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Abstract
We theoretically propose an idea to use an ultracold Fermi gas as a quantum simulator for the
study of the neutron-star equation of state (EoS) in the low-density region. Our idea is different
from the standard quantum simulator that heads for perfect replication of another system, such
as a Hubbard model discussed in high-Tc cuprates. Instead, we use the similarity between two
systems, and theoretically make up for the difference between them. That is, (1) we first show that
the strong-coupling theory developed by Nozie`res-Schmitt Rink (NSR) can quantitatively explain
the recent EoS experiment on a 6Li superfluid Fermi gas in the BCS (Bardeen-Cooper-Schrieffer)-
unitary limit far below the superfluid phase transition temperature Tc. This region is considered to
be very similar to the low density region (crust regime) of a neutron star (where a nearly unitary
s-wave neutron superfluid is expected). (2) We then theoretically compensate the difference that,
while the effective range reff is negligibly small in a superfluid
6Li Fermi gas, it cannot be ignored
(reff = 2.7 fm) in a neutron star, by extending the NSR theory to include effects of reff . The
calculated EoS when reff = 2.7 fm is shown to agree well with the previous neutron-star EoS in
the low density region predicted in nuclear physics. Our idea indicates that an ultracold atomic
gas may more flexibly be used as a quantum simulator for the study of other complicated quantum
many-body systems, when we use, not only the experimental high tunability, but also the recent
theoretical development in this field. Since it is difficult to directly observe a neutron-star interior,
our idea would provide a useful approach to the exploration for this mysterious astronomical object.
PACS numbers:
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I. INTRODUCTION
In cold atom physics, the high-tunability of this system[1, 2] has realized various interest-
ing quantum phenomena. One example is the BCS (Bardeen-Cooper-Schrieffer)-BEC (Bose-
Einstein condensation) crossover phenomenon in 40K[3] and 6Li[4–6] Fermi gases, where the
character of a Fermi superfluid continuously changes from the weak-coupling BCS-type to
the BEC of tightly bound molecules[7–14], with increasing the strength of a pairing inter-
action by adjusting the threshold energy of a Feshbach resonance[2]. Another example is a
87Rb Bose gas loaded on an optical lattice, where the superfluid-Mott insulator transition
has been realized by tuning the atomic hopping parameter between lattice sites, by adjusting
the height of lattice potential[1, 15, 16].
The high-tunability of ultracold atomic gases has also made us expect the usage of this
system as a “quantum simulator” for the study of other complicated quantum many-body
systems[17]; however, this exciting attempt has not yet reached its full potential. For exam-
ple, although similarity between an ultracold Fermi gas loaded on a two-dimensional optical
lattice and high-Tc cuprates[18] has been pointed out[19], the current experimental achieve-
ment is still at the s-wave pairing state in the case of a very shallow three-dimensional
optical lattice[20, 21] (which cannot be described by the Hubbard model). The recent ex-
tensive experimental efforts have enabled us to precisely measure various physical quantities
in ultracold gases[22–31]. Thus, when an ultracold atomic gas works as a quantum sim-
ulator for another system, the high-tunability, as well as these sophisticated experimental
techniques, would contribute to understanding this target system. This success would also
give feedback to cold atom physics, to accelerate the further development of this field.
In this paper, as a promising target of a quantum simulator made of an ultracold Fermi
gas, we theoretically investigate the equation of state (EoS) of a neutron star. A neutron
star is much smaller than the earth (the radius R of a neutron star is about 10 km.),
but the mass is comparable to the sun, so that it is considered as the densest matter in our
universe[32]. The recent discovery of the massive neutron star PSR J1614-2230 (with a mass
M = 1.97 ± 0.04M⊙, where M⊙ is the solar mass) using the so called Shapiro delay [33],
along with the later discovery of PSR J0348+0342 (M = 2.01± 0.04M⊙)[34], have spurred
a heated debate about the internal structure of this mysterious star. This is because it has
theoretically been predicted that hyperons should appear deep inside a neutron star where
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the density n >∼ 2ρ0 (where ρ0 = 0.16 fm−3 is the nuclear saturation density), and that this
makes it difficult to explain the existence of such a massive neutron star[33, 35, 36]. This
problem is sometimes referred to as the two-solar mass problem and hyperon puzzle in the
literature [37], and is one of the hottest topics in neutron star physics.
In this paper, we pick up the neutron-star EoS, because it is a crucial key for the study
of the two-solar mass problem. This is because, once it is fixed, together with the Tolman-
Oppenheimer-Volkov (TOV) equation[38, 39], we can obtain the so-called M-R relation[40],
linking the neutron-star mass M and its radius R, which also gives the upper limit of
the neutron-star mass. However, the determination of EoS by astronomical observations
is difficult, because even the known nearest neutron star (RX J1856.5-3754) is about 400
light-years away from the earth[41]. Although neutron skins[42, 43] and hallows[44, 45] in
neutron-rich nuclei give information about neutron matter, it is still not enough to construct
the neutron-star EoS, including many-body effects associated with a strong neutron-neutron
interaction[46]. As a result, the current approach to the neutron-star EoS has to strongly rely
on theory[47–50]. Of course, this approach is partially supported by experiment, because
it employs a pseudo-potential describing neutron-neutron interaction which can reproduce
few-body scattering data obtained from terrestrial experiments[47–51]. However, since the
system in question is a strongly interacting many-body system, many-body effects are ex-
pected to play important roles in a neutron-star interior. In the current approach, inclusion
of these is a fully theoretical challenge. Thus, when cold Fermi gas physics can help this to
some extent, it would impact on neutron star physics.
To explain our strategy, we recall the following three key issues:
(i) The EoS has recently been measured with very high precision, in the BCS-unitary
regime of a 6Li superfluid Fermi gas far below the superfluid phase transition tem-
perature Tc[30]. In this experiment, the scaled s-wave pairing interaction (kFas)
−1 is
tuned by adjusting the s-wave scattering length as by using a Feshbach resonance[2]
(where kF is the Fermi momentum).
(ii) In the low density regime of a neutron star interior, neutron-rich nuclei are surrounded
by drip neutrons and electrons in the inner crust, and neutron matter with a small frac-
tion of protons and electrons makes the outer core. Thus, the property of pure neutron
matter is decisive in these regions. In addition, in the low density region where n <∼ ρ0
4
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FIG. 1: (Color online) Phase diagram of an ultracold Fermi gas in the BCS-BEC crossover region.
“A” is the region where we can use for the study of neutron-star EoS in the low-density region. In
this region, approaching the unitarity limit in the case of an ultracold Fermi gas corresponds to
the increase of neutron density as one goes into a neutron-star interior. In this phase diagram, the
interaction strength is measured in terms of the inverse s-wave scattering length a−1s , normalized
by the Fermi momentum kF. The temperature is normalized by the Fermi temperature TF.
(which corresponds to the inner crust), the dominant interaction between neutrons is
of an attractive s-wave type[52], with the scattering length as = −18.5 fm[53, 54]. Al-
though this value is fixed in the neutron-star case, the scaled interaction (kFas)
−1 (< 0)
varies to approach zero, as one goes deeper into the star. (Note that the Fermi mo-
mentum kF = [3pi
2n]1/3 become large with increasing the density n). The typical
magnitude kF = 1 fm
−1 in this regime gives (kFas)
−1 = −0.054, indicating that the
system is close to the unitarity limit. Since the interior temperature is considered to
be much lower than the Fermi temperature TF (except just after the birth of a neutron
star), neutrons are expected to be in the strongly interacting s-wave superfluid state
far below Tc there[46].
(iii) In 6Li and 40K Fermi atomic gases, the effective range reff [55] is negligibly small, so that
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the scaled interaction (kFas)
−1 is the only relevant interaction parameter. However,
this is not the case for interacting neutrons, where the effective range reff = 2.7fm[56]
cannot be ignored, because it is comparable to the typical value k−1F ∼ 1 fm of the
inverse Fermi momentum even in the inner crust.
Among these keys, (i) and (ii) indicate that the recent experimental achievement[30] in
cold Fermi gas physics has already provided very useful information about the low density
region of a neutron star interior (where the system properties are dominated by s-wave
superfluid neutrons). The density (or radius)-dependent interaction strength (kFas)
−1 is in
the latter can be simulated by the tunable interaction associated with a Feshbach resonance
in the former[2]. A crucial difference between the two is the importance of the effective range
reff = 2.7 fm in the latter as mentioned in (iii). In this regard, it is difficult to modify the
observed EoS data in a 6Li superfluid Fermi gas[30], so as to include the non-zero effective
range reff = 2.7fm. Although there have been some theoretical investigations of the effects of
the effective range on the physical properties of an ultracold Fermi gas, their experimental
realization has not been achieved yet[57, 58].
In order to effectively use the similarity between (i) and (ii) overcoming the difference
(iii), we take the following strategy in this paper: (1) We first deal with a superfluid Fermi
gas in the BCS-unitarity limit shown as “A” in Fig. 1, to theoretically explain the observed
EoS in a 6Li superfluid Fermi gas[30] in a quantitative manner. For this purpose, we employ
the strong-coupling theory developed by Nozie`res and Schmitt-Rink (NSR)[9]. (2) We then
extend the NSR theory so that it can treat the effective range reff , to evaluate EoS in the
low-density region of a neutron star interior in the region “A” in Fig. 1.
The advantage of our approach is that one can experimentally check theoretical calcula-
tions up to the inclusion of many-body strong-coupling effects (within the vanishing effec-
tive range). Thus, the ambiguity about the inclusion of many-body effects due to approxi-
mate theoretical calculations would be more suppressed than the previous approaches[47–50]
(where experimental support is only within few-body physics)[51].
We note that the study of quantum simulator in cold atom physics has so far mainly
aimed to experimentally replicate another system, by using the high-tunability of atomic
gases[17, 19]. In this sense, our approach (which uses both theory and experiment to describe
a neutron star interior) is somehow different from this standard one. Regarding this, we
point out that recent theoretical development in cold Fermi gas physics has enabled us to
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quantitatively compare calculated results with various experimental data in the BCS-BEC
crossover region. Since even highly tunable cold atomic gases are still difficult to replicate all
other quantum systems, it would be useful to also use this theoretical development, along
with the experimental high tunability. Indeed, we will demonstrate that this combined
approach gives the EoS being consistent with the previous neutron-star EoS in the low-
density region.
This paper is organized as follows. In Sec. II, we extend the strong-coupling NSR theory
to the case with reff 6= 0. In Sec. III, setting reff = 0, we confirm that the NSR theory can
quantitatively explain the recent experiment on the internal energy E in the unitary regime
of a 6Li superfluid Fermi gas[30]. We then proceed to the case with reff 6= 0, to examine how
the EoS is affected by this quantity. Setting reff = 2.7 fm[56], we calculate the neutron-star
EoS in the low-density region. Throughout this paper, we set ~ = kB = 1, and the system
volume V is taken to be unity, for simplicity.
II. FORMULATION
We consider a two-component uniform Fermi system, described by the Hamiltonian,
H =
∑
p,σ
ξpc
†
p,σcp,σ −
∑
p,p′,q
U(p− p′)c†
p+q/2,↑c
†
−p+q/2,↓c−p′+q/2,↓cp′+q/2,↑, (1)
where cp,σ is the annihilation operator of a Fermi particle with spin σ =↑, ↓. While these
are real spin states in the case of a neutron fluid, they represent pseudo-spins describing two
atomic hyperfine states in an ultracold Fermi gas. In Eq. (1), ξp = εp−µ = p2/(2m)− µ is
the kinetic energy of a fermion, measured from the Fermi chemical potential µ, where m is
a particle mass. −U(p−p′) (< 0) is an attractive interaction between fermions. We assume
that the system is in the s-wave superfluid state by this pairing interaction.
In this paper, we include fluctuations in the Cooper channel within the framework of
the strong-coupling theory developed by Nozie`res and Schmitt-Rink (NSR)[9], extended to
the superfluid phase below Tc[59–61]. For this purpose, it is convenient to divide the model
Hamiltonian in Eq. (1) into the sum H = HMF +HFL of the mean-field BCS part HMF and
the fluctuation part HFL. The former is written as,
HMF =
∑
p
Ψˆ†p
[
ξ˜pτ3 −∆pτ1
]
Ψˆp +
∑
p
ξ˜p +
1
4
U(0)N2MF +
∑
p,p′
U(p − p′)〈c†p,↑c†−p,↓〉〈c−p′,↓cp′,↑〉,(2)
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in the two-component Nambu representation[62].
Here,
Ψˆp =

 cp,↑
c−p,↓

 (3)
is the Nambu field acting on particle-hole space, and τj (j = 1, 2, 3) are Pauli matrices. The
kinetic energy ξ˜p = ξp − U(0)NMF/2 in Eq. (2) involves the Hartree energy −U(0)NMF/2,
where
NMF =
∑
p,σ
〈c†p,σcp,σ〉 =
∑
p
[
1− ξ˜p
Ep
tanh
Ep
2T
]
. (4)
The BCS superfluid order parameter,
∆p =
∑
p′
U(p − p′)〈c†p,↑c†−p,↓〉 =
∑
p′
U(p − p′) ∆p′
2Ep′
tanh
Ep′
2T
, (5)
is taken to be real and to be proportional to the τ1 component in Eq. (2), without loss
of generality, where Ep =
√
ξ˜2p +∆
2
p describes the Bogoliubov single-particle excitations.
We briefly note that the statistical average 〈· · ·〉 in Eqs. (4) and (5) is taken for the BCS
Hamiltonian HMF in Eq. (2)[60, 61].
To describe the s-wave superfluid state, we formally decomposed the interaction po-
tential U(p − p′) into the partial-wave components, expressing it as the sum of the s-
wave channel (Us(p,p
′)), p-wave channel (Up(p,p
′)), d-wave channel (Ud(p,p
′)), and so on.
Among these, only the s-wave channel survives in the low-momentum limit, so that one finds
U(0) = Us(0, 0). Assuming that the s-wave interaction is the strongest in the low-density
region which we are considering, we only retain this contribution in the gap equation (5).
Then, effects of the effective range reff can be incorporated into the theory by assuming the
separable form[9, 63],
Us(p,p
′) = U(0)γpγp′, (6)
where the basis function γp has the s-wave pairing symmetry, but has the following momen-
tum dependence,
γp =
1√
1 + (p/pc)2
. (7)
Although the choice of basis function γp in Eq. (7) is not unique, an advantage of this choice
is that the effective range theory becomes exact, when the cutoff momentum pc is taken as
pc =
1
reff
[
1 +
√
1− 2reff
as
]
. (8)
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(We explain the derivation of Eq. (8) in appendix A.) Here, as usual, the s-wave scattering
length as is related to U(0) as
4pias
m
= − U(0)
1 − U(0)∑p γ2p2εp . (9)
Only retaining the s-wave component in Eq. (6), we find that the superfluid order parameter
∆p in Eq. (5) has the form, ∆p = γp∆, where ∆ obeys
1 = U(0)
∑
p
γ2p
2Ep
tanh
Ep
2T
= −4pias
m
∑
p
γ2p
[
1
2Ep
tanh
Ep
2T
− 1
2εp
]
. (10)
In the case of a superfluid Fermi gas, where the effective range reff is negligibly small, one
usually takes pc = ∞, or γp = 1 in Eq. (10). In the neutron-star case, on the other
hand, the empirical parameter set (as, reff) = (−18.5 fm, 2.7 fm) gives pc = 0.79 fm−1. This
implies that effects of the non-vanishing effective range become important, when the density
increases to reach kF ≃ pc ∼ 1 fm−1.
Using Eq. (6), we can write the BCS Hamiltonian in Eq. (2) as
HMF =
∑
p
Ψˆ†p
[
ξ˜pτ3 −∆pτ1
]
Ψˆp +
∑
p
[
ξ˜p +
∆2p
U(0)
]
+
1
4
U(0)N2MF. (11)
The Hamiltonian HFL describing fluctuations in the Cooper channel is given by[60, 61, 64]
HFL = −U(0)
2
∑
q
[ρ1(q)ρ1(−q) + ρ2(q)ρ2(−q)] , (12)
where
ρj(q) =
∑
p
γpΨˆ
†
p+q/2τjΨˆp−q/2 (j = 1, 2) (13)
are the generalized density operators[60, 61]. Since we are taking the superfluid order pa-
rameter ∆p being parallel to the τ1 component (see Eq. (2)), ρ1(q) and ρ2(q) physically
describe amplitude and phase fluctuations of the superfluid order parameter, respectively.
We note that, in the cases of 40K and 6Li superfluid Fermi gases[3–6], the s-wave pairing
interaction is dominant, so that Eq. (13) is enough to examine fluctuation corrections to
system properties in the BCS-BEC crossover region. In the neutron-star case, on the other
hand, non-s-wave interactions, such as the p-wave one, gradually appears with increasing
9
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FIG. 2: Fluctuation correction ΩFL to the thermodynamic potential Ω in the NSR theory. The solid
line and the dashed line describe the 2× 2 matrix single-particle BCS Green’s function in Eq.(17),
and the s-wave pairing interaction Us(p,p
′) in Eq. (6), respectively. Πij is the pair-correlation
function in Eq. (16). The solid circle is a Pauli matrix τj.
the neutron density[46], even in the low-density region where neutrons are in the s-wave
superfluid state. To describe this situation, one may also add corresponding fluctuation
terms to HFL in Eq. (12)[63]. However, in the current stage of cold Fermi gas physics, it is
difficult to experimentally deal with such a situation. As a result, one cannot experimentally
check the calculated EoS involving such non-s-wave strong-coupling effects. Thus, leaving
the inclusion of non-s-wave fluctuation corrections to EoS as a future problem, we only take
into account s-wave superfluid fluctuations described by Eq. (12) in this paper.
In the NSR theory[9], the thermodynamic potential Ω = ΩMF + ΩFL consists of the
ordinary mean-field BCS part,
ΩMF = −T ln
[
Tr
[
e−HMF/T
]]
= −2T
∑
p
[
ln
[
1 + e−Ep/T
]
+ ξ˜p −Ep
]
+
∆2
U(0)
+
1
4
U(0)N2MF, (14)
and the fluctuation term ΩFL which is diagrammatically given in Fig. 2. Summing up these
diagrams, we have
ΩFL =
T
2
∑
q,iνn
Tr
[
ln
[
1 + U(0)Πˆ(q, iνn)
]
− U(0)Πˆ(q, iνn)
]
, (15)
where νn is the boson Matsubara frequency. Πˆ = {Πij} is the 2× 2 matrix pair correlation
function, where
Πij(q, iνn) = T
∑
p,iωn
γ2pTr
[
τiGˆ(p+ q, iωn + iνn)τjGˆ(p, iωn)
]
. (16)
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Here,
Gˆ(p, iωn) =
1
iωn − ξ˜pτ3 + γp∆τ1
(17)
is the 2×2-matrix single-particle thermal Green’s function in the mean-field BCS level[62]. In
Eq. (16), Π11(q, iνn) and Π22(q, iνn) physically describe amplitude and phase fluctuations of
the superfluid order parameter ∆p = γp∆. Π12(q, iνn) (= −Π21(q, iνn)) represents coupling
between the two fluctuations[64].
In the NSR approach, the superfluid order parameter ∆p = γp∆ and the Fermi chemical
potential µ are determined by self-consistently solving the gap equation (10), together with
the equation for the total number N of fermions. which is obtained from the thermodynamic
identity,
N = −
(
∂Ω
∂µ
)
T
= NMF +NFL. (18)
The mean-field contribution NMF = −(∂ΩMF/∂µ)T is given in Eq. (4). For the fluctuation
correction NFL = −(∂ΩFL/∂µ)T , noting that ΩFL depends on µ only through the effective
chemical potential µ∗ = µ+ U(0)NMF/2[65], we find,
NFL = −α
(
∂ΩFL
∂µ∗
)
T
, (19)
where
α =
1
1− 1
2
U(0)
(
∂NMF
∂µ∗
)
T
(20)
is the Stoner factor for the density response function[66]. For the derivation of Eq. (19), see
appendix B.
Once ∆ and µ are determined from the combined gap equation (10) with the number
equation (18), the internal energy E (or EoS) can be evaluated from Ω = ΩMF + ΩFL, by
way of the thermodynamic relation,
E = Ω− T
(
∂Ω
∂T
)
µ
− µ
(
∂Ω
∂µ
)
T
. (21)
When we conveniently divide the internal energy E = EMF + EFL into the the mean-field
part EMF and the fluctuations contribution EFL, each component is given by
EMF =
∑
p
[
Epf(Ep) + ξ˜p − Ep
]
+
∆2
U(0)
+
1
4
U(0)N2MF + µNMF, (22)
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EFL = ΩFL − T
(
∂ΩFL
∂T
)
µ
+ µNFL, (23)
where f(x) is the Fermi distribution function.
The ordinary NSR formalism discussed in cold Fermi gas physics[61] is immediately re-
covered, when we set reff → 0 (which leads to pc → ∞ and γp → 1). Indeed, this limiting
condition gives U(0) → 0 (see Eq. (9)), so that the Stoner factor α in Eq. (20) is reduced
to unity. In addition, the Hartree term in ξ˜p = ξp − U(0)NMF/2, as well as the Hartree
correction U(0)N2MF/4 in Eqs. (14) and (22) vanish. Although the term ∆
2/U(0) appearing
in these equations seems to diverge, this singularity is actually canceled out by the diverging
behavior of the term
∑
p[ξp − Ep] in these equations, because
∑
p
[ξp − Ep] + ∆
2
U(0)
=
∑
p
[
ξp −Ep − ∆
2
2εp
]
+
m
4pias
∆2, (24)
where we have used Eq. (9) in the first expression.
Before ending this section, we comment on our numerical calculations. Although we are
interested in the EoS in the ground state, we take T/TF = 0.01(≪ 1) for computational
simplicity. We briefly note that this value is much smaller than Tc/TF ∼ 0.2 in the inter-
esting unitary regime. We have also numerically confirmed that almost the same results
are obtained in the region T/TF = [0.005, 0.06]. In considering a superfluid Fermi atomic
gas, we set reff = 0, and the internal energy is normalized by the ground state energy
EG = (3/5)NεF of a free Fermi gas, where εF is the Fermi energy. In the neutron-star case,
we take (as, reff) = (−18.5 fm, 2.7 fm). In this case, following the convention, we measure
EoS in unit of MeV, by using the neutron mass m = 936 MeV/c2 (where c the speed of
light).
III. EQUATION OF STATE OF A NEUTRON STAR IN THE LOW-DENSITY
REGION
As mentioned previously, our approach consists of two steps, which we check one by one
in this section.
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FIG. 3: (Color online) (a) Calculated internal energy E in the BCS-unitary regime of a superfluid
Fermi gas (reff = 0) at T/TF = 0.01 (“NSR”). The dotted line shows the result in the BCS-
Leggett strong-coupling theory[8]. “DMC” and “AFMC” show results by diffusion Monte-Carlo
and auxiliary field Monte Carlo simulations, respectively[67]. The experimental result on a 6Li
superfluid Fermi gas[30] is shown as “6Li”. EG =
2
3εFN is the ground state energy of a free Fermi
gas. Panels (b) and (c) show, respectively, self-consistent solutions for µ and ∆, that are used in
evaluating E in panel (a). In panel (c), “QMC” is the result by Monte-Carlo simulation[67]. “6Li”
shows the experimental result by Bragg spectroscopy[31].
A. STEP 1: Assessment of the NSR theory when reff = 0
Figure 3(a) shows the calculated EoS, when reff = 0. While the mean-field based BCS-
Leggett theory overestimates the internal energy E, the NSR theory well explains the
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recent experiment on a 6Li superfluid Fermi gas far below Tc, as well as a Monte-Carlo
simulation[67]. This indicates that, at least in the absence of the effective range, the NSR
theory can correctly include strong-coupling corrections to the EoS, beyond the mean-field
level[68].
For completeness, we show in Figs. 3(b) and (c) the basic data set (µ,∆) that are used
in evaluating the internal energy E in Fig. 3(a). We again find that the NSR results agree
well with the recent experiments[30, 31], as well as a Monte-Carlo simulation[67]. On the
other hand, the BCS-Leggett theory overestimates these quantities.
B. STEP 2: Application to neutron-star EoS (reff = 2.7 fm)
Building on the result in STEP 1, we now apply the same NSR theory to the case of a
neutron star, by setting reff = 2.7 fm. Figure 4(a) shows the result, where the self-consistent
solutions for ∆ and µ in Fig. 5 are used. We find that the NSR theory extended to the case
with non-zero effective range well reproduces the previous results[47–50] in the low density
region, kF <∼ 1 fm. As mentioned previously, although these previous calculations[47–50] have
used realistic neutron-neutron interactions, it has been difficult to experimentally check to
what extent many-body effects are correctly taken into account in these results. In this
regard, together with the result in STEP 1 (Fig. 3(a)), our result in Fig. 4(a) gives an
experimental support for this point, except for effects of effective range.
Figure 4(a) shows that our EoS gradually deviates from the previous results when
kF >∼ 1 fm−1. This is simply because the effective range theory which we are using is
no longer valid for such high density region. Indeed, as shown in Fig. 4(b), the phase shift
δ(kF) at the Fermi momentum in the effective range theory, given by
cot δ(kF) = − 1
kFas
+
1
2
kFreff , (25)
gradually deviates from the 1S0 phase shift data when kF >∼ pc = 0.79 fm−1. In addi-
tion, higher order interaction channels (e.g., 3P2 shown in Fig. 4(b)), as well as three-body
interactions[47], become important in the high-density region. While these realistic inter-
actions are employed in the previous work[47–50], it is difficult to experimentally realize all
these interactions in cold atom physics, so that our approach only deals with the already
existing s-wave interaction.
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FIG. 4: (Color online) (a) Calculated equation of state (EoS) when reff = 2.7 fm (solid line). For
comparison, we also show the results in the NSR theory with reff = 0 (dashed line), in the mean-
field BCS-Leggett theory with reff = 0 (dotted line), as well as in a free Fermi gas (dashed-dotted
line). The solid squares[47], circles[48], diamonds[49], and triangles[50], show the previous results
starting from various model interactions developed in nuclear physics. (The name of the interaction
is written in the parentheses.) (b) Phase shift δ(kF) in the present s-wave effective range model,
where the separable interaction in Eq. (6) with the basis function γp in Eq. (7) is used. In this
figure, we also plot the phase shift of nucleon-nucleon scattering in the 1S0 channel, as well as that
in the 3P2 channel[46, 70, 71].
Because of the same reason, the agreement between the NSR result with reff = 0 and the
previous work[47–50] up to kF = 2 fm
−1 seen in Fig. 4(a) is accidental.
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FIG. 5: (Color online) (a) Self-consistent solution for the superfluid order parameter ∆p = γp∆
when reff = 2.7 fm. Egap is the threshold energy of the Bogoliubov single-particle dispersion
Ep =
√
ξ˜2p +∆
2
p. The dashed line and dotted line represent the superfluid order parameter ∆ in
the NSR theory with reff = 0 and that in the BCS-Leggett theory with reff = 0, respectively. In
this figure, we also compare our result with the previous work by quantum Monte-Carlo simulation
(solid squares)[49], renormalization group (solid circles)[72], deterministic quantum Monte-Carlo
simulation (solid triangles)[73], and auxiliary field Monte-Carlo simulation (solid diamonds)[74].
(b) Self-consistent solution for the chemical potential µ. µ∗ = µ + U(0)NMF/2 is the effective
chemical potential. For comparison, we also plot the NSR result with reff = 0 (dashed line), as
well as the result in the BCS-Leggett theory with reff = 0 (dotted line).
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IV. DISCUSSIONS ON EFFECTIVE-RANGE EFFECTS FROM THE VIEW-
POINT OF pc AND U(0)
To understand how the effective range reff affects superfluid properties in more detail, it
is convenient to recall that the non-vanishing reff = 2.7 fm gives a finite cutoff momentum
pc = 0.79 fm
−1 in Eq. (8). As a result, the region where the pairing interaction works in
the gap equation (10) is restricted to 0 ≤ p <∼ pc. Since the region near the Fermi surface
is important in the Cooper-pair formation, the growth of the superfluid order parameter ∆
with increasing the Fermi momentum becomes unremarkable when kF >∼ pc, compared to
the case of reff = 0 (giving pc = ∞). We can confirm this from the comparison of the case
“NSR(reff = 2.7 fm)” with “NSR(reff = 0 fm)”, as well as “BCS-Leggett(reff = 0)” in Fig.
5(a).
We note that the superfluid order parameter ∆p = γp∆ depends on the momentum p, so
that the pairing gap Egap which is defined as the minimum excitations energy of Bogoliubov
single-particle dispersion Ep =
√
ξ˜2p +∆
2
p does not simply equal ∆, in contrast to the
ordinary case with reff = 0. Indeed, the evaluated Egap is smaller than ∆ as shown in Fig.
5(a). This figure also shows that our result is consistent with the previous work[49, 72–74]
in the low density region (kF <∼ 1 fm−1).
The non-vanishing effective range (or finite pc) also affects system properties through the
non-zero interaction strength U(0), which is related to the cutoff momentum pc as
U(0) =
4pias
m
1
1− pcas . (26)
Figure 5(b) shows that the Fermi chemical potential is not so sensitive to the effective range,
when kF <∼ 1 fm−1. However, the so-called Hartree shift U(0)NMF/2 enlarges the effective
Fermi surface size k∗F ≡
√
2mµ∗ =
√
2m[µ+ U(0)NMF/2] in this regime, which becomes
comparable to the case of the BCS-Leggett theory with reff = 0 (see Fig. 5(b)). We briefly
note that the pairing gap Egap is obtained at the momentum which is very close to k
∗
F
(although we do not explicitly show the result here).
We see in Fig. 4(a) that, while the condensation energy within the mean-field BCS-
Leggett level, as well as the strong-coupling corrections within the NSR level (with reff = 0),
lower the internal energy E, the non-vanishing effective range (reff = 2.7 fm) does not
remarkably affect E in the low-density region (kF <∼ 1 fm). At a glance, this looks indicating
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the irrelevance of reff in this regime. However, Fig. 5(a) indicates that the effective range
reff remarkably suppresses the superfluid order parameter ∆p = γp∆, which should also
suppress the superfluid condensation energy.
The reason why we obtain E(reff = 2.7 fm) ≃ E(reff = 0) in the low density region
in Fig. 4(a) is that the above-mentioned decrease of the superfluid condensation energy is
approximately compensated by the Hartree energy,
EMF = −1
2
U(0)N2MF, (27)
originating from the non-zero reff . (Note that the Hartree energy vanishes when reff = 0.)
This means that the mean-field Hartree energy is important in quantitatively examining the
crust regime of a neutron star.
Before ending this section, we comment on two other effects associated with the effective
range reff . First, the non-zero U(0) produces the Stoner factor α in Eq. (20), which enhances
the NSR fluctuation contribution NFL to the number equation in Eq. (19). However, we see
in Fig. 6 that the region where the effective chemical potential µ∗, as well as the internal
energy E, are strongly influenced by the Stoner enhancement is restricted to the high-density
region kF >∼ 1 fm−1. Thus, as far as we consider the low-density region (kF <∼ 1 fm−1), this
effective-range effect does not seem important.
Second, when reff = 0, the magnitude of each diagram in Fig. 2 is not well-defined,
because U(0) = +0 and the pair correlation function Πij in Eq. (16) exhibits the ultraviolet
divergence. Their infinite summation only gives a finite fluctuation correction ΩFL to the
thermodynamic potential Ω. In contrast, when reff > 0, each diagram in Fig. 2, as well
as the other diagrams that are ignored in the NSR theory, become non-zero because of
U(0) > 0. In this case, since the superfluid order is weakened by the effective range (see
Fig. 5(a)), it becomes unclear whether the NSR scheme (where special diagrams describing
superfluid fluctuations are selectively summed up to the infinite order) is still superior to
the perturbative order-by-order calculation in terms of the pairing interaction. Regarding
this, explicitly evaluating all the second-order diagrams contributing to the thermodynamic
potential that are not taken into account in the NSR theory, we find that the correction
(≡ Ecorr) to the EoS is very small, as shown in Fig. 7. (For the derivation of Ecorr, see
appendix C.) This means that the inclusion of superfluid fluctuations described by the
diagrammatic series in Fig. 2 is still effective in considering the low-density region of a
18
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neutron-star interior.
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V. SUMMARY
To summarize, we have discussed a possible application of an ultracold Fermi atomic gas
to the study of a neutron star equation-of-state (EoS). Although our idea maximally uses
the high-tunability of this atomic system, we do not attempt to experimentally replicate
a neutron star by using the high tunability of an ultracold Fermi gas, but simply use the
already existing superfluid state. That is, noting that the inner crust regime of a neutron
star is considered to be in the nearly unitary s-wave superfluid state of neutrons far below
Tc, we first deal with the recent experiment on EoS in a superfluid
6Li Fermi gas in the BCS-
unitary regime[30]. We then theoretically make up for the crucial difference between the two
systems about the magnitude of the effective range reff , because it cannot experimentally be
tuned in the current stage of cold atom physics.
To demonstrate our idea, we first showed that the recent EoS measurement on a 6Li
superfluid Fermi gas can be quantitatively explained by the strong-coupling theory developed
by Nozie`res and Schmitt-Rink (NSR). We then extended the NSR theory to include the non-
vanishing effective range (reff = 2.7 fm), so as to be able to treat the inner crust regime of a
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neutron star. The calculated EoS was found to agree well with the previous theoretical work
on the neutron-star EoS in this regime. Although these previous calculations use detailed
neutron-neutron interactions which can reproduce the experimental phase shift data, no
experimental support has existed about the inclusion of many-body effects associated with
strong pairing interaction near the unitarity limit. Our combined strong-coupling theory
with cold-Fermi-gas experiment gives confirmation about this for the first time, except for
effects of the non-zero effective range.
Since the present approach is only valid for the low-density region (kF <∼ 1 fm−1) of a
neutron star, it is an exciting challenge to extend this to the deeper core region, where the
simple s-wave neutron superfluid is no longer expected. In this regard, one possibility is to
use a p-wave superfluid Fermi gas. At present, while a tunable p-wave pairing interaction
associated with a p-wave Feshbach resonance[75, 76], as well as the formation of p-wave
pairs[77, 78], have been realized, any p-wave superfluid state has not been achieved yet,
because of very short lifetime of p-wave pairs[79] due to three-body loss[80, 81], as well as
dipolar relaxation[82]. However, once a p-wave superfluid Fermi atomic gas is realized, we
would be able to use it as a testing ground, to construct a strong-coupling theory which
can quantitatively describe a p-wave Fermi superfluid. Even if the detailed p-wave pairing
symmetry in the case of an ultracold Fermi gas is different from that expected in the core
region of a neutron star, the strong-coupling theory which is experimentally assessed in the
former would be useful for the study of the core region where a p-wave neutron superfluid
is expected (see Fig. 4(a)), by modifying the theory to compensate the difference between
the two systems (as we have done in the s-wave case). Such an application would also be
a good motivation for the research toward the realization of a p-wave superfluid Fermi gas.
Since it is difficult to directly measure the neutron-star interior, our idea would provide an
alternative route to this astronomical object, in addition to the conventional approach being
based on nuclear physics.
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Appendix A: Effective range theory in the case of the basis function γp in Eq. (7)
We consider a two-particle system with the separable s-wave interaction in Eq. (6). The
two-particle scattering T -matrix Γs(p,p
′, ω+) obeys[63],
Γs(p,p
′;ω+) = −Us(p,p′)−
∑
k
Us(p,k)
1
ω+ − 2εkΓs(k,p
′;ω+), (A1)
where ω+ = ω + iδ, with δ being an infinitesimally small positive number. Equation (A1)
gives Γs(p,p
′;ω+) = γpΛs(ω+)γp′, where
1
Λs(ω+)
= − 1
U(0)
−
∑
p
γ2p
ω+ − 2εp . (A2)
The scattering T -matrix Γ(p,p′;ω+) is related to the scattering amplitude fs(p) as[55],
fs(p) = −m
4pi
Γs(p,p; 2εp + iδ). (A3)
Using Eqs. (9) and (A2), one finds that the scattering amplitude f(p) in Eq. (A3) is written
as
fs(p) =
γ2p
− 1
as
− 4pi
m
∑
p′
γ2p′
[
1
2εp′ − (2εp + iδ) −
1
2εp′
] . (A4)
When we take the basis function γp in Eq. (7) (where the cutoff momentum pc is given in
Eq. (8)), Eq. (A4) gives the exact expression in the effective range theory[55],
fs(p) =
1
− 1
as
+
1
2
reffp
2 − ip
. (A5)
We briefly note that, higher order terms (such as ∼ p4) generally appears in the denominator
of Eq. (A5), when one chooses another expression for γp, e.g., γp = 1/[1 + (p/pc)
2].
Appendix B: Derivation of Eq. (19) and how to evaluate Eq. (20)
Noting that ΩFL depends on µ only through µ
∗ = µ+ U(0)NMF/2, one finds,
NFL = −
(
∂ΩFL
∂µ
)
T
=
(
∂ΩFL
∂µ∗
)
T
(
∂µ∗
∂µ
)
T
, (B1)
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where (
∂µ∗
∂µ
)
T
= 1 +
1
2
U(0)
(
∂NMF
∂µ∗
)
T
(
∂µ∗
∂µ
)
T
=
1
1− 1
2
U(0)
(
∂NMF
∂µ∗
)
T
, (B2)
which just equals the Stoner factor α in Eq. (20). In Eq. (B2), we have used the fact that
NMF depends on µ only through µ
∗ (see Eqs. (4) and (10)).
To evaluate the factor (∂NMF/∂µ
∗)T in Eq. (B2), we conveniently abbreviate the right
hand side of Eq. (4) as gN(µ
∗,∆(µ∗), T ), and that of Eq. (10) as g∆(µ
∗,∆(µ∗), T ). From
Eq. (10), we find (
∂g∆
∂µ∗
)
T
=
(
∂g∆
∂µ∗
)
∆,T
+
(
∂g∆
∂∆
)
µ∗,T
(
∂∆
∂µ∗
)
T
= 0. (B3)
Taking the partial derivative of Eq. (4) with respect to µ∗, one obtains(
∂NMF
∂µ∗
)
T
=
(
∂gN
∂µ∗
)
∆,T
+
(
∂gN
∂∆
)
µ∗,T
(
∂∆
∂µ∗
)
T
=
(
∂gN
∂µ∗
)
∆,T
−
(
∂gN
∂∆
)
µ∗,T
(
∂g∆
∂µ∗
)
∆,T
(
∂g∆
∂∆
)−1
µ∗,T
.
(B4)
Appendix C: Second-order correction Ωcorr to thermodynamic potential
To evaluate all the second-order corrections to the thermodynamic potential in a system-
atic manner, we conveniently note that the interaction part HFL of the Hamiltonian in Eq.
(12) can be written in the the following two forms.
HFL = −U(0)
∑
p,p′,q
γpγp′ρ+(p, q)ρ−(p
′,−q), (C1)
HFL = −U(0)
∑
p,p′,q
γ(p+p′+q)/2γ(p+p′−q)/2n+(p, q)n−(p
′,−q), (C2)
where
ρ±(p, q) =
1
2
Ψ†
p+q/2[τ1 ± iτ2]Ψp−q/2, (C3)
n±(p, q) =
1
2
Ψ†
p+q/2[τ3 ± τ0]Ψp−q/2, (C4)
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with τ0 being the unit matrix. Physically, ρ±(p, q) and n±(p, q) describe superfluid fluctu-
ations and density fluctuations, respectively.
The expression for the second order correction Ωcorr to the thermodynamic potential in
terms of HFL is obtained by using the linked cluster theorem[83] as,
Ωcorr = −T
2
∫ 1/T
0
dτ
∫ 1/T
0
dτ ′〈HFL(τ)HFL(τ ′)〉c. (C5)
Here, HFL(τ) = e
HMFτHFLe
−HMFτ , and 〈· · ·〉c only involves contributions from connected
diagrams. When one uses Eq. (C1) for the two HFL’s in Eq. (C5), the result is the same as
that obtained from the second-order diagram in Fig. 2 (≡ Ω(2)FL), which has, of course, already
been included in ΩFL in Eq. (15). The second-order correction Ω
(2)
FL is also reproduced, when
one uses Eq. (C2) for the two HFL’s in Eq. (C5). This is because, although the second-order
diagram in Fig. 2 is treated as that describing superfluid fluctuations in the NSR theory, it
may actually be regarded as a diagram describing fluctuations in the density channel. As a
result, we should also drop this contribution, to avoid double-counting.
The second-order correction which is not involved in the NSR theory is obtained when
one uses Eq. (C1) for one of the two HFL’s and Eq. (C2) for the other HFL in Eq. (C5),
which gives
Ωcorr = −U(0)2T
∑
p,p′,q,νn
γ(p+p′+q)/2γ(p+p′−q)/2γpγp′
×
[
Πρn++(p, q, iνn)Π
nρ
−−(p
′,−q, iνn) + Πρn+−(p, q, iνn)Πnρ+−(p′,−q, iνn)
]
= −2U(0)2T
∑
p,p′,q,νn
γ(p+p′+q)/2γ(p+p′−q)/2γpγp′Π
ρn
++(p, q, iνn)Π
ρn
++(p
′, q, iνn),(C6)
where
Πρnij (p, q, iνn) = T
∑
νn
tr
[
τiGˆ(p+ q/2, iωn + iνn)njGˆ(p− q/2, iωn)
]
, (C7)
Πnρij (p, q, iνn) = T
∑
νn
tr
[
niGˆ(p+ q/2, iωn + iνn)τjGˆ(p− q/2, iωn)
]
, (C8)
physically describe couplings between superfluid fluctuations and density fluctuations[64].
In obtaining the last expression in Eq. (C6), we have used the symmetry properties,
Πnρ−−(p,−q, iνn) = Πρn+−(p,−q, iνn) = Πρn++(p, q, iνn), and Πnρ+−(p, q, iνn)) = Πρn++(p, q, iνn).
24
Summing up the Matsubara frequencies in Πρn++ in Eq. (C6), we have
Πρn++(p, q, iνn)) = −
∆p+q/2
4Ep+q/2
[(
1 +
ξ˜p−q/2
Ep−q/2
)[
1− f(Ep+q/2)− f(Ep−q/2)
iνn + Ep+q/2 + Ep−q/2
− f(Ep+q/2)− f(Ep−q/2)
iνn −Ep+q/2 + Ep−q/2
]
+
(
1− ξ˜p−q/2
Ep−q/2
)[
1− f(Ep+q/2)− f(Ep−q/2)
iνn −Ep+q/2 − Ep−q/2 −
f(Ep+q/2)− f(Ep−q/2)
iνn + Ep+q/2 −Ep−q/2
]]
. (C9)
Substituting Eq. (C9) into Eq. (C6), which is followed by the νn-summation, we obtain, in
the low temperature limit,
Ωcorr =
U(0)2
4
∑
p,p′,q
[
1− ξ˜p−q/2
Ep−q/2
][
1− ξ˜p′−q/2
Ep′−q/2
]
γpγp′γ(p+p′+q)/2γ(p+p′−q)/2∆p+q/2∆p′+q/2
Ep+q/2Ep′+q/2
[
Ep+q/2 + Ep−q/2 + Ep′+q/2 + Ep′−q/2
] .
(C10)
To obtain Fig. 7, we have numerically solved the gap equation (10), together with the
modified number equation N = NMF +NFL +Ncorr, where
Ncorr = −α
(
∂Ωcorr
∂µ∗
)
T
. (C11)
The correction Ecorr to the internal energy is calculated from
Ecorr = Ωcorr − T
(
∂Ωcorr
∂T
)
µ
+ µNcorr. (C12)
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