Various Zeta functions built as Dirichlet series over the Riemann zeros are shown to have meromorphic extensions in the whole complex plane, for which numerous analytical features (the polar structure, and countably many sum rules) are explicitly displayed.
Introduction
The purpose of this work is to show that certain Dirichlet series generated upon the nontrivial zeros {ρ} of the Riemann zeta function ζ(s) [1, 2] define meromorphic functions, and to exhibit many of their analytical features. If the zeros are systematically grouped pairwise, as {ρ = 1 2 ± iτ k } k=1,2,... , {Re τ k } positive and increasing,
those Dirichlet series read as
considered as functions of σ ∈ C parametrized by v, and with main emphasis on two cases, v = 1 4 and especially v = 0. Those Zeta functions for the Riemann zeros ("ζ-Zeta" functions) resemble generalized Zeta functionsà la Hurwitz.
If the simplest Selberg zeta functions are used in place of ζ(s), then the {τ k 2 + 1 4 } become eigenvalues of the (positive) Laplacian on a compact hyperbolic surface, and the Zeta functions (2) are bona fide spectral (MinakshisundaramPleijel) zeta functions; their meromorphic properties have been established using Selberg trace formulae (cf. [3] for v ≥ 1 4 , [4] for v = 1 4 , [5] for v = 0). Some transposition of these results to the Riemann case is likely, in view of the formal analogies between the trace formula for the spectral case on the one hand, and the Weil "explicit formula" for ζ(s) on the other hand [6] . In particular, the function Z(σ) def = Z(σ | {τ k 2 }) (i.e., the Zeta function (2) for the Riemann zeros with v = 0) has been studied in this spirit, resulting in the specification of its poles [7] . Still, the explicit formula is more singular than the Selberg trace formula in several respects (thus, the Zeta functions acquire double poles for the Riemann zeros vs simple poles in the Selberg case).
It is then more expedient to analyze the Zeta functions for the Riemann zeros directly. First, a minimal framework for the purpose is set up in Sec.2. We next obtain explicit results for the value v = 1 4 in Sec. 3 ; general values of v are then discussed in Sec. 4 . Returning to v = 0 in Sec.5, we attain an almost explicit meromorphic continuation formula for Z(σ) into the half-plane {Re σ < 1 2 }, which unravels many more properties of this function, and is generalizable to L-series and other number-theoretical zeta functions. The results are tabulated in the concluding Sec.6 (where numerical aspects are also mentioned).
For convenience, we recall the main classical results and notations that we shall need [8, 9] : 
.).
(If the Riemann zeros were to correspond to the energy levels of a definite quantum system, these would also compete for the notation E n , and a most undesirable state of confusion would prevail.)
Concerning the Riemann zeta function ζ(s)
−s , we will need its special values,
and its functional equation in the form
where Ξ(s) is an entire function, which is even under the symmetry s ↔ (1 − s) (this expresses the functional equation).
In parallel with ζ(s), we will be forced to consider the classical Dirichlet L-series (associated with the Dirichlet character χ 4 [8, 9] )
this is an entire function, having the special values
and
and the functional equation
where the function ξ (also entire in s) only keeps the nontrivial zeros of β(s). (β(s) is like a mirror function to ζ(s), with many complementary features.)
2 General Delta and Zeta functions of order < 1
Admissible sequences and Delta functions
Throughout this work, a numerical sequence {x k } (systematically labelled by positive integers k = 1, 2, . . .) will be called admissible of order < 1 if: [10] , to provide an unconditionally valid framework "in case of need");
(ii) the following Weierstrass product ("Delta" function) converges,
(the argument {x k } may be dropped when no ambiguity results); (iii) log ∆(z) admits a complete z → ∞ asymptotic expansion, uniformly valid in some sector {| arg z| < θ}, and of the form
for some strictly decreasing sequence of real exponents {µ n } obeying
(the uniform expansion (12) is then repeatedly differentiable in z).
The condition µ 0 < 1 is required by assumption (ii), which demands that the Zeta function of {x k }, defined by the Dirichlet series
should converge at σ = 1. Its (absolute) convergence for all σ ≥ 1 allows to expand (log ∆) term by term in eq. (11), with the resulting Taylor series
The restriction µ 0 < 1 can be lifted, but at the expense of added complications which can be avoided here (see [11] , albeit this work aimed at Zeta functions with simple poles only; the logarithmic terms in eq. (12) were then more severely constrained, and this is relaxed here.)
Meromorphic continuation of Zeta functions
The bounds log ∆(z) = O(z 1 ) for z → 0, and O(z µ0 ) for z → +∞, with µ 0 < 1, imply that the following Mellin transform of log ∆(z),
converges to define a holomorphic function of σ, and moreover,
agrees with eq. (14), as seen by integrating the expansion (11) term by term within eq.(16). Now, by standard arguments using sequential directed integrations by parts [11, 12] , I(σ) extends to a meromorphic function on either side of the strip: a) by virtue of the expansion (12) for z → ∞, I(σ) extends to all Re σ < 1 with (at most) double poles at σ = µ n , polar parts =ã Consequently, through eq.(17), Z(σ) itself extends to a meromorphic function in the whole σ-plane, and:
(20) a ′′ ) by partial cancellation with the zeros of (sin πσ), any negative integer pole (µ n = −m) of I(σ) generates at most a simple pole for Z(σ), with (m ∈ N * ) :
i.e., residue:
(the latter results are known as "trace identities", especially whenã −m = 0 and an explicit formula for Z(−m) results); a ′′′ ) any pole of I(σ) at σ = 0 is fully cancelled by the double zero of (σ sin πσ), giving
but this output also follows, more simply, from the Taylor expansion (15).
3 Delta and Zeta functions based at s = 0
The previous framework applies to the Riemann zeros upon just slight changes with regard to the usual presentation.
Basic facts and notations
The most convenient classic starting point is the entire function (6), which admits as zeros precisely the non-trivial zeros {ρ} of ζ(s), and has the Hadamard product representation [2] Ξ(s) = e
Zeros are henceforth grouped pairwise as {ρ = 
The first encountered Zeta function actually uses a modified sequence {x k },
and it converges for Re s > 
(a classic result [2] ). All in all, the product formulae amount to
where
Ξ(s) thus gets represented as an infinite product ∆(λ | {x k }) which is manifestly even (under s ←→ (1 − s)) (and will qualify as a Delta function but in the variable λ).
Properties of Z(σ) for Re σ < 1
We first show that the condition (12) is satisfied by log ∆(λ | {x k }). To obtain the large-λ behaviour of this function, we can let s → +∞ in the leftmost side of eq.(29), then neglect log ζ(s) = O(s −∞ ), and use the Stirling expansion to all orders for log Γ(s/2):
(31) whereupon s is to be substituted by the relevant solution branch of s(s− 1) = λ, namely
The resulting expansion then has all the required properties, with the exponents
, hence the sequence {x k } is indeed admissible of order < 1. The expansion can be explicitly done to any order in principle, but as the number of substitutions (32) grows without bound, no reduced general expression for the a µn is reached; on the other hand, theã µn with µ n = 0 arise from a single such substitution in eq.(31), within the prefactor s 2 of log s (∼ 1 2 log λ), hence their only nonzero values arẽ
The leading coefficients result as
It then follows from Sec. 2.2 that properties of Z(σ | {x k }) for Re σ < 1 are accessible through the large-λ behaviour of log ∆(λ). I.e., Z(σ has a double pole at each half -integer 1 2 −n, with principal polar term
2 ; the full polar terms are computable individually (see Table) ; in particular, for the leading pole,
Z(σ) is regular otherwise; the values Z(−m), m ∈ N, are individually provided by the trace identities (22) (see Table) ; Z ′ (0) is also explicit here, yielding the Stirling constant, i.e., the value exp −[Z ′ (0)], for this sequence {x k }: at s = 0,
3.3 Properties of Z(σ) for Re σ > 1 2 In this half-plane, Z(σ) is holomorphic. What now follows from Sec. 2.2 is that the Taylor series of log ∆(λ) at λ = 0 encodes the values Z(n) for n = 1, 2, . . .; formulae for Z(n) will then emerge by identifying the Taylor expansions of eqs.(29) -for which, actually, s is a more convenient expansion variable. First, log ∆(λ) itself expands in powers of λ = s(s−1), then simply reexpands as
Identification of eqs.(40), (41) at each order s n now yields a countable sequence of identities: first comes the classical result (28) for Z(1); then the higher ones recursively yield Z(n) as a linear combination of Z(1), rationals, and (log |ζ|) (m) (0) and ζ(m) for m ≤ n, e.g.,
But by the functional equation, an equivalent expansion is that of
(43) which links to the more classic Laurent coefficients of ζ(s) at s = 1, given by [8] 
Eq.(43) then expands (still around s = 0) as
Identification of eqs.(40), (45) at each order s n again yields back the value (28) of Z(1) for n = 1, then at each higher order n it (recursively) yields Z(n) as a polynomial in the γ m−1 and ζ(m) for m ≤ n (of degree 1 in the ζ(m)), e.g.,
4 Generalized Zeta functions Z(σ | {τ k 2 + v})
We briefly discuss the Hurwitz-like generalizations of the preceding case obtained by shifting the squared parameters τ k 2 . The definition of admissible sequences of order < 1 is invariant under the obviously allowed translations (x k → x k + v, v > −x 1 in the real case). The sequence {τ k 2 + v} thus remains admissible for v > −τ 1 2 . The transformation of Delta functions (as Hadamard products of order < 1) only involves an extra constant denominator to maintain the chosen normalization ∆(0) = 1 for Delta functions, as
The translation λ → (λ + v − v ′ ) can now be substituted within the large-λ expansion of any function log ∆ to an arbitrary order. In this fashion, every information drawn from that expansion for a particular v ′ can be explicitly converted towards any other shift v (except for the additive constant term, modified by the denominator in eq. (47)). In particular, the earlier expansion (31) for log ∆(σ |
(49) and this also yields the transformation rules for polar parts and trace identities.
By contrast, the identities in the half-plane {Re σ > 1 2 } arise from Taylor expansions at finite λ and these cannot be transported so explicitly (and likewise for the Z ′ (0 | {τ k 2 + v}) values; the latter and Z(n | {τ k 2 + v}) will only be expressible in terms of log |ζ(s)| and its derivatives at s = 
and Ξ(
(but we do not know ζ( 
We accordingly switch to the Zeta function with v = 0 [7] Z(σ)
At first glance, this new function looks almost undistinguishable from Z(σ); this is because even for the lowest-lying Riemann zero, τ 1 2 (≈ 199.790455) ≫ By contrast, the analytical structure of Z(σ) will prove to be distinctly clearer than that of Z(σ). It could be tackled by the methods already described above but actually, Z(σ) will admit an almost explicit analytical continuation to the half-plane {Re σ < 1 2 }.
The shifted spectrum of trivial zeros
The factor D(t) has the structure of a spectral determinant built over the "spectrum" of trivial zeros in the variable (−t), namely { 1 2 + 2k} (D(t) is not exactly the zeta-regularized determinant, but this will not matter here). That spectral interpretation can be extended to the factor (1 − 2t) −1 , by considering the pole t = 1 2 (of ζ( 1 2 + t)) as a "ghost eigenvalue" of multiplicity (−1). A major role of the spectrum of trivial zeros is to make log[D(t)/(1 − 2t)] asymptotically cancel log ∆(t 2 | {τ k 2 }) to all orders when t → ∞ in | arg t| < π/2, given that log ζ( 1 2 + t) decreases exponentially there. We therefore expect the spectral zeta function of the trivial zeros (of ζ( 1 2 −t)), Z(s), to play an important role; this "shadow zeta function of ζ(s)" (for short) brings in both ζ(s) itself and the mirror function β(s), as 
Remark: the framework of Sec. 2 literally excludes the (linearly growing) sequence of trivial zeros, but the truly relevant entity here will be Z(2σ), as Zeta function for the sequence {(
2 } which is admissible of order < 1.
Meromorphic continuation formulae for Z (s)
We start from a slight variant of the Mellin representation (16) obtained through an integration by parts:
We next associate a (regularized) resolvent trace to the spectrum of trivial zeros,
which has a simple pole of residue +1 at each trivial zero of ζ( 
Upon inserting the factorization formula (52), eq.(60) becomes
Now a crucial feature of this Zeta function Z(σ) is that the contribution from R(t) (and also R g (t)) can be neatly extracted and evaluated, in closed and interpretable form. Because the functional equation implies (R + R g − ζ ′ ζ )(t) = O(t) at t = 0, J(σ) can be split as
(each of the integrals separately converges in the required strip { 1 2 < Re σ < 1}). J r (σ) can be split further once its integration path has been rotated by a small angle, either +ε or −ε, to bypass the pole at t = 
can be straightforwardly transformed into Hankel contour integrals and then computed in closed form (by the residue calculus), as
both being explicit functions, meromorphic in the whole plane; chiefly, J s has brought in the shadow Zeta function (56).
As for J ± ζ (σ), again upon back-and-forth integrations by parts, they respectively continue to
J ± ζ (σ) are thus analytic in this half-plane, and they extend to the whole plane as meromorphic functions by eqs.(19), with
All in all, we get two complex conjugate Mellin representations for Z(σ):
and one real principal-value integral representation given by their half-sum,
(each of the above converges in the full half-plane {Re σ < 1 2 }); another real form has a regular integrand (coming likewise from eq.(64)):
however this one converges only in the strip {0 < Re σ < 1 2 }. The analytical properties of Z(σ) can then practically be read off by mere inspection. Like Z(σ), it is analytic for Re σ > 1 2 thanks to the convergence of its Dirichlet series (53); whereas in the opposite half-plane {Re σ < 1 2 }, it is best described by these new Mellin representations. Some fully reduced results are compiled in the Table. 5.3 Properties of Z (σ) for Re σ < A few leading properties of Z(σ) in the half-plane {Re σ < 
But in order to explore Z(σ) over the whole half-plane {Re σ < 1 2 }, a Mellin representation like (69) works best because its integral term is holomorphic therein, hence it can be ignored both for the polar analysis and (thanks to the sin πσ factor) for the trace identities at integer σ. We thus obtain that:
-Z(σ) only has simple poles at the half -integers, with
(hence, s = 1/2 is now the only remaining double pole); -trace identities read as
Remark: both formulae (73,74) can be further reduced with the help of eq.(57), see Table. -an asymptotic σ → −∞ behaviour follows for Z(σ), from the term-by-term substitution of the Euler product for ζ(s) into J ± ζ (σ), as
where as usual, Λ(n) = log p if n = p r for some prime p, else 0.
Properties of
As said before, Z(σ) is regular in the half-plane {Re σ > 1 2 }, where analytical results are identities directly obtainable by expanding the logarithm of the functional relation (52) in Taylor series around t = 0. Here we relate those results to the Mellin representation (69), invoking the meromorphic properties of its integral term given by eq.(68).
-for half-integer σ = 1 2 + m: the residues of the two summands in (69) have to cancel given that Z(σ) is analytic in this half-plane; this imposes (log |ζ|)
) ); this simply amounts to log Ξ (2m+1) 1 2 = 0, which itself follows from the functional equation Ξ(
6860917096). (77)
-for integer σ = m, the pole of the integral is cancelled by the zero of sin πσ, and the following explicit relation results,
Remarks. Both formulae (76,78) can be further reduced with the help of eq.(58). Curiously, Z(m) invokes a (2m)-th derivative of log ζ(s) (at 1 2 ) when Z(m) only needed derivatives up to the order m (at 0). Unfortunately, we know nothing more about any of the quantities (log |ζ|) (n) 1 2 besides the formula (76) which ties it to ζ(n) in the case n = 2m + 1. All in all, the special values Z(m) and Z ′ (0) are less explicit than for the previous zeta function Z(σ).
Speculations and generalizations
The Mellin representations (69-71) for Z(s) are similar to the output of the sectorial trace formula for the analogous Zeta function (apart from its simple poles) for the spectrum of a compact hyperbolic surface [5] . In the Riemann case, besides the leading double pole of Z(σ), these formulae nevertheless exhibit several specific features. -ζ(s) itself enters as an additive component of the shadow Zeta function Z(σ). This is an altogether different incarnation of ζ(s) from its initial, multiplicative involvement, which remains in the integral term and indirectly through the zeros, in the left-hand side Z(s). It is unusual to find two such copies of ζ(s) to coexist in one formula, especially with the additive ζ(2σ) represented in its critical strip.
-formally, from eqs.(67,69), the Riemann Hypothesis would require sin πσJ 
-∆(t 2 ) is an entire function of order < 1 in the variable t 2 ; -D(t) is an entire function with all of its zeros lying in the half-plane {Re t < 0}.
Then the zeta functions Zζ(σ) (for the zeros of∆) and Zζ (σ) (for the zeros ofD) are related by this formula corresponding to eq.(71) (we omit the others),
Apart from ζ(s) itself, which satisfies eq.(71), the next independent example is β(s). Its functional equation (10) has the form (79) with n = 0 (no pole) and
Its spectrum of trivial (shifted, and unsigned) zeros is {− 
With n = 0, all the previous Mellin representations merge into the single, regular form
and all previous formulae for Z(σ) have analogs for this mirror case. Various such integral representations will naturally combine. For instance, eqs.(71) and (82) add up to:
(83) Here, the shadow Zeta function is essentially ζ(s) itself; on the other hand, under the integral sign we now find 
(84) thus, in order to purely get ζ(s) in the additive position, we again must use another Zeta function elsewhere, here it is Z 4 (s) in the multiplicative position.
Likewise, by forming the difference of eqs.(71) and (82) instead, we could get the shadow Zeta function to be β(s); then the analog of eq.(76) is a fully explicit identity, (log |ζ|)
whereas each of the two left-hand-side terms separately needs ζ(2m + 1). More generally, the addition of such Mellin formulae is welcome when the initial zeta functions combine nicely under multiplication.
Numerical aspects and tabulated results
We completed our analytical study by a few numerical evaluations of Z(σ) and Z(σ), mostly in the range {σ ≥ 0}, and we briefly describe those upon the simplest case of Z(σ) (the same ideas work for any generalized Zeta function Z(σ | {τ k 2 + v}), only the formulae are more contrived). The defining series (53) converges more and more slowly as σ approaches the value 1 2 from above and will diverge at s = 1 2 and below. We then replace the
. . . 
(similar formulae can be written for Z ′ (0), finite parts, etc.). The remainder term R K (σ) accelerates the convergence of the partial sums in eq.(86) for σ > . The loss of convergence in now felt when σ approaches 0 from above, this time because S K (σ) undergoes (random-like) fluctuations in K which only tend to 0 (as K → +∞) while σ > 0 [13] . Further improvement can then come from suitably averaging the sequence S K (σ), as argued earlier for chaotic spectra [14] . In the present problem, Cesaro averaging (i.e., the replacement of the
appears to work quite well down to σ ≈ −0.2, giving numerical results in full agreement with the analytical predictions listed here. Further down this again suffices no longer; fortunately, one may still iterate the Cesaro averaging operation, and/or incorporate higher corrections from some large-T expansion like eq.(31); unfortunately, none of those regularizing operations is currently guaranteed to be valid.
In conclusion, the Table collates analytical and numerical features of the two Zeta functions Z(σ) and Z(σ) (which respectively correspond to the parameter values v = 1 4 and v = 0 in eq. (2)). For the numerical calculations just described, we have benefited from the 100,000 Riemann zeros made freely available on the Web by A.M. Odlyzko [13] , to whom we express our gratitude. We also thank J.P. Keating for helpful bibliographical information.
