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or equivalently for Dirichlet sums:
where 0 = λ 0 < λ 1 < λ 2 < · · · . The most useful form of this inequality states that for every sequence (λ i ) ∞ i=0 satisfying [11, 18, 27, 30] states the following.
Theorem. M (Λ) is dense in C[0, 1] if and only if
The original Müntz Theorem proved by Müntz [16] in 1914, by Szász [27] in 1916, and anticipated by Bernstein [3] was only for sequences of exponents tending to infinity. The point 0 is special in the study of Müntz spaces. Even replacing [0, 1] by an interval [a, b] ⊂ [0, ∞) in Müntz's Theorem is a non-trivial issue. This is, in large measure, due to Clarkson and Erdős [12] and Schwartz [24] whose works include the result that if 
In other words does the "extra multiplication" have the same power that the "extra division" has in the Bak-NewmanSomorjai result? Newman speculated that it did not.
Denote the set of the above products by H k . Since every natural number is the sum of four squares, H 4 contains all the monomials x n , n = 0, 1, 2, . . . . However, H k is not a linear space, so Müntz's Theorem itself cannot be applied to resolve the denseness or non-denseness of
Section 7 of this paper deals with products of Müntz spaces and, in particular, answers the above question of Newman in the negative. For
we define the sets
Bounded Remez-, Bernstein-, and Nikolskii-type inequalities are established for
This obviously implies that if (1.2) and (1.3) hold and
, which answers Newman's problem negatively. In addition, under the assumptions (1.2) and (1.3), our methods give an "almost characterization" of the uniform closure of M (Λ 1 , Λ 2 , . . . , Λ k ) on A in terms of analyticity properties. This will likely be discussed in a later publication of the authors.
The results of Sections 6 and 7 can be proved fairly simply, once one has established the bounded Remez-type inequality of Section 5 for non-dense Müntz spaces M (Λ). This is the central result of the paper, and is a result we believe should be a basic tool for dealing with problems about Müntz spaces, in addition to those discussed in Sections 6 and 7.
Let P n denote the set of all algebraic polynomials of degree at most n with real coefficients. For a fixed s ∈ (0, 1) let
where m(·) denotes linear Lebesgue measure. The classical Remez inequality concerns the problem of bounding the uniform norm of a polynomial p ∈ P n on [0, 1] given that its modulus is bounded by 1 on a subset of [0, 1] of Lebesgue measure at least s. That is, how large can p [0, 1] (the uniform norm of p on [0, 1]) be if p ∈ P n (s) ? The answer is given in terms of the Chebyshev polynomials. The extremal polynomials for the above problem are the Chebyshev polynomials ±T n (x) := ± cos(n arccos h(x)), where h is a linear function which scales [0, s] 
For various proofs, extensions, and applications, see [13, 14, 15, 22, 23] .
We generalize the Remez inequality in the following way. Let
That is, M n (Λ) is the collection of Müntz polynomials
We seek to find
These two problems are no longer equivalent as they are in the polynomial case (since x → 1 − x does not preserve membership in M n (Λ)) and they have different answers. However, these two problems can be handled in essentially the same way. In Section 5 we concentrate on problem (1) . Lemma 5.4 shows that an extremal function for problem (1) is the (generalized) Chebyshev polynomial 
This follows from
by approximation.
In [8] the above result is established for lacunary Müntz spaces, that is, for M (Λ) with inf{λ i+1 /λ i : i ∈ N} > 1 .
Yet another remarkable consequence of the bounded Remez-type inequality of Theorem 5.1 is that the pointwise and locally uniform convergence of a sequence
In fact, one can characterize the non-dense Müntz spaces within the Müntz spaces M (Λ) as exactly those in which locally uniform and pointwise convergence on (0, b) are equivalent.
Notation
The notations 
is called a (finite) Müntz system. The linear space
The set
is called the (infinite) Müntz space associated with Λ.
One of the most basic properties of a Müntz space M n (Λ) is the fact that it is a Chebyshev space on every A ⊂ [0, ∞) containing at least n + 1 points. That is, M (Λ) ⊂ C(A) and every p ∈ M n (Λ) having at least n + 1 (distinct) zeros in A is identically 0. In fact, Müntz spaces are the "canonical" examples for Chebyshev spaces and the following properties of Müntz spaces M n (Λ) are well known (see, for example, [9, 11, 21] ).
Theorem 2.1 (Unique Interpolation Property). For every
0 ≤ x 0 < x 1 < · · · < x n and y 0 , y 1 , . . . , y n ∈ R , there exists a unique p ∈ M n (Λ) so that p(x j ) = y j , j = 0, 1, . . . , n .
Theorem 2.2 (Existence of Chebyshev Polynomials). Let A be a compact subset of [0, ∞) containing at least n + 1 points. Then there exists a unique (extended) Chebyshev polynomial
where the numbers a 0 , a 1 , . . . , a n−1 ∈ R are chosen to minimize
and where c ∈ R is a normalization constant chosen so that
and the sign of c is determined by
Theorem 2.3 (Alternation Characterization). The Chebyshev polynomial
is uniquely characterized by the existence of an alternation set
Bounded Chebyshev and Bernstein Type Inequalities for M (Λ)
The main results of this section are the following two theorems. 
To prove the above two theorems we need three lemmas. Lemmas 3.3 and 3.4 establish the conclusion of Theorems 3.2 and 3.1, respectively, under the gap condition
which is then dropped with the aid of Lemma 4.5. 
Proof. Clarkson and Erdős [12] observed that under the conditions of the lemma, there exists a constant c 1 (ε) depending only on Λ = (λ i ) ∞ i=0 and ε ∈ (0, 1) (and not on i and n) so that
where k ∈ N is chosen so that
This proves the lemma. 
Proof. Using the scaling x → x 1/λ1 , without loss of generality we may assume that λ 1 = 1. Suppose there exist
By Lemma 3.3, there exists a constant c depending only on Λ = (λ i )
is a sequence of uniformly bounded and equicontinuous functions on every closed subinterval of [0, 1). So, by the Arzela-Ascoli Theorem, we may extract a uniformly convergent subsequence on [0, 1 − s/2]. By a theorem of Clarkson and Erdős [12] , this subsequence converges uniformly to a function F analytic on (0, 1 − s/2). Combining this with (3.2) and the Unicity Theorem, we can deduce that F is identically zero. This is a contradiction since q i [0,1] = 1 and
for every sufficiently large i. The lemma is now proved.
Proof of Theorem 3.1. Observe that lim 
Comparison Lemmas
One of the basic properties of a Müntz system
is that it is a Descartes system on every interval [a, b] ⊂ (0, ∞), see [21] . The following comparison lemma, due to Smith [25] , is valid for every Descartes system.
with strict inequality for at least one index i = 1, 2, . . . , k. Then
for every x ∈ [a, b] with strict inequality for every
To formulate the next lemmas we introduce the following notation. Let
Let s ∈ (0, 1) be fixed. Let |p (y)| p [1−s,1] are attained by p = T n,λ . In the second case we assume λ 1 ≥ 1 if y = 0.
Proof. A simple compactness argument shows that the maxima in the lemma are attained by some p * ∈ M n (Λ) and q * ∈ M n (Λ), which can be identified as T n,λ by a standard variational method. See for example [16, 
Lemma 4.3. We have
In particular,
which, together with p(0) = T n,λ (0) and Lemma 4.2 gives
This proves the first part of the lemma.
The second part of the lemma can be proved in essentially the same way. Let
It follows from Lemma 4.1 that
In particular
which, together with p (0) = T n,λ (0) and Lemma 4.2, yields
This proves the second part of the lemma. 
.
Proof. Combining Lemmas 4.2, 4.3, and 4.4, we obtain for every y
which implies the first inequality of the lemma.
Similarly, combining Lemmas 4.2, 4.3, and 4.4, we obtain for every y
which implies the second inequality of the lemma.
Bounded Remez-Type Inequality for Non-Dense Müntz Spaces
The central result of this paper is the following. 
we can uniquely define
Suppose 0 ≤ k ≤ n and
For the sake of brevity let
Proof. It is sufficient to prove the lemma in the case that there is an index m so that 1 ≤ m ≤ n, m = k, and
The general case of the lemma then follows from repeated applications of the above special cases. Note that in the above special cases
has a zero at each of the points x 1 , x 2 , . . . , x m−1 , x m+1 , x m+2 , . . . , x n , hence it changes sign at each of these points, and does not have any other zero in [0, ∞). It is also obvious that
which, together with the previous observation and the inequality x 0 ≤x 0 , yields that
and the lemma is proved.
By a simple scaling we can extend Lemma 5.2 as follows. We use the notation introduced in Lemma 5.2.
Lemma 5.3. Let
Suppose 0 ≤ k ≤ n, α ≥ 0, and
Proof. If α = 0, then Lemma 5.2 yields the lemma. So we may suppose that α > 0. Let
The next two lemmas are interesting in their own right. They show that the appropriately placed Chebyshev polynomial is always extremal for the the Remeztype inequality we are considering. 
Proof. If 0 ∈ A then the statement is trivial. So assume that 0 / ∈ A. Let
denote the extreme points of
Since A is a closed subset of [0, 1] with m(A) ≥ s, such points x j ∈ A exist. Let p ∈ M n (Λ). Then, using Lemma 5.3, we obtain
and the lemma follows. In the rest of the proof we justify each line above.
Note that p ∈ M n (Λ) and
is a Chebyshev space of dimension n + 1, we can deduce that p = x k+1 ,x k+2 , . . . ,x n , while˜ k (x k ) = 1. The fifth line uses the fact that
Finally, the last line follows by observing that T n ∈ M n (Λ) and atx 0 ,x 1 , . . . ,x n . Since M n (Λ) is a Chebyshev space of dimension n + 1, we can deduce that T n = n k=0 T n (x k )˜ k , and on substituting 0, we obtain the last line. 
Proof. Let y ∈ [0, inf A) be fixed. Simple compactness and perturbation arguments show that
. . , λ n ; A} .
must have at least n + 1 zeros in (0, 1], which is impossible. Hence, by Lemma 5.4,
. This finishes the proof.
Proof of Theorem 5.1. Without loss of generality we may assume that A is closed. Let
By Lemma 3.1, there exists a constant c depending only on Λ :
and s (and not on the "length" of p) so that 
Proof. Note that m(A) ≥ s implies that
The theorem now follows from Theorem 5.1.
Müntz's Theorem on Compact Sets of Positive Measure
The results of this section are straightforward consequences of the Remez-type inequality of Theorem 5.1.
Moreover, if the gap condition
where
is the essential supremum of A. Proof. Suppose f ∈ C(A) and suppose there is a sequence (p i ) 
If the gap condition (6.1) does not hold, then every function f ∈ C(A) from the uniform closure of M (Λ) on
∞ i=1 ⊂ M (Λ) so that lim i→∞ p i − f A = 0 .
Theorem 6.2. Suppose A ⊂ [0, ∞) is a compact set of positive Lebesgue measure. Then M (Λ) is dense in C(A) if and only if
Proof. Suppose
which finishes the trivial part of the theorem. Suppose now that
The following surprising theorem shows that if ∞ i=1 1/λ i < ∞, then the pointwise and locally uniform convergence of a sequence (p i )
An amusing consequence of this is that if
is closed under pointwise convergence. 
where 
The assumptions on w imply that for every δ ∈ (0, r w ) there exists an α > 0 so that
is uniformly Cauchy on [0, δ] . If the gap condition (6.1) holds, then the theorem now follows from results of Clarkson and Erdős [12] (see the end of the proof of Theorem 6.1). If the gap condition (6.1) does not hold, then a result of Schwartz [24] yields the theorem (see also the end of the proof of Theorem 6.1). 
It is standard measure theory to show that for every ε > 0, there exists a g ∈ C[0, 1] so that
Suppose now that First we prove the following Remez-type inequality for M (Λ 1 , Λ 2 , . . . , Λ k ). Proof. This a straightforward consequence of Theorem 7.1
