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Abstract 
Agrawal and Biswas (1992) define a notion stronger than NP-completeness. With every lan- 
guage X in NT’ is associated a polynomial-time verifiable binary relation Y, called a resolution, 
so that f is in X if and only if there exists j, which size is a polynomial function of the size 
- - 
of X, and (x, y) is in Y. Such an j is called a solution of 2 for X. If Y and Y’ are resolutions 
associated with X and X’, a solution-preserving reduction of Y to Y’ is a reduction of X to 
X’, so that the solutions of any instance for X can be quickly recovered from the solutions 
of the image of the instance under the reduction. A resolution Y is called universal if there 
exists a solution-preserving reduction from every resolution to Y. Then, Manindra Agrawal and 
Somenath Biswas give a theorem that help us to show that a resolution is universal, without 
searching for reduction. We generalize this definition and this theorem for languages over an 
arbitrary structure, and in particular over the reals, as it was defined by Blum et al. (1989). We 
then study examples with neural networks. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
Nous connaissons de nombreux problbmes NP-complets dans le cas classique [3]. 
La faGon habituelle de montrer qu’un problbme est NP-complet est de le rkduire B 
un autre probkme NP-complet connu. Mais cela ne nous apprend rien sur sa struc- 
ture. Pour y remtdier et essayer de mieux comprendre la structure des problbmes NP- 
complets, Manindra Agrawal et Somenath Biswas ont introduit la notion d’universalitk, 
qui est plus forte que la NP-compktude, bien qu’elle ne s’applique pas exactement aux 
mimes objets. Un thkorkme permet alors de montrer de man&e structurelle la pro- 
priktk d’universalitk, et done la NP-compktude. Nous allons gCn6raliser ce thCor&me 
pour d’autres structures que la structure classique de calcul sur les boolkens. Nous 
nous p1aCons dans le cadre de calcul dkfini pour une structure quelconque, comme il 
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apparait dans [4] et dans [5]. Nous pouvons alors donner des exemples d’applications 
de ce theoreme. En dernier lieu, nous pouvons nous demander si tous les problemes 
NP-complets ont la propriete d’universalite. La reponse est non, et nous donnons un 
exemple. 
2. Notations et d&&ions 
2.1. Le probkme SFR 
Nous nous plaqons dam le cadre dtfini au chapitre IV de [5]. Nous considtrons 
une structure M. Son langage L(M), que nous prendrons fini, contient les symboles 
de constantes 0 et 1, des symboles de fonctions f d’arite af, dont l’identite, et des 
symboles de relations Y d’arite a,, dont l’egalite. 
Dans [5], B. Poizat definit les formules rudimentaires comme la conjonction de 
formules qui peuvent etre de quatre sortes: 
1. les formules Q parametre a, Clement de A4 :x = a 
2. les formules faisant intervenir une fonction f du langage L(M), et un uple X de 
variables de longueur a/ : y = f(f) 
3. les formules faisant intervenir une relation r du langage L(M), et un uple X de 
variables de longueur a,. : r(X) V (y = 0) et -v(i) V (y = 1). Dans le cas oh y est une 
variable booleenne, la conjonction de ces deux formules est Cquivalente i r(f) ++ 
(y = 1). Cela signifie que y est la valeur de v&rite de r(X). 
4. les formules booleennes: (X = 0) V (x = 1) et (x = E) V (y = E’) V (z = 8”) oh E, E’ et 
E” valent 0 ou 1. 
11 fait observer que le probleme de la satisfaisabilite des formules rudimentaires est 
NP-complet, au sens de M. 11 remarque aussi que dans le cas des calculs classiques, 
oh la structure st reduite aux booleens {O,l }, ce probleme est pratiquement identique 
au problbme SAT3 de Cook. 
Nous allons ici utiliser une variante plus restreinte de ce problbme. Nous appellerons 
formule rudimentaire de base les formules des trois premieres ortes, c’est-a-dire faisant 
intervenir un parametre, une fonction ou une relation de la structure, ainsi que les 
equations booleennes (x = 0) V (x = 1) et (x = 1) V (y = 1) V (z = 1). Nous obtenons 
un nouveau probleme que nous noterons SFR: le probleme de satisfaisabilite des con- 
jonctions de formules rudimentaires de base. Ce probleme est tgalement NP-complet. 
En effet, puisque l’egalite fait partie des relations, nous pouvons exprimer la negation 
booleenne x= my par la satisfaisabilitt du systeme qui fait intervenir une variable z 
supplementaire: 
[(x=0) V(x= I)] A [(y=O) v (y= l)] A [z=O] A [(x # y)V (Z’l)]. 
Cela nous permet, de remplacer les formules booleennes (x = E) V (y = E’) V (z = E”) 
oti E, E’ et a” valent 0 ou 1 par des formules du type (x = 1) V (y = 1) V (z = 1). 
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2.2. Les r&solutions universelles 
Soit M* l’ensemble des suites finies d’tkments de M. Dtfinissons une opkration de 
projection: soit X un uple d’kkments de M, de longueur n. Un masque pour X est un 
uple CI d’entiers naturels strictement positifs tous distincts, rang&s en ordre croissant, 
et dont le dernier est au plus n (nous pouvons le rep&enter par un mot binaire, done 
par un Ckment de M*). La projection de 2 a travers CI est le uple form6 des tlkments 
de X dont l’indice figure dans CI. L’ordre est conservk. Cela se note: 
a=ili2... ip avec 0 < iI < i2 < ... < ip <n et Z=X~X~...X,, 
a(Z) = xi, xi* . . . X&. 
Pour un ensemble 5’ de uples de longueur (n + p) et un ensemble T de uples de 
longueur p, nous dirons que l’ensemble T est &gal g la projection de S A travers le 
masque a s’il est Cgal h l’ensemble des projections des tlkments de S g travers a. Dans 
[ 11, les auteurs remarquent que: (p(a))(S) = T Cquivaut 1 l’existence d’un ensemble 
SI tel que cc(S) = S1 et /?(S,) = T. En effet, projeter B travers deux masques successifs 
revient g les superposer: (y( fl))( CI) = y@(a)). 
Si X est un uple, [XI dtsigne sa longueur. Si R est un sous-ensemble de M* x M*, 
(x,s) E R est not& xRs. 
Une r&solution est un sous-ensemble R de M” x M*, dCcidable en temps polynhmial, 
et pour lequel il existe un polynhme p tel que si xRs, alors nkcessairement s est de 
longueur au plus p(jxl). L’ensemble des s tels que XRS est appelt l’ensemble des 
solutions de x, et nott soZ~(x). Une r&solution R est dite admissible si, pour toute 
entrke x, tous les uples de sol&x) ont la mime longueur. Cette longueur est not&e 
longsol,( Toute r&solution se transformant aiskment en rksolution admissible, nous 
ne considkrerons dksormais que ces dernikres. A toute r&solution admissible R, est 
associk un ensemble NP : LR = {x tel que (3s)xh). RCciproquement, 1 tout ensemble A, 
supposC NP, nous pouvons associer une rholution admissible “naturelle”. Par exemple, 
si le problkme NP se prksente sous la forme de systkmes d’kquations ZI rksoudre, sa 
rtsolution naturelle est celle qui g un sysdme associe des solutions; Zongsol,(x) est 
alors le nombre d’inconnues du systkme. 
Soient Q et R deux r&solutions. Une fonction f de M* dans M* x (0; l}* est une 
r&duction de Q ci R, qui prtserve les solutions i elle est calculable en temps polynomial 
et satisfait aux conditions suivantes: 
1. f(x) = (f 1 (x), f 2(x)) = (z, a) avec x E M*, z E M* et (~1 = longsol&), 
2. a(&&)) = s&g(x). 
Remarquons que fi est une rkduction du problkme LQ au problkme LR. En effet, un 
uple x appartient g LQ si et seulement si son ensemble de solutions dQ(x) n’est pas 
vide, c’est-&dire si et seulement si l’ensemble de solutions s&(z) n’est pas vide, ce 
qui kquivaut bien 6 dire que z appartient g LR. 
Une r&solution R est universelle si, pour toute rksolution Q, il existe une rtduction 
de Q g R, qui prkserve les solutions. Dans ce cas, et d’aprks la remarque prktdente, 
LR est NP-complet. 
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2.3. Un crithe d’universalit.6 
Placons-nous dans une structure M. Soit R une resolution admissible. Nous al- 
lons definir des conditions necessaires et suffisantes pour que R soit universelle. Ces 
conditions sont faites pour que la resolution “naturelle” associee au problbme SFR 
satisfasse le critere de man&e Cvidente. 
Le premier groupe de conditions (1) definit des “blocs”, qui nous permettent de 
trouver les solutions des differents types de formules rudimentaires de base: 
(1.1) Pour chaque Clement a de M, il existe un element de M*, note bloc,, et un 
masque ~1, de longueur 1 tels que: 
a,(sole(bZoc,)) = {a}. 
Cela nous donne toutes les solutions de x = a. 
Nous voulons de plus que la fonction 4, qui B a associe bloc, et cla, soit calculable, 
et que son temps de calcul soit major&, independamment de a. 
(1.2) Pour chaque fonction f du langage L(M) de M, et en particulier pour l’identitb, 
il existe un Clement blocf de M*, et un masque elf de longueur af + 1 tels que: 
q(solR(bloc,)) = {qxz . . xa, y tel que y = f(x~xz . . . xa, 1). 
Cela now donne toutes les solutions de y = f(x). Remarquons que si @id = 01~72, alors: 
cq(sob(b&d)) = M. 
(1.3) Pour chaque relation Y de L(M), il existe deux elements bloc,. et bloc,, de 
M*, et deux masques ~1,. et CI,, de longueur a, + 1 tels que: 
c+(solR(bZoc,)) = {x,x2.. .xary tel que x1x2.. .A-,” E Y et y EM} U Mar.0 
cr,,(solR(bloc,,.)) = {x,x2.. .xary tel que x1x2.. .xa, $Z r et y EM} UM”.l. 
Avec les solutions de bloc,, nous avons toutes les solutions de ~(2) V (v = 0) et bloc,, 
nous domre toutes les solutions de -r(i) V (y = 1). 
(1.4) 11 existe un Clement bloc de M*, et un masque CI de longueur 3 tels que: 
a(soZR(bloc)) = (0, 1}3 - ((0; 0; 0)). 
Cela nous donne toutes les solutions booleennes de (x = 1) V (v = 1) V (z = 1). 
Remarquons que si CI est le triplet d’entiers (~(1, ~(2, as), alors: 
a,(so&(bZoc)) = (0; 1). 
Les conditions (2) et (3) definissent des fonctions qui nous permettent de decrire 
l’ensemble des solutions lorsque nous avons affaire a la conjonction de plusieurs for- 
mules. La fonction de jonction nous permet de faire la conjonction de deux formules, 
en ayant pris soin de renommer les variables de maniere a ce qu’une m&me variable 
n’apparaissent pas dans les deux formules de depart. I1 suffit alors de concatener les 
variables. Avec la fonction de couplage, nous faisons en sorte qu’une variable qui a 
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CtC renommee conserve cependant la m&me valeur: en fait, nous imposons des Cgalitts 
entre des couples de variables. 
(2) I1 existe une fonction join, de (M*)* dans M* x (0, l}*, calculable en temps 
polynomial, qui verifie: pour tous elements xi ,x2,. . . ,x, de M*, il existe un Clement z 
de M* et un masque c1 de longueur Ci= 1 longsol, tels qu’en projetant les solutions 
de z h travers a, nous obtenons la concatenation des solutions des Xi. Cela s’ecrit: 
jOi,( . . ,x,) = (z, u) et cc(soZ&z)) = {si . . . sn td que \Jk d n, Sk E d&k)}. 
(3) 11 existe une fonction cpl calculable en temps polynomial telle que pour tout 
Clement x de M*, et pour tous les entiers ii,. . . , in,jl, . . . ,j, compris entre 1 et 
ZOngsOZR(x), il existe un element z de M* et un masque c( de longueur longsol, tels 
que les solutions de z projetees a travers c( donnent les solutions de x pour lesquelles 
les variables Xi,,, et xjm prennent les memes valeurs: 
CP&X, (il ,...,hI),0’1 ,...,jn>>=kco 
et 
E(Sol~(z)) = (8 E Solo tel que Vm <n, si, = Sjm} 
Nous pouvons maintenant enoncer le theoreme qui generalise le theoreme 4.4 de [l], 
et qui nous permet de montrer de maniere structurelle qu’un problbme est NP-complet: 
Tbeor&ne. Une &solution R est universelle si et seulement si eZZe vt!ri$e les conditions 
(1) d (3). 
Nous allons associer au probleme SFR une resolution, et verifier qu’elle est uni- 
verselle. Puis en s’appuyant sur ce resultat, nous montrerons le thtoreme. 
DCfinition. Soit S une conjonction de formules rudimentaires de base a n inconnues. 
S utilise les parametres at . . . ak de M, qui apparaissent dans les formules de base du 
premier type. Dans 1’Ccriture de la formule, nous remplacons 0i par l’entier boolten 
i + 1. La formule obtenue est representee de maniere classique par un mot booleen m. 
La conjonction s est finalement representee par le mot U = 01.. C&m. La r&oZution 
R~FR est definie par: pour tous les elements rl . . . r,, de M, pour tout mot u sur M, 
U&R’7 . . . r,, si et seulement si u est le code d’une formule S a n variables libres et 
r1 . . . r,, est solution de S. 
Lemme. RSFR est universelle. 
Dkmonstration. La preuve est analogue a celle du theoreme 6.3 de [5], montrant que 
SFR est NP-complet. 
Soit R une resolution au sens de la structure M. Cherchons une reduction de R A 
RSFR, qui preserve les solutions. Soit u un element fixe de M*, n = longsol,( Nous 
voulons determiner r-1 . . . r, tels que uRrl . . . r,,. La resolution R ttant decidable en 
temps polynomial, nous pouvons former le circuit qui decide, pour tme entree r-1 . . r,, 
de taille n, si uRrl . . . r,, est verifie. Nous etiquetons chaque Porte de ce circuit par 
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une variable. Les portes d’entrkes qui ne sont pas des constantes sont ktiquetties par 
XI . . .x,,. A chaque Porte du circuit est effectuk soit un test r(T), soit un calcul y = f(Z), 
oti y est la variable qui Ctiquette la Porte. Nous pouvons done associer i chaque Porte 
une conjonction de formules rudimentaires de base qui exprime le travail fait. La 
variable de sortie doit &e poke &gale h 1. Nous prenons la conjonction de toutes ces 
formules, et now obtenons une formule B p variables. Elle est cod&e par 21. Considkrons 
le masque 01= 1,2,..., ~1: nous ne gardons que les variables des portes d’entrke. La 
fonction qui i u associe le couple (u, a) est une reduction de R a &FR, qui prkervent les 
solutions. q 
Lemme. RSFR satisfait les conditions (1) h (3). 
Dimonstration. Les &lCments relatifs i R SFR sont not&s avec l’indice 1. Tous les 
masques sont triviaux (nous conservons toutes les variables). C’est pourquoi nous 
omettons de les donner dans cette dkmonstration. 
(I. 1) bloc, 1 est le code de la formule x1 = a. 
(1.2) bloc/, I est le code de la formule xa, + 1 = f(Z). 
(1.3) bloc, 1 est le code de la formule: ~(2) V (x,, + 1 = 0). bloc,, 1 est le code de la 
formule: ~(2) V (x0, + 1 = 1) (1.4) bloc, est le code de la formule: 
[(Xl = 0) v (Xl = I )] A [(x2 = 0) v (x2 = 1 )] A [(x3 = 0) v (x3 = 1 )] 
A [(Xl = 1) v (X2 = 1) v (x3 = 111. 
(2) Soient sl,..., s, les codes des formules rudimentaires S1, . . . , S,. Nous renommons 
les variables de manike g ce que les variables de S1 soient numkrotkes de 1 g il, celles 
de S2 soient numk-ot&es de il + 1 FJI i2, et ainsi de suite, jusqu’aux variables de S,, qui 
sont numkrotkes de i,_l + 1 A i,,. En faisant la conjonction de toutes les formules, nous 
obtenons une nouvelle formule S, de code s, et qui a pour variables x1, . . . , xi,, . 
(3) Soit s le code de la formule rudimentaire S a p inconnues, et des entiers 
il,. ..,i,,jl,... ,j, compris entre 1 et longsol,( Wne nouvelle formule S’ est obtenue 
en faisant la conjonction de S et des formules: xi, = xjl . . .xi,= xi”. Elle est cod&e 
par s’. 0 
DCmonstration DU TH~OR~ME. Les 61Cments relatifs g R sont not& avec l’indice R. 
(1) Si R est universelle, alors R vkrifie les conditions (1) & (3). 
Soit f une rkduction de RSFR 21 R, et g une rkduction de R A RSFR, qui prksewent les 
solutions. Posons f(blocl ) = (z, a), oh K est un masque qui, appliquk aux solutions de 
z pour R, donne les solutions de bloc1 pour RSFR, c’est-i-dire (0, 1}3 - ((O,O,O)}. 11 
nous suffit de prendre b/OCR =z, et Q = a( = al(z) car ~11 est trivial). Nous dkfinissons 
de mi%me tous les blocs pour R. Comme 41 est calculable, et a un temps de calcul 
major6 indkpendamment de a, et puisque f est calculable en temps polykmial, alors 
J$R est calculable, de temps de calcul major& indkpendamment de a. 
Les constructions de c& et joi?zR demandent l’utilisation des deux rkductions f et 
g. Cherchons, par exemple, g construire j&R. Soient xl,. . . ,;c, des instances pour R. 
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Soient: g(xi)= (yi,Cri) pour i compris entre 1 et n, (y,y) =joini(yi,...,yn), (X,6)= 
f(y). Posons: S(i) = &i longsolsFR(yi) et /I = cI1, ~(2 + S( l), . . . , a, +S(n - 1). 
Les solutions pour R de x, projetees a travers les masques successifs 6, y puis B, 
sont les concatenees des solutions pour R des Xk, pour k variant de 1 a n. 11 nous suffit 
done de prendre n=/?(y(6)) et nous avons: join,&,. . . ,x,) =(&A). Nous pouvons 
construire de man&e analogue cpl,. 
(2) Si R vCrifie les conditions (1) a (3), alors R est universelle. 
Pour montrer que R est universelle, il suffit de trouver une reduction f de RSFR A R, 
qui preserve les solutions. 
Soit S une conjonction de m equations rudimentaires de base. Elle a n variables 
libres. Nous cherchons un mot u et un masque /3 tels que les solutions de U, relativement 
a la resolution R, et projetees a travers b, soient exactement les solutions de la formule 
S. Pour cela, nous savons que nous pouvons considerer les formules de base une par 
une, puis renommer les variables, coupler et joindre. 11 suffit de faire quelques calculs 
d’indices, omis ici. 
Nous savons qu’il existe un masque IX tel que la projection des solutions de bfOCid,R 
A travers a soit A4 tout entier. Done nous allons prendre autant de bZOCid,R qu’il y a de 
variables differentes, c’est-a-dire n. Puis, pour chaque formule xi = a, nous prenons un 
bloC,,R: sa solution, qui projetee a u-avers c(,,R est a, de longueur 1, Sera couplee avec la 
solution du bIOCid,R qui est en idme position, et qui represente la variable Xi. De meme, 
respectivement pour chaque formule de base y = f(Z), Y(X) V (y = l), T(X) V (y = 1) 
et (x= 1) V(y= l)V (z = l), nous prenons un bloc,,, un bloc,R, un bloc,,R et un 
blocR. La longueur de la projection de la solution d’un bloc, zi n-avers le masque associe, 
est le nombre de variables de la formule de base correspondant. Nous couplons done, 
pour chaque variable, sa valeur dans cette solution avec sa valeur dans la solution du 
bZOCid,R associe a cette variable. Pour chaque formule de base (x = 0) V (x = l), nous 
prenons un blocR. En effet, nous savons qu’il existe un masque aide longueur 1 tel que 
la projection des solutions de bZocR 9 travers ~11 soit 0,l. Nous avons done (m + n) 
“blocs”, que nous pouvons calculer dans un temps qui ne depend que lineairement 
de (m + n). Par l’application successive des fonctions _@inR et cpl,, nous determinons 
l’element U. 11 est de longueur polynomiale. C’est l’image de S par la reduction f 
cherchee. R est done une resolution universelle. 0 
Remarques 
1. Ce theoreme est une generalisation du theoreme 4.4 de [l]. Dans cet article, les 
auteurs considerent des calculs classiques qui, dans nos conventions, deviennent des 
calculs dans la structure reduite aux booleens 0 et 1. Le critere (1) est reduit a (1.4), 
c’est-a-dire a l’existence de bloc et de CI, la definition de join est inchangee et dans 
la definition de cpl, la condition si,,, = Sj,,, est remplacee par si, # Sj,,, . Pourquoi n’avons 
nous pas la mCme definition de cpl? Parce que, dans le cas de [l], nous n’avons pas le 
bloc de la fonction 7. 11 faut &ire: x # y. Et pour pouvoir coupler par l’egalite deux 
variables x et y, il suffit alors d’introduire une nouvelle variable z et d’ecrire: x #z et 
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z # y. Les variables booleennes ne pouvant prendre que les valeurs 0 et 1, nous avons 
bien x = y. Dans le cas general, nous ne pouvons pas garder la definition de [l], car 
I’ensemble de base de la structure A4 peut avoir un nombre infini d’elements. 
2. Dans certains cas, tous les “blocs” ne sont pas utiles, car ils peuvent i&e obtenus 
1 partir d’autres “blocs” et a I’aide des fonctions de jonction et de couplage join et 
cpl. C’est en particulier le cas des corps ordonnes. Par exemple, la formule n = y est 
Cquivalente a la conjonction des formules x = y + z et z = 0. Nous n’avons done pas 
besoin de bloc_, non plus que de bloc, bloc<, bloc,, bloc= et bloc+. 
3. Exemples de rksolutions universelles 
3.1. le cas booken 
Dans [l], les auteurs presentent plusieurs exemples de resolutions universelles dans 
le cas standard. Ces resolutions sont les resolutions “naturelles” associees a certains 
problemes: 
_ savoir si un graphe orient& possbde un sous-graphe hamiltonien, 
- savoir si un graphe orient6 posdde un ensemble disperse de cardinal r, 
- probleme du sac a dos. 
Mais si nous connaissons de nombreux problbmes NP-complets standards, nous ne 
pouvons pas en dire autant pour les autres structures. 
3.2. Le cas de la structure (R, +, -, x, <) 
3.2.1. Le probkme I-FEAS 
11 apparait dans [2]: Ctant don& un polynome reel F h n variables et de degre 
au plus quatre, a-t-i1 un zero? Ce problbme est NP-complet pour la structure du corps 
ordonrk des reels. Nous pouvons montrer de plus qu’il admet une resolution universelle. 
Placons-nous dans la structure (R, +, -, x, G). Le polynome F est code par f, liste 
des coefficients de ses monomes, qui est de taille polynomiale en n. Definissons la 
resolution naturelle associee a 4-FEAS par: si al,. . . , a,, sont des reels, f RJ al . . . a, si 
et seulement si (al,. . . , a,,) est racine du polynome F. Montrons que cette resolution 
est universelle. Le bloc+ est le code de l’equation x = y + z, et le bloc, est le code 
de l’equation x = yz. D’apres la deuxieme remarque du paragraphe precedent, il est 
inutile de chercher les autres “blocs”, car l’ensemble des reels est un corps ordonne. 
Pour joindre des equations, nous ajoutons des variables de man&e a n’avoir plus que 
des equations de degre deux. Puis nous sommons leurs car&. Nous obtenons bien 
une equation polynomiale de degre au plus quatre. Pour coupler, il suffit d’ajouter a 
l’equation la somme des (xi, - Xjk)‘. Cela montre que R4 est universelle. 
3.2.2. Les riseaux neuronaux 
Dans [6], I’auteur expose un probltme NP-complet. Nous allons montrer que nous 
pouvons associer h ce probleme une resolution universelle. 
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Un reseau de neurones est ici un graphe orient6 fini, sans cycle orient&. Les som- 
mets sont appeles neurones. Les neurones qui ne reqoivent pas de fleches sont les 
entrees, tandis que les neurones dont ne part aucune fleche sont les sorties. Chaque 
arete a un poids reel. A un reseau de neurones est associe le calcul suivant: au depart, 
nous donnons a chaque entree une valeur reelle. Au pas de calcul suivant, nous pou- 
vons calculer la valeur que prend un neurone, si celui-ci ne reGoit des fleches que 
des neurones d’entree. Considerons un neurone N, qui reqoit n fleches, venant des 
neurones Nt , . . . , N,. La fleche qui provient du neurone Ni, qui a la valeur xi, a un 
poids wi. Le neurone N prend alors la valeur Cl= 1 wixi. Ainsi, de proche en proche, 
et comme il n’y a pas de cycle orient& nous pouvons calculer les valeurs prises par 
tous les neurones du reseau. La sortie est le uple constitue des valeurs des neurones 
de sortie. 
Nous appellerons architecture A la donnee d’un rtseau dont les a&es sont Ctiquetees 
par des variables. Une m&me variable peut ttiqueter plusieurs aretes. Pour un rtseau 
qui a n entrees et p sorties, une t&he T est un couple de R” x RP. Un reseau satisfait 
la tiche T = (a, b) si, apres calcul sur l’entree a, la sortie du reseau est b. Le probleme 
consider& que nous appellerons Pl, est le suivant: 
Etant do&es une architecture A et une tache T, pouvons-nous assigner aux variables 
de A des valeurs reelles, de man&e a ce que le reseau obtenu satisfasse la tiche T? 
Nous pouvons immediatement associer a ce problbme une resolution naturelle RI: 
(A, T)RlG si le reseau d’architecture A avec les poids G satisfait la t&he T. Comment 
rep&enter A par des uples de reels ? Nous pouvons coder le graphe de maniere 
classique n binaire. La liste des poids W sera don&e dans l’ordre des variables. Nous 
pouvons maintenant montrer que RI est universelle en utilisant le theorbme. Tous les 
masques ont triviaux. Nous omettons done de les donner. Le signe “+” au dessus 
d’un neurone indique que celui-ci calcule une somme lineaire. 
Verification de (1): les poids sont des reels, done des elements d’un corps ordonne. 
bloc,: c’est le bloc de la formule wt = a. 
La tache est T = (1 )(a) et l’architecture st: 
bloc+: c’est le bloc de la formule wt + w2 = w3. 
La t&he est T = (1; -l)(O) et l’architecture st: 
wl 
el w2 
+ 3 Sl w3 e2 
bloc x : c’est le bloc de la formule wt w2 = wg. 
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La tache est T = (1; -l)(O) et l’architecture est: 
Pour joindre, il suffit de juxtaposer les reseaux, en ayant pris soin de renommer les 
poids, et de concatener les entrees et les sorties des taches. 
Pour determiner cpZ(x, (it ,...,bz),(jl , . . . ,j,)), il faut juxtaposer a x les reseaux, pour 
k compris entre 1 et 12: 
11 ne reste alors plus qu’a concatener avec n tkhes T = (1; - 1 )(O), de la mCme man&e 
que pour la fonction join. 
3.3. Le cas de la structure (R, f, -, < ) 
Nous allons considerer un reseau de neurones, qui differe un peu du precedent. Les 
neurones qui ne sont pas des entrees peuvent itre de deux natures differentes: somme 
lineaire ou test lineaire. Au tours dun calcul, si un neurone “somme lineaire” recoit n 
fleches, venant des neurones Ni,. . . ,N,,, ayant les valeurs xi,. . ,x,,, et avec des poids 
w,...,wl, alors il prend la valeur EYE, wixi. Si le neurone effectue un test lineaire, il 
prend la valeur 1 si cb, wixi > 0 et 0 sinon. De plus, certains poids peuvent itre fixes, 
dans I’architecture, et non plus variables. Dans ce cas, ils doivent etre Cgaux a 1 ou a 
- 1. En particulier, tous les poids des a&es ne partant pas d’un neurone entree doivent 
etre fixes. Ceci permet d’eviter d’avoir a effectuer une multiplication entre deux reels 
quelconques. Une architecture est maintenant composee d’un graphe, de la nature des 
neurones qui le composent, ainsi que des poids fixes a l’avance, et des variables pour les 
autres poids. Une meme variable peut etiqueter plusieurs fleches. La tlche T est dtfinie 
de mime que precedemment, mais avec une condition supplementaire: les elements du 
uple de l’entree doivent &tre choisis parmi les reels 1 et -1. Le probleme est alors le 
suivant: &ant donnees une architecture A et une tache T, pouvons-nous assigner des 
valeurs reelles aux variables, de maniere a ce que le reseau obtenu satisfasse la &he 
T? 
La resolution naturelle associee a ce probleme est definie comme dans le cas 
precedent. Une fois les valeurs des poids du reseau fix&es, nous pouvons vtkifier en 
temps polynomial qu’il verifie la t&he. En effet, nous n’avons pas a effectuer de veritables 
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multiplication. Mormons que la resolution est universelle. Les “biocs” des formules 
x = a, ainsi que bloc +, sont les miZmes que precedemment. Nous pouvons tgalement 
joindre et coupler de la m2me man&e. Nous en deduisons les “blocs” de la soustraction 
et de l’identid. II nous reste a trouver les “blocs” de l’cgalitc et de la relation d’ordre. 
Par exemple, la formule (x < y) V (z = 0) est vraie si et seulement si au moins deux 
des tests suivants ont une reponse positive: y -x 2 0, z 20 et --z 20. Cela Cquivaut a: 
la somme des rcponses a ces tests, moins deux, est positive ou nulle. 
Tous les neurones des “blocs” suivants sont des tests lincaires (notes >=): 
bloc< : c’est le bloc de la formule (~1 <IQ) v (z = 0). 
La t&he est T = ( 1; - l)(O) et l’architecture est: 
bloc,< : c’est le bloc de la fonnule (WI > ~2) V (y = 1). 
La t&he est T = (1; - l)(O) et l’architecture est: 
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bloc,: c’est le bloc de la formule (WI= ~2) V (y = 0). 
La tkhe est T = ( 1; - 1 )(O) et l’architecture st: 
bloc+: c’est le bloc de la formule (WI # ~2) V (z = 1). 
La t&he est T = (1; - l)(O) et l’architecture st: 
>= 
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bloc: c’est le bloc de la formule (x = 1) V (y = 1) V (z = 1). 11 faut imposer que les 
trois variables soient booleemres, et que leur disjonction soit &gale a 1. 
La &he est T=(l;-1; l;-1; l;-1; l;-l)(O;O;O;O) et l’architecture est: 
3.4. Les contre-exemples 
A tout problbme NP-complet, A, auquel est associee une resolution R universelle, 
nous pouvons facilement associer une resolution R’ non universelle. Nous definissons 
R’ par: sisz est solution de x pour R’ si et seulement si sl ou s2 est solution de x 
pour R. Or R’ n’est pas universelle: bloc, n’existe pas. En effet, si s2 est une solution 
de x pour R, et si si est quelconque, sis2 est une solution de x pour R’. Or, si ~1, 
est compris entre 1 et longsol( c’est un Clement si, de si qui est projete, done 
n’importe quel element de M. Nous avons alors: a,(sola~(bloc,)) =M, ce qui apporte 
une contradiction dbs que A4 a plus de deux elements. De m2me si c(, est compris 
entre longsol + 1 et 2longsol(x). Done bloc, n’existe pas. 
Dans [l], Agrawal et Biswas posent, pour le cas classique, le problbme de savoir si 
tout problbme NP-complet posdde une resolution universelle. 11s affirment que nous 
avons, le cas Cchtant, P #NP, mais que m&me en supposant ceci, la question reste 
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difficile. Par contre, now pouvons facilement donner des exemples de structures M avec 
des problAmes NP-complets qui ne posskdent pas de r&solution universelle. D’aprks la 
proposition 7.2 de [5]: dans toute structure de langage relationnel fini et qui Climine les 
quanteurs, le problkme de satisfaisabilitk des formules sans quanteurs et sans paramhtres 
est un probkme boolken NP-complet. Un ensemble infini muni de la seule relation 
d’CgalitC est une telle structure. Montrons qu’une rksolution R associke A un probkme 
NP-complet booken A dans une structure infinie A4 ne peut satisfaire l’existence de 
tous les bloc,. En effet, nous savons qu’il existe une fonction 4, qui B a associe bloc, 
et IX,, calculable, de temps de calcul major6 par m, indkpendamment de a. Tous les 
bloc, sont done des mots bookens de taille major&e par m. L’ensemble des bloc, 
est done fini. Or M est infini et les bloc, sont tous ditincts. Nous avons done une 
impossibilitk. Done R n’est pas universelle. Nous avons bien un problkme NP-complet 
auquel ne peut Ctre associke aucune r&solution universelle. 
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