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Abstract. Clustering is an underspeciﬁed task: there are no univer-
sal criteria for what makes a good clustering. This is especially true
for relational data, where similarity can be based on the features of
individuals, the relationships between them, or a mix of both. Exist-
ing methods for relational clustering have strong and often implicit
biases in this respect. In this paper, we introduce a novel similarity
measure for relational data. It is the ﬁrst measure to incorporate a
wide variety of types of similarity, including similarity of attributes,
similarity of relational context, and proximity in a hypergraph. We
experimentally evaluate how using this similarity affects the qual-
ity of clustering on very different types of datasets. The experiments
demonstrate that (a) using this similarity in standard clustering meth-
ods consistently gives good results, whereas other measures work
well only on datasets that match their bias; and (b) on most datasets,
the novel similarity outperforms even the best among the existing
ones.
1 Introduction
In relational learning, the data set contains instances with relation-
ships between them. Standard learning methods typically assume
data are i.i.d. (drawn independently from the same population) and
ignore the information in these relationships. Relational learning
methods do exploit that information, and this often results in better
performance. Much research in relational learning focuses on super-
vised learning [2] or probabilistic graphical models [4]. Clustering,
however, has received less attention in the relational context.
Clustering is an underspeciﬁed learning task: there is no universal
criterion for what makes a good clustering, thus it is inherently sub-
jective. This is known for i.i.d. data [3], and even more true for rela-
tional data. Different methods for relational clustering have very dif-
ferent biases, which are often left implicit; for instance, some meth-
ods represent the relational information as a graph (which means they
assume a single binary relation) and assume that similarity refers to
proximity in the graph, whereas other methods take the relational
database stance, assuming typed objects that may participate in mul-
tiple, possibly non-binary, relationships.
In this paper, we propose a very versatile framework for clus-
tering relational data. It views a relational dataset as a hypergraph
with typed vertices, typed hyperedges, and attributes associated to
the vertices. This view is very similar to the viewpoint of relational
databases or predicate logic. The task we consider, is: cluster the ver-
tices of one particular type. What distinguishes our approach from
other approaches is that the concept of similarity used here is very
broad. It can take into account attribute similarity, similarity of the
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relations an object participates in (including roles and multiplicity),
similarity of the neighbourhood (in terms of attributes, relationships,
or vertex identity), and interconnectivity or graph proximity of the
objects being compared. We experimentally show that this frame-
work for clustering is highly expressive and that this expressiveness
is relevant, in the sense that on a number of relational datasets, the
clusters identiﬁed by this approach coincide better with predeﬁned
classes than those of existing approaches.
2 Type-based clustering over neighbourhood trees
2.1 Hypergraph Representation
Relational learning encompasses multiple paradigms. Among the
most common ones are the graph view, where the relationships
among instances are represented by a graph, and the predicate logic
or equivalently relational database view, which typically assumes
the data to be stored in multiple relations, or in a knowledge base
with multiple predicates. Though these are in principle equally
expressive, in practice the bias of learning systems differs strongly
depending on which view they take. For instance, shortest path
distance as a similarity measure is much more common in the
graph view than in the relational database view. In the purely
logical representation, however, no distinction is made between the
constants that identify a domain object, and constants that represent
the value of one of its features. Identiﬁers have no inherent meaning,
as opposed to feature values.
In this work, we introduce a new view that combines elements of
both. This view essentially starts out from the predicate logic view,
but changes the representation from a purely logical one to a hyper-
graph representation. Formally, the data structure that we assume in
this paper is a typed, labelled hypergraph H = (V,E, τ, λ) with V
being a set of vertices, and E a set of hyperedges; each hyperedge
is an ordered set of vertices. The type function τ assigns a type to
each vertex and hyperedge. The set of all vertex types is denoted as
TV , whereas TE denotes the set of all hyperedge types. A set of at-
tributes A(t) is associated with each t ∈ TV . The labelling function
λ assigns to each vertex a vector of values, one for each attribute of
A(τ(v)). If a ∈ A(τ(v)), we denote a(v) the value of a in v.
Consider a knowledge base, with its Herbrand universe (the set of
all constants) partitioned into domain constants and feature values.
From this we can infer a typed, labelled hypergraph as follows. The
set of vertices V equals the set of domain constants. We assume all
constants are typed. Each vertex has a type t(v) that equals the type
of the domain constant. For each fact p(d, v1, v2, ..., vn),
with d being a domain constant of type p and vi feature values, there
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is a vertex d with type p and attribute vector (v1, . . . , vm). For each
fact r(d1, d2, ..., dm), with di domain constants, there is
a hyperedge (d1, d2, . . . , dm) with type r. Hyperedges are ordered
sets, and do not have attributes2.
The clustering task we consider is the following: given a vertex
type t ∈ TV , partition the vertices of this type into clusters such
that vertices in the same cluster tend to be similar, and vertices in
different clusters dissimilar, for some subjective notion of similarity.
In practice, it is of course not possible to use a subjective notion; one
uses a well-deﬁned similarity function, which hopefully in practice
approximates well the subjective notion that the user has in mind. To
be able to capture several interpretations of relational similarity, such
as attribute or neighbourhood similarity, we represent each vertex
with a neighbourhood tree - a structure that effectively describe a
vertex and its neighbourhood.
2.2 Neighbourhood tree
Consider a vertex v. A neighbourhood tree aims to compactly repre-
sent the neighbourhood of the vertex v and all relationships it forms
with other vertices, and it is deﬁned as follows. For every hyperedge
E in which v participates, add a directed edge from v to each vertex
v′ ∈ E. Label each vertex with its attribute vector. Label the edge
with the hyperedge type and the position of v in the hyperedge (recall
that hyperedges are ordered sets). The vertices thus added are said to
be at depth 1. If there are multiple hyperedges connecting vertices v
and v′, v′ is added each time it is encountered. Repeat this procedure
for each v′ on depth 1. The vertices thus added are at depth 2. Con-
tinue this procedure up to some predeﬁned depth d. The root element
is never added to the subsequent levels.
2.3 Similarity measure
Given the deﬁnition above, comparing two vertices is achieved by
comparing their neighbourhood trees. The main motivation behind
the proposed similarity measure is to capture the distribution of dif-
ferent elements in the neighbourhood of a vertex, the elements being
attributes of vertices in the neighbourhood, their identities and hy-
peredges. Given that in general a vertex participates in a non-ﬁxed
number of relations, where neighbours are described by (often over-
lapping) sets of attributes and their relations to other vertices, distri-
butions are necessary to reliably model the neighbourhood of a ver-
tex. Furthermore, comparing distributions avoids issues arising when
comparing the vertices with very different number of neighbours (for
example, properly normalizing for such scenario).
The similarity measure we propose relies on the similarity
measure between multisets extracted from the corresponding
neighbourhood tree. The multiset can be seen as features of the
neighbourhood trees. For any neighbourhood tree g, let Bl(g) be
the multiset of vertices at depth l in g, and Bl,t(g) the multiset of
vertices of type t at depth l in g. All the vertices in Bl,t have the
same attributes, and each vertex assigns one value to each attribute;
thus, for each attribute a, a multiset of values Bl,t,a(g) is obtained.
Let Bl,e(g) be the multiset of labels of edges originating at vertices
at depth l. LetN be the set of all neighbourhood trees corresponding
to the vertices of interest in a hypergraph.
This way, the similarity is reduce to comparing different multisets.
In principle, any measure over multisets of elements can be used,
2 A fact of the form p(d1, ..., dn, v1, ..., vm) can always be
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however, in our experiments, we chose to use the χ2-distance be-
tween multisets [5], which is deﬁned as:
d(A,B) =
∑
x∈A∪B
(fA(x)− fB(x))2
fA(x) + fB(x)
(1)
where A and B are multisets and fS(x) is the relative frequency of
element x in multiset S (e.g., for A = {a, b, b, c}, fA(a) = 0.25
and fA(b) = 0.5).
The ﬁnal similarity measure consists of a linear combination of
different interpretations of similarity, reﬂected in the content of the
multisets. Concretely, the similarity measure is a composition of
components reﬂecting:
1. attributes of the root vertices,
2. attributes of the neighbouring vertices,
3. proximity of the vertices,
4. identity of the neighbouring vertices,
5. distribution of hyperedge types in a neighbourhood.
Each component is weighted by the corresponding weight wi.
These weights allow one to formulate an interpretation of the
similarity between relational objects.
This formulation is somewhat similar to the multi-view clustering
[1], with each of the components forming a different view on data.
However, there is one important fundamental difference: multi-view
clustering methods want to ﬁnd clusters that are good in each view
separately, whereas our components do not represent different views
on the data, but different potential biases, which jointly contribute to
the similarity measure.
2.4 Results
We compared the proposed similarity measure against a wide range
of existing relational clustering approaches and graph kernels on ﬁve
datasets. The proposed similarity measure was used in conjunction
with spectral and hierarchical clustering algorithms. We found that,
on each separate dataset, our approach performs at least as well as
the best competitor, and it is the only approach that achieves good
results on all datasets. Furthermore, the results suggest that decou-
pling different sources of similarity into a linear combination helps
to identify relevant information and reduce the effect of noise.
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