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Abstract: Consider the initial value problem for systems of cubic derivative nonlinear
Schro¨dinger equations in one space dimension with the masses satisfying a suitable reso-
nance relation. We give structural conditions on the nonlinearity under which the small
data solution gains an additional logarithmic decay as t → +∞ compared with the corre-
sponding free evolution.
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1 Introduction
Consider the initial value problem for the system of nonlinear Schro¨dinger equations of the
following type: { Lmjuj = Fj(u, ∂xu), t > 0, x ∈ R, j = 1, . . . , N,
uj(0, x) = ϕj(x), x ∈ R, j = 1, . . . , N, (1.1)
where Lmj = i∂t + 12mj ∂2x, i =
√−1, mj ∈ R\{0}, and u = (uj(t, x))1≤j≤N is a CN -valued
unknown function. The nonlinear term F = (Fj)1≤j≤N is always assumed to be a cubic
homogeneous polynomial in (u, ∂xu, u, ∂xu). Our main interest is how the combinations of
(mj)1≤j≤N and the structures of (Fj)1≤j≤N affect large-time behavior of the solution u to
(1.1). Before going into details, let us first recall some known results briefly and clarify our
motivation.
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One of the most typical nonlinear Schro¨dinger equations appearing in various physical
settings is
i∂tu+
1
2
∂2xu = λ|u|2u, t > 0, x ∈ R (1.2)
with λ ∈ R. What is interesting in (1.2) is that the large-time behavior of the solution is
actually affected by the nonlinearity even if the initial data is sufficiently small, smooth and
decaying fast as |x| → ∞. To be more precise, it is shown in [1] that the solution to (1.2)
with small initial data behaves like
u(t, x) =
1√
it
α(x/t)ei{
x2
2t
−λ|α(x/t)|2 log t} + o(t−1/2) as t→∞
with a suitable C-valued function α(y). An important consequence of this asymptotic ex-
pression is that the solution decays like O(t−1/2) in L∞(Rx), while it does not behave like
the free solution unless λ = 0. In other words, the additional logarithmic factor in the phase
reflects the long-range character of the cubic nonlinear Schro¨dinger equations in one space
dimension. If λ ∈ C, another kind of long-range effect can be observed. Indeed, it is verified
in [15] that the small data solution to (1.2) decays like O(t−1/2(log t)−1/2) in L∞(Rx) as
t → ∞ if Imλ < 0 (see also [17]). This gain of additional logarithmic time decay should
be interpreted as another kind of long-range effect. Among several extensions of this result
(see e.g., [3], [9], [11], [12], [13] etc. and the references cited therein), let us focus on the
following two cases: (i) the case where the nonlinearity depends also on ∂xu, and (ii) the
case of systems.
(i) Let us consider the single nonlinear Schro¨dinger equation
i∂tu+
1
2
∂2xu = G(u, ∂xu), t > 0, x ∈ R, (1.3)
where G is a cubic homogeneous polynomial in (u, ∂xu, u, ∂xu) with complex coeffi-
cients, and satisfies the gauge invariance
G(eiθv, eiθw) = eiθG(v, w), θ ∈ R, (v, w) ∈ C× C. (1.4)
According to [3], the solution to (1.3) decays like O(t−1/2(log t)−1/2) in L∞(Rx) as
t→∞ if
sup
ξ∈R
ImG(1, iξ) < 0. (1.5)
However, the approach of [3] does not work well in the case of systems, because this
additional logarithmic decay result is a consequence of the explicit asymptotic profile
of the solution u(t, x), which becomes no longer simple in the coupled case.
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(ii) For nonlinear Schro¨dinger systems, an additional logarithmic decay result is first ob-
tained by [5]. Strictly saying, two-dimensional quadratic nonlinear Schro¨dinger systems
are treated in [5], but we can adopt the method of [5] directly to one-dimensional cu-
bic nonlinear Schro¨dinger systems, as pointed in [9]. When we restrict ourselves to a
two-component model{ Lm1u1 = λ1|u1|2u1 + ν1u12u2,
Lm2u2 = λ2|u2|2u2 + ν2u31, t > 0, x ∈ R (1.6)
with λ1, λ2, ν1, ν2 ∈ C and m1, m2 ∈ R\{0}, then the result of [5] can be read as
follows: the solution to (1.6) decays like O(t−1/2(log t)−1/2) in L∞(Rx) as t→∞ if
m2 = 3m1, (1.7)
Imλj < 0, j = 1, 2, (1.8)
and
κ1ν1 = κ2ν2 with some κ1, κ2 > 0 (1.9)
(see Example 2.1 in [9] for the detail). The advantage of the method of [5] is that it does
not rely on the explicit asymptotic profile at all. However, it is not straightforward to
apply this approach in the derivative nonlinear case, because we need suitable pointwise
a priori estimates not only for the solution itself but also for its derivatives without
breaking good structure in order to apply the method of [5].
The purpose of this paper is to unify (i) and (ii). More precisely, we will introduce
structural conditions on (Fj)1≤j≤N and (mj)1≤j≤N under which the small data solution to
the derivative nonlinear Schro¨dinger system (1.1) gains an additional logarithmic decay as
t→ +∞ compared with the corresponding free evolution.
2 Main Results
In the subsequent sections, we will use the following notations: We set IN = {1, . . . , N} and
I♯N = {1, . . . , N,N + 1, . . . , 2N}. For z = (zj)j∈IN ∈ CN , we write
z♯ = (z♯k)k∈I♯N
:= (z1, . . . , zN , z1, . . . , zN) ∈ C2N .
Then general cubic nonlinear term F = (Fj)j∈IN can be written as
Fj(u, ∂xu) =
1∑
l1,l2,l3=0
∑
k1,k2,k3∈I
♯
N
C l1,l2,l3j,k1,k2,k3(∂
l1
x u
♯
k1
)(∂l2x u
♯
k2
)(∂l3x u
♯
k3
)
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with suitable C l1,l2,l3j,k1,k2,k3 ∈ C. With this expression of F , we define p = (pj(ξ; Y ))j∈IN :
R× CN → CN by
pj(ξ; Y ) :=
1∑
l1,l2,l3=0
∑
k1,k2,k3∈I
♯
N
C l1,l2,l3j,k1,k2,k3(im˜k1ξ)
l1(im˜k2ξ)
l2(im˜k3ξ)
l3Y ♯k1Y
♯
k2
Y ♯k3
for ξ ∈ R and Y = (Yj)j∈IN ∈ CN , where
m˜k =


mk (k = 1, . . . , N),
−m(k−N) (k = N + 1, . . . , 2N).
In what follows, we denote by 〈·, ·〉CN the standard scalar product in CN , i.e.,
〈z, w〉CN =
N∑
j=1
zjwj
for z = (zj)j∈IN and w = (wj)j∈IN ∈ CN .
Now let us introduce the following conditions:
(a) For all j ∈ IN and k1, k2, k3 ∈ I♯N ,
mj 6= m˜k1 + m˜k2 + m˜k3 implies C l1,l2,l3j,k1,k2,k3 = 0, l1, l2, l3 ∈ {0, 1}.
(b0) There exists an N ×N positive Hermitian matrix A such that
Im〈p(ξ; Y ), AY 〉CN ≤ 0
for all (ξ, Y ) ∈ R× CN .
(b1) There exist an N × N positive Hermitian matrix A and a positive constant C∗ such
that
Im〈p(ξ; Y ), AY 〉CN ≤ −C∗|Y |4
for all (ξ, Y ) ∈ R× CN .
(b2) There exist an N × N positive Hermitian matrix A and a positive constant C∗∗ such
that
Im〈p(ξ; Y ), AY 〉CN ≤ −C∗∗〈ξ〉2|Y |4
for all (ξ, Y ) ∈ R× CN , where 〈ξ〉 =
√
1 + ξ2.
(b3) p(ξ; Y ) = 0 for all (ξ, Y ) ∈ R× CN .
To state the main results, we introduce some function spaces. For s, σ ∈ Z≥0, we denote
by Hs the L2-based Sobolev space of order s, and the weighted Sobolev space Hs,σ is defined
by {φ ∈ L2 | 〈x〉σφ ∈ Hs}, equipped with the norm ‖φ‖Hs,σ = ‖〈x〉σφ‖Hs. The main results
are as follows:
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Theorem 2.1. Assume the conditions (a) and (b0) are satisfied. Let ϕ = (ϕj)j∈IN ∈ H3 ∩
H2,1, and assume ε := ‖ϕ‖H3 + ‖ϕ‖H2,1 is sufficiently small. Then (1.1) admits a unique
global solution u = (uj)j∈IN ∈ C([0,∞);H3 ∩H2,1). Moreover we have
‖u(t)‖L∞ ≤ Cε√
1 + t
, ‖u(t)‖L2 ≤ Cε
for t ≥ 0, where C is a positive constant not depending on ε.
Theorem 2.2. Assume the conditions (a) and (b1) are satisfied. Let u be the global solution
to (1.1), whose existence is guaranteed by Theorem 2.1. Then we have
‖u(t)‖L∞ ≤ Cε√
(1 + t){1 + ε2 log(2 + t)}
for t ≥ 0, where C is a positive constant not depending on ε. We also have
lim
t→+∞
‖u(t)‖L2 = 0.
Theorem 2.3. Assume the conditions (a) and (b2) are satisfied. Let u be as above. Then
we have
‖u(t)‖L2 ≤ Cε√
1 + ε2 log(2 + t)
for t ≥ 0, where C is a positive constant not depending on ε.
Theorem 2.4. Assume the conditions (a) and (b3) are satisfied. Let u be as above. For
each j ∈ IN , there exists ϕ+j ∈ L2(Rx) with ϕˆ+j ∈ L∞(Rξ) such that
uj(t) = e
i t
2mj
∂2xϕ+j +O(t
−1/4+δ) in L2(Rx)
and
uj(t, x) =
√
mj
it
ϕˆ+j
(mjx
t
)
ei
mjx
2
2t +O(t−3/4+δ) in L∞(Rx)
as t→ +∞, where δ > 0 can be taken arbitrarily small, and φˆ denotes the Fourier transform
of φ, i.e.,
φˆ(ξ) =
1√
2π
∫
R
e−iyξφ(y)dy.
Remark 2.1. In view of the proof of Theorem 2.4 below, we can see that ϕ+ = (ϕ+j )j∈IN
does not identically vanish if the initial data ϕ is suitably small and does not identically
vanish (see Remark 6.1 for the detail). Therefore the solution does not gain an additional
logarithmic decay under the conditions (a) and (b3).
5
Now let us give several examples which satisfy the above mentioned conditions:
Example 2.1. In the single case (i.e., N = 1), we may assume m1 = 1 without loss of
generality. Then we can check that the condition (a) is euqivalent to the gauge invariance
(1.4), and that the condition (1.5) is equivalent to the condition (b1). Therefore our results
above can be viewed as an extension of [3] except the explicit asymptotic profile of the
solution. We can also see that our results cover the system (1.6) under the assumptions
(1.7), (1.8), (1.9). Indeed, (1.7) plays the role of (a), and (1.8), (1.9) correspond to (b1) with
A =
(
κ1 0
0 κ2
)
.
Example 2.2. Next let us consider the following two-component system{ Lmu1 = λ1|u1|2u1 + λ2u1(∂xu1)2 + iu2∂x(u12),
L3mu2 = λ3|u2|2∂xu2 − i(|u2|2 + |∂xu2|2)u2 − iu21∂xu1
with λ1, λ2, λ3 ∈ C and m ∈ R\{0}, which is a bit more complicated than (1.6). It is
easy to check that the condition (a) is satisfied by this system. Also it follows from simple
calculations that {
p1(ξ; Y ) = (λ1 − λ2m2ξ2)|Y1|2Y1 + 2mξY12Y2,
p2(ξ; Y ) = i(3λ3mξ − 1− 9m2ξ2)|Y2|2Y2 + 3mξY 31 .
With A =
(
3 0
0 2
)
, we have
〈p(ξ; Y ), AY 〉C2 = 3(λ1 − λ2m2ξ2)|Y1|4 − 2i(1− 3λ3mξ + 9m2ξ2)|Y2|4 + 12mξRe(Y13Y2),
whence
Im〈p(ξ; Y ), AY 〉C2 = 3
(
Imλ1−Im λ2m2ξ2
)|Y1|4−
{
2− (Reλ3)
2
2
+ 2
(
3mξ − Reλ3
2
)2}
|Y2|4.
Therefore we see that
• (b0) is satisfied if Im λ1 ≤ 0, Imλ2 ≥ 0 and |Reλ3| ≤ 2.
• (b1) is satisfied if Im λ1 < 0, Im λ2 ≥ 0 and |Reλ3| < 2.
• (b2) is satisfied if Im λ1 < 0, Im λ2 > 0 and |Reλ3| < 2.
Example 2.3. Finally we focus on the three-component system

Lmu1 = u2∂x
(
u1u2
)
,
Lmu2 = u1u2∂xu3 + 3u1u3∂xu2,
L3mu3 = 2u21∂xu2 − u2∂x(u21).
We can immediately check that this system satisfies (a) and (b3). Note that this exam-
ple should be compared with [4], where the null structure in quadratic derivative nonlinear
Schro¨dinger systems in R2 is considered in details (see also [7], [8], [16]).
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The rest part of this paper is organized as follows: The next section is devoted to prelimi-
naries on basic properties of the operator Jm. In Scetion 4, we recall the smoothing property
of the linear Schro¨dinger eqautions. In Section 5, we will get an a priori estimate. After
that, The main theorems will be proved in Section 6. The appendix is devoted to the proof
of technical lemmas. In what follows, we will denote several positive constants by the same
letter C, which is possibly different from line to line.
3 Preliminaries
In this section, we collect several identities and inequalities which are useful for our purpose.
We set Jm = x + i
t
m
∂x for non-zero real constant m. Then we can check that [∂x, Jm] = 1
and [Lm, Jm] = 0, where [·, ·] denotes the commutator of two linear operators. We also note
that
Jmφ =
it
m
eim
x2
2t ∂x
(
e−im
x2
2t φ
)
, (3.1)
which yields the following useful lemmas.
Lemma 3.1. Let m, µ1, µ2, µ3 be non-zero real constants satisfying m = µ1 + µ2 + µ3. We
have
Jm(f1f2f3) =
µ1
m
(Jµ1f1)f2f3 +
µ2
m
f1(Jµ2f2)f3 +
µ3
m
f1f2(Jµ3f3),
Jm(f1f2f3) =
µ1
m
(Jµ1f1)f2f3 +
µ2
m
f1(Jµ2f2)f3 +
µ3
m
f1f2(J−µ3f3),
Jm(f1f2f3) =
µ1
m
(Jµ1f1)f2f3 +
µ2
m
f1(J−µ2f2)f3 +
µ3
m
f1f2(J−µ3f3),
Jm(f1f2f3) =
µ1
m
(J−µ1f1)f2f3 +
µ2
m
f1(J−µ2f2)f3 +
µ3
m
f1f2(J−µ3f3)
for smooth C-valued functions f1, f2 and f3.
Proof. We set θ = x2/(2t). It follows from (3.1) that
mJm(f1f2f3) = ite
i(µ1+µ2+µ3)θ∂x
{
(e−iµ1θf1)(e
−iµ2θf2)(eiµ3θf3)
}
=
(
iteiµ1θ∂x(e
−iµ1θf1)
)
f2f3 + f1
(
iteiµ2θ∂x(e
−iµ2θf2)
)
f3 − f1f2
(
ite−iµ3θ∂x(eiµ3θf3)
)
= (µ1Jµ1f1)f2f3 + f1(µ2Jµ2f2)f3 + f1f2(µ3J−µ3f3),
which gives the second identity. The other three identities can be shown in the same way.
Remark 3.1. If we do not assume m = µ1 + µ2 + µ3, we have
Jm(f1f2f3) =
µ1
µ1 + µ2 + µ3
(Jµ1f1)f2f3 +
µ2
µ1 + µ2 + µ3
f1(Jµ2f2)f3 +
µ3
µ1 + µ2 + µ3
f1f2(Jµ3f3)
+ it
(
1
m
− 1
µ1 + µ2 + µ3
)
∂x(f1f2f3),
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and so on. The last term implies a loss of time-decay in general. (The situation is worse if
µ1 + µ2 + µ3 = 0.)
Lemma 3.2. Let m, µ1, µ2 be non-zero real constants. We have
∂x(f1f2f3) =
m
µ1
(∂xf1)f2f3 +
R1
t
(3.2)
and
∂2x(f1f2f3) =
m2
µ1µ2
(∂xf1)(∂xf2)f3 +
R2
t
, (3.3)
where R1 = −imJm(f1f2f3) + im(Jµ1f1)f2f3 and
R2 = −im
2
µ1
Jm
[
(∂xf1)f2f3
]
+
im2
µ1
(∂xf1)(Jµ2f2)f3 + ∂xR1.
Remark 3.2. We do not assume any relations among µ1, µ2 and m in Lemma 3.2.
Proof. From the relation 1
m
∂x − 1itJm = ixt , we see that
1
m
∂x(f1f2f3)− 1
it
Jm(f1f2f3) = i
x
t
f1f2f3 =
(
1
µ1
∂xf1 − 1
it
Jµ1f1
)
f2f3,
which yields (3.2). We also have (3.3) by using (3.2) twice.
Next we set
(Um(t)φ)(x) := ei t2m∂2xφ(x) =
√
|m|
2πt
e−i
π
4
sgn(m)
∫
R
eim
(x−y)2
2t φ(y)dy
for m ∈ R\{0} and t > 0. We also introduce the scaled Fourier transform Fm by
(Fmφ)(ξ) := |m|1/2e−iπ4 sgn(m) φˆ(mξ) =
√
|m|
2π
e−i
π
4
sgn(m)
∫
R
e−imyξφ(y)dy,
as well as auxiliary operators(Mm(t)φ)(x) := eimx22t φ(x), (D(t)φ)(x) := 1√
t
φ
(x
t
)
, Wm(t)φ := FmMm(t)F−1m φ,
so that Um can be decomposed into Um = MmDFmMm = MmDWmFm. The following
lemma is well known (see e.g., [1], [14]).
Lemma 3.3. Let m be a non-zero real constant. We have
‖φ−MmDFmU−1m φ‖L∞ ≤ Ct−3/4
(‖φ‖L2 + ‖Jmφ‖L2)
and
‖φ‖L∞ ≤ t−1/2‖FmU−1m φ‖L∞ + Ct−3/4(‖φ‖L2 + ‖Jmφ‖L2)
for t ≥ 1.
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Proof. For the convenience of the readers, we give the proof. By the relation Jm = UmxU−1m ,
we see that
‖FmU−1m φ‖H1 ≤ C‖U−1m φ‖H0,1 ≤ C(‖φ‖L2 + ‖Jmφ‖L2).
Also it follows from the inequalities ‖φ‖L∞ ≤
√
2‖φ‖1/2L2 ‖∂xφ‖1/2L2 and |eiθ − 1| ≤ C|θ|1/2 that
‖(W±1m − 1)φ‖L∞ ≤ C‖(M±1m − 1)F−1m φ‖1/2L2 ‖∂x(W±1m − 1)φ‖1/2L2
≤ C(t−1/2‖F−1m φ‖H0,1)1/2 ‖∂xφ‖1/2L2
≤ Ct−1/4‖φ‖H1. (3.4)
Combining with the inequalities obtained above, we have
‖φ−MmDFmU−1m φ‖L∞ = ‖MmD(Wm − 1)FmU−1m φ‖L∞
≤ t−1/2‖(Wm − 1)FmU−1m φ‖L∞
≤ Ct−3/4‖FmU−1m φ‖H1
≤ Ct−3/4(‖φ‖L2 + ‖Jmφ‖L2).
Using the result derived above, we also have
‖φ‖L∞ ≤ ‖MmDFmU−1m φ‖L∞ + ‖φ−MmDFmU−1m φ‖L∞
≤ t−1/2‖FmU−1m φ‖L∞ + Ct−3/4
(‖φ‖L2 + ‖Jmφ‖L2).
Lemma 3.4. Let m be a non-zero real constant. We have
‖FmU−1m (f1f2f3)‖L∞ ≤ C‖f1‖L2‖f2‖L2‖f3‖L∞ .
Proof. By the relation FmU−1m =W−1m D−1M−1m and the estimate ‖W−1m φ‖L∞ ≤ Ct1/2‖φ‖L1 ,
we have
‖FmU−1m (f1f2f3)‖L∞ ≤ Ct1/2‖D−1M−1m (f1f2f3)‖L1
≤ Ct1/2 · t−1‖(D−1f1)(D−1f2)(D−1M−1m f3)‖L1
≤ Ct−1/2‖D−1f1‖L2‖D−1f2‖L2‖D−1M−1m f3‖L∞
= Ct−1/2‖f1‖L2‖f2‖L2 · t1/2‖f3‖L∞
= C‖f1‖L2‖f2‖L2‖f3‖L∞ .
We deduce the following proposition from Lemmas 3.1–3.4, which will play the key role
in Section 5.2.
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Proposition 3.1. Suppose that the condition (a) is satisfied. For a CN -valued function
u = (uj(t, x))j∈IN , we set αj(t, ξ) = Fmj [Umj (t)−1uj(t, ·)](ξ) and α = (αj(t, ξ))j∈IN . Then
we have∥∥∥∥FmjU−1mj [∂lxFj(u, ∂xu)]− (imjξ)lt pj(ξ;α)
∥∥∥∥
L∞ξ
≤ C
t5/4
N∑
k=1
(‖uk(t)‖H3 + ‖Jmkuk(t)‖H2)3
for j ∈ IN , l ∈ {0, 1, 2} and t ≥ 1.
Proof. For simplicity of exposition, we treat only the case where Fj = (∂xu1)(∂xu2)(∂xu3)
with mj = m1 −m2 +m3. The general case can be shown in the same way.
We set α
(s)
k = (imkξ)
sαk for s ∈ Z≥0, so that
∂sxuk = UmkF−1mkα
(s)
k =MmkDWmkα(s)k , ∂sxuk = U−mkF−1−mkα
(s)
k .
Remark that
pj(ξ;α) = (im1ξ)(−im2ξ)(im3ξ)α1α2α3 = α(1)1 α(1)2 α(1)3 .
Now we consider the simplest case l = 0. By the factorization of Umj and the condition
mj = m1 −m2 +m3, we have
FmjU−1mjFj =W−1mjD−1M−1mj
[
(Mm1DWm1α(1)1 )(M−m2DW−m2α(1)2 )(Mm3DWm3α(1)3 )
]
=
1
t
W−1mj
[
(Wm1α(1)1 )(W−m2α(1)2 )(Wm3α(1)3 )
]
=
1
t
pj(ξ;α) +
1
t
r0,
where
r0 =W−1mj
[
(Wm1α(1)1 )(W−m2α(1)2 )(Wm3α(1)3 )
]
− α(1)1 α(1)2 α(1)3 .
Since we can rewrite it as
r0 =(W−1mj − 1)
[
(Wm1α(1)1 )(W−m2α(1)2 )(Wm3α(1)3 )
]
+
{
(Wm1 − 1)α(1)1
}
(W−m2α(1)2 )(Wm3α(1)3 )
+ α
(1)
1
{
(W−m2 − 1)α(1)2
}
(Wm3α(1)3 ) + α(1)1 α(1)2
{
(Wm3 − 1)α(1)3
}
,
we can apply (3.4) and the Sobolev imbedding H1(R1) →֒ L∞(R1) to obtain
‖r0‖L∞ ≤ Ct−1/4‖u1‖H2‖u2‖H2‖u3‖H2 .
Next we consider the case of l = 1. By (3.2) with m = mj , µ = m1, f1 = ∂xu1, f2 = ∂xu2,
f3 = ∂xu3, we have
∂xFj =
mj
m1
(∂2xu1)(∂xu2)(∂xu3) +
R1
t
, (3.5)
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where
R1 = −imjJmj
[
(∂xu1)(∂xu2)(∂xu3)
]
+ imj(Jm1∂xu1)(∂xu2)(∂xu3).
By applying Lemma 3.1 to the first term and using Lemma 3.4, we see that
‖FmjU−1mjR1‖L∞ ≤C‖Jm1∂xu1‖L2‖∂xu2‖L2‖∂xu3‖L∞
+ C‖∂xu1‖L2‖Jm2∂xu2‖L2‖∂xu3‖L∞
+ C‖∂xu1‖L2‖∂xu2‖L∞‖Jm3∂xu3‖L2
≤ C
t1/2
3∑
k=1
(‖uk‖H1 + ‖Jmkuk‖H1)3, (3.6)
where we have used the inequality ‖φ‖L∞ ≤ Ct−1/2‖φ‖1/2L2 ‖Jmφ‖1/2L2 and the commutation
relation [∂x, Jm] = 1 in the last line. As for the first term of (3.5), similar computations as
in the previous case lead to
FmjU−1mj
[
(∂2xu1)(∂xu2)(∂xu3)
]
=
1
t
W−1mj
[
(Wm1α(2)1 )(W−m2α(1)2 )(Wm3α(1)3 )
]
=
1
t
α
(2)
1 α
(1)
2 α
(1)
3 +
r1
t
,
where
r1 =W−1mj
[
(Wm1α(2)1 )(W−m2α(1)2 )(Wm3α(1)3 )
]
− α(2)1 α(1)2 α(1)3 .
This can be estimated as follows:
‖r1‖L∞ ≤ Ct−1/4‖∂xu1‖H2‖u2‖H2‖u3‖H2 .
Moreover, we observe that
imjξ
t
pj(ξ;α) =
mj
m1
im1ξ
t
α
(1)
1 α
(1)
2 α
(1)
3 =
mj
m1
· 1
t
α
(2)
1 α
(1)
2 α
(1)
3 .
Piecing them together, we arrive at∥∥∥∥FmjU−1mj ∂xFj − imjξt pj(ξ;α)
∥∥∥∥
L∞ξ
=
1
t
∥∥∥∥mjm1 r1 + FmjU−1mjR1
∥∥∥∥
L∞
≤ C
t
(‖r1‖L∞ + ‖FmjU−1mjR1‖L∞)
≤ C
t5/4
3∑
k=1
(‖uk(t, ·)‖H3 + ‖Jmkuk(t, ·)‖H1)3,
as desired. Finally we consider the case of l = 2. By (3.3) with m = mj , µ1 = m1 and
µ2 = −m2, we have
∂2xFj =
m2j
−m1m2 (∂
2
xu1)(∂
2
xu2)(∂xu3) +
R2
t
,
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where
R2 =−
im2j
m1
Jmj
[
(∂2xu1)(∂xu2)(∂xu3)
]
+
im2j
m1
(∂2xu1)(Jm2∂xu2)(∂xu3)
− imj∂xJmj
[
(∂xu1)(∂xu2)(∂xu3)
]
+ imj∂x
[
(Jm1∂xu1)(∂xu2)(∂xu3)
]
.
As in the derivation of (3.6), we see that
‖FmjU−1mjR2‖L∞ ≤
C
t1/2
3∑
k=1
(‖uk‖H2 + ‖Jmkuk‖H2)3.
Similarly to the previous cases, we can also show that
FmjU−1mj
[
(∂2xu1)(∂
2
xu2)(∂xu3)
]
=
1
t
W−1mj
[
(Wm1α(2)1 )(W−m2α(2)2 )(Wm3α(1)3 )
]
=
−m1m2
m2j
(imjξ)
2
t
pj(ξ;α) +
r2
t
,
where
r2 =W−1mj
[
(Wm1α(2)1 )(W−m2α(2)2 )(Wm3α(1)3 )
]
− α(2)1 α(2)2 α(1)3 .
Note that
‖r2‖L∞ ≤ Ct−1/4‖∂xu1‖H2‖∂xu2‖H2‖u3‖H2.
Therefore we have∥∥∥∥FmjU−1mj ∂2xFj − (imjξ)2t pj(ξ, α)
∥∥∥∥
L∞ξ
≤ C
t
(‖r2‖L∞ + ‖FmjU−1mjR2‖L∞)
≤ C
t5/4
3∑
k=1
(‖uk(t, ·)‖H3 + ‖Jmkuk(t, ·)‖H2)3,
which completes the proof.
4 Smoothing effect
In this section, we recall smoothing properties of the linear Schro¨dinger equations. As is
well known, the standard energy method causes a derivative loss when the nonlinear term
involves derivatives of the unknown functions. Smoothing effect is a useful tool to overcome
this obstacle. Among various kinds of such techniques, we will follow the approach of [2].
Let H be the Hilbert transform, that is,
Hψ(x) := 1
π
p.v.
∫
R
ψ(y)
x− ydy.
12
With a non-negative weight function Φ(x) and a non-zero real constant m, let us also define
the operator SΦ,m by
SΦ,mψ(x) :=
{
cosh
(∫ x
−∞
Φ(y)dy
)}
ψ(x)− i sgn(m)
{
sinh
(∫ x
−∞
Φ(y)dy
)}
Hψ(x).
Note that SΦ,m is L
2-automorphism and that both ‖SΦ,m‖L2→L2 , ‖S−1Φ,m‖L2→L2 are dominated
by C exp(‖Φ‖L1). This operator enables us to gain the half-derivative |∂x|1/2. More precisely,
we have the following:
Lemma 4.1. Let m, µ1, . . . , µN be non-zero real constants. Let v be a C-valued smooth
function of (t, x), and let w = (wj)j∈IN be a C
N -valued smooth function of (t, x). We set
Φ = η(|w|2 + |∂xw|2) with η ≥ 1, and S = SΦ(t,·),m. Then we have
d
dt
‖Sv(t)‖2L2+
1
|m|
∫
R
Φ(t, x)
∣∣∣S|∂x|1/2v(t, x)∣∣∣2dx
≤ 2
∣∣∣〈Sv(t), SLmv(t)〉L2
∣∣∣+ CB(t)‖v(t)‖2L2,
where
B(t) = eCη‖w‖
2
H1
{
η‖w(t)‖2W 2,∞ + η3‖w(t)‖6W 1,∞ + η
∑
k∈IN
‖wk(t)‖H1‖Lµkwk(t)‖H1
}
and the constant C is independent of η. We denote by W s,∞ the L∞-based Sobolev space of
order s ∈ Z≥0.
This lemma is essentially the same as Lemma 2.1 in [2], although we need slight modifi-
cations to fit for our purpose. For the convenience of the readers, we will give the proof of
this lemma in the appendix.
By using Lemma 4.1 combined with the following auxiliary lemma, we can get rid of the
derivative loss coming from the nonlinear terms.
Lemma 4.2. Let m1, . . . , mN be non-zero real constants. Let v = (vj)j∈IN , w = (wj)j∈IN be
CN -valued smooth functions of x ∈ R. Suppose that q1,jk and q2,jk are quadratic homogeneous
polynomials in (w, ∂xw,w, ∂xw). We set Φ = η(|w|2 + |∂xw|2) with η ≥ 1, and S = SΦ(t,·),m
with η ≥ 1, and Sj = SΦ,mj for j ∈ IN . Then we have∑
j,k∈IN
(∣∣〈Sjvj , Sj(q1,jk∂xvk)〉L2∣∣ + ∣∣〈Sjvj, Sj(q2,jk∂xvk)〉L2∣∣
)
≤ C
η
eCη‖w‖
2
H1
∑
k∈IN
∫
R
Φ(x)
∣∣∣Sk|∂x|1/2vk(x)∣∣∣2dx
+ CeCη‖w‖
2
H1
(
1 + η2‖w‖4H1 + η2‖w‖4W 1,∞
)‖w‖2W 2,∞‖v‖2L2 ,
where the constant C is independent of η.
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We skip the proof of Lemma 4.2 because this is nothing more than a paraphrase of
Lemma 2.3 in [2].
5 A priori estimate
Let T ∈ (0,+∞], and let u = (uj)1≤j≤N ∈ C([0, T );H3 ∩ H2,1) be a solution to (1.1) for
t ∈ [0, T ). As in Section 3, we set αj(t, ξ) = Fmj
[
U−1mj uj(t, ·)
]
(ξ), α(t, ξ) = (αj(t, ξ))j∈IN ,
and define
E(T ) = sup
0≤t<T
∑
j∈IN
[
(1 + t)−
γ
3
(
‖uj(t)‖H3 + ‖Jmjuj(t)‖H2
)
+ sup
ξ∈R
(
〈ξ〉2|αj(t, ξ)|
)]
with γ > 0. The goal of this section is to show the following:
Lemma 5.1. Assume the conditions (a) and (b0) are satisfied. Let γ ∈ (0, 1/4). There exist
positive constants ε1 and K such that
E(T ) ≤ ε2/3 (5.1)
implies
E(T ) ≤ Kε,
provided that ε = ‖ϕ‖H3∩H2,1 ≤ ε1.
The proof of this lemma will be divided into two parts.
5.1 L2-estimates
In the first part, we consider the bounds for ‖uj(t)‖H3 and ‖Jmjuj(t)‖H2. It is enough to
show
∑
j∈IN
1∑
l=0
‖J lmjuj(t)‖L2 ≤ Cε+ Cε2(1 + t)γ/3 (5.2)
and
∑
j∈IN
1∑
l=0
‖∂3−lx J lmjuj(t)‖2L2 ≤ Cε2(1 + t)2γ/3 (5.3)
for t ∈ [0, T ) under the assumption (5.1). First we remark that (5.1) implies a rough H1-
bound
‖uj(t)‖H1 ≤ C‖αj(t)‖H0,1 ≤ C
(∫
R
dξ
〈ξ〉2
)1/2
sup
ξ∈R
(〈ξ〉2|αj(t, ξ)|) ≤ Cε2/3 (5.4)
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for t ∈ [0, T ). We also deduce from (5.1) that
‖uj(t)‖W 2,∞ ≤ Cε
2/3
(1 + t)1/2
for t ∈ [0, T ). Indeed, it follows from Lemma 3.3 and the relation [∂x, Jmj ] = 1 that
‖uj(t)‖W 2,∞ ≤ C
t1/2
sup
ξ∈R
|〈ξ〉2αj(t, ξ)|+ C
t3/4
(‖uj(t)‖H2 + ‖Jmjuj(t)‖H2) ≤ Cε2/3t1/2
for t ≥ 1, and H1(R1) →֒ L∞(R1) yields ‖uj(t)‖W 2,∞ ≤ C‖uj(t)‖H3 ≤ Cε2/3 for t ≤ 1.
Now we consider the easier estimate (5.2). It follows from the standard energy method
that
d
dt
‖uj(t)‖L2 ≤ ‖Fj(u(t), ∂xu(t))‖L2
≤ C‖u(t)‖2W 1,∞‖u(t)‖H1
≤ C
(
ε2/3
(1 + t)1/2
)2
· Cε2/3
≤ Cε
2
1 + t
.
Also we see from Lemma 3.1 that
LmjJmjuj =
∑
k∈IN
(
q1,jkJmk∂xuk + q2,jkJmk∂xuk + q3,jkJmkuk + q4,jkJmkuk
)
,
where q1,jk, . . . , q4,jk are quadratic homogeneous polynomials in (u, ∂xu, u, ∂xu). Then the
standard energy method again implies
d
dt
‖Jmjuj(t)‖L2 ≤ C‖u‖2W 1,∞
∑
k∈IN
(‖uk‖H1 + ‖Jmkuk‖H1) ≤
Cε2
(1 + t)1−γ/3
.
These lead to (5.2).
Next we consider (5.3). We set vjl = ∂
3−l
x J
l
mj
uj for l ∈ {0, 1} and j ∈ IN . We apply
Lemma 4.1 with m = mj , µk = mk, v = vjl, w = u, η = ε
−2/3. Then we obtain
d
dt
‖Sjvjl(t)‖2L2 +
1
|mj|
∫
R
Φ(t, x)
∣∣∣Sj|∂x|1/2vjl(t)∣∣∣2dx
≤ 2
∣∣∣〈Sjvjl, Sj∂3−lx J lmjFj(u, ∂xu)〉L2
∣∣∣+ CB(t)‖vjl(t)‖2L2, (5.5)
where
B(t) = e
C
ε2/3
‖u‖2
H1
(
ε−2/3‖u‖2W 2,∞ + ε−2‖u‖6W 1,∞ + ε−2/3
∑
k∈IN
‖uk‖H1‖Fk(u, ∂xu)‖H1
)
≤ Cε
2/3
1 + t
.
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To estimate the first term of the right-hand side of (5.5), we use Lemma 3.1 and the usual
Leibniz rule to split ∂3−lx J
l
mj
Fj(u, ∂xu) into the following form:∑
k∈IN
(
g1,jkl∂xvkl + g2,jkl∂xvkl
)
+ hjl,
where g1,jkl and g2,jkl are quadratic homogeneous polynomials in (u, ∂xu, u, ∂xu), and hjl is
a cubic term satisfying
‖hjl‖L2 ≤ C‖u(t)‖2W 2,∞
∑
k∈IN
(‖uk(t)‖H3 + ‖Jmkuk(t)‖H2) ≤
Cε2
(1 + t)1−γ/3
.
Then Lemma 4.2 and the L2-automorphism of Sj lead to∑
j∈IN
∣∣∣〈Sjvjl, Sj∂3−lx J lmjFj(u, ∂xu)〉L2
∣∣∣
≤
∑
j,k∈IN
(∣∣〈Sjvjl, Sj(g1,jkl∂xvkl)〉L2∣∣+ ∣∣〈Sjvjl, Sj(g2,jkl∂xvkl)〉L2∣∣
)
+
∑
j∈IN
‖Sjvjl‖L2‖Sjhjl‖L2
≤ Cε2/3e Cε2/3 ‖u‖2H1
∑
k∈IN
∫
R
Φ(t, x)
∣∣∣Sk|∂x|1/2vkl(t, x)∣∣∣2dx
+ Ce
C
ε2/3
‖u‖2
H1
(
1 + ε−4/3‖u‖4H1 + ε−4/3‖u‖4W 1,∞
)‖u‖2W 2,∞ ∑
k∈IN
‖vkl‖2L2
+ Ce
C
ε2/3
‖u‖2
H1
∑
j∈IN
‖vjl‖L2‖hjl‖L2
≤ C0ε2/3
∑
k∈IN
∫
R
Φ(t, x)
∣∣Sk|∂x|1/2vkl(t, x)∣∣2 dx+ Cε8/3
(1 + t)1−2γ/3
with some positive constant C0 not depending on ε. Summing up, we obtain
d
dt
∑
j∈IN
‖Sjvjl(t)‖2L2 ≤
∑
k∈IN
(
2C0ε
2/3 − 1|mk|
)∫
R
Φ(t, x)
∣∣∣Sk|∂x|1/2vkl(t, x)∣∣∣2dx
+
Cε8/3
(1 + t)1−2γ/3
+
Cε2/3
1 + t
· (Cε2/3(1 + t)γ/3)2
≤ Cε
2
(1 + t)1−2γ/3
,
provided that
2C0ε
2/3 ≤ 1
min
1≤k≤N
|mk| .
Integrating with respect to t, we have∑
j∈IN
‖Sjvjl(t)‖2L2 ≤ Cε2 + Cε2(1 + t)2γ/3 ≤ Cε2(1 + t)2γ/3,
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whence
∑
j∈IN
1∑
l=0
‖∂3−lx J lmjuj(t)‖2L2 ≤ eCε
−2/3‖u(t)‖2
H1
∑
j∈IN
1∑
l=0
‖Sjvjl(t)‖2L2 ≤ Cε2(1 + t)2γ/3,
as required.
5.2 Estimates for αj
In the second part, we are going to show 〈ξ〉2|α(t, ξ)| ≤ Cε for (t, ξ) ∈ [0, T ) × R under
the assumption (5.1). If t ∈ [0, 1], the Sobolev imbedding yields this estimate immediately.
Hence we have only to consider the case of t ∈ [1, T ). We set
ρj(t, ξ) = FmjU−1mj
[
Fj(u, ∂xu)
]− 1
t
pj(ξ;α(t, ξ))
and ρ = (ρj)j∈IN , so that
i∂tαj(t, ξ) = FmjU−1mj
[Lmjuj] = FmjU−1mj [Fj(u, ∂xu)]
=
1
t
pj(ξ;α(t, ξ)) + ρj(t, ξ). (5.6)
By Proposition 3.1, we have
|ρj(t, ξ)| ≤ C〈ξ〉2
2∑
l=0
∣∣(imjξ)lρj(t, ξ)∣∣
=
C
〈ξ〉2
2∑
l=0
∣∣∣∣FmjU−1mj [∂lxFj(u, ∂xu)]− (imjξ)lt pj(ξ;α(t, ξ))
∣∣∣∣
≤ C〈ξ〉2 ·
C
t5/4
(
E(T )t
γ
3
)3
≤ Cε
2
〈ξ〉2t5/4−γ
for t ≥ 1 and ξ ∈ R, which shows that ρj(t, ξ) has enough decay rates both in t and ξ. Now
we put ν(t, ξ) =
√〈α(t, ξ), Aα(t, ξ)〉CN , where A is the positive Hermitian matrix appearing
in the condition (b0). Remark that
√
κ∗|α(t, ξ)| ≤ ν(t, ξ) ≤
√
κ∗|α(t, ξ)|,
where κ∗ and κ
∗ are the smallest and largest eigenvalues of A, respectively. It follows from
(b0) that
∂tν(t, ξ)
2 = 2 Im〈i∂tα(t, ξ), Aα(t, ξ)〉CN
=
2
t
Im〈p(ξ;α(t, ξ)), Aα(t, ξ)〉CN + 2 Im〈ρ(t, ξ), Aα(t, ξ)〉CN
≤ 0 + C|ρ(t, ξ)|ν(t, ξ),
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which leads to
ν(t, ξ) ≤ ν(1, ξ) + C
∫ t
1
|ρ(τ, ξ)|dτ ≤ Cε〈ξ〉2 +
Cε2
〈ξ〉2
∫ ∞
1
dτ
τ 5/4−γ
≤ Cε〈ξ〉2 ,
Therefore we have
〈ξ〉2|αj(t, ξ)| ≤ C〈ξ〉2ν(t, ξ) ≤ Cε,
as required.
6 Proof of the main theorems
Now we are in a position to prove Theorems 2.1 – 2.4.
6.1 Proof of Theorem 2.1
First let us recall the local existence theorem. For fixed t0 ≥ 0, let us consider the initial
value problem { Lmjuj = Fj(u, ∂xu), t > t0, x ∈ R, j ∈ IN ,
uj(t0, x) = ψj(x), x ∈ R, j ∈ IN . (6.1)
Lemma 6.1. Let ψ = (ψj)j∈IN ∈ H3 ∩ H2,1. There exists a positive constant ε0, which is
independent of t0, such that the following holds: for any ε ∈ (0, ε0) and M ∈ (0,∞), one can
choose a positive constant τ ∗ = τ ∗(ε,M), which is independent of t0, such that (6.1) admits
a unique solution u = (uj)j∈IN ∈ C([t0, t0 + τ ∗];H3 ∩H2,1), provided that
‖ψ‖H1 ≤ ε and
1∑
l=0
∑
j∈IN
∥∥∥(x+ i t0
mj
∂x
)l
ψj
∥∥∥
H3−l
≤ M.
We omit the proof of this lemma because it is standard (see e.g., Appendix of [4] for the
proof of similar lemma in the quadratic nonlinear case).
Now we are going to prove the global existence by the so-called bootstrap argument. Let
T ∗ be the supremum of all T ∈ (0,∞] such that the problem (1.1) admits a unique solution
u ∈ C([0, T );H3∩H2,1). By Lemma 6.1 with t0 = 0, we have T ∗ > 0 if ‖ϕ‖H1 ≤ ε < ε0. We
also set
T∗ = sup
{
τ ∈ [0, T ∗) |E(τ) ≤ ε2/3}.
Note that T∗ > 0 because of the continuity of [0, T
∗) ∋ τ 7→ E(τ) and ‖ϕ‖H3∩H2,1 = ε ≤ 12ε2/3
if ε ≤ 1/8.
We claim that T∗ = T
∗ if ε is small enough. Indeed, if T∗ < T
∗, Lemma 5.1 with T = T∗
yields
E(T∗) ≤ Kε ≤ 1
2
ε2/3
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for ε ≤ ε2 := min{ε1, 1/(2K)3}, where K and ε1 are mentioned in Lemma 5.1. By the
continuity of [0, T ∗) ∋ τ 7→ E(τ), we can take T ♭ ∈ (T∗, T ∗) such that E(T ♭) ≤ ε2/3, which
contradicts the definition of T∗. Therefore we must have T∗ = T
∗. By using Lemma 5.1 with
T = T ∗ again, we see that
1∑
l=0
∑
j∈IN
‖J lmjuj(t, ·)‖H3−l ≤ Kε(1 + t)
γ
3 ,
∑
j∈IN
sup
ξ∈R
(
〈ξ〉2|αj(t, ξ)|
)
≤ Kε
for t ∈ [0, T ∗). In particular we have
sup
t∈[0,T ∗)
‖u(t)‖H1 ≤ C sup
(t,ξ)∈[0,T ∗)×R
(
〈ξ〉2|α(t, ξ)|
)
≤ C♭ε
with some C♭ > 0.
Next we assume T ∗ <∞. Then, by setting ε3 = min{ε2, ε0/2C♭} andM = Kε3(1+T ∗)γ/3,
we have
sup
t∈[0,T ∗)
1∑
l=0
∑
j∈IN
‖J lmjuj(t, ·)‖H3−l ≤M
as well as
sup
t∈[0,T ∗)
‖u(t)‖H1 ≤ ε0/2 < ε0
for ε ≤ ε3. By Lemma 6.1, there exists τ ∗ > 0 such that (1.1) admits the solution u ∈
C([0, T ∗+ τ ∗);H3 ∩H2,1). This contradicts the definition of T ∗, which means T ∗ = +∞ for
ε ∈ (0, ε3]. Moreover, we have
‖u(t)‖L2 ≤ C sup
ξ∈R
|〈ξ〉α(t, ξ)| ≤ Cε.
By using Lemma 3.3 and the inequality obtained above, we also have
|uj(t, x)| ≤ C
t1/2
|αj(t, ξ)|+ C
t3/4
(‖uj(t)‖L2 + ‖Jmjuj(t)‖L2) ≤ Cεt1/2
for t ≥ 1 and j ∈ IN . This completes the proof of Theorem 2.1.
6.2 Proof of Theorems 2.2 and 2.3
The proof of Theorems 2.2 and 2.3 heavily relies on the following lemma due to [6]. Note
that special cases of this lemma have been used previously in [5] and [10] less explicitly.
Lemma 6.2 ([6]). Let C0 > 0, C1 ≥ 0, p > 1 and q > 1. Suppose that Ψ(t) satisfies
dΨ
dt
(t) ≤ −C0
t
|Ψ(t)|p + C1
tq
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for t ≥ 2. Then we have
Ψ(t) ≤ C2
(log t)p∗−1
for t ≥ 2, where p∗ is the Ho¨lder conjugate of p (i.e., 1/p+ 1/p∗ = 1), and
C2 =
(
p∗
C0p
)p∗−1
+ (log 2)p
∗−1Ψ(2) +
C1
log 2
∫ ∞
2
(log τ)p
∗
τ q
dτ.
With ξ ∈ R fixed, we set Ψ(t) = 〈α(t, ξ), Aα(t, ξ)〉CN , where A is the positive Hermitian
matrix appearing in the condition (b1). Then we deduce from (5.6) that Ψ satisfies
dΨ
dt
(t) ≤ −2C∗
t
|α(t)|4 + C|ρ(t, ξ)||α(t, ξ)| ≤ −2C∗/κ
2
∗
t
|Ψ(t)|2 + Cε
3
〈ξ〉4t5/4−γ
for t ≥ 2, where C∗ is the positive constant appearing in the condition (b1) and κ∗ is the
smallest eigenvalue of A. We also have Ψ(2) ≤ C|α(2, ξ)|2 ≤ Cε2〈ξ〉−4. So we can apply
Lemma 6.2 with p = 2, q = 5/4− γ to obtain
|α(t, ξ)|2 ≤ CΨ(t) ≤ 1
(log t)2−1
(
κ2∗
2C∗
+
Cε2
〈ξ〉4
)
≤ C
log t
.
From Lemma 3.3 it follows that
|uj(t, x)| ≤ C
t1/2
sup
ξ∈R
|αj(t, ξ)|+ C
t3/4
(‖uj(t)‖L2 + ‖Jmjuj(t)‖L2)
≤ C
(t log t)1/2
+
Cε
t3/4−γ/3
≤ C
(t log t)1/2
,
for t ≥ 2, x ∈ R and j ∈ IN . On the other hand, we already know that |u(t, x)| ≤
Cε(1 + t)−1/2 for t ≥ 0. Hence we arrive at
(1 + t)(1 + ε2 log(t + 2))|u(t, x)|2 ≤ Cε2
for t ≥ 0, which implies the desired pointwise decay estimate. By the Fatou lemma we also
have
lim sup
t→+∞
‖αj(t)‖2L2 ≤
∫
R
lim sup
t→+∞
|αj(t, ξ)|2dξ = 0,
which leads to decay of ‖uj(t)‖L2 as t→ +∞, as stated in Theorem 2.2.
Under the stronger condition (b2), we have
dΨ
dt
(t) ≤ −2C∗∗〈ξ〉
2/κ2∗
t
|Ψ(t)|2 + Cε
3
〈ξ〉4t5/4−γ
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for t ≥ 2. Therefore Lemma 6.2 again yields
|α(t, ξ)|2 ≤ 1
log t
(
κ2∗
2C∗∗〈ξ〉2 +
Cε2
〈ξ〉4
)
≤ C〈ξ〉2 log t ,
whence
‖u(t)‖L2 = ‖α(t)‖L2 ≤ C sup
ξ∈R
(〈ξ〉|α(t, ξ)|) ≤ C√
log t
for t ≥ 2. This yields Theorem 2.3.
6.3 Proof of Theorem 2.4
For given δ > 0, we set γ = min{δ, 1/5} ∈ (0, 1/4). Remember that we have already shown
that
|αj(t, ξ)| ≤ Cε〈ξ〉2 , |ρj(t, ξ)| ≤
Cε2
〈ξ〉2t5/4−γ
for t ≥ 1, ξ ∈ R and j ∈ IN . These estimates allow us to define α+ = (α+j )j∈IN ∈ L2 ∩ L∞
by
α+j (ξ) := αj(1, ξ)− i
∫ ∞
1
ρj(t
′, ξ)dt′.
On the other hand, the condition (b3) and (5.6) lead to
αj(t, ξ) = αj(1, ξ)− i
∫ t
1
ρj(t
′, ξ)dt′,
whence
‖αj(t)− α+j ‖L2∩L∞ ≤
∫ ∞
t
‖ρj(t′, ·)‖L2∩L∞dt′ ≤ Cε2t−1/4+γ .
Now we set ϕ+j := F−1mjα+j . Then we have
‖uj(t)− Umjϕ+j ‖L2 = ‖FmjU−1mjuj(t)−Fmjϕ+j ‖L2
= ‖αj(t)− α+j ‖L2
≤ Cε2t−1/4+γ .
By Lemma 3.3 and the inequality obtained above, we also have
‖uj(t)−MmjDFmjϕ+j ‖L∞
≤ ‖uj(t)−MmjDFmjU−1mjuj(t)‖L∞ + ‖MmjD(αj(t)− α+)‖L∞
≤ Ct−3/4(‖uj(t)‖L2 + ‖Jmjuj(t)‖L2) + Ct−1/2‖αj(t)− α+j ‖L∞
≤ Cεt−3/4+γ/3 + Cε2t−1/2−1/4+γ
≤ Cεt−3/4+δ
for t ≥ 1.
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Remark 6.1. We put ϕj = ε
′ψj with ψj 6≡ 0 and ε′ ∈ (0, ε∗], where ε∗ > 0 is chosen suitably
small so that Theorem 2.4 is valid. Then we can check that the corresponding ϕ+j satisfies
‖ϕ+j ‖L2 = ‖α+j ‖L2 ≥ ε′‖ψj‖L2 − C∗(ε′)3
with some C∗ > 0. Therefore ϕ+j does not identically vanish if ε
′ < min{ε∗,√‖ψj‖L2/C∗}.
A Proof of Lemma 4.1
In this appendix, we shall give the proof of Lemma 4.1 in the similar way as Section 2 of [2]
with slight modifications. We first state the following useful lemma without proof, which is
a special case of Lemma 2.1 of [2].
Lemma A.1. We have∥∥∥[|∂x|1/2, g]f∥∥∥
L2
+
∥∥∥[|∂x|1/2H, g]f∥∥∥
L2
≤ C‖g‖W 1,∞‖f‖L2.
Proof of Lemma 4.1. As in the standard energy method, we compute
1
2
d
dt
‖Sv‖2L2 = Im〈LmSv, Sv〉L2 = Im〈SLmv, Sv〉L2 + Im
〈
[Lm, S]v, Sv
〉
L2
.
We also note that
[Lm, S]v = − i|m|ΦS|∂x|v +Q,
where
Q =
1
2m
Φ2Sv − i
2|m|(∂xΦ)SHv + sgn(m)
(∫ x
−∞
∂tΦ(t, y)dy
)
SHv.
Remark that |∂x| = H∂x = ∂xH, H2 = −1, and that H is L2-bounded. Now we set
w
(l)
k = ∂
l
xwk for l ∈ Z≥0. Then, since
∂tΦ = 2η
1∑
l=0
∑
k∈IN
Im
{
(i∂tw
(l)
k )w
(l)
k
}
= 2η
1∑
l=0
∑
k∈IN
Im
{(
− 1
2µk
∂2xw
(l)
k + ∂
l
xLµkwk
)
w
(l)
k
}
= 2η
1∑
l=0
∑
k∈IN
Im
{
∂x
(
− 1
2µk
(∂xw
(l)
k )w
(l)
k
)
+
1
2µk
∣∣∂xw(l)k ∣∣2 + (∂lxLµkwk)w(l)k
}
= 2η
1∑
l=0
∑
k∈IN
Im
{
∂x
(
− 1
2µk
(∂xw
(l)
k )w
(l)
k
)
+ (∂lxLµkwk)w(l)k
}
,
22
we see that∣∣∣∣
∫ x
−∞
∂tΦ(t, y)dy
∣∣∣∣ = 2η
∣∣∣∣∣
1∑
l=0
∑
k∈IN
Im
{
− 1
2µk
(∂xw
(l)
k )w
(l)
k +
∫ x
−∞
(
∂lxLµkwk
)
w
(l)
k dy
}∣∣∣∣∣
≤ Cη
(
‖w‖2W 2,∞ +
∑
k∈IN
‖Lµkwk‖H1‖wk‖H1
)
.
Therefore we obtain
d
dt
‖Sv‖2L2 +
2
|m| Re〈ΦS|∂x|v, Sv〉L2 ≤ 2
∣∣〈SLmv, Sv〉L2∣∣+ CB1(t)‖Sv‖2L2, (A.1)
where
B1(t) = e
C‖Φ‖L1
(
‖Φ‖2L∞ + ‖∂xΦ‖L∞ + η‖w‖2W 2,∞ + η
∑
k∈IN
‖Lµkwk‖H1‖wk‖H1
)
.
Next we observe that
w
(l)
k S|∂x|v = w(l)k S∂xHv
= ∂x(w
(l)
k SHv) + [w(l)k S, ∂x]Hv
= −|∂x|1/2|∂x|1/2Hw(l)k SHv + [w(l)k S, ∂x]Hv
= |∂x|1/2
(
w
(l)
k S|∂x|1/2v
)
+ [w
(l)
k S, ∂x]Hv − |∂x|1/2
[
|∂x|1/2H, w(l)k S
]
Hv,
which leads to〈
w
(l)
k S|∂x|v, w(l)k Sv
〉
L2
=
〈
w
(l)
k S|∂x|1/2v, |∂x|1/2
(
w
(l)
k Sv
)〉
L2
+
〈
[w
(l)
k S, ∂x]Hv, w(l)k Sv
〉
L2
−
〈[|∂x|1/2H, w(l)k S]Hv, |∂x|1/2(w(l)k Sv)〉
L2
=
∥∥∥w(l)k S|∂x|1/2v∥∥∥2
L2
+Xkl,
where
Xkl =
〈
w
(l)
k S|∂x|1/2v,
[|∂x|1/2, w(l)k S]v〉
L2
+
〈[
w
(l)
k S, ∂x
]Hv, w(l)k Sv〉
L2
−
〈[|∂x|1/2H, w(l)k S]Hv, w(l)k S|∂x|1/2v〉
L2
−
〈[|∂x|1/2H, w(l)k S]Hv, [|∂x|1/2, w(l)k S]v〉
L2
.
By using Lemma A.1, we can see that all the commutators appearing in Xkl are L
2-bounded
and their operator norms are dominated by
B2(t) = Ce
C‖Φ‖L1
(‖w‖W 2,∞ + ‖w‖W 1,∞‖Φ‖L∞).
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Hence we obtain∥∥∥√ΦS|∂x|1/2v∥∥∥2
L2
− Re〈ΦS|∂x|v, Sv〉L2
=
1∑
l=0
∑
k∈IN
ηRe
(∥∥∥w(l)k S|∂x|1/2v∥∥∥2
L2
− 〈w(l)k S|∂x|v, w(l)k Sv〉L2
)
≤
1∑
l=0
∑
k∈IN
η|Xkl|
≤ CηB2(t)
1∑
l=0
∑
k∈IN
∥∥∥w(l)k S|∂x|1/2v∥∥∥
L2
∥∥v∥∥
L2
+ CηB2(t)
2‖v‖2L2
≤ 1
2
∥∥∥√ΦS|∂x|1/2v∥∥∥2
L2
+ CηB2(t)
2‖v‖2L2,
where we have used the Young inequality in the last line. Therefore,
2
|m| Re〈ΦS|∂x|v, Sv〉L2 ≥
1
|m|
∥∥∥√ΦS|∂x|1/2v∥∥∥2
L2
− CηB2(t)2‖v‖2L2. (A.2)
From (A.1) and (A.2) it follows that
d
dt
‖Sv‖2L2 +
1
|m|
∥∥∥√ΦS|∂x|1/2v∥∥∥2
L2
≤ 2∣∣〈SLmv, Sv〉L2∣∣+ C(B1(t) + ηB2(t)2)‖Sv‖2L2.
Finally, by using ‖Φ‖L1 ≤ Cη‖w‖2H1, ‖Φ‖L∞ ≤ Cη‖w‖2W 1,∞ and ‖∂xΦ‖L∞ ≤ Cη‖w‖2W 2,∞, we
have
B1(t) + ηB2(t)
2 ≤CeCη‖w‖2H1
(
η2‖w‖4W 1,∞ + η‖w‖2W 2,∞ + η
∑
k∈IN
‖Lµkwk‖H1‖wk‖H1
)
+ CηeCη‖w‖
2
H1
(‖w‖2W 2,∞ + Cη2‖w‖6W 1,∞)
≤CeCη‖w‖2H1
(
η‖w‖2W 2,∞ + η3‖w‖6W 1,∞ + η
∑
k∈IN
‖Lµkwk‖H1‖wk‖H1
)
,
which yields the desired conclusion.
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