In this paper, we present the insights drawn from a comprehensive survey of human-mobility modeling research based on 1680 articles that can serve as a roadmap for research and practice in this area. Mobility modeling research has accelerated the advancement of several elds of studies such as urban planning, epidemic modeling, trac engineering and contributed to the development of location-based services. However, while the application of mobility models in dierent domains has increased, the credibility of the research results has decreased. We highlight two signicant shortfalls observed in our reviewed studies: (1) data-agnostic model selection resulting in a poor tradeo between modeling accuracy vs. computational complexity, and (2) failure in identifying the source of empirical gains, due to adoption of erroneous validation methodologies. We also observe troubling trends with respect to the application of Markov models for modeling mobility, despite the questionable association between Markov processes and mobility dynamics. We oer the literature meta-data and the associated tools to the community in order to improve the reliability and credibility of human mobility modeling research.
INTRODUCTION
Over the last two decades, we have seen a large number of studies on human mobility modeling and prediction by the Geographic Information Systems community. This testies to the importance Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. Request permissions from permissions@acm.org. SIGSPATIAL '19, November 5-8, 2019 , Chicago, IL, USA © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6909-1/19/11. . . $15.00 https://doi.org /10.1145/3347146.3359110 of mobility prediction in context-aware systems, where a user's future location is used to seamlessly trigger service execution. These systems span services such as ride sharing, trac prediction, point of interest recommendation, resource/urban planning, and network optimization among others. To understand the current methodologies behind the selection of prediction models and performance validation strategies, we performed a systematic literature review spanning last two decades amounting to a total of 1680 articles.
Based on the our literature survey, mobility modeling an be dened as the process of estimating the probability distribution over an individual's future movement by minimizing the negative loglikelihood over the currently known user trajectory. Research in this domain can be classied in three distinct categories: (1) theoretical modeling of mobility dynamics, (2) quantifying the uncertainty in next-place prediction, and (3) leveraging stochastic optimization algorithms to model human-mobility and benchmark the next-place forecasting capability. This paper focuses on the third category, where the models used for next-place forecasting fall into three categories: (1) Markov model variants (2) data mining techniques, and (3) neural network architectures, of which we exclusively focus on the Markov model variants. Despite the large number of studies, it is not trivial either to objectively compare cross-model performance, nor to identify the source of the empirical gains provided by the proposed models. This diculty stems from the fact that each modeling approach is implemented with distinct search heuristics which introduces a range of dierent inductive biases. In order to validate the model's predictive performance, several types of datasets are used in these works that either contain GPS trajectories of pedestrians, recurrent WiFi connections, Bluetooth records or social network check-ins. This results in delivering dierent performance depending upon the dataset attributes. We nd that for a majority of instances, empirical gains predominantly stem from erroneous validation methodology and selection of datasets with opportune characteristics rather than modeling/architectural amendments. We present the survey methodology in Section 2, followed by the insights drawn from the survey in Section 3. We discuss the shortcomings in Section 4 and conclude the paper in Section 5.
SURVEY METHODOLOGY
The increasing number of research articles published on human mobility-modeling and prediction testies to the growing interest from researchers and practitioners. Figure 1 shows the most signicant prediction models and the datasets used for mobility prediction within a given span of years. The goal of the systematic literature review is to classify the state-of-the-art in the domain of human mobility modeling and answer the following questions: (1) which techniques are used for constructing the next-place prediction models?, (2) which methodologies are adopted to validate the performance of the models?, and (3) which datasets are used to perform the performance quantication?.
Search Strategy & Article Selection
To nd relevant studies, we selected three major academic search engines: Web of Science, Microsoft Academic Search and Semantic Scholar. Distinct platforms were chosen to ensure result completeness, as a single platform does not cover all major publisher venues. The search terms included, human-mobility prediction, humanmobility modeling, next place forecasting, Predicting Signicant locations among others. The search terms were used for the title, abstract and keywords. These search domains consisted of mobile and ubiquitous computing, geographic information systems and knowledge discovery and data mining. Furthermore, only the studies that were peer reviewed, published in an international venue, written in English language were included. Additional papers were identied by using the citation and reference list of a given paper to minimize the risk of omitting relevant studies. We selected the top ve cited articles in the domain of human mobility prediction [4, 7, 11, 12, 16] to bootstrap the snowballing procedure. At this stage, studies in the pool were ready for application of inclusion/exclusion criteria.
Preprocessing & Quality Assessment
To eliminate duplicates, the article titles were preprocessed by removing the stop words and normalization (stemming). String similarity was estimated by using Damerau-Levenshtein distance that measures the edit distance between two sequences. To calibrate the distance threshold, we manually assessed the top 20 top cited articles and labeled them according to their relevance. The prediction technique used in each paper was identied by rst normalizing the abstract, followed by stop-words removal, tokenization, vectorization and using a count vectorizer to analyze relative frequency of the tri-grams. This is a widely used statistical approach that analyzes the position of word in the abstract, the term frequency and inverse document frequency. The preprocessing and quality assessment pipeline is summarized in Figure 2 . This resulting list of articles was used to perform the analysis presented in the next section of the paper.
SURVEY FINDINGS
The rst application of human mobility prediction was in the context of ad-hoc wireless networks by Gerla [8] . The knowledge about the user's next-location was used to anticipate topological changes and minimize the connectivity disruption caused by mobility. Application of human mobility prediction in wireless networks became prominent after Su et al. in [17] , proposed a location-aware routing scheme and demonstrated its eectiveness using simulations. The seminal work however, in the context of prediction location on road networks using GPS information, was made by Ashbrook et al. [3] . They rst identied signicant places (points of interest) by clustering the raw GPS trajectories and then built a Markov-based predictor to forecast the next signicant place. In their next article,
Approach
Dataset (#participants, duration, type, location) Validation methodology Markov model [3] 1 participant, 4 months, GPS traces Not specied semi-Markov model [6] 10 participants, unknown duration , GPS, GSM, WiFi Not specied hidden Markov model [11] GeoLife (182 participants, 5 years, GPS traces) Leave one out validation mixed Makov model [2] Simulated data: 691 participants, 1hr;31 minutes, GPS k-fold cross validation (k=10) mobility Markov chain [7] GeoLife, synthetic dataset, private dataset (6 researchers) Holdout validation, 50% split train-test extended mobility Markov chain [1] 1 participant, 54 weeks, CDR Not specied variable-order Markov model [19] GeoLife (182 participants, 5 years, GPS traces) Holdout, Random selection, 90%-10% train-test hidden semi-Markov model [21] Simulated data No empirical validation hierarchical semi-Markov model [5] GeoLife (182 participants, 5 years, GPS traces)
Holdout validation (no split % specied) spherical hidden-Markov model [23] Simulated data, Twitter dataset (geotagged tweets)
Random selection 70%-30% train-test split Adaboost-Markov model [18] GeoLife (182 participants, 5 years, GPS traces) Random selection 90%-10% train-test split Table 1 : Markov-based mobility models, utilized datasets and cross-validation strategies.
Ashbrook et al. [4] extended this approach to perform mobility prediction across a dataset having multiple users. Several approaches along these lines were presented in the subsequent years using geolocation datasets consisting of data-points from dierent mobile phone sensors [13] [14] [15] .
The reviewed studies can be categorized based on the techniques applied for mobility prediction as follows: (1) Markov model variants, (2) neural network techniques, and (3) data-mining based approaches. In this paper, we focus explicitly on the models derived using Markov process variants. Table 1 presents a meta-summary of the Markov model variants, the dataset used to quantify the model performance and the validation methodology used. These studies have used several datasets diering with respect to the data type, number of users, collection duration and geographic regions. We also highlight that in several cases the datasets are obtained privately from the telecommunication operators or generated synthetically using unspecied mobility simulators.
Accessibility of larger datasets prompted development and application of several variants of predictors based on Markov model such as hidden Markov model [11] , mixed Markov model [2] , semi-Markov model [6] , hidden semi-Markov model [21] , mobility Markov chain [7] , extended mobility Markov chain [1] , variable order Markov model [20] , hierarchical hidden Markov model [5] and spherical hidden Markov model [5] . Each of the variant claims to address and account for dierent aspects of mobility trajectories, such as missing data from some time intervals [21] , correlation with the stay duration [6] , memory requirement [20] , user behavioral characteristics [2] , spatiotemporal associations with the path connecting the stay-points [5] , semantic trace data [23] or location specic characteristics [11] .
In addition to the usage of dierent datasets for performance validation, we observe that the applied validation methodologies also dier widely from one another or bootstrapped using diering parameters. We categorize the currently used cross-validation techniques for assessing model predictability as: (1) random shufing before holdout validation, (2) train-test split ratio ranging from 90%-10% to 50%, (3) 3-fold to 30-fold cross-validation, and (4) weekday/month/year-based splitting. In the last case, model training is typically performed on the rst four days of the week and tested on the remaining three. We also found several occurrences where the validation methodology was not specied. Selecting an appropriate validation approach to correctly assess the model performance on a given dataset is imperative to draw legitimate conclusions. To the best of our knowledge, we did not nd any argumentation to select a particular dataset or a particular validation strategy in the reviewed literature. In the next Section, we delve deeper in these shortcomings as we highlight that selecting arbitrary validation technique is detrimental to the incremental process of model improvement and provides misleading measures.
SHORTCOMINGS
In this section, we experimentally investigate the ill-eects resulting due to the shortcomings described in Section 3. We categorize these shortcomings in two domains: (1) inecient accuracy vs. complexity trade-o arising from data-agnostic prediction model selection, (2) inconclusive model performance quantication due to adoption of inaccurate validation methodologies. We also expose the systematic bias involved in the model assessment due to the selection of the dataset and validation methodology devoid of any heuristics. Our experiments are based on PrivaMov dataset [9] , Nokia mobile dataset (MDC) [10] and the GeoLife dataset [22] .
Dataset
Holdout 
Data-agnostic Model Selection
In order to analyze the generalizability of the model performance, we apply the same prediction model on mobility datasets diering widely with respect to some key characteristics. We also compare the accuracy of dierent prediction models on the same dataset using a xed cross-validation methodology. Instead of presenting the average accuracy over the test-set, we adopt the canonical approach to perform sequential data cross-validation by rolling through the dataset.
In Figure 3 , we compare the prediction accuracy of two approaches specied in Table 1 : (1) mobility Markov chain (MMC), and (2) second-order Markov model (Markov (2)). We observe that the average accuracy and the variation trend of the Markov models dier by a large extent over the three datasets. Interestingly, the accuracy variation across the trajectory length is substantial for Ge-oLife and PrivaMov datasets as opposed to the MDC dataset. These accuracy variations stem from the uctuation in dependencies between the POIs in a given dataset. From these experiments, we emphasize that the performance of the same prediction approach can dier widely across datasets. Moreover, a prediction model that performs poorly on one dataset can provide suciently favorable results on another. As a result, it is evident that conclusions regarding algorithmic performance cannot be justied without dening the dataset characteristics.
Flawed Validation Methodology
In order to highlight the misleading nature of the above validation approaches in the context of application to mobility modeling, we apply the holdout and k-fold cross-validation to access the performance (see Table 2 ). We observe that dierent train-test split ratios result in dierent prediction accuracies in case of holdout validation for all the three datasets under consideration. A similar behavior is observed in case of k-fold cross-validation for distinct values of k. Thus, it is clear that the accuracy results computed by these validation measures are neither a conclusive evidence of model performance, nor do they provide a comparative measure to analyze performance with respect to another model. Based on the above, we argue that application of awed validation methodology is detrimental to the advancement of human-mobility modeling.
CONCLUSION
In this paper, we have highlighted the inconsistencies and pitfalls in human mobility modeling and prediction research through a large scale systematic review. Through this review, we have attempted to systematize knowledge and provide guidelines towards performing credible mobility modeling research. We have exposed the consequences of relying on data-agnostic model selection and adopting inaccurate validation methodologies through experiments on three real-world mobility datasets, while focusing on mobility models derived using Markov process variants. We oer these results, tools and the literature meta-data to the community with the hope of improving the credibility of mobility modeling research. 1 
