Generalizing both Substable FSMs and Indicator FSMs, we introduce α-stabilized subordination, a procedure which produces new FSMs (H-sssi SαS processes) from old ones. We extend these processes to isotropic stable fields which have stationary increments in the strong sense, i.e., processes which are invariant under Euclidean rigid motions of the multi-dimensional time parameter. We also prove a Stable Central Limit Theorem which provides an intuitive picture of α-stabilized subordination. Finally we show that α-stabilized subordination of Linear FSMs produces null-conservative FSMs, a class of FSMs introduced in Samorodnitsky (2005) .
Introduction
It is well-known that, up to constant multiples, the one-parameter family of standard fractional Brownian motions {(B H (t)) t≥0 } H∈ (0, 1] are the only H-self-similar, stationary increment (H-sssi) Gaussian processes. The term "standard" means that the variance at time t = 1 is equal to one. The parameter H is called the Hurst parameter, and it is also referred to as the self-similarity exponent since
Isotropic fractional Brownian fields are Gaussian fields (B H (t)) t∈R n such that B H (0) = 0 and
We have used the term isotropic to distinguish the fractional Brownian fields of [Lin93] , which we discuss in the present work, from the fractional Brownian fields of [DO06] which are of a different nature.
The notion of isotropic self-similarity for random fields is the same as that for processes, i.e., the condition given in (1) with t ∈ R replaced by t ∈ R N . Note that there is also a notion of anisotropic self-similar fields which allows for different scalings in different directions (cf. [Xia11] ), however, we will consider only isotropic fields.
For isotropic random fields, the natural notion of stationary increments is what is known as stationary increments in the strong sense (sis). Let G(R N ) be the set of Euclidian rigid motions in R N . We say (X t ) t∈R N is sis if for all g ∈ G(R N ),
where d = denotes equality of the finite-dimensional distributions. In other words, the finite-dimensional distributions of (X t ) t∈R N are invariant under Euclidean rigid motions. It is not hard to see using the covariance characterization of Gaussian fields that, up to constant multiples, fractional Brownian fields are the only H-sssis Gaussian fields.
For 0 < α < 2, consider the (jointly) measurable symmetric α-stable (SαS) generalization of isotropic fractional Brownian fields. Then unlike the Gaussian case, for each 0 < α < 2 and each H ∈ (0, max{1, 1/α}) 1 , there are myriads of H-sssis SαS fields which are called (α, H)-processes in [Tak91] . Using more updated terminology, we shall call such processes (isotropic) fractional stable fields (FSFs or (α, H)-FSFs when parameters (α, H) need to be specified), see for example [KM91, ST94, KT94, PT02b, PT04a, CS06, Xia11] and the references therein. When t ∈ R, we call FSFs, simply, fractional stable motions (FSMs). Note that while Gaussian fields are easily constructed and characterized by their covariances, there is no direct generalization 2 of this convenient characterization to SαS fields. Thus, classes of fractional stable fields must be constructed one by one.
Partly motivated by a financial model discussed in [BGPW04] , we introduce α-stabilized subordination which we use to construct several FSFs by combining mechanisms which create both positive and negative dependence. The procedure generalizes an argument of [Jun11] and produces what we call α-stabilized random-time kernels. Given an integral kernel representation for an FSF, we introduce a random element into the kernel by (i) non-monotonic subordination and, if needed, (ii) expansion of the stable random measure to include the new source of randomness (we refer to the second part as α-stabilization; see Theorem 2.2 below). The random-time kernel provides an integral representation for an FSF with a different Hurst parameter than that of the original FSF. As in typical time-subordinations, our α-stabilized subordinations replace the time index of an FSF, X s , with another process, τ t . However, unlike typical time-subordinations, we do not require τ t to be an increasing Levy process, but rather to be an H-sssis vector-valued field (thus we will say the process is non-monotonically subordinated); in fact, since X s is a field, the range-space of τ t is not even required to be linearly ordered.
FSFs obtained using α-stabilized random-time kernels comprise a broad range of FSFs; in fact some have been previously seen in the literature. We will see in Example 3.1 that random-time kernels associated to α-stable Levy motions give us indicator fractional stable motions [Jun11] . Another case where random-time kernels give an alternative view on previously known FSFs is given in Example 3.3 where it is shown that substable FSFs (also called subordinated FSFs, cf. [ST94, Sec. 7.9]) are given by α-stabilized subordination of random-slope FSMs.
The rest of the paper is organized as follows. In Section 2 we define α-stabilized random-time kernels, which produce random-time FSMs and FSFs, and discuss their properties. In Section 3 we give some examples of random-time FSFs. In Section 4, we use decompositions of stationary SαS processes, introduced in [Ros95, Sam05] , to analyze random-time Linear FSMs (L-FSMs). In particular, we show that random-time L-FSMs are in the class of null-conservative FSMs. In the final section we discuss some open problems.
2 α-stabilized random-time kernels
Definition
Throughout the sequel, unless otherwise stated, we fix 0 < α < 2. Integral representations of measurable α-stable processes, of the type
where M α is a SαS random measure on (E, B) with σ-finite control measure m(dx), are well-known (see Chapters 11 and 13 of [ST94] ). The family {f s } s∈S is a subset of L α (E, m) and is called a (spectral) representation of (X s ) s∈S .
Henceforth we will typically let t ∈ R N and let
If an (N, d)-field is also H-sssis, then it is an R d -valued isotropic random vector field and we will call it an (N, d, H)-field. The notions of self-similarity and stationary increments in the strong sense are the same for random fields and random vector fields. Namely, the finite-dimensional joint distributions are invariant under isotropic scaling and their increments are invariant under Euclidean rigid motions.
The following definition is an extension of the procedure used to define indicator fractional stable motions [Jun11] . As can be seen in Theorem 2.2, it can be thought of as an α-stabilization of iterated processes or processes at random times (cf. [Bur92, Nan06, JM11] ).
supported on a different probability space (Ω ′ , F ′ , P ′ ). The α-stabilized subordination of X s with respect to τ t is given by
and it is represented by the α-stabilized random-time kernel
Remarks:
1. FSFs which are produced using α-stabilized subordination will be called random-time FSFs.
Although representations of α-stable processes are not unique, let us see that for a given X s and τ t , the process X τ t is unique (in terms of finite-dimensional distributions). Suppose {f s } on (E, m) and {g s } on (D, π) are two different representations of X s . Fix a vector of times (s 1 , . . . , s n ). By Eq. 3.2.2 in [ST94] , the characteristic function of the ndimensional distribution (X s1 , . . . , X sn ) is given by
Therefore the characteristic function of (X
2. Condition (6) is needed for {f τt(ω) } t∈R N to be a well-defined representation (see Section 3.2 of [ST94] for details). To see that (6) indeed holds, using self-similarity (see Lemma 2.3 below) we see that
where
3. The above definition and the following results can be extended to vector-valued FSFs with representations involving vectors of L α functions. However, the notation becomes cumbersome, so we have restricted ourselves to real-valued FSFs and vector-valued subordinators.
Motivations
Before delving into equations and proofs, let us discuss some motivations behind Definition 2.
From a purely mathematical standpoint, we have the following two motivations for α-stabilized random-time kernels:
• Definition 2.1 provides quite general conditions under which H-sssi non-monotonic subordination of kernels produces FSFs. In particular, Theorem 2.4 expands upon the idea behind Indicator FSMs, an application of Definition 2.1 to a very specific kernel (see Example 3.1), to show that the two properties of self-similarity and stationary increments are "preserved" under time-subordination.
• We say that an FSM is dissipative, null-conservative, or positive conservative if its increment process is dissipative, null-conservative, or positive conservative (see Section 4). On the other hand, more than being a generalization of Indicator FSMs just for the sake of generalizing, an application of α-stabilized random-time kernels can be used to model certain effects in the stock market.
In [BGPW04] , it was argued that approximate diffusive behavior in financial markets, i.e. linear growth in the quadratic variation of a given market process, was a result of a mixture of both positive and negative correlations between increments of the process. Although the processes discussed in the current work have infinite variance and thus undefined correlations, we were nevertheless motivated to find self-similar, stationary increment processes exhibiting both positive and negative dependence in a natural way such that the positive and negative dependencies could be teased apart. As such, in the next subsection we will see that if one starts with a kernel representation of an FSM whose increments are positively dependent, then α-stabilized subordination to a self-similar process introduces countering negative dependencies.
A discrete analysis of some of the continuous-time processes discussed in this work, and their relation to results of [BGPW04] will be fleshed out in a subsequent work. However, for readers seeking applied motivations, we give a brief description of a possible discrete model.
Let us consider two different types of players in the stock market:
T: A trader (liquidity taker) that is buying or selling stock in a company based on information M: A market maker (liquidity provider) who trades for edge and not on information Market makers are traders who are contracted by exchanges to continuously have both bids and offers on a given stock symbol. If a market maker trades only for "edge" (this is atypical, but can be considered an extreme case), then the trades will tend to be cancellative or alternating in nature. For example, if market maker Mary believes the "true price" of stock XYZ to be $100, then she may show a bid of $99 and an ask of $101 (an edge of $1 on either side). If trader Tom comes along and buys stock XYZ for $101, then Mary might increase both the bid and ask, perhaps to a bid of $100 and an ask of $102. If market conditions do not change, this should increase her chances of buying rather than selling stock on her next trade.
Here are three related reasons for such an increase. First of all, Mary may believe that Tom has more information about the company and/or market then her, and thus Mary's "true price" needs to be adjusted. Secondly, if Mary hedges by buying the stock for $100, then she will have made an edge-profit of $1, essentially risk-free since she will no longer have exposure to the stock. Finally, Mary should increase her ask price since she wants to limit any further exposure to the stock.
The above paragraph describes why Mary's trades might tend to alternate between buys and sells. This behavior taken by itself would contradict the "stylized fact" that stock market returns have no 6 (or very little) autocorrelations [CLM97, Con01] . In [BGPW04] , it was argued that sequences of trades (and thus stock price changes) strike a balance between being dominated by liquidity takers (T) and by market makers (M). The T's generally cause positive correlations while M's cause negative correlations; as mentioned above, the combination results in diffusive-like behavior. Here, a trade being dominated by T should be interpreted as the direction of the stock price change being influenced by market information, and a trade being dominated by M should be interpreted as the direction of the stock price change being influenced by reasons described in the preceding paragraph.
A discrete model can now be described as follows. Let stock price changes be identified with trades, and suppose a sequence of trades with alternating signs (for simplicity assume finite variance) is placed at a node on a graph. Other sequences of alternating trades are placed at other nodes, and nearby nodes of distance d have initial values which are, on average, positively correlated. The average correlation goes to zero as d → ∞. Now consider a marker which moves from node to node indicating the position of the last trade made.
Think now of the marker as a random walk and think of the initial trades at different nodes as random sceneries on those nodes. The sign of the trades at a given node typically alternates between successive visits of the random walk. If the trades (sceneries) at different nodes are independent and the graph formed by the nodes is Z, then normalized sums of such processes is precisely the model considered in [JM11] . In the infinite variance case, such a model scales to an Indicator FSM.
Properties
Throughout the sequel we will assume the following Usual Conditions:
different from (Ω, F , P), and it satisfies E ′ τ t Hα < ∞
The following Stable Limit Theorem shows why we say the random-time kernels are "α-stabilized". 
Theorem 2.2. Assume the usual conditions in (9
(10)
be a representation of X s with control measure m on E, and let
We compute the characteristic functions
It is enough now to show that
which follows from the Dominated Convergence Theorem: n(1 − exp(−n −1 Z)) converges almost surely to Z and is almost surely bounded from above by Z which is integrable with respect to P ′ .
Let us now show that random-time FSFs are legitimate isotropic fractional stable fields. We first need the following lemma which is a slight generalization of Proposition 7.3.6 in [ST94] to isotropic random fields: Lemma 2.3. Assume the usual conditions in (9). The family {f s } s∈R d is a representation of X s if and only if for any n ≥ 1 and θ j ∈ R, s j ∈ R d , 1 ≤ j ≤ n, the following integral does not depend on c > 0 nor on the Euclidean rigid motion g ∈ G:
Proof. By the definition of representations in terms of stable integrals, we have for all c > 0 and
Note that the middle equality holds since X s is an (α, H)-FSF. Proof. Let c > 0 and g ∈ G(R N ). Using Lemma 2.3 and the fact that τ t is H ′ -ss, we have
Since τ t is sis, there is a random translation h(ω
,
By the above equation and Lemma 2.3, the right side of (15) equals
Finally, (15) and (16) show that
does not depend on c nor g, so using Lemma 2.3 once again, we have that {f τt } t∈R N represents an (α, H ′ H)-FSF.
Examples
For the remainder of the paper, we let τ
be a fractional Brownian field with parameter H ′ . This keeps us from getting bogged down in unilluminating details, while at the same time allows us to illustrate the properties and effects of α-stabilized random-time kernels. is a fractional Brownian motion. If M α is an α-stable random measure on Ω ′ × R with control measure P ′ × m, then the random-time α-stable Levy motion
is equivalent to what is known as an Indicator FSM with
Example 3.2 (Levy-Chentsov fields). Let us extend the above example by letting N ≥ 1, d ≥ 1, and f s = 1 B(s/2) where B(s/2) is the ball in R d centered at s/2 with radius s/2 (here · is the Euclidean norm). Suppose also that points in R d are written (φ, r) ∈ S n × R + where S n is the (n − 1)-dimensional unit sphere. We can identify points in R d with hyperplanes of codimension 1 which are distance r from the origin and which are orthogonal to φ. The ball B(s/2) can be thought of as the set of hyperplanes which pass between the origin and s.
In [Che57] , it was shown that {f s } s∈R d is a representation of a 1/α-FSF where M α has control measure m(C −1 dφ, dr). Here C −1 dφ is a constant multiple of Lebesgue measure on S n , scaled so that the ball corresponding to the unit time e 1 has measure one:
Note that the increments X s2 − X s1 and X s4 − X s3 are independent if and only if the line segments where c d is chosen so that f e1 2 = 1 and e 1 is some unit vector in R d . Noting that Theorem 2.4 holds for α = 2 and using the fact that FBFs are the only H-sssis Gaussian fields, we have that
is a representation of an FBF with Hurst parameterH = H ′ H. Since 0 < H ′ < 1 we see that the new FBF (represented by the α-stabilized random-time kernel) has a strictly smaller Hurst parameter then the original FBF, i.e.H ∈ (0, H).
Random-time linear fractional stable motions
Suppose now that d = 1. Recently, there have been some partial classifications of FSMs with 0 < α < 2 using the invariance of certain ergodic-theoretic properties related to spectral representations of SαS processes and their associated flows [Ros95, Sam05] . The partial classifications use flows associated to the increment process (X n+1 − X n ) n∈Z of an FSM (X s ) s∈R . The increment process is stationary, thus its associated flows (and representations) can be classified as either dissipative, null-conservative, or positive-conservative. We have used the plural 'flows' since a SαS process does not have a unique flow; however the property of being dissipative, null-conservative, or positiveconservative is invariant across all flows associated to a given stationary SαS process. Definition 4.1. A measurable family of functions {φ t } t∈T mapping E onto itself and such that 1. φ t+s (x) = φ t (φ s (x)) for all t, s ∈ T and x ∈ E, 2. φ 0 (x) = x for all x ∈ E 3. m • φ −1 t ∼ m for all t ∈ T is called a nonsingular flow. A measurable family {a t } t∈T is called a cocycle for the flow {φ t } t∈T if for every s, t ∈ T we have a t+s (x) = a s (x)a t (φ s (x)) m-a.e..
We briefly recount some results about dissipative, null-conservative, and positive-conservative representations. For more details, we refer the reader to the original works [Ros95, Sam05] or to the brief review in Sections 3 and 4 of [Jun11] . In [Ros95] , it was shown that measurable stationary SαS processes always have spectral representation of the form
where f 0 ∈ L α (E, m), {φ n } n∈Z is a nonsingular flow, and {a n } n∈Z is a cocycle, for {φ n } n∈Z , which takes values in {−1, 1}. One may always assume the following full support condition:
If Y n has a representation of the form (20), we say that Y n is generated by φ n . Here Y n should be thought of as an increment process Y n := X n+1 − X n of an FSM. The usefulness of (20) is found in the realization that ergodic-theoretic properties of a generating flow φ n can be related to the probabilistic properties of the SαS process Y n . In particular, certain ergodic-theoretic properties of the flow are found to be invariant from representation to representation. In Theorem 4.1 of [Ros95] it was shown that the dissipative-conservative decomposition of a flow is one such representation-invariant property. The following result appeared as Corollary 4.2 in [Ros95] and has been adapted to the current context: is infinite (finite) m-a.e. on E.
In [Sam05] , another representation-invariant property of flows, the positive-null decomposition of stationary SαS processes, was introduced. Dissipative flows are always null, whereas conservative flows can be either null or positive. Perhaps the best way to think about null SαS processes is given in the following result. By the occupation time formula ℓ λ (x, {t : t ∈ R N }) is clearly not L 1 even for a transient τ t . However, the measures {π s } are finite, thus if one can show that ℓ πs (x, {t : t ∈ R N }) is in L α (Ω × R N ) for each s, then following the procedures of [CS06] , ℓ πs (x, R N ) s∈R N is a representation of an isotropic FSF. If one is familiar with the theory of Gaussian processes, then one might notice that the above scheme is similar to generalizing Gaussian random measures to Isonormal Gaussian processes. Such a generalization is not simply a theoretical construct, but can be practical. For example, if one is concerned about how much time a stock-market-related process spends at a given point x but daytime hours are more important than nighttime hours, then a weighted measure π(dt) allows one to express this within the local time.
2. In Section 4 we found a family of null-conservative FSMs for each (α, H) with 0 < H < max(1, 1/α). In [CS06, Jun11] , null-conservative FSMs were also found for each (α, H) with 0 < H < max(1, 1/α). A natural question one may ask is, for a given pair (α, H), are the processes in Section 4 different (in the sense of finite dimensional distributions up to constant multiples) from those of [CS06] or those of [Jun11] ? Moreover, for a given pair (a, b) satisfying (25), are the Random-time L-FSMs different? Such a result would be analogous to Theorem 7.4.5 in [ST94] .
