Ranked preference data arise in the situation that a large number of people (voters) rank several objects (candidates) in order of their extent of preference, for instance, multiple voting with ranking or a questionnaire of preference ranking. Such data are supposed to include the information about similarity among candidates in the sense that those who are highly preferred by the same voter would seem to be similar to the voter. Based on this idea, we have proposed a method to evaluate the geometrical configuration and distance between candidates by applying multidimensional scaling (MDS) on ranked preference data in which each voter votes multiple candidates consistently with their preference ranking. In this paper, we have an experiment in order to investigate the feasibility of this method. Using simulative data, we examine whether our method can retrieve the original configuration. We generate candidates and voters simulatively and apply this method to the data obtained. We also have an application to actual data obtained from students about allocation to advisory professor at undergraduate course (for bachelor degree).
Introduction
In this paper, we treat ranked preference data which are obtained in the situation that a large number of people (voters) declare their preference ranking of several objects (candidates) as shown in Table 1 . Such data arise in an election of a representative person of a group, decision of suitable management strategy of an enterprise or determination of the MVP (most valuable player) of some sport association, for instance. They may be obtained from not only some election but also simple questionnaire of preference ranking, for example, "Which drink do you like? Please answer the first one to the third ." Such a questionnaire
If the data are obtained in some election, these data are usually summed up in each rank, as shown in Table 2 . After that, they are used for determining the winner of the election or total ranking of all the candidates. For such a purpose, some methods have been proposed (Cook and Kress, 1990; Green, Doyle and Cook, 1996; Hashimoto, 1997; Obata and Ishii, 2003) . However, it is not an interest of this paper to determine such total ranking.
We focus our interest on numerical evaluation of nearness of candidates. As the preparatory work, in Section 2, we suppose a model of voting behavior in which all candidates are placed in a multidimensional space and ideal virtual candidates of all voters are also placed in the same space. In the space, each voter feels high favor for the candidates who are placed near his/her ideal candidate. The axes of the space mean policies, personalities, characters, taste, flavors, etc. of candidates. This resembles the spatial model of voting by Gill and Gainous (2002) . We consider the nearness between candidates in the space as the similarity between them.
If two candidates are placed near each other, a voter who highly prefers one of them must also have high preference for another one. Therefore candidates who are highly preferred by the same voter can be regarded to have some similarity and the raw data before summing up (Table 1 ) yield information about the similarity. Based on this supposition, we have proposed a method to evaluate geometrical configuration from ranked preference data (Obata and Ishii, 2005) , applying nonmetric multidimensional scaling (MDS) (Kruskal, 1964; Kruskal and Wish, 1978) to ranked preference data in order to recover the original configuration of candidates in the characteristic space. We refine it in Section 3. If we have a consistent geometrical configuration of candidates, we can find the extent of similarity between winners of the election or pre sale drinks.
In Section 4, we conduct a simulative experiment to substantiate the feasibility of our method. Artificial candidates and voters are generated at random to apply our method. We assume a spatial model of voters' behavior in the experiment.
We also have an application to actual data in Section 5. The data applied there are obtained in the situation of allocating students to advisory professors according to their wishes. Even though it does not aim at evaluating configuration and evaluated configuration may not be useful for allocation of students, it can be treated as an actual example of ranked preference data. We make two inquiries; rank of advisory professors to whom each student wishes to be allocated; and similarity between all pair of advisory professors directly judged by students. The former is analyzed by our method and the latter by MDS. We compare the results from these two inquiries to see whether our method is applicable to actual data as well. Each axis of the space represents one of the characteristics of candidates/voters, e.g. policies, personalities, characters, taste, flavors, etc. It may be binary such as "for" or "against" some bill , or continuous such as "age". Candidates and voters are placed in the space according to their policies, etc. Though various measures of distance are supposed in the space, in this paper, we consider Euclidean space as the first step of the discussion.
In our previous work (Obata and Ishii, 2005) , we proposed a method to evaluate a geometrical configuration of candidates from obtained ranked preference data (e.g., shown in Table 1 ). Our method aims to revive the original configuration of candidates in the space. We mention and refine the method in the next section.
3.
Evaluation of similarity between candidates
In the preceding literature, we have proposed a method to evaluate the geometrical configuration of candidates on ranked preference data (Obata and Ishii, 2005) . We recall and refine it. We consider the situation that n voters, V1,.. . , Vn, vote on k candidates with their preference ranking from all m candidates, C1, ... ,Cm, where 2 < k < m. We also suppose that all candidates gain at least one vote without loss of generality. If there are candidates who are not preferred by any voters, obtained preference data include no information about such candidates so that we treat the data after omitting such candidates.
Our method stands on the supposition that candidates who are ranked close together by the same voter have some similarity. So we judge whether a pair of candidates who are ranked similarly by many voters have high similarity.
Let s2~ be In particular, in the case when k = 2, s2~ means s2~ = s~~} = [the number of voters who rank candidate C2 as the 1st place and C~ as the 2nd place, respectively], i j, (2) s22 = s~2 = [the number of voters who rank candidate CZ as the 1st or the 2nd place]. (3) We can see from the definition.
If Ci and C3 are similar, it is supposed that voters who have high/low preference for one of them also have high/low preference for the other, and then sib and s~2 are expected to get large. To the contrary, in the case that they are not similar, if a voter prefers one of them then he/she seems to tend to dislike another one, otherwise, both of them may be ranked low place together. So votes of lower rank seem to include both useful and useless information. Therefore we introduce weights wq for the purpose of weighting lower votes lightly.
Our method is to apply nonmetric MDS to a similarity matrix generated from the preference data. However we think that (s3) cannot be treated as a similarity matrix yet. In the case that few voters prefer candidates Cz and C~, the values s2~ (and ski) will be small even if they are very similar. It is necessary that s2~ be normalized by the number of voters who prefer Ci and C3.
We can define the number of voters who prefer CZ and C~, 52~, as Here, for i j,
Then we define the (nonsymmetric) similarity matrix (j) sias We can obtain the geometrical configuration of all candidates by applying (nonsymmetric) MDS to the similarity matrix (ij). s We can also apply symmetric MDS after symmetrizing the matrix as
From (5), sjj satisfies ; 1.
If we need the (dis)similarity between candidates numerically, we can use a distance between them in an obtained configuration. A merit of our method is that it needs no other additional data than ranked preference data. What each voter has to do is just to vote.
In our previous work (Obata and Ishii, 2005) , we proposed to use the symmetrized similarity matrix and set w1 = = Wk_1 =1. For such weights wq, our method did not work well in the case that the number of votes k was large. It is suspected that useless information of lower rank votes affects it badly. In the following sections, we use the symmetrized similarity matrix and set wq = l/q. 
So we generate artificial candidates and voters from N(µ, E) at random. Usually, it is necessary to consider what is the suitable dimension of the space of configuration that will be evaluated. However, the true dimension is known a priori here, so that we restrict the dimension in MDS analysis to two.
The purpose of the experiment is to measure how well the configuration resulting from our method retrieves the original. However, the configuration obtained by MDS is not unique in rotation, scaling, translation and reflection essentially. Therefore it is necessary to compare two configurations after these transformations. Here we transform the resulting configuration in order to decrease the gap in the sense of squared sum of distance between corresponding points of candidates. That is, we solve the minimization problem:
where xi means the original coordinates of C2j xi means the coordinates of Ci obtained by our method and T means any transformation. This is the problem known as Procrustes problem under least square criteria (Gower and Dijksterhuis, 2004) .
[Simulative experiment]
Step 1 Generate m candidates at random.
Step 2 Generate n voters at random.
Step 3 Each voter votes from the top to the k-th place candidates in order of nearness.
Step 4 Apply our method to the preference data and evaluate configuration of candidates.
Step 5 Fit the obtained configuration to the original one and measure the gap.
We have 1,000 trials for each case of m = 5, 10, n =100,1000 and k = 2, 3, ... , m. As we mentioned in the previous section, we use a symmetric similarity matrix defined as (6) and (7), and set wq =1/q, q =1, ... ,k -1. We use the statistical environment R for MDS and Procrustes analysis. For this purpose, we use the metaMDS and procrustes functions in the vegan package. Function metaMDS tries to find a stable solution using several random initial configurations. Tables 3 and 4 show minima, medians and maxima of r2 among 1,000 trials and Figures 1 and 2 show box plots of r2. Figures 3-5 show the best, median and worst results when m =10, n = 1000,1 = 6, respectively. In these plots, solid dots indicate the original to Evaluate Configuration of Candidates configurations of candidates and crosses indicate evaluated (and fitted to the original) configurations by our method. Corresponding points are connected by line segments. The axes of the plots are those of the original configurations which are generated in the 2-dimensional space at random. Note that the axes of the Euclidean space in which the resulted configuration by MDS is placed have no importance. It is shown that when k is too small or too large, r2 increases. In both cases that k is small and large, our method can not revive the original configuration well. A similar trend is shown in the variance. It is supposed that when k is small the preference data include few useful information, on the other hand when k is large the data include much noise. This is unavoidable as long as we use only preference data. In the practical voting, if k is large, voting to many candidates and aggregation of votes must become very troublesome for all voters and election administrators. So, it is meaningful that larger k does not always lead to better result.
We can also see that the number of voters, n, has little influence on the results. In the previous section, we have mentioned an experiment with simulative data. Here we also have an application to actual data.
In this section, we apply our method to the data obtained in the situation of allocating students to advisory professors. In the department to which one of the authors belongs, a questionnaire survey to inquire whom each student wishes to be his/her supervisor (advisory professor) is held annually. Students respond with two advisory professors with ranking of their wish. This does not aim at evaluation of similarity. However it can be regarded as ranked preference data, so we apply our method to the data. We use the data obtained from the questionnaire held in 2004. There were 16 advisory professors, P1, ... , P16, in the department and 83 students replied to the questionnaire. Table 5 shows a part of the data. We count the number of students who wish each pair of advisory professors to generate a symmetric similarity matrix from them. Matrices (s) 2~defined as (1) and (sjj) defined as •: original configuration, x: evaluated configuration (6) and (7) are shown in Tables 6 and 7 , respectively. Because k = 2, (sjj) is represented as (2) and (3). We call it "ranked preference data" in this section. We cannot find whether our method illustrate the true geometrical configuration of advisory professors well if we only apply our method to the data. So we have one more questionnaire to inquire of students similarity itself between advisory professors. This is conducted for a part of students who replied the abovementioned questionnaire (42 students). We inquired of each student whether each pair of advisory professors seemed to be similar or not. We supposed that the number of students who felt similarity between a certain pair of advisory professors indicated intensity of similarity between the pair. We apply MDS to summarized data shown in Table 8 , then find something like true configuration. We call it "similarity judgment data" in this section .
We use metaMDS and procrustes functions for MDS and Procrustes analyses as in the previous section.
In nommetric MDS, it is necessary to discuss the appropriate dimension of the configuration (see Kruskal (1964) , Kruskal and Wish (1978) ). Table 9 shows stress values of each dimension of the resulting configuration from the similarity judgment data and the ranked preference data. According to the values, it seems that 8-dimensional space is needed in order to describe the configuration of all advisory professors for the similarity judgment data and 10-dimensional space for the ranked preference data. We show 8-dimensional results in Figure 6 , projected to 2-dimensional space. The axes of the projected space are chosen by metaMDS function so that the configuration from the similarity judgment data has the first and the second largest variance along the horizontal and the vertical axis, respectively. Solid dots indicate the configuration from the similarity judgment data and crosses indicate the configuration from the ranked preference data. The configuration from the ranked preference data in the figure is fit to another configuration in the same way we mentioned in the previous section.
It is expected that the configuration from the similarity judgment data resemble the true Table 6 : sib configuration of advisory professors, because it is obtained by asking similarity itself between advisory professors. Indeed, the configuration of crosses in Figure 6 looks appropriate from the perspective of the similarity of their research area. Even though the configuration from the ranked preference data (solid dots) in the figure cannot be said to be exactly like that from the similarity judgment data (crosses), some clusters could be found. Some of the advisory professors have few students who wish them to be their advisors. Information on similarity related to such advisory professors may hardly be contained in the obtained preference data. Accordingly, we apply the evaluation methods after omitting 6 advisory professors (P7, Ps, Ps, P12, P13 and P16) who have less than 7 students, i.e., s22 < 6 in Table 6. Tables 10 and 11 show the numbers of students who wish each pair of 10 advisory professors and who feel there is similarity between each pair of 10 advisory professors, respectively. Correspondingly omitting 6 advisory professors, we use the ranked preference data of 58 students.
Stress values of MDS are shown in Table 12 . It seems that 5-dimensional space is needed in order to describe the configuration of all advisory professors for the similarity judgment data and 6-dimensional space for the ranked preference data. Figure 7 shows 5-dimensional results after omitting 6 advisory professors. The axes of •: similar. judg. data, x : ranked pref. data. The axes are chosen so that the configuration from the similarity judgment data (•) has the first and the second largest variance along the horizontal and the vertical axis, respectively. Table 10 : s2~ after omitting 6 advisory professors the plot are chosen in the same way in Figure 6 . Except for P5, the overall configuration can be roughly reconstructed.
From these results, we expect that our similarity evaluation method is of use for actual ranked preference data to a certain extent. However further discussion may be necessary from the following two points of view. One is that each student was requested to choose only two advisory professors. This may be too small to promise enough information about similarity among advisory professors. The other is that the number of students (83 in the case we use all data or 58 in the omitted case) is small as compared to the number of advisory professors (16 or 10, respectively). We have conducted an experiment to investigate how well our method evaluates geometrical configuration of candidates from simulatively generated data. It seems that a large number of candidates to vote is not always of use for evaluating the configuration. However this is better than the case of w1 = = Wk_1 =1 which is examined in our previous work (Obata and Ishii, 2005) . As long as we use only the ranked preference data, the data of lower rank essentially contain noisy information. However, the values of weights wq may need more consideration. We have applied our method also to actual data obtained in the situation of allocating students to advisory professor. For those data, our method could find a rough arrangement of advisory professors. However, the number of students might be small as compared to the number of advisory professors. If the number of students becomes larger, evaluation of similarity is expected to be improved. Thus we need more experiments under various conditions.
In the application, the number of ranks of advisory professors which each student chose was too small (only two). So we could not analyze other cases except k = 2 with actual data. If k becomes larger, human judgment seems to become uncertain, especially in lower ranks. We would like to investigate the influence of the number of candidates to vote, k, with actual data in further research.
In elections in which more than one (but not so many) candidate are elected, it seems important whether similar candidates monopolize the seats of the council or not. In order to adopt intentions of citizens widely, it seems better that candidates with various, not similar, opinions are elected. To the contrary, in selection of the administration of a certain enterprise, similar persons may be hoped for smooth management. Our method enables data. The axes are chosen so that the configuration from the similarity judgment data (•) has the first and the second largest variance along the horizontal and the vertical axis, respectively. 
