Color demosaicing is critical to digital cameras as it converts a Bayer sensor mosaic output to a full color image, which determines the output image quality of the camera. In this paper, an efficient decision-based demosaicing method is presented. This method exploits a new edge-sensing measure called integrated gradient (IG) to effectively extract gradient information in both color intensity and color difference domains simultaneously. This measure is reliable and supports full resolution, which allows one to interpolate the missing samples along an appropriate direction and hence directly improves the demosaicing performance. By sharing it in different demosaicing stages to guide the interpolation of various color planes, it guarantees the consistency of the interpolation direction in different color channels and saves the effort required to repeatedly extract gradient information from intermediate interpolation results at different stages. An IG-based green plane enhancement is also proposed to further improve the method's efficiency. Simulation results confirmed that the proposed demosaicing method outperforms up-to-date demosaicing methods in terms of output quality at a complexity of around 80 arithmetic operations per pixel.
I. INTRODUCTION
Most digital cameras use a single CCD or CMOS image sensor to capture a scene. To reduce the cost, a Bayer color filter array (CFA) [1] as shown in Fig. 1 is coated over the sensor such that only one of the three primary colors (R, G and B) is sampled at each pixel location. The acquired mosaic image (Bayer image) is then converted to a full color image by interpolating the two missing color samples of a pixel. This process is called demosaicing or color interpolation, which is critical to a digital camera as it determines the image quality of the camera output.
Early demosaicing methods such as bilinear interpolation [2] apply interpolation techniques for gray-scale images to each color channel separately. These simple methods generally introduce severe color artifacts such as blurring, false color and zipper effect around edges. To provide better demosaicing performance, many advanced demosaicing methods [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] have been proposed. Most of them are heuristic in a way that they do not interpolate the missing samples by solving a mathematically defined optimization problem. Methods reported in [4] [5] [6] [7] [8] [9] [10] [11] and [12] [13] [14] [15] [16] [17] are, respectively, typical examples of heuristic and non-heuristic demosaicing methods. directions, the gradient information extracted at different stages can be mutually contradictory and makes the situation confusing. Besides, gradient estimation is generally computationally expensive and hence repeated estimation increases the complexity a lot.
Color artifacts in high frequency areas are commonly found in the outputs of various demosaicing methods. The most common solution for this problem is to introduce a post-processing step [10, 25] to suppress the artifacts after demosaicing. Nevertheless, as all missing samples have to be processed again in the post-processing stage, it seems not an efficient approach from system point of view. Besides, as the interpolation of the red and the blue planes is carried out before the enhancement of the green plane, one cannot make use of the enhanced green plane as a "better" reference to interpolate the red and the blue planes. This also lowers the efficiency.
Triggered by the aforementioned observations, we put our effort to tackle the corresponding problems. In this paper, an efficient decision-based demosaicing method is proposed to reconstruct color images from Bayer images. It aims at producing high quality output images at a low computation cost. Fig. 2 shows a flow diagram of the proposed demosaicing method. In this method, a new directional edge-sensing parameter called integrated gradient (IG), which extracts gradient information in both color intensity (CI) and color difference (CD) domains simultaneously, is defined for being shared in various stages throughout the demosaicing process to interpolate the color channels. This IG is not only used as an edge detector to determine the interpolation direction when interpolating a green sample, but also used to adjust the coefficients of two spatial-variant interpolators when estimating the missing red and blue samples. In addition, a green plane enhancement which works with the IG is introduced to further improve the method's performance. Simulation results confirmed that the proposed demosaicing method provides superior output quality at a comparatively low computation cost.
The remainder of this paper is organized as follows. In Section II, gradients in various domains are introduced and their uses are discussed. They form basic elements to construct the proposed IG. The details are discussed in Section III. Section IV presents the details of the proposed demosaicing method.
Section V provides some experimental results of the proposed method for comparison study while Section VI shows the computational complexity of the proposed method. Finally, a conclusion is given in Section VII.
II. GRADIENTS FOR EDGE DETECTION
Since our human visual system is sensitive to edge structures, many demosaicing methods try to avoid doing interpolation across edges. To achieve the goal, gradients are estimated in various directions at each pixel to guide the interpolation along an edge.
The CI gradient is commonly used to identify edges based on the fact that the intensity gradient perpendicular to the edge direction is large [3, 24] . Since R, G and B samples in a Bayer CFA image are interlaced, the horizontal and vertical CI gradients at a particular pixel (i,j) are, respectively, approximated by
in general [3] , where Z(m,n) denotes the valid Bayer sample at pixel (m,n). The approximation result can be very misleading in regions containing fine details or textures as the approximation is based on two samples not involving (i,j). Accordingly, interpolation may be done along a wrong direction.
Supplementary information can be used to have a better decision in a texture region. In practice, the color difference signals are locally constant along an edge or a line [22] . In consequence, the CD gradient along the corresponding direction should be close to zero. Accordingly, one can make a hypothesis test to determine if a pixel should be interpolated along a particular direction.
In particular, one can assume that the pixel, say (i,j), is on a horizontal line and, based on the assumption, estimate its color difference as
Note that the estimation can be highly accurate when the assumption is valid as averaging the available Bayer samples of (i,j)'s neighboring pixels along the line provides a good estimate of the corresponding missing color sample in (i,j). Similarly,
can be estimated under the same assumption and the horizontal CD gradient can then be estimated as
Note that, due to the interlaced color sampling arrangement in a Bayer CFA image,
actually provides the absolute difference between two adjacent pixels in the same color difference plane. For example, for the local region shown in Fig. 1c Similarly, one can make another assumption that (i,j) is on a vertical line and, based on the new assumption, estimate the color difference and the vertical CD gradient respectively as
By comparing it with the aforementioned horizontal CD gradient, one can tell which assumption is more likely to be valid and determine the interpolation direction accordingly.
Both CI and CD gradients can be used to guide the interpolation direction, and they make different contributions. In Section III, gradients in different color intensity and color difference domains are combined to form an integrated gradient for better guidance performance.
III. EXTRACTION OF INTEGRATED GRADIENT
The proposed demosaicing method uses a measure called integrated gradient (IG) to guide the interpolation. This IG is a combination of the gradients in both the CI and the CD domains, which provides more information for one to reach a better decision in selecting the interpolation direction. This Section presents the definition of this IG and its rationale.
Before we define IG, let's first define an intermediate measure called weaker integrated gradient (WIG). It is so called because, as compared with IG, it extracts information from fewer CI and CD planes and hence provides less information for edge detection. Fig. 3a shows a cross template for extracting Bayer samples to calculate the WIG of the pixel located at the template center. The template has four extensions. The Bayer samples covered in a particular extension of the template (including the center) are used to compute the WIG along the corresponding direction. No matter which possible 5x5 Bayer pattern is concerned (see Fig. 1 ), after rotating the Bayer sample patterns covered by the northbound, the westbound and the southbound extensions of the cross template by 90º, 180º and 270º respectively, they are all in the same standard pattern form shown in Fig. 3b as those patterns covered by the eastbound extension do. Hence, as long as the eastbound WIG is defined, the westbound, the northbound and the southbound WIGs can also be defined in the same manner. To save the effort, here we just define the eastbound WIG.
In the generalized form shown in Fig. 3b 
Note X(i,j) is now the known Bayer sample at position (i,j). The eastbound CI gradient is used to identify edges and hence only the gradient magnitude is concerned. There is likely an edge if ) ,
The eastbound CD gradient ) , ( j i E XY δ is introduced to provide supplementary edge detection information by evaluating the CD change of two successive pixels along the same eastbound direction. In formulation, it is defined as 
eqn. (6) can be rewritten as
In our proposed approach, this estimate is further low-pass filtered with a three-point averaging filter to remove the potential high frequency noise before being used as ) , ( n m d XY . The details are discussed in Section III-A.
With the eastbound CI and CD gradients respectively defined in eqns. (5) and (6), the eastbound WIG for the pixel (i,j) shown in Fig. 3b is then defined as
where α is a weighting factor used to control the contribution of the two gradients. The determination of its value will be discussed later.
The WIG of pixel (i,j) only provides the edge information extracted from the X plane and the X-Y plane. It might happen that, over the edge to be detected, there is only sharp change in the Y plane or another CD plane. In that case, WIG fails to detect the edge. To solve this problem, more CI or CD planes should be included in the detection. One of the possible solutions is to combine the eastbound WIGs of pixels (i-1,j), (i,j) and (i+1,j) to form the eastbound IG of pixel (i,j).
As an example, for the case shown in Fig. 1b , the eastbound IG of (i,j) can be defined as ( ) ( )
for the case shown in Fig. 1b 1a and 1b are not. To obtain the northbound IG of the pixel (i,j) shown in Fig.1b , one can rotate Fig.1b clockwise by 90º and then compute the eastbound IG of the rotated version with eqn. (9) . In other words, we have ( ) ( )
, (
for the case shown in Fig. 1b . (10) From eqns. (9) and (10) 
for the case shown in Fig. 1b . (11) and ( )
s original scaling factor of 2 is also eliminated in eqns. (11) and (12) .
However, this can be compensated for by adjusting weighting factor α at the end.
Due to the absolute value nature of ) , (6)) and the fact that ) ,
.
In other words, both ) , To maintain this compatibility, though theoretically a full color image of three color components contains three CI and three CD planes, we do not further include more CI and CD planes in the definition of IG. This final definition of IG is used in the proposed demosaicing method.
Similarly, the eastbound IGs of pixel (i,j) in cases shown in Figs. 1a, 1c and 1d are, respectively, defined as ( )
for the case shown in Fig. 1a . (13) ( )
for the case shown in Fig. 1c . (14) and ( )
for the case shown in Fig. 1d . (15) The northbound, the westbound and the southbound IGs of a pixel can be defined similarly as before. As a matter of fact, they can be determined by rotating the Bayer image clockwise by 90º, 180º and 270º respectively and then computing the eastbound IGs of the rotated versions.
As a final remark, we note that, due to the absolute value nature of each component in the definition
. By making use of this property, one can save an amount of computation effort.
A. Color Difference Estimation for Computing IGs
When computing the proposed IGs for pixel (i,j), ) ,
are required and their estimation depends on which IG of the pixel is evaluated. 
The output can be considered as a sequence of alternate preliminary estimates GR d′ and RG d′ ( BG d′
in theory, by negating every second estimate in a row,
we have a row of GR d′ ( GB d′ ). A three-point averaging filter is then applied to remove the potential high frequency noise in each row, which produces the final CD estimates d GR (d GB ). The G-R (G-B) plane is constructed with all odd (even) rows.
To get the required G-R and G-B planes for computing the northbound or southbound IG, one can follow the same procedures as presented in Fig. 4a after rotating the Bayer image by 90º. Fig. 5b (Fig. 5c ) is identical to that of the original image. One can see that some edges can only be detected in a particular CD plane but not the other one. That explains why IG instead of WIG is used in our detection process.
B. Realization in Practice
Fig.4a presents the idea how CDs are estimated step by step. These steps can be combined to make their realization much easier by making use of the following facts. First, the functions of the two approaches of implementation shown in Fig. 4b are identical so one can replace the upper approach with the lower one in the realization. Second, the negation process in the lower approach can be skipped as
, the absolute value of the sum of two successive output values of the filter, is
. It is already the information required for computing ) , 
C. Determination of α
Parameter α is a weighting factor used to control the contribution of the CI and CD gradients to IG.
An empirical study was carried out to investigate its impact to the demosaicing performance. The performance was measured by the average Color Peak Signal-to-Noise Ratio (CPSNR) over a set of testing images shown in Fig. 6 , and the CPSNR of a testing image is given by
where I o (i,j) and I r (i,j), respectively, denote the three-element color vectors of pixel (i,j) in the original and the reconstructed images of size H×W each.
It was found that the optimum in terms of CPSNR happened at around α=1 and, within the range of 1<α<5, the CPSNR variation of the results achieved by the proposed demosaicing method was less than 0.1dB. By considering this, the value of α is selected to be 3/2 such that the computation of ) ,
using the approach presented in Section III-B only involves shift and add operations. This saves realization effort. Fig. 2 briefly illustrates the workflow of the proposed demosaicing method. After IG extraction, the proposed method interpolates the green plane first. The resultant green plane is then enhanced to provide a reference for the subsequent red plane and blue plane interpolations. The extracted IGs are used in various stages of the proposed method to improve the interpolation efficiency. The details of these stages are described in this Section.
IV. PROPOSED DEMOSAICING METHOD
For the sake of reference, hereafter, a pixel at location (i,j) in the Bayer image is represented by
denote the known red, green and blue Bayer samples and r(i,j), g(i,j) and b(i,j) denote the unknown samples of corresponding color channels in the image. The final estimates of r(i,j), g(i,j) and b(i,j) are denoted as ) ,
respectively for clear presentation.
A. Green Plane Interpolation
As far as a pixel which does not have a green Bayer sample is concerned, the pattern of its local region must be in the form shown in either Figs. 1c or 1d. Without losing generality, the former pattern is discussed in this paper. For the pattern shown in Fig. 1d , one can exchange the red samples with the corresponding blue samples and then performs the interpolation in the same way.
For the case shown in Fig. 1c , the missing green sample of pixel (i,j) can be interpolated with one of the following Laplacian interpolation filters as proposed in [7] .
where The selection of the interpolators is critical to the demosaicing performance. In the proposed demosaicing method, the high performance two-step estimation scheme proposed in [26] is modified in three aspects to estimate the missing green samples at a reduced complexity. First, instead of the parameters L H and L V used in [26] , IGs are utilized to determine the interpolation direction of the missing green sample to improve the performance. Second, pixels which obviously should not be interpolated horizontally or vertically are processed in the first pass rather than in the second pass to save computation effort. Third, in the second pass, the analysis on the variance of local CD values is simplified without sacrificing its reliability. Fig. 7 summarizes the procedures of the proposed two-step estimation scheme.
This scheme produces a preliminary green estimate denoted as ) , ( j i g for each pixel (i,j) without a G Bayer sample.
In the first pass of the estimation scheme, it raster-scans the Bayer image to classify the local region of each pixel which does not carry a G Bayer sample. The classification is based on
. When η equals 1 (i.e.ΔH=ΔV), obviously the interpolation should not be done along the horizontal or the vertical direction.
When η is larger than a predefined threshold T, the difference between ΔH and ΔV is significant enough to provide a clear message that a directional interpolation should be done. Otherwise, there is no clear suggestion, and additional information is required to make the selection. Accordingly, based on the extent of preference for using a horizontal or a vertical interpolator, one can classify the region in which the pixel of interest is to be a no-bias, a strong-bias or a weak-bias region. For any pixel (i,j) which is not in a weak-bias region, ) , ( j i g is determined in pass 1 as specified in Fig. 7 . As for those pixels in weak-bias regions, more information is required to make a decision and hence they are handled in pass 2.
Extra CD information is exploited in pass 2 to decide the interpolation direction. Though one may use the CD estimates already obtained in IG extraction to save the effort, a re-estimation using the green estimates obtained in pass 1 is performed in our realization as these green estimates are generally more accurate and hence can guide one to have a better decision.
Assume that the green sample of pixel (i,j) shown in Fig. 1c cannot be determined in pass 1. In pass 2, the CD values of pixel (m,n) ∈{(i,j±2t),(i±2t,j) | t=0,1,2,…L} are re-estimated to estimate (1) 
Three parameters are then computed with these estimates as follows.
In particular, parameters H Φ and V Φ are, respectively, used to reflect the extent of CD variation along the horizontal and the vertical axes. Parameter D Φ is an estimate of the extent of CD variation in a local region under the assumption that the non-directional interpolator defined as in eqn. (20) is used. It serves as a reference to determine whether a non-directional interpolator should be used.
CDs are generally locally constant along an edge. If a directional interpolation is used, the right directional interpolator should provide an interpolation result the CD variation of which is minimum along the corresponding direction. Accordingly, the missing green sample of pixel (i,j) can be estimated
For the case that pixel (i,j) contains a blue Bayer sample as shown in Fig. 1d , one can interchange the roles of red samples and blue samples and then follow the same procedures as mentioned before to determine its green estimate ) , ( j i g .
At the end of pass 2, a complete demosaiced green plane is obtained. Fig. 2c shows the spatial arrangement of the available color samples in the processing image after green plane interpolation.
An empirical study was carried out to investigate the impact of the threshold T and the parameter L to the demosaicing performance of the proposed method. The demosaicing performance under various combinations of L∈{1,2,3,4} and T∈{1.0, 1.1, …, 5.0} were evaluated and the set of testing images shown in Fig. 6 were used in the evaluation. Based on this study result, the settings of T=1.7 and L=3 are selected. All the simulation results reported in this paper are obtained with these settings unless other arrangements are specified.
B. Green Plane Enhancement
With the fully populated green plane, the proposed demosaicing method then enhances the demosaiced green samples prior to the interpolation of the red and the blue planes. Since the high frequency proportion of a CD signal is generally weak [6] , the proposed enhancement scheme is carried out in the CD domain to produce more accurate green estimates.
Without losing generality, the case of enhancing the demosaiced green sample at a red Bayer sample position, as depicted in Fig. 1c , is described in this paper. As for the case shown in Fig. 1d, one can exchange the role of the red and the blue samples and perform the same treatment used in this case to achieve the goal.
After green plane interpolation, ) , ( j i g is available for all pixels without green Bayer samples and it is the 'best' green estimate so far. Based on the idea that a better temporary green estimate can be used to derive a better CD estimate and hence a better interpolation result, in green plane enhancement the CD estimate of a pixel is re-evaluated with ) , ( j i g . For example, for the pixel (i,j) shown in Fig. 1c , its G-R CD is re-evaluated as
for (i,j) carrying R Bayer sample. (24) After re-evaluating the G-R CDs of all pixels carrying R Bayer samples, the CD estimate of pixel (i,j) is further adjusted to be ) , GR , an interpolation result based
, as follows.
for (i,j) carrying R Bayer sample, (25) where 0≤β≤0.5 is a weighting factor controlling the fusion. In formulation, ) ,
for k∈{E,W,S,N}. Since a large value of ) , ( j i k Δ implies that there is a great change of either CD or CI in the corresponding direction, the weighting mechanism in eqn. (26) automatically directs the interpolation of ) , ( j i d GR along an edge when there is.
Parameter β can be determined off-line by linear regression. In our study, a set of training images covering the testing images shown in Fig. 6 were used in the training process. For the simulation results reported in this paper, β is selected to be 0.33. As a matter of fact, the demosaicing performance of the proposed method is not sensitive to β. In our simulation study, the variation of the CPSNR performance is less than 0.055 dB on average when β varies from 0.2 to 0.45.
With the adjusted ) , ( j i d GR , the demosaiced green sample is updated to be
for (i,j) carrying R Bayer sample. (27) Similar procedures can be performed with the same parameter β to enhance the demosaiced green samples at pixels carrying blue Bayer samples. At the end of the enhancement, all ) , ( j i g are updated and finalized to be ) , ( j i g as shown in Fig. 2d .
C. Red Plane and Blue Plane Interpolations
The red plane interpolation is presented first here. During green plane enhancement, the ) , ( j i d GR for pixels carrying R Bayer samples are evaluated with eqn. (25) and they are ready to form a partial G-R plane. The complete G-R plane is interpolated with this partial plane through two steps. ). However, our empirical study shows that the improvement over 1-norm is insignificant for almost all the testing images.
To complete the G-R plane, the G-R CDs for pixels carrying G Bayer samples are interpolated in step 2. For the pixel (i,j) shown in Figs. 1a or 1b 
for k∈{E,W,S,N}.
With the complete G-R plane and the enhanced green plane, all missing red samples can be estimated by
The blue plane interpolation can be achieved in the same way by exchanging the role of red and blue samples. The interpolations of the two color planes are independent and they can be carried out in parallel. Fig. 2e shows the spatial arrangement of the intermediate red and blue planes obtained after step 1 and Fig. 2f shows that of the final reconstructed full color image.
V. SIMULATION RESULTS
Simulations were carried out to evaluate the performance of the proposed demosaicing method.
Some other state-of-the-art demosaicing methods such as EECI [11] , AP [12] , AF [15] , DLMSE [16] , AHDA [18] , PCSD [19] , VCD [20] , DFPD [21] and HPHD (with adaptive interpolation) [22] were also evaluated for comparisons. 24 digital full color images from the Kodak database as shown in Fig. 8 were used in the simulations. These full color images were first sub-sampled according to the Bayer pattern to form a set of testing Bayer images. They were then reconstructed to full color images by the evaluated demosaicing methods. Whenever there is a post-processing scheme recommended by the authors of a particular demosaicing method to enhance its demosaicing results, the scheme was performed in the simulation as suggested.
Two performance measures, the CPSNR and the S-CIELAB [27] , were exploited to measure the quality of the demosaiced images. Table 1 lists the CPSNR and the S-CIELAB measures of various demosaicing methods. As mentioned, recommended post-processing was performed to improve the demosaicing performance of HPHD, AHDA, DFPD and VCD. One can see from the table that the proposed method outperforms the other demosaicing methods for the majority of the testing images. For the images which contain many fine structures such as images 1, 6, 9 and 13, the proposed method provides significant performance improvement over the others. As an example, for image 1 in which the fine stone structure is almost everywhere, the proposed method provides a CPSNR of 39.96dB which is around 1dB higher than the second best CPSNR performance provided by other evaluated methods in the simulation. Consistent performance improvement can also be found when the S-CIELAB measure is used.
These results demonstrate that the proposed demosaicing method is robust to the input when recovering a full color image from a Bayer image. Fig. 9 shows part of the demosaicing results of image 19 for visual comparison. It can be observed that the proposed demosaicing method produces an outstanding perceptual result as compared with the other evaluated methods. Especially in the area near the boundary of the fence and the grass, the proposed method preserves the fine fence details and produces a result with almost invisible color artifacts. Some other sophisticated methods such as HPHD and VCD can also produce comparable results. Fig. 10 shows part of the demosaicing results of image 22 from which one can see the superiority of the proposed method to HPHD and VCD. In Figs. 10h and 10i , severe zipper artifacts can be observed at the upper boundary of the wall and in the middle area of the wall. In contrast to this, they are significantly reduced in Fig. 10j .
It is comparatively easy for a demosaicing method to produce a good demosaicing performance in smooth regions. The strength of a method is usually reflected by its performance in handling edge regions.
In Table 2 , the performance of HPHD, DLMSE, VCD and the proposed method in regions of different nature is separately measured. The region classification is based on the criterion suggested in [10] . The superiority of the proposed method is more visible in edge regions.
The IG proposed in this paper plays a significant role in the proposed method. First, it provides information for one to select appropriate interpolators in green plane interpolation. Second, it guides the interpolation in the G-B and G-R planes such that final estimates of the missing color components can be derived indirectly in green plane enhancement and red (blue) plane interpolation. In the following part of this section, we will show how IG contributes to the interpolation of the three color planes and how the IG-based green plane enhancement contributes to the overall demosaicing performance of the proposed method. Table 3 . Performance of various decision-based demosaicing methods in G plane interpolation Table 3 shows the performance of various decision-based demosaicing methods in the interpolation of G plane. Specifically, the first row shows their performance in selecting the optimal interpolator among the three defined in eqns. (18) (19) (20) to interpolate a missing green sample. Here, the optimal interpolator means the one that provides the best green estimate in terms of MSE. Based on the selected interpolators, missing G samples were interpolated directly to obtain the G plane. No enhancement scheme or adaptive scheme is used in any algorithms. As the MSE penalty for a miss varies from pixel to pixel and from interpolator to interpolator, that a method can achieve a higher hit rate may not be able to provide a G plane of lower Peak Signal-to-Noise Ratio (PSNR). However, one can see that the hit rate of our proposed IG-based selection scheme is higher than the others and the PSNR of its resultant green plane is the highest. This reveals that IG can effectively detect the edge directions and contribute to the interpolation of the green plane.
To study the contribution of the IG-based G plane enhancement step, three different approaches were implemented to complete the demosaicing process after the IG-based G plane interpolation. In Another observation is that, from efficiency point of view, enhancing a single G plane before R and B plane interpolations with the proposed IG-based scheme is actually better than the conventional approach that enhances all color planes at the end. Even though the CPSNR difference between I G -I RB -E RGB and I G -E G -I RB is not significant apparently, one can still see that carrying out the IG-based enhancement step at an early stage can provide a better overall demosaicing performance at a much lower complexity cost.
As a final remark, we note that, even without the help of the IG-based enhancement step, the output of the proposed IG-based demosaicing algorithm (i.e. I G -I RB ) can still work with various conventional post-processing enhancement schemes such as [10, 11, 25] to provide a demosaicing performance better than some conventional demosaicing algorithms [12, 15, 18, 19, 21] . This can be verified by comparing the CPSNRs achieved by I G -I RB -E RGB and the CPSNRs of the corresponding algorithms in Table 1a .
VI. COMPUTATIONAL COMPLEXITY
This Section reports the computational complexity of the proposed demosaicing method in terms of number of additions (ADD), multiplications (MUL), bit-shifts (SHT) and absolute-value-taking operations (ABS). A comparison operation is considered as an addition in our report. The computational complexity of the other evaluated demosaicing methods is tabulated in Table 6 for comparison. The complexity figures for AP, AF, AHDA and PCSD are directly taken from Lian's paper [15] . For VCD [20] , DFPD [21] and HPHD [22] , the figures are, respectively, extracted from their corresponding papers. As for DLMSE [16] , its complexity is derived based on its realization presented in [16] . Table 6 Complexity of various demosaicing methods in terms of number of arithmetic operations per pixel From Table 6 , one can see that the proposed demosaicing method requires the least computation effort as compared with HPHD, DLMSE and VCD the demosaicing performance of which is comparable to ours. In the worst case where all red and blue Bayer samples are in weak-bias regions, the proposed method requires totally at most 93.5 operations to reconstruct a color pixel on average, which is at least 67% lower than that required by HPHD, the second best in terms of CPSNR and S-CIELAB.
Comparatively speaking, the complexity of DLMSE and VCD is closer to ours but it is still around 20 to 40% higher. On top of that, from the simulation results shown in Figs. 10f and 10h , one can see some checker patterns and zipper artifacts while the situation is better in Fig. 10j . Although the complexity of AF and DFPD is lower than that of the proposed method, their output quality is low as shown in Fig. 9 .
All these facts reveal that the cost performance of the proposed method is high.
In our simulations, the average number of arithmetic operations is around 79.6 per pixel. The execution time for the proposed demosaicing method to process a Bayer image of size 768x512 on a 3.4GHz Pentium 4 PC with 1024MB RAM is 0.0948s on average.
VII. CONCLUSION
In this paper, a new edge-sensing measure called integrated gradient is proposed. This measure effectively extracts gradient information from a Bayer image in both color intensity and color difference domains, and consequently provides reliable and complete information for one to interpolate missing samples in a Bayer image along an appropriate direction.
An efficient decision-based demosaicing method is then developed. Under the guidance of the same integrated gradients, the proposed demosaicing method interpolates different color planes in different stages. Though the method updates the green plane and the corresponding color difference planes in the course to provide better references for interpolation, computationally expensive re-estimation of local gradients based on intermediate interpolation results is avoided. It guarantees the consistency of the interpolation direction in different color channels and saves the effort required to repeatedly extract gradient information from intermediate interpolation results at different stages.
Unlike some other demosaicing methods which carry out a post-processing step to enhance all color planes at the end, the proposed demosaicing method enhances the green plane before the interpolation of the red and the blue planes based on the integrated gradients. By so doing, it provides a better reference for one to interpolate the red and the blue planes. This automatically improves the quality of the resultant red and blue planes, and hence eliminates the necessity of another enhancement step for these planes after their interpolation.
Simulation results confirmed that the proposed demosaicing method outperforms up-to-date demosaicing methods in terms of output quality at a complexity of around 80 arithmetic operations per pixel. Procedures for interpolating a missing green sample in the proposed demosaicing method 
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