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FROM POSITIVE TO ACCRETIVE MATRICES
YASSINE BEDRANI, FUAD KITTANEH AND MOHAMMED SABABHEH
Abstract. The main goal of this paper is to discuss the recent advancements of matrix means from
positive definite matrices to accretive matrices in a more general setting. In particular, we present
the general form governing the well established definition of geometric mean, then we define arbitrary
matrix means and functional calculus for accretive matrices.
Applications of this new discussion involve generalizations of known inequalities from the setting
of positive matrices to that of accretive matrices. This includes the arithmetic-harmonic mean com-
parisons, monotonicity of matrix means, Ando’s inequality, Choi’s inequality, Ando-Zhan subadditive
inequality and much more.
1. Introduction
Let Mn be the algebra of all complex n × n matrices. We recall some basic definitions related to
this algebra. A matrix A ∈ Mn is said to be positive semidefinte, denoted by A ≥ 0, if 〈Ax, x〉 ≥ 0 for
all x ∈ Cn. If A ≥ 0 is invertible, it is called positive definite, and it is denoted by A > 0. The class
of positive definite matrices will be denoted by M+n . For two Hermitian matrices A,B ∈ Mn, we say
that A ≤ B (or A < B) if B −A ≥ 0 (or B −A > 0). The relation A ≤ B defines a partial ordering
on the class of Hermitian matrices. The identity matrix in Mn will be denoted by In, or I if there is
no confusion. The theory of matrix means for two positive matrices has been developed by Kubo and
Ando in [17] as follows.
A matrix mean σ on M+n is a binary operation AσB satisfying the following requirements:
• A ≤ C and B ≤ D imply AσB ≤ CσD; for any A,B,C,D ∈ M+n .
• C∗(AσB)C = (C∗AC)σ(C∗BC); for any A,B ∈ M+n and any invertible C ∈ Mn.
• Ak ↓k A and Bk ↓k B imply (AkσBk) ↓k (AσB); for any Ak, Bk, A,B ∈ M
+
n .
• IσI = I.
Standard examples of matrix means are given by [21]
• The weighted arithmetic mean A∇λB = (1− λ)A+ λB,
• The weighted Harmonic mean A!λB = ((1 − λ)A
−1 + λB−1)−1,
• The weighted geometric mean A♯λB = A
1
2
(
A−
1
2BA−
1
2
)λ
A
1
2 ,
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1
2where A,B ∈ M+n and 0 ≤ λ ≤ 1. When λ =
1
2 , we drop λ from the above notations, and we simply
write ∇, ! and ♯.
For two matrix means σ, τ , we say that σ ≤ τ if AσB ≤ AτB for all A,B ∈ M+n . In particular, we
have !λ ≤ ♯λ ≤ ∇λ, [3]. That is, if A,B ∈ M
+
n , then
A!λB ≤ A♯λB ≤ A∇λB, 0 ≤ λ ≤ 1.
Other celebrated relations for these means are
A∇λB = B∇1−λA,A♯λB = B♯1−λA,A!λB = B!1−λA.
The theory of matrix means is strongly related to that of matrix monotone functions, where any mean
σ on M+n is characterized by
AσB = A
1
2 f
(
A−
1
2BA−
1
2
)
A
1
2 ,
for a certain matrix monotone function f : (0,∞) → (0,∞), with f(1) = 1. Recall that a function
f : J → R is said to be matrix monotone if it preserves matrix order. That is, if it satisfies
f(A) ≤ f(B) whenever A ≤ B,
for the Hermitian matrices A,B whose spectra are in the interval J.
Theory of matrix means for positive matrices has been well developed and studied in the literature.
We refer the reader to [3, 17, 20, 21] as a sample of articles treating this topic.
A matrix A ∈ Mn is said to be accretive if its real part, defined by ℜA =
A+A∗
2 is positive definite
(i.e., ℜA > 0.) This condition is equivalent to the fact that the numerical range W (A) of A satisfies
W (A) := {〈Ax, x〉 : x ∈ Cn, ‖x‖ = 1} ⊂ the right half complex plane.
It is readily seen that the class of accretive matrices is a convex cone of M+n that is invariant under
inversion.
When studying properties of accretive matrices, it is necessary to recall the definition of sectorial
matrices. For 0 ≤ α < pi2 , we define the sector
Sα = {z ∈ C : ℜ(z) > 0, |ℑ(z)| ≤ tan(α)ℜ(z)}.
A matrix A whose numerical range is a subset of a sector Sα, for some α ∈ [0, π/2), is called a sectorial
matrix. It is clear that a sectorial matrix is necessarily accretive.
In 2014, Drury [11] extended the definition of geometric mean from the setting of positive definite
matrices to the class of accretive matrices, where he defined the geometric mean of two accretive
matrices A,B ∈ Mn by
A♯B =
(
2
π
∫ ∞
0
(tA+ t−1B)−1
dt
t
)−1
.(1.1)
In the same paper, Drury discussed many interesting properties of this geometric mean and, in par-
ticular, he showed that when A,B > 0, his definition coincides with A♯B = A
1
2
(
A−
1
2BA−
1
2
)1/2
A
1
2 .
3A little later, Ra¨ıssouli et. al. [22] presented the weighted geometric mean for two accretive matrices
A,B ∈ Mn by the formula
A♯λB =
sin(λπ)
π
∫ ∞
0
tλ−1(A−1 + tB−1)−1dt, 0 < λ < 1.(1.2)
In the same paper, the authors showed that when λ = 12 , Drury’s definition given in (1.1) coincides
with (1.2). Further, they showed that when A,B > 0, then their definition (1.2) reduces to
A♯λB = A
1
2
(
A−
1
2BA−
1
2
)λ
A
1
2 , 0 < λ < 1;
which is consistent with the definition of ♯λ when A,B ∈ M
+
n . We will show this is also true for
accretive matrices.
We refer the reader to [22], where many properties for the weighted geometric mean of accretive
matrices have been discussed and matched with the corresponding properties for positive ones.
Our first target in this article is to show that (1.2) follows from a more general setting for matrix
monotone functions and matrix means; which then leads us to a reasonable generalization of the
concept of matrix means for accretive matrices. Further, we discuss Ando’s and Choi’s inequalities
for accretive matrices.
For our purpose, we will need the following notation and preliminaries.
A function f : J → R is said to be matrix convex if it is continuous and f ((1− t)A+ tB) ≤
(1− t)f(A)+ tf(B), for 0 ≤ t ≤ 1 and the Hermitian matrices A,B with spectra in J . If −f is matrix
convex, f is called matrix concave.
We adopt the notation
m = {f : (0,∞)→ (0,∞); f is an matrix monotone function with f(1) = 1}.
matrix monotone functions and matrix concave functions are strongly related, as follows [26, The-
orem 2.4] and [4, Theorems 2.1, 2.3, 3.1, 3.7].
Proposition 1.1. Let f : (0,∞)→ [0,∞) be continuous. Then
(i) f is matrix monotone decreasing if and only if f is matrix convex and f(∞) <∞.
(ii) f is matrix monotone increasing if and only if f is matrix concave.
The following characterization of f ∈ m will be useful for our analysis.
Lemma 1.1. ([14, Theorem 4.9]) Let f ∈ m. Then
f(x) =
∫ 1
0
(1!tx)dνf (t),
where νf is a probability measure on [0, 1].
Consequently, if f ∈ m and σf is the corresponding mean (i.e., AσfB = A
1
2 f
(
A−
1
2BA−
1
2
)
A
1
2 ),
then it is not hard to show that for A,B ∈ M+n , we have
AσfB =
∫ 1
0
A!tB dνf (t),(1.3)
4where νf is a probability measure on [0, 1]; depending on f .
In our discussion, we will need to deal with f(z) where z ∈ C.We first recall the following celebrated
result of Lo¨wener about matrix monotone functions.
Lemma 1.2. [8, Theorem V.4.7] Let f ∈ m. Then f has an analytic continuation to C\(−∞, 0].
Notice that when f ∈ m, the integral representation in Lemma 1.1 applies when x ∈ (0,∞). If we
use f to denote the analytic continuation of f to C\(−∞, 0], we have the following.
Proposition 1.2. Let f ∈ m. Then, for z ∈ C\(−∞, 0], the integral representation
f(z) =
∫ 1
0
1!tz dνf (t),
holds true, where νf is as in Lemma 1.1.
Proof. Notice that when z 6∈ (−∞, 0], the quantity 1!tz is well defined. For such z, define g(z) =∫ 1
0 1!tz dνf (t). We show that f = g.
We show that g is analytic in C\(−∞, 0]. Indeed, let Γ be any closed circle in C\(−∞, 0]. First, we
show that ∫
Γ
(∫ 1
0
1!tz dνf (t)
)
dz =
∫ 1
0
(∫
Γ
1!tz dz
)
dνf (t).
Notice that (by letting z = a+ reiθ)∫ 2pi
0
∫ 1
0
∣∣∣1!t(a+ reiθ)∣∣∣ dνf (t)rdθ = r
∫ 1
0
∫ 2pi
0
∣∣∣1!t(a+ reiθ)∣∣∣ dθdνf (t).
But the function F (t, θ) =
∣∣1!t(a+ reiθ)∣∣ is continuous on the compact set [0, 1] × [0, 2π]. Therefore,
s := sup(t,θ) F (t, θ) <∞, and hence∫ 2pi
0
∫ 1
0
∣∣∣1!t(a+ reiθ)∣∣∣ dνf (t)rdθ ≤ 2πs <∞.
This means that∫ 2pi
0
∫ 1
0
(
1!t(a+ re
iθ)
)
dνf (t)rdθ = r
∫ 1
0
∫ 2pi
0
(
1!t(a+ re
iθ)
)
dθdνf (t),
which is equivalent to ∫
Γ
(∫ 1
0
1!tz dνf (t)
)
dz =
∫ 1
0
(∫
Γ
1!tz dz
)
dνf (t).
Then ∫
Γ
g(z)dz =
∫
Γ
(∫ 1
0
1!tz dνf (t)
)
dz
=
∫ 1
0
(∫
Γ
1!tz dz
)
dνf (t)
= 0,
where we have used the fact that z 7→ 1!tz is analytic in C\(−∞, 0], for every t ∈ [0, 1]. Since∫
Γ g(z)dz = 0 for any circle, in the domain, it follows that g is analytic in C\(−∞, 0]. Finally, since f
5and g are analytic functions having the same values in (0,∞), it follows that f = g. This completes
the proof. 
Our first result will be to show that (1.1) and (1.2) follow as an application of the above computa-
tions. That is, we show that when 0 < λ < 1, a probability measure νλ on [0, 1] exists such that for
two accretive matrices A,B,∫ 1
0
A!tB dνλ(t) =
sin(λπ)
π
∫ ∞
0
tλ−1(A−1 + tB−1)−1dt.
Once this has been shown, we introduce the definition of matrix means for accretive matrices in the
setting of arbitrary matrix monotone functions, then we extend the study in the same theme to the
discussion of Ando’s and Choi’s inequalities. Recall that these inequalities state [17, 3, 2], respectively,
Φ(AσfB) ≤ Φ(A)σfΦ(B),(1.4)
and
Φ(f(A)) ≤ f(Φ(A)),(1.5)
whenever Φ :Mn →Mr is a unital positive linear mapping, A,B ∈ Mn are positive and f : (0,∞)→
(0,∞) is an matrix monotone function. In this context, recall that a linear mapping Φ : Mn →Mr
is called positive if it preserves positive matrices (i.e., if Φ(A) ≥ 0 when A ≥ 0) and it is called unital
if Φ(I) = I.
So, we will show the accretive versions of both (1.4) and (1.5). For this to be accomplished, we
need to remind the reader of the meaning of f(A), when A is a general matrix.
Let f : D → C be an analytic complex function on the domain D. The Cauchy integral formula
assures that for a ∈ D,
f(a) =
1
2πi
∫
Γ
f(z)
z − a
dz,
where Γ is a simple closed curve in D that winds once around a. Extending this definition to matrices
(or operators in general) is made using the Dunford integral
f(A) =
1
2πi
∫
Γ
f(z)(zI −A)−1dz,(1.6)
where Γ is a simple closed curve in the resolvent of A that winds once around each eigenvalue of A.
Of course, Γ must lie in D.
For example, letting f : C\(−∞, 0]→ C be f(z) = zλ, 0 < λ < 1, we define
Aλ =
1
2πi
∫
Γ
zλ(zI −A)−1dz,(1.7)
where Γ is any closed curve avoiding (−∞, 0] in the resolvent of A, so that Γ winds once around each
eigenvalue of A.
So, fractional powers are not only defined for positive matrices. They can be defined for any matrix
whose eigenvalues are not in (−∞, 0].
6In the sequel, we prove that for accretive matrices, the above Dunford integral may be replaced by
a harmonic-mean integral. This approach will enable us to achieve our target.
The organization of this paper is as follows. First, we list some lemmas that we will need in our
analysis. Then, the geometric mean for accretive matrices is studied further. Once the geometric
mean is settled, we introduce the definition of arbitrary matrix mean for accretive matrices, then we
discuss the functional calculus related to accretive matrices, with numerous applications that involve
generalizations of several results from the setting of positive to accretive matrices.
While this article treats accretive matrices, it will be noticed that the corresponding results for
positive ones will be special cases of our results. This means that this article can be viewed as an
exposition for celebrated inequalities of positive matrices.
2. Some preliminary results
In this section we list different results that we will need in the sequel. These results can be found
in the stated references.
Further, one goal of this paper is to extend most of these results from the setting of positive matrices
to accretive ones. So, to make it easier for the reader, we will mention the corresponding result from
the subsequent sections that extends the stated result. We begin with the following version of the
celebrated Jensen inequality.
Lemma 2.1. [12] Let A ∈ M+n . Then for f ∈ m and any unit vector x,
〈f(A)x, x〉 ≤ f (〈Ax, x〉) .(2.1)
We refer the reader to Corollary 6.1 below for the extension of this result to accretive or sectorial
matrices.
Lemma 2.2. [1] Let A,B ∈ M+n . If f ∈ m, then for any unit vector x,
〈(AσfB)x, x〉 ≤ 〈Ax, x〉 σf 〈Bx, x〉 .(2.2)
In Corollary 5.1 below, we present the extension of this result to accretive or sectorial matrices.
Recall that a norm ‖ · ‖ on Mn is said to be unitarily invariant if it satisfies ‖UAV ‖ = ‖A‖ for any
A,U, V ∈ Mn such that U and V are unitary matrices.
Lemma 2.3. [1] Let A,B ∈ M+n . If f ∈ m, then for any unitarily invariant norm ‖ · ‖,
‖ AσfB ‖≤‖ A ‖ σf ‖ B ‖ .(2.3)
The extension of this result to accretive or sectorial matrices is presented in Theorem 7.2 below.
Lemma 2.4. [17] Let A,B ∈ M+n and let f ∈ m be such that f
′(1) = t for some t ∈ (0, 1). Then
A!tB ≤ AσfB ≤ A∇tB
This result has its accretive version, which we present in 4.1 below.
The following is a special form of the Choi-Davis inequality for accretive matrices.
7Lemma 2.5. [18] If A ∈ Mn is accretive, then
ℜ(A−1) ≤ (ℜA)−1
We refer the reader to Proposition 6.1, where generalization of this result to matrix concave functions
is given.
Lemma 2.6. [10] If A ∈ Mn with W (A) ⊂ Sα, then
sec2(α) ℜ(A−1) ≥ (ℜA)−1
In Proposition 6.2, we generalize this result to matrix concave functions.
Lemma 2.7. [22] Let A,B ∈ Mn be accretive matrices and 0 < t < 1. Then
(2.4) ℜ(A!tB) ≥ (ℜA)!t(ℜB).
It is interesting to investigate this result for an arbitrary mean σf . This will be done in Proposition
4.1 below.
Lemma 2.8. ([19]) Let A,B ∈ Mn be accretive matrices andW (A),W (B) ⊂ Sα. Then, for 0 < t < 1,
(2.5) ℜ(A!tB) ≤ sec
2(α)(ℜA)!t(ℜB).
This lemma has been also extended to any matrix mean in Proposition 4.2.
Lemma 2.9. [22] Let A,B ∈ Mn be accretive matrices and let 0 < t < 1. Then
(2.6) ℜ(A♯tB) ≥ (ℜA)♯t(ℜB).
Lemma 2.10. [24] Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα. Then, for
0 < t < 1,
(2.7) ℜ(A♯tB) ≤ sec
2(α)(ℜA)♯t(ℜB).
It is well known that for any matrix A ∈ Mn, ‖ℜA‖ ≤ ‖A‖, where ‖ · ‖ is any unitarily invariant
norm onMn. The following lemma presents a reversed version of this inequality for sectorial matrices.
Lemma 2.11. [27] Let A ∈ Mn be such that W (A) ⊂ Sα, for some 0 ≤ α <
pi
2 and let ‖ . ‖ be any
unitarily invariant norm on Mn. Then
cos(α) ‖ A ‖ ≤ ‖ ℜ(A) ‖≤ ‖A‖.
Lemma 2.12. [16] Let A,B ∈ Mn be such that 0 < mI ≤ A,B ≤ MI, for some positive scalars
m,M , and let f, g ∈ m. Then for every unital positive linear map Φ,
(2.8) Φ2(AσfB) ≤ K(h)
2Φ2(AσgB),
where h = Mm and k(h) =
(h+1)2
4h is the well known Kantorovich constant.
Theorem 4.4 below presents the accretive version of this lemma.
8Lemma 2.13. [6] Let A ∈ M+n and Φ be positive linear map. Then we have
(2.9) Φ(A−1) ≥ Φ−1(A).
It is of potential interest to investigate the accretive version of this result. Theorem 6.3 below
present this interest for any matrix concave function.
Lemma 2.14. [7] Let A,B ∈ M+n . Then
(2.10) ‖ AB ‖≤
1
4
‖ (A+B)2 ‖ .
The following characterization was given in [4] for matrix monotone functions.
Lemma 2.15. [4] Let A,B ∈ M+n and f ∈ m. Then
(2.11) f(A)♯f(B) ≤ f(A∇B).
The extension of this lemma to accretive matrices can be found in Theorem 6.5 below.
Lemma 2.16. [15] Let A ∈ M+n and let ‖ · ‖ be a normalized unitarily invariant norm. If f ∈ m, then
f(‖A‖) ≤ ‖f(A)‖.
Proposition 7.1 below provides the accretive version of this lemma.
It is well-known that a concave function f with f(0) ≥ 0 is subadditive in the sense that
(2.12) f(a+ b) ≤ f(a) + f(b),
for the non-negative numbers a, b. A similar inequality is not necessarily valid for matrix concave
functions. That is, an matrix concave function f does not necessarily satisfy
f(A+B) ≤ f(A) + f(B),
for the positive matrices A,B. In 1999, Ando and Zhan [5] proved a subadditivity inequality for f ∈ m.
Lemma 2.17. [5] Let A,B ∈ M+n . Then for any unitarily invariant norm ‖·‖ and any f ∈ m,
(2.13) ‖f (A+B)‖ ≤ ‖f (A) + f (B)‖.
Bourin and Uchiyama [9] showed that the condition matrix concavity in (2.13) can be replaced by
scalar concavity.
The extension of (2.13) to accretive or sectorial matrices can be found in Theorem 7.1 below.
In [13], some inequalities among matrix means for positive matrices (i.e., !, ♯, ∇) were shown. We
summarize these inequalities in the following proposition.
Proposition 2.1. Let m,M be positive scalars and let A,B ∈ M+n be such that mI ≤ A,B ≤ MI.
If 0 < t < 1 and λ = min{t, 1− t}, then
A∇tB ≤
m∇λM
m♯λM
A♯tB,(2.14)
9A♯tB ≤
m∇λM
m♯λM
A!tB,(2.15)
A∇tB −M(
m∇λM
m♯λM
− 1)I ≤ A♯tB ≤M(
m∇λM
m♯λM
− 1)I +A!tB.(2.16)
Propsoitions 3.2, 3.3 and 3.4 discusses possible accretive versions of this last proposition.
Besides, in [2], some relations for positive definite matrices have been shown as follows:
(A∇B)♯(A!B) = A♯B,(2.17)
A∇t(A♯sB) ≥ A♯s(A∇tB).(2.18)
The accretive versions of these relations can be found in Theorems 3.2 and 3.3 below.
3. The geometric mean of accretive matrices
In this section, we explore more properties of the geometric mean of accretive matrices. Our first
observation is that the definition given in (1.2) is a particular case of (1.3). This provides a better
understanding that geometric mean of accretive matrices follow the same rule as that of positive ones.
In [22], it is shown that the definition of the weighted geometric mean for accretive matrices given
in (1.2) is equivalent to
A♯λB =
sin(λπ)
π
∫ 1
0
tλ−1
(1− t)λ
(A!tB) dt, 0 < λ < 1.
Notice that this can be written as
A♯λB =
∫ 1
0
A!tB dνλ(t),
where dνλ(t) =
sin(λpi)
pi
tλ−1
(1−t)λ
dt.
Simple manipulations show that∫ 1
0
dνλ(t) =
∫ 1
0
sin(λπ)
π
tλ−1
(1− t)λ
dt =
sin(λπ)
π
B(λ, 1− λ) =
sin(λπ)
π
Γ(λ)Γ(1− λ) = 1,
where the notations B and Γ refer to the standard beta and gamma functions, respectively. So, one
can simply write
A♯λB =
∫ 1
0
A!tB dνλ(t),
where νλ is a probability measure on [0, 1] given by dνλ(t) =
sin(λpi)
pi
tλ−1
(1−t)λ
dt.
In the following result, we show that the definition in (1.2) is consistent with that for positive
matrices. It should be remarked that this result has been shown in [11] for λ = 12 .
Theorem 3.1. Let A,B ∈ Mn be two accretive matrices and 0 < λ < 1. Then
A♯λB = A
1
2 (A
−1
2 BA
−1
2 )λA
1
2 ,(3.1)
where (A
−1
2 BA
−1
2 )λ is defined via the Dunford integral as in (1.7).
10
Proof. In order to use (1.7), we first show that the eigenvalues of A
−1
2 BA
−1
2 are not in (−∞, 0]. The
proof of this fact was given in [11], but we present it here for the sake of convenience for the reader. So,
let µ be an eigenvalue of A
−1
2 BA
−1
2 . Then, there is a nonzero vector x such that A
−1
2 BA
−1
2 x = µx.
Putting y = A
−1
2 x, we get By = µAy. Therefore, y∗By = µy∗Ay, and since A,B are accretive
matrices, then µ does not lie on (−∞, 0].
Using dνλ(t) =
sin(λπ)
π
tλ−1
(1− t)λ
, we have
A
−1
2 (A♯λB)A
−1
2 =
∫ 1
0
A
−1
2 (A!tB)A
−1
2 dνλ(t)
=
∫ 1
0
((1− t)I + tA
1
2B−1A
1
2 )−1 dνλ(t)
=
∫ 1
0
(I!tA
−1
2 BA
−1
2 ) dνλ(t)
= (A
−1
2 BA
−1
2 )λ (by (1.7)).
This implies
A♯λB = A
1
2 (A
−1
2 BA
−1
2 )λA
1
2 ,
as desired. 
Having shown Theorem 3.1, we can deal with the definition of the geometric mean in a similar
manner, whether our matrices are positive or accretive. This allows us to obtain many other properties
for the geometric mean for accretive matrices, which are similar to those for positive ones. For example,
the follwing applies.
Corollary 3.1. Let A,B ∈ Mn be accretive matrices. Then for λ ∈ (0, 1),
(A♯λB)
−1 = A−1♯λB
−1.
Proof. This is an immediate consequence of Theorem 3.1. 
Referring to the literature dealing with geometric mean of positive matrices, we find a considerable
attention to ♯λ when λ 6∈ [0, 1]. In the next definition, we present the corresponding definition for
accretive matrices.
Definition 3.1. Let A,B ∈ Mn be accretive matrices and let λ ∈ R. We define
A♯λB = A
1
2
(
A
−1
2 BA
−1
2
)λ
A
1
2 .
In particular, we have:
Proposition 3.1. If A,B ∈ Mn are accretive matrices and 0 < λ < 1, then
A♯−λB = A
{
sin(λπ)
π
∫ 1
0
tλ−1
(1− t)λ
A−1!tB
−1 dt
}
A.(3.2)
In particular, (3.2) holds when A,B ∈ M+n .
11
Proof. For 0 < λ < 1, we have
A♯−λB = A
1
2
(
A
−1
2 BA
−1
2
)−λ
A
1
2
= A
1
2
[
sin(λπ)
π
∫ 1
0
tλ−1
(1− t)λ
I!t
(
A
−1
2 BA
−1
2
)−1
dt
]
A
1
2
= A
1
2
[
sin(λπ)
π
∫ 1
0
tλ−1
(1− t)λ
I!t(A
1
2B−1A
1
2 ) dt
]
A
1
2
= A
[
sin(λπ)
π
∫ 1
0
tλ−1
(1− t)λ
A−1!tB
−1 dt
]
A.

For the rest of this section, we will present several inequalities for the geometric mean of accretive
matrices. These inequalities simulate similar results for positive ones.
The following theree propositions present the accretive version of Proposition 2.1.
Proposition 3.2. Let A,B ∈ Mn be accretive matrices such that 0 < mI ≤ ℜA,ℜB ≤ MI, for
some scalars 0 < m < M . If 0 < t < 1 and λ = min{t, 1− t}, then
(3.3) ℜ(A∇tB) ≤
m∇λM
m♯λM
ℜ(A♯tB).
Proof. Let λ = min{t, 1− t} for t ∈ (0, 1). Then
ℜ(A∇tB) = (ℜA∇tℜB) ≤
m∇λM
m♯λM
(ℜA♯tℜB) ≤
m∇λM
m♯λM
ℜ(A♯tB),
where we have used (2.14) and Lemma 2.9 to obtain the first and second inequalities, respectively. 
Proposition 3.3. Let A,B ∈ Mn be accretive matrices such that 0 < mI ≤ ℜA,ℜB ≤MI, for some
scalars 0 < m < M , and W (A),W (B) ⊂ Sα, for some 0 ≤ α <
pi
2 . If 0 < t < 1 and λ = min{t, 1− t},
then
(3.4) ℜ(A♯tB) ≤ sec
2(α)
m∇λM
m♯λM
ℜ(A!tB).
Proof. Let λ = min{t, 1− t} for 0 < t < 1. Then
ℜ(A♯tB) ≤ sec
2(α)(ℜA♯tℜB) ≤ sec
2(α)
m∇λM
m♯λM
(ℜA!tℜB) ≤ sec
2(α)
m∇λM
m♯λM
ℜ(A!tB),
where we have used Lemma 2.10, (2.15) and Lemma 2.7 to obtain the first, second and third inequal-
ities, respectively. 
Proposition 3.4. Let A,B ∈ Mn be accretive matrices such that 0 < mI ≤ ℜA,ℜB ≤MI, for some
scalars 0 < m < M , and W (A),W (B) ⊂ Sα, for some 0 ≤ α <
pi
2 . If 0 < t < 1 and λ = min{t, 1− t},
then
(3.5) ℜ(A∇tB)−M
(
m∇λM
m♯λM
− 1
)
I ≤ ℜ(A♯tB) ≤ sec
2(α)
(
M
(
m∇λM
m♯λM
− 1
)
I + ℜ(A!tB)
)
.
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Proof. Following the same reasoning as in the proof of the above propositions, we have
ℜ(A∇tB)−M
(
m∇λM
m♯λM
− 1
)
I = ℜA∇tℜB)−M
(
m∇λM
m♯λM
− 1
)
I
≤ ℜA♯tℜB ≤ ℜ(A♯tB).
This proves the first inequality. For the second inequality, notice that
M
(
m∇λM
m♯λM
− 1
)
I + ℜ(A!tB) ≥ M
(
m∇λM
m♯λM
− 1
)
I + ℜA!tℜB
≥ ℜA♯tℜB ≥ cos
2(α)ℜ(A♯tB),
This completes the proof. 
The following two theorems present the accretive versions of relations (2.17) and (2.18) respectively.
Theorem 3.2. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα, for some 0 ≤ α <
pi
2 . Then
(3.6) cos3(α)ℜ[(A∇B)♯(A!B)] ≤ ℜ(A♯B) ≤ sec2(α)ℜ[(A∇B)♯(A!B)].
Proof. First,
ℜ(A♯B) ≥ ℜA♯ℜB (by Lemma 2.9)
= (ℜA∇ℜB)♯(ℜA!ℜB) (by (2.17))
≥ ℜ(A∇B)♯(cos2(α)ℜ(A!B)) (by Lemma 2.8)
= cos(α)ℜ(A∇B)♯ℜ(A!B)
≥ cos3(α)ℜ[(A∇B)♯(A!B)] (by Lemma 2.10)
which proves the first inequality. For the second inequality,
ℜ ((A∇B)♯(A!B)) ≥ ℜ(A∇B)♯ℜ(A!B) (by Lemma 2.9)
≥ ℜ(A∇B)♯(ℜA!ℜB)
= (ℜA∇ℜB)♯(ℜA!ℜB)
= ℜA♯ℜB (by (2.17))
≥ cos2(α) ℜ(A♯B), (by Lemma 2.10)
which completes the proof. 
Theorem 3.3. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα, for some 0 ≤ α <
pi
2 . Then for t, s ∈ (0, 1),
(3.7) ℜ(A♯s(A∇tB)) ≤ sec
2(α)ℜ(A∇t(A♯sB).
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Proof. We have,
ℜ(A∇t(A♯sB) = ℜ(A)∇tℜ(A♯sB)
≥ ℜ(A)∇t(ℜ(A)♯sℜ(B))
≥ ℜ(A)♯s(ℜ(A)∇tℜ(B)) (by (2.18))
= ℜ(A)♯sℜ(A∇tB)
≥ cos2(α) ℜ(A♯s(A∇tB)), (by (2.7))
which completes the proof. 
4. Arbitrary means of accretive matrices
We have introduced matrix means for positive matrices earlier in the introduction, and we have
seen that if f ∈ m, then a probability measure νf exists such that for positive A,B, one has
AσfB = A
1
2 f
(
A−
1
2BA−
1
2
)
A
1
2(4.1)
=
∫ 1
0
A!tB dνf (t).(4.2)
Also, we have discussed the geometric mean of accretive matrices following this point of view.
Our goal in this section is to extend the definition of an arbitrary matrix mean to the context of
accretive matrices. This study will generalize the geometric mean idea to all matrix means. Our
central definition in this section reads as follows.
Definition 4.1. Let A,B ∈ Mn be two accretive matrices, f ∈ m, and let νf be the probability measure
characterizing σf . We define the matrix mean σf of A and B by
AσfB =
∫ 1
0
A!tB dνf (t).
Remark 4.1. Our first remark is that we adopt the above defintion for accretive matrices only. Notice
that for AσfB to be defined, we must have A!tB defined for all t ∈ [0, 1]. This means that we must have
(1 − t)A−1 + tB−1 invertible, for all t ∈ [0, 1]. When A and B are both accretive, this is guaranteed.
However, if they are not accretive, we have no control over this. This is the main reason we restrict
ourselves to accretive matrices in this definition, and in the following discussion.
Now we begin our investigation by reciting the following result which extends Lemma 2.7 to any
matrix mean.
Proposition 4.1. Let A,B ∈ Mn be accretive matrices and let f ∈ m. Then
(4.3) ℜ(AσfB) ≥ (ℜA) σf (ℜB).
As a consequence, if A and B are accretive, then so is AσfB.
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Proof. Let A,B ∈ Mn be accretive. Then
ℜ(AσfB) =
∫ 1
0
ℜ(A!tB) dνf (t)
≥
∫ 1
0
ℜ(A)!tℜ(B) dνf (t) (by Lemma 2.7)
= (ℜA) σf (ℜB).
This completes the proof. 
When A and B are sectorial, we have the following reverse of Proposition 4.1.
Proposition 4.2. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα, for some
0 ≤ α < pi2 . If f ∈ m, then
(4.4) ℜ(AσfB) ≤ sec
2(α) (ℜA) σf (ℜB).
Proof. By Definition 4.1, we have
ℜ(AσfB) =
∫ 1
0
ℜ(A!tB) dνf (t)
≤ sec2(α)
∫ 1
0
(ℜ(A)!tℜ(B)) dνf (t) (by Lemma 2.8)
= sec2(α) (ℜA) σf (ℜB).
This completes the proof. 
Now, we present a generalization of Lemma 2.4 from the setting of positive matrices to sectorial
ones.
Theorem 4.1. Let A,B ∈ Mn be accretive matrices such thatW (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 .
If f ∈ m is such that f ′(1) = t for some t ∈ (0, 1), then
(4.5) cos2(α) ℜ(A!tB) ≤ ℜ(AσfB) ≤ sec
2(α) ℜ(A∇tB).
Proof. First,
ℜ(A!tB) ≤ sec
2(α) ((ℜA)!t(ℜB)) (by Lemma 2.8)
≤ sec2(α) ((ℜA)σf (ℜB)) (by Lemma 2.4)
≤ sec2(α) ℜ(AσfB). (by (4.3))
Thus, we have shown the first inequality. To show the second inequality, we have
ℜ(AσfB) ≤ sec
2(α)(ℜA) σf (ℜB) (by (4.4))
≤ sec2(α) (ℜA)∇t(ℜB) (by Lemma 2.4)
= sec2(α) ℜ(A∇tB).
This shows the second desired inequality, and the proof is complete. 
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We notice that when A,B are positive, then α can be taken as α = 0, which then retrieves Lemma
2.4 as a special case of Theorem 4.1.
The next result is a monotonic result for matrix means of accretive matrices. This result simulates
the same known conclusion for positive ones.
Theorem 4.2. Let A,B,C,D ∈ Mn be accretive matrices such that ℜA ≤ ℜC,ℜB ≤ ℜD and
W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 . If f ∈ m, then
(4.6) ℜ(AσfB) ≤ sec
2(α) ℜ(CσfD).
Proof. We have
ℜ(AσfB) = ℜ
(∫ 1
0
A!tB dνf (t)
)
≤ sec2(α)
∫ 1
0
ℜ(A)!tℜ(B) dνf (t) (by Lemma 2.8)
≤ sec2(α)
∫ 1
0
ℜ(C)!tℜ(D) dνf (t)
= sec2(α)(ℜC)σf (ℜD)
≤ sec2(α) ℜ(CσfD),
where in the above proof, we have used the fact that σf is monotone on M
+
n , justifying the inequality
ℜ(A)!tℜ(B) ≤ ℜ(C)!tℜ(D). This completes the proof. 
Next we show the so called “transformer identity” for matrix means of accretive matrices. This
result, again, simulates the corresponding result for positive matrices. We first make the following ob-
servation. If A is accretive and C is any matrix, we have for any vector x, 〈C∗AC x, x〉 = 〈A(Cx), Cx〉 ,
which belongs to the right-half complex plane, since A is accretive. This shows that when A is accretive
and C is any matrix, then C∗AC is also accretive. We can then state the following result.
Theorem 4.3. Let A,B ∈ Mn be accretive and let f ∈ m. Then for any invertible C ∈ Mn,
(4.7) C∗(AσfB)C = (C
∗AC)σf (C
∗BC).
Proof. Let C ∈ Mn be invertible. Then
C∗(AσfB)C = C
∗
(∫ 1
0
A!tB dνf (t)
)
C
=
∫ 1
0
C∗(A!tB)C dνf (t)
=
∫ 1
0
(C∗AC)!t(C
∗BC) dνf (t)
= (C∗AC)σf (C
∗BC),
which completes the proof. 
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In studying matrix means, it is customary to compare between different means that arise from
different matrix monotone functions. In the next result, we present such comparison for sectorial
matrices.
Theorem 4.4. Let A,B ∈ Mn be accretive matrices such that 0 < mI ≤ ℜA,ℜB ≤ MI and
W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 . If f, g ∈ m. Then for every unital positive linear map Φ,
(4.8) ‖ Φ(ℜ(AσfB))Φ
−1(ℜ(AσgB)) ‖≤ sec
6(α)K(h),
where K(h) =
(M +m)2
4Mm
.
Proof. Since 0 < mI ≤ ℜA ≤MI,
we have
(M −ℜA)(m−ℜA)(ℜA)−1 ≤ 0,
which is equivalent to
ℜA+Mm(ℜA)−1 ≤ (M +m)I,
since (ℜA)−1 ≥ ℜA−1, we have
1
2
ℜA+
1
2
MmℜA−1 ≤
1
2
(M +m)I.(4.9)
Similarly
1
2
ℜB +
1
2
MmℜB−1 ≤
1
2
(M +m)I.(4.10)
Adding (4.9) and (4.10), we get
(4.11) ℜ(A∇B) +Mmℜ(A!B)−1 ≤ (M +m)I.
Letting ‖ · ‖∞ denote the usual operator norm, we have
‖ sec2(α)MmΦ(ℜ(AσfB))Φ
−1(ℜ(AσgB)) ‖
≤
1
4
‖ sec2(α)Φ(ℜ(AσfB)) +MmΦ
−1(ℜ(AσgB)) ‖
2
∞ (by Lemma 2.14)
≤
1
4
‖ sec2(α)Φ(ℜ(AσfB)) +MmΦ((ℜ(AσgB))
−1) ‖2∞ (by Lemma 2.9)
≤
1
4
‖ sec4(α)Φ(ℜ(A∇B)) + sec2(α)MmΦ(ℜ(A!B))−1 ‖2∞ (by (4.5))
≤
1
4
‖ sec4(α)Φ(ℜ(A∇B)) + sec4(α)MmΦ(ℜ(A!B)−1) ‖2∞
≤
1
4
‖ sec4(α)Φ(ℜ(A∇B) +Mmℜ(A!B)−1) ‖2∞
≤
1
4
sec8(α)(M +m)2 (by(4.11)).
That is
‖ Φ(ℜ(AσfB))Φ
−1(ℜ(AσgB)) ‖≤ sec
6(α)K(h),
which completes the proof.
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
5. Ando-type inequalities for accretive matrices
In this section we present versions of Ando’s inequality (1.4). We begin by stating the following
needed lemma which concerns the Ando-type inequality for the harmonic matrix mean. For this
purpose, we notice that if Φ is a unital positive linear map and A is any matrix, then
(5.1) ℜΦ(A) = Φ(ℜA).
Lemma 5.1. Let A,B ∈ Mn be accretive and let Φ be a unital positive linear map. Then
(5.2) Φ(ℜA!tℜB) ≤ ℜ(Φ(A)!tΦ(B)).
Proof. Noting (1.4), (5.1) and Lemma 2.7, we have
Φ(ℜA!tℜB) ≤ Φ(ℜA)!tΦ(ℜB) = ℜΦ(A)!tℜΦ(B) ≤ ℜ(Φ(A)!tΦ(B)).(5.3)

Now we are in the position to state the sectorial version of (1.4), valid for any matrix mean.
Theorem 5.1. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα, 0 ≤ α <
pi
2 and
let Φ be a unital positive linear map. If f ∈ m, then
(5.4) ℜΦ(AσfB) ≤ sec
2(α) ℜ (Φ(A)σfΦ(B)) .
Proof. Using the definition of AσfB, we get
cos2(α) ℜΦ(AσfB) = Φ(cos
2(α) ℜ(AσfB)) (by (5.1))
≤ Φ(ℜAσfℜB) (by Proposition 4.2)
≤ Φ(ℜA)σfΦ(ℜB) (by (1.4))
= ℜΦ(A)σfℜΦ(B) (by (5.1))
≤ ℜ(Φ(A)σfΦ(B)) (by Proposition 4.1),
which completes the proof. 
As an application of Theorem 5.1, we present the follwing accretive version of Lemma 2.2.
Corollary 5.1. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 . If f ∈ m, then for any unit vector x, we have
(5.5) ℜ 〈(AσfB)x, x〉 ≤ sec
2(α)ℜ (〈Ax, x〉 σf 〈Bx, x〉) .
Proof. Letting Φ(A) = 〈Ax, x〉 in Theorem 5.1. Then Φ is a unital positive linear map and
cos2(α) ℜΦ(AσfB) ≤ ℜ (Φ(A)σfΦ(B))⇒ cos
2(α)ℜ 〈(AσfB)x, x〉 ≤ ℜ (〈Ax, x〉 σf 〈Bx, x〉) ,
which completes the proof 
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Theorem 5.2. Let A,B ∈ Mn be accretive matrices such thatW (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 .
If f ∈ m is such that f ′(1) = t for some t ∈ (0, 1). Then, for any unital positive linear map Φ,
(5.6) ℜΦ(AσfB) ≤ sec
2(α) ℜΦ(A∇tB).
Proof. By Definition 4.1, we get
cos2(α)Φ(ℜ(AσfB)) ≤ Φ(ℜAσfℜB) (by Proposition 4.2)
≤ Φ(ℜA)σfΦ(ℜB)
≤ Φ(ℜA)∇tΦ(ℜB) (by Lemma 2.4)
= ℜ (Φ(A)∇tΦ(B))
= ℜΦ(A∇tB),
which completes the proof. 
6. Choi-Davis inequalities for accretive matrices
Our main target in this section is to present possible extensions of the Choi-Davis inequality (1.5)
to the context of accretive matrices.
Notice that the referred inequality treats matrix monotone functions acting on positive or Hermitian
matrices. However, the definition of f(A) must be clear.
We have seen that the Dunford integral, with a suitable Γ,
f(A) =
1
2πi
∫
Γ
f(z)(zI −A)−1dz(6.1)
provides a convenient definition of f(A), for an arbitrary A and an analytic function f . However, for
our purpose in this section, we will need to define f(A) for matrix monotone functions, via Lemma
1.1. For this purpose, we define f(A) as follows.
Definition 6.1. Let f ∈ m and let A ∈ Mn be an accretive matrix. We define f(A) by
(6.2) f(A) =
∫ 1
0
I!tA dνf (t),
where νf is the probability measure satisfying f(x) =
∫ 1
0 (1!sx)dνf (s).
To justify this definition for accretive matrices, we first prove that the Dunford integral definition
(6.1) coincides with (6.2).
We should remark that when f ∈ m, it is defined on (0,∞). But since f is matrix monotone, it is
analytically continued to C\(−∞, 0]. So, when A is accretive, we are in safe position to write f(A).
Theorem 6.1. Let A ∈ Mn be an accretive matrix and let f ∈ m. If Γ is a closed curve in the
resolvent of A that avoids (−∞, 0] and winds once around each eigenvalue of A, then∫ 1
0
I!tA dνf (t) =
1
2πi
∫
Γ
f(z)(zI −A)−1dz,
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where, in the right hand side, f(z) is implicitly understood to be the value of the analytic continuation
of f to C\(−∞, 0].
Proof. Let A be diagonalizable as A = V −1D[λi]V, where D[λi] is diagonal. Then immediate calcula-
tions show that ∫ 1
0
(I!sA)dν(s) = V
−1D
[∫ 1
0
(1!sλi)dν(s)
]
V
= V −1D
[
1
2πi
∫
Γ
f(z)
z − λi
dz
]
V
=
1
2πi
∫
Γ
f(z)(zI −A)−1dz,
where we have used Proposition 1.2 to obtain the second identity. This shows the result for diago-
nalizable matrices. Now, for a general accretive matrix A, let (Am) be a sequence of digonalizable
matrices converging to A (by density of diagonalizable matrices), in the operator norm. Notice that
when Am → A, we have
〈Ax, x〉 = lim
m
〈Amx, x〉 ⇒ ℜ 〈Ax, x〉 = lim
m
ℜ 〈Amx, x〉 .
So, if A is accretive and ℜ 〈Ax, x〉 > 0, then ℜ 〈Amx, x〉 > 0 for large m. That is, the sequence (Am)
can be assumed accretive diagonalizable, without loss of generality. By the first part of the proof,
f(Am) can be computed using either formula; the harmonic mean formula and the Dunford integral
formula. That is, ∫ 1
0
I!tAmdνf (t) =
1
2πi
∫
Γm
f(z)(zI −Am)
−1dz,(6.3)
where Γm is a closed smooth curve in the resolvent of Am that winds once around every eigenvalue of
Am. Since this is true for any such m, we may select Γm to be a rectangle whose sides are parallel to
the x, y− axes, and whose left vertical side intersects the x−axis at
αm =
1
2
inf
‖x‖=1
〈Amx, x〉 .
Then the right vertical and the two horizontal sides of the rectangle Γm can be selected so that the
rectangle includes all eigenvalues of Am.
Since A is a fixed matrix and Am → A, it follows that for any eigenvalue λ
(m)
k of Am with a
corresponding unit eigenvector x
(m)
k ; 1 ≤ k ≤ n one has, for large m and ‖ . ‖∞ be the usual operator
norm, ∥∥∥Amx(m)k −Ax(m)k ∥∥∥
∞
=
∥∥∥λ(m)k x(m)k −Ax(m)k ∥∥∥
∞
.
Consequently, ∣∣∣λ(m)k ∣∣∣ ≤ ‖A‖∞ + 1;
since m is large and Am → A. This means that the set of eigenvalues {λ
(m)
k : 1 ≤ k ≤ n;m = 1, 2, · · · }
is bounded.
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Now our goal is to find one rectangle, in the right-half plane that contains all these rectangles. Let
α = infm αm. We show that α > 0. Indeed,
α = inf
m
αm
=
1
2
inf
m
inf
‖x‖=1
〈ℜAmx, x〉
=
1
2
inf
‖x‖=1
inf
m
〈ℜAmx, x〉
≥
1
4
inf
‖x‖=1
〈ℜAx, x〉 > 0,
where we have used the fact that 〈ℜAmx, x〉 → 〈ℜAx, x〉 , for every unit vector x, which means
that 〈ℜAmx, x〉 ≥
1
2 〈ℜAx, x〉 for large m. But then, we may chose our sequence Am to satisfy this
inequality for all m.
Now, let γ be the rectangle with sides parallel to the x, y− axes whose left vertical side intersects the
x axis at α and whose other sides are set distant enough to include {λ
(m)
k : k = 1, · · · , n,m = 1, 2, · · · }.
With this construction, (6.3) can be written as∫ 1
0
I!tAmdνf (t) =
1
2πi
∫
γ
f(z)(zI −Am)
−1dz.(6.4)
We first notice that for each t ∈ [0, 1], the mapping X → I!tX is continuous on the class of accretive
matrices. This is due to the fact that the inverse function is continuous on this class. Consequently,
for ecery t ∈ [0, 1],
(6.5) lim sup
m
‖I!tAm − I!tA‖∞ = 0.
Consequently,
lim sup
m
∥∥∥∥
∫ 1
0
I!tAmdνf (t)−
∫ 1
0
I!tA dνf (t)
∥∥∥∥
∞
≤ lim sup
m
∫ 1
0
‖I!tAm − I!tA‖∞ dνf (t)
≤
∫ 1
0
lim sup
m
‖I!tAm − I!tA‖∞ dνf (t)
= 0,
where we have used Fatou’s lemma to obtain the second inequality above. This shows that∫ 1
0
I!tAmdνf (t)→
∫ 1
0
I!tAdνf (t).(6.6)
Similarly, since γ is of finite length, one can show that
1
2πi
∫
Γ
f(z)(zI −Am)
−1dz →
1
2πi
∫
Γ
f(z)(zI −A)−1dz.(6.7)
Now (6.3), (6.6) and (6.7) imply that∫ 1
0
I!tAdνf (t) =
1
2πi
∫
γ
f(z)(zI −A)−1dz.
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Finally, since Γ is a smooth closed curve in the resolven of A that winds once around every eigenvalue
of A, we infer that
1
2πi
∫
Γ
f(z)(zI −A)−1dz =
1
2πi
∫
γ
f(z)(zI −A)−1dz
since the integrand is analytic between γ and Γ, by construction. This completes the proof. 
We remark that in the above proof we have used the continuity of the inverse function on accretive
matrices.
The first application of Definition 6.1 is showing the following representation, which presents the
natural extension of the well known characterization for positive matrices. For completeness of the
proof, it is important to recall that a function f ∈ m can be analytically continued to C\(−∞, 0]. This
means that f(A) can be defined similarly for any A whose spectrum is disjoint from (−∞, 0].
Now when A and B are accretive, Drury [11] showed that the spectrum of the matrix A−1/2BA−1/2
is disjoint from (−∞, 0]; justifying the use of f
(
A−1/2BA−1/2
)
in the following result.
Theorem 6.2. Let A,B ∈ Mn be accretive matrices and let f ∈ m. Then
AσfB = A
1
2 f
(
A−
1
2BA−
1
2
)
A
1
2 .
Proof. By definition,
AσfB =
∫ 1
0
A!tB dνf (t)
=
∫ 1
0
(
(1− t)A−1 + tB−1
)−1
dνf (t)
= A
1
2
∫ 1
0
(
(1− t)I + t
(
A−
1
2BA−
1
2
)−1)−1
dνf (t)A
1
2
= A
1
2 f
(
A−
1
2BA−
1
2
)
A
1
2 ,
which completes the proof. 
We refer the reader to [23], where operator means of accretive operators on Hilbert spaces were
treated. Our definition coincides with the main definition in [23] when we restrict ourselves to Mn.
Our first result in this direction is the following relation between f(ℜA) and ℜ(f(A)).
Proposition 6.1. Let f ∈ m and A ∈ Mn be accretive. Then
(6.8) ℜ(f(A)) ≥ f(ℜA).
Consequently, if A is accretive, then so is f(A).
Proof. We easily notice that
(6.9) ℜf(A) =
∫ 1
0
ℜ(I!tA) dνf (t) ≥
∫ 1
0
(I!t(ℜA) dνf (t) = f(ℜA),
where we have used Lemma 2.7 to obtain the first inequality. 
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On the other hand, a reversed version of Proposition 6.1 can be found for sectorial matrices, as
follows.
Proposition 6.2. Let f ∈ m and A ∈ Mn be accretive such that W (A) ⊂ Sα, for some 0 ≤ α <
pi
2 .
Then
(6.10) ℜ(f(A)) ≤ sec2(α) f(ℜA)
Proof. Using Lemma 2.8, we easily obtain
ℜf(A) =
∫ 1
0
ℜ(I!tA) dνf (t) ≤ sec
2(α)
∫ 1
0
(I!t(ℜA) dνf (t) ≤ sec
2(α) f(ℜA),
which completes the proof. 
Now we are ready to present the first Choi-Davis inequality for accretive matrices extending (1.5).
Theorem 6.3. Let f ∈ m , Φ be a unital positive linear map and A ∈ Mn be an accretive matrix.
Then the following versions of the Choi-Davis inequality hold
ℜf(Φ(A)) ≥ cos2(α) ℜΦ(f(A)).
Proof. Let A be an accretive matrix. notice that
ℜf(Φ(A)) = ℜ
∫ 1
0
I!tΦ(A) dνf (t) (by Definition 6.1)
≥
∫ 1
0
I!tℜ(Φ(A)) dνf (t) (by Lemma 2.7)
=
∫ 1
0
I!tΦ(ℜA) dνf (t) (by (5.1))
= f(Φ(ℜA)) (by Definition 6.1)
≥ Φ(f(ℜA)) (by(1.5))
≥ cos2(α) ℜΦ(f(A)), (by Proposition 6.2)
this completes the proof. 
As an application of Theorem 6.3, we present the follwing accretive version of Lemma 2.1.
Corollary 6.1. Let A ∈ Mn be an accretive matrix and f ∈ m such that W (A) ⊂ Sα. Then for any
unit vector x ∈ Cn,
ℜ 〈f(A)x, x〉 ≤ sec2(α)ℜf (〈Ax, x〉) .(6.11)
Proof. Letting Φ(A) = 〈Ax, x〉 in Theorem 6.3, Φ is a unital positive linear map. Then we have
cos2(α) ℜΦ(f(A)) ≤ ℜf(Φ(A))⇒ ℜ〈f(A)x, x〉 ≤ sec2(α)ℜf (〈Ax, x〉) ,
which completes the proof. 
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Recall that when f ∈ m and A,B ∈M+n , then
f(A∇tB) ≥ f(A)∇tf(B), 0 < t < 1.(6.12)
Next, we present the sectorial version of (6.12).
Theorem 6.4. Let A,B ∈ Mn be accretive matrices such thatW (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 .
Then for any f ∈ m and 0 < t < 1,
ℜ(f(A)∇tf(B)) ≤ sec
2(α)ℜf(A∇tB).(6.13)
Proof. We have
ℜf(A∇tB) = ℜf((1− t)A+ tB)
≥ f((1− t)ℜA+ tℜB) (by Propostion 6.1)
≥ (1− t)f(ℜA) + tf(ℜB) (by Propostion 1.1)
≥ (1− t) cos2(α)ℜf(A) + t cos2(α)ℜf(B) (by Propostion 6.2)
= cos2(α)ℜ ((1− t)f(A) + tf(B)) ,
hence
ℜf(A∇tB) ≥ cos
2(α)ℜ(f(A)∇tf(B)).

Now we present the sectorial version of Lemma 2.15.
Theorem 6.5. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα and let f ∈ m.
Then
(6.14) ℜ(f(A)♯f(B)) ≤ sec4(α)ℜ(f(A∇B)).
Proof. We have
cos2(α)ℜ(f(A)♯f(B)) ≤ ℜf(A)♯ℜf(B) (by Lemma 2.10)
≤
{
sec2(α)f(ℜA)
}
♯
{
sec2(α)f(ℜB)
}
(by Lemma 6.2)
= sec2(α)f(ℜA)♯f(ℜB)
≤ sec2(α)f(ℜA∇ℜB) (by Lemma 2.15)
≤ sec2(α)ℜf(A∇B) (by Proposition 6.1).
Thus, we have shown that
ℜ(f(A)♯f(B)) ≤ sec4(α)ℜ(f(A∇B)),
which completes the proof. 
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7. Norm inequalities for accretive matrices
In this section, we present norm inequalities for accretive matrices. We begin with the following
accretive version of Lemma 2.16.
Proposition 7.1. Let A ∈ Mn be an accretive matrix and let ‖ . ‖ be normalized unitarily invariant
norm . Then for f ∈ m,
(7.1) f(‖ ℜA ‖) ≤‖ ℜf(A) ‖ .
Proof. For accretive A, we have
‖ ℜf(A) ‖ ≥‖ f(ℜA) ‖ (by Proposition 6.1)
≥ f(‖ ℜA ‖) (by Lemma 2.16)
completing the proof. 
A reversed version can be stated as follows, when sectorial matrices interfere.
Corollary 7.1. Let A ∈ Mn be an accretive matrix such that W (A) ⊂ Sα for some 0 ≤ α <
pi
2 and
let ‖ . ‖∞ be the usual operator norm. Then for f ∈ m,
f(‖ ℜA ‖∞) ≤‖ ℜf(A) ‖∞≤ sec
2(α)f(‖ ℜA ‖∞).
Proof. The first inequality follows from Proposition 7.1. For the second inequality, Proposition 6.2
and Lemma 2.1 imply
ℜ 〈f(A)x, x〉 = 〈ℜf(A)x, x〉 ≤ sec2(α) 〈f(ℜA)x, x〉 ≤ sec2(α)f(ℜ 〈Ax, x〉).
Notice that since A is accretive matrix, f(A) is accretive by Proposition 6.1. Taking the supremum
over ‖x‖ = 1 of the latter inequality implies
‖ℜf(A)‖∞ = sup
‖x‖=1
〈ℜf(A)x, x〉 (since f(A) is accretive)
≤ sec2(α) sup
‖x‖=1
f(ℜ 〈Ax, x〉)
= sec2(α)f
(
sup
‖x‖=1
〈ℜAx, x〉
)
(since f is increasing)
= sec2(α)f(‖ℜA‖∞) (since ℜA > 0).
This completes the proof.

Corollary 7.2. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2
and let Φ be a unital positive linear map. Then, for any unitarily invariant norm ‖ · ‖ and any f ∈ m,
cos3(α) ‖ Φ(AσfB) ‖ ≤‖ Φ(A)σfΦ(B) ‖
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Proof. Through the result (5.4) and by applying Lemma 2.11 we get,
cos3(α) ‖ Φ(AσfB) ‖ ≤ cos
2(α) ‖ ℜΦ(AσfB) ‖≤‖ ℜ (Φ(A)σfΦ(B)) ‖≤‖ Φ(A)σfΦ(B) ‖,
which completes the proof. 
Corollary 7.3. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2
and let Φ be a positive linear map. Then, for any unitarily invariant norm ‖ · ‖ and any f ∈ m, we
have for some t ∈ (0, 1)
cos3(α) ‖ Φ(AσfB) ‖ ≤‖ Φ(A)∇tΦ(B) ‖
Proof. By (5.6) and using Lemma 2.11 we get,
cos3(α) ‖ Φ(AσfB) ‖≤ cos
2(α) ‖ ℜΦ(AσfB) ‖≤‖ ℜ (Φ(A)∇tΦ(B)) ‖≤‖ Φ(A)∇tΦ(B) ‖,
which completes the proof. 
Now we are ready to present the accretive version of Lemma 2.17.
Theorem 7.1. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα, 0 ≤ α <
pi
2 and.
Then, for any unitarily invariant norm ‖ · ‖ and any f ∈ m,
‖ f(A+B) ‖≤ sec3(α) ‖ f(A) + f(B) ‖ .
Proof. We have
cos(α) ‖ f(A+B) ‖ ≤‖ ℜf(A+B) ‖ (by Lemma 2.11)
≤ sec2(α) ‖ f(ℜA+ ℜB) ‖ (by Proposition 6.2)
≤ sec2(α) ‖ f(ℜA) + f(ℜB) ‖ (by (2.13))
≤ sec2(α) ‖ ℜf(A) + ℜf(B) ‖ (by Proposition 6.1)
= sec2(α) ‖ ℜ(f(A) + f(B)) ‖
≤ sec2(α) ‖ f(A) + f(B) ‖ (by Lemma 2.11).
Consequently
‖ f(A+B) ‖≤ sec3(α) ‖ f(A) + f(B) ‖,
which completes the proof. 
The norm version of Theorem 6.4 reads as follows.
Corollary 7.4. Let A,B ∈ Mn be accretive matrices such that W (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2
and let f ∈ m. If t ∈ (0, 1), then
‖ f(A∇tB) ‖≥ cos
3(α) ‖ f(A)∇tf(B) ‖
for any unitarily invariant norm ‖ · ‖.
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Proof. By (6.13) and using Lemma 2.11, we get
‖ f(A∇tB) ‖≥‖ ℜf(A∇tB) ‖≥ cos
2(α) ‖ ℜ (f(A)∇tf(B)) ‖≥ cos
3(α) ‖ f(A)∇tf(B) ‖ .

Next, we present the accretive version of Lemma 2.3.
Theorem 7.2. Let A,B ∈ Mn be accretive matrices such thatW (A),W (B) ⊂ Sα for some 0 ≤ α <
pi
2 .
Then for any unitarily invariant norm ‖ · ‖ and any f ∈ m,
‖ AσfB ‖≤ sec
3(α) (‖ A ‖ σf ‖ B ‖) .(7.2)
Proof. Noting (4.4), Lemma 2.11 and Lemma 2.3, we have
‖ AσfB ‖ ≤ sec(α) ‖ ℜ(AσfB) ‖≤ sec
3(α) ‖ ℜA σf ℜB ‖
≤ sec3(α) (‖ ℜA ‖ σf ‖ ℜB ‖) ≤ sec
3(α) (‖ A ‖ σf ‖ B ‖) ,
which completes the proof. 
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