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Abstract— In this paper, we study the multi-robot task
allocation problem where a group of robots needs to be allocated
to a set of tasks so that the tasks can be finished optimally. One
task may need more than one robot to finish it. Therefore the
robots need to form coalitions to complete these tasks. Multi-
robot coalition formation for task allocation is a well-known
NP-hard problem. To solve this problem, we use a linear-
programming based graph partitioning approach along with
a region growing strategy which allocates (near) optimal robot
coalitions to tasks in a negligible amount of time. Our proposed
algorithm is fast (only taking 230 secs. for 100 robots and 10
tasks) and it also finds a near-optimal solution (up to 97.66%
of the optimal). We have empirically demonstrated that the
proposed approach in this paper always finds a solution which is
closer (up to 9.1 times) to the optimal solution than a theoretical
worst-case bound proved in an earlier work.
I. INTRODUCTION
Due to the inherent complexity of real world tasks (e.g.,
search and rescue, fire extinguishing, information collection)
and limited capabilities of the available robots in the market,
it is almost impossible for one robot to finish a complex
task. As a result, cooperation among the robots is one of
the basic requirements for any task completion. One form
of cooperation among robots is coalition formation, where
a subset of available robots forms a team that is assigned
to a specific task. In this paper, we do not study how the
task is subdivided among the members of a robot coalition.
Instead, we study how a set of N robots can be optimally
divided into M coalitions to complete M tasks. Most of the
previous research in coalition formation deals with software
agents [6], [8], [12]. But real-world complexities, such as the
on-board computational power of the robots and constrained
communication, tend to limit the number of robots these al-
gorithms can handle. The approach of this paper successfully
handles as many as 100 robots.
The problem of coalition formation for multi-robot task
allocation can be described as follows: given a set of M
tasks and N robots (N > M ), how to partition the robot
group optimally into coalitions where each coalition will be
assigned to a unique task. It has been proven that multi-
robot coalition formation problem for task allocation is NP-
hard to both solve exactly and to approximate within a
factor of O(M1−),∀ > 0 [13]. Therefore, solving the
coalition formation problem for multi-robot task-allocation
in a reasonable amount of time while retaining the quality
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of the formed coalitions is an extremely challenging problem.
In this paper, we propose an efficient algorithm for coalition
formation by a group of mobile robots for task allocation so
that the algorithm can run on the robots’ on-board computers.
We present a novel value function for the tasks which
is used to assign only the required number of robots to
each task. We also present a distance-based cost function
to minimize the travel distances by the robots to the tasks.
Our approach employs a clustering-based coalition formation
methodology [1]. Clustering is a technique of gathering
‘common’ elements under the same label. We exploit this
idea to allocate nearby robots considered as ‘common’ to the
same cluster, centered around a specific task, while distant
robots are assigned to different tasks. Results show that our
approach finds a near-optimal solution (up to 97.66% of the
optimal) in a negligible amount of time.
II. RELATED WORK
Autonomous robots need to cooperate with each other
to complete complex tasks at hand. Forming teams (or,
coalitions) for efficient task completion is a computation-
ally hard problem. One of the earliest studies on task
allocation via coalition formation is due to Shehory and
Kraus [14], in which the authors have proposed a greedy
algorithm that is guaranteed to find a solution within a
factor of (k + 1) of the optimal where k is maximum size
of any coalition formed. Coalition formation by a multi-
agent system has been studied extensively in the following
decade. Optimal [9], [10] and near-optimal [11] solutions
for coalition formation have been proposed. Most of these
proposed algorithms employ a search-based technique to find
the best solution. Although coalition formation algorithms
have been developed frequently in the last decade, very few
of them are targeted for multi-robot/agent task allocation
[13]. Taxonomies of coalition formation algorithms for task
allocation are proposed in [5], [4]. Following the taxonomy
in [4], our work in this paper can be classified as addressing
a single-task robot and multi-robot task problem. In other
words, each robot is capable of completing only one task
at a time and each task requires more than a single robot
to finish. A distributed solution which formulates the coali-
tion formation problem for multi-agent task allocation as
a distributed set partitioning problem is proposed in [15].
In [13], the authors have proposed a modified version of
the algorithm proposed in [14] and the complexity of their
algorithm, (O(N
3
2M)), is polynomial compared to that of
Shehory and Kraus [14], which is O(NkM), exponential on
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the size of the largest coalition. However, both [13], [14]
report similar sub-optimality guarantees.
Our proposed solution in this paper generates coalitions
using a correlation clustering technique [1], [3]. It is a
very commonly used technique in machine learning and
pattern recognition. In correlation clustering, highly corre-
lated points, robots in our case, are assigned to the same
clusters whereas the points with low correlation are allocated
to different clusters. One cluster is formed centering on
one specific task and the result of this clustering process
is equivalent to the generation of non-overlapping coalitions
of robots.
III. PROBLEM DEFINITION AND NOTATIONS
Let R = {r1, r2, .., rN} denote a set of N robots. Each
robot is characterized by a tuple 〈Pi, θi〉 where Pi and θi
respectively denote the position and the orientation of the
robot ri. We assume that each robot is able to localize
itself in the environment using an on-board GPS. Let T =
{t1, t2, .., tM} denote a set of M tasks (N > M ). Any task
tj is characterized by a tuple 〈Pj , Oj〉 where Pj and Oj
respectively denote the task location and optimal number of
robots needed to finish that task. The value of Oj for each
task tj is pre-defined and this information is assumed to be
available with the robots. We assume that
∑
1≤j≤M Oj = N .
The robots are homogeneous in nature, i.e., any robot can be
exchanged with any other robot. The environment is assumed
to be a rectangle of size length× width is discretized into
a set of square cells (denoted by cell) and one cell can only
be occupied by at most one robot or one task at a time.
A coalition c ⊆ R is a team of robots assigned to one task.
Without loss of generality, we sometimes call a coalition a
cluster. A coalition structure CS, defined as a partition, can
be thought of as a set of non-overlapping clusters which
covers all the robots. Let CS = {c1, c2, · · · , cM} denote
a coalition structure with ci assigned to task ti for i =
1, 2, · · · ,M . Let ζ denote the set of all possible partitions,
and hence CS ∈ ζ.
Value Function As the robots are homogeneous, the effec-
tiveness of any robot coalition depends solely on the size of
the coalition. We define V al : CS → R, a value function
that assigns a virtual reward to a coalition and is defined as
V al(ci) = O
2
i − (Oi − |ci|)2. (1)
V al ensures that if the coalition ci assigned to a certain task,
ti, has Oi members in it, i.e., |ci| = Oi, then that coalition
earns the maximum possible value. If the size of the coalition
is greater or less than the associated Oi, then the value of the
coalition is not the highest. On the other hand, if |ci| > 2|Oi|,
then the value of the coalition becomes negative. This makes
sure that none of the formed coalitions is too large in size if
it is not required by the pre-defined O value. We define the
value of a coalition structure as the summation of values of
all the coalitions in it, i.e., V al(CS) =
∑
∀ci∈CS V al(ci).
Note that the maximum value of any coalition structure can
be mathematically computed as follows: MAX V AL =∑
1≤j≤M O
2
j .
Cost Function The robots are initially randomly placed in
the environment. When a robot is assigned to a task as part of
a coalition, it needs to move to the task location to complete
the task. Each robot spends a certain amount of energy (in
terms of battery power) to move from one point to another.
This is represented using the proposed cost-distance func-
tion, defined as costdist(ri, tj) =
d(Pi,Pj)√
length2+width2+1
where
d denotes the Euclidean distance between two locations. We
next define the quantity fval(ri, tj) = 1− costdist(ri, tj) to
represent the probability of a pair of robots or robot-task pair
being in the same coalition. From here, we can calculate the
‘similarity’ between a task and a robot [3] as
w(ri, tj) = ln
(
fval(ri, tj)
1− fval(ri, tj)
)
. (2)
We use the same function to represent the similarity between
two robots ri, rj . A higher value of w indicates that the
members of the pair of robots or the robot-task pair are
‘similar’ and they should be in the same coalition, while
a lower value of w would mean that they are ‘dissimilar’
and should be in different coalitions. To ensure that no two
tasks are part of the same coalition, we define their similarity
to be highly negative.
Problem Objective The problem objective is to find a
set of coalitions for all the tasks such that the generated
coalition structure has the minimum cost, while its value is
the maximum. For each coalition ci ∈ CS assigned to task
ti, a cohesion function is defined as follows:
Co(ci) =
∑
rj∈ci
w(rj , ti) +
∑
rj ,rl∈ci,j 6=l
w(rj , rl)
and the cohesion quality of CS is
CQ(CS) =
∑
∀ci∈CS
Co(ci).
Now we can formally define the multi-robot task allocation
problem as follows:
Definition 1: Given a set of N robots and M tasks and
each task ti requiring Oi number of robots to finish it, find
the coalition structure CS∗ containing M coalitions (to be
assigned to M tasks) where:
CS∗ = arg max
CS∈ζ
CQ(CS),
also satisfying
V al(CS∗) =MAX V AL.
IV. COALITION FORMATION ALGORITHM
FOR TASK ALLOCATION
The total number of possible coalition structures (parti-
tions) is exponential in the number of robots. For N robots,
and a fixed size M, 1 ≤M ≤ N , the total number of coali-
tion structures containing exactly M non-empty coalitions is
given by the Stirling number of the second kind: S(N,M) =
1
M !
∑M
i=0(−1)i
(
M
i
)
(M − i)N . Thus the number of possible
coalition structures grows exponentially in the number of
robots. With the goal of reducing the complexity of finding
the optimal coalition structure, we use the framework of [3]
which models the set of robots and tasks as a weighted
complete graph. The robots and tasks are represented by
vertices of the graph and edge weights correspond to the
‘similarity’ of a pair of robots or robot-task being in the same
coalition. The cohesion quality of a given coalition structure
(partition of robots into coalitions) is calculated by summing
the edge weights of all edges that are between robots in
the same coalition. If two robots are in different coalitions,
the weight of the edge between them is not included in the
sum. To actually generate a coalition structure, we use a
graph partitioning algorithm to split the vertices (robots) into
groups (coalitions) under the constraint that the generated
coalition structure has close to optimal cohesion quality.
A. Linear Programming Formulation for Graph Partitioning
For our purposes, G = (A,E,w) will be an undirected,
weighted, complete (fully-connected) graph. A is the set of
vertices which corresponds to the set of robots R and set
of tasks T i.e. A = T ∪ R, and E is the edge set which
consists of all possible pairs of robots and tasks from A (thus
|E| = (|R|+|T |2 )). The edge weight function w : E → R is
as defined in Eq. (2).
For any given coalition structure CS, the penalty is defined
by
Pen(CS) = Penp(CS) + Penm(CS), (3)
where Penp(CS) corresponds the sum of positive edge
weights across different coalitions and Penm(CS) corre-
sponds to the sum of negative edge weights within the same
coalitions. More specifically:
Penp(CS) =
∑
w(ri,rl)>0
ri∈ck1 ,rl∈ck2 ,
k1 6=k2
|w(ri, rl)|+
∑
w(ri,tj)>0
ri∈ck1
k1 6=j
|w(ri, tj)|
(4)
Penm(CS) =
∑
w(ri,rl)<0
ri,rl∈cj
|w(ri, rl)|+
∑
w(ri,tj)<0
ri∈cj
|w(ri, tj)|
(5)
Note that the subscript of a coalition matches the subscript
of the task it is assigned to i.e. coalition cj corresponds
to task tj . The penalty incorporates both positive weighted
edges between different coalitions and negative weighted
edges that are part of the same coalition. Through the max-
imization of the sum of edge weights within coalitions, the
optimal coalition structure is obtained, considering only the
function CQ(CS), without the V al(CS) function. Through
minimization of the penalty, the cohesion quality function
(CQ(CS)) of the coalition structure is maximized [2].
As specified in [3], for each edge e = (ai, aj) ∈ E, where
ai, aj ∈ A, binary variables xai,aj ∈ {0, 1} for a clustering
(coalition structure) CS are defined as: xai,aj = 0↔ ∃cl ∈
CS : ai, aj ∈ cl (i.e., ai, aj are in the same coalition) and
xai,aj = 1 ↔ ∃ck1 , ck2 ∈ CS, k1 6= k2 : ai ∈ ck1 , aj ∈ ck2
(i.e., ai, aj are in different coalitions). We will use xai,aj
and xe interchangeably from here on. The Pen(CS) is then
reformulated using the following non-negative constants:
me =
{ |w(e)| if w(e) < 0
0 if w(e) ≥ 0
pe =
{ |w(e)| if w(e) > 0
0 if w(e) ≤ 0
Pen(CS) is then given as:
Pen(CS) =
∑
e∈E
pexe +
∑
e∈E
me(1− xe) (6)
As stated previously, finding a coalition structure with
minimal penalty is equivalent to finding the structure with
maximal cohesion quality CQ(CS). This problem is given
as the following 0-1 integer linear program:
min:
∑
e∈E
pexe +
∑
e∈E
me(1− xe)
constraints:
xai,aj ∈ {0, 1},∀ai, aj ∈ A, i 6= j
xai,aj + xaj ,ak ≥ xai,ak ,∀ai, aj , ak ∈ A, i 6= j 6= k
xai,aj = xaj ,ai∀ai, aj ∈ A, i 6= j
The second constraint is the triangle inequality, while
the third is the symmetry constraint. These ensure that a
valid coalition structure is generated from the solution.
Since this problem is NP-complete, it is relaxed to a linear
program with the same objective function and the following
constraints: [3], [2]:
xai,aj ∈ [0, 1],∀ai, aj ∈ A, i 6= j
xai,aj + xaj ,ak ≥ xai,ak ,∀ai, aj , ak ∈ A, i 6= j 6= k
xai,aj = xaj ,ai∀ai, aj ∈ A, i 6= j
Algorithm 1 shows the pseudo-code for the coalition
structure formation based only on the cohesion quality. This
process runs in polynomial time (in N ) and gives a O(logN)
approximation (see [3]). Although this problem can be solved
in polynomial time, the solution may be non-integer i.e.
fractional. Note that, if 0 < xai,aj < 1, then there is no
definite answer and we can think of xai,aj as the probability
that ai, aj are in different coalitions. In this case, there is
extra work to be done in order to determine whether or
not ai, aj are in the same coalition. This ‘rounding off’
procedure is explained in the next section (IV.B Region
Growing). It may also happen that some robots are not
assigned to any coalition where there is a task. They may
be in their own singleton coalition, or may be in a cluster
with other robots but no task. In this case, extra work also
has to be done to assign the robots to the best possible
coalition. In fact, in such a case, there will be coalitions
with tasks that will not have a sufficient amount of robots
to complete the task, since in our formulation it is assumed
that the total number of robots needed to complete all tasks
is exactly N . The region growing technique explained in the
next section can also be used in these scenarios. Another
situation to consider is that even if an integer solution is
obtained, the value of the coalition structure found may not
be the maximum (MAX V AL), meaning some coalitions
will have too many or too few robots. In this case also, we
use the region growing algorithm to optimize the value.
Algorithm 1: Coalition structure formation based on the
CQ function
Input: R: A set of robots;
T : A set of tasks.
Output: CS: A coalition structure;
Rua: A set of unassigned robots.
1 Rua ← ∅
2 for each (ai, aj) ∈ A, (A = T ∪R) do
3 Calculate w(ai, aj).
4 Set the linear program constraints after calculating the penalty
function (Eq. 6)
5 Obtain a solution that satisfies the above-mentioned
constraints by solving the linear program.
6 if 0-1 integer solution is obtained then
7 Whenever xai,aj = 0, group ai, aj into the same
coalition. This will create a valid coalition structure CS
(due to the symmetric and triangle inequality
constraints).
8 if V al(CS) 6= MAX V AL then
9 Use the Region Growing algorithm (Algorithm 2)
10 else
11 return CS.
12 else
13 Add the robots, for which all the edges including them
yields a fractional solution, to Rua.
14 Use the Region Growing algorithm (Algorithm 2).
B. Region Growing
The coalition structure found by the Algorithm 1 maxi-
mizes the cohesion quality of CS, but does not take the value
of CS into consideration. For this reason, it might so happen
that one of the coalitions formed in this stage is unnecessarily
large and as a consequence, while other coalitions may be
smaller in size than required. For instance, let us suppose that
in a warehouse, M stacks of boxes need to be moved from
one place to the other. In this case, each stack of boxes needs
four robots to carry it, because otherwise, either the stack will
fall or it is probably too heavy for a fewer number of robots.
On the other hand, if there are too many robots assigned to
one task, then resources will be wasted. In this example, if
the robot-coalition size is less than four, then the coalition
is useless. In order to address such scenarios effectively, our
objective function (Definition 1) requires the value of the
coalition structure to be maximized, after minimizing the
cost of forming it. Therefore, the region growing algorithm
aims to optimize the value of the coalition structure found
by the linear programming approach.
The region growing algorithm is executed under one or
both of the following conditions: first, the solution found in
the previous stage is fractional; or second, for the coalition
structure (CS) found by the linear programming solution,
V al(CS) 6= MAX V AL. In the region growing process, a
virtual ball (centered around a task) is iteratively grown. This
Algorithm 2: Region Growing algorithm for value opti-
mization and assigning unassigned robots to tasks
Input: CS: Current coalition structure (result of the linear
programming solution);
Rua: unassigned robots.
Output: CS′: The final coalition structure.
1 Tsort ← Sort the tasks T in descending order of the number
of robots assigned to them.
2 for ti ∈ Tsort do
3 ci ← current coalition from CS formed for task ti
4 while |ci| < Oi do
5 rad← length(cell)
6 Grow a virtual ball of radius rad around ti
7 if rj ∈ Rua AND dist(rj , ti) ≤ rad then
8 ci ← ci ∪ rj /*CS is updated to CS′*/
9 Rua ←Rua \ rj
10 rad← rad+ length(cell)
11 if |ci| > Oi then
12 Remove the farthest robots rk ∈ ci s.t. |ci| = Oi
/*CS is updated to CS′*/
13 Rua ←Rua ∪ rk
ball decides which robots are ultimately clustered together
for a particular task and which robots are removed from
a cluster previously formed during the linear programming
phase. This can happen if one coalition size was initially too
large resulting from the previous solution. A ball is grown
for each task. The region growing algorithm terminates when
each robot is allocated to some task (i.e., assigned to a
cluster).
Let Rua ⊆ R denote the set of unassigned robots. One
robot can be unassigned from any task because of one of
the following two reasons: first, a fractional solution has
been found in the previous round for this particular robot; or
second, the cluster previously formed is unnecessarily large
for the task. Before the start of the region growing algorithm,
the set Rua is initialized with all robots unassigned to any
cluster in the previous stage.
In the region growing algorithm (shown as Algorithm 2),
a virtual ball of a certain radius (rad) is grown for each
task (with the task as its center) iteratively. Note that rad is
initialized to one cell length. In other words, the ball will
encompass all the robots which are one cell-away from the
task ti. In the next iteration, the radius is increased to two-
cell length. If ti’s virtual ball has already engulfed Oi robots
in it, then we stop growing the ball any further for this task.
If there were more than Oi robots assigned to this task,
then those robots are declared unassigned now and added
to the set Rua. Note that, the virtual ball of any task can
engulf not only the already allocated robots to it in the linear
programming phase, but also the robots which are part of the
set Rua.
Lemma 1: The worst-case time complexity of the region
growing algorithm is O(MN).
Proof: The worst-case time complexity of the region growing
algorithm is easily seen to be O(MN) as follows. In step
1, the M tasks are sorted in the descending order of the
number of robots assigned. This will be of complexity
O(M logM). The time complexity for the rest of the al-
gorithm can be determined by observing that |Rua|, the
number of unassigned robots must be reduced to zero. Of
course, since |Rua| ≤ N , if s iterations are required (by
growing the region with increasing radii each time) for each
coalition ci, i = 1, 2, · · · ,M , the modification of Rua
and ci together will take at most sMN = O(MN) time.
Thus, the time complexity of the region growing algorithm
is O(M logM + MN). Since N > M , we conclude the
complexity is O(MN).
Lemma 2: Each task ti will get Oi number of robots
assigned to it.
Proof: First, note that,
M∑
j=1
Oj = N . This also means that,
the total number of extra robots (based on O-value) assigned
to some tasks is equal to the total number of less robots
assigned to the rest of the tasks. Therefore, if any task tj is
assigned more robots than Oj , then there is definitely one
task tk for which |ck| < Ok. When the tasks are sorted in
descending order, the first task t1 in the list Tsort will have
either exactly O1 or more robots assigned to it. If |c1| = O1,
then we move on to t2. If |c1| > O1, then we detach the extra
(|c1| −O1) robots from it and put them into the set Rua. If
|cj | < Oj for any task tj ∈ Tsort, j > 1, then robots from
Rua will be assigned to tj . Thus, every task, tj , will have
exactly Oj robots assigned to it, i.e., |cj | = Oj ,∀tj ∈ T .
V. EXPERIMENTS
A. Settings
We have implemented our algorithms using the Java
programming language, and ran tests on a desktop computer
(Intel i7-7700 processor, 16GB RAM). We varied the number
of robots (N ) between [10, 100] in steps of 10 and selected
the number of tasks (M ) from the set [2, 4, 6, 8, 10]. Remem-
bering that the maximum value of S(N,M) could grow ex-
ponentially with increasing M , We have kept the number of
tasks at a maximum level of 10 so that the number of possible
partitions to consider does not become prohibitively large.
Additionally, note that if the task count was greater than
50% of the number of robots, that robot-task pair was not
considered. The distinct 2D locations of the robots and the
tasks were randomly generated from U({[1, 100], [1, 100]}).
Also, we considered all possible ways of assigning optimal
numbers of robots for the tasks at hand. Thus, for each pair
(N,M) we considered for experimentation, we generated all
possible Oi’s by partitioning N into exactly M parts using
integer partitioning. For example, with N = 10 and M = 2,
the set of Oi’s generated and tested are {{9,1}, {8,2},
{7,3}, {6,4}, {5,5}}. The results presented here represent
the averages of the results obtained over 10 runs with each
of these settings.
B. Results
In this section, we discuss our main findings from the
experiments.
Comparison with the optimal: We have implemented a
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Fig. 1. (a) Runtime comparison on log-scale with a brute-force algorithm
[7] (4 tasks); (b) Distance-based cost comparison with the optimal solution
(higher is better – 1 being the best-case). Dotted lines indicate the theoretical
bounds [13] and the solid lines indicate the performances of our proposed
approach.
brute-force algorithm [7] that finds the optimal solution
which can be compared with the solution produced by our
proposed approach. As our proposed strategy always finds
a solution with the maximum value, we found the coalition
structure using the brute-force method which has the max-
imum value (using Eq.1) and the minimum cost among all
the maximum-valued coalition structures. We could test this
algorithm for up to 12 robots and 4 tasks after which it
became prohibitive on our test machine. Two metrics have
been compared: 1) runtime and 2) total distance-cost among
the robots and the tasks they are assigned to. The result
is shown in Figure 1. As expected, this result (Fig. 1.(a))
shows that the brute-force algorithm takes considerably more
time than our proposed approach (up to 1630 times for 12
robots and 4 tasks). On the other hand, using our proposed
approach, the robots need to travel almost similar amount
of distances compared to the optimal solution. For example,
with 6 robots and 2 tasks, the total distance traveled by the
robots using the optimal solution was 296.49m.; using our
approach it was 303.58m.; and this indicates a 97.66% near-
optimal result. Moreover, our proposed approach performs
near-optimally in terms of finding the coalition structure
with the lowest distance-cost measurement while keeping
the value of the coalition structure optimal (Fig. 1.(b)). As
the more distance traveled by the robots would result in
higher battery expenditure, without loss of generality, we
may claim that our proposed approach would eventually be
able to bound the battery expenditure at a near-optimal.
We also compare this distance-cost ratio to the optimal
with a theoretical worst-case bound proved in [14], [13]. The
plot of this theoretical bound (maxi∈[1,m]Oi + 1) is shown
in Fig. 1.(b). This figure shows that our method always finds
a significantly better solution in terms of closeness to the
optimal in each of the test cases. The maximum and the
minimum difference of these two ratios are found to be 9.1
times (for 12 robots and 2 tasks) and 3.61 times (for 8 robots
and 4 tasks).
Performance of our approach: Next, we show how the
performance of our proposed approach scales with a large
set of robots and tasks. First, we test how the runtime of
our proposed algorithm scales for up to 100 robots and 10
tasks. As can be observed in Fig. 2.(a), the maximum time
taken by our approach is about 230 secs. for 100 robots
being assigned to 10 tasks. Note that, for this setting, the
astronomical number of possible coalition structures is 2.75×
1093.
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Fig. 2. (a) Runtime of our approach; (b) Normalized average distance-cost
the robots.
In Fig. 2.(b), we show how the normalized average dis-
tance (
∑
ri,tj
costdist/N ) traveled by the robots for moving
from their initial locations to their allocated task locations
changes with different number of robots and tasks. In this
figure, an almost-static trend can be noticed while the max-
imum difference between any two cases being about 0.06.
This shows that the average distance traveled by the robots
does not change significantly with varying N and M . We
are also interested to see how much gain we make in terms
of the value of the a coalition structure by using the region
growing algorithm. Remember that the linear programming
component does not take the O-values into account while
forming the best coalition structure. Therefore, we cannot
guarantee that this coalition structure will have the value
MAX V AL. It is evident from the result (Fig. 3.(a)) that we
always gain a significant amount of coalition structure value
by using the region growing algorithm (up to 3.2 × 105%).
In Fig. 3.(b), we see that the value of the coalition structure
produced as a final output is always the optimal thus showing
the importance of the region growing algorithm.
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Fig. 3. (a) Increment in coalition structure value from the linear program-
ming solution by using the region growing algorithm; (b) Comparison with
the optimal value (1 being the best-case).
We have empirically demonstrated that although we min-
imize the cost and maximize the value of the coalition
structures in two successive procedures, our approach could
still form a coalition structure (i.e., a set of coalitions
assigned to the tasks) which not only has the optimal value,
the cost of it is also very close to the optimal. Also, this
near-optimal result is produced in a negligible amount of
time given the notoriously intractable nature of the problem.
VI. CONCLUSION AND FUTURE WORK
We have proposed a multi-robot coalition formation algo-
rithm for task allocation inspired by the idea of correlated
clustering. Our proposed approach first finds a coalition
structure with the minimum cost using a linear programming-
based graph partitioning formulation and next, using a region
growing approach, it optimizes the value of this found
coalition structure. We have empirically shown that our
proposed approach can yield a near-optimal solution within
an insignificant amount of time. This approach also performs
significantly better compared to a previously proposed theo-
retical bound. In the future, we plan to make this approach
distributed so that we can avoid the single point of failure.
Also, we plan to implement this approach on a group of
robots in a real-world setting.
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