In this paper, three theorems on multisource information theory are introduced, then analysis and proof of them are given. Source coding with SI and joint source coding problem can be used in wireless MAC channel, while source coding with one or two helpers can be used in wireless BC channel. Finally numerical results in a wireless relay network and discussion of them are given..
Introduction
Network information theory as a branch of information theory in the 1970's had a vigorous development. Its name network information theory, since it considers the situation that multiple users transmit or receive signals at the same time, they form interrelated network system. Typical examples are: a source for multiple sinks -broadcasts; multiple sources for one sink-multiple accesses; a transport service between the source and the sink -relay channels, etc. [2] .
For the above three channels, only the optimal solution of the multiple access channel has been found so far in wireless mobile communication technology. But with the formation of dual issues of the broadcast channel, after more than thirty years of efforts, has not been fully resolved by researchers [3, 4] . A special case of Gaussian white noise multi-antenna in wireless channel is studied in [5] . With the application of relay network in electrical power Unified Communication, such that the flat, self-organization, ubiquitous trends, the network information theory in the wireless channel was much more studied in-depth [6] . For power line communication system, organized as a mesh network, while meeting the trouble shouting problems, broadcast was adopted to inform the dispatching center.
The rest of the paper is organized as follows. In section 2, we discuss the multisource encoding problem with side information. In section 3, we focus on three-source multiple access channel (MAC) problem. In section 4, we analyse source encoding with two helpers problem. In section 5, we give an implementation of these problems in a wireless relay network, and discuss the numerical results. In section 6, we give the conclusion.
The Model of Multisource Network Information
Network information theory in the multi-user wireless communication problems, can be seen as a secondary information sharing. Here we discuss the source encoding problem with side information, which can be described in nR can reach the rate R , the error probability is met: , and ()
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can completely represent the discrete memoryless channel (DMC) coding.
The former Splenian problem is extended to three-source multiple access channel (MAC) problem. as shown in figure 2. incorrectly, an error occurs. If the rate of the message pair is reachable, the error probability approaches zero if and only if n approaches infinity. The set of these rate pairs is called the capacity domain of the MAC channel. The capacity domain is convex pentagon, and the capacity pair satisfies inequality of theorem 2.
Theorem 2: The capacity domain of the three sources satisfies the following inequalities [7] ( , ) : 
Using the similarity method of theorem 1 to prove the two sources, we can get the conclusions, here omitted.
Source encoding with two helpers
The following analysis has two helpers of the situation, how to effectively use side information, see 
The optimal problem to choose U , such that ( ; )
I U Z is large, yet is ( ; ) I U Y constrained. So the simulation system can be presented as Applying these theories to design joint network and Gelfand-Pinsker coding for 2-receiver Gaussian broadcast channels with receiver side information. The coding method provides a unified coding structure for general side information configurations.
Using the proposed method and joint interference cancelation, we derive a unified inner bound to the capacity region of 2-receiver Gaussian broadcast channels under general side information configuration. The parameters for the simulation are set as follows: the frame length for the codeword is 5×10 4 , QPSK modulation is used on the fading link which is changed for every codeword, the rate of the outer code is 1/2, threshold for frame dropping scheme is 0.8. Fig.6 shows the overall BLER performance and the rate on the relay Unified Communication's link.
The decoding process can only be implemented at codeword level rather than on the bit level. A LLR amplitude threshold is set, and when identifying unreliable bits, the joint entropy is measured to examine the feasibility of further lossless decoding. As the plot indicates, identifying unreliable bits actually increases the average joint entropy.
For one particular channel, the conditional probability density function for the overall received signal is increases the cardinality of a code symbols, since they become ternary rather than binary [10] . We discover that unreliable bits tend to spread evenly across an entire codeword, and hence their location cannot be efficiently encoded using run length coding. We also measure joint entropy at even lower SINR and discover that only when SINR is smaller than −5dB will the joint entropy after the unreliable bit identification be smaller than the original joint entropy. And the error spread along with the decoding Markov chains.
Conclusion
Analysis and proof of three theorems on multisource information theory are given. The implementation of them in wireless relay networks has been introduced in wireless power communication. Numerical results show that the original information can be retrieved in accordance with theorems mentioned above.
