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abstract
L'opposition oral/eÂcrit est analyseÂe aÁ travers la variation dans les proportions
des cateÂgories grammaticales dans vingt-et-un corpus oraux et eÂcrits italiens,
neÂerlandais, francËais et d'interlangue francËaise. Une analyse factorielle permet
d'extraire une dimension unique sur laquelle s'opposent deux groupes de
cateÂgories grammaticales. Les substantifs, les articles, les adjectifs et les preÂposi-
tions se situent preÁs du poÃle neÂgatif tandis que les pronoms, les verbes, les
adverbes, les interjections et les conjonctions se situent preÁs du poÃle positif de
cette dimension qui re¯eÁte le continuum de la deixis. Les corpus oraux se
situent preÁs du poÃle deÂictique/implicite et s'opposent aux corpus eÂcrits qui se
rapprochent du poÃle explicite du continuum. Les eÂnonceÂs oraux sont
davantage ancreÂs dans le contexte spatio-temporel du locuteur tandis que le
discours eÂcrit est geÂneÂralement plus indeÂpendant du contexte spatio-temporel,
ce qui explique son caracteÁre plus nominal et sa proportion plus importante de
mots essentiellement non-deÂictiques ou explicites.
1 introduction
L'oral et l'eÂcrit sont `aÁ la fois des abstractions et des cateÂgories dif®ciles aÁ isoler
(puisque les faits de socieÂteÂ nous obligent aÁ les consideÂrer comme en
continuum); mais ce sont des ordres qu'il serait faÃcheux de ne pas distinguer
dans la description' constate Gadet dans son eÂtude intituleÂe treÁs justement Une
distinction bien fragile: oral / eÂcrit (1996b: 26).
On pourrait donc se demander, premieÁrement, s'il est possible de distinguer
l'oral et l'eÂcrit aÁ l'aide de criteÁres linguistiques rigoureux, et, deuxieÁmement,
s'il existe des mesures objectives permettant de placer quelconque extrait de
discours sur le continuum oral/eÂcrit. Une mesure re¯eÂtant la distinction
essentielle entre l'oral et l'eÂcrit permettrait de deÂpasser les classements relative-
ment subjectifs des registres (1) utiliseÂs aÁ l'oral et aÁ l'eÂcrit (voir par exemple
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Peytard, 1970; 1977). Le placement d'un extrait de discours sur le continuum
oral/eÂcrit pourrait se faire indeÂpendamment de la situation de communication
dans laquelle il a eÂteÂ produit et ne deÂpendrait plus de criteÁres relativement
super®ciels comme la preÂsence de mots familiers ou l'omission du `ne' dans la
neÂgation. Il permettrait ®nalement d'analyser la variation aÁ l'inteÂrieur de l'oral
et de l'eÂcrit et de deÂcouvrir les chevauchements eÂventuels (Marty, 1991) entre
les deux modaliteÂs: l'eÂcrit dans l'oral et l'oral dans l'eÂcrit. L'abondante
litteÂrature sur ce sujet (voir Gadet, 1996c) pourrait suggeÂrer que la dif®culteÂ de
deÂ®nir et d'isoler ces cateÂgories a eÂteÂ affronteÂe et reÂsolue.
Notre analyse approfondie de quelques travaux importants en la matieÁre
reÂveÁle cependant des lacunes, des probleÁmes d'interpreÂtation lieÂs aÁ des choix
meÂthodologiques et ®nalement l'absence d'une mesure valide qui re¯eÁte
l'essence de l'oral et de l'eÂcrit. Gadet (1996a) regrette l'absence d'une
deÂ®nition empirique des registres. Ceux-ci sont deÂ®nis par les situations dans
lesquelles ils ont eÂteÂ produits. Elle constate en outre que les termes censeÂs
repreÂsenter un meÃme niveau ne sont jamais synonymes aÁ cause de la varieÂteÂ de
gammes sur lesquelles ils jouent.
Nous tenterons dans le preÂsent travail d'eÂviter les nombreux eÂcueils
meÂthodologiques et theÂoriques, et nous proposerons une mesure que nous
estimons theÂoriquement et empiriquement plus solide, et capable de distinguer
des extraits de discours oraux et eÂcrits appartenant aÁ des langues diffeÂrentes,
indeÂpendamment de la situation dans laquelle ils ont eÂteÂ produits.
2 approches et mEÂ thodologies
Les recherches sur l'opposition oral/eÂcrit se classent en deux grandes
cateÂgories: d'une part l'approche non-quantitative ouÁ l'on essaye de saisir
l'essence des deux types de discours en deÂpassant les pheÂnomeÁnes de surface
(Gumperz; Kaltman et O'Connor, 1984); d'autre part l'approche quantitative,
ouÁ l'on tente de reÂpertorier les eÂleÂments caracteÂristiques des deux modaliteÂs en
se basant sur leur freÂquence dans le discours. Les eÂtudes quantitatives ont
souvent abouti aÁ des reÂsultats contradictoires, ce qui n'est gueÁre eÂtonnant
lorsque l'on consideÁre les meÂthodologies parfois fort divergentes qui ont eÂteÂ
utiliseÂes. Beaman (1984), par exemple, a analyseÂ les reÂsultats contradictoires
d'eÂtudes quantitatives portant sur le discours eÂcrit et parleÂ et a conclu que trop
de chercheurs neÂgligent les facteurs tels que les diffeÂrences de registre, de
formaliteÂ et de temps d'exeÂcution. Ajoutons aÁ cela l'absence d'analyse de la
variation individuelle, la taille reÂduite des corpus ± surtout des corpus oraux ±
et le ¯ou dans la deÂ®nition des variables linguistiques consideÂreÂes. Les
recherches quantitatives sur les modaliteÂs eÂcrit/oral se subdivisent aÁ leur tour
en plusieurs courants. Certains se concentrent sur la syntaxe ou sur le lexique,
d'autres consideÁrent des eÂleÂments syntaxiques avec des eÂleÂments lexicaux ou
purement grammaticaux. Au sein de chaque domaine on fait aÁ nouveau une
distinction entre les eÂtudes ouÁ l'aspect quantitatif n'est que secondaire et celles
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ouÁ l'aspect quantitatif reveÃt une importance telle que les conclusions ne sont
que le reÂsumeÂ de la description statistique des eÂleÂments traiteÂs.
Les recherches quantitatives sur les modaliteÂs eÂcrit/oral que nous proposons
d'analyser apportent toutes un eÂleÂment ou un aspect qui nous semble vital
pour la deÂ®nition de l'oral et de l'eÂcrit. Il s'agit essentiellement de travaux sur
l'anglais mais les principes geÂneÂraux qu'ils deÂgagent nous paraissent eÂgalement
applicables aÁ d'autres langues.
Le deÂbat sur les diffeÂrences pragmatiques entre discours oral et eÂcrit s'est
surtout concentreÂ sur le degreÂ d'implication du locuteur/eÂcrivain. Bresson
(1976) et Olson (1977), par exemple, arguent que l'oral est implicite et
hautement contextualiseÂ alors que l'eÂcrit est explicite et deÂcontextualiseÂ. Selon
eux, l'information transmise aÁ l'oral deÂpend davantage du contexte non-
linguistique et du gestuel, le discours oral est plus elliptique et deÂictique que le
discours eÂcrit. D'autres, comme Tannen (1982), contestent cette interpreÂtation
et soutiennent au contraire que ce n'est pas la modaliteÂ qui deÂtermine la
deÂpendance du contexte d'un discours, mais plutoÃt le genre, le registre et les
intentions communicatives des participants. GraÃce aÁ ce deÂbat les chercheurs
ont pris conscience du fait que la modaliteÂ ne peut pas eÃtre analyseÂe sans tenir
compte d'autres variables indeÂpendantes.
Redeker (1984) par exemple, limite l'in¯uence des variables qui co-varient
avec la modaliteÂ (eÂcrit/oral), notamment le sujet, le temps de preÂparation, la
formaliteÂ de la situation et l'audience, et ne manipule que les deux premieÁres
variables (modaliteÂ et sujet). Elle utilise les dimensions `implication versus
deÂtachement' et `fragmentation versus inteÂgration' de Chafe (1982), avec la
collaboration de ce dernier, pour distinguer le discours oral du discours eÂcrit
chez huit eÂtudiantes anglophones. Elle leur a demandeÂ de lui raconter une
breÁve histoire personnelle et de lui fournir une explication sur le systeÁme
d'eÂducation ameÂricain. Elle leur a ensuite demandeÂ de lui eÂcrire une lettre.
L'auteur speÂci®a qu'elles devaient eÂcrire ce qui leur passait par la teÃte sans trop
se soucier de la forme. Trois semaines plus tard, les participantes furent prieÂes
d'eÂcrire un texte portant sur les meÃmes sujets que ceux traiteÂs lors des
interviews.
Les poÃles des dimensions de Redeker sont caracteÂriseÂs par certains indices de
freÂquence sur 1000 mots. Le poÃle implication, sur la premieÁre dimension, est
caracteÂriseÂ, entre autres, par un grand nombre d'auto-reÂfeÂrences; de preÂsents
historiques; d'expressions populaires; de mots marquant l'emphase; de signes
d'autosurveillance, d'expressions vagues. L'autre poÃle de la dimension illustre
le deÂtachement et est caracteÂriseÂ par un grand nombre de passifs, de formes
verbales au plus-que-parfait, le discours indirect et les expressions litteÂraires. Le
poÃle fragmentation, sur la deuxieÁme dimension, est caracteÂriseÂ par un grand
nombre de propositions indeÂpendantes et d'autres propositions coordonneÂes
tandis que le poÃle d'inteÂgration est caracteÂriseÂ par la freÂquence d'adjectifs
attributifs, de participes preÂsents, de nominalisations, de verbes, d'adjectifs et
de noms en cascade et de propositions subordonneÂes.
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L'auteur applique ensuite une analyse de variance pour deÂterminer l'effet de
la modaliteÂ et des genres.1 Redeker constate que le discours oral est plus
impliqueÂ que l'eÂcrit (F(1,7) = 13,8; p < 0,01) et moins deÂtacheÂ (F(1,7) = 6,7;
p < 0,01). L'oral s'aveÁre eÂgalement plus fragmenteÂ (F(1,7) = 88,0; p < 0,001)
et moins inteÂgreÂ (F(1,7) = 61,3; p < 0,001) que l'eÂcrit. Ces dimensions
semblent donc fort bien diffeÂrencier l'oral de l'eÂcrit. Il y a cependant un
probleÁme psychomeÂtrique dont l'auteur est conscient: les indices qui consti-
tuent les dimensions ne sont pas de nature identique, ce qui risque de
provoquer des distorsions lors de l'analyse statistique. Certains indices sont en
outre beaucoup plus freÂquents que d'autres; or, l'auteur constitue son eÂchelle
en se basant sur les valeurs absolues et non sur les valeurs relatives, d'ouÁ un
risque suppleÂmentaire d'interpreÂtation erroneÂe. Redeker trouve une correÂla-
tion signi®cative neÂgative entre les poÃles inteÂgration et fragmentation de sa
deuxieÁme dimension (r = 7 0,89), ce qui suggeÁre qu'il s'agit veÂritablement
d'une meÃme dimension; la correÂlation cependant entre les poÃles implication et
deÂtachement de la premieÁre dimension est non-signi®cative (r = 7 0,05) ce qui
suggeÁre un manque de consistance interne. Redeker admet qu'il y a un
probleÁme: `the unidimensionality of the scales seems questionable' (1984:
52±53).
Les oppositions que Chafe et Redeker deÂcouvrent entre discours oraux et
eÂcrits sont inteÂressantes mais le choix d'indices extreÃmement heÂteÂrogeÁnes
limite la porteÂe des reÂsultats.
Toujours dans le cadre du deÂbat sur la question de savoir si l'eÂcrit est plus
explicite que l'oral, Mazzie (1987) con®rme partiellement une hypotheÁse de
Tannen (1982), notamment que le contenu in¯uence plus la forme du discours
que la modaliteÂ. Le meÂrite de l'eÂtude de Mazzie (1987) est de s'eÃtre baseÂe sur
un corpus relativement important d'eÂchantillons oraux et eÂcrits de trende-
deux sujets anglophones qui ont eÂteÂ testeÂs dans six situations diffeÂrentes. Dans
une premieÁre taÃche orale les sujets eÂtaient prieÂs de deÂcrire au chercheur ce
qu'ils voyaient sur un nombre de dessins preÂsentant des opeÂrations arithmeÂ-
tiques. La deuxieÁme taÃche orale consistait aÁ expliquer les meÃmes dessins au
chercheur. Ces deux taÃches sont deÂnommeÂes `narration' et `reÂsumeÂ' devant
une veÂritable audience (le chercheur). Le chercheur reÂpeÁte alors l'expeÂrience
en priant les sujets de faire semblant de se trouver face aÁ une audience
imaginaire treÁs nombreuse. Les taÃches `narration' et `reÂsumeÂ' devant des
audiences `reÂelles' et `imaginaires' sont alors reÂpeÂteÂes pour l'eÂcrit. ApreÁs la
transcription des donneÂes, l'auteur a entrepris la reÂpartition de tous les
syntagmes nominaux (SN) reÂfeÂrentiels en cinq cateÂgories. Une premieÁre
cateÂgorie (`evoked') regroupe les SN qui font allusion aÁ quelque chose qui a
deÂjaÁ eÂteÂ mentionneÂ dans le texte ou qui est preÂsent dans le contexte. Les
cateÂgories deux et trois (`plain inferrable' et `set inferrable') contiennent les
1 Les termes `registre' et `style' sont utiliseÂs comme des synonymes et se reÂfeÁrent aÁ des varieÂteÂs de
langage deÂtermineÂes par la situation (Biber, 1994: 51).
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NP dont la relation avec un eÂleÂment mentionneÂ plus toÃt peut eÃtre infeÂreÂe. La
quatrieÁme cateÂgorie regroupe les SN introduisant des entiteÂs nouvelles dans le
discours (`brand new'). Dans la cinquieÁme cateÂgorie Mazzie rassemble les SN
qui se reÂfeÁrent aÁ une entiteÂ qui n'a pas encore eÂteÂ mentionneÂe dans le discours,
et qui est connue par l'interlocuteur. Mazzie remarque qu'un texte preÂsentant
une proportion eÂleveÂe de SN infeÂrables doit eÃtre consideÂreÂ comme moins
explicite. Elle constate cependant que les textes oraux ne contiennent
globalement pas une proportion plus eÂleveÂe d'information infeÂreÂe que les
textes eÂcrits. L'auteur constate que la proportion des cateÂgories de SN
infeÂrables varie plutoÃt en fonction du contenu.
On est en droit de se demander si Mazzie a choisi les meilleures variables
deÂpendantes pour mesurer l'expliciteÂ relative d'un texte. La distinction entre
les cateÂgories des SN infeÂreÂs, eÂvoqueÂs et connus, ne semble pas treÁs claire:
l'information contenue dans les SN de ces trois cateÂgories deÂpend du contexte
spatio-temporel. Seuls les SN de la cateÂgorie quatre (SN nouveaux) sont
relativement plus indeÂpendants du contexte et nous semblent donc plus
approprieÂs comme indicateurs de l'expliciteÂ. Une rapide analyse des donneÂes
de Mazzie reÂveÁle une variation systeÂmatique de cette dernieÁre cateÂgorie
suivant la modaliteÂ. Les textes eÂcrits produits dans la taÃche de la narration
contiennent en moyenne 27% de SN `nouveaux' versus 22% pour les extraits
oraux dans la meÃme taÃche. La meÃme variation apparaõÃt dans la taÃche du reÂsumeÂ
ouÁ la proportion de SN `nouveaux' est en moyenne 26,5% pour l'eÂcrit contre
21,5% pour l'oral (Mazzie, 1987: 41). Le discours oral serait deÁs lors nettement
moins explicite que le discours eÂcrit. Une autre observation de Mazzie permet
de renforcer l'hypotheÁse du caracteÁre plus explicite du discours eÂcrit: elle
constate que la freÂquence relative des substantifs eÂtait nettement plus eÂleveÂe
dans les extraits eÂcrits (59,5% dans la taÃche de la narration, 92,5% dans la taÃche
du reÂsumeÂ) que dans les extraits oraux (55,5% dans la taÃche de la narration,
79,5% dans la taÃche du reÂsumeÂ). L'auteur deÂcouvre une variation inverse entre
les modaliteÂs au niveau de la proportion de pronoms. Les extraits oraux dans
les deux taÃches contiennent beaucoup plus de pronoms (36% et 19%
respectivement) que les extraits eÂcrits (33,5% et 5,5% respectivement). Il
semble par conseÂquent qu'en plus de l'effet du contenu sur l'expliciteÂ dans le
mateÂriel recueilli par Mazzie, l'effet de la modaliteÂ sur l'expliciteÂ, quelque peu
neÂgligeÂ par l'auteur, soit tout aussi reÂel.
Les travaux impressionnants de Biber sur l'anglais (1988, 1995), de Biber et
al. (1994, 1998) et de Biber et Finegan (1991, 1994) sur la variation de 17
registres dans 481 textes tireÂs du corpus Lancaster-Oslo/Bergen (960.000 mots)
et 6 registres oraux tireÂs de 148 extraits oraux du corpus London-Lund anglais,
s'inscrivent dans la ligneÂe des travaux de Chafe (1982), Tannen (1982) et
Redeker (1984). Comme Redeker, Biber (1988) analyse des pheÂnomeÁnes de
co-occurence entre 67 variables linguistiques, dont l'occurence est calculeÂe sur
1000 mots, et analyse ensuite la variation entre diffeÂrents registres oraux et
eÂcrits. Biber et Finegan (1991) admettent que le choix du niveau de regroupe-
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ment des variables repreÂsentait un veÂritable dilemme. Ils expliquent qu'ils ont
choisi le niveau le plus bas possible (pronoms personnels 1e personne, 2e
personne . . .), utilisant le criteÁre de la diffeÂrentiation fonctionnelle, parce
qu'ils pouvaient ainsi combiner certaines variables par la suite si cela s'aveÂrait
neÂcessaire. Biber (1995: 135) ajoute que les analyses factorielles peuvent de
toute facËon distinguer des regroupements fonctionnels parmi les variables de
base. Celles-ci sont de nature syntaxique (constructions passives, types de
phrases coordonneÂes, subordonneÂes et relatives), lexicale (preÂsence de certains
mots ou expressions, indice de longueur de mots, de richesse lexicale) et
morphologique (preÂsence d'articles, de preÂpositions . . .).
Les analyses factorielles permettent en effet aÁ Biber de deÂgager six facteurs
en anglais, dont nous retenons les trois principales. Biber (1998: 149) admet
que l'interpreÂtation du poÃle positif de la premieÁre dimension, susceptible
d'expliquer la proportion la plus importante de variance, n'a pas eÂteÂ aiseÂe. On
y retrouve les formes verbales et pronominales de la premieÁre et deuxieÁme
personne, les contractions, les usages emphatiques, les diffeÂrents types d'ad-
verbes et d'interjections. Ces variables repreÂsentent un nombre important de
fonctions qui re¯eÁtent l'interaction directe, les attitudes et sentiments person-
nels, la fragmentation et un contenu geÂneÂral. Biber reprend le terme (`involve-
ment') de Chafe (1982) et Tannen (1982) pour caracteÂriser ce poÃle positif
(Biber, 1995: 143). Le poÃle neÂgatif regroupe les substantifs, preÂpositions,
adjectifs attributifs, la longueur de mots et la richesse lexicale. Ce poÃle
caracteÂriserait une haute densiteÂ d'information et est nommeÂ informationnel
(`informational'). Biber observe que sur cette premieÁre dimension les registres
oraux se situent preÁs du poÃle implication alors que les registres eÂcrits se
rapprochent du poÃle informationnel.
Les verbes aux passeÂ, les pronoms de la troisieÁme personne et l'aspect
perfectif obtiennent des coef®cients de saturation eÂleveÂs sur la deuxieÁme
dimension (orientation narrative versus orientation non-narrative) tandis que les
clauses relatives s'opposent aux adverbes de temps et de lieu sur la troisieÁme
dimension baptiseÂe reÂfeÂrence explicite (`elaborated') versus reÂfeÂrence ancreÂe dans la
situation (`situation-dependent').
Biber (1988) conclut qu'il n'existe pas de dimension unique permettant
d'expliquer toute la variance entre les registres. Il constate aussi qu'aucune
dimension ne permet de saisir toutes les diffeÂrences entre l'oral et l'eÂcrit mais
que, malgreÂ tout, les conversations spontaneÂes apparaissent comme l'oral
steÂreÂotypique alors que la prose acadeÂmique repreÂsente l'eÂcrit steÂreÂotypique.
Un doute apparaõÃt quant aÁ la validiteÂ des dimensions quand on constate que
sur la premieÁre dimension, le corpus de conversations teÂleÂphoniques est plus
proche du poÃle implication que le corpus de conversations en face aÁ face (Biber,
1995: 146). La meÃme diffeÂrence apparaõÃt sur la troisieÁme dimension: les
conversations teÂleÂphoniques y sont plus proches du poÃle reÂfeÂrence ancreÂe dans la
situation que les conversations en face aÁ face (1995: 157). Ce reÂsultat est
surprenant parce que l'eÂtude de Moscovici et Plon (1966) a deÂmontreÂ que des
Jean-Marc Dewaele
184
interlocuteurs qui se voient emploient consideÂrablement moins de substantifs
et de `mots de liaison' que lorsqu'ils ne se voient pas. Ils ont eÂgalement
constateÂ que les conversations teÂleÂphoniques sont beaucoup plus nominales
que les conversations en face aÁ face. Celles-ci sont en effet davantage ancreÂes
dans le contexte spatial, les rendant ainsi plus `impliqueÂes' que les conversa-
tions teÂleÂphoniques. Le probleÁme de validiteÂ des dimensions de Biber deÂcoule
selon nous du niveau et du grand nombre de variables linguistiques treÁs
heÂteÂrogeÁnes. Sa premieÁre et sa troisieÁme dimension semblent en outre re¯eÂter
des concepts treÁs similaires: que peut donc distinguer le poÃle `impliqueÂ' de sa
premieÁre dimension, du poÃle `reÂfeÂrence ancreÂe dans la situation' de sa
troisieÁme dimension? Ne s'agit-il pas du meÃme pheÂnomeÁne?
Le choix des termes `informationnel' vs. `impliqueÂ' nous semble mal-
heureux, car il suggeÁre qu'un discours plus impliqueÂ contiendrait moins
d'information, ayant un contenu plus geÂneÂral et plus ambigu (Biber, 1995:
144), ce qui est discutable.2 Il convient cependant de reconnaõÃtre que Biber a
deÂpasseÂ les dichotomies traditionnelles dans la description des registres oraux et
eÂcrits en les placËant sur des continuums aÁ l'aide de techniques statistiques
rigoureuses. Il combine d'ailleurs ses analyses quantitatives avec des analyses
qualitatives. Biber et al. (1995) ont en outre appliqueÂ l'analyse multidimension-
nelle aÁ des corpus oraux et eÂcrits d'autres langues. Il est ainsi apparu que la
dimension 1 de l'anglais preÂsente des similariteÂs avec la dimension 3 en coreÂen
et la dimension 1 en somalien.
Nous nous pencherons aÁ preÂsent sur quelques eÂtudes qui se distinguent des
preÂceÂdentes par leur absence de traitement statistique de donneÂes tireÂes de
corpus fermeÂs de taille importante. Ces approches ont cependant permis de
deÂgager des variations entre les modaliteÂs au niveau des proportions des
cateÂgories grammaticales. Les analyses se concentrent le plus souvent sur les
`mots pleins' ou formes `lexicales'. L'inteÂreÃt pour les mots `grammaticaux'
aussi appeleÂs `mots-outils' ou `mots vides' y est treÁs limiteÂ.
Les psychologues francËais Moscovici et Humbert (1960), par exemple,
calculent les proportions variables des adverbes, des verbes et des substantifs
pour distinguer le francËais oral du francËais eÂcrit. Ils remarquent que les
adverbes sont presque deux fois plus nombreux aÁ l'oral qu'aÁ l'eÂcrit. Ce sont
surtout les verbes et les substantifs qui retiennent leur attention. Ces deux
classes accusent en effet la variation la plus prononceÂe en francËais. Le `quotient
verbes/substantifs' (QVS) semble eÃtre systeÂmatiquement plus eÂleveÂ dans le
langage oral que dans le langage eÂcrit. Quelques anneÂes plus tard Moscovici et
Plon (1966), deÂjaÁ mentionneÂs preÂceÂdemment, approfondiront ces recherches
sur la variation du QVS. Leur conclusion con®rme les reÂsultats anteÂrieurs: le
discours oral se distingue par une proportion plus importante de verbes.
2 Biber et Finegan (1994: 320) proposent une meilleure interpreÂtation de cette dimension une
qui ne sera cependant plus mentionneÂe dans les publications ulteÂrieures. Les poÃles re¯eÂteraient,
selon les auteurs, l'eÂlaboration et l'eÂconomie en termes griciens.
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MuÈller (1985) entreprend eÂgalement ce type de comparaison de cateÂgories
grammaticales. Dans son analyse de quelques eÂchantillons de textes du
`Monde', il deÂcouvre qu'il y a, au niveau de la freÂquence absolue des
occurrences, 26,7% de substantifs, 8,1% d'adjectifs, 16,8% de verbes, 5%
d'adverbes et 43,5% de `mots grammaticaux'. Il ajoute que la freÂquence des
mots grammaticaux peut meÃme approcher 50% en francËais parleÂ. Biber et al.
(1998) preÂsentent eÂgalement une breÁve analyse de certaines cateÂgories gram-
maticales. Ils calculent le quotient substantifs-verbes dans plusieurs registres
oraux et eÂcrits et constatent qu'il est beaucoup plus eÂleveÂ dans la prose
acadeÂmique que dans les conversations, ce qui re¯eÂterait selon les auteurs le
caracteÁre plus statique de l'eÂcrit et plus dynamique de l'oral (1998: 69). ApreÁs
avoir constateÂ une proportion supeÂrieure de pronoms aÁ l'oral, les auteurs
approfondissent leur analyse et deÂcouvrent que dans les conversations en face aÁ
face, plus de la moitieÂ des pronoms sont de nature exophorique. La prose
acadeÂmique contient quelques pronoms anaphoriques mais la reÂfeÂrence s'y fait
davantage avec des substantifs anaphoriques. Les auteurs ne comparent
malheureusement pas les conversations en face aÁ face avec les conversations
teÂleÂphoniques ouÁ on imagine qu'il y aurait moins de reÂfeÂrence exophorique.
Aucun des chercheurs citeÂs ne fournit cependant une hypotheÁse convain-
cante pour expliquer la variation observeÂe.
L'oeuvre de reÂfeÂrence dans cette tradition est sans aucun doute le livre de
M. A. K. Halliday Spoken and written language (1989). Son in¯uence a eÂteÂ, et
est encore, fondamentale (Blanche-Benveniste, 1994; 1995).
Halliday (1989) deÂveloppe quatre criteÁres lexicaux et syntaxiques pour
distinguer le discours eÂcrit du discours oral. Deux criteÁres, ceux de la densiteÂ
lexicale et du nombre de mots lexicaux par eÂnonceÂ, sont baseÂs sur la
traditionnelle dichotomie entre mots lexicaux et mots grammaticaux. Les
deux criteÁres syntaxiques consideÁrent la complexiteÂ de la structure de la phrase
et le nombre d'eÂnonceÂs. Le discours oral se distinguerait par des valeurs eÂleveÂes
au niveau syntaxique, alors que le discours eÂcrit serait plus complexe au niveau
lexical. La densiteÂ lexicale se calcule en consideÂrant la proportion relative de
mots lexicaux `pleins' dans un eÂchantillon de discours (1989: 62). La cateÂgorie
des substantifs est le membre principal de l'ensemble des mots lexicaux. A la
classe des mots non-lexicaux appartiennent selon lui les deÂterminants ± dont
les articles ±, les pronoms, la plupart des preÂpositions, les conjonctions, certains
adverbes et les verbes conjugueÂs (`®nite verbs'). Halliday estime que seule la
proportion relative des mots lexicaux est importante: `The relative frequency
of grammatical items can be ignored, since all of them fall into the relatively
frequent bracket (1989: 64). Certains mots lexicaux comme thing, people, way,
do, get, have, go, good, many' (1989: 64) se situent aÁ la frontieÁre des mots
grammaticaux aÁ cause de leur freÂquence eÂleveÂe dans le discours. Leur preÂsence
reÂpeÂteÂe risque de diluer la densiteÂ lexicale d'un discours. L'ideÂal serait selon
Halliday que le linguiste engageÂ dans le calcul de la densiteÂ lexicale d'un
eÂchantillon distingue les mots lexicaux aÁ haute freÂquence de ceux qui sont
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moins freÂquents. Le degreÂ de densiteÂ lexicale, tel qu'il est concËu par Halliday,
se baserait donc sur la proportion de mots lexicaux aÁ faible freÂquence.
Deux observations s'imposent d'ores et deÂjaÁ. Il semble en premier lieu que
Halliday base son criteÁre de densiteÂ lexicale sur des observations theÂoriques
plutoÃt qu'empiriques. Les eÂchantillons de discours que l'auteur propose
comme illustration de sa theÂorie sont trop courts pour servir de fondement
empirique aÁ ses af®rmations. Dans la colonne de gauche, il preÂsente la phrase
en style `eÂcrit', par exemple: `Slavish imitation of models is nowhere implied.' Dans
la colonne de droite on trouve l'eÂquivalent oral de la meÃme phrase: `It is not
implied anywhere that there are models which should be slavishly imitated' (1989: 62).
ConsideÂrant ces deux exemples, Halliday conclut que le discours eÂcrit est
lexicalement plus dense.
DeuxieÁmement, Halliday ne speÂci®e pas aÁ partir de quel moment un mot
lexical devient un mot aÁ `haute freÂquence'. La mise en pratique du criteÁre de
densiteÂ lexicale paraõÃt par conseÂquent dif®cile. Les meÃmes remarques valent
eÂgalement pour son criteÁre de `mots lexicaux par eÂnonceÂ'.
Halliday constate ensuite que le contenu lexical se concentre dans des
groupes nominaux: `All the meat of the message is in the nominals' (1989: 66).
Il explique cette forte tendance aÁ encoder le contenu lexical dans des structures
nominales par l'eÂlasticiteÂ de celles-ci (1989: 75). Il nous semble que l'eÂlasticiteÂ
n'est pas l'unique raison motivant l'utilisation de structures nominales dans le
discours. Nous deÂvelopperons des explications alternatives plus loin dans la
preÂsente eÂtude. Halliday se rend bien compte qu'il est dif®cilement acceptable
de deÂ®nir le discours oral uniquement par des caracteÂristiques neÂgatives, c'est-
aÁ-dire par l'absence relative ou le taux limiteÂ de la densiteÂ de l'information
(1989: 66). Halliday constate que les pheÂnomeÁnes sont repreÂsenteÂs comme des
produits dans le discours eÂcrit, alors que dans le discours oral ils sont
repreÂsenteÂs comme des con®gurations de processus relieÂs les uns aux autres de
facËons diffeÂrentes. La conseÂquence de cette diffeÂrence est, selon lui, que le
discours oral est plus complexe syntaxiquement (1989: 86). Sa conclusion est
que le discours eÂcrit est statique et dense tandis que le discours oral est
dynamique et syntaxiquement complexe. Le discours oral posseÁde une
structure `choreÂgraphique' (1989: 87).
En focalisant son attention sur les mots lexicaux, Halliday neÂglige cependant
l'interpreÂtation de la variation des cateÂgories grammaticales des verbes con-
jugueÂs, des adverbes et des pronoms. Le fait qu'un pronom n'ait pas de
contenu lexical n'implique pas qu'il est un pieÁtre porteur d'information
comme le suggeÁre Halliday. Dans un contexte spatio-temporel donneÂ,
l'eÂnonceÂ Il le leur a dit est aussi dense en information que le pendant nominaliseÂ
X a dit Y aÁ Z. Il nous semble au contraire que les mots non-lexicaux
permettent davantage de condenser l'information.
Cette faiblesse dans sa theÂorie peut s'expliquer par une approche purement
theÂorique de l'opposition oral-eÂcrit et par une reprise de concepts traditionnels
non-opeÂrationnels. Comment peut-on imaginer que la proportion de sub-
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stantifs puisse varier indeÂpendamment de celle des deÂterminants qui l'accom-
pagnent ? La vision classique, reprise par Halliday, selon laquelle le discours
eÂcrit re¯eÂterait davantage des pheÂnomeÁnes statiques, consideÂreÂs comme
produits, alors que le discours oral rendrait plutoÃt des pheÂnomeÁnes dynami-
ques, repose sur l'opposition aristoteÂlicienne entre eÂtat et action. Les substantifs
rendraient les eÂtats tandis que les verbes re¯eÂteraient l'action. Un discours
riche en substantifs serait par conseÂquent plus `statique'. L'opposition sub-
stantif-statique versus verbe-dynamique et son deÂriveÂ eÂcrit-statique versus
oral-dynamique peut paraõÃtre valable aÁ premieÁre vue, mais une analyse critique
reÂveÁle les insuf®sances d'une telle distinction. Halliday, qui fait du substantif le
membre principal des `mots lexicaux', ne preÂtend d'ailleurs pas mesurer le
caracteÁre statique d'un discours mais sa densiteÂ lexicale, c'est-aÁ-dire sa densiteÂ
d'information. L'instrument qu'il deÂveloppe ne mesure donc pas ce qu'il
preÂtend eÃtre la diffeÂrence fondamentale entre discours eÂcrit et oral, notamment
l'opposition `pheÂnomeÁne consideÂreÂ comme produit' ou `pheÂnomeÁne con-
sideÂreÂ comme processus'.
Il convient, aux termes de ces analyses, de dresser un bilan provisoire. Le
meÂrite des travaux de Redeker (1984), de Mazzie (1987) et de Biber (1988;
1995), de Biber et Finegan (1991, 1994) et de Biber et al. (1994, 1998) est
d'avoir travailleÂ sur des corpus fermeÂs et d'avoir utiliseÂ des techniques
statistiques rigoureuses. Il ressort de ces eÂtudes que le discours oral est
globalement plus impliqueÂ ou implicite, davantage ancreÂ dans le contexte
non-linguistique que le discours eÂcrit. Ces chercheurs constatent que d'autres
variables co-varient avec la modaliteÂ et qu'il faut en tenir compte. Le deÂfaut de
ces analyses reÂside, selon nous, dans l'heÂteÂrogeÂneÂiteÂ des variables linguistiques
qui reÂduit la valeur psychomeÂtrique des dimensions. Ce type de deÂfaut est
absent dans la deuxieÁme seÂrie d'eÂtudes (Moscovici et Humbert, 1960;
Moscovici et Plon, 1966; MuÈller, 1985; Biber et al., 1995; Halliday, 1989)
puisque les analyses portent uniquement sur des cateÂgories grammaticales. Les
analyses sont malheureusement incompleÁtes aÁ cause de la preÂdilection pour les
mots lexicaux et l'absence d'inteÂreÃt pour les mots grammaticaux. Les corpus
utiliseÂs sont souvent limiteÂs et l'absence de traitement statistique des donneÂes
limite la porteÂe des conclusions.
Nous proposons donc d'analyser de facËon rigoureuse la variation de toutes
les cateÂgories grammaticales dans des corpus oraux et eÂcrit, avant de preÂsenter
une mesure unique pouvant re¯eÂter la position d'un extrait de discours sur le
continuum oral/eÂcrit.
3 analyse des donnEÂ es
3.1 La proportion de cateÂgories grammaticales comme variable deÂpendante
Jolivet (1982) se demande si le linguiste un peu consciencieux peut reprendre
la taxinomie traditionnelle des cateÂgories grammaticales sans aucune critique.
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Il conclut ®nalement que c'est le caracteÁre probabiliste de l'attribution d'un
`mot' aÁ une partie du discours, eÂnonceÂ explicitement par Zipf, `qui rend
``malgreÂ tout'' utilisables les renseignements eÂpars et non homogeÁnes que l'on
peut trouver dans la litteÂrature, si toutefois les valeurs citeÂes ont eÂteÂ observeÂes
sur des eÂchantillons de taille suf®sante et si les classes retenues ne sont pas trop
®nes' (1982: 258).
Nous consideÂrerons la variation dans la proportion des cateÂgories gramma-
ticales du discours eÂcrit et oral dans six corpus oraux et quinze corpus eÂcrits.
Comme il a eÂteÂ suggeÂreÂ que les diffeÂrences entre l'eÂcrit et l'oral seraient
d'ordre universel (Fielding et Fraser, 1978: 223), nous analyserons des corpus
de langues typologiquement assez proches, notamment l'italien, le neÂerlandais,
le francËais ainsi que l'interlangue francËaise de locuteurs neÂerlandophones.
3.2 MeÂthodologie
Les cinq corpus italiens, comptant chacun 100.000 mots, sont tireÂs du
dictionnaire de freÂquence de Bortolini et al. (1971). Il comprend un corpus de
journaux, de litteÂrature technique, de romans, de theÂaÃtre et de sceÂnarios de
cineÂma. Ces deux derniers corpus permettront eÂventuellement de retrouver
des traces de l'oral dans l'eÂcrit.
Les neufs corpus neÂerlandais sont tireÂs des dictionnaires de freÂquence de Uit
den Boogaart (1975) et De Jong (1979). Uit den Boogaart (1975) contient cinq
corpus eÂcrits, comptant chacun 120.000 mots ( journaux, textes techniques,
revues, magazines et romans) et deux corpus oraux (comptant chacun 60.000
mots) constitueÂs aÁ partir d'interviews avec des locuteurs ayant un niveau
d'eÂducation acadeÂmique et non-acadeÂmique. Le dictionnaire de freÂquence de
De Jong (1979) est baseÂ sur des conversations avec 80 locuteurs (40 hommes et
40 femmes) dans une situation informelle et une situation formelle. Dans le
premier cas les locuteurs parlaient de sujets familiers avec des amis, dans le
deuxieÁme cas ils parlaient de sujets plus geÂneÂraux avec les chercheurs. Les
locuteurs constituaient un eÂchantillon repreÂsentatif de la population en termes
d'aÃge et de statut social. De Jong a retenu un extrait de 750 mots de chaque
locuteur dans chacune des situations. Le corpus informel (constitueÂ de 8
subcorpus) sera compareÂ avec le corpus formel (eÂgalement constitueÂ de 8
subcorpus).
Comme aucun dictionnaire de freÂquence francËais ne fournit des donneÂes
®ables et compleÁtes sur la composition de son lexique, nous avons constitueÂ
deux corpus eÂcrits: un premier de 825 mots baseÂ sur un extrait d'un eÂditorial
de 1991 intituleÂ `Fin de partie dans la Corne' de G. SalameÂ dans `LibeÂration' et
un deuxieÁme de 815 mots baseÂ sur un extrait d'un discours de F. Mitterrand
paru au meÃme moment dans `Le Monde') et deux corpus de francËais parleÂ (un
extrait de 800 mots d'une interview teÂleÂviseÂe avec une call-girl parisienne et
un extrait d'une interview de 805 mots avec F. Mitterrand dans l'eÂmission
`Sept sur sept' avec A. Sinclair).
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Nous avons eÂgalement utiliseÂ trois corpus d'interlangue francËaise avanceÂe
produits par 27 eÂtudiants neÂerlandophones (8 femmes, 19 hommes). Un
premier corpus de 16.273 mots est baseÂ sur des conversations avec le chercheur
locuteur natif dans une situation formelle (un examen oral). Le deuxieÁme
corpus de 31.900 mots est baseÂ sur des conversations avec les meÃmes locuteurs
dans une situation informelle. Les sujets traiteÂs dans les deux situations
couvraient les eÂtudes, les loisirs, les ideÂaux, les convictions politiques et
religieuses. Ces entretiens d'une dureÂe de dix aÁ vingt minutes ont eÂteÂ
immeÂdiatement transcrits en francËais orthographique (Blanche-Benveniste et
Jeanjean, 1987). Le corpus compte environ 15 heures de conversation, ce qui
repreÂsente 51.103 mots d'apprenants. Le troisieÁme corpus est baseÂ sur les
dissertations d'examen des meÃmes eÂtudiants et contient 8.349 mots. Le choix
des corpus d'interlangue avanceÂe est motiveÂ par les possibiliteÂs qu'ils offrent
d'analyser non seulement l'effet de la modaliteÂ, mais aussi l'effet de la formaliteÂ
de la situation sur le discours oral d'un meÃme groupe d'apprenants.
3.3 Composition des lexiques eÂcrits et oraux
A®n d'analyser la variation entre discours oral et discours eÂcrit au niveau de la
composition lexicale, nous avons calculeÂ les proportions de mots appartenant
aux diffeÂrentes classes grammaticales dans les 21 corpus (voir tableau 1).
L'effet de la modaliteÂ sur la proportion de chaque cateÂgorie grammaticale a
eÂteÂ analyseÂ avec un test `t' de student. Les reÂsultats (voir tableau 2) suggeÁrent,
qu'aÁ l'exception des verbes, la proportion de toutes les cateÂgories grammati-
cales varie de facËon signi®cative entre l'eÂcrit et l'oral. Les corpus eÂcrits, au
niveau des occurrences, sont plus riche en substantifs, articles, adjectifs,
preÂpositions et conjonctions. Les corpus oraux par contre sont plus riches en
pronoms, adverbes et interjections. La proportion de verbes y est margin-
alement plus eÂleveÂe. Le sens de la variation est identique pour les diffeÂrentes
langues et interlangues.
L'hypotheÁse de Halliday, fondeÂe sur la dichotomie `mots grammaticaux /
mots lexicaux', semble eÃtre partiellement en contradiction avec les faits:
effectivement, la proportion des mots lexicaux tels que les substantifs et les
adjectifs croõÃt de facËon signi®cative dans le discours eÂcrit, mais l'augmentation
d'articles et de preÂpositions, qui sont pourtant des mots grammaticaux, est tout
aussi marqueÂe. PreÂtendre que la densiteÂ lexicale est plus eÂleveÂe dans la langue
eÂcrite paraõÃt par conseÂquent relever d'une geÂneÂralisation abusive.
Avant de proposer une interpreÂtation theÂorique des reÂsultats, il convient de
raf®ner davantage notre analyse de donneÂes. Il faudrait ideÂalement une valeur
unique reÂsumant l'ensemble de la variation observeÂe entre les 21 corpus qui
nous permettrait de situer chaque corpus sur le continuum oral/eÂcrit. L'analyse
factorielle permet d'obtenir un indice statistique ®able (Biber, 1988, 1998;
Dewaele, 1995). Celui-ci se calcule en soumettant la proportion des classes
grammaticales de chaque corpus aÁ une analyse factorielle. Le but de l'analyse
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factorielle est de reÂduire une masse de variables originales aÁ un petit nombre de
`super-variables' ou facteurs deÂriveÂs. Comme les eÂleÂments soumis aÁ l'analyse
sont de nature identique (cateÂgorie grammaticale), la valeur psychomeÂtrique
du facteur devrait eÃtre eÂleveÂe.
Un seul facteur (ou dimension) eÂmerge de l'analyse factorielle, expliquant
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Tableau 1. Composition (en %) des corpus francËais (F), italiens (I), neÂerlandais (N) et
d'interlangue francËaise (IL) eÂcrits (ECR) et oraux (OR)
Corpus subs- articles adjec- pro- verbes adver- preÂpo- conjon- inter-
tantifs tifs noms bes sitions ctions jections
ECR journal F 27.7 17.6 16.4 3.6 10.7 4.2 15.0 4.3 0.0
ECR technique I 23.0 18.4 13.1 5.2 16.2 4.2 14.9 5.0 0.0
ECR journal I 21.9 15.9 12.8 5.1 17.2 6.1 16.1 5.0 0.1
ECR journal N 26.0 14.7 10.6 5.6 16.7 7.2 14.5 4.7 0.0
ECR techique N 23.1 15.0 10.8 6.7 16.6 8.0 13.8 6.0 0.0
ECR revue N 24.2 11.6 10.9 8.6 17.7 8.7 13.9 4.3 0.1
ECR roman I 18.7 13.4 11.1 8.6 20.2 8.2 13.5 6.2 0.2
ECR magazine N 21.8 9.8 11.1 10.1 18.7 9.7 12.2 6.4 0.1
ECR discours F 20.2 14.7 7.9 11.0 17.7 9.3 11.6 7.2 0.0
ECR reÂdaction IL 20.8 13.4 8.8 13.7 18.9 8.1 9.5 6.4 0.1
ECR roman N 18.5 10.5 10.0 13.3 20.6 10.5 10.3 6.1 0.3
ECR theÂaÃtre I 16.3 10.0 10.9 11.8 24.2 11.2 9.1 5.4 1.1
ECR cineÂma I 14.7 8.1 10.2 12.0 26.7 12.7 8.6 5.9 1.1
OR formel F 17.1 11.1 9.5 12.7 18.9 10.8 9.9 7.8 1.8
OR formel IL 18.3 13.8 7.6 8.5 19.6 10.3 9.0 11.9 0.9
OR informel F 16.2 10.6 7.6 18.6 20.0 11.5 7.8 5.1 2.5
OR acadeÂmique N 13.8 10.0 7.5 14.6 18.6 18.7 8.3 7.5 1.2
OR informel IL 13.5 10.5 6.0 17.9 18.7 16.6 6.7 8.2 1.7
OR n/acadeÂmique N 13.3 8.9 7.0 16.7 19.6 20.1 6.6 6.6 1.3
OR formel N 11.2 8.3 8.2 16.2 18.9 16.4 6.5 7.8 6.6
OR informel N 10.8 6.8 7.5 16.7 18.9 17.5 6.1 6.8 9.0
Tableau 2. ReÂsultats d'un test `t' sur l'effet de la modaliteÂ sur les proportions des
cateÂgories grammaticales
Valeur de `t' Valeur de `p' Moyenne Ecrit Moyenne Oral
substantifs 4.7 0.000 21.3% 14.3%
articles 2.6 0.017 13.3% 10.0%
adjectifs 4.4 0.000 11.1% 7.6%
pronoms 74.2 0.000 8.9% 15.2%
verbes 70.4 0.713 18.6% 19.1%
adverbes 75.0 0.000 8.3% 15.2%
preÂpositions 5.1 0.000 12.5% 7.6%
conjonctions 73.4 0.003 5.6% 7.7%
interjections 73.5 0.002 0.2% 3.1%
69% de la variance dans les donneÂes. Les coef®cients de saturation permettent
d'identi®er les eÂleÂments caracteÂrisant les deux poÃles (voir tableau 3). Ce facteur
a eÂteÂ baptiseÂ `expliciteÂ/impliciteÂ'. Il correÁle de facËon hautement signi®cative
avec d'une part, les pronoms, les verbes, les adverbes, les interjections et de
d'autre les noms, les articles, les adjectifs et les propositions. Le coef®cient
pour les conjonctions est non-signi®catif. Il est possible de placer chaque
corpus sur ce continuum graÃce aux notes individuelles (voir ®gure 1). Les
corpus eÂcrits se situent du coÃteÂ du poÃle explicite du continuum alors que les
corpus oraux se situent preÁs du poÃle implicite. Une analyse de variance
(ANOVA), avec la modaliteÂ comme effet principal, con®rme que la diffeÂrence
en degreÂ d'expliciteÂ des corpus est statistiquement signi®cative: F(1, 19) =
24,7; p < 0,0001. La variable `langue' n'a pas d'effet signi®catif: F(1,2) = 0,774;
p < 0,501.
Une observation de l'ordre des corpus aÁ l'inteÂrieur de chaque modaliteÂ
reÂveÁle aÁ nouveau une grande similitude entre les corpus des diffeÂrentes
langues. Les corpus journalistiques, techniques sont plus explicites que les
romans, les discours. L'eÂcrit `oral' (Gregory et Carol, 1981), comme les textes
de theÂaÃtre ou de sceÂnarios de cineÂma, se rapprochent davantage du poÃle
implicite. Il y a aÁ cet endroit meÃme un petit chevauchement entre corpus
eÂcrits et oraux. Il est inteÂressant aussi de constater que le corpus d'interlangue
eÂcrite se situe vers le milieu du continuum. Cela suggeÁre que le style eÂcrit des
non-natifs est encore assez proche de l'oral. Les corpus de neÂerlandais et
d'interlangue qui opposent les styles des meÃmes individus recueillis en situation
`formelle' et `informelle' montrent que le discours en situation formelle
devient plus explicite. Dewaele (1999b) a constateÂ aÁ l'aide d'une analyse de
variance multiple (MANOVA) que l'effet de la situation sur les 16 subcorpus
neÂerlandais de De Jong (1979) est statistiquement signi®catif: F(1, 4) = 24,4; p
< 0,0002). La variation est similaire, et tout aussi signi®cative, entre les deux
composante du corpus d'interlangue orale: F(1, 52) = 35,5; p < 0,0000)
(Dewaele, 2000). Nous avons soutenu qu'un locuteur opte pour un style plus
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Tableau 3. Coef®cients de saturation des cateÂgories
grammaticales sur la dimension `ExpliciteÂ'
CateÂgorie Coef®cients de saturation
substantifs 7.96
articles 7.88
adjectifs 7.86
preÂpositions 7.97
pronoms .92
verbes .59
adverbes .92
conjonctions .52
interjections .69
implicite parce que celui-ci est plus eÂconomique du point de vue cognitif
(Dewaele, 1995; 1996b). Si toutefois le locuteur craint, pour une raison
probablement inconsciente, que son intention communicationnelle soit mal
infeÂreÂe, il optera pour un style plus explicite et plus lourd. Il applique ainsi la
`maxime de quantiteÂ' de Grice dont l'interpreÂtation varie en fonction de la
situation. Nous avons deÂmontreÂ que la personnaliteÂ du locuteur (Dewaele,
1999a), son statut social (2000), son sexe (1998), deÂterminent le choix du degreÂ
d'expliciteÂ du style oral.
4 discussion
Notre analyse empirique des variations de proportions des cateÂgories gramma-
ticales a ouvert la voie aÁ un nombre d'observations devant nous permettre de
deÂduire le principe sous-jacent qui distingue le groupe substantif, articles,
adjectifs, preÂpositions/discours eÂcrit versus verbes, adverbes, pronoms, inter-
jections/discours oral. La diffeÂrence reÂside dans ce que Levelt (1989) appelle
`le degreÂ d'ancrage des eÂnonceÂs dans le contexte spatio-temporel' et nous
permet ainsi de renouer avec les observations de Olson (1977), de Redeker
(1984) de Biber (1988, 1994, 1995) et de Biber et al. (1998). De ce fait, on peut
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Figure 1. Situation des corpus oraux et eÂcrits sur la dimension de la deixis
transcender l'opposition manicheÂenne de Halliday (1989) pour qui l'oral est
lexicalement moins dense (ce qui serait un trait neÂgatif ) mais syntaxiquement
plus complexe (ce qui serait un trait positif ).
Le choix de la modaliteÂ par l'eÂmetteur deÂtermine clairement la variation.
Cette variation entre les deux modaliteÂs deÂcoule des choix que le locuteur fait
aÁ chaque instant au cours de sa production langagieÁre. S'il opte pour le
discours eÂcrit, l'eÂmetteur utilise automatiquement un discours dont les
eÂnonceÂs sont moins ancreÂs dans le contexte spatio-temporel, ce qui se traduit
par un nombre accru d'occurrences de substantifs, d'articles, d'adjectifs et de
preÂpositions. Leckie-Tarrie (1995) constate que lorsque le contexte de la
situation est absent, le discours devra eÃtre plus explicite. Il faudrait ideÂalement,
selon elle, calculer le degreÂ d'expliciteÂ/impliciteÂ de chaque mot individuel
(1995: 123). Un tel calcul semble dif®cile mais il est possible de retrouver les
mots implicites dans les classes grammaticales qui contiennent une majoriteÂ de
mots pouvant servir aÁ installer un des quatre types de deixis eÂnumeÂreÂs par
Levelt (1989).
1) La deixis de personne qui s'exprime aÁ l'aide de pronoms deÂictiques qui
changent de reÂfeÂrent chaque fois qu'un autre locuteur prend la parole.
2) La deixis de lieu qui peut s'exprimer aÁ l'aide d'adverbes comme `ici' et
qui se reÂfeÁre aux environs immeÂdiats du locuteur.
3) La deixis temporelle qui s'eÂtablit aÁ travers des mots comme `avant',
`demain'. Ces mots n'ont de sens que par rapport au `moi-ici-main-
tenant' du locuteur et aux connaissances partageÂes des interlocuteurs. Un
autre type de deixis temporelle s'installe avec les temps verbaux et
l'aspect des verbes conjugueÂs. L'usage deÂictique des temps peut se faire
en se reÂfeÂrant aÁ l'actualiteÂ du locuteur ou aÁ une actualiteÂ diffeÂrente,
indeÂpendante de celui-ci. Des phrases comme Je viendrai vendredi ou Je
venais vendredi n'ont de sens pour l'interlocuteur que s'il connaõÃt le
contexte temporel dans lequel le locuteur a ancreÂ ses eÂnonceÂs.
4) La deixis du discours qui apparaõÃt lorsqu'un interlocuteur se reÂfeÁre aÁ un
eÂleÂment preÂceÂdent ou suivant dans la conversation (anaphores ou
cataphores).
L'on objectera avec raison que les adjectifs deÂmonstratifs sont des exemples
typiques de deÂictiques et que malgreÂ tout la classe des adjectifs ne semble pas
contribuer grandement aÁ ancrer les eÂnonceÂs dans le contexte spatio-temporel.
Il convient ici de remarquer la proportion modeste des adjectifs deÂmonstratifs
dans la classe des adjectifs (moins de 8% de l'ensemble des adjectifs dans notre
corpus d'interlangue orale). Les adjectifs quali®catifs qui constituent plus de la
moitieÂ des occurrences d'adjectifs ne peuvent pas fonctionner comme deÂic-
tiques. La classe des verbes n'est pas tout aÁ fait homogeÁne non plus en termes
de deixis: elle contient une majoriteÂ de formes deÂictiques (les verbes conjugeÂs
repreÂsentent 67% de l'ensemble des occurrences dans notre corpus d'inter-
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langue orale) et une minoriteÂ (33%) de formes non-deÂictiques comme les
in®nitifs et les participes.
Nos reÂsultats offrent un support empirique aÁ la theÁse de Kleiber (1991: 294)
qui estime que les articles, et plus particulieÁrement l'article deÂ®ni, n'ont pas de
valeur deÂictique. L'article deÂ®ni ne renvoie pas directement au contexte
spatio-temporel et diffeÁre donc fondamentalement de l'adjectif deÂmonstratif.
Crystal (1991: 96) semble eÂgalement estimer que les articles n'ont pas de valeur
deÂictique. Aucun article ne ®gure parmi les exemples citeÂs par l'auteur pour
illustrer les diffeÂrents types de deÂictiques. L'appartenance des articles au groupe
des classes grammaticales non-deÂictiques dans nos corpus (tableaux 2 et 3) n'est
par conseÂquent gueÁre surprenante.
Les interjections illustrent le `backchanneling' constant dans la conversation.
Elles permettent au locuteur de veÂri®er si l'ancrage spatio-temporel des
eÂnonceÂs est correct et soulignent les intentions communicationnelles.
L'eÂmetteur-eÂcrivain qui deÂsire donner aÁ son discours un `parfum d'oraliteÂ'
atteint son objectif en ancrant davantage les eÂnonceÂs dans un contexte spatio-
temporel speÂci®que, ce qui se traduit par un rapprochement des deux
structures, la structure lexicale du discours eÂcrit et la structure du discours oral.
A cela s'ajoutent alors eÂventuellement des choix lexicaux particuliers et
d'autres pheÂnomeÁnes de surface. Les eÂnonceÂs prononceÂs par des acteurs de
cineÂma sont en grande mesure ancreÂs dans le contexte spatio-temporel. Les
indications sceÂniques permettent d'eÂviter les malentendus qui pourraient
deÂcouler d'eÂnonceÂs du type: Je le vois. Il en est de meÃme pour le discours
theÂaÃtral ouÁ les eÂnonceÂs des acteurs s'ancrent dans un contexte spatio-temporel
recreÂeÂ par l'auteur. Le texte romanesque constitue un exemple de discours
globalement moins ancreÂ dans le contexte spatio-temporel de l'eÂcrivain, qui
peut cependant, comme nous venons de le voir, introduire des passages
solidement ancreÂs dans ce contexte spatio-temporel. Les textes scienti®ques et
journalistiques, ®nalement, preÂsentent les meilleurs exemples de discours
pouvant exister en s'ancrant de facËon minimale dans le contexte spatio-
temporel de l'eÂcrivain. Rappelons toutefois que ces constatations ne valent
que pour des ensembles d'eÂnonceÂs constituant des corpus. Il est eÂvident que
des exemples individuels d'eÂnonceÂs ancreÂs dans le contexte spatio-temporel
peuvent apparaõÃtre dans tous les types de corpus.
Contrairement aÁ l'eÂmetteur-eÂcrivain, l'eÂmetteur-locuteur produit un dis-
cours davantage ancreÂ dans le contexte spatio-temporel, plus pauvre en
constructions nominales; ses substantifs et deÂterminants sont moins nombreux.
Les diffeÂrents types de deixis qui ancrent les eÂnonceÂs dans ce contexte spatio-
temporel s'eÂtablissent aÁ l'aide des cateÂgories grammaticales qui s'y preÃtent le
mieux, c'est-aÁ-dire les verbes conjugueÂs, la majoriteÂ des adverbes et des
pronoms. L'importance d'une cateÂgorie particulieÁre dans l'eÂtablissement de la
deixis varie suivant la langue. En francËais, par exemple, les verbes servent
davantage aÁ eÂtablir une deixis de temps que de personne. La creÂation d'une
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deixis de personne revient progressivement aux pronoms. Ce pheÂnomeÁne est
deÂjaÁ preÂsent en francËais standard ouÁ aucune diffeÂrence phonologique n'apparaõÃt
dans les deÂsinences verbales des trois premieÁres personnes du singulier et de la
troisieÁme personne du pluriel des verbes en `-ER'. Le roÃ le du pronom dans
l'eÂtablissement de la deixis de personne s'accroõÃt donc en francËais. Il en est
autrement dans les langues qui n'utilisent pas de pronoms sujets comme
l'espagnol ou l'italien. Les verbes doivent donc eÂtablir non seulement la deixis
temporelle mais aussi la deixis de personne. Un eÂnonceÂ contenant un verbe
sera par conseÂquent beaucoup plus deÂpendant du contexte spatio-temporel
qu'un eÂnonceÂ sans verbe. Nous illustrerons la variation en ancrage des eÂnonceÂs
dans le contexte spatio-temporel par quelques exemples speÂci®ques. Ceux-ci
sont arti®ciels dans le sens que notre approche de la composition du lexique
exige un nombre de mots suf®samment important (500 mots semble un
minimum, cf. Jolivet, 1982).
Dans l'eÂnonceÂ Ils ont deÂtruit le baÃtiment, l'on distingue une deixis de personne
(`ils'), de temps et d'aspect (passeÂ global, cf. Wilmet, 1997), de discours (`le
baÃtiment dont on sait qu'il eÂtait laÁ'). La deixis de personne peut eÃtre eÂvacueÂe,
ce qui reÂsulte en un eÂnonceÂ plus formel et passif: Le baÃtiment a eÂteÂ deÂtruit. La
deixis de temps disparaõÃt lorsqu'on remplace le verbe par son substantif
correspondant: La destruction du baÃtiment. Cet eÂnonceÂ nominaliseÂ est beaucoup
plus statique, deÂtacheÂ et impersonnel. Il peut exprimer une reÁgle geÂneÂrale et
abstraite qu'on trouverait dans un manuel: La destruction de baÃtiments est une
activiteÂ qui exige une bonne preÂparation. L'eÂnonceÂ a perdu sa reÂfeÂrence aÁ un
eÂveÂnement particulier comme dans la phrase originale.
Il semble que l'ancrage des eÂnonceÂs dans le contexte spatio-temporel est une
caracteÂristique de tous les discours oraux. Fielding et Fraser (1978) preÂsente des
donneÂes partielles qui suggeÁrent que l'oral est plus implicite en anglais,
Hudson (1994) observe une variation similaire en grec et en sueÂdois, Biber
(1995) et Biber et Finegan (1994) trouvent les meÃmes tendances en anglais, en
somalien, en koreÂen et en nukulaelae tuvaluan.
5 conclusion
L'analyse de quelques travaux marquants sur les diffeÂrences entre l'oral et
l'eÂcrit a reÂveÂleÂ un nombre de pistes utiles et de constatations reÂcurrentes. En
tentant d'eÂviter les eÂcueils meÂthodologiques et interpreÂtatifs, nous avons
analyseÂ l'opposition oral/eÂcrit aÁ travers la variation dans les proportions des
cateÂgories grammaticales dans vingt-et-un corpus oraux et eÂcrits italiens,
neÂerlandais, francËais et d'interlangue francËaise.
L'assertion de Halliday (1989) selon laquelle le discours eÂcrit est plus riche
en mots lexicaux que le discours oral ne s'est reÂveÂleÂe que partiellement exacte.
Il est vrai que, dans les vingt-et-un corpus, la proportion de substantifs est plus
eÂleveÂe dans le discours eÂcrit, mais celle des mots `grammaticaux': articles,
adjectifs et preÂpositions l'est eÂgalement ! Empruntant aÁ Biber (1988) l'usage de
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l'analyse factorielle, nous avons extrait une dimension unique sur laquelle
s'opposent deux groupes de cateÂgories grammaticales. Les substantifs, les
articles, les adjectifs et les preÂpositions se situent preÁs du poÃle neÂgatif tandis les
pronoms, les verbes, les adverbes, les interjections et les conjonctions se situent
preÁs du poÃle positif. Cette opposition re¯eÁte le continuum de la deixis. Nos six
corpus oraux se situent preÁs du poÃle deÂictique/implicite du continuum, car les
eÂnonceÂs oraux sont davantage ancreÂs dans le contexte spatio-temporel du
locuteur. Le discours eÂcrit est geÂneÂralement plus indeÂpendant du contexte
spatio-temporel, ce qui explique son caracteÁre plus nominal et sa proportion
plus importante de mots essentiellement non-deÂictiques ou explicites. En
limitant aux seules cateÂgories grammaticales les variables linguistiques soumises
aÁ l'analyse factorielle, nous avons obtenu une dimension qui partage certaines
ressemblances avec les dimensions un et trois de Biber (1988, 1995) mais qui
semble plus solide, plus claire et plus geÂneÂralisable aÁ d'autres langues.
Une analyse de la variation entre diffeÂrents registres oraux et eÂcrits a reÂveÂleÂ
que les deÂfenseurs de Tannen (1982) et les partisans de Olson (1977) ont tous
partiellement raison: la modaliteÂ deÂtermine clairement le degreÂ d'impliciteÂ du
discours, mais une fois que le choix du mode est deÂcideÂ, d'autres facteurs
comme le genre, la situation, les intentions communicatives des participants,
leur pro®l social et psychologique affectent l'ancrage du discours dans le
contexte spatio-temporel.
Il faudra entreprendre des recherches suppleÂmentaires pour veÂri®er si le
continuum de la deixis est eÂgalement la principale dimension entre l'eÂcrit et
l'oral dans des langues typologiquement plus lointaines.
On pourrait, au terme de ce travail, reprendre le titre de Gadet (1996b), et
admettre que la distinction entre oral/eÂcrit est fragile, tout en ajoutant qu'une
caracteÂristique fondamentale, la position d'un extrait de discours sur le
continuum de la deixis, est deÂsormais mesurable.
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