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Introduction
Let H be a Hopf algebra over a field k and A a right coideal subalgebra of H , that
is, A is a subalgebra satisfying ∆(A) ⊂ A⊗H where ∆ is the comultiplication in H .
In case when H is finitely generated commutative, the right coideal subalgebras are
intimately related to the homogeneous spaces for the corresponding group scheme.
The purpose of this paper is to extend the class of pairsA,H for whichH is proved to
be either projective or flat as a module over A. As is known the faithful flatness over
Hopf subalgebras may be lacking in general. Examples given by Schauenburg [26]
use some extremely big Hopf algebras coming from a universal construction of [31].
Positive results can be expected therefore only under some finiteness assumptions.
A Hopf algebra is called residually finite dimensional [19] if its ideals of finite
codimension have zero intersection. Many important classes of Hopf algebras are
residually finite dimensional. Among them are the finitely generated commutative
Hopf algebras, the universal enveloping algebras of finite dimensional Lie algebras,
and also Hopf algebras related to quantum groups.
We say that a ring R has semilocal localizations with respect to a central subring
Z if for each maximal ideal m of Z the localization Rm of R at the multiplicatively
closed set Z r m is a semilocal ring whose Jacobson radical contains mRm. For
instance, this property is satisfied for any ring module-finite over a central subring.
For each ring R letMR and RM denote the categories of right and left R-modules,
respectively.
Theorem 0.1. Let H be a residually finite dimensional Hopf algebra, and let A be
a Hopf subalgebra having semilocal localizations with respect to a central subring Z.
Then H is a projective generator in MA and in AM.
Theorem 0.2. Let A ⊂ B ⊂ H where H is a residually finite dimensional Hopf
algebra, B is a Hopf subalgebra, and A is a right coideal subalgebra having semilocal
localizations with respect to a central subring Z. Suppose B is right module-finite
over A and the antipode of B is bijective. Then H is a projective generator in MA.
In both theorems we encounter projective modules of a very special kind. In fact
H ⊗A Am is a free Am-module for any maximal ideal m of Z. When dimH < ∞,
Theorem 0.2 applies to an arbitrary right coideal subalgebra A since we may take
Z = k. In this case H is a free A-module, which generalizes the Nichols-Zoeller
1
freeness theorem [22]. The investigation of the freeness over right coideal subalgebras
in the finite dimensional case was initiated in [13], [17], and the full solution was
obtained in [28].
Over coideal subalgebras one can expect a Hopf algebra to be a flat module
rather than faithfully flat or projective. If H = k[G] is the function algebra of an
affine group scheme G of finite type over k then for any group subscheme K of G
the function algebra A = k[K\G] on the right homogeneous space K\G is a right
coideal subalgebra of H . There are many cases where K\G is quasiaffine, and so
K\G may be identified with an open subscheme U of the affine scheme SpecA.
Since the canonical morphism G→ K\G is flat, H is always flat over A. However,
the faithful flatness and projectivity are obtained precisely when U = SpecA, i.e.,
when K\G is affine.
Theorem 0.3. Let A ⊂ B ⊂ H where H is a directed union of residually finite
dimensional Hopf subalgebras, B is any Hopf subalgebra, and A is a right coideal
subalgebra contained in the center of B. Then H is flat in MA. If A is a Hopf
subalgebra then H is a projective generator in MA and in AM.
Any commutative Hopf algebra H is a directed union of finitely generated Hopf
subalgebras, and those are residually finite dimensional. In this case Theorem 0.3
applies to an arbitrary right coideal subalgebra A; we recover the projectivity result
of Takeuchi [32] and the flatness result of Masuoka and Wigner [18]. Our result is
new even when A is a central Hopf subalgebra of H . An interesting known example
is the quantized function algebra at a root of unity; this Hopf algebra contains the
ordinary function algebra of a semisimple algebraic group in its center. Projectivity
was proved in this case by De Concini and Lyubashenko [10]; they needed detailed
information about quantized function algebras.
Several related results are known where H is not assumed to be residually finite
dimensional, but there are restrictions of a different kind. As was established by
Schneider [27], any left or right noetherian Hopf algebra is a faithfully flat mod-
ule over central Hopf subalgebras. More recently Wu and Zhang [33] discovered
that the projectivity holds for finite extensions of finitely generated PI Hopf alge-
bras under certain finiteness assumptions about injective or projective dimensions.
Of a somewhat different flavor are results for pointed Hopf algebras [14], [24] or
Hopf algebras with cocommutative coradical [16] which impose a restriction on the
coalgebra structure rather than the algebra structure.
As was emphasized in [28], it is natural to investigate projectivity in the more
general settings where A is assumed to be a (right) H-comodule algebra. Such an
algebra A has a right H-comodule structure given by an algebra homomorphism
ρA : A→ A⊗H . With A one associates the category of right Hopf modulesM
H
A [11],
[32]. The objects ofMHA have structures of a rightA-module and a rightH-comodule
such that the comodule structure map ρM :M →M⊗H becomes anMA-morphism
if we let A operate on M ⊗ H via ρA. When A and H are commutative, M
H
A is
equivalent to the category of G-linearized quasicoherent sheaves on SpecA, where
G is the group scheme corresponding to H . As usual we use the term “H-costable”
in the sense “stable under the coaction of H”.
Problem 1. Let A be an H-simple H-comodule algebra, i.e., A has no H-costable
ideals other than 0 and A. For what classes of algebras is every nonzero object of
MHA a projective generator in MA?
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When H = k is the trivial Hopf algebra, the H-simplicity of A means that A is
simple, and the question asks whether all right A-modules are projective. Certainly,
this holds if and only if A is artinian. In general Problem 1 is meaningful under
the assumption that A has a simple artinian factor ring. This is automatic for
subalgebras of H since the counit ε : H → k makes k into a factor algebra of any
subalgebra. In order to treat flatness we want to weaken the assumption about the
H-simplicity of A.
Problem 2. Let A be an H-costable subalgebra of an H-comodule algebra B. Sup-
pose that IB = B for each nonzero H-costable ideal I of A. For what classes of
algebras is every object of MHB flat in MA?
There is a dual formulation for (left) H-module algebras. Here A is an algebra
which has a left H-module structure compatible with the multiplication; MHA is
replaced with the category HMA whose objects have a right A-module structure
and a compatible left H-module structure. Working with module algebras gives
some advantage since in this case the coalgebra structure on H is important, and
we can use the family of finite dimensional subcoalgebras. In fact we are only able
to approach Problems 1 and 2 for H-comodule algebras by making a reduction to
similar questions for module algebras over the finite dual H◦ of H . The correct
correspondence between the H-comodule structure and the H◦-module structure is
available when H is residually finite dimensional. This explains why this kind of
restriction on H appears in Theorems 0.1–0.3.
An objectM ∈ HMA is called A-finite ifM is finitely generated as an A-module;
M is locally A-finite if M is a directed union of A-finite subobjects. Theorem 5.6
provides a projectivity result for locally A-finite objects of HMA assuming that A
has semilocal localizations with respect to a central subring. This unifies the cases
of commutative algebras and semilocal ones considered in [28].
The short proof of the previous result proposed in [28] for the case of commu-
tative A and cocommutative H is based on three properties of the Fitting ideals
of a finitely generated A-module M : (1) these ideals contain enough information
to recognize projective modules of constant rank, (2) they behave functorially with
respect to the change of ring, (3) they are stable under a compatible action of H .
The definition of the Fitting ideals involves computing determinants, so it does not
generalize to noncommutative rings.
In section 1 of the present article we introduce certain ideals Ir(M) of a ring R
for any rational number r ≥ 0 and a finitely generated right R-module M imposing
some assumptions about the localizations Rm at the maximal ideals of a central
subring of R. There are analogs, though less satisfactory, of the three properties
mentioned above. When R = A is an H-module algebra with semilocal central
localizations and M ∈ HMA, the ideals Ir(M) are not H-stable in general. Our
expectation is that the normalized rank rP (M) at a maximal ideal P of A is deter-
mined by those rational values r for which P contains the smallest H-stable ideal
Jr(M) of A such that Ir(M) ⊂ Jr(M). When this holds, rP (M) = rQ(M) for any
pair P,Q of maximal ideals of A containing the same H-stable ideals. This property
can be viewed as the H-invariance of the rank function P 7→ rP (M) defined on the
maximal spectrum MaxA of A. We are able to prove it only under some technical
restrictions. As a result, we gain less control over the situation in those cases where
A is not H-simple. This leads to more restrictive assumptions about A when dealing
with flatness.
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We will use standard notation from the theory of Hopf algebras [19], [30]. For
each ring R denote by Jac(R) the Jacobson radical of R, by MaxR and SpecR the
maximal and prime spectra of R. A ring R is semilocal if R/ Jac(R) is artinian;
a semilocal ring with a single maximal ideal is quasilocal. A semilocal ring R is
semiprimary if Jac(R) is nilpotent; a semiprimary ring with a single maximal ideal
is primary. Denote by Z+ the semigroup of positive integers.
1. Construction of ideals
Let R be a ring. If M ∈ MR is generated by elements e1, . . . , en, we denote by
Ie1,...,en the ideal of R generated by all elements of R which occur as a coefficient
in a zero linear combination e1x1 + · · ·+ enxn = 0 with x1, . . . , xn ∈ R.
Lemma 1.1. Suppose that e1, . . . , en generate M ∈ MR. If ϕ : R → R
′ is a ring
homomorphism and e′i = ei ⊗ 1 ∈M ⊗R R
′, then Ie′
1
,...,e′
n
= R′ϕ(Ie1,...,en)R
′.
Proof. Let θ : Rn →M be the epimorphism inMR sending the standard generators
of the free module Rn to e1, . . . , en. For i = 1, . . . , n denote by πi : R
n → R the
projection onto the ith summand. The ideal Ie1,...,en is generated by
∑
πi(K) where
K = Ker θ. Tensoring with R′, we get an exact sequence of R′-modules
K ⊗R R
′ α⊗id−−−→ Rn ⊗R R
′ θ⊗id−−−→M ⊗R R
′ → 0
where α : K → Rn is the inclusion map. We have an isomorphism Rn ⊗R R
′ ∼= R′n
with πi ⊗ id : R
n ⊗R R
′ → R′ giving the projection onto the ith summand. Hence
Ie′
1
,...,e′
n
coincides with the ideal of R′ generated by
∑
(πi ⊗ id)(K
′) where K ′ =
Ker(θ ⊗ id). Since K ′ is equal to the image of α⊗ id, the conclusion is clear. 
Recall that R is said to be weakly finite if for each integer n > 0 every generating
set for the free right R-module Rn containing exactly n elements is a basis for Rn;
equivalently, every R-module epimorphism Rn → Rn is an isomorphism. This can
also be reformulated in terms of invertibility of n× n-matrices with entries in R.
Lemma 1.2. Suppose that all factor rings of R are weakly finite. If e1, . . . , en and
e′1, . . . , e
′
n are two systems of generators for M having the same number of elements
then Ie′
1
,...,e′
n
= Ie1,...,en .
Proof. This follows from [28, Lemma 2.3]. By that lemma Ie′
1
,...,e′
n
⊂ Ie1,...,en since
R/Ie1,...,en is weakly n-finite. The opposite inclusion holds by symmetry. 
If R has weakly finite factor rings and M is n-generated then we put
In(M) = Ie1,...,en
where e1, . . . , en is any set of n generators for M . By Lemma 1.2 the above ideal
does not depend on the choice of a generating set. The ideals Ir(M) are thus defined
for all integers r ≥ µ(M) where µ(M) denotes the minimal number of generators
for M . When M = 0 we put µ(M) = 0 and I0(M) = 0 for consistency reasons.
We do not indicate the base ring explicitly in the notation for Ir(M). Given a
ring homomorphism R → R′, let Ir(M ⊗R R
′) be the ideal of R′ corresponding to
the induced R′-module M ⊗RR
′ (when defined). Especially, this convention will be
in force when R′ is either a factor ring or an Ore localization of R.
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Lemma 1.3. Suppose that R, R′ are two rings with weakly finite factor rings,
ϕ : R→ R′ a homomorphism and M , N two finitely generated right R-modules.
(i) Ir(M) = R for all integers r > µ(M).
(ii) M ∼= Rn if and only if M is n-generated with In(M) = 0.
(iii) Ir+s(M ⊕N) = Ir(M) + Is(N) for all integers r ≥ µ(M) and s ≥ µ(N).
(iv) Irt(M
t) = Ir(M) for all integers r ≥ µ(M) and t > 0.
(v) Ir(M ⊗R R
′) = R′ϕ
(
Ir(M)
)
R′ for all integers r ≥ µ(M).
Proof. (i) If r > µ(M) then M can be generated by r− 1 elements, say e1, . . . , er−1.
Adding another element er = 0, we get a set of r generators for M . Now Ir(M) =
Ie1,...,er . However, 1 ∈ Ie1,...,er since 1 is a coefficient in the relation er = 0.
(ii) Let M be generated by e1, . . . , en. Clearly, e1, . . . , en is a basis for M if and
only if Ie1,...,en = 0.
(iii) Let us identify M and N with submodules of M ⊕N . Pick generating sets
e1, . . . , er for M and e
′
1, . . . , e
′
s for N . Then the r + s elements e1, . . . , er, e
′
1, . . . , e
′
s
generateM ⊕N . Given x1, . . . , xr, y1, . . . , ys ∈ R, the equality
∑
eixi+
∑
e′jyj = 0
holds if and only if both
∑
eixi = 0 and
∑
e′jyj = 0. Hence
Ie1,...,er ,e′1,...,e′s = Ie1,...,er + Ie′1,...,e′s .
(iv) This follows from (iii) by induction on t.
(v) This is a restatement of Lemma 1.1. 
Suppose thatM ∈ MR is finitely generated and r ≥ 0 is a rational number. The
set {l ∈ Z+ | rl ≥ µ(M
l)} is closed under addition since µ(M l+t) ≤ µ(M l)+µ(M t)
for all l, t ∈ Z+. If the inequality rl ≥ µ(M
l) holds for at least one l then we can
find such an l with the property that rl ∈ Z, replacing l with a suitable multiple if
necessary. We put then
Ir(M) = Irl(M
l),
which does not depend on the choice of an l with the above properties. In fact, if
t ∈ Z+ also satisfies rt ∈ Z and rt ≥ µ(M
t) then Irl(M
l) = Irlt(M
lt) = Irt(M
t)
by (iv) of Lemma 1.3. If r ∈ Z and r ≥ µ(M) then the initial definition of Ir(M)
agrees with the newer one since l = 1 satisfies the required properties.
We say that r is M -admissible if rl ≥ µ(M l) for some l ∈ Z+. We have defined
the ideals Ir(M) for all M -admissible rational numbers. All statements in the next
lemma immediately reduce to the corresponding statements in Lemma 1.3.
Lemma 1.4. Retaining the assumptions about R, R′, ϕ, M , N as in Lemma 1.3,
let r ∈ Q be M -admissible and s ∈ Q be N -admissible.
(i) Ir(M) = R whenever rl > µ(M
l) for some l ∈ Z+.
(ii) M l ∼= Rn for integers l > 0, n ≥ 0 if and only if n ≥ µ(M l) and In/l(M) = 0.
(iii) Ir+s(M ⊕N) = Ir(M) + Is(N).
(iv) Irt(M
t) = Ir(M) for all t ∈ Z+.
(v) Ir(M ⊗R R
′) = R′ϕ
(
Ir(M)
)
R′.
Part (v) of this lemma is valid in a slightly more general situation where R is
not assumed to have weakly finite factor rings.
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Lemma 1.5. Suppose that r ∈ Q is M -admissible. Then R has an ideal K such
that Ir(M ⊗R R
′) = R′ϕ(K)R′ for any homomorphism ϕ : R → R′ into a ring R′
with weakly finite factor rings.
Proof. There exists l ∈ Z+ such that n = rl ∈ Z and n ≥ µ(M
l). Then M l is
generated by n elements, say e1, . . . , en. Take K = Ie1,...,en . For any ϕ satisfying
the hypotheses the R′-moduleM l⊗RR
′ is generated by e′1, . . . , e
′
n where e
′
i = ei⊗1
for each i. Lemma 1.1 yields Ir(M ⊗RR
′) = In(M
l⊗RR
′) = Ie′
1
,...,e′
n
= R′ϕ(K)R′.

If M ∈ MR is finitely generated and P ∈ MaxR is such that R/P is simple
artinian, then we put
rP (M) =
lengthM/MP
lengthR/P
where length stands for the composition series length in MR.
If R is semilocal then the set MaxR is finite and coincides with the set of
primitive ideals of R. For each P ∈ MaxR the ring R/P is simple artinian, so that
rP (M) is defined. Recall that any semilocal ring is weakly finite. Moreover, all factor
rings of such a ring are themselves semilocal, hence weakly finite.
Lemma 1.6. Suppose R is semilocal, M ∈MR is finitely generated and r ∈ Q.
(i) µ(M) = min{n ∈ Z | n ≥ rP (M) for all P ∈ MaxR}.
(ii) r is M -admissible if and only if r ≥ rP (M) for all P ∈ MaxR.
Proof. (i) Let J = Jac(R). We have M/MJ ∼=
∏
P∈MaxRM/MP since R/J is
semisimple artinian. It follows from Nakayama’s Lemma that M is n-generated if
and only if so is M/MP for each P . Since every R/P -module is isomorphic to
a direct sum of copies of the simple module, M/MP is an epimorphic image of
(R/P )n if and only if lengthM/MP ≤ length (R/P )n, which can be rewritten as
rP (M) ≤ n.
(ii) Put m = max{rP (M) | P ∈MaxR}. It was proved in (i) that µ(M
l) is equal
to the smallest integer n such that n ≥ rP (M
l) = rP (M)l for all P , i.e., n ≥ ml.
Thus rl ≥ µ(M l) implies r ≥ m. If r = m then the required inequality holds for
any l ∈ Z+ such that ml ∈ Z. 
Let Z ⊂ R be a central subring. Denote by Rz and Rp, respectively, the local-
izations of R at the multiplicatively closed subsets {zi | i = 0, 1, . . .} and Z r p
where z ∈ Z is any element and p a prime ideal of Z. Similarly, Mz and Mp will
denote the respective localizations of M ∈ MR. If M is finitely generated, then Mz
is a finitely generated Rz-module and Mp a finitely generated Rp-module. For each
rational number r ≥ 0 put
Tr(M) = {z ∈ Z | r is Mz-admissible},
U˜r(M) = {p ∈ SpecZ | r is Mp-admissible},
Ur(M) = {m ∈MaxZ | r is Mm-admissible}.
The open subsets D(z) = {p ∈ SpecZ | z /∈ p} with z ∈ Z give a basis for the
topology on SpecZ. If p ∈ D(z) then Rp is a localization ofRz andMp ∼=Mz⊗RzRp,
whence µ(M lp) ≤ µ(M
l
z) for each l ∈ Z+. It follows that D(z) ⊂ U˜r(M) whenever
z ∈ Tr(M).
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Lemma 1.7. Any p ∈ U˜r(M) is contained in D(z) for some z ∈ Tr(M). Hence
U˜r(M) is open in SpecZ and Ur(M) = U˜r(M) ∩MaxZ is open in MaxZ.
Proof. Let l > 0 be an integer such that n = rl ∈ Z and n ≥ µ(M lp). We can find n
elements e1, . . . , en ∈ M
l whose images in M lp generate the latter Rp-module. For
each x ∈ M l there exists z ∈ Z r p such that xz is an R-linear combination of
e1, . . . , en. As M
l is finitely generated, we can find a z which fulfills the required
property for all x simultaneously. Then the Rz-module M
l
z is generated by the im-
ages of e1, . . . , en, whence n ≥ µ(M
l
z). Thus z ∈ Tr(M) and D(z) is a neighborhood
of p contained in U˜r(M). 
Lemma 1.8. Suppose that mRm ⊂ Jac(Rm) for each m ∈ MaxZ. Then any finite
subset X ⊂ Ur(M) is contained in D(z) for some z ∈ Tr(M).
Proof. We can find l ∈ Z+ such that n = rl ∈ Z and n ≥ µ(M
l
m) for all m ∈ X .
Since Mm/Mmm ∼= M/Mm, we have n ≥ µ(M
l/M lm) for m ∈ X . Since m+ n = Z
for any pair of distinct ideals m, n ∈ X , the canonical map M l →
∏
m∈XM
l/M lm
is surjective by Chinese Remainder Theorem. There exist e1, . . . , en ∈ M
l whose
cosets modulo m generate the R-module M l/M lm for each m ∈ X . Then for each
m ∈ X the images of e1, . . . , en in M
l
m generate the Rm-module M
l
m modulo M
l
mm;
by Nakayama’s Lemma M lm is generated by those images.
For x ∈ M l denote by ax the ideal of Z consisting of those elements z ∈ Z for
which xz lies in the submodule N of M l generated by e1, . . . , en. Since Nm = M
l
m,
we have ax 6⊂ m for any m ∈ X ; hence ax 6⊂
⋃
m∈X m [4, Ch. II, §1, Prop. 2]. So
there exists z ∈ Z which lies in none of the ideals from X and satisfies xz ∈ N .
As M l is finitely generated, we can find a z which fulfills that property for all x
simultaneously. We obtain z ∈ Tr(M) and X ⊂ D(z). 
Further on in this section we make the following assumption:
(A) Rm has weakly finite factor rings and mRm ⊂ Jac(Rm) for each m ∈MaxZ.
Since R is embedded in
∏
m∈MaxZ Rm, the weak finiteness of R follows from the
weak finiteness of all localizations Rm. This observation, applied to the factor rings
of R, shows that R has weakly finite factor rings provided that so do all rings Rm.
Let M ∈ MR be finitely generated and r ∈ Q. When r is M -admissible, we have
Ur(M) = MaxZ and Ir(Mm) = Ir(M)Rm for all m ∈ MaxZ by Lemma 1.4(v).
Every ideal of R is completely determined by its extensions to the rings Rm. In
particular, Ir(M) consists precisely of those elements a ∈ R whose image am in Rm
belongs to Ir(Mm) for each m ∈MaxZ.
We now extend the range of r in the definition of Ir(M) to arbitrary nonnegative
values. The ideal Ir(Mm) of Rm has already been defined when m ∈ Ur(M). Put
Ir(M) = {a ∈ R | am ∈ Ir(Mm) for each m ∈ Ur(M)}.
Clearly Ir(M) is an ideal of R. If Ur(M) = ∅ then Ir(M) = R.
Lemma 1.9. If Ur(M) is quasicompact, then Ir(M)Rm = Ir(Mm) for m ∈ Ur(M).
Proof. The ideals of Rm are extensions of ideals of R. Fixing m, we have to show
that for each a ∈ R with am ∈ Ir(Mm) there exists s ∈ Zrm such that as ∈ Ir(M),
i.e., ansn ∈ Ir(Mn) for all n ∈ Ur(M).
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Suppose that m ∈ D(z) where z ∈ Tr(M). As r isMz-admissible, Lemma 1.5 can
be applied to the Rz-moduleMz. Let K be the ideal of Rz given by that lemma. For
each n ∈ D(z) ∩MaxZ the ring Rn is a localization of Rz, whence Ir(Mn) = KRn
by Lemma 1.5. Applying this formula with m = n, we deduce that aztz ∈ K for a
suitable t ∈ Z rm where az, tz denote the images of a, t in Rz. Passing now to Rn,
we see that antn ∈ Ir(Mn) for any n as above.
Given an arbitrary n ∈ Ur(M), there exists z ∈ Tr(M) such that {m, n} ⊂ D(z)
by Lemma 1.8. Hence Ur(M) is covered by the open subsets D(z) with z ∈ Tr(M),
z /∈ m. Since Ur(M) is quasicompact, we have Ur(M) ⊂ D(z1) ∪ · · · ∪ D(zn) for
some elements z1, ..., zn ∈ Tr(M) such that m ∈ D(zi) for each i = 1, . . . , n. We
have seen that for each i there exists ti ∈ Z rm such that an(ti)n ∈ Ir(Mn) for all
n ∈ D(zi) ∩MaxZ. Now s = t1 · · · tn is the desired element. 
Remark. The topological space MaxZ is always quasicompact. Hence Lemma 1.9
applies for any r with Ur(M) = MaxZ. If MaxZ is noetherian (e.g., if Z/ Jac(Z)
is noetherian), then every open subset of MaxZ is quasicompact. In this case any
nonnegative value of r is legitimate.
Lemma 1.10. Let ϕ : R → R′ be a ring homomorphism where R satisfies (A),
while R′ has weakly finite factor rings. Suppose that Ur(M) is quasicompact and
there exists a finite subset X ⊂ Ur(M) such that ϕ(z) is invertible in R
′ for each
z ∈ Z r
⋃
m∈X m. Then Ir(M ⊗R R
′) = R′ϕ
(
Ir(M)
)
R′.
Proof. By Lemma 1.8 there exists z ∈ Tr(M) such that X ⊂ D(z), so that z lies in
none of the ideals m ∈ X . Since ϕ(z) is invertible, ϕ extends to a homomorphism
ψ : Rz → R
′. Recall that r is Mz-admissible by the definition of Tr(M). Let K
be the ideal of Rz given by Lemma 1.5, when applied to the Rz-module Mz. Then
Ir(M ⊗R R
′) = R′ψ(K)R′, and also Ir(Mm) = KRm for each m ∈ X as in the
proof of Lemma 1.9. Thus the two ideals K and Ir(M)Rz of Rz have the same
extension to each ring Rm with m ∈ X . Given any a ∈ K, there exists therefore
s ∈ Z r
⋃
m∈X m such that asz ∈ Ir(M)Rz where sz denotes the image of s in Rz.
Since ψ(sz) = ϕ(s) is invertible in R
′, we deduce that ψ(a) ∈ ψ
(
Ir(M)Rz
)
R′ =
ϕ
(
Ir(M)
)
R′. Similarly, given any a ∈ Ir(M), we prove that ϕ(a) ∈ ψ(K)R
′. Hence
R′ψ(K)R′ = R′ϕ
(
Ir(M)
)
R′, and we are done. 
Remark. Lemma 1.10 will be used in the special case where ϕ is the canonical
homomorphism onto a factor ring R′ of R. Suppose that R′ has finitely many
maximal ideals and ϕ−1(P ) ∩ Z ∈ Ur(M) for each P ∈MaxR
′. Take
X = {ϕ−1(P ) ∩ Z | P ∈MaxR′}.
If z ∈ Z, then ϕ(z)R′ is an ideal of R′; hence either ϕ(z)R′ = R′ or ϕ(z)R′ is
contained in some P ∈ MaxR′. In the former case ϕ(z) is invertible, while in the
latter case z ∈ m for some m ∈ X . When Ur(M) is quasicompact and R
′ has weakly
finite factor rings, the hypotheses of Lemma 1.10 are satisfied.
Note that Ur(M) ⊂ Us(M) whenever r, s ∈ Q satisfy 0 ≤ r ≤ s. Put
λ(M) = inf{r ∈ Q | Ur(M) = MaxZ}.
Lemma 1.11. Suppose R satisfies (A), M is finitely generated and r ∈ Q, r ≥ 0.
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(i) Ir(M) = R whenever r > λ(M).
(ii) If Ur(M) is quasicompact and Ir(M) = 0 then for each m ∈ Ur(M) there exist
integers l > 0 and n ≥ 0 such that r = n/l and M lm
∼= Rnm in MRm .
(iii) Irt(M
t) = Ir(M) for all t ∈ Z+.
Proof. (i) Pick any s ∈ Q such that λ(M) < s < r. Then Us(M) = MaxZ. For each
m ∈ MaxZ there exists l ∈ Z+ such that rl > sl ≥ µ(M
l
m); Lemma 1.4(i) shows
that Ir(Mm) = Rm. The conclusion is now immediate from the definition of Ir(M).
(ii) If m ∈ Ur(M), then there exists l ∈ Z+ such that n = rl ∈ Z and n ≥ µ(M
l
m).
By Lemma 1.9 Ir(Mm) = 0. Now we may apply Lemma 1.4(ii).
(iii) Note that Urt(M
t) = Ur(M) by a straightforward check and Irt(M
t
m) =
Ir(Mm) for each m ∈ Ur(M) by Lemma 1.4(iv). 
Remark. If the ring Rm is semilocal, then the isomorphism M
l
m
∼= Rnm in (ii)
holds for any pair of integers l > 0 and n ≥ 0 such that r = n/l.
2. Rings with semilocal central localizations
We will assume throughout the whole section that R has semilocal localizations
with respect to a central subring Z. Thus
Rm is semilocal and mRm ⊂ Jac(Rm) for each m ∈MaxZ.
Note that R satisfies assumption (A) from section 1. Any factor ring R′ of R has
semilocal localizations with respect to the image of Z in R′. In this section several
properties of the ring R will be stated for future use. Some of those are more or less
known.
Lemma 2.1. For any right primitive ideal P of R the ring R/P is simple artinian
and P ∩ Z ∈ MaxZ. Given m ∈MaxZ, there are finitely many elements in the set
MaxmR = {P ∈MaxR | P ∩ Z = m}.
The maximal ideals of Rm are precisely the ideals Pm = RmP with P ∈MaxmR.
Proof. Let P be the annihilator of a simple right R-module V . Since 1 /∈ P , there
exists m ∈ MaxZ such that P ∩Z ⊂ m. The transformation zV of V afforded by an
element z ∈ Z is an MR-endomorphism. Hence the image and the kernel of zV are
submodules of V . If z /∈ m, then V z 6= 0, whence V z = V and Ker zV = 0 by the
simplicity of V . In other words, zV is invertible for any z ∈ Z r m. We may now
regard V as a simple Rm-module. The condition mRm ⊂ Jac(Rm) entails Vm = 0,
i.e., m ⊂ P . The maximality of m yields P ∩Z = m. Now P/mR is a right primitive
ideal of the factor ring R/mR ∼= Rm/mRm. The latter is semilocal since so is Rm.
Hence R/mR has finitely many primitive ideals, and the factor algebra by any of
those is simple artinian.
If P is any ideal of R such that m ⊂ P for some m ∈ MaxZ, then Rm/Pm ∼=
(R/P )m ∼= R/P ; in this case Pm ∈ MaxRm if and only if P ∈ MaxmR. Any ideal P
′
of Rm coincides with Pm where P is the preimage of P
′ in R; if P ′ ∈MaxRm, then
Jac(Rm) ⊂ P
′, and the assumption about Rm yields m ⊂ P , so that P ∈ MaxmR.

Suppose further that M is a finitely generated right R-module.
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Lemma 2.2. If Ma = M for some ideal a of Z then there exists a ∈ a such that
M(1− a) = 0. In particular, a = Z whenever M is faithful.
Proof. For each m ∈ MaxZ the right Rm-module Mm is finitely generated and
Mm = Mma. If a ⊂ m, then aRm ⊂ Jac(Rm), which forces Mm = 0 by Nakayama’s
Lemma. In this case any element ofM is annihilated by some element in Zrm; since
M is finitely generated over R and Z is in the center of R there exists z ∈ Z r m
such that Mz = 0. Denote by b the annihilator of M in Z. We conclude that a+ b
cannot be contained in any maximal ideal of Z, whence a + b = Z. It follows that
1− a ∈ b for some a ∈ a. If M is faithful, we must have a = 1. 
Lemma 2.3. For any r ∈ Q, r ≥ 0, we have
Ur(M) = {m ∈ MaxZ | rP (M) ≤ r for all P ∈ MaxmR}.
Proof. Let m ∈ MaxZ. Lemma 1.6(ii) together with Lemma 2.1 and the definition
of Ur(M) in section 1 show that m ∈ Ur(M) if and only if rPm(Mm) ≤ r for all
P ∈ MaxmR. Since the image of Z rm in R/P consists of invertible elements, we
have Rm/Pm ∼= R/P and Mm/MmPm ∼=M/MP , whence rPm (Mm) = rP (M). 
Lemma 2.4. The supremum r(M) = sup{rP (M) | P ∈MaxR} is attained at some
maximal ideal of R.
Proof. Note that MaxZ 6= Us(M) for any s ∈ Q such that 0 ≤ s < r(M). Indeed, if
P ∈ MaxR satisfies rP (M) > s, then P ∩ Z is a maximal ideal of Z lying outside
of Us(M) by Lemma 2.3. Since MaxZ is quasicompact and each Us(M) is open in
MaxZ, we get
MaxZ 6=
⋃
0≤s<r(M)
Us(M).
Pick m ∈ MaxZ contained in none of the subsets Us(M) with s < r(M). Next, in
the finite set MaxmR pick P with the maximum value of rP (M). By Lemma 2.3
rP (M) > s for any s ∈ Q with s < r(M). Hence rP (M) = r(M). 
Lemma 2.5. Let K be an ideal of R such that R/K is semilocal, and let r = n/l for
some integers n ≥ 0, l > 0. Suppose that Ur(M) is quasicompact and rQ(M) ≤ r
for each Q ∈ MaxR such that there exists P ∈ MaxR satisfying P ⊃ K and
P ∩ Z = Q ∩ Z. Then:
(i) Ir(M/MK) coincides with the image of Ir(M) in R/K.
(ii) Ir(M) ⊂ K if and only if (M/MK)
l ∼= (R/K)n in MR.
(iii) If Ir(M) ⊂ K then rP (M) = r for each P ∈MaxR with P ⊃ K.
Proof. If m = P ∩ Z where P ∈ MaxR, P ⊃ K, then we have rQ(M) ≤ r for
all Q ∈ MaxmR by the hypothesis; hence m ∈ Ur(M) according to Lemma 2.3.
The Remark following Lemma 1.10 now proves (i). Since rP (M)l ≤ n for each
P ∈ MaxR with P ⊃ K, the R/K-module (M/MK)l is n-generated by Lemma
1.6. Hence (ii) follows from (i) and Lemma 1.4(ii). If (M/MK)l ∼= (R/K)n, then
(M/MP )l ∼= (R/P )n for any P ∈ MaxR with P ⊃ K; the comparison of lengths of
the two modules appearing in the latter isomorphism yields (iii). 
Lemma 2.6. Suppose that there is an integer n ≥ 0 such that Mm ∼= R
n
m in MRm
for each m ∈ MaxZ. Then M is projective; M is a generator in MR provided
M 6= 0. For each m ∈ MaxZ there exists z ∈ Z rm such that Mz ∼= R
n
z in MRz .
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Proof. We first prove that M is finitely presented. Consider any MR-epimorphism
ϕ : Rm → M with kernel K. We have to check that K is finitely generated. For
each m ∈ MaxZ the localization ϕm of ϕ at m gives rise to an exact sequence of
Rm-modules 0→ Km → R
m
m →Mm → 0. Since Mm is free, the sequence splits, and
so Rmm
∼= Km ⊕ R
n
m. It follows that m ≥ n and Km
∼= Rm−nm by the cancellation
property for projective modules over a semilocal ring [2, Ch. IV, (1.4)].
For any fixed m we can pick m elements v1, . . . , vm ∈ R
m with the property that
vn+1, . . . , vm ∈ K, the images of vn+1, . . . , vm in Km give a basis for Km over Rm,
and the images of v1, . . . , vn in R
m
m give a basis for a complementary summand.
Let K ′ and N be the submodules of Rm generated by vn+1, . . . , vm and v1, . . . , vn,
respectively. Since Rmm = K
′
m+Nm, there exists z ∈ Zrm such that R
mz ⊂ K ′+N .
For any n ∈ MaxZ with z /∈ n we have Rmn = K
′
n + Nn. Since K
′ ⊂ K, it follows
that ϕn(Nn) = Mn. The Rn-module Nn is generated by n elements. Since the ring
Rn is weakly finite and Mn ∼= R
n
n , the images of those elements in Mn are a basis
for Mn over Rn. In other words, ϕn induces an isomorphism of Nn onto Mn. Hence
Kn ∩Nn = 0, and therefore Kn = K
′
n.
Denote by U the collection of all open subsets U of MaxZ with the property
that there exists a finitely generated submodule L ⊂ K, depending on U , such that
Kn = Ln for all n ∈ U . We have just proved that each m ∈ MaxZ has an open
neighborhood contained in U . It is also clear that U ∪ U ′ ∈ U whenever U,U ′ ∈ U .
Since the space MaxZ is quasicompact, we conclude that MaxZ ∈ U . This means
that there exists a finitely generated submodule L ⊂ K such that Kn = Ln for all
n ∈MaxZ. But then K = L. Thus M is finitely presented, as claimed.
For any fixed m we can find an MR-morphism ψ : R
n → M whose localization
Rnm →Mm is an isomorphism. Since M is finitely generated, there exists s ∈ Z rm
such that the MRs-morphism ψs : R
n
s → Ms induced by ψ is surjective. Since the
Rs-module Ms is finitely presented, Kerψs is finitely generated. Then Kerψs is
annihilated by some element z ∈ Z r m. We may assume that Zz is a localization
of Zs, in which case ψs induces an isomorphism R
n
z →Mz.
For V ∈MR and m ∈ MaxZ the canonical map
HomR(M,V )⊗Z Zm → HomRm(Mm, Vm)
is bijective by [2, Ch. III, (4.5)]. Let now ξ : HomR(M,V )→ HomR(M,W ) be the
map induced by an MR-epimorphism V → W . Since Mm is projective in MRm ,
the map ξ⊗ id : HomR(M,V )⊗Z Zm → HomR(M,W )⊗Z Zm is surjective for each
m, but then ξ is itself surjective. This proves that M is projective in MR.
Suppose that M 6= 0. Then n 6= 0, and so Mm 6= 0 for each m ∈ MaxZ. Denote
by T the trace ideal of M . Thus T =
∑
f(M) where f runs over HomR(M,R).
Since HomRm(Mm, Rm)
∼= HomR(M,R) ⊗Z Zm, the trace ideal of the Rm-module
Mm coincides with Tm. It follows that Tm = Rm since Mm is free. As this is valid
for each m, we get T = R. This means that M is a generator. 
Lemma 2.7. Let P ∈ SpecR and m ∈MaxZ. If P ∩ Z ⊂ m then P ⊂ Q for some
Q ∈MaxmR.
Proof. The hypothesis implies that 1 /∈ Pm. So Pm is contained in a maximal ideal
of Rm, that is, an ideal Qm for some Q ∈MaxmR. Then P ⊂ Q. 
Recall that a Jacobson ring is a ring in which every prime ideal is an intersection
of primitive ideals.
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Lemma 2.8. Let P ∈ SpecR and p = P ∩ Z. Suppose that Z is a Jacobson ring
and Rp/pRp is an artinian ring. Then for any z ∈ Z r p the intersection K of all
ideals Q ∈MaxR such that P ⊂ Q and z /∈ Q coincides with P .
Proof. Clearly P ⊂ K. In view of Lemma 2.7 K ∩Z coincides with the intersection
b of all ideals m ∈ MaxZ such that p ⊂ m and z /∈ m. Since Z is a Jacobson ring,
we have p = a ∩ b where a denotes the intersection of all ideals m ∈ MaxZ such
that p ⊂ m and z ∈ m. In particular, ab ⊂ p. Since z ∈ a, we have a 6⊂ p; hence
b ⊂ p because p is prime. We conclude that K ∩ Z = p.
Let R′ = Rp/Pp ∼= R/P ⊗Z Zp. Since R/P is a prime ring, its central subring
Z/p contains no zero divisors of R/P other than 0. Hence R/P is embedded into
R′. The ring R′, as a homomorphic image of Rp/pRp, is artinian. Each nonzero
ideal of R′ intersects R/P nontrivially. It follows that R′ is prime, in which case
R′ is actually simple. If the ideal K ′ of R′ generated by the image of K contained
1, K/P would have a nonzero intersection with Z/p, which is impossible. We must
have K ′ = 0, which entails K/P = 0, i.e., K = P . 
Remark. If R is module-finite over Z, then Rp/pRp is a finite dimensional algebra
over a field, so that the artinian hypothesis in Lemma 2.8 is fulfilled. In this case
pRp ⊂ Jac(Rp) by [1, Corollary to Lemma 2] or [9, Lemma 3.1], which implies that
Rp is semilocal.
It is well-known that the Jacobson property goes up from Z to R in the module-
finite case. The first result of this kind, due to Curtis [9, Th. 4.3], assumed ACC
on Z-submodules of R. Subsequently several generalizations have been found, e.g.
[8], [23], [25]. Under previous assumptions Rz is module-finite over Zz and Zz is
Jacobson by [4, Ch. V, §3, Th. 3]; so Rz is Jacobson for any z ∈ Z. This reduces to
the conclusion of Lemma 2.8.
3. Semilocal factor algebras of module algebras
Suppose that H is a Hopf algebra and A a left H-module algebra over the ground
field k. The compatibility of the H-module structure with the algebra structure on
A is expressed by means of the identities
h1A = ε(h)1A, h(ab) =
∑
(h(1)a)(h(2)b)
where h ∈ H , a, b ∈ A, and 1A is the unity element of A. For an ideal I of A and a
subcoalgebra C of H put
IC = {a ∈ A | Ca ⊂ I}.
Clearly IC is also an ideal of A. In particular, IH is the largest H-stable ideal of A
contained in I. If C,C′ are two subcoalgebras with C ⊂ C′ then IC ⊃ IC′ .
Our subsequent arguments require the factor algebras A/IC to be semilocal. We
wish to know the cases in which this property of A/IC can be established.
We always consider Hom(C,A/I) equipped with the convolution multiplication.
For a ∈ A define a˜ ∈ Hom(C,A/I) by the rule
a˜(c) = ca+ I, c ∈ C.
The map τ : A→ Hom(C,A/I) given by the assignment a 7→ a˜ is a homomorphism
of algebras and Ker τ = IC . The inclusion k →֒ A/I allows us to identify the dual
algebra C∗ of C with a subalgebra of Hom(C,A/I).
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Lemma 3.1. If dimC <∞, then Hom(C,A/I) = τ(A)C∗ and so Hom(C,A/I) is
left module-finite over τ(A).
Proof. The verification is straightforward. In case I = 0 the statement is contained
in [29, Lemma 2.1(iv)]. The general case is immediate since the canonical projection
A→ A/I induces a surjective algebra homomorphism Hom(C,A)→ Hom(C,A/I).

Remark. It is probably not true that Hom(C,A/I) is right module-finite over
τ(A) in case of Hopf algebras whose antipode is not bijective. This is essentially the
reason for our use of left side conditions in this section.
Lemma 3.2. If C and A/I are finite dimensional, then so too is A/IC .
This is clear since A/IC is embedded into Hom(C,A/I).
Lemma 3.3. Let T be a ring left module-finite over a subring R. Suppose that R is
either (a) left noetherian or (b) left module-finite over a commutative subring R′.
If T is left artinian (semiprimary, semilocal), then so too is R.
Proof. (i) If T is left artinian then R is left artinian by Bjo¨rk’s results. In case (a)
[3, Cor. 0.2] applies. In case (b) T is left module-finite over R′; so R′ is artinian
by [3, Th. 3.3]. Then T has finite length as an R′-module with respect to left
multiplications, and the same holds for R.
(ii) Suppose that T is semiprimary and J = Jac(T ). Part (i) shows that the
subring R/(J∩R) of the artinian ring T/J is left artinian. Since J ∩R is a nilpotent
ideal of R, it is clear that R is semiprimary.
(iii) A result of Camps and Dicks [6] says that a subring of a semilocal ring is
itself semilocal provided that the subring is full, that is, each non-invertible element
of the subring is not invertible in the ambient ring. We will check that R is a full
subring of T ; it will follow then that R is semilocal whenever so is T . Let x ∈ R
be invertible in T . We have to show that x−1 ∈ R. In case (a) T is a noetherian
R-module on the left side. Hence the chain of submodules R ⊂ Rx−1 ⊂ Rx−2 ⊂ · · ·
is ultimately constant, i.e., x−n ∈ Rx1−n for some n > 0. Multiplying by xn−1
proves the claim.
In case (b) T is a finitely generatedR′-module on the left side. The right multipli-
cation by x−1 defines an endomorphism f of that module. Since R′ is commutative,
f satisfies an equation fn =
∑n−1
i=0 cif
i for some n > 0 and c0, . . . , cn−1 ∈ R
′. Then
we have tx−n =
∑n−1
i=0 citx
−i for all t ∈ T . Substituting t = 1, we deduce that
x−n ∈
∑n−1
i=0 R
′x−i ⊂ Rx1−n, which leads to the desired conclusion. 
Lemma 3.4. Suppose that dimC <∞ and A is either left noetherian or left module-
finite over a commutative subring. If A/I is left artinian (semiprimary, semilocal),
then so too is A/IC .
Proof. We take T = Hom(C,A/I) and R = τ(A). By Lemma 3.1 T is left module-
finite over R. Let us identify T with the algebra C∗⊗A/I by means of the canonical
isomorphism. Thus T is left module-finite over the subring 1 ⊗ A/I isomorphic
to A/I. If A/I is left artinian, so is T . Since the finite dimensional subalgebra
C∗ ⊗ 1 centralizers 1 ⊗ A/I, the ideal J = C∗ ⊗ Jac(A/I) of T is contained in the
Jacobson radical of T [15, Prop. 5.7]. If A/I is semilocal, then T/J is artinian, and
it follows that T is semilocal. If A/I is semiprimary then J is nilpotent; hence T is
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semiprimary. Since A/IC ∼= τ(A), an application of Lemma 3.3 yields all conclusions
of Lemma 3.4. 
Remark. The conclusion of Lemma 3.4 can be rephrased in the language of [20,
Def. 3.4] as follows: the action of H on A is F -continuous where F is the filter
consisting of those ideals I of A for which A/I is left artinian in one case, semipri-
mary in the second and semilocal in the third. Another result of this kind will be
presented in Lemma 3.6.
Lemma 3.5. Let Z ⊂ R ⊂ T be a tower of rings where Z is central in R, the ring
R has semilocal localizations with respect to Z and T is left module-finite over R.
If T is semilocal then R is semilocal. If T is semiprimary then so too is Z; if also
all rings Rm/mRm with m ∈ MaxZ are semiprimary then R is semiprimary.
Proof. Note that the version of Lemma 2.2 for left R-modules is also valid since
we may replace R with the opposite ring. Take M = T regarded as an R-module
with respect to left multiplications. Lemma 2.2 shows that the equality aT = T
for a ∈ Z implies aZ = Z. In other words, a−1 ∈ Z whenever a is invertible in
T . So Z is a full subring of T , and the Camps-Dicks Theorem ensures that Z is
semilocal (cf. the proof of Lemma 3.3). Since the set MaxZ is finite, by Lemma 2.1
R has finitely many right primitive factor algebras R/P , and each of those is simple
artinian. Hence R is semilocal.
Suppose that T is semiprimary. Since J = Jac(T ) is nilpotent, the ring R (resp.,
Z) is semiprimary if and only if so is R/(R ∩ J) (resp., Z/(Z ∩ J)). Passing to the
tower of rings Z/(Z ∩ J) ⊂ R/(R ∩ J) ⊂ T/J , we may assume that T is artinian.
Given a ∈ Z, there exists an integer n > 0 such that anT = an+1T . Now anT is a
finitely generated left R-submodule of T since aR = Ra. Applying Lemma 2.2 with
M = anT and a = aZ, we deduce that (1−b)anT = 0 for some b ∈ aZ. If a ∈ Jac(Z),
then 1− b is invertible, whence anT = 0, i.e., an = 0. This shows that Jac(Z) is nil.
Since nil subrings of artinian rings are nilpotent, Jac(Z) is nilpotent. This means
that Z is semiprimary. Since Z is commutative, Z is the finite direct product of
local rings Zm, m ∈ MaxZ, with nilpotent maximal ideals mZm. Then R ∼=
∏
Rm
and mRm is a nilpotent ideal of Rm for each m. If Rm/mRm is semiprimary, so too
is Rm. When all rings Rm are semiprimary, R is semiprimary. 
Lemma 3.6. Suppose that dimC <∞ and A has semilocal localizations with respect
to a central subring Z.
(i) If A/I is semilocal then A/IC is semilocal.
(ii) If A/I is semiprimary then Z/(Z ∩ IC) is semiprimary.
(iii) If A/I and all rings Am/mAm are semiprimary then A/IC is semiprimary.
Proof. We apply Lemma 3.5 to the tower τ(Z) ⊂ τ(A) ⊂ Hom(C,A/I). As pointed
out in the proof of Lemma 3.4, Hom(C,A/I) is semilocal (semiprimary) whenever
so is A/I. 
4. The orbit relation on the maximal spectrum
We continue to assume that A is an H-module algebra. For P,Q ∈MaxA define
P ≤H Q if PC ⊂ Q for some finite dimensional subcoalgebra C ⊂ H . Here PC
denotes the ideal of A defined in section 3.
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Lemma 4.1. The relation ≤H is reflexive and transitive.
Proof. If C = k, then PC = P . Since P ⊂ P , we get P ≤H P . Suppose that
P, P ′, P ′′ ∈ MaxA satisfy P ≤H P
′ and P ′ ≤H P
′′. Then PC ⊂ P
′ and P ′C′ ⊂ P
′′
for some finite dimensional subcoalgebras C,C′ ⊂ H . Note that CC′ is also a finite
dimensional subcoalgebra of H . If a ∈ PCC′ , that is, CC
′a ⊂ P , then C′a ⊂ PC ⊂
P ′, whence a ∈ P ′C′ ⊂ P
′′. This shows that PCC′ ⊂ P
′′, and therefore P ≤H P
′′.

If H = kG is a group algebra, then any finite dimensional subcoalgebra C ofH is
spanned by a finite subset, say X , of G. Clearly PC =
⋂
g∈X g
−1(P ). If Q ∈MaxA
contains PC , then Q contains the product of the ideals g
−1(P ), g ∈ X , taken in
any order; since Q is prime, Q ⊃ g−1(P ) for some g ∈ X . The maximality of P
ensures then that Q = g−1(P ). Thus P ≤H Q if and only if P and Q lie in the same
G-orbit.
The previous example suggests that ≤H may also be symmetric, that is, an
equivalence relation on MaxA in general. It is not clear whether this is always true.
We will be able to provide a confirmation in several cases. When the relation ≤H
is symmetric, we call it the H-orbit equivalence relation.
Note that PH coincides with the intersection of the family of ideals PC with C
a finite dimensional subcoalgebra. It follows that PH ⊂ QH whenever P ≤H Q.
If P ≤H Q and Q ≤H P then PH = QH , that is, P and Q belong to the same
H-stratum, in the language of [5]. In general the H-stratification defines a coarser
equivalence relation.
The proof of the next lemma uses essentially the same argument as given by
Chin [7, Lemma 2.2] in the case where H is finite dimensional and pointed; it was
further generalized by Montgomery and Schneider [21, Th. 3.7].
Lemma 4.2. Suppose that H ′ is a Hopf subalgebra of H containing the coradical of
H. Then for P,Q ∈ MaxA one has P ≤H Q if and only if P ≤H′ Q. The relation
≤H is symmetric if and only if so is ≤H′ .
Proof. Suppose that C is a finite dimensional subcoalgebra of H and C0 denotes the
coradical of C. Consider the coradical filtration C0 ⊂ C1 ⊂ · · · of C. As dimC <∞,
we have Cn = C for some n. Let P ∈ MaxA. We will prove by induction on i ≥ 0
that P i+1C0 ⊂ PCi . For i = 0 this is clear. Suppose that the claim is valid for some
i ≥ 0 and c ∈ Ci+1. Since ∆(c) ∈ C0 ⊗ C + C ⊗ Ci, we deduce
c(P i+2C0 ) ⊂
∑
(c)
c(1)(PC0) · c(2)(P
i+1
C0
) ⊂ P,
showing that P i+2C0 ⊂ PCi+1 . In particular, P
n+1
C0
⊂ PC . It follows that forQ ∈MaxA
the inclusions PC ⊂ Q and PC0 ⊂ Q are equivalent to each other. Since C0 ⊂ H
′,
we conclude that P ≤H Q if and only if P ≤H′ Q. 
Corollary 4.3. If H is pointed with the group G of grouplike elements then P ≤H Q
for P,Q ∈MaxA if and only if P and Q lie in the same G-orbit.
Proof. In this case the coradical of H coincides with the group algebra kG. 
Proposition 4.4. If A is right artinian then ≤H is symmetric.
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Proof. If C and C′ are two finite dimensional subcoalgebras of H , so also is C +C′,
and PC+C′ = PC ∩ PC′ . Since A satisfies DCC on right ideals, the set of ideals PC
with C a finite dimensional subcoalgebra of H , contains a smallest element which
has to coincide with PH . Hence for P,Q ∈ MaxA one has P ≤H Q if and only if
PH ⊂ Q. The right artinian H-module algebra A/PH has a maximal ideal P/PH
which contains no nonzero H-stable ideals of A/PH . By [29, Lemma 4.2] A/PH is
H-simple. If PH ⊂ Q, then QH is an H-stable ideal of A containing PH , and we
must have QH = PH . The inclusion QH ⊂ P entails Q ≤H P . 
Proposition 4.5. Suppose that X ⊂ MaxA is a subset such that for each P ∈ X
and each finite dimensional subcoalgebra C of H the factor ring A/PC is semipri-
mary and each maximal ideal of A containing PC lies in X. If either (a) dimH <∞
or (b) H is generated by a family H of Hopf subalgebras such that the relation ≤H′
is symmetric on X for each H ′ ∈ H, then the relation ≤H is symmetric on X.
Proof. In case (a) PH is the smallest element in the set of ideals PC with C a finite
dimensional subcoalgebra. Hence for P,Q ∈ MaxA one has P ≤H Q if and only
if PH ⊂ Q. The H-module algebra A/PH is semiprimary by the hypothesis. Its
maximal ideal P/PH contains no nonzero H-stable ideals of A/PH . It follows that
A/PH is H-semiprime, i.e., A/PH has no nonzero H-stable nilpotent ideals. By [29,
Th. 0.3 and Lemma 4.2] A/PH is H-simple. Then the inclusion PH ⊂ Q implies
PH = QH , and so Q ≤H P .
Assume now that H satisfies condition (b). Denote by C the collection of subcoal-
gebras C of H such that dimC <∞ and for any pair P,Q ∈ X satisfying PC ⊂ Q
one has Q ≤H P . By the hypothesis C contains all finite dimensional subcoalgebras
of any H ′ ∈ H.
We claim that C+C′ ∈ C and CC′ ∈ C whenever C, C′ are both from C. Suppose
that P,Q ∈ X are such that PC+C′ ⊂ Q. Since PC+C′ = PC ∩ PC′ ⊃ PCPC′ and Q
is a prime ideal, we have either PC ⊂ Q or PC′ ⊂ Q, whence Q ≤H P . This proves
the first inclusion in our claim.
We also have to show that Q ≤H P whenever P,Q ∈ X satisfy PCC′ ⊂ Q. Denote
by Y the set of maximal ideals of A containing PC . By the hypothesis Y ⊂ X , and Y
is finite since A/PC is semiprimary. If J denotes the intersection of all ideals from
Y , then J/PC coincides with the Jacobson radical of A/PC , which is nilpotent.
It follows that there exists a finite sequence Q1, . . . , Qn of ideals from Y (with
repetitions allowed) such that Q1 · · ·Qn ⊂ PC . If a1, . . . , an ∈ A are any elements
such that C′ai ⊂ Qi for each i = 1, . . . , n, then C
′(a1 · · · an) ⊂ Q1 · · ·Qn ⊂ PC , and
then CC′(a1 · · · an) ⊂ P . This shows that (Q1)C′ · · · (Qn)C′ ⊂ PCC′ ⊂ Q. Since Q
is prime, we must have (Qi)C′ ⊂ Q for at least one i. The inclusions C
′, C ∈ C imply
that Q ≤H Qi and Qi ≤H P . The transitivity of the relation ≤H entails Q ≤H P ,
as required.
It is clear now that the union U of all coalgebras from C is a subalgebra of H . If
H ′ ∈ H then H ′ ⊂ U since H ′ is the union of its finite dimensional subcoalgebras.
Since H is generated by H, we get U = H . Each finite dimensional subcoalgebra C
of H is contained therefore in some C′ ∈ C; since PC ⊃ PC′ for any P ∈ X , it is
clear that C ∈ C. Thus Q ≤H P whenever P,Q ∈ X satisfy PC ⊂ Q. 
There is a different interpretation of the relation P ≤H Q in terms of certain
operations with modules. Denote byMH the category of right H-comodules. Given
U ∈MH and V ∈ MA, we define right A-module structures on vector spaces U⊗V
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and Hom(U, V ) by the rules
(u⊗ v)a =
∑
u(0) ⊗ v
(
(Su(1))a
)
,
(ηa)(u) =
∑
η(u(0))(u(1)a)
where u ∈ U , v ∈ V , a ∈ A, η ∈ Hom(U, V ) and S : H → H is the antipode (see
[29, section 1]). If dimU < ∞ then U∗ is a right H-comodule with structure map
U∗ → U∗ ⊗H , ξ 7→
∑
ξ(0) ⊗ ξ(1), such that
∑
ξ(0)(u)ξ(1) =
∑
ξ(u(0))Su(1)
for all u ∈ U . Note that the evaluation map ev : U∗ ⊗ U → k is an MH -morphism
provided k has the trivial comodule structure.
Lemma 4.6. Let U ∈MH and V,W ∈MA.
(i) HomA(U ⊗ V,W ) ∼= HomA
(
V, Hom(U,W )
)
.
(ii) If dimU <∞ then U ⊗ V ∼= Hom(U∗, V ) in MA.
Proof. (i) This is the isomorphism from [29, Lemma 1.1]. It is induced by the canon-
ical linear bijection Hom(U ⊗ V,W ) ∼= Hom
(
V, Hom(U,W )
)
.
(ii) We obtain HomA
(
U∗ ⊗ (U ⊗ V ), V
)
∼= HomA
(
U ⊗ V, Hom(U∗, V )
)
as a
special case of (i). The canonical map ϕ : U ⊗ V → Hom(U∗, V ) corresponds to the
composite
U∗ ⊗ (U ⊗ V ) ∼= (U∗ ⊗ U)⊗ V
ev⊗id
−−−−→ k ⊗ V ∼= V.
Since the latter is an MA-morphism by functoriality, so too is ϕ. The assumption
dimU <∞ entails the bijectivity of ϕ. Thus ϕ is an isomorphism in MA. 
Lemma 4.7. Suppose that A/P and A/Q are simple artinian. Let V and W be
simple right A-modules whose annihilators coincide with P and Q, respectively.
(i) P ≤H Q if and only if W is a subfactor of the right A-module Hom(U, V ) for
some finite dimensional U ∈ MH .
(ii) If W is a submodule of Hom(U, V ) then both P ≤H Q and Q ≤H P hold.
(iii) If W is a factor module of Hom(U, V ) and the antipode of H is bijective then
P ≤H Q and Q ≤H P too.
Proof. (i) There is an isomorphism A/P ∼= V n in MA for some integer n > 0. Sup-
pose that there exists a finite dimensional subcoalgebra C of H such that PC ⊂ Q.
We may regard C as a right H-comodule with respect to the comultiplication. The
right A-module structure on Hom(C,A/P ) derives from the algebra homomorphism
τ : A → Hom(C,A/P ) defined in section 3. Since Ker τ = PC , the factor algebra
A/PC is embedded in Hom(C,A/P ). As W is a simple A/PC -module, W is a sub-
factor of Hom(C,A/P ) as a right A-module. The latter module is the direct sum of
n copies of Hom(C, V ). Hence W is a subfactor of Hom(C, V ).
Conversely, suppose that W is a subfactor of Hom(U, V ) for some finite di-
mensional U ∈ MH . Since H is an injective cogenerator in MH , there exists a
monomorphism ϕ : U → Hm in MH for some integer m > 0. Then ϕ(U) ⊂ Cm for
a suitable finite dimensional subcoalgebra C ⊂ H . Hence Hom(U, V ) is a homomor-
phic image of the right A-module Hom(Cm, V ). It follows that W is a subfactor of
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Hom(C, V ), and also of Hom(C,A/P ). Using again the equality Ker τ = PC from
the previous paragraph, we deduce that PC annihilates W , whence PC ⊂ Q.
(ii) If there exists an MA-monomorphism W → Hom(U, V ) then there also
exists a nonzero MA-morphism U ⊗ W → V by Lemma 4.6(i). The latter has
to be surjective since V is simple. Lemma 4.6(ii) shows that V is a subfactor of
Hom(U∗,W ), whence Q ≤H P by part (i).
(iii) Suppose that the antipode is bijective. Then any U ∈ MH , dimU < ∞,
is isomorphic to (U ′)∗ for some finite dimensional U ′ ∈ MH . By Lemma 4.6(ii)
Hom(U, V ) ∼= U ′ ⊗ V . If there exists an MA-epimorphism Hom(U, V ) → W then
there also exists a nonzero MA-morphism V → Hom(U
′,W ) by Lemma 4.6(i). In
this case V is isomorphic with a submodule of Hom(U ′,W ), whence Q ≤H P . 
Remark. We may regard MA as a right module category over the tensor cate-
gory (MH)op, opposite toMH , with respect to the bifunctor (V, U) 7→ Hom(U, V ).
Lemma 4.7 shows that ≤H corresponds to a certain relation on the set of isomor-
phism classes of simple right A-modules defined in purely categorical terms. In case
of an arbitrary left module category M over a finite tensor category C such a re-
lation was introduced by Etingof and Ostrik [12, Lemma 3.8]. It was proved there
that this relation is symmetric under the assumption that C has projective covers
and P ⊗ X is projective in M for any projective object P ∈ C and any object
X ∈ M. The second condition is rather nontrivial to verify.
Lemma 4.8. Suppose that A has semilocal localizations with respect to a central
subring Z. Given P,Q ∈MaxA with P ≤H Q, let n = Q∩Z. If either (a) An/nAn
is semiprimary or (b) the antipode of H is bijective, then there exists Q′ ∈ MaxnA
satisfying P ≤H Q
′ and Q′ ≤H P .
Proof. Recall from Lemma 2.1 that both rings A/P and A/Q are simple artinian.
Let V and W be as in Lemma 4.7. Then W is a subfactor of the right A-module
M = Hom(U, V ) for some finite dimensional U ∈MH . Denoting by ρ : U → U ⊗H
the comodule structure map, we have ρ(U) ⊂ U ⊗ C for some finite dimensional
subcoalgebra C ⊂ H . Since V P = 0, it is immediate from the definition of the A-
module structure on M that PC annihilates M . Put a = PC ∩Z. The commutative
ring Z/a is semiprimary by Lemma 3.6; it is therefore a finite direct product of
primary rings. Then A/aA ∼=
∏
m∈X Am/aAm where X is the finite set of those
m ∈ MaxZ for which a ⊂ m. Since Ma = 0, we have M ∼=
∏
m∈XMm, and A
operates in Mm via the projection onto Am/aAm. Then W is a subfactor of Mm for
some m ∈ X . Since Wn = 0, while all elements of Z r m are invertible on W , we
must have n ⊂ m. As n ∈ MaxZ by Lemma 2.1, this yields n = m, showing that
n ∈ X and Mn 6= 0.
Suppose that (a) holds. The primary ring Zn/aZn has a nilpotent maximal ideal
generated by n. Hence nAn/aAn is a nilpotent ideal of An/aAn, and it follows that
An/aAn is semiprimary. Since Mn is a nonzero right An/aAn-module, it contains
a simple submodule, say W ′. Denote by Q′ the annihilator of W ′ in A. As W ′ is
a simple submodule of M , Lemma 4.7(ii) yields P ≤H Q
′ and Q′ ≤H P . Since
W ′n = 0, we get Q′ ∩ Z = n.
Suppose now that (b) holds. Then U ∼= (U ′)∗ for some U ′ ∈ MH, dimU ′ <∞.
By Lemma 4.6 M ∼= U ′ ⊗ V , so M is finitely generated in MA according to [29,
Lemma 1.1]. The direct summand Mn of M is also finitely generated in MA. Then
Mn has a simple factor module, call it W
′. We now complete the proof similarly to
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case (a), but using Lemma 4.7(iii) instead. 
We say that A has quasilocal localizations with respect to a central subring Z if
Am is quasilocal and mAm ⊂ Jac(Am) for each m ∈ MaxZ.
Proposition 4.9. Suppose that A has quasilocal localizations with respect to Z. If
either all rings Am/mAm, m ∈ MaxZ, are primary or the antipode of H is bijective
then the relation ≤H is symmetric on MaxA.
Proof. Since An is quasilocal for any n ∈ MaxZ, there is a single ideal in MaxnA.
Hence Q′ = Q in the notation of Lemma 4.8. 
Corollary 4.10. If A is commutative then ≤H is symmetric on MaxA.
Proof. The hypotheses of Proposition 4.9 are satisfied if we take Z = A. 
5. Projectivity result for module algebras
Let A be an H-module algebra and M ∈ HMA. The compatibility of the two
module structures on M is expressed as
h(va) =
∑
(h(1)v)(h(2)a) for h ∈ H, v ∈M, a ∈ A.
Lemma 5.1. Suppose that C is a subcoalgebra of H and I an ideal of A such that
A/I is weakly finite. If M/MI ∼= (A/I)n in MA and the A-module M/MIC is
n-generated, then M/MIC ∼= (A/IC)
n in MA.
Proof. We will regard Hom(C,M/MI) as a right Hom(C,A/I)-module by means of
the convolution action. If ξ : C → A/I and η : C →M/MI are linear maps, then
(ηξ)(c) =
∑
η(c(1))ξ(c(2)), c ∈ C.
For each ideal J of A denote by πJ :M →M/MJ the canonical projection. Define
mˆ, m˜ ∈ Hom(C,M/MI) for each m ∈M by the rules
mˆ(c) = ε(c)πI(m), m˜(c) = πI(cm)
Pick e1, . . . , en ∈ M such that πI(e1), . . . , πI(en) are a basis for the A/I-module
M/MI. Given η ∈ Hom(C,M/MI), there are uniquely determined ξ1, . . . , ξn ∈
Hom(C,A/I) such that η(c) =
∑n
i=1 πI(ei)ξi(c) for all c ∈ C, which is equiva-
lent to η =
∑n
i=1 eˆiξi. Hence eˆ1, . . . , eˆn are a basis for the Hom(C,A/I)-module
Hom(C,M/MI).
Pick any elements v1, . . . , vn generating M modulo MIC . Given m ∈ M , there
exist ζ1, . . . , ζn ∈ Hom(H,A) such that
S(h)m ≡
n∑
i=1
viζi(h) (modMIC)
for all h ∈ H . Note that C(MIC) ⊂MI = KerπI . Taking c ∈ C, we get
ε(c)m =
∑
(c)
c(1)S(c(2))m ≡
∑
(c)
c(1)
( n∑
i=1
viζi(c(2))
)
≡
n∑
i=1
∑
(c)
(c(1)vi)
(
c(2)ζi(c(3))
)
(modMI),
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and applying πI , we deduce mˆ(c) =
∑n
i=1
∑
(c) v˜i(c(1))θi(c(2)) where the θi’s are
linear maps C → A/I defined by the formula θi(c) =
∑
(c) c(1)ζi(c(2))+I. This shows
that mˆ =
∑n
i=1 v˜i θi. In particular, the submodule of Hom(C,M/MI) generated by
v˜1, . . . , v˜n contains eˆ1, . . . , eˆn. So v˜1, . . . , v˜n generate the whole Hom(C,M/MI).
Since the algebra Hom(C,A/I) is weakly finite [28, Lemma 7.1], v˜1, . . . , v˜n are in
fact a basis for Hom(C,M/MI) over Hom(C,A/I).
Suppose that x1, . . . , xn ∈ A are any elements such that
∑n
i=1 vixi ∈MIC . Then
n∑
i=1
∑
(c)
(c(1)vi)(c(2)xi) = c
( n∑
i=1
vixi
)
∈ C(MIC) ⊂MI
for all c ∈ C. Applying πI , we rewrite this as
∑n
i=1 v˜ix˜i = 0 where x˜i ∈ Hom(C,A/I)
is defined as in section 3, i.e., x˜i(c) = cxi + I for c ∈ C. We must have x˜i = 0, i.e.,
xi ∈ IC for each i = 1, . . . , n. Hence πIC (v1), . . . , πIC (vn) are linearly independent
over A/IC . 
Further on we assume that A has semilocal localizations with respect to a central
subring Z. For a nonnegative r ∈ Q and a finitely generated right A-module M the
open subsets Ur(M) ⊂ MaxZ and the ideals Ir(M) of A were defined in section
1. When M ∈ HMA, we use the same notation ignoring the H-module structure.
Denote by Jr(M) the smallest H-stable ideal of A containing Ir(M).
Lemma 5.2. Let r = rP (M) where P ∈ MaxA and M ∈ HMA is an A-finite
object. Suppose that rQ(M) ≤ r for each Q ∈ MaxA such that P ≤H Q. Let
r = n/l for some integers l > 0, n ≥ 0. Then:
(i) rQ(M) = r for each Q ∈MaxA with P ≤H Q.
(ii) (M/MPC)
l ∼= (A/PC)
n in MA for subcoalgebras C of H with dimC <∞.
Proof. The ring A/P is simple artinian by Lemma 2.1. Then (M/MP )l ∼= (A/P )n
in MA since the two A/P -modules here have equal lengths. Let C be given as in
(ii). According to Lemma 3.6 A/PC is a semilocal ring. Since rQ(M)l ≤ rl = n
for any Q ∈ MaxA with PC ⊂ Q, it follows from Lemma 1.6(i) that the A/PC -
module (M/MPC)
l is n-generated. Now Lemma 5.1 applied to M l ∈ HMA yields
the isomorphism in (ii). Then (M/MQ)l ∼= (A/Q)n, and so rQ(M) = r, for any
Q ∈ MaxA with PC ⊂ Q. As this holds for all finite dimensional subcoalgebras C,
we deduce (i). 
Lemma 5.3. Let r = rP (M) where P ∈ MaxA and M ∈ HMA is an A-finite
object. Suppose that Ur(M) is quasicompact and rQ(M) ≤ r for each Q ∈ MaxA
such that Q ∩ Z = Q′ ∩ Z for some Q′ ∈MaxA with P ≤H Q
′. Then Jr(M) ⊂ P .
Proof. The isomorphism in Lemma 5.2(ii) enables us to apply Lemma 2.5(ii) with
R = A and K = PC . We conclude that Ir(M) ⊂ PC for each finite dimensional
subcoalgebra C of H , whence Ir(M) ⊂ PH . Since PH is an H-stable ideal of A, it
follows that Jr(M) ⊂ PH ⊂ P . 
Recall from Lemma 2.4 that r(M) = sup{rP (M) | P ∈MaxA}.
Proposition 5.4. Given any A-finite object M ∈ HMA and P ∈ MaxA one has
rP (M) = r(M) if and only if P ⊃ Jr(M)(M). Moreover, Jr(M)(M) 6= A.
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Proof. Let r = r(M). We have rQ(M) ≤ r for all Q ∈ MaxA. So by Lemma 2.3
Ur(M) = MaxZ, which is a quasicompact space. If rP (M) = r then P satisfies the
hypothesis of Lemma 5.3, whence Jr(M) ⊂ P . Conversely, if Jr(M) ⊂ P , then also
Ir(M) ⊂ P , whence rP (M) = r by Lemma 2.5(iii) (where we take R = A, K = P ).
Lemma 2.4 says that rP (M) = r for at least one P ∈ MaxA. Hence Jr(M) 6= A.

Corollary 5.5. Suppose that M ∈ HMA is an A-finite object and A has a maximal
ideal P such that rP (M) = r(M) and P contains no nonzero H-stable ideals of A.
Let r(M) = n/l for some integers n ≥ 0, l > 0. Then:
(i) rQ(M) = r(M) for all Q ∈MaxA.
(ii) M is projective in MA; M is a generator in MA provided M 6= 0.
(iii) M lp
∼= Anp in MAp for each p ∈ SpecZ.
Proof. Let r = r(M). Since Jr(M) is an H-stable ideal of A contained in P , we
get Jr(M) = 0; so Ir(M) = 0 too. Then Jr(M) ⊂ Q for any Q ∈ MaxA, whence
(i) holds by Proposition 5.4. Since Ur(M) = MaxZ, we have M
l
m
∼= Anm for any
m ∈MaxZ by Proposition 1.11(ii). If p ∈ SpecZ, then p ⊂ m for some m ∈MaxZ.
Since Ap is a localization of Am, we have Mp ∼= Mm ⊗Am Ap, whence (iii). Note
that M is projective or a generator in MA if and only if so is M
l. Hence Lemma
2.6 applied to M l establishes (ii). 
Theorem 5.6. Suppose that A is an H-simple H-module algebra which has semilo-
cal localizations with respect to a central subring Z. Let M be any locally A-finite
object of HMA. Put l = gcd{lengthA/Q | Q ∈ MaxA}. Then:
(i) M is projective in MA; M is a generator in MA provided M 6= 0.
(ii) M lp is a free Ap-module for each p ∈ SpecZ.
(iii) If M is not A-finite then Mp is a free Ap-module for each p ∈ SpecZ.
Proof. IfM is A-finite, then there exists P ∈ MaxA with rP (M) = r(M) by Lemma
2.4. We may now apply Corollary 5.5. For each Q ∈MaxA we have r(M) = rQ(M),
whence r(M) · length(A/Q) ∈ Z. It follows that r(M)l ∈ Z, and so Corollary 5.5
establishes both (i) and (ii).
Suppose further that M is not A-finite. The family F of all HMA-subobjects
of M clearly satisfies condition (a) of Lemma 5.7 below. If N ∈ F and N 6= M
then, since M is locally A-finite, there exists a nonzero A-finite subobject F ⊂ M
such that F 6⊂ N . We have N ′ = N + F ∈ F and N is properly contained in
N ′. Furthermore, N ′/N ∼= F/(F ∩ N) is an A-finite object of HMA; as we have
proved already, N ′/N is projective inMA. Thus condition (b) of Lemma 5.7 is also
fulfilled, and (i) follows.
Let m ∈ MaxZ. If N ∈ F and N 6= M then M/N is a generator in MA by (i).
In this case (M/N)m is a generator in MAm , whence Nm 6=Mm. In particular, this
holds for any A-finite subobject ofM sinceM is not A-finite. As a consequence, the
Am-module Mm cannot be finitely generated. The freeness of Mm now follows from
Lemma 5.8 which we apply by considering the family of submodules Nm of Mm
with N ∈ F . If p ∈ SpecZ, then Mp ∼= Mm ⊗Am Ap for any m ∈ MaxZ containing
p. This proves (iii). 
Lemma 5.7. Let R be any ring. A right R-module M has to be projective provided
that there exists a family F of submodules of M satisfying
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(a) {0} ∈ F and the union of every chain in F is again in F ,
(b) each N ∈ F , N 6=M , is properly contained in some N ′ ∈ F such that N ′/N is
projective in MR.
If at least one N ∈ F is a generator of MR then M is a generator too.
Proof. Let ξ : V →W be any epimorphism and ϕ :M →W any morphism in MR.
By Zorn’s Lemma there exist a maximal element in the set X of all pairs (N,ψ)
where N ∈ F and ψ : N → V is an MR-morphism such that ξ ◦ ψ = ϕ|N . If N ,
N ′ are as in (b), then N ′ = N ⊕ G for some projective submodule G; it is then
clear that any ψ occurring as a component of (N,ψ) ∈ X can be extended to an
MR-morphism ψ
′ : N ′ → V with the property that (N ′, ψ′) ∈ X . Therefore every
maximal element of X has to be (M,ψ) where ψ : M → V is an MR-morphism
satisfying ξ◦ψ = ϕ. This proves thatM is projective. Moreover, the R-moduleM/N
is projective for each N ∈ F since the family of submodules N ′/N with N ′ ∈ F
and N ′ ⊃ N satisfies (a) and (b). Hence each N ∈ F is a direct summand of M ,
and the final assertion of the lemma is clear. 
Lemma 5.8. Let R be a semilocal ring. A right R-module M is necessarily free as
long as M is not finitely generated and there is a family F of submodules satisfying
(a) {0} ∈ F and the union of every chain in F is again in F ,
(b) each N ∈ F, N 6= M , is properly contained in some N ′ ∈ F such that (N ′/N)l
is a finitely generated free R-module for some l ∈ Z+.
This is a restatement of [28, Lemma 2.5].
Lemma 5.9. Let M ∈ HMA be an A-finite object. Suppose that M 6= 0 and A is
not H-simple. Then A has a nonzero H-stable ideal I such that MI 6=M .
Proof. Suppose that MI =M for each nonzero H-stable ideal I of A. Since M 6= 0,
we have r(M) > 0. If P is any maximal ideal of A for which rP (M) = r(M),
then MP 6=M , and therefore P cannot contain nonzero H-stable ideals of A. Now
Corollary 5.5 shows that M is a generator in MA. Then MI 6= M for each proper
ideal I of A. It follows that A cannot have H-stable ideals other than 0 and A, i.e.
A is H-simple. 
6. Local projectivity and flatness
Here we consider an H-module algebra A which is not H-simple, but there is
a prime ideal of A containing no nonzero H-stable ideals. We want to look at the
localizations Mp at a single prime of Z. In contrast to Theorem 5.6 we are able to
prove the projectivity of Mp only under additional restrictions.
Proposition 6.1. Let A be an H-module algebra which has semilocal localizations
with respect to Z. Suppose that MaxZ is noetherian and either all rings Am/mAm,
m ∈MaxZ, are semiprimary or the antipode of H is bijective. Let M ∈ HMA be an
A-finite object whose rank function Q 7→ rQ(M) is constant on each fibre MaxmA,
m ∈MaxZ. Let r ∈ Q and P ∈ MaxA. Then:
(i) rP (M) = r if and only if P ⊃ Jr(M) and P 6⊃ Js(M) for any s > r.
(ii) rQ(M) = rP (M) for each Q ∈MaxA satisfying P ≤H Q.
Assuming that P contains no nonzero H-stable ideals of A and rP (M) = n/l
for some integers n ≥ 0, l > 0, we also have:
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(iii) rQ(M) ≥ rP (M) for all Q ∈MaxA.
(iv) M ln
∼= Ann in MAn for any n ∈MaxZ such that rQ(M) = rP (M) on MaxnA.
Proof. Since MaxZ is noetherian, for any real x > 0 the open subset
⋃
s<x Us(M)
is quasicompact. Hence there exists t ∈ Q, t < x, such that Us(M) = Ut(M) for
each s ∈ Q satisfying t < s < x. Given Q ∈ MaxA and n = Q ∩ Z, we have, by
Lemma 2.3, n ∈ Us(M) if and only if rQ(M) ≤ s since the rank function of M is
constant on MaxnA. It follows that rQ(M) ≤ t whenever rQ(M) < x.
The previous argument shows that for any subset X ⊂ MaxA there exists P ′ ∈
X such that rQ(M) ≤ rP ′(M) for all Q ∈ X . For, if we let x = sup{rQ(M) | Q ∈ X}
and take P ′ with rP ′(M) sufficiently close to x, we must have rP ′(M) = x.
Now choose P ′ as above in the subset X = {Q ∈ MaxA | P ≤H Q}. Denote
x = rP ′ (M). We have P ≤H P
′. If Q ∈ MaxA satisfies P ′ ≤H Q, then also
P ≤H Q, i.e., Q ∈ X . By the assumption on the rank function of M we get
rQ′(M) = rQ(M) ≤ x for any Q
′ ∈ MaxA with Q′ ∩ Z = Q ∩ Z. Thus P ′ satisfies
the hypotheses of Lemmas 5.2, 5.3. We deduce that Jx(M) ⊂ P
′ and rQ(M) = x
for any Q ∈MaxA with P ′ ≤H Q.
By Lemma 4.8 there exists P ′′ ∈MaxA such that P ′′ ∩Z = P ′ ∩Z, while both
P ≤H P
′′ and P ′′ ≤H P hold. The first condition on P
′′ shows that rP ′′(M) = x,
while the second condition gives P ′′ ∈ X . But then we may replace P ′ with P ′′
and conclude that rQ(M) = x for any Q ∈ MaxA with P
′′ ≤H Q. In particular,
rP (M) = x. Now we may replace P
′ with P . The earlier conclusions about P ′ yield
(ii) and verify the inclusion Jx(M) ⊂ P .
If s ∈ Q is such that rP (M) < s then rQ(M) < s for all Q ∈ MaxmA where
m = P ∩ Z. Lemma 2.5(iii) applied with R = A, K = P shows that Is(M) 6⊂ P ;
then also Js(M) 6⊂ P for such s. But we have checked already that Js(M) ⊂ P for
s = rP (M). The last two statements are equivalent to (i).
Suppose that P contains no nonzero H-stable ideals of A. Then Jx(M) = 0. By
(i) applied to an arbitrary Q ∈ MaxA, the inclusion Jx(M) ⊂ Q yields rQ(M) ≥ x,
proving (iii). If n is as in (iv), then n ∈ Ux(M). Since Ix(M) = 0, Lemma 1.11(ii)
verifies (iv). 
Proposition 6.2. Let A be an H-module algebra, module-finite over a central sub-
ring Z such that Z is a Jacobson ring with a noetherian space MaxZ. Suppose
that P ∈ SpecA contains no nonzero H-stable ideals of A. Let M ∈ HMA be an
A-finite object whose rank function Q 7→ rQ(M) is constant on each fibre MaxmA,
m ∈ MaxZ. Put m = inf{rQ(M) | Q ∈ MaxA}, and let m = n/l for some integers
n ≥ 0, l > 0. Then there exists z ∈ Z, z /∈ P, such that:
(i) rQ(M) = m for each Q ∈MaxA with z /∈ Q.
(ii) M lz
∼= Anz in MAz ; hence M
l
q
∼= Anq in MAq for each q ∈ SpecZ with z /∈ q.
Proof. Let p = P ∩ Z; clearly p ∈ SpecZ. As we pointed out in the Remark at
the end of section 2, Ap is semilocal. For r ∈ Q we have p ∈ U˜r(M) if and only if
rQ′(Mp) ≤ r for all Q
′ ∈ MaxAp (this follows from Lemma 1.6 and the definition
of U˜r(M)). Hence there exists the smallest r with the previous property, namely
r = max{rQ′(Mp) | Q
′ ∈ MaxAp}. We will assume that r is this number.
Since U˜r(M) is an open neighborhood of p in SpecZ, there exists a basic open
subset D(z) ⊂ U˜r(M) for some z ∈ Z r p. We choose such a z. If Q is a maximal
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ideal of A with z /∈ Q, then Q ∈ MaxnA where n ∈ D(z)∩MaxZ ⊂ Ur(M), so that
rQ(M) ≤ r.
By Lemma 2.8 there exists a subset X ⊂ MaxA such that P =
⋂
Q∈X Q and
z /∈ Q for each Q ∈ X . Suppose that Q ∈ X and n = Q ∩ Z. Since P ⊂ Q, we have
p ⊂ n. If s = rQ(M), then n ∈ Us(M), and so U˜s(M) is an open neighbourhood
of n in SpecZ. It follows that p ∈ U˜s(M), which yields s ≥ r by the choice of r.
Since the opposite inequality has been established, we conclude that rQ(M) = r.
Now Jr(M) ⊂ Q by Proposition 6.1(i).
It follows that Jr(M) ⊂ P . Since P contains no nonzero H-stable ideals, we get
Jr(M) = 0. Then Ir(M) = 0 too. Thus Jr(M) ⊂ Q for any Q ∈MaxA; Proposition
6.1(i) ensures that rQ(M) ≥ r. Note that Ur(M) 6= ∅ since X 6= ∅. It follows that
m = r, and the previous inequalities prove (i).
Lemma 1.11(ii) shows that M ln
∼= Ann when n ∈ Ur(M). Since Z is a Jacobson
ring and its localization Zz at z is a finitely generated Z-algebra, every maximal
ideal of Zz contracts to a maximal ideal of Z [4, Ch. V, §3, Th. 3]. Thus the maximal
ideals of Zz are of the form nZz with n ∈ MaxZ, z /∈ n. We know that n ∈ Ur(M)
for any such n. It follows that Az has semilocal localizations with respect to Zz
and the right Az-modules M
l
z and A
n
z have isomorphic localizations at all maximal
ideals of Zz. Thus we may apply Lemma 2.6 to the Az-module M
l
z. Replacing z
with a suitable element z′ such that Zz′ is a localization of Zz, we prove (ii). 
A restriction on the rank function is a serious deficiency of Propositions 6.1, 6.2.
This restriction is void in the case where all sets MaxmA are singletons.
Theorem 6.3. Let A be an H-module algebra, module-finite over a central subring
Z such that Z is a Jacobson ring with a noetherian space MaxZ and each maximal
ideal of Z is contained in a single maximal ideal of A. Suppose that P ∈ SpecA
contains no nonzero H-stable ideals of A. Denote p = P ∩ Z and
l = gcd{lengthAp/Q
′ | Q′ ∈ MaxAp}.
Then M lp is a free Ap-module for any locally A-finite M ∈ HMA.
Proof. When M is A-finite, we may apply Proposition 6.2. The Ap-module M
l′
p
is free for some l′ ∈ Z+. Hence r = rQ′(Mp) does not depend on Q
′ ∈ MaxAp.
Since Ap is semilocal, M
l′
p is free in MAp for any l
′ ∈ Z+ such that rl
′ ∈ Z. Since
r · lengthAp/Q
′ ∈ Z for any Q′ ∈MaxAp, we have rl ∈ Z, whence the conclusion.
Suppose that M is not A-finite. If N , N ′ are any two HMA-subobjects of M
such that N ′/N is A-finite then (N ′p/Np)
l is a free Ap-module. If the Ap-moduleMp
is finitely generated, then Mp = Np for some A-finite subobject, and the conclusion
is clear. Otherwise we apply Lemma 5.8 by considering the family of submodules
Np of Mp with N running through all HMA-subobjects of M . 
Theorem 6.4. Let B be any H-module algebra, A an H-stable subalgebra contained
in the center of B. Suppose that A is a Jacobson ring with a noetherian space MaxA
and IB = B for each nonzero H-stable ideal I of A. Then each locally A-finite object
M ∈ HMB is flat in MA.
Proof. Given a monomorphism ϕ : V → W in MA, denote by K the kernel of the
map id ⊗ ϕ : M ⊗A V → M ⊗A W . Since the latter map may be regarded as an
MB-morphism,K is a B-module. Suppose that x ∈ K is a nonzero element. Denote
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by a the annihilator of x in A. Then x is annihilated by the ideal aB of B, and
therefore aB 6= B. There exists Q ∈ MaxB such that aB ⊂ Q. Now p = Q ∩A is a
prime ideal of A and a ⊂ p. Since pB 6= B, none of the nonzero H-stable ideals of
A can be contained in p. Since A is commutative, we may apply Theorem 6.3 with
Z = A and P = p. We deduce that Mp is projective in MAp , which implies that
the map
id⊗ ϕ⊗ id :M ⊗A V ⊗A Ap →M ⊗A W ⊗A Ap
is injective. On the other hand, the kernel of this map coincides with K⊗AAp since
Ap is flat inMA. Thus K⊗AAp = 0. Then x is annihilated by an element in Zr p,
i.e. a 6⊂ p. This contradiction shows that K = 0. 
7. Dualization to comodule algebras
Let H be a bialgebra and A a right H-comodule algebra. An object of MHA
will be called A-finite if it is finitely generated in MA. An arbitrary object M is a
directed union of its A-finite subobjects. Indeed, any finite subset of M is contained
in a finite dimensional H-subcomodule; the A-submodule generated by the latter is
an A-finite subobject.
Lemma 7.1. Each object of MHA is flat (resp. projective) in MA provided that this
is true for all A-finite objects. Each nonzero object of MHA is a projective generator
in MA provided that this is true for all nonzero A-finite objects.
Proof. Since tensor products commute with filtered direct limits, the flat part of
the lemma follows from the fact that each M ∈MHA is a directed union of A-finite
subobjects. The projective part follows from Lemma 5.7 in which we take F to be
the family of all subobjects of M . 
Let H ′ be a second bialgebra, A′ an H ′-comodule algebra. Given a homo-
morphism of bialgebras ϕ : H ′ → H , we may view A′ as an H-comodule al-
gebra. Suppose that we are given also a map A′ → A which is a homomor-
phism of H-comodule algebras. In this case there is a functor MH
′
A′  M
H
A which
takes an object N ∈ MH
′
A′ to N ⊗A′ A ∈ M
H
A on which the comodule structure
N ⊗A′ A→ (N ⊗A′ A)⊗H is given by the rule
v ⊗ a 7→
∑
(v(0) ⊗ a(0))⊗ ϕ(v(1))a(1)
where v ∈ N , a ∈ A. It is easy to check that this map is well-defined. In the special
case where H ′ = H and A′ = k with the trivial comodule structure, we obtain an
object V ⊗A ∈MHA for each right H-comodule V .
We next make several observations concerning direct limits of comodule alge-
bras. Suppose that H = lim
−−→
Hi, the direct limit of an inductive family H = (Hi)
of bialgebras indexed by a directed set I. An H-compatible inductive family of co-
module algebras F = (Ai) is a collection containing for each i ∈ I an Hi-comodule
algebra Ai and for each pair i, j ∈ I with i ≤ j a homomorphism of Hj-comodule
algebras Ai → Aj ; these maps are requested to obey the usual rules of inductive
systems. If such an F is given, A = lim
−−→
Ai becomes an H-comodule algebra in a nat-
ural way. We mention below several properties of the categoryMHA under previous
assumptions.
We say thatM ∈MHA is F-induced if there exists i ∈ I and N ∈ M
Hi
Ai
such that
M ∼= N ⊗Ai A. Denote by F
H
A the class of all A-finite objects ofM
H
A isomorphic to
N ⊗Ai A for some i ∈ I and an Ai-finite N ∈M
Hi
Ai
.
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Lemma 7.2. If M ∈ MHA is an F-induced object and M
′ any A-finite subobject,
then M/M ′ is F-induced. In this case M/M ′ ∈ FHA whenever M ∈ F
H
A .
Proof. LetM ∼= N⊗AiA for some i ∈ I and N ∈M
H
Ai
. Put J = {j ∈ I | i ≤ j}. For
each j ∈ J denote Nj = N ⊗Ai Aj , and let Mj be the image of the canonical map
ϕj : Nj → M . We thus obtain a directed family of vector subspaces of M indexed
by J . Since A is covered by the images of Aj , j ∈ J , we have M =
⋃
j∈J Mj . By
the hypothesis M ′ is generated inMA by a finite subset. The latter is contained in
a finite dimensional H-subcomodule V ⊂ M ′, and we then have M ′ = V A. There
exists j ∈ J such that V ⊂ Mj . We may view ϕj as an M
H -morphism. Hence
there exists a finite dimensional H-subcomodule W of Nj such that ϕj(W ) = V .
Let ρj : Nj → Nj ⊗Hj be the Hj-comodule structure map. We must have
ρj(W ) ⊂W ⊗Hj +Nj ⊗Ker(Hj → H).
Then ρj(W ) ⊂W ⊗Hj+Nj ⊗U for some finite dimensional subspace in the kernel
of Hj → H . Now U vanishes in Ht for some t ∈ J , t ≥ j. If we denote by W
′ the
image ofW in Nt, thenW
′ is an Ht-subcomodule of Nt satisfying ϕt(W
′) = V . The
map W ′ ⊗ At → Nt afforded by the At-module structure is a morphism in M
Ht
At
;
hence its cokernel K is an object of that category. Tensoring with A, we obtain an
exact sequence
(W ′ ⊗At)⊗At A→ Nt ⊗At A
∼=M → K ⊗At A→ 0
in MHA . By construction the image of the first map coincides with M
′. It follows
that M/M ′ ∼= K ⊗At A is an F -induced object. Note that K is At-finite whenever
N is Ai-finite. 
Lemma 7.3. Every A-finite object M ∈MHA is isomorphic to a factor object of an
object from FHA .
Proof. There exists a finite dimensionalH-subcomodule V ⊂M such thatM = V A.
The map V ⊗A→M afforded by the A-module structure is then an epimorphism
in MHA . So it remains to prove the conclusion of the lemma for the object V ⊗A.
Since H is an injective cogenerator inMH , we can embed V as a subcomodule in
Hn for some integer n > 0. For each i ∈ I let ϕi : H
n
i → H
n denote the canonical
map. Then V is contained in the image of ϕj for some j ∈ I. Since ϕj may be
regarded as an MH -morphism, there exists a finite dimensional H-subcomodule
W ⊂ Hnj such that ϕj(W ) = V . As in the proof of previous lemma we can find
t ∈ I, t ≥ j, such that the image W ′ of W in Hnt is an Ht-subcomodule. The map
W ′ → V obtained by restriction of ϕt is an epimorphism in M
H ; it gives rise to
an epimorphism W ′ ⊗ A → V ⊗ A in MHA . Since W
′ ⊗ A ∼= (W ′ ⊗ At) ⊗At A and
W ′ ⊗At is an At-finite object of M
Ht
At
, we have W ′ ⊗A ∈ FHA . 
Lemma 7.4. Suppose A has a homomorphism into a nonzero artinian ring R and
each nonzero object from FHA is a projective generator in MA. Then F
H
A contains
all A-finite objects of MHA .
Proof. For each N ∈ FHA the R-module N ⊗AR is finitely generated, and we denote
by l(N) its length. If N 6= 0, then N is a projective generator in MA; in this case
N ⊗A R is a projective generator in MR, whence N ⊗A R 6= 0, i.e. l(N) > 0.
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IfM ∈MHA is A-finite, Lemma 7.3 ensures the existence of anM
H
A -epimorphism
ϕ : F → M with F ∈ FHA . If M is projective in MA, then ϕ splits in MA, and
therefore Kerϕ is an A-finite object of MHA . In this case M ∈ F
H
A by Lemma 7.2.
Suppose now that M ∈ FHA and M
′ is any A-finite MHA -subobject of M . By
Lemma 7.2 M/M ′ ∈ FHA . By the hypothesis M and M/M
′ are both projective in
MA. Then so is M
′ too. This implies M ′ ∈ FHA as we have observed above. Since
the exact sequence 0→M ′ →M →M/M ′ → 0 splits inMA, it remains exact after
tensoring with R, whence l(M) = l(M ′)+ l(M/M ′). If M ′ 6=M then l(M/M ′) > 0,
in which case l(M ′) < l(M).
Given another A-finite subobject M ′′ of M properly containing M ′, we have
then l(M ′) < l(M ′′) since M ′′ is also in FHA . It is now clear that M satisfies ACC
on A-finite subobjects. But every subobject of M is a directed union of A-finite
ones; hence it is itself A-finite. So, according to Lemma 7.2, the class FHA is closed
under factor objects, and we are done. 
For the ring R appearing in the next lemma we say that a finitely generated
projective R-module G has constant rank if rP (G), as defined in section 1, does not
depend on P ∈MaxR; we denote by r(G) this common value. If G 6= 0, then G has
a simple factor module annihilated by some P , and therefore r(G) = rP (G) > 0. If
G ∼= G′⊕G′′ inMR, then rP (G) = rP (G
′)+rP (G
′′) for all P ; hence G′′ has constant
rank whenever so do both G and G′. In this case r(G′) < r(G) unless G′′ = 0. There
are only finitely many possible values of r(G′) when G′ runs through the direct
summands of G having constant rank; indeed, r(G′) < r(G) and r(G′)l ∈ Z for
any G′ where l is the greatest common divisor of the lengths of the simple artinian
factor rings of R. It follows that G satisfies ACC on direct summands of constant
rank.
Lemma 7.5. Let A→ R be a homomorphism into a ring R all whose right primitive
factor rings are artinian. Suppose that for each F ∈ FHA the R-module F ⊗A R
is projective of constant rank. Then for each A-finite N ∈ MHA there exists an
epimorphism ξ : F → N in MHA such that F ∈ F
H
A and the map F ⊗AR→ N⊗AR
induced by ξ is an isomorphism in MR.
Proof. LetM ∈ FHA . By the hypothesisM⊗AR is a projective R-module of constant
rank. For each MHA -subobject K ⊂ M denote by TK the image of the canonical
map K ⊗A R → M ⊗A R. If M
′ ⊂ M is an A-finite subobject, then M/M ′ ∈ FHA
by Lemma 7.2. In this case M/M ′⊗AR is a projective R-module of constant rank,
and it follows from the exact sequence
M ′ ⊗A R→M ⊗A R→M/M
′ ⊗A R→ 0
that so too is TM ′ . As a consequence, M ⊗A R satisfies ACC on submodules of the
form TM ′ with M
′ as above. An arbitrary subobject K ⊂ M is a directed union
of A-finite ones. Then TK =
⋃
TK′ where K
′ runs through the A-finite subobjects
of K, and it follows that TK = TK′ for some K
′ of this type. Then the canonical
projection ξ : M/K ′ → M/K induces an isomorphism after tensoring with R.
Thus for N = M/K we have the desired conclusion with F = M/K ′. Lemma 7.3
completes the proof. 
Proposition 7.6. Let H = lim
−−→
Hi and A = lim
−−→
Ai as before.
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(i) All objects of MHA are flat in MA provided that for each i all objects of M
Hi
Ai
are flat in MAi .
(ii) Suppose that A has a homomorphism into a nonzero artinian ring R. If for
each i all nonzero objects of MHiAi are projective generators in MAi then all
nonzero objects of MHA are projective generators in MA.
(iii) Let A→ R be a ring homomorphism where R is a ring all whose right primitive
factor rings are artinian. Suppose that for each i and each Ai-finite N ∈M
Hi
Ai
the R-module N⊗AiR is projective of constant rank. Then M⊗AR is projective
in MR for any M ∈M
H
A ; if M is A-finite then M ⊗A R has constant rank.
Proof. (i) Since N ⊗Ai A is flat in MA whenever N is flat in MAi , the hypothesis
implies that every F -induced object of MHA is flat in MA. An arbitrary A-finite
object L ∈ MHA is isomorphic to M/K where M ∈ F
H
A and K is anM
H
A -subobject
of M . We have L ∼= lim
−−→
M/K ′ where K ′ ranges over all A-finite subobjects of K.
By Lemma 7.2M/K ′ ∈ FHA for each K
′. Thus L is a direct limit of flat A-modules;
then L is flat in MA. Lemma 7.1 completes the proof.
(ii) The hypothesis implies that all nonzero F -induced objects of MHA are pro-
jective generators in MA. Lemma 7.4 shows that the same conclusion holds for all
A-finite objects, and Lemma 7.1 establishes this for arbitrary objects.
(iii) Here M ⊗A R is a projective R-module of constant rank for each M ∈ F
H
A .
By Lemma 7.5 the same holds for each A-finite object of MHA . In order to extend
this to arbitrary objects we have to repeat the proof of [28, Th. 1.2] given in case
of commutative algebras. The proof is easier under the assumption that R is flat in
AM. In this case we can apply Lemma 5.7 to the family of submodules N ⊗A R of
M ⊗A R where N runs through all M
H
A -subobjects of M . 
Recall that the finite dual H◦ of H is a subalgebra of H∗ consisting of all linear
functions vanishing on an ideal of finite codimension in H . There is a comultipli-
cation on H◦ dual to the multiplication on H . Moreover, H◦ is a Hopf algebra
whenever so is H . As explained in [30], MH is equivalent to the category of ratio-
nal left H∗-modules. This gives a functorMH  H◦M. If A is a right H-comodule
algebra, then A is a left H◦-module algebra with respect to the corresponding mod-
ule structure; then we obtain a functorMHA  H◦MA. Moreover, all objects in the
image of that functor are locally A-finite.
If H is residually finite dimensional, then H◦ is dense in H∗; it follows that the
subcomodules of any U ∈ MH coincide with the submodules of the corresponding
H◦-module. In this case the H-costable ideals of an H-comodule algebra A coincide
with the H◦-stable ideals, and A is an H-simple H-comodule algebra if and only if
A is an H◦-simple H◦-module algebra.
It is easy now to translate the results from the preceding sections to the context
of comodule algebras. The next result is the comodule version of Theorem 5.6.
Theorem 7.7. Let M ∈ MHA where H is a residually finite dimensional Hopf
algebra and A is an H-simple H-comodule algebra which has semilocal localizations
with respect to a central subring Z. Put l = gcd{lengthA/Q | Q ∈ MaxA}. Then:
(i) M is projective in MA; M is a generator in MA provided M 6= 0.
(ii) M lp is a free Ap-module for each p ∈ SpecZ.
(iii) If M is not A-finite then Mp is a free Ap-module for each p ∈ SpecZ.
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In case of commutative comodule algebras we can weaken the assumption about
the Hopf algebra H .
Theorem 7.8. Suppose H is a directed union of residually finite dimensional Hopf
subalgebras and A is a commutative H-comodule algebra. If p ∈ SpecA contains no
nonzero H-costable ideals of A then Mp is a free Ap-module for any M ∈ M
H
A .
Proof. IfH is residually finite dimensional and A is finitely generated, the conclusion
follows from Theorem 6.3 since in this case Z = A is a noetherian Jacobson ring. In
general there is a directed family G of residually finite dimensional Hopf subalgebras
of H whose union coincides with H . Let I be the set of all pairs (A′, H ′) where
H ′ ∈ G and A′ is a finitely generated subalgebra of A such that ρA(A
′) ⊂ A′ ⊗H ′.
Given two pairs (A1, H1) and (A2, H2) from I, there exists H3 ∈ G containing both
H1 and H2; clearly (A1A2, H3) ∈ I. This shows that I is directed by inclusion.
For (A′, H ′) ∈ I we may regard A′ as an H ′-comodule algebra. Any H ′-costable
ideal of A′ extends to an H-costable ideal of A. It follows then that the prime ideal
p′ = p ∩ A′ of A′ contains no nonzero H ′-costable ideals of A′. Hence N ⊗A′ A
′
p′
is a free A′
p′
-module for any N ∈ MH
′
A′ ; since the homomorphism A
′ → Ap factors
through A′
p′
, the Ap-module N ⊗A′ Ap is also free. The assignment (A
′, H ′) 7→ H ′
defines an inductive family H of Hopf algebras indexed by I. The direct limit of H is
equal toH . The assignment (A′, H ′) 7→ A′ defines anH-compatible inductive family
F of comodule algebras. If V is any H-subcomodule of A with dimV < ∞, then
ρA(V ) ⊂ V ⊗H
′ for some H ′ ∈ G; denoting by A′ the subalgebra of A generated by
V , we have (A′, H ′) ∈ I. Since A is covered by its finite dimensional subcomodules,
the direct limit of F equals A.
It remains to apply Proposition 7.6(iii) with R = Ap. Since the ring Ap is local,
all projective Ap-modules are free by Kaplansky’s Theorem. 
Theorem 7.8 implies the next result whose proof follows that of Theorem 6.4.
Theorem 7.9. Let H be a directed union of residually finite dimensional Hopf
subalgebras, B an H-comodule algebra, and A an H-costable subalgebra contained
in the center of B. Suppose that IB = B for each nonzero H-costable ideal I of A.
Then each object M ∈ MHB is flat in MA.
In conclusion we will deduce all results stated in the introduction. The structure
theorem for objects of MHH [30, Th. 4.1.1] shows that any Hopf algebra H is a
simple object ofMHH . If A is a Hopf subalgebra of H , then A is simple in M
A
A, and
therefore simple in MHA . In this case A is an H-simple H-comodule algebra.
If A is a right coideal subalgebra of H , then IH = H for each H-costable
ideal I 6= 0 of A since IH is an MHH-subobject of H . Furthermore, the opposite
multiplication makes Aop into a right coideal subalgebra of the bialgebra Hop. If the
antipode of H is bijective, Hop is actually a Hopf algebra. The previous argument
applied to Aop, Hop yields HI = H for each nonzero H-costable ideal I of A.
Theorem 7.10. Let H be a residually finite dimensional Hopf algebra, A be a Hopf
subalgebra having semilocal localizations with respect to a central subring Z. Then
each nonzero object M ∈ MHA is a projective generator in MA and Mp is a free
Ap-module for any p ∈ SpecZ.
Proof. We apply Theorem 7.7 in which l = 1 since k is a factor algebra of A. 
29
In particular, H is a projective generator in MA. We may change both the
multiplication and comultiplication in A and H to the opposite ones, obtaining
another pair of Hopf algebras Aop,cop ⊂ Hop,cop. Theorem 7.10 applied to the latter
shows that H is a projective generator in AM. Thus Theorem 0.1 is proved.
Theorem 7.11. Let A ⊂ B ⊂ H where H is a residually finite dimensional Hopf al-
gebra, B is a Hopf subalgebra, and A is a right coideal subalgebra which has semilocal
localizations with respect to a central subring Z. Suppose that B is right module-
finite over A and the antipode of B is bijective. Then each nonzero object M ∈MHA
is a projective generator in MA and Mp is a free Ap-module for any p ∈ SpecZ.
Proof. We have BI = B for each nonzero H-costable ideal I of A. Hence we may
apply Lemma 5.9 regarding M = B as an A-finite object of H◦MA. It follows that
A is an H-simple H-comodule algebra. Again Theorem 7.7 applies. 
Theorem 7.12. Let A ⊂ B ⊂ H where H is a directed union of residually finite
dimensional Hopf subalgebras, B is any Hopf subalgebra, and A is a right coideal
subalgebra contained in the center of B. Then:
(i) Mp is a free Ap-module for each M ∈ M
H
A and p ∈ SpecA with pB 6= B.
(ii) Each object of MHB is flat in MA.
Proof. Since ∆(A) ⊂ (A ⊗ H) ∩ (B ⊗ B) = A ⊗ B, we may regard A as a right
coideal subalgebra of B. Furthermore, an ideal I of A is H-costable if and only if
it is B-costable. It follows that IB = B for each nonzero H-costable ideal I of A.
In particular, p ∈ SpecA cannot contain nonzero H-costable ideals of A whenever
pB 6= B. The two conclusions are therefore consequences of Theorems 7.8, 7.9. 
Theorem 7.13. Let A be a commutative Hopf subalgebra of a Hopf algebra H
which is a directed union of residually finite dimensional Hopf subalgebras. Then
each nonzero object of MHA is a projective generator in MA.
Proof. If H is residually finite dimensional then the conclusion is a special case of
Theorem 7.10. In general we apply this to each residually finite dimensional Hopf
subalgebra H ′ of H and the right coideal subalgebra A ∩ H ′ of H ′. Proposition
7.6(ii) completes the proof. 
Remark. If A is contained in the center of H then Theorem 7.13 can be proved
by first observing that H is faithfully flat in MA and then using [32, Th. 5].
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