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Abstract
We discuss the notion of Ornstein–Uhlenbeck operator on a complex manifold endowed with a Kählerian
metric. We give the example of the Siegel disk. We consider the infinitesimal holomorphic representation
of Sp(2n), the symplectic group of order n, into the Siegel disk Dn of symmetric complex n × n matrices.
Let ρ(v) = L(v) + β(v)I , the first order differential operator on Dn associated to the element v in the Lie
algebra G of Sp(2n). We denote L(v) a vector field, β(v) a function on Dn and β(v)I is the operator of
multiplication by β(v). We show the existence of a basis (ek) in the Lie algebra G and of constants (ak)
such that the operator
∑
k akρ(ek)
2 is equal to the multiplication by a constant. The constants (ak) can be
taken equal to 1 for n2 + n of them and to −1 for the others. Varying the coefficients in the modular factor
of the representation, we obtain Ornstein–Uhlenbeck type operators on Dn of the form
∑
k akρ(ek)L(ek)
where L(ek) is the complex conjugate of L(ek). In particular the Kählerian Laplacian on Dn is expressed as∑
k akL(ek)L(ek). The imaginary part of the vector field
∑
k akβ(ek)L(ek) is divergence free for the mea-
sure of the holomorphic representation. This extends some of the identities obtained for the Poincaré disk
in H. Airault and H. Ouerdiane (2011, 2009) [4,3].
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1. Introduction
Consider the holomorphic representation Tg of the symplectic group G = Sp(2n) of order n
into the Siegel disk Dn of n × n complex symmetric matrices Z such that I − ZZ > 0. This
representation is defined as follows. Let g = (A B
B A
) ∈ Sp(2n) where A, B are n × n complex
matrices and where t gJg = J , we denote J the 2n × 2n matrix J = ( 0 I−I 0 ) and I is the n × n
identity matrix. The action of G on Dn is given by
W = kg(Z) = (AZ +B)(BZ +A)−1. (1.1)
We define the holomorphic representation of Sp(2n) into Dn with the classical formula
(TgΦ)(Z) = det(BZ +A)γΦ
(
kg(Z)
) (1.2)
where Φ is a holomorphic function on Dn, γ is a constant. We call det(BZ + A)γ the modular
factor.
Let D be a complex domain and let G be a complex group operating on D by a holomorphic
map Z → kg(Z), if Z ∈ D, then kg(Z) ∈ D. Following [5,11], for a holomorphic function Φ
on D, we define
(TgΦ)(Z) = hg(Z)Φ
(
kg(Z)
) (1.3)
where hg(Z) is a holomorphic function of Z with values in the set of complex numbers. We
assume ke(Z) =Z and he(Z) = 1 when e is the neutral element of G. The condition
Tg1g2Φ(Z) = Tg2(Tg1Φ)(Z) (1.4)
must be satisfied. This implies that
hg1g2(Z) = hg2(Z)hg1kg2(Z) and kg1g2(Z) = (kg1okg2)(Z). (1.5)
A particular solution of (1.5) is given by
hg(Z) =
(
det
(
k′g(Z)
))α (1.6)
where k′g(Z) is the complex holomorphic Jacobian matrix ( ∂km∂zj ) of the map Z → kg(Z). For
the representation (1.2), hg(Z) is obtained with (1.6). However for the representation of the
3-dimensional Heisenberg group given in [4], the factor hg(Z) is not as in (1.6). It would be
interesting to know the relation between the factor hg(Z) and the action kg(Z) in the case of a
holomorphic representation of Diff +(S1), the set of orientation preserving diffeomorphisms of
the unit circle, into the space of functions univalent in the unit disk. Such representations have
been suggested by Kirillov, Neretin and Yureev, see [9,10]. In [2], it has been shown how to em-
bed Diff +(S1) in the infinite dimensional Grassmannian. In the present work, from the Kählerian
potential on Dn, we recall how to obtain the Laplace–Beltrami operator. We define the complex
Ornstein–Uhlenbeck operator (complex O–U operator) on Dn. We calculate the infinitesimal rep-
resentation of Sp(2n), generalizing [6] where n = 1. For a vector v in the Lie algebra of Sp(2n),
let ρ(v) = L(v) + β(v)I be the operator on Dn associated to v in the infinitesimal representa-
tion. L(v) is a first order differential operator and β(v)I is the multiplication by β(v). We show
the existence of a basis (vk) in the Lie algebra and constants (ak) such that
∑
akρ(vk)
2 is thek
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K be the Kähler potential on Dn and
 =
∑
j,k
mjk
∂2
∂zj ∂zk
(1.7)
be the associated Riemannian Laplacian on Dn for the Kähler metric. We show that  can be
written as
 =
∑
k
akL(vk)L(vk). (1.8)
We calculate c , the complex O–U operator on Dn, in the form
c = − c
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
(1.9)
by requiring that c has μc as invariant measure. The representation Tg is unitary in L2Hol(μ
c),
the set of square integrable holomorphic functions. We prove (see (9.6)–(9.7)) that
c =
∑
k
akρ(vk)L(vk) = − cV . (1.10)
Since μc is a real measure, then for any real-valued differentiable function Ψ on Dn, we de-
duce
∫
Dn(V − V )Ψ dμc = 0. The case n = 1 is discussed in [3,4]. Our main theorems are in
Sections 8, 9 for n = 2 and in Section 11 for arbitrary n. They extend (4.20)–(4.21)–(4.23) con-
cerning the Poincaré disk.
2. Laplacian and O–U operators on a Kähler domain, their expressions in terms of the
infinitesimal representation
In this section, we explain our motivation. A real measure μ on the domain D is invariant for
the operator D if∫
D
(DΨ )(Z,Z) dμ = 0 (2.1)
for all differentiable Ψ such that the integral in (2.1) is well defined. The representation (1.3) is
unitary in the space of square integrable holomorphic functions L2Hol(μ) if∫ ∣∣(TgΦ)(Z)∣∣2 dμ(Z) = ∫ ∣∣Φ(Z)∣∣2 dμ(Z). (2.2)
We say that μ is unitarizing for Tg . In the following, we relate invariant measures and unitarizing
measures.
We say that a vector field V on D is a free divergence vector field for the real measure μ if∫
D
(V Ψ )(Z,Z) dμ = 0 (2.3)
for any real-valued function Ψ .
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Assume that D is a Kähler manifold. See [14]. We write an element of D as
Z = (z1, z2, . . . , zp, . . .). (2.4)
We assume the existence of a globally defined Kähler potential,
U = logK(Z,Z). (2.5)
This means:
(1) K(Z,Z) is a positive real valued function.
(2) The metric on D is given by
ds2 = −
∑
j,k
∂2
∂zj ∂zk
logK(Z,Z) dzj dzk. (2.6)
We put
ω = i
∑
j,k
∂2
∂zj ∂zk
logK(Z,Z) dzj ∧ dzk. (2.7)
If D is of complex dimension p, then
dv = (ω)∧p (2.8)
defines the volume element on D. We denote by  the Riemannian Laplace operator on D with
the Kählerian metric (2.6). We define the matrix
P = (pjk) with pjk = ∂
2
∂zj ∂zk
logK(Z,Z). (2.9)
Since K is a real function, we have
tP = P (2.10)
and we put
M = (mjk) = constant P−1. (2.11)
Let
 =
∑
jk
mjk
∂2
∂zj ∂zk
(2.12)
then:
(1)  is a real operator. Up to a multiplicative constant,  is the Laplace–Beltrami operator
associated to the Kählerian metric.
(2)  is an invariant operator with respect to the volume measure dv,∫
Ψ dv = 0. (2.13)
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c = − c
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
(2.14)
where c is a constant. Then c has
μc = constant exp(−c logK)dv (2.15)
for invariant measure (∫ cΨ dμc = 0). The imaginary part V of the vector field
V =
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
(2.16)
is divergence free (∫ VΨ dμc = 0) for μc.
Following [11], we define a Berezinian measure as a probability measure μc of the form (2.15)
where K is the Kähler potential, dv is the volume on D and where the constant is a normalizing
constant in order to have a probability measure.
Definition 2.1. Let
c = − cV with V =
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
(2.17)
then c is called complex Ornstein–Uhlenbeck (O–U operator) and
c +c (2.18)
is called real O–U operator. If μc defined in (2.15) is a unitarizing measure for the representa-
tion Tg , then the O–U operator is said to be associated to Tg .
The Berezinian measure μγ in (3.10) is associated to the representation (1.2). It is an invariant
measure for the complex Ornstein–Uhlenbeck operator on Dn.
The aim of this note is to show that it is possible to express Laplacian and O–U operator
in terms of the infinitesimal representation. On Dn, we establish the formulas giving such ex-
pressions of  and c. The interest of such expressions comes from the infinite dimensional
setting, see [12]: The difficulty in infinite dimension is to define the volume measure dv and the
unitarizing measure μc of the representation. Thus it is convenient to first define  and c and
then obtain dv and μc as invariant measures associated respectively to the elliptic operators 
and c .
2.2. Infinitesimal representation and differential operators
The infinitesimal representation is defined as follows: To v ∈ G, the Lie algebra of G, we
associate the differential operator
ρ(v)Φ(Z) = d
d |=0
TgΦ(Z) (2.19)
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v = d
d |=0
g with g0 = e and g ∈ G,  is a real parameter. (2.20)
The Lie algebra G is a real vector space. Let [v1, v2] be the Lie bracket on G, then
ρ
([v1, v2])= ρ(v1)ρ(v2)− ρ(v2)ρ(v1). (2.21)
For a holomorphic function Φ , we have
ρ(v)Φ(Z) = d
d |=0
kg (Z)Φ ′(Z)+
[
d
d |=0
hg (Z)
]
Φ(Z)
= α(v)(Z)Φ ′(Z)+ β(v)Φ(Z) (2.22)
where
α(v)(Z) = d
d |=0
kg (Z), β(v)(Z) =
d
d |=0
hg (Z) (2.23)
and Φ ′ is the complex derivative of Φ . In other words, if Z = (z1, z2, . . .) and W = kg(Z) is
given by
kg(Z) =
(
(kg)1(Z), (kg)2(Z), . . .
) (2.24)
then (
ρ(v)Φ
)
(Z) =
∑
j
αj (v)(Z) ∂
∂zj
Φ + β(v)Φ(Z) (2.25)
with
αj (v)(Z) = d
d |=0
(kg )j (Z), j = 1,2, . . . . (2.26)
We denote by L(v) the vector field(
L(v)Φ
)
(Z) =
∑
j
αj (v)(Z) ∂
∂zj
Φ = d
d |=0
Φ
(
kg (Z)
)
then ρ(v) = L(v)+ β(v)I. (2.27)
2.3. Adjoint for the first order differential operators related to the representation and unitarity
Definition 2.2. A first order differential operator L on D is said to be holomorphic if it is of the
form
L =
∑
j
aj (Z) ∂
∂zj
(2.28)
where aj are holomorphic functions. We say also that L is a holomorphic vector field.
Lemma 2.3. Assume that Tg is unitary as in (2.2) where μ is a positive real measure, then for
any holomorphic functions Φ and Ψ defined on D, we have∫ (
ρ(v)Φ
)
(Z)Ψ (Z) dμ(Z)+
∫
Φ(Z)(ρ(v)Ψ )(Z) dμ(Z) = 0. (2.29)
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L(v) is a holomorphic vector field and we have
L(v)(ΦΨ ) = ΨL(v)(Φ).  (2.30)
Notation 2.4. Let V be a vector field, we denote divμV the function such that for any differ-
entiable function F null outside a compact set in D and vanishing out of the support of μ, we
have ∫
(divμV )(Z)F (Z) dμ(Z) =
∫
(V F)(Z) dμ(Z). (2.31)
Then (2.29) is expressed as divμ(L(v)+L(v)) = −(β(v)+ β(v)).
2.4. Second order differential operators related to the representation
In this section, we raise several questions in a more general setting. Let ρ(v) and L(v) be as
in (2.22)–(2.27). Let (e1, e2, . . .) be a basis of the Lie algebra G of G and real constants Ajk . We
consider second order differential operators of the form∑
j,k
Ajkρ(ej )L(ek). (2.32)
Note that the second order derivatives in (2.32) are all of the form ∂2
∂zj ∂zk
There are no terms like
∂2
∂zj ∂zk
or ∂
2
∂zj ∂zk
. We ask the following questions:
(1) Do there exist constants Ajk and an appropriate basis (e1, e2, . . .) such that the Laplacian 
is given by  =∑j,k AjkL(ej )L(ek) and such that the operator ∑j,k Ajkρ(ej )L(ek) is the
multiplication by a constant?
(2) Assume that μ0 is a real measure such that∫ ∣∣(TgΦ)(Z)∣∣2 dμ0(Z) = ∫ ∣∣Φ(Z)∣∣2 dμ0(Z) for TgΦ(Z) = Φ(kg(Z)). (2.33)
Is the measure μ0 an invariant measure for the Laplacian ?
(3) Consider the measure μ of the representation Tg such that (2.2) holds. With the same con-
stants (Ajk) and basis (e1, e2, . . .) as in (2.32), does the operator (2.32) have the measure μ
for invariant measure?
(4) If the answer to (3) is positive, how is the first order part in (2.32) expressed in terms of the
derivatives of the Kähler potential on D?
(5) Assume that μ is the measure of the unitary representation; this means: μ is a real positive
measure and we have (2.2). Does there exist a second order differential operator like (2.32)
and admitting μ as invariant measure?
3. The group Sp(2n). Action on Dn
Let J be the 2n × 2n matrix, J = ( 0 I−I 0 ) where I is the unit matrix of order n. The complex
group Sp(2n) is the set of 2n× 2n complex matrices g = (A B ) which satisfyC D
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0 I
I 0
)
g
(
0 I
I 0
)
= g (3.1)
and
t gJg = J (3.2)
t g is the transposed matrix of g. The condition (3.1) is equivalent to the fact that g is of the form
g = (A B
B A
)
. The condition (3.2) is equivalent to
tAB = tBA and tAA− tBB = I. (3.3)
If Z is an n× n matrix, then (Z tA+ tB)(BZ +A) = (Z tB + tA)(AZ +B). Conversely, if this
identity holds for any symmetric Z , then tAB = tBA and tAA− tBB = constant I .
Remark 3.1. If (A,B) is a solution of (3.3) then (A, iB) is also a solution of (3.3).
The group G = Sp(2n) acts on the domainDn with (1.1). Since Z is symmetric, the conditions
on A and B imply that kg(Z) is also symmetric. We have
I − kg(Z)kg(Z) =
(
tA+Z tB)−1(I −ZZ)(BZ +A)−1,
det
(
I − kg(Z)kg(Z)
)= det(I −ZZ)× 1|det(BZ +A)|2 . (3.4)
Compare with the “cocycle” identity in [9, p. 744]. From (3.4), it results that the Kählerian metric
ds2 = −∂∂ log det(I −ZZ) (3.5)
is invariant under the action of the group G. Using that Z is symmetric, differentiating
(BZ +A)−1(BZ +A), we obtain
d(BZ +A)−1 = −(BZ +A)−1B[dZ](BZ +A)−1 (3.6)
and dW = (Z tB + tA)−1[dZ](BZ +A)−1 or equivalently
dW = tN [dZ]N where N = (BZ +A)−1. (3.7)
Lemma 3.2. Let Z = (z1, z2, . . .) → W = kg(Z) with kg(Z) = (kg(Z)1, kg(Z)2, . . .) =
(w1,w2, . . .). The Jacobian matrix of the map Z → kg(Z) has determinant equal to
Jac = det
[(
∂
∂zj
kg(Z)p
)
1j,p n(n+1)2
]
= (det((BZ +A)−1))n+1. (3.8)
Proof. The matrixZ has n(n+1)2 independent coefficients. If N were a diagonal matrix, we would
find that Jac = [det(N)]n+1 and
dw1 ∧ dw2 ∧ · · · ∧ dwn(n+1)
2
= (detN)n+1 dz1 ∧ · · · ∧ dzn(n+1)
2
. (3.9)
The proof for general N is more delicate and we may use [8, p. 53] where the volume element
for the domain D is calculated. 
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dw1 ∧ dw1 ∧ dw2 dw2 ∧ · · · ∧ dwn(n+1)/2 ∧ dwn(n+1)/2
|det(I −WW)|n+1
= dz1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ · · · ∧ dzn(n+1)/2 ∧ dzn(n+1)/2|det(I −ZZ)|n+1 .
The representation (1.2) is unitary in the space of square integrable holomorphic functions
L2Hol(μ
γ ) with
dμγ = dz1 ∧ dz1 ∧ · · · ∧ dzn(n+1)/2 ∧ dzn(n+1)/2[det(I −ZZ)]n+1+γ =
dv
[det(I −ZZ)]γ
where dv is the volume measure on Dn.
μγ = exp[−γ log det(I −ZZ)]dv = exp[−γ logK(Z,Z)]dv. (3.10)
Dn is a Kähler manifold with Kähler potential log det(I −ZZ). We shall explicit the Laplacian
and O–U operator γ on Dn and verify that
∫
γΨ dμγ = 0.
We obtain the infinitesimal representation on Dn as follows: As in Section 2, from (1.2), we
have
ρ(v)Φ(Z) =
n(n+1)/2∑
j=1
d
d |=0
(
kg (Z)
)
j
∂
∂zj
Φ(Z)
+ γ d
d |=0
det(BZ +A)Φ(Z) (3.11)
with
kg (Z) = (AZ +B)(BZ +A)−1
and
g =
(
A B
B A
)
,
d
d |=0
g = v. (3.12)
As in (2.27), define L(v) corresponding to the infinitesimal representation ρ(v) when γ = 0,
L(v)Φ(Z) =
n(n+1)/2∑
j=1
d
d |=0
(
kg (Z)
)
j
∂
∂zj
Φ(Z)
and
ρ(v) = L(v)+ γβ(v)I. (3.13)
Lemma 3.3.
d
d |=0
(
kg (Z)
)= d
d |=0
AZ −Z d
d |=0
A + d
d |=0
B −Z d
d |=0
BZ, (3.14)
d
d |=0
det(BZ +A) = trace
[
d
d |=0
BZ + d
d |=0
A
]
. (3.15)
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Let G = Sp(2) be the group of matrices
g =
(
a b
b a
)
where |a|2 − |b|2 = 1. (4.1)
Taking the differential of aa − bb = 1 at the identity, it is immediate that the Lie algebra G of G
is the set of matrices
v =
(
iα β
β −iα
)
where α is real. (4.2)
This is a real vector space of dimension 3. We take for basis of G,
e1 = 12
(
i 0
0 −i
)
, e2 = 12
(
0 1
1 0
)
, e3 = 12
(
0 i
−i 0
)
. (4.3)
Let gjt = exp(tej ),
g1 =
(
eit/2 0
0 e−it/2
)
, g2 =
(
ch(t/2) sh(t/2)
sh(t/2) ch(t/2)
)
,
g3 =
(
ch(t/2) i sh(t/2)
−i sh(t/2) ch(t/2)
)
. (4.4)
The Poincaré disk is the unit disk D = {zz < 1} with the metric
ds2 = − ∂
2
∂z∂z
log(1 − zz) = dzdz
(1 − zz)2 , (4.5)
ds2 = − ∂
2
∂z∂z
U(z, z) with the Kähler potential U(z, z) = log(1 − zz). (4.6)
The group G acts on the unit disk,
if g =
(
a b
b a
)
, we put u = kg(z) = az + b
bz + a . (4.7)
Then
kg1g2(z) = kg1
(
kg2(z)
)
and k′g(z) =
1
(bz + a)2 . (4.8)
We have the two fundamental identities
du∧ du
(1 − uu)2 =
dz ∧ dz
(1 − zz)2 and 1 − uu =
1 − zz
(bz + a)(bz + a) . (4.9)
The second relation in (4.9) can be written as
U
(
kg(z)
)= U(z)− 2 log(bz + a). (4.10)
The holomorphic representation is given by
[TgΦ)(Z) =
(
k′g(Z)
)α
Φ
(
kg(Z)
)
. (4.11)
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dμ = (1 − zz)2α dz dz
(1 − zz)2 . (4.12)
By direct calculation, we prove
Theorem 4.1. The measure μ is an invariant measure for
OU = (1 − zz)2
[
∂2
∂z∂z
+ α ∂
∂z
log(1 − zz) ∂
∂z
+ α ∂
∂z
log(1 − zz) ∂
∂z
]
. (4.13)
We have
OU = − α(1 − zz)
(
z
∂
∂z
+ z ∂
∂z
)
(4.14)
where  is the Laplacian on the unit disk,
 = (1 − zz)2 ∂
2
∂z∂z
. (4.15)
Moreover the vector field
W = (1 − zz)
(
z
∂
∂z
− z ∂
∂z
)
(4.16)
is a free-divergence vector field, this means divμ(W) = 0 or equivalently
∫
(Wψ)dμ = 0.
For (4.16), passing in polar coordinates as in [3],
z = reiθ , ∂
∂z
= 1
2
e−iθ
[
∂
∂r
− i
r
∂
∂θ
]
,
(
z
∂
∂z
− z ∂
∂z
)
= i ∂
∂θ
it is immediate that
∫
(Wψ)dμ = 0. See [3] for the commutation relations between , OU
and W .
Remark 4.2. We put u = 1 − zz. Let Φ be a differentiable function on the unit disk which
depends only on u, let Φ(u), then
−(1 − zz)z ∂
∂z
= u(1 − u)∂Φ
∂u
. (4.17)
Our problem is whether it is possible to find OU in terms of the infinitesimal representation.
As in (2.19), we define
ρ(ej )Φ(z) = d
d |=0
T
γ
g
j

Φ(z) = αj (z) d
dz
f (z)+ βj (z)f (z). (4.18)
We put LjΦ(z) = αj (z) ddzΦ(z), then
ρ(e1)Φ(z) = i
[
zΦ ′(z)+ αΦ(z)], ρ(e2)Φ(z) = 12(1 − z2)Φ ′(z)− αzΦ(z),
ρ(e3)Φ(z) = i2
(
1 + z2)Φ ′(z)+ iαzΦ(z). (4.19)
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A = ρ(e2)L2 + ρ(e3)L3 − ρ(e1)L1. (4.20)
We have
A = 1
2
(1 − zz)2
[
∂2
∂z∂z
− 2αz
(1 − zz)
∂
∂z
]
or equivalently
A = 1
2
(1 − zz)2
[
∂2
∂z∂z
+ 2α ∂
∂z
log(1 − zz) ∂
∂z
]
. (4.21)
The measure μγ of the representation is an invariant measure for A. We have
OU = A+A (4.22)
where OU is given by (4.13). Moreover,[
ρ(e2)
2 + ρ(e3)2 − ρ(e1)2
]
Φ = (α2 − α)Φ. (4.23)
Proof. By direct calculation,
ρ(e1)
2Φ = −z2Φ ′′(z)− (1 + 2α)zΦ ′(z)− α2Φ(z),
ρ(e2)
2Φ = 1
4
(
1 − z2)2Φ ′′(z)− 1 + 2α
2
z
(
1 − z2)Φ ′(z)− α
2
(
1 − (1 + 2α)z2)Φ(z),
ρ(e3)
2Φ = −1
4
(
1 + z2)2Φ ′′(z)− 1 + 2α
2
z
(
1 + z2)Φ ′(z)− α
2
(
1 + (1 + 2α)z2)Φ(z).
We deduce (4.23). Note that the signs of the coefficients in (4.23) are related to the signs
of the metric tensor on Sp(2). The geometry of the group Sp(2) has been studied in detail
in [7]. The O–U operators on the Poincaré disk can be lifted to operators on Sp(2) as explained
in [6,3]. 
Part 2: Kähler geometry on D2
5. Metric and Laplacian on D2. Action of Sp(2 × 2)
We specify Sections 1 and 2 to the case of D2. In this particular case, we give elementary
proofs, compare with Section 11. Let
Z =
(
z1 z2
z2 z3
)
and I −ZZ =
(
u −w
−w v
)
(5.1)
with
u = 1 − z1z1 − z2z2, v = 1 − z3z3 − z2z2, w = z1z2 + z2z3. (5.2)
The condition I −ZZ > 0 means that the eigenvalues of the hermitian matrix I −ZZ are strictly
positive. For u, v, w, it implies that u > 0, v > 0, uv − ww > 0. Since u 1 and v  1, D2 is a
bounded domain in C3.
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 = u20
∂2
∂z∂z
where u0 = 1 − zz.
Similarly, in Section 5.1, we obtain the coefficients of ∂2
∂zj ∂zk
in the D2-Laplacian as functions of
the coefficients of the matrix I −ZZ , in that case in terms of u, v, w. This is also a consequence
of (10.5). In Section 5.2, we obtain the Jacobian of the map Z → kg(Z) and we determine the
measure μγ which makes Tg a unitary operator.
5.1. Metric and Laplacian on D2
Let K(Z,Z) = det(I −ZZ). Consider the matrix
P = (pik) =
(
∂2
∂zi∂zk
logK(Z,Z)
)
=
(
∂2
∂zi∂zk
log(uv −ww)
)
. (5.3)
Lemma 5.1. We have P = tP ,
P = 1
(uv −ww)2
( −v2 −2vw −w2
−2vw −2(uv +ww) −2uw
−w2 −2uw −u2
)
(5.4)
and
detP = − 2
(uv −ww)3 = −2
[
det(I −ZZ)]−3. (5.5)
Proof.
∂
∂z1
(uv −ww) = −z1v − z2w = −z1(1 − z3z3)− z3z22,
∂2
∂z1∂z1
(uv −ww) = z3z3 − 1, ∂
2
∂z1∂z2
(uv −ww) = −2z2z3,
∂2
∂z1∂z3
(uv −ww) = z1z3,
∂
∂z2
(uv −ww) = −z2(u+ v)− z1w − z3w = −2z2(1 − z2z2)− 2z2z1z3,
∂2
∂z2∂z2
(uv −ww) = 4z2z2 − 2, ∂
2
∂z2∂z3
(uv −ww) = −2z2z1,
∂
∂z3
(uv −ww) = −uz3 −wz2 = −z3(1 − z1z1)− z1z22,
∂2
∂z3∂z3
(uv −ww) = −(1 − z1z1).
We have
∂2
logφ = 12
[
φ
∂2φ −
(
∂φ
)(
∂φ
)]
.
∂zi∂zj φ ∂zi∂zj ∂zi ∂zj
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aij = φ ∂
2φ
∂zi∂zj
−
(
∂φ
∂zi
)(
∂φ
∂zj
)
.
We calculate
a11 = −v2, a12 = −2vw, a13 = −w2, a22 = −2(uv +ww).
We deduce detP with Sarrus rule
det
( −v2 −2vw −w2
−2vw −2(uv +ww) −2uw
−w2 −2uw −u2
)
= −2(uv −ww)3. 
Lemma 5.2. Let M = −4P−1 = (mjk) then
M = (mij ) =
( 4u2 −4uw 4w2
−4uw 2(uv +ww) −4vw
4w2 −4vw 4v2
)
. (5.6)
Theorem 5.3 (Laplacian on D2). Let
 =
∑
j,k
mjk
∂2
∂zj ∂zk
. (5.7)
We have
 = 4u2 ∂
2
∂z1∂z1
+ 2(uv +ww) ∂
2
∂z2∂z2
+ 4v2 ∂
2
∂z3∂z3
− 4u
(
w
∂2
∂z1∂z2
+w ∂
2
∂z2∂z1
)
− 4v
(
w
∂2
∂z3∂z2
+w ∂
2
∂z2∂z3
)
+ 4
(
w2
∂2
∂z1∂z3
+w2 ∂
2
∂z3∂z1
)
. (5.8)
Consider the metric
H = −
∑
j,k
∂
∂zj ∂zk
[
log det(I −ZZ)]dzj dzk. (5.9)
Then H defines a Kählerian metric on D2 and  is the associated Laplacian.
5.2. Integration by parts and O–U operator on D2
Since the matrix Z(I −ZZ) is symmetric, we have
z2u− z3w = z2v − z1w. (5.10)
We put
dμγ = dz1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ dz3 ∧ dz3
(uv −ww)γ+3 . (5.11)
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Φ dμγ = 4γ
∫
UΦ dμγ (5.12)
with
U = (wz2 − z1u) ∂
∂z1
+ (wz2 − z3v) ∂
∂z3
+ (wz3 − z2u) ∂
∂z2
. (5.13)
In particular
U =
∑
j,k
mjk
∂
∂zj
log det(I −ZZ) ∂
∂zk
. (5.14)
Proof. Integrating by parts (5.12) (in ∂
∂z
), this gives ∫ f dμγ = I1 + I2 + I3, with
I1 = −
∫ [
∂
∂z1
(
4u2
(uv −ww)γ+3
)
+ ∂
∂z2
(
− 4uw
(uv −ww)γ+3
)
+ ∂
∂z3
(
4w2
(uv −ww)γ+3
)]
∂
∂z1
Φ,
I2 = −
∫ [
∂
∂z1
(
− 4uw
(uv −ww)γ+3
)
+ ∂
∂z2
(
2
uv +ww
(uv −ww)γ+3
)
+ ∂
∂z3
(
− 4vw
(uv −ww)γ+3
)]
∂
∂z2
Φ,
I3 = −
∫ [
∂
∂z1
(
4w2
(uv −ww)γ+3
)
+ ∂
∂z2
(
− 4vw
(uv −ww)γ+3
)
+ ∂
∂z3
(
4v2
(uv −ww)γ+3
)]
∂
∂z3
Φ.
To calculate I1, let
A1 = ∂
∂z1
(
4u2
)− ∂
∂z2
(4uw)+ ∂
∂z3
(
4w2
)= 12(wz2 − uz1)
and
B1 = −(γ + 3)
[
4u2
∂
∂z1
− 4uw ∂
∂z2
+ 4w2 ∂
∂z3
]
(uv −ww)
= −4(γ + 3)(uv −ww)(wz2 − z1u). (5.15)
This gives the first term in (5.13). In the same way, to calculate I2, let
A2 = ∂
∂z2
(
2(uv +ww))− ∂
∂z1
(4uw)− ∂
∂z3
(4vw) = −6(u+ v)z2 + 6(wz1 +wz3),
B2 = −(γ + 3)
[
2(uv +ww) ∂
∂z2
− 4uw ∂
∂z1
− 4vw ∂
∂z3
]
(uv −ww)
= 2(γ + 3)(uv −ww)(z2(u+ v)− z3w − z1w). (5.16)
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A2 + B2
(uv −ww) = 2γ
[
(u+ v)z2 −wz1 −wz3
]
.
From the important identity (5.10), we obtain the second term in (5.13). For I3, we put
A3 = ∂
∂z1
(
4w2
)+ ∂
∂z2
(−4vw)+ ∂
∂z3
(
4v2
)= 12(wz2 − vz3)
and
B3 = −(γ + 3)
[
4w2
∂
∂z1
− 4vw ∂
∂z2
+ 4v2 ∂
∂z3
]
(uv −ww)
= −4(γ + 3)(uv −ww)(−vz3 +wz2),
A3 + B3
(uv −ww) = 4γ (vz3 −wz2). (5.17)
This gives (5.13). From (5.15)–(5.16)–(5.17), we deduce that U is given by (5.14). 
Corollary 5.5. Let Φ be a function on D2 which depends only on u, v, w, let Φ(u,v,w). Con-
sider the vector field U in (5.13), then
UΦ = (u(1 − u)−ww)∂Φ
∂u
+ (v(1 − v)−ww)∂Φ
∂v
+ (1 − u− v)
(
w
∂Φ
∂w
+w∂Φ
∂w
)
. (5.18)
Compare (5.18) with (4.17) and (10.20).
5.3. Radial coordinates on D2
We take b1 = ψ = u+ v and b2 = φ = uv−ww as radial variables. These are the coefficients
of the characteristic polynomial of I −ZZ . The domain D2 is characterized by 0 b1  2 and
0 b2  1. Let F be a function depending only on b1, b2. Then F is spectral in the sense of [13].
Let  be as in (5.6)–(5.8), we wish to calculate (F)(b1, b2).
Lemma 5.6. Let b1 = ψ = u+ v and b2 = φ = uv −ww. We have
b1 = 4
(
b2 − b21
)
, b2 = −4b2(1 + b1). (5.19)
Proof. From the proof of Lemma 5.1, the Hessian matrix H = (Hjk) = ∂2φ∂zj ∂zk is given by
H =
(
z3z3 − 1 −2z3z2 z3z1
−2z2z3 4z2z2 − 2 −2z2z1
z1z3 −2z1z2 z1z1 − 1
)
(5.20)
and b2 = trace[(Mt)H ]. Thus
b2 = −4u2(v + z2z2)+ 8uwz2z3 + 4z1z3w2
+ 8uwz2z3 + 8(uv +ww)z2z2 − 4(uv +ww)+ 8vwz2z1
+ 4w2z1z3 + 8z2z1vw − 4v2(u+ z2z2). (i)
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−4uv(u+ v)− 4(u2 + v2)z2z2 + 4uwz2z3 + 4wz3(vz2 +wz3)+ 4vwz2z1
+ 4wz1(uz2 +wz1). (ii)
The expression (ii) is equal to
−4uv(u+ v)− 4(u2 + v2)z2z2 + 4ww(z1z1 + z3z3)
+ 4(u+ v)(wz2z3 +wz2z1). (iii)
The second line in (i) is equal to
8(u+ v)ww − 8uwz1z2 − 8vwz2z3 + 8(uv +ww)z2z2 − 4(uv +ww). (iv)
Assuming (iii) and (iv), we obtain
−4uv(u+ v)− 4(u2 + v2)z2z2 + 4ww(z1z1 + z3z3)+ 4(u− v)z2(wz3 −wz1)
+ 8(u+ v)ww + 8(uv +ww)z2z2 − 4(uv +ww).
Since wz3 −wz1 = z2(u− v), we deduce the result −4b2(1+b1). On the other hand the relation
m11 + 2m22 +m33 = −4
(
b2 − b21
) (5.21)
permits to calculate b1. 
To calculate the radial Laplacian, we use
∂F
∂zk
= ∂F
∂b1
∂b1
∂zk
+ ∂F
∂b2
∂b2
∂zk
,
∂2F
∂zj ∂zk
= ∂
2F
∂b21
∂b1
∂zj
∂b1
∂zk
+ ∂
2F
∂b1∂b2
[
∂b2
∂zj
∂b1
∂zk
+ ∂b1
∂zj
∂b2
∂zk
]
+ ∂
2F
∂b22
∂b2
∂zj
∂b2
∂zk
.
To obtain
∑
j,k mjk
∂2F
∂zj ∂zk
, we express
∑
j,k
mjk
∂b1
∂zj
∂b1
∂zk
,
∑
j,k
mjk
[
∂b2
∂zj
∂b1
∂zk
+ ∂b1
∂zj
∂b2
∂zk
]
,
∑
j,k
mjk
∂b2
∂zj
∂b2
∂zk
as functions of (b1, b2). For that purpose, the following identities relative to the matrix M will
be useful. We define the matrices Q and T with⎛⎝ ∂φ∂z1∂φ
∂z2
∂φ
∂z3
⎞⎠= ( −v −w 0−w −(u+ v) −w
0 −w −u
)(
z1
z2
z3
)
= Q
(
z1
z2
z3
)
,
⎛⎝ ∂ψ∂z1∂ψ
∂z2
∂ψ
∂z
⎞⎠= (−1 0 00 −2 0
0 0 −1
)(
z1
z2
z3
)
= T
(
z1
z2
z3
)
. (5.22)3
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( z1
z2
z3
)
, we have
QMQ = 2(uv −ww)
(1 0 0
0 2 0
0 0 1
)
+Q1
with Q1 =
(
ww w(u− v) −w2
(u− v)w (u− v)2 −w(u− v)
−w2 −w(u− v) ww
)
.
There holds(
Zt
)
Q1Z = 0 and
(
Zt
)
QMQZ = 2(uv −ww)(2 − u− v),
TMT =
( 4u2 −8uw 4w2
−8uw 8(uv +ww) −8vw
4w2 −8vw 4v2
)
= −4(uv −ww)2
(0 0 1
0 −1 0
1 0 0
)
P
(0 0 1
0 −1 0
1 0 0
)
and (
Zt
)
TMTZ = 4(u+ v)2 − 4(u+ v)3 + 4(uv −ww)(3(u+ v)− 2),
J = TMQ = QMT = 4(uv −ww)
(
u −w 0
−w u+ v −w
0 −w v
)
= −4(uv −ww)
(0 0 1
0 −1 0
1 0 0
)(
Qt
)(0 0 1
0 −1 0
1 0 0
)
,
2
(
Zt
)
JZ = 8(uv −ww)[(u+ v)− (u+ v)2 + 2(uv −ww)].
Proof. To calculate (Zt )TMTZ, we can obtain first
(
Zt
)( 0 0 4w2−8uw 8ww −8vw
4w2 0 0
)
Z
= 4ww(2 − (u+ v))− 4(u+ v)z2(wz3 +wz1). 
Theorem 5.8 (Radial Laplacian and O–U operator). Let b1 = u+ v, b2 = uv −ww. Let F be a
function depending only on b1, b2 and let  be as in (5.8), we have
(F)(b1, b2) = 4
[
3b1b2 − b31 + b21 − 2b2
]∂2F
∂b21
+ 8b2
(
b1 − b21 + 2b2
) ∂2F
∂b1∂b2
+ 2b2(2 − b1)∂
2F
∂b22
+ 4(b2 − b21) ∂F∂b1 − 4b2(1 + b1) ∂F∂b2 (5.23)
and (
OUF
)
(b1, b2) = (F)(b1, b2)+ (UF)(b1, b2),
(UF)(b1, b2) =
(
2b2 + b1 − b21
) ∂F + b2(2 − b1) ∂F . (5.24)
∂b1 ∂b2
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that the coefficients of the second order derivatives in  as well as U vanish on the border
b1 = 2, b2 = 1.
Proof. This is a consequence of Lemma 5.7. We obtain U with (5.18). 
5.4. Jacobian of the action of Sp(2 × 2) on D2
Let
Z =
(
z1 z2
z2 z3
)
and W = kg(Z) = (AZ +B)(BZ +A)−1 =
(
w1 w2
w2 w3
)
. (5.25)
For the Jacobian of the map Z → kg(Z), we write kg : (z1, z2, z3) → (w1,w2,w3) and we
express dw1 ∧ dw2 ∧ dw3 in terms of dz1 ∧ dz2 ∧ dz3.
Lemma 5.9.
dw1 ∧ dw2 ∧ dw3 =
(
det
[
(BZ +A)−1])3 dz1 ∧ dz2 ∧ dz3. (5.26)
Proof. Denote N = (BZ + A)−1 = ( α1 α2α3 α4 )= (C1 C2 ) where C1, C2 are the columns of the
matrix N . According to (3.7),(
dw1 dw2
dw2 dw3
)
= tN
(
dz1 dz2
dz2 dz3
)
N.
Making the product of the matrices, it gives
dw1 = α21 dz1 + 2α1α3 dz2 + α23 dz3 = tC1dZC1,
dw2 = α1α2 dz1 + (α1α4 + α2α3) dz2 + α3α4 dz3 = tC1dZC2,
dw3 = α22 dz1 + 2α2α4 dz2 + α24 dz3 = tC2dZC2.
We find
dw1 ∧ dw3
= (α1α4 − α2α3)
[
2α1α2 dz1 ∧ dz2 + (α1α4 + α2α3) dz1 ∧ dz3 + 2α3α4 dz2 ∧ dz3
]
and dw1 ∧ dw2 ∧ dw3 = (α1α4 − α2α3)3 dz1 ∧ dz2 ∧ dz3. 
Lemma 5.10. We have
dz1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ dz3 ∧ dz3
|det(I −ZZ)|3 =
dw1 ∧ dw1 ∧ dw2 ∧ dw2 ∧ dw3 ∧ dw3
|det(I −WW)|3 . (5.27)
Proof.
dW ∧ dW = dw1 ∧ dw1 ∧ dw2 ∧ dw2 ∧ dw3 ∧ dw3
= dz1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ dz3 ∧ dz3|det[BZ +A]|6
and (dW ∧ dW)/|det(I −WW)|p is invariant if p = 3. 
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dμγ (z) = dz1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ dz3 ∧ dz3|det(I −ZZ)|3|det(I −ZZ)|γ . (5.28)
Proof. Let w = kg(z), using (5.27), we have
I =
∫
Tgf (z)Tgf (z) dμ(z) =
∫
f (w)f (w)dμ(w). 
Part 3: The Lie algebra SP2n. Infinitesimal representation
6. The Lie algebra SP2n, n = 2
We need the classical lemma,
Lemma 6.1. The Lie algebra SP2n of Sp(2n) has real dimension equal to 2n2 + n.
Proof. We take the differentials of (3.1) and (3.2) at g = Id and we denote dg the differential
of g, this gives(
0 I
I 0
)
dg
(
0 I
I 0
)
= dg (6.1)
and
d
(
t g
)
J + Jdg = 0. (6.2)
From (6.1) and (6.2), we deduce that dg is of the form
e =
(
a1 a2
a2 a1
)
(6.3)
where the n× n matrices a1, a2 satisfy
a1 + t a1 = 0 and a2 is complex symmetric. (6.4)
The set of matrices a2 =
( α β
β γ
)
has real dimension 2n(n+1)2 = n(n + 1). The set of matrices
a1 =
( iα β
−β iδ
)
where α, δ are real matrices has real dimension 2n(n−1)2 + n = n2. 
Notation 6.2. We denote (δpk) the n × n matrix where the only non-zero coefficient is equal to
one and is located at the intersection of the pth line and kth column.
(δpp)(δps) = (δps), (δpp)(δrs) = 0 if r 	= p and (δrp)(δpp) = (δrp), (δrs)(δpp) = 0 if s 	= p.
Definition 6.3. The Lie algebra SP2n is a direct sum of seven subspaces. They are defined with
the following basis: In the set matrices
( 0 a2
a2 0
)
, the set E1 consists of matrices where a2 = (δpp).
For E2, we take a2 = i(δpp), then E3 corresponds to a2 = (δpq)+(δqp), p 	= q and E4 corresponds
to a2 = i[(δpq)+ (δqp)], p 	= q .
In the set matrices
( a1 0
0 a1
)
, the set F5 consists of matrices where a1 = i(δpp). For F6, we take
a1 = (δpq)− (δqp), p < q and F7 corresponds to a2 = i[(δpq)+ (δqp)], p 	= q .
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( 0 a2
a2 0
)
where a2 is one
of the matrices
e1 =
(
1 0
0 0
)
, e2 =
(
0 0
0 1
)
, e3 =
(
i 0
0 0
)
,
e4 =
(
0 0
0 i
)
, e5 =
(
0 1
1 0
)
, e6 =
(
0 i
i 0
)
, (6.5)
and dg = ( a1 00 a1 ) where a1 is one of the matrices
e7 =
(
0 1
−1 0
)
, e8 =
(
0 i
i 0
)
, e9 =
(
i 0
0 0
)
, e10 =
(
0 0
0 i
)
. (6.6)
As in Definition 6.3, we consider matrices
( 0 a2
a2 0
)
where a2 ∈ Ej , j = 1, . . . ,4,
E1 = {τ1e1 + τ2e2}, E2 = {τ1e3 + τ2e4}, E3 = {τe5}, E4 = {τe6}, (6.7)
and the matrices
( a1 0
0 a1
)
where a1 ∈ Fj , j = 5,6,7,
F5 = {αe9 + δe10}, F6 = {τe7}, F7 = {τe8} (6.8)
and all parameters τ1, . . . are real. Note that for e =
( 0 a2
a2 0
)
and u = ( 0 u2
u2 0
)
, we have [e,u] =( a2u2−u2a2 0
0 a2u2−u2a2
)
.
6.1. Exponentiating the matrices of the basis (6.5)–(6.6)
In order to calculate the infinitesimal representation as in (2.19)–(2.22), we exponentiate the
matrices as follows.
Notation 6.5. For v = ( a1 a2a2 a1 ) in the basis of SP2n, we consider a real parameter  and the
matrix v. We denote g = exp(v) a matrix in the group Sp(2n) such that dd |=0g = v. There
may be several solutions for g in the same way that on the 1-dimensional real space, the two
curves y = sh(x) and y = sin(x) have the same tangent y = x at x = 0. Since in the infinitesimal
representation, we consider the tangent space to the Lie group G only at the neutral element
of G, our choice for g = exp(v) is justified. Moreover in our calculation, from the case E1 to
the case E2 for example, we use Remark 3.1.
We consider the case n = 2, but we keep in mind the number of parameters in the sub-
spaces (Ej ), (Fj ), for arbitrary n. This is summarized in (6.9)–(6.15):
(E1) (n parameters):
a2 =
(
τ1 0
0 τ2
)
with τ1, τ2 real,
exp
(
0 a2
a2 0
)
=
⎛⎜⎝
ch(τ1) 0 sh(τ1) 0
0 ch(τ2) 0 sh(τ2)
sh(τ1) 0 ch(τ1) 0
0 sh(τ2) 0 ch(τ2)
⎞⎟⎠ . (6.9)
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a2 =
(
iτ1 0
0 iτ2
)
with τ1, τ2 real,
exp
(
0 a2
a2 0
)
=
⎛⎜⎝
ch(τ1) 0 i sh(τ1) 0
0 ch(τ2) 0 i sh(τ2)
−i sh(τ1) 0 ch(τ1) 0
0 −i sh(τ2) 0 ch(τ2)
⎞⎟⎠ . (6.10)
(E3) ( n(n−1)2 parameters):
a2 =
(
0 τ
τ 0
)
with τ real,
exp
(
0 a2
a2 0
)
=
⎛⎜⎝
ch(τ ) 0 0 sh(τ )
0 ch(τ ) sh(τ ) 0
0 sh(τ ) ch(τ ) 0
sh(τ ) 0 0 ch(τ )
⎞⎟⎠ . (6.11)
(E4) ( n(n−1)2 parameters):
a2 =
(
0 iτ
iτ 0
)
with τ real,
exp
(
0 a2
a2 0
)
=
⎛⎜⎝
ch(τ ) 0 0 i sh(τ )
0 ch(τ ) i sh(τ ) 0
0 −i sh(τ ) ch(τ ) 0
−i sh(τ ) 0 0 ch(τ )
⎞⎟⎠ . (6.12)
Now consider a1 =
( iα β
−β iδ
)
where α and δ are real.
(E5) (n parameters):
a1 =
(
iα 0
0 iδ
)
with α, δ real,
exp
(
a1 0
0 a1
)
=
⎛⎜⎝
eiα 0 0 0
0 eiδ 0 0
0 0 e−iα 0
0 0 0 e−iδ
⎞⎟⎠ . (6.13)
(E6) ( n(n−1)2 parameters):
a1 =
(
0 τ
−τ 0
)
with τ real,
exp
(
a1 0
0 a1
)
=
⎛⎜⎝
cos(τ ) sin(τ ) 0 0
− sin(τ ) cos(τ ) 0 0
0 0 cos(τ ) sin(τ )
⎞⎟⎠ . (6.14)
0 0 − sin(τ ) cos(τ )
H. Airault / Bull. Sci. math. 136 (2012) 763–802 785(E7) ( n(n−1)2 parameters):
a1 =
(
0 iτ
iτ 0
)
with τ real,
exp
(
a1 0
0 a1
)
=
⎛⎜⎝
cos(τ ) i sin(τ ) 0 0
i sin(τ ) cos(τ ) 0 0
0 0 cos(τ ) −i sin(τ )
0 0 −i sin(τ ) cos(τ )
⎞⎟⎠ . (6.15)
6.2. The infinitesimal representation
In the following, we calculate ρ(v) for each vector v of the basis given in Lemma 6.4.
We consider separately each case (E1), . . . , (E7) as given in (6.7)–(6.8). We consider a1, a2
as in (6.3)–(6.4). In the cases E1, E2, E3, E4, we have ch(τ ) on the diagonal of Aτ , then
d
dτ |τ=0Aτ = 0. We deduce from Lemma 3.14 that for E1, E2, E3, E4, there holds
d
dτ |τ=0
(
kgτ (Z)
)= d
dτ |τ=0
Bτ −Z d
dτ |τ=0
BτZ,
d
dτ |τ=0
det(BτZ +Aτ ) = trace
[
d
dτ |τ=0
BτZ
]
. (6.16)
For E5, E6, E7, there holds B = 0 and
d
d |=0
(
kg (Z)
)= d
d |=0
AZ −Z d
d |=0
A,
d
d |=0
det(BZ +A) = trace
[
d
d |=0
A
]
. (6.17)
7. Infinitesimal representation on D2
Notation 7.1. ρ(τ1), ρ(τ2) correspond to a1 = 0, a2 =
( τ1 0
0 τ2
)
and ρ˜(τ1), ρ˜(τ2) correspond to
a1 = 0, a2 =
( iτ1 0
0 iτ2
)
, τ1, τ2 are real.
ρ(τ) corresponds to a1 = 0, a2 =
( 0 τ
τ 0
)
and ρ˜(τ ) corresponds to a1 = 0, a2 =
( 0 iτ
iτ 0
)
where τ
is real.
On the other hand, ρ(α), ρ(δ) correspond to a2 = 0, a1 =
(
iα 0
0 iδ
)
where α, δ are real.
ρm(τ) corresponds to a2 = 0, a1 =
( 0 τ
−τ 0
)
and ρ˜m(τ ) corresponds to a2 = 0, a1 =
( 0 iτ
iτ 0
)
where τ is real.
Theorem 7.2. We identify Z = ( z1 z2z2 z3 ) with Z = (z1, z2, z3) ∈ C3. The infinitesimal representa-
tion is given by
(1) ρ(τ1)Φ =
(
1 − z21
) ∂Φ
∂z1
− z1z2 ∂Φ
∂z2
− z22
∂Φ
∂z3
+ γ z1Φ,
ρ(τ2)Φ = −z22
∂Φ
∂z1
− z3z2 ∂Φ
∂z2
+ (1 − z23) ∂Φ∂z3 + γ z3Φ.
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(
1 + z21
) ∂Φ
∂z1
+ iz1z2 ∂Φ
∂z2
+ iz22
∂Φ
∂z3
− iγ z1Φ,
ρ˜(τ2)Φ = iz22
∂Φ
∂z1
+ iz3z2 ∂Φ
∂z2
+ i(1 + z23) ∂Φ∂z3 − iγ z3Φ.
(3) ρ(τ)Φ = −2z1z2 ∂Φ
∂z1
+ (1 − (z1z3 + z22)) ∂Φ∂z2 − 2z3z2 ∂Φ∂z3 + 2γ z2Φ.
(4) ρ˜(τ )Φ = 2iz1z2 ∂Φ
∂z1
+ i(1 + (z1z3 + z22)) ∂Φ∂z2 + 2iz3z2 ∂Φ∂z3 − 2iγ z2Φ.
(5) ρ(α)Φ = 2iz1 ∂Φ
∂z1
+ iz2 ∂Φ
∂z2
− iγΦ, ρ(δ)Φ = iz2 ∂Φ
∂z2
+ 2iz3 ∂Φ
∂z3
− iγΦ.
(6) ρm(τ)Φ = 2z2 ∂Φ
∂z1
+ (z3 − z1) ∂Φ
∂z2
− 2z2 ∂Φ
∂z3
.
(7) ρ˜m(τ )Φ = 2iz2 ∂Φ
∂z1
+ i(z3 + z1) ∂Φ
∂z2
+ 2iz2 ∂Φ
∂z3
.
Proof. We calculate (3.11)–(3.12) in each case where A and B are as in Section 6. For
Z =
(
z1 z2
z2 z3
)
by (6.16), we have
(1) A =
(
ch(τ1) 0
0 ch(τ2)
)
, B =
(
sh(τ1) 0
0 sh(τ2)
)
,
d
dτ1 |τ1=0, τ2=0
kg(Z) =
(
(1 − z21) −z1z2
−z1z2 −z22
)
and
d
dτ1 |τ1=0, τ2=0
det(BZ +A) = z1
and
d
dτ2 |τ1=0, τ2=0
kg(Z) =
( −z22 −z2z3
−z2z3 1 − z23
)
and
d
dτ2 |τ1=0, τ2=0
det(BZ +A) = z3.
We deduce ρ(τ1) and ρ(τ2). For ρ˜(τ1) and ρ˜(τ2),
(2) A =
(
ch(τ1) 0
0 ch(τ2)
)
, B =
(
i sh(τ1) 0
0 i sh(τ2)
)
,
d
dτ1 |τ1=0, τ2=0
kg(Z) =
(
i(1 + z21) iz1z2
iz1z2 iz
2
2
)
and
d
dτ1 |τ1=0, τ2=0
det(BZ +A) = −iz1
and
d
dτ2 |τ1=0, τ2=0
kg(Z) =
(
iz22 iz3z2
iz3z2 i(1 + z23)
)
,
d
dτ2 |τ1=0, τ2=0
det(BZ +A) = −iz3.
We deduce ρ˜(τ1) and ρ˜(τ2). Now we calculate ρ(τ).
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(
ch(τ ) 0
0 ch(τ )
)
, B =
(
0 sh(τ )
sh(τ ) 0
)
,
d
dτ |τ=0
kg(Z) =
( −2z1z2 1 − (z1z3 + z22)
1 − (z1z3 + z22) −2z3z2
)
and
d
dτ |τ=0
det(BZ +A) = 2z2.
This gives ρ(τ). For ρ˜(τ ), we have
(4) A =
(
ch(τ ) 0
0 ch(τ )
)
, B =
(
0 i sh(τ )
i sh(τ ) 0
)
,
d
dτ |τ=0
kg(Z) =
(
2iz1z2 i(1 + z1z3 + z22)
i(1 + z1z3 + z22) 2iz3z2
)
and
d
dτ |τ=0
det(BZ +A) = −2iz2.
Now we consider the cases (E5)–(E6)–(E7) where B = 0. We have kg(Z) = AZA−1 and
hg(Z) = [det(A)]γ . With (6.17), we obtain
(5) A =
(
eiα 0
0 eiδ
)
then kg(Z) =
(
e2iαz1 ei(α+δ)z2
ei(α+δ)z2 e2iδz3
)
,
d
dα |α=0, β=0
kg(Z) =
(
2iz1 iz2
iz2 0
)
,
d
dβ |α=0, β=0
kg(Z) =
(
0 iz2
iz2 2iz3
)
.
On the other hand
hg(Z) = e−iγ (α+δ),
d
dα |α=0, β=0
hg(Z) = −iγ and d
dβ |α=0, β=0
hg(Z) = −iγ .
This gives ρ(α) and ρ(β).
We calculate ρm(τ),
(6) A =
(
cos(τ ) sin(τ )
− sin(τ ) cos(τ )
)
,
d
dτ |τ=0
kg(Z) =
(
2z2 z3 − z1
z3 − z1 −2z2
)
.
For ρ˜m(τ ), we have
(7) A =
(
cos(τ ) i sin(τ )
i sin(τ ) cos(τ )
)
,
d
dτ |τ=0
kg(Z) =
(
2iz2 i(z3 + z1)
i(z3 + z1) 2iz2
)
.
We identify Z = ( z1 z2z2 z3 ) with Z = (z1, z2, z3) ∈ C3, let kg(Z) = (w1,w2,w3). We have obtained
the first order operators for the infinitesimal representation d
d |=0(Tgf )(z). 
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In Theorem 7.1, the operators are of the form ρj = Lj + γφj I where Lj is a first order
operator with holomorphic coefficients and φj (z1, z2, z3) is a holomorphic function.
Theorem 8.1. Taking γ = 0, we have
2
(
ρ(τ1)
2 + ρ˜(τ1)2 + ρ(τ2)2 + ρ˜(τ2)2 −
(
ρ(α)2 + ρ(δ)2))
+ ρ(τ)2 + ρ˜(τ )2 − (ρm(τ)2 + ρ˜m(τ )2)= 0. (8.1)
In other words, there exist constants Aj such that
C =
∑
j
AjL
2
j = 0. (8.2)
Proof.
ρ(τ1)
2 + ρ˜(τ1)2 = −4z21
∂2
∂z21
− 4z1z2 ∂
2
∂z1∂z2
− 4z22
∂2
∂z1∂z3
− 4z1 ∂
∂z1
− 2z2 ∂
∂z2
,
ρ(τ2)
2 + ρ˜(τ2)2 = −4z23
∂2
∂z23
− 4z3z2 ∂
2
∂z3∂z2
− 4z22
∂2
∂z1∂z3
− 4z3 ∂
∂z3
− 2z2 ∂
∂z2
,
ρ(α)2 + ρ(δ)2 = −2z22
∂2
∂z22
− 4z21
∂2
∂z21
− 4z1z2 ∂
2
∂z1∂z2
− 4z23
∂2
∂z23
− 4z3z2 ∂
2
∂z3∂z2
−
(
4z1
∂
∂z1
+ 2z2 ∂
∂z2
+ 4z3 ∂
∂z3
)
thus
D1 = ρ(τ1)2 + ρ˜(τ1)2 + ρ(τ2)2 + ρ˜(τ2)2 −
(
ρ(α)2 + ρ(δ)2)
= 2z22
∂2
∂z22
− 8z22
∂2
∂z3∂z1
− 4z1 ∂
∂z1
− 4z2 ∂
∂z2
− 4z3 ∂
∂z3
+
(
4z1
∂
∂z1
+ 2z2 ∂
∂z2
+ 4z3 ∂
∂z3
)
. (8.3)
On the other hand, with (E3)–(E4), we have
D2 = ρ(τ)2 + ρ˜(τ )2
= −4(z1z3 + z22) ∂2
∂z22
− 8z1z2 ∂
2
∂z1∂z2
− 8z3z2 ∂
2
∂z3∂z2
− 4z1 ∂
∂z1
− 4z2 ∂
∂z2
− 4z3 ∂
∂z3
(8.4)
and from (E6)–(E7),
D3 = ρm(τ)2 + ρ˜m(τ )2
= −4z1z3 ∂
2
∂z22
− 8z1z2 ∂
2
∂z1∂z2
− 8z3z2 ∂
2
∂z3∂z2
− 16z22
∂2
∂z3∂z1
− 8z2 ∂ − 4z1 ∂ − 4z3 ∂ . (8.5)
∂z2 ∂z1 ∂z3
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C = 2D1 +D2 −D3 = 0. (8.6)
This proves the theorem. 
Theorem 8.2. Assume γ 	= 0, then with the same constants as in (8.2), we have∑
j
AjφjLj = 0. (8.7)
Proof. From (E1) and (E2),
T1 = φ(τ1)L(τ1)+ φ(τ2)L(τ2)+˜φ(τ1)˜L(τ1)+˜φ(τ2)˜L(τ2) = 2γ
(
z1
∂
∂z1
+ z3 ∂
∂z3
)
.
From (E3) and (E4)
T2 = φ(τ)L(τ)+ φ˜(τ )L˜(τ ) = 4γ z2 ∂
∂z2
.
From (E5)
T4 = φ(α)L(α) + φ(δ)L(δ) = 2γ
[
z1
∂
∂z1
+ z2 ∂
∂z2
+ z3 ∂
∂z3
]
.
Adding, we find 2T1 − 2T4 + T2 = 0. 
Corollary 8.3.∑
j
Aj (ρj + ρj )Lj =
∑
j
AjLjLj + γ
∑
j
AjφjLj . (8.8)
9. Laplacian and O–U operator on D2 in terms of the infinitesimal representation of
Sp(2n), n = 2
With the same constants as in (8.1)–(8.2), we calculate ∑j AjLjLj and prove that it is the
Laplacian on D2. Then we calculate the first order operator U =∑j AjφjLj , the “drift”.
9.1. The Laplacian
Theorem 9.1. Assume that γ = 0. Consider the vector fields as in (8.1), then
2
[
ρ(τ1)ρ(τ1)+ ρ˜(τ1)ρ˜(τ1)+ ρ(τ2)ρ(τ2)+ ρ˜(τ2)ρ˜(τ2)−
(
ρ(α)ρ(α)+ ρ(δ)ρ(δ))]
+ ρ(τ)ρ(τ)+ ρ˜(τ )ρ˜(τ )− (ρm(τ)ρm(τ)+ ρ˜m(τ )ρ˜m(τ )) (9.1)
is the Laplace–Beltrami  on D2, see (5.8).
790 H. Airault / Bull. Sci. math. 136 (2012) 763–802Proof. Taking γ = 0, let
H1 = ρ(τ1)ρ(τ1)+ ρ˜(τ1)ρ˜(τ1)+ ρ(τ2)ρ(τ2)+ ρ˜(τ2)ρ˜(τ2)−
(
ρ(α)ρ(α)+ ρ(δ)ρ(δ)),
H1 = 2
[
(1 − z1z1)2 + z22z22
] ∂2
∂z1∂z1
+ 2[(1 − z3z3)2 + z22z22] ∂2∂z3∂z3
+ 2z2z2[−1 + z1z1 + z3z3] ∂
2
∂z2∂z2
+ 2[z1z2(z1z1 − 1)+ z22z2z3] ∂2∂z1∂z2
+ 2[z3z2(z3z3 − 1)+ z22z2z1] ∂2∂z3∂z2 + 2[z2z1(z1z1 − 1)+ z2z3z22] ∂
2
∂z2∂z1
+ 2[z2z3(z3z3 − 1)+ z2z1z22] ∂2
∂z2∂z3
+ 2[z21z22 + z22z32] ∂2∂z1∂z3
+ 2[z23z22 + z22z12] ∂2∂z3∂z1 . (9.2)
Then
H2 = ρ(τ)ρ(τ)+ ρ˜(τ )ρ˜(τ )
= 8z1z1z2z2 ∂
2
∂z1∂z1
+ 2(1 + (z1z3 + z22)(z1z3 + z22)) ∂2∂z2∂z2 + 8z3z3z2z2 ∂
2
∂z3∂z3
+ 4z1z2
(
z1z3 + z22
) ∂2
∂z1∂z2
+ 4z1z2
(
z1z3 + z22
) ∂2
∂z1∂z2
+ 8z1z3z2z2 ∂
2
∂z1∂z3
+ 8z3z1z2z2 ∂
2
∂z3∂z1
+ 4z2z3
(
z1z3 + z22
) ∂2
∂z2∂z3
+ 4z2z3
(
z1z3 + z22
) ∂2
∂z3∂z2
(9.3)
and
H3 = ρm(τ)ρm(τ)+ ρ˜m(τ )ρ˜m(τ )
= 8z2z2 ∂
2
∂z1∂z1
+ 8z2z2 ∂
2
∂z3∂z3
+ 2(z3z3 + z1z1) ∂
2
∂z2∂z2
+ 4z2z3 ∂
2
∂z1∂z2
+ 4z3z2 ∂
2
∂z2∂z1
+ 4z1z2 ∂
2
∂z2∂z3
+ 4z2z1 ∂
2
∂z3∂z2
. (9.4)
Adding all, we find  = 2H1 +H2 −H3,
 = 4(1 − z1z1 − z2z2)2 ∂
2
∂z1∂z1
+ 4(1 − z3z3 − z2z2)2 ∂
2
∂z3∂z3
+ [(4z2z2 − 2)(−1 + z1z1 + z3z3)+ 2(z1z3 + z22)(z1z3 + z22)] ∂2∂z2∂z2
+ 4(z1z1 + z2z2 − 1)
[
(z1z2 + z2z3) ∂
2
∂z1∂z2
+ (z2z1 + z3z2) ∂
2
∂z2∂z1
]
+ 4(z3z3 + z2z2 − 1)
[
(z3z2 + z2z1) ∂
2
∂z3∂z2
+ (z2z3 + z1z2) ∂
2
∂z2∂z3
]
+ 4(z1z2 + z2z3)2 ∂
2
+ 4(z3z2 + z2z1)2 ∂
2
. (9.5)∂z1∂z3 ∂z3∂z1
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z2z2 and w = z1z2 + z2z3. We express the coefficients of the operator (9.5) with u, v, w. We see
that  in (9.5) is equal to the Laplacian in (5.8). 
9.2. Case γ 	= 0. The O–U operator on D2
Theorem 9.2. Assume that γ 	= 0, we write as in Section 7, ρ = L+ γφI . Then
2
[
ρ(τ1)L(τ1)+ ρ˜(τ1)L˜(τ1)+ ρ(τ2)L(τ2)+ ρ˜(τ2)L˜(τ2)−
(
ρ(α)L(α)+ ρ(δ)L(δ))]
+ ρ(τ)L(τ)+ ρ˜(τ )L˜(τ )− (ρm(τ)Lm(τ)+ ρ˜m(τ )L˜m(τ)) (9.6)
is equal to
− γV where V =
∑
j,k
mjk
∂
∂zj
log det(I −ZZ) ∂
∂zk
. (9.7)
The O–U operator − γV has μγ = exp(−γ log det(I −ZZ)) dv for invariant measure, dv is
the volume measure on D2. The measure μγ makes the representation unitary.
The proof will result from Theorem 5.4 and the following lemma where we relate U in
(5.13)–(5.14) to the infinitesimal representation. With (Aj ) as in (8.1)–(8.2)–(9.1)–(9.6), we put
γ =
∑
j
Aj (ρj + ρj )Lj =
∑
j
AjLjLj + γ
∑
j
AjφjLj . (9.8)
We have proved that
∑
j AjLjLj is the Laplacian on D2.
Lemma 9.3. The first order part in (9.8) is γ ∑j Aj (φj + φj )Lj and is equal to −4γU ,∑
j
AjφjLj = 4(z1u−wz2) ∂
∂z1
+ 4(z3v −wz2) ∂
∂z3
+ 4(z2u−wz3) ∂
∂z2
. (9.9)
Proof. By (8.7), we have ∑j AjφjLj = 0. On the other hand, we calculate (9.9),∑
j
AjφjLj = 2U1 − 2U4 +U2 (9.10)
with U1 = φ(τ1)H(τ1)+ φ˜(τ1)˜H(τ1)+ φ(τ2)H(τ2)+ φ˜(τ2)˜H(τ2),
U1 = −2z1z1
[
z1
∂
∂z1
+ z2 ∂
∂z2
]
− 2z3z3
[
z2
∂
∂z2
+ z3 ∂
∂z3
]
− 2z1z22 ∂
∂z3
− 2z3z22 ∂
∂z1
,
U4 = φ(α)H(α)+ φ(δ)H(δ) = −2
[
z1
∂
∂z1
+ z2 ∂
∂z2
+ z3 ∂
∂z3
]
,
U2 = φ(τ)H(τ)+ φ˜(τ )˜H(τ) = −8z2z2
[
z1
∂
∂z1
+ z3 ∂
∂z3
]
− 4z2
(
z1z3 + z22
) ∂
∂z2
.
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10. Metric and Laplacian, O–U operators on Dn
We recall and prove for completeness the formulae relative to the metric and the expressions
of the Laplacian on Dn. The proofs are different from the specific calculations done for D2 in
Section 6.
10.1. Metric and Laplacian on Dn
The manifold Dn has complex dimension n(n + 1)/2. We denote the coefficients of the ma-
trix Z
Z = (z1, z2, . . . , zn(n+1)/2).
Let
K(Z,Z) = det(I −ZZ) and U(Z,Z) = logK(Z,Z). (10.1)
Since Z is symmetric, the transposed matrix (I −ZZ)t is equal to I −ZZ and
K(Z,Z) = K(Z,Z). (10.2)
This shows that K(Z,Z) is a real-valued function. On the domain Dn, we consider the Kählerian
metric
ds2 = −
∑
j,k
∂2
∂zj ∂zk
log det(I −ZZ) dzj dzk = −
∑
j,k
pjk dzj dzk. (10.3)
Lemma 10.1. Let
P = (pjk) with pjk = ∂
2
∂zj ∂zk
log det(I −ZZ). (10.4)
Then
∂2
∂zj ∂zk
log det(I −ZZ) = −trace
[
(I −ZZ)−1 ∂Z
∂zk
× (I −ZZ)−1 ∂Z
∂zj
]
. (10.5)
In particular pjk can be expressed in terms of the coefficients of the matrix I − ZZ . We have
tP = P and
detP = (−1)n(n+1)/22n(n−1)/2 × det(I −ZZ)−(n+1). (10.6)
Proof.
log det(I −ZZ) = trace log(I −ZZ). (10.7)
We deduce
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∂zj
log det(I −ZZ) = −trace
[
(I −ZZ)−1 ∂Z
∂zj
Z
]
,
∂2
∂zj ∂zk
log det(I −ZZ) = −trace
[
∂
∂zk
(I −ZZ)−1 ∂Z
∂zj
Z
]
− trace
[
(I −ZZ)−1 ∂Z
∂zj
∂Z
∂zk
]
. (10.8)
Then we use
∂
∂zk
(I −ZZ)−1 = (I −ZZ)−1Z ∂Z
∂zk
× (I −ZZ)−1.
Thus
pjk = −trace
[
Q(I −ZZ)−1] with Q = ∂Z
∂zj
Z(I −ZZ)−1Z ∂Z
∂zk
+ ∂Z
∂zj
∂Z
∂zk
.
Since
Q = ∂Z
∂zj
(I −ZZ)−1 ∂Z
∂zk
this proves (10.5). To prove (10.6), we note that the matrices ∂Z
∂zj
form a basis of the complex
n(n + 1)/2-dimensional vector space Sym of n × n complex symmetric matrices. On Sym, we
consider the scalar product
(Z1|Z2) = trace[Z1Z2]. (i)
We denote
Ej = ∂Z
∂zj
if zj is on the principal diagonal of Z (ii)
and
Ej = 1√
2
∂Z
∂zj
if zj is outside the principal diagonal of Z. (iii)
With the scalar product (i), (Ej )j=1,...,n(n+1)/2 is an orthonormal basis of Sym. In the following,
we fix the matrix Z . The matrix H = (I −ZZ)−1 is hermitian (H = tH), thus we diagonalize:
H = tUDU where tUU = I and D is an n × n diagonal matrix. Let S ∈ Sym and consider the
linear map A : Sym → Sym,
A : S → (I −ZZ)−1S × (I −ZZ)−1. (10.9)
Let C : Sym → Sym defined by
C : S → tUSU.
The inverse map of C is C−1 : S → UStU . We denote Λ : Sym → Sym the map
Λ : S → DSD. (10.10)
Then A = C ◦Λ ◦C−1. We deduce that det(A) = det(Λ). Thus it is enough to calculate det(Λ).
For this, denote (λ1, λ2, . . . , λn) the elements of the diagonal of D. The matrix of Λ in the basis
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λ21, λ
2
2, . . . , λ
2
n, λ1λ2, . . . , λ1λn,λ2λ3, . . .
)
.
Its determinant is
∏
j λ
n+1
j = [det(D)]n+1. Thus det(Λ) = [det(D)]n+1. This gives
det(A) = [det(I −ZZ)]−(n+1). (10.11)
In the basis (Ej )j=1,...,n(n+1)/2, the matrix of A is A = (Akj ) with Akj = (AEj |Ek). From (ii)
and (iii), we have
(AEj |Ek) = −pkj if zj and zk are both on the diagonal of Z, (iv)
(AEj |Ek) = −(1/
√
2 )pkj if only one of zj and zk is on the diagonal of Z (v)
and the other is outside the diagonal, finally
(AEj |Ek) = −(1/2)pkj if none of zj and zk are on the diagonal of Z. (vi)
This gives
detA = (−1)n(n+1)/2
(
1
2
)n(n−1)/2
detP. (vii)
From (10.11) and (vii), we deduce (10.6) and we have proved the lemma. 
Let
ω = i
∑
j,k
pjk dzj ∧ dzk = i∂∂U (10.12)
then dω = 0, ∂ω = 0, ∂ω = 0. We put
M = −4P−1, M = (mjk),  =
∑
j,k
mjk
∂2
∂zj ∂zk
(10.13)
then  is the Laplacian on D associated to the metric (10.3). The volume element is given by
dv = dz1 ∧ dz1 ∧ · · ·|det(I −ZZ)|n+1 . (10.14)
Theorem 10.2. The volume measure dv is an invariant measure for  (∫ ψ dv = 0). We have∑
j
∂
∂zj
(mjk detP) = 0. (10.15)
Proof. By (10.15), integration by parts shows that the volume is an invariant measure for .
Now we prove (10.15). The condition∑
j
∂
∂zj
[(
P−1
)
jk
detP
]= 0, ∀k
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j
∂
∂zj
[(
P−1
)
jk
]+∑
j
(
P−1
)
jk
∂
∂zj
log[detP ] = 0, ∀k. (i)
Multiplying on the right by the matrix P , we deduce from (i),∑
j,k
∂
∂zj
[(
P−1
)
jk
]
P kq +
∑
j,k
(
P−1
)
jk
P kq
∂
∂zj
log[detP ] = 0.
Equivalently
−
∑
j,k
(
P−1
)
jk
∂
∂zj
P kq + ∂
∂zq
log[detP ] = 0. (ii)
Thus to obtain (10.15), we prove (ii). By (10.4),
∂
∂zj
P kq = ∂
∂zj
∂2
∂zk∂zq
log det(I −ZZ) = ∂
∂zq
Pjk = ∂
∂zq
P kj .
This gives∑
j,k
(
P−1
)
jk
∂
∂zj
P kq =
∑
j,k
(
P−1
)
jk
∂
∂zq
P kj = trace
[
P−1 ∂
∂zq
P
]
= trace
[
∂
∂zq
logP
]
= ∂
∂zq
trace logP = ∂
∂zq
log det(P )
where we have used (10.7) at the last step. This proves (ii). 
Lemma 10.3. (Compare with (10.5).) The matrix Z being fixed, we denote zj ∈ diag(Z) if zj is
on the principal diagonal of Z and zj /∈ diag(Z) if not. We have
(
P−1
)
jk
= −trace
[
(I −ZZ) ∂Z
∂zj
(I −ZZ) ∂Z
∂zk
]
if zj ∈ diag(Z), zk ∈ diag(Z),
(
P−1
)
jk
= −1
2
trace
[
(I −ZZ) ∂Z
∂zj
(I −ZZ) ∂Z
∂zk
]
if only one of zj , zk ∈ diag(Z),
(
P−1
)
jk
= −1
4
trace
[
(I −ZZ) ∂Z
∂zj
(I −ZZ) ∂Z
∂zk
]
if zj /∈ diag(Z), zk /∈ diag(Z).
Proof. As in the proof of Lemma 10.1, let Sym be the complex vector space of n × n complex
symmetric matrices. Then we have the direct sum
Sym = Sym1 ⊕ Sym2 (i)
where Sym1 is the subspace of n × n diagonal matrices and Sym2 is the subspace of matrices
with 0 on the diagonal. In the decomposition (i), let A = (A1 A2
A2 A3
)
be the matrix of the A defined
in (10.9), A(S) = (I −ZZ)−1S × (I −ZZ)−1. From (iv)–(v)–(vi) in the proof of Lemma 10.1,
the matrix P is given by
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(
1 0
0
√
2
)(
A1 A2
A2 A3
)(
1 0
0
√
2
)
and the inverse of P is
P−1 = −
(
1 0
0 1√
2
)
A−1
(
1 0
0 1√
2
)
.
We deduce that (P−1)kj = −(A−1Ej |Ek) if zj and zk are both on the diagonal of Z , then
(P−1)kj = − 1√2 (A−1Ej |Ek) if only one of zj and zk is on the diagonal of Z and the other is
outside the diagonal, finally (P−1)kj = − 12 (A−1Ej |Ek) if none of zj and zk are on the diagonal
of Z . Since
A−1 : S → (I −ZZ)S(I −ZZ)
we obtain(
A−1Ej
∣∣Ek)= trace[(I −ZZ)Ej (I −ZZ)Ek]= (A−1)kj .
Replacing Ej and Ek with (ii)–(iii) in the proof of Lemma 10.1, we finish the proof. 
With Notation 6.2, given two n × n symmetric matrices U = (Ujk) and V = (Vrs), we have
for j  k, s  r ,
trace
(
U(δjk)V (δrs)
)= UsjVkr . (10.16)
From Lemma 10.3, we deduce
Corollary 10.4. Let M = −4P−1 and the Laplacian  be as in (10.13), then the coefficient of
∂2
∂Zjk∂Zrs
in  is equal to trace
[
(I −ZZ)((δjk)+ (δkj ))(I −ZZ)((δrs)+ (δsr ))].
(10.17)
Proof. From Lemma 10.3 and (10.13). 
Remark 10.5. The lemmas of the present subsection extend if we consider the set of Z such that
I − pZZ > 0 and functions K(Z) of the form K(Z) = log det(I − pZZ) where −1 p  1,
p 	= 0, p is a real number. See [4]. The associated metrics as in (10.3) are Kählerian. In the
following, we restrict ourselves to the case where K(Z) is given by (10.1).
10.2. O–U operators on Dn
As in Definition 2.1, consider the complex O–U operator on Dn,
γ =
∑
jk
mjk
∂2
∂zj ∂zk
− γ
∑
j,k
mjk
∂
∂zj
log det(I −ZZ) ∂
∂zk
(10.18)
where M = (mjk),  are given in (10.13) and K in (10.1).
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V =
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
= 4
∑
rs
(Z(I −ZZ))
rs
∂
∂Zrs
. (10.19)
The matrix Z(I −ZZ) is symmetric and is equal to (I −ZZ)Z . Compare with (5.10)–(5.13).
Proof. For Z = (Zjk) = (z1, z2, . . .), we deduce from (10.8) that
V = 4
∑(
P−1
)
jk
trace
[
(I −ZZ)−1
(
∂Z
∂zJ
)
Z
]
∂
∂zκ
. (i)
We pass to double indices for the coefficients of the matrix Z : we put J = (jk) and κ = (rs). By
(10.17) and (i), we have
V = 4
∑
(I −ZZ)sj (I −ZZ)kr (I −ZZ)−1lj Zj l
∂
∂Zrs
.
After simplification, we obtain (10.19). 
Corollary 10.7. Let Φ be a differentiable function on Dn depending only on the coefficients of
R = I −ZZ = (Rjk), then for the vector field V in (10.19), we have
V =
∑
j,k
mjk
[
∂
∂zj
logK
]
∂
∂zk
= 4
∑
r,s
[
R(I −R)]
rs
∂Φ
∂Rrs
. (10.20)
Proof. Consider the function Φ of (I −ZZ). We have
∂
∂Zrs
Φ(I −ZZ) =
∑ ∂Φ
∂Rjk
× ∂
∂Zrs
(I −ZZ)jk. (i)
Since
∂
∂Zrs
(I −ZZ)jk = − ∂
∂Zrs
(ZZ)jk = −
∑
l
∂
∂Zrs
(Zj lZ lk) = −Zjr1k=s , (ii)
replacing (ii) in (i), we obtain (10.20). This is also explicited in (5.18). 
Remark 10.8. We call radial coordinates in Dn the coefficients of the characteristic polynomial
det(R − λI) of the matrix R = I −ZZ . Radial coordinates are given by the eigenvalues of the
hermitian matrix R = I −ZZ . In Section 5, the Laplacian and O–U operators on D2 have been
explicited in radial coordinates. If Φ is a function on Dn depending only on I − ZZ and  is
the Laplacian in (10.18), we cannot express Φ only with the coefficients of I −ZZ . But if Φ
depends only on the eigenvalues of R = I −ZZ , then Φ is obtained with the radial expression
of , see [8, p. 64] and [1, pp. 639–650].
11. Infinitesimal representation on Dn
Consider a complex symmetric matrix Z = (Zpk) of order n. Extending (6.7)–(6.8), Nota-
tion 7.1, we obtain for the vectors in E1 and E2, see (6.9)–(6.10),
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∑
k,j,kj
[
(δpp)−Z(δpp)Z
]
kj
∂
∂Zkj Φ + γ zppΦ,
ρ˜(τp)Φ = i
∑
k,j,kj
[
(δpp)+Z(δpp)Z
]
kj
∂
∂Zkj Φ − iγ zppΦ. (11.1)
As in Theorem 8.1, assume that γ = 0. We deduce
ρ(τp)
2 + ρ˜(τp)2 = −4
∑
k,j,kj
(Z(δpp)Z)kj ∂2∂Zkj ∂Zpp
− 2[(δpp)Z +Z(δpp)]kj ∂∂Zkj . (11.2)
If γ = 0, as in (8.3), let D1 =∑p[ρ(τp)2 + ρ˜(τp)2] −∑p ρ(αp)2, D2 =∑[ρ(τ)2 + ρ˜(τ )2]
where ρ(τ), ρ˜(τ ) come from vectors vτ ∈ E4,E5, then D3 =∑[ρ(τ)2 + ρ˜(τ )2] where ρ(τ),
ρ˜(τ ) come from vectors vτ ∈ E6,E7. By expressing the coefficients of ∂2∂Zpj ∂Zks in terms of the
coefficients of the matrices Z(δpp)Z , we find that (8.6) holds true.
To obtain Theorem 9.1 for general n, we proceed as follows:
1. Vectors like in E1, E2.
ρ(τp)ρ(τp)+ ρ˜(τp)ρ˜(τp)
= 2
∑
kj
∑
rs
[
(δpp)kj (δpp)rs +
(Z(δpp)Z)kj (Z(δpp)Z)rs] ∂2∂Zkj ∂Zrs . (11.3)
2. Vectors coming from E5, see (6.13). The matrix a1 is diagonal with eiαp , p = 1, . . . , n on the
diagonal. With (6.17), we obtain
ρ(αp)Φ = i
∑
k,j,kj
[
(δpp)Z +Z(δpp)
]
kj
∂
∂Zkj Φ − iγΦ. (11.4)
From (11.3)–(11.4), the coefficient of ∂2
∂Zkj ∂Zrs in ρ(τp)ρ(τp)+ ρ˜(τp)ρ˜(τp)− ρ(αp)ρ(αp)
is equal to
h1 = 2
[
(δpp)kj (δpp)rs +
(Z(δpp)Z)kj (Z(δpp)Z)rs]
− [(δpp)Z +Z(δpp)]kj [(δpp)Z +Z(δpp)]rs
= 2(δpp)kj (δpp)rs + 2ZkpZjpZrpZsp − α(p; k, j, r, s)ZkjZrs (11.5)
with α(p; k, j, r, s) = 1p=k=r + 1p=k=s + 1p=j=r + 1p=j=s . We put 1p=k=s = 1 if
p = k = s, otherwise 1p=k=s = 0.
3. Vectors in the Lie algebra as in E3, E4, see (6.11)–(6.12). Denote
(δ̂q)(p) = (δpq)+ (δqp) with p 	= q.
Let ρq(p), ρ˜q(p) be the vector fields of the representation and associated to (δ̂q(p)) as in
E3, E4. Then
H. Airault / Bull. Sci. math. 136 (2012) 763–802 799ρq =
∑
kj
[
(δ̂q)−Z(δ̂q)Z
]
kj
∂
∂Zkj + γ trace
[
(δ̂q)Z
]
,
ρ˜q = i
(∑
kj
[
(δ̂q)+Z(δ̂q)Z
]
kj
∂
∂Zkj − γ trace
[
(δ̂q)Z
])
. (11.6)
The coefficient of ∂2
∂Zkj ∂Zrs in ρqρq + ρ˜q ρ˜q is
h2(q) = 2
[
(δ̂q)kj (δ̂q)rs +
(Z(δ̂q)Z)kj (Z(δ̂q)Z)rs]
= 2[(δ̂q)kj (δ̂q)rs +ZkpZrpZjqZsq +ZkpZspZjqZrq
+ZjpZrpZkqZsq +ZjpZspZkqZrq
]
. (11.7)
4. Vectors in the Lie algebra as in F6, E7, see (6.14)–(6.15). We denote
(δq) = (δpq)− (δqp) with p < q.
Let ρm(q),˜ρm(q) the vector fields of the representation as in F6, F7 associated to (δq)
and (δ̂q). Then
ρm(q) =
∑
kj
[
(δq)Z −Z(δq)
]
kj
∂
∂Zkj , ρ˜m(q) = i
∑
kj
[
(δ̂q)Z +Z(δ̂q)
]
kj
∂
∂Zkj .
The coefficient of ∂2
∂Zkj ∂Zrs in ρm(q)ρm(q)+ ρ˜m(q)ρ˜m(q) is given by summing
h3(p, q) = 2(1p=kZjq + 1p=jZkq)(1p=rZsq + 1p=sZrq)
+ 2(1q=kZjp + 1q=jZkp)(1q=rZsp + 1q=sZrp). (11.8)
We extend Theorem 9.1 to the case of Sp(2n) acting on Dn for arbitrary n.
Theorem 11.1. We take the basis as in Definition 6.3 and we assume that γ = 0, then
2
[ ∑
v∈E1∪E2
ρ(v)ρ(v)−
∑
v∈F5
ρ(v)ρ(v)
]
+
∑
v∈E3∪E4
ρ(v)ρ(v)−
∑
v∈E6∪E7
ρ(v)ρ(v) (11.9)
is equal to the Laplacian on Dn. The coefficients of the Laplacian on Dn are given by Corol-
lary 10.4.
Proof. It is a consequence of (11.5)–(11.7)–(11.8). If we do the proof on 3 × 3 matrices, we use
the identities
Z =
(
z1 z2 z4
z2 z3 z5
z4 z5 z6
)
, then Zδ11Z =
⎛⎝ z21 z1z2 z1z4z1z2 z22 z2z4
z1z4 z2z4 z
2
4
⎞⎠ ,
Zδ22Z =
⎛⎝ z22 z3z2 z5z2z3z2 z23 z5z3
z2z5 z3z5 z25
⎞⎠ , Zδ33Z =
⎛⎝ z24 z5z4 z6z4z4z5 z25 z6z5
z6z4 z6z5 z26
⎞⎠ , (i)
δ11Z +Zδ11 =
(2z1 z2 z4
z2 0 0
)
, δ22Z +Zδ22 =
( 0 z2 0
z2 2z3 z5
)
,z4 0 0 0 z5 0
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( 0 0 z4
0 0 z5
z4 z5 2z6
)
, (ii)
Z
(0 1 0
1 0 0
0 0 0
)
Z =
⎛⎝ 2z1z2 z22 + z1z3 z2z4 + z1z5z1z3 + z22 2z2z3 z3z4 + z2z5
z2z4 + z1z5 z3z4 + z2z5 2z4z5
⎞⎠ , (iii)
Z
(0 0 1
0 0 0
1 0 0
)
Z =
( 2z1z4 z4z2 + z1z5 z24 + z1z6
z1z5 + z2z4 2z2z5 z5z4 + z2z6
z1z6 + z24 z2z6 + z4z5 2z4z6
)
, (iv)
Z
(0 0 0
0 0 1
0 1 0
)
Z =
⎛⎝ 2z2z4 z4z3 + z2z5 z4z5 + z2z6z2z5 + z3z4 2z3z5 z25 + z3z6
z2z6 + z4z5 z3z6 + z25 2z5z6
⎞⎠ , (v)
( 0 1 0
−1 0 0
0 0 0
)
Z −Z
( 0 1 0
−1 0 0
0 0 0
)
=
( 2z2 z3 − z1 z5
z3 − z1 −2z2 −z4
z5 −z4 0
)
, (vi)
( 0 0 1
0 0 0
−1 0 0
)
Z −Z
( 0 0 1
0 0 0
−1 0 0
)
=
( 2z4 z5 z6 − z1
z5 0 −z2
z6 − z1 −z2 −2z4
)
, (vii)
(0 0 0
0 0 1
0 −1 0
)
Z −Z
(0 0 0
0 0 1
0 −1 0
)
=
( 0 z4 −z2
z4 2z5 z6 − z3
−z2 z6 − z3 −2z5
)
(viii)
and for ρ˜m in (11.8), we need(0 1 0
1 0 0
0 0 0
)
Z +Z
(0 1 0
1 0 0
0 0 0
)
=
( 2z2 z3 + z1 z5
z3 + z1 2z2 z4
z5 z4 0
)
, (ix)
(0 0 1
0 0 0
1 0 0
)
Z +Z
(0 0 1
0 0 0
1 0 0
)
=
( 2z4 z5 z6 + z1
z5 0 z2
z6 + z1 z2 2z4
)
, (x)
(0 0 0
0 0 1
0 1 0
)
Z +Z
(0 0 0
0 0 1
0 1 0
)
=
( 0 z4 z2
z4 2z5 z6 + z3
z2 z6 + z3 2z5
)
. (xi)
This ends the proof. 
Similarly we extend Theorem 9.2 to the O–U operator on Dn.
Theorem 11.2. As in Theorem 9.2, let ρ = L+ γ I .
2
[ ∑
v∈E1∪E2
ρ(v)L(v)−
∑
v∈F5
ρ(v)L(v)
]
+
∑
v∈E3∪E4
ρ(v)L(v)
−
∑
v∈E6∪E7
ρ(v)L(v) (11.10)
is equal to the O–U operator on Dn, see (10.18).
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U1 =
∑
v∈E1∪E2
φ(v)L(v) = −2
∑
Zpp
[Z(δpp)Z]kj ∂∂Zkj = −2
∑
ZppZkpZpj ∂
∂Zkj
,
U4 =
∑
v∈F5
φ(v)L(v) = −
∑(
(δpp)Z +Z(δpp)
)
kj
∂
∂Zkj
= −2
∑
Zkj ∂
∂Zkj
.
With (11.7), we obtain
U2 =
∑
v∈E3∪E4
φ(v)L(v)
= −2 trace[(δ̂q)Z]× (Z(δ̂q)Z)kj ∂∂Zkj = −4
∑
p<q
Zpq(ZkpZqj +ZkqZpj ) ∂
∂Zkj
,
2U1 +U2 = −4(ZZ)pkZpj ∂
∂Zkj
and
2U1 +U2 − 2U4 = 4(I −ZZ)pkZpj ∂
∂Zkj
.
We identify U = 2U1 − 2U4 +U2 with the first order part in (10.18). 
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