Abstract-In
I. INTRODUCTION
Constant modulus two-dimensional (2-D) and more generally multidimensional harmonic retrieval (HR) has a wide range of applications, e.g., in sensor array processing [9] , wireless communication [4] , and radar [2] , [5] . An important issue is to determine the maximum number of harmonics that can be resolved for a given sample size. In the one-dimensional (1-D) case, the answer can be traced to Carathéodory [1] (see also [8] ). A generalization of Carathéodory's uniqueness to the N -D case has been given in [6] . For the 2-D case, the result of [6] indicates that (K + L 0 1)=2 harmonics are deterministically identifiable, where K is the number of (equispaced) samples along one dimension, and L likewise for the other dimension. In follow-up work, [3] showed that up to bK=2c dL=2e exponentials are uniquely resolvable almost surely (a.s.). This is the most relaxed identifiability result regarding 2-D HR to date. It holds for damped or undamped exponentials. In this paper, we derive an improved stochastic identifiability result for undamped multidimensional exponentials. In particular, we show that up to dK=2edL=2e undamped 2-D exponentials can be uniquely recovered almost surely. The main result is then generalized to N > 2 dimensions.
Throughout the paper, uppercase (or lowercase) boldface letters will be used for matrices (column vectors). Superscript H will denote Hermitian, 3 conjugate, T transpose, and y matrix pseudo-inverse. We will use for Khatri-Rao (column-wise Kronecker) product, d1e for integer ceiling, and b1c for integer floor. 
where ! f , f 2 5, and the set 5 :
with B(l;f) = e j! (l01) , and a diagonal matrix C 2 F 2F with C(f;f) = c f . Then, the 2-D harmonic mixture in (2) can be written in matrix form as
A. Preliminaries
The following result will be used in our derivation.
Theorem 1 (a.s. Full Rank of Khatri-Rao Product of Vandermonde
Matrices [3] 
where is the unit circle, and P L ( 2F ) is the distribution used to draw the 2F generators for A and B, which is assumed continuous with respect to the Lebesgue measure in 2F . A recently obtained stochastic identifiability result regarding 2-D harmonic retrieval [3] is reproduced next.
Theorem 2 (a.s. Identifiability of 2-D Harmonic Retrieval [3]):
Given a sum of F 2-D exponentials as in (1) 
III. IDENTIFIABILITY OF CONSTANT MODULUS 2-D HR
Theorem 3: Given a sum of F 2-D undamped exponentials
for k = 1; . . . ; K 3 and l = 1; . .
1053-587X/02$17. (7)], whereas Theorem 2 indicates only 6. In addition, our identifiability condition allows as few as three measurements along both dimensions, in which case, it yields four identifiable 2-D harmonics, which is a case with which [3] cannot deal. This is important when one is constrained in the number of measurements that can be taken along certain dimensions, usually due to hardware and/or cost limitations, e.g., in spatial sampling for direction-of-arrival estimation using a uniform rectangular array.
IV. IDENTIFIABILITY OF CONSTANT MODULUS N -D HR
The result in Theorem 3 can be generalized to the N -D case, as stated in the following. The idea of the associated proof is similar to the 2-D case. First, one can extend the given N -way array to a 2N-way array and then nest the 2N-way to a matrixX = GCH T by recursive dimensionality embedding 1 in such a way that G and H are Khatri-Rao products of N matrices. The same procedure can be carried out for the conjugate of the N -way data to form a matrixỸ. Finally, the N -D harmonic retrieval problem can be reduced to an eigenvalue decomposition problem that is similar to (19), and consequently, (9) is obtained.
V. CONCLUSION
Using multidimensional conjugate folding, it has been shown that up to dK=2edL=2e undamped exponentials can be uniquely recovered a.s. from a 2-D harmonic mixture. The result has also been generalized to N > 2 dimensions. The gain is interesting from a theoretical standpoint but is also nontrivial for small 2-D sensor arrays or higher dimensions and odd sample sizes. 1 A similar detailed mathematical argument can be found in [3] , where the given N-way array is first extended to a (2N + 1)-way array and then nested to a three-way array by recursive dimensionality embedding.
APPENDIX PROOF OF THEOREM 3

A. Proof
Given X [cf. (6) This is important because under the premise of Theorem 1, G and H are guaranteed to be full column rank a.s. if K 1 L 1 F and K 2 L 2 F , and consequently,X is of rank F .
Next, taking the conjugate of x k;l in (6), we obtain Invoking Theorem 1, if K1L1 F and K2L2 F , then both G and H in (13) are a.s. full column rank. Hence,X andỸ are of rank F , and the singular value decomposition of the stacked data yields
where U has F columns, which, together, span the column space ofX TỸT T
. Since the same space is spanned by the columns of
, there exists an F 2 F nonsingular matrix T such that
It then follows that
which is an eigenvalue decomposition problem. T 01 contains the eigenvectors of U y 1 U 2 (scaled to unit norm). Other parameters are
given by GC =U 1 T 01
Notice that the first row of the product GC is the diagonal of C, 
and similarly for L1 and L2, then (11) is satisfied. Once we pick four integers following the rules in (23), (7) assures that inequality (22) holds for those particular integers. This completes the proof.
