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Let Ω be a bounded domain in RN (N  3), we are concerned with the interaction and
the conﬁguration of spikes in a double condensate by analyzing the least energy solutions
of the following two couple Schrödinger equations in Ω⎧⎨
⎩
−ε2u + u = μ1u3 + βuv2,
−ε2v + v = μ2v3 + βu2v,
u > 0, v > 0,
(Sε)
where μ1,μ2 are positive constants. We prove that under Neumann or Dirichlet boundary
conditions, for any ε > 0, when −∞ < β < min{μ1,μ2} or β > max{μ1,μ2}, system (Sε)
has a least energy solution (uε, vε) and when min{μ1,μ2} < β < max{μ1,μ2}, system (Sε)
has no solution. Suppose Pε, Q ε are the local maximum points of uε, vε respectively. Then
under Neumann boundary conditions, as ε small enough, both of Pε, Q ε locate on the
boundary of Ω . Furthermore, when β  0, |Pε−Q ε |ε → 0 as ε → 0 and for N = 2 and
N = 3, Pε, Q ε converge to the same point on the boundary which is the maximum point
of mean curvature of the boundary. However, when β < 0, |Pε−Q ε |ε → ∞ as ε → 0 and
suppose Pε → P and Q ε → Q , then for N = 2 and N = 3, P , Q must be the maximum
points of the mean curvature on the boundary and P , Q might be a same point if the
mean curvature of the boundary has only one maximum point. Under Dirichlet boundary
conditions, we can prove that as long as the least energy solution (Sε) exists, the same
asymptotic behavior of the least energy solution (uε, vε) holds as described in Lin and Wei
(2005) [10] for β > 0 or for β < 0, thus our results are an extension of the results in Lin
and Wei (2005) [10].
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded domain in RN (N  3), we are concerned with the following two couple Schrödinger equations in
H1(Ω) × H1(Ω) (or H10(Ω) × H10(Ω))⎧⎪⎨
⎪⎩
−ε2u + u = μ1u3 + βuv2,
−ε2v + v = μ2v3 + βu2v,
u > 0, v > 0,
(Sε)
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assume μ1 μ2, β ∈ RN , ε > 0 is the parameter.
For Ω = RN and ε = 1, (Sε) leads to investigate the following problem in RN⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u + u = μ1u3 + βuv2,
−v + v = μ2v3 + βu2v,
u > 0, v > 0,
u(x) → 0, v(x) → 0 as |x| → ∞.
(1.1)
Problem (1.1) arises in the Hartree–Fock theory for a double condensate i.e. a binary mixture of Bose–Einstein condensate
in two different hyperﬁne states |1〉 and |2〉 (see [9]). Physically, u and v are the corresponding condensate amplitudes, μ j
and β are the intraspecies and interspecies scattering lengths. The sign of the scattering length β determines whether the
interactions of states |1〉 and |2〉 are repulsive or attractive. When β > 0, the interactions of states |1〉 and |2〉 are repulsive.
In contrast, when β < 0, the interactions of states |1〉 and |2〉 are attractive.
Recently, B. Sirakov [13] discussed the whole β ∈ R and analyzed for which β problem (1.1) assures a least energy
solution and for which β problem (1.1) has no least energy solution.
When the domain in (1.1) is replaced by a symmetric domain (possibly unbounded), T. Bartsch, N. Dancer and
Z.Q. Wang [4] investigated the local and global bifurcation in terms of the parameter β which provides a-priori bounds
of solution branches.
We also refer the readers to Antonio Ambrosetti and Eduardo Colorado [1,2] for the bound states of Schrödinger equations
and T. Bartsch, Z.Q. Wang and J. Wei [5], T. Lin and J. Wei [11,12], J. Wei and T. Weth [14,15], L.A. Maia, E. Nontefusco and
B. Pellacci [3] for the bound states of Schrödinger systems.
In particular, T. Lin and J. Wei [10] considered (Sε) under Dirichlet boundary conditions, they obtained the existence
of the least energy solution to (Sε) by minimizing the certain Nehari manifold for −∞ < β < β0 and also discussed the
asymptotic behavior as ε goes to zero, where 0 < β0 <
√
μ1μ2 is a constant depending only on n. More precisely, they
pointed out that when β < 0, the maximum points of the two components of the least energy solution to (Sε) approach
different points as ε → 0 whereas when 0 < β < β0, the maximum points of the two components of the least energy
solution to (Sε) go together as ε → 0.
In present paper, we ﬁrstly consider (Sε) under the Neumann boundary conditions, namely we consider the following
problem in H1(Ω) × H1(Ω)⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−ε2u + u = μ1u3 + βuv2,
−ε2v + v = μ2v3 + βu2v,
u > 0, v > 0,
∂u
∂n
= 0, ∂v
∂n
= 0, on ∂Ω,
(S1ε)
where ∂
∂n denotes the external normal derivative on the boundary.
A solution (u, v) of (S1ε) which has a zero component (u ≡ 0 or v ≡ 0) will be called a standard solution. (0,0) is referred
as the trivial solution of (S1ε). We are concerned on the nonstandard solutions of (S
1
ε) and also their asymptotic behavior as
ε approaches zero.
The energy functional corresponding to (S1ε) is as follows:
Jε(u, v) := 1
2
∫
Ω
[
ε2|∇u|2 + u2 + ε2|∇v|2 + v2]dx− 1
4
∫
Ω
(
μ1u
4 + μ2v4 + 2βu2v2
)
dx, (1.2)
for every (u, v) ∈ H1(Ω) × H1(Ω).
As in [10], we consider the set
N (ε,Ω) =:
{
(u, v) ∈ H1(Ω) × H1(Ω), u  0, v  0:
∫
Ω
[ε2|∇u|2 + u2] = ∫
Ω
[μ1u4 + βu2v2]∫
Ω
[ε2|∇v|2 + v2] = ∫
Ω
[μ2v4 + βu2v2]
}
and let
cε = inf
(u,v)∈N (ε,Ω) Jε(u, v).
Our ﬁrst results deal with the existence of least energy solutions of (S1ε) which achieve cε .
Theorem 1.1. For any ε > 0, if −∞ < β < min{μ1,μ2} or β > max{μ1,μ2}, there exists a least energy solution (uε, vε) to system
(S1ε) which achieves cε . If min{μ1,μ2} < β < max{μ1,μ2}, (S1ε) has no solution. In fact, suppose ωε is a least energy solution
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max{μ1,μ2}, (
√
kωε,
√
lωε) is a least energy solution of system (S1ε) which achieves cε , where k = μ2−βμ1μ2−β2 and l =
μ1−β
μ1μ2−β2 .
Secondly we consider the asymptotic behavior of the least energy solution (uε, vε) as ε goes to zero. Let Pε be the
maximum point of uε in Ω¯ , Q ε be the maximum point of vε in Ω¯ . Then we have the following result.
Theorem 1.2. As ε small enough, both Pε and Q ε locate on the boundary of Ω . Furthermore:
(i) When 0 β < min{μ1,μ2} or β > max{μ1,μ2}, as ε → 0, |Pε−Q ε |ε → 0 and for N = 2 and N = 3
H(Pε) → max
P∈∂Ω H(P ), H(Q ε) → maxP∈∂Ω H(P ).
Moreover, uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(x) = uε(Pε + εy), Vε(x) = vε(Q ε + εy)
then as ε → 0, (Uε, Vε) → (U0, V0) such that U0, V0 > 0 and (U0, V0) is a least energy solution of the following problem
deﬁned in the half space RN+ = {x = (x′, xN ) ∈ RN : xN > 0}⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0, V0 → 0 as |x| → ∞,
∂U0
∂n
= 0, ∂V0
∂n
= 0 on ∂RN+.
(1.3)
(ii) When β < 0, we have |Pε−Q ε |ε → ∞ and for N = 2 and N = 3
H(Pε) → max
P∈∂Ω H(P ), H(Q ε) → maxP∈∂Ω H(P ). (1.4)
Furthermore uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(x) = uε(Pε + εy), Vε(x) = vε(Q ε + εy)
then as ε → 0,
Uε → ω1(y), Vε → ω2(y)
where ωi (i = 1,2) is the unique least energy solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ωi + ωi = μiω3i , x ∈ RN+,
ωi > 0 in ∈ RN+, ωi → 0, as |x| → ∞,
∂ωi
∂n
= 0, x ∈ ∂RN+.
(1.5)
Remark 1.3. For β < 0, we found from Theorem 1.2 that the two maximum points Pε and Q ε repel each other in the sense
of |Pε − Q ε|/ε → ∞ as ε → 0. However, from (1.4) we know that if the mean curvature H(P ) on the boundary ∂Ω has
only one maximum point, then as ε → 0, both Pε and Q ε converge to same point which is the only maximum point of the
mean curvature H(p). This phenomenon is quite new.
Remark 1.4. Indeed, suppose (U0, V0) is the least energy solution of (1.3), let U0(x′, xN ) = U0(x′,−xN ) and V0(x′, xN ) =
V0(x′,−xN ) for xN < 0, then (U0, V0) is also the least energy solution of (1.1), by B. Sirakov [13], (
√
kU (x),
√
lU (x)) is a
least energy solution of (1.1) for 0 β < min{μ1,μ2} or β > max{μ1,μ2}, where k, l is deﬁned as in Theorem 1.1, U (x) is
the unique least energy solution of the following problem⎧⎨
⎩
−u(x) + u(x) = u(x)3, u(x) > 0, x ∈ RN ,
u(0) = max
x∈RN
u(x), u(x) → 0 as |x| → ∞. (1.6)
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⎪⎪⎩
−ε2w + w = wp, x ∈ Ω,
w > 0, x ∈ Ω,
∂w
∂n
= 0, x ∈ ∂Ω
(1.7)
where 1 < p < 2∗ − 1 and 2∗ = 2NN−2 for N  3 and 2∗ = +∞ for N = 1,2.
Firstly, Ni and Takagi (see [8]) considered the existence of least energy solution to (1.7) and also asymptotic behavior
of the least energy solution as ε goes to zero. Afterwards M. Del Pino and P.L. Felmer [7] and J. Byeon [6] considered the
same properties as Ni and Takagi for more general nonlinearities. Our methods to discuss the asymptotic behavior more like
depend on the idea from M. Del Pino and P.L. Felmer [7].
2. Existence of least energy solutions
In this section, we concerne about the existence of least energy solution of system (S1ε), namely we give the proof of
Theorem 1.1. Our idea to prove Theorem 1.1 is mainly motivated by the paper of B. Sirakov (see [13]).
Let ωε be a least energy solution of (1.7) and let
Sμ,ε = inf
u∈H1(Ω)\{0}
∫
Ω
(ε2|∇u|2 + u2)dx∫
Ω
μu4 dx
, Tμ,ε = inf
u∈Mε
{
1
2
∫
Ω
(
ε2|∇u|2 + u2)dx− 1
4
∫
Ω
μu4 dx
}
,
whereMε = {u ∈ H1(Ω),u = 0 :
∫
Ω
(ε2|∇u|2 + u2)dx = ∫
Ω
μu4 dx}. Then we have that ωε is a minimizer of T1,ε and from
Ni and Takagi [8], μ− 12 ωε(x) is a minimizer of Tμ,ε . In addition we have
Tμ,ε = 1
4
S2μ,ε, Sμ,ε = μ−
1
2 S1,ε.
We will divide our proof in two parts. In the ﬁrst part, we consider the case when 0  β < min{μ1,μ2} and β >
max{μ1,μ2}, in the second part, we consider the case when β < 0.
Firstly we have the following proposition.
Proposition 2.1. For any ε > 0 ﬁxed, when 0 β < min{μ1,μ2} or β > max{μ1,μ2}, the couple (
√
kωε,
√
lωε) is a least energy
solution of system (S1ε) which achieves cε , where k = μ2−βμ1μ2−β2 and l =
μ1−β
μ1μ2−β2 .
Proof. We consider the following linear system in k, l ∈ R.{
μ1k + βl = 1,
βk + μ2l = 1. (2.1)
It is easy to check that for 0  β < min{μ1,μ2} or β > max{μ1,μ2}, system (2.1) has a unique solution (k, l) such that
k > 0 and l > 0. Indeed, by a direct calculation, we have that
k = μ2 − β
μ1μ2 − β2 , l =
μ1 − β
μ1μ2 − β2 . (2.2)
Now we claim that the couple (
√
kωε,
√
lωε) belongs to N (ε,Ω) with k, l being deﬁned as in (2.2).
In fact, since∫
Ω
(
ε2|∇ωε|2 + ω2ε
)
dx =
∫
Ω
ω4ε dx = 4T1,ε = S21,ε. (2.3)
Thus by (2.1) we have⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
μ1
∫
Ω
ω4ε dx
)
k2 +
(
β
∫
Ω
ω4ε dx
)
kl = kS21,ε = k
∫
Ω
(
ε2|∇ωε|2 + ω2ε
)
dx,
(
β
∫
Ω
ω4ε dx
)
kl +
(
μ2
∫
Ω
ω4ε dx
)
l2 = lS21,ε = l
∫
Ω
(
ε2|∇ωε|2 + ω2ε
)
dx
which implies that (
√
kωε,
√
lωε) belongs to N (ε,Ω). Thus combining (2.2), (2.3) and by a direct calculation we have
cε  Jε(
√
kωε,
√
lωε) = 1 (k + l)S21,ε =
1 μ1 + μ2 − 2β
2
S21,ε. (2.4)4 4 μ1μ2 − β
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cε 
1
4
(k + l)S21,ε =
1
4
μ1 + μ2 − 2β
μ1μ2 − β2 S
2
1,ε. (2.5)
Suppose (um, vm) ∈N (ε,Ω) is a minimizing sequence of cε , namely
Jε(um, vm) = 1
4
[∫
Ω
(
ε2|∇um|2 + u2m
)
dx+
∫
Ω
(
ε2|∇um|2 + u2m
)
dx
]
= 1
4
∫
Ω
(
μ1u
4
m + μ2v4m + 2βu2mv2m
)
dx → cε
as m → +∞. It follows that (um, vm) is bounded in H1(Ω) × H1(Ω). We recall by the deﬁnition of N (ε,Ω) that um ≡ 0
and um ≡ 0 for each m. Set
ξm =
(∫
Ω
u4m dx
)1/2
, ζm =
(∫
Ω
v4m dx
)1/2
.
It follows from the deﬁnition of S1,ε that
S1,εξm 
∫
Ω
(
ε2|∇um|2 + u2m
)= ∫
Ω
(
μ1u
4
m + βu2mv2m
)
dxμ1ξ2m + βξmζm, (2.6)
S1,εζm 
∫
Ω
(
ε2|∇vm|2 + v2m
)
dx =
∫
Ω
(
μ2v
4
m + βu2mv2m
)
dxμ2ζ 2m + βξmζm. (2.7)
Adding up (2.6) and (2.7) results in
S1,ε(ξm + ζm)
∫
Ω
(
μ1u
4
m + 2βu2mv2m + μ2v4m
)
dx = 4cε + o(1), (2.8)
where o(1) → 0 as m → ∞.
Set ξ1m = ξmS1,ε and ζ 1m =
ζm
S1,ε
. Then combining (2.6), (2.7) and (2.8), we obtain the following inequalities⎧⎪⎨
⎪⎩
ξ1m + ζ 1m  k + l + o(1),
μ1ξ
1
m + βζ 1m  1,
βξ1m + μ2ζ 1m  1,
(2.9)
where k, l are as in (2.2). Let ξ2m = ξ1m − k and ζ 2m = ζ 1m − l, then we have from the inequality (2.9) that⎧⎪⎨
⎪⎩
ξ2m + ζ 2m  o(1),
μ1ξ
2
m + βζ 2m  0,
βξ2m + μ2ζ 2m  0.
(2.10)
Now it is easy to check that when
0 β < min{μ1,μ2} or β > max{μ1,μ2},
the three half spaces {t = (t1, t2): t1 + t2  o(1)}, {t = (t1, t2): μ1t1 + βt2  0}, {t = (t1, t2): βt1 + μ2t2  0} meet at most
in a triangle in the (t1, t2)-plane, and this triangle shrinks to t1 = t2 = 0 as m → ∞, which implies ξ1m → k and ζ 1m → l as
m → ∞. Thus by passing to the limit in (2.8), we obtain that
cε 
1
4
(k + l)S21,ε = Jε(
√
kωε,
√
lωε)
which is (2.5).
Combining (2.4) and (2.5) we prove Proposition 2.1. 
Now we come to consider the case β < 0, we have the following proposition.
Proposition 2.2. For any ε > 0 ﬁxed, when β < 0, cε is achieved by a nonstandard solution (uε, vε) of (S1ε) such that∫
Ω
|uε|4 dx c0εN ,
∫
Ω
|vε|4 dx c0εN , (2.11)
where c0 is a constant independent of ε.
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We ﬁrstly claim that there is a constant c0 > 0 which is independent of m > 0 such that∫
Ω
|um|4 dx c0εN ,
∫
Ω
|vm|4 dx c0εN . (2.12)
In fact, we recall that um ≡ 0, vm ≡ 0 for each m, as in the proof of Proposition 2.1, we still denote
ξm =
(∫
Ω
|um|4 dx
)1/2
, ζm =
(∫
Ω
|vm|4 dx
)1/2
.
From the deﬁnition of S1,ε , we know that there is the constant c > 0 such that S1,ε > cεN/2 (see Ni and Takagi [8]). Using
the Sobolev and Hölder inequalities, we have
S1,εξm 
∫
Ω
[
ε2|∇um|2 + u2m
]
dx =
∫
Ω
[
μ1u
4
m + βu2mv2m
]
dxμ1ξ2m, (2.13)
S1,εζm 
∫
Ω
[
ε2|∇vm|2 + v2m
]
dx =
∫
Ω
[
μ2v
4
m + βu2mv2m
]
dxμ2ζ 2m. (2.14)
To the last inequalities in (2.13) and (2.14), we have used the fact that β < 0. From (2.13) and (2.14), it is easy to see that
(2.12) holds for some c0 > 0.
On the other hand, by the deﬁnition of (um, vm), we know that as m → ∞,
Jε(um, vm) = 1
4
∫
Ω
[
ε2|∇um|2 + u2m + ε2|∇vm|2 + v2m
]
dx = 1
4
∫
Ω
[
μ1u
4
m + μ2v4m + 2βu2mv2m
]
dx → cε.
It follows that {(um, vm)}∞m=1 is bounded in H1(Ω) × H1(Ω). Without loss of generality, we assume that um ⇀ u, vm ⇀ v
weakly in H1(Ω) and um → u, vm → v strongly in L4(Ω). Thus by (2.12), we know that u ≡ 0, v ≡ 0. Furthermore∫
Ω
[
ε2|∇u|2 + u2 + ε2|∇v|2 + v2]dx lim inf
m→∞
∫
Ω
[
ε2|∇um|2 + u2m + ε2|∇vm|2 + v2m
]
dx
= 4 lim inf
m→∞ Jε(um, vm) = 4cε. (2.15)
In addition, we have∫
Ω
[
μ1u
4 + μ2v4 + 2βu2v2
]
dx lim inf
m→∞
∫
Ω
[
μ1u
4
m + μ2v4m + 2βu2mv2m
]
dx
= 4 lim inf
m→∞ Jε(um, vm) = 4cε. (2.16)
On the other hand, let m → ∞ in (2.13) and (2.14), we obtain that
S1,ε
(∫
Ω
u4 dx
)1/2

∫
Ω
[
μ1u
4 + βu2v2]dx
and
S1,ε
(∫
Ω
v4 dx
)1/2

∫
Ω
[
μ2v
4 + βu2v2]dx,
which imply that∫
Ω
μ1u
4 dx > −β
∫
Ω
u2v2dx and
∫
Ω
μ2v
4 dx > −β
∫
Ω
u2v2 dx.
From the above two inequalities, we can easily ﬁnd that the following matrix(
μ1
∫
Ω
u4 dx β
∫
Ω
u2v2 dx∫
2 2
∫
4
)
β
Ω
u v dx μ2 Ω v dx
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⎪⎪⎪⎪⎪⎩
(
μ1
∫
Ω
u4 dx
)
s1 +
(
β
∫
Ω
u2v2 dx
)
s2 =
∫
Ω
[
ε2|∇u|2 + u2]dx,
(
β
∫
Ω
u2v2 dx
)
s1 +
(
μ2
∫
Ω
v4 dx
)
s2 =
∫
Ω
[
ε2|∇v|2 + v2]dx. (2.17)
If s1 = 1, s2 = 1, then (u, v) ∈N (ε,Ω), and by (2.15) and (2.16) we have that (u, v) is minimizer of cε . Furthermore by
a standard argument (see Lin and Wei [10]), we can prove that (u, v) is a nonstandard solution of (S1ε) and we denote it
by (uε, vε). On the other hand by the strong convergence of um, vm in L4(Ω) and also from (2.12), we can easily get the
estimate (2.11).
Now we prove that the unique solution (s1, s2) of the linear system (2.17) is indeed (1,1).
In fact, since β < 0, it is easy to check that s1 > 0 and s2 > 0, let u˜ = √s1u and v˜ = √s2v , then by the deﬁnition of
s1, s2 we have (u˜, v˜) ∈ Nε,Ω and thus
Jε(u˜, v˜) = 1
4
∫
Ω
[
s21μ1u
4 + 2s1s2βu2v2 + s22μ2v4
]
dx
 Jε(u, v) = 1
4
∫
Ω
[
μ1u
4 + 2βu2v2 + μ2v4
]
dx. (2.18)
On the other hand from the above arguments, we can easily obtain that∫
Ω
[
ε2|∇u|2 + u2]dx ∫
Ω
[
μ1u
4 + βu2v2]dx,
and ∫
Ω
[
ε2|∇v|2 + v2]dx ∫
Ω
[
μ2v
4 + βu2v2]dx.
Thus by the deﬁnition of s1, s2, we have(
μ1
∫
Ω
u4 dx
)
s1 +
(
β
∫
Ω
u2v2 dx
)
s2 
∫
Ω
[
μ1u
4 + βu2v2]dx (2.19)
and (
β
∫
Ω
u2v2 dx
)
s1 +
(
μ2
∫
Ω
v4 dx
)
s2 
∫
Ω
[
μ2v
4 + βu2v2]dx. (2.20)
Using (2.19) and (2.20) two times we prove that
1
4
∫
Ω
[
s21μ1u
4 + 2s1s2βu2v2 + s22μ2v4
]
dx = 1
4
∫
Ω
[
s1
(
s1μ1u
4 + s2βu2v2
)+ s2(s1βu2v2 + s2μ2v4)]dx
 1
4
∫
Ω
[
s1
(
μ1u
4 + βu2v2)+ s2(βu2v2 + μ2v4)]dx
 1
4
∫
Ω
[
μ1u
4 + 2βu2v2 + μ2v4
]
dx. (2.21)
Combining (2.18) and (2.21), we obtained that both inequalities in (2.19) and (2.20) should be equalities which imply s1 = 1
and s2 = 1 by the uniqueness of the solution of system (2.17). Thus we complete the proof of Proposition 2.2. 
Proof of Theorem 1.1. Combining Proposition 2.1 and Proposition 2.2 to complete the proof of Theorem 1.1, we only need
to prove that for min{μ1,μ2} < β < max{μ1,μ2}, system (S1ε) has no solution. We prove it by contradiction.
Suppose (uε, vε) is a solution of (S1ε) such that both uε > 0 and vε > 0 in Ω . Namely (uε, vε) satisﬁes the following
system in Ω
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⎪⎪⎪⎪⎪⎩
−ε2uε + uε = μ1u3ε + βuεv2ε,
−ε2vε + vε = μ2v3ε + βu2εvε,
uε > 0, vε > 0,
∂uε
∂n
= 0, ∂vε
∂n
= 0, on ∂Ω,
we multiply the ﬁrst equation above by vε , the second equation by uε , and integrate the resulting equations over Ω . This
yields ∫
Ω
(∇uε∇vε + uεvε)dx =
∫
Ω
uεvε
(
μ1u
2
ε + βv2ε
)
dx
and ∫
Ω
(∇uε∇vε + uεvε)dx =
∫
Ω
uεvε
(
βu2ε + μ2v2ε
)
dx,
from the above two equations we have∫
Ω
uεvε
(
(μ1 − β)u2ε + (β − μ2)v2ε
)
dx = 0
which is a contradiction since uε > 0 and vε > 0 in Ω . Thus we complete the proof of Theorem 1.1. 
3. Asymptotic behavior of the least energy solutions
In this section, we come to consider the asymptotic behavior of the least energy solution (uε, vε) of (S1ε) as ε → 0,
namely we focus on the proof of Theorem 1.2.
Let U (x) be the unique solution of (1.6) as in Remark 1.4, then it is well known that U (x) is radially symmetric and
strictly decreasing as |x| → ∞. Furthermore as |x| → ∞∣∣DαU (x)∣∣∼ |x|− N−12 e−|x| for |α| 2.
The energy functional of (1.6) is as follows
I(u) = 1
2
∫
RN
[|∇u|2 + u2]dx− 1
4
∫
RN
u4+ dx, for every u ∈ H1
(
RN
)
. (3.1)
It is also well known that
c∗ := I(U (x))= inf
v∈H1(RN ),v =0
sup
t>0
I(tv). (3.2)
Let ωε, T1,ε be deﬁned as in Section 2, namely ωε is the least energy solution of the following problem⎧⎨
⎩
−ε2u + u = u3, u > 0, x ∈ Ω,
∂u
∂n
= 0, x ∈ ∂Ω. (3.3)
The energy functional corresponding to (3.3) is as follows
Iε(u) = 1
2
∫
Ω
[|∇u|2 + u2]dx− 1
4
∫
Ω
u4+ dx, for every u ∈ H1(Ω).
Then by the deﬁnition of T1,ε , we can easily see that
T1,ε := Iε(ωε) = inf
v∈H1(Ω),v =0
sup
t>0
Iε(tv).
We assume that xε is the global maximum point of ωε in Ω¯ , then as proved in Ni and Takagi [8] (see also Del Pino and
Felmer [7]), for suﬃcient small ε, xε ∈ ∂Ω and
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(ii)
T1,ε = εN
{
c∗
2
− γ εH(x¯) + o(ε)
}
, (3.4)
where γ is a constant depending only on N .
Furthermore let ω˜ε(y) = ωε(xε + εy), then as ε → 0, ω˜ε(y) → U (y) strongly in H1(RN ).
Our proof of Theorem 1.2 also includes two parts. Firstly, we consider the case of 0  β < min{μ1,μ2} or β >
max{μ1,μ2}, we have the following proposition.
Proposition 3.1. For 0  β min{μ1,μ2} or β > max{μ1,μ2}, suppose (uε, vε) is a least energy solution of (S1ε) and let Pε and
Q ε be the maximum points of uε and vε in Ω¯ respectively. Then as ε small enough, both Pε and Q ε locate on the boundary of Ω .
Moreover
(i) as ε → 0, |Pε−Q ε |ε → 0 and for N = 2 and N = 3,
H(Pε) → max
P∈∂Ω H(P ), H(Q ε) → maxP∈∂Ω H(P ). (3.5)
Furthermore, uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(y) = uε(Pε + εy), Vε(y) = vε(Q ε + εy)
then as ε → 0, (Uε, Vε) → (U0, V0) which is a least energy solution of the following problem deﬁned in RN+ = {x = (x′, xN ) ∈
RN : xN > 0}.⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0, V0 > 0, U0, V0 → 0 as |x| → ∞,
∂U0
∂n
= 0, ∂V0
∂n
= 0 on ∂RN+.
(3.6)
Remark 3.2. As proved in Theorem 1.1, for 0  β min{μ1,μ2} or β > max{μ1,μ2}, the couple (
√
kωε,
√
lωε) is a least
energy solution of system (S1ε) which achieves cε , where k = μ2−βμ1μ2−β2 and l =
μ1−β
μ1μ2−β2 . Thus cε = (k + l)T1,ε and since the
asymptotic behavior of ωε as ε goes to zero is well known as described above, so the conclusion of Proposition 3.1 as to
(kωε, lωε) is quite clear. However, since we do not know whether the least energy solution of (S1ε) is unique or not, so here
we are concerned about the asymptotic behavior of the general least energy solution of system (S1ε) which might not be
(
√
kωε,
√
lωε).
Proof of Proposition 3.1. By Remark 3.2, for 0 β min{μ1,μ2} or β > max{μ1,μ2},
lim
ε→0ε
−Ncε = lim
ε→0ε
−N
(
μ1 + μ2 − 2β
μ1μ2 − β2
)
T1,ε =
(
μ1 + μ2 − 2β
μ1μ2 − β2
)
c∗
2
> lim
ε→0maxε
−N
{
1
μ1
,
1
μ2
}
T1,ε = max
{
1
μ1
,
1
μ2
}
c∗
2
. (3.7)
Firstly we claim that
|Pε − Q ε|
ε
→ 0, as ε → 0. (3.8)
Indeed, on the contrary, suppose that limε→0 |Pε−Q ε |ε → η0 > 0. Let U˜ε(y) = uε(Pε + εy), V˜ε(y) = vε(Pε + εy), then it is
easy to see that up to a subsequence (U˜ε(y), V˜ε(y)) → (U0, V0) which is a least energy solution of (3.17).
By the inequality (3.7), it must be true that U0 ≡ 0 and V0 ≡ 0. Indeed, without loss of generality we suppose that
U0 ≡ 0, then V0 is a least energy solution of (1.5) with i = 2 and the state energy of V0 would be c∗2μ2 which contradicts
with (3.7). Since β  0 in (3.17), by a standard argument, one can prove that both U0 and V0 are radially symmetric and
strictly exponentially decreasing as |y| → ∞, moreover 0 is their common unique maximum point. On the other hand,
without loss of generality, we assume that Pε − Q ε locates in the axis yN , by the assumption, it is easy to see that (0, η0)
is also a maximum point of V0 which is a contradiction. Thus we proved (3.8).
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must lie on the boundary of Ω and moreover |Pε− P¯ |ε → 0, otherwise we would eventually see that cε towards a total energy
of size at least c∗ when ε → 0. (See also Del Pino and Felmer [7] for scalar case.) On the other hand, we also can aﬃrm
that as ε suﬃciently small, both Pε and Q ε must lie on the boundary of Ω otherwise there would occur a contradiction
with the Neumann boundary condition of (3.17) (see also Ni and Takagi [8]).
By the exponential decay of U0 and V0 at inﬁnity, we can ﬁnd two constants δ,b such that∣∣U˜ε(y)∣∣ δe−b|y|, ∣∣V˜ε(y)∣∣ δe−b|y| for all y ∈ RN .
Without loss of generality, after an ε-dependent rotation and translation, we may assume that Pε = 0 and Ω can be
described in a ﬁxed neighborhood H of P¯ as the set {(x′, xN ) | xN > Gε(Pε)} where Gε is smooth such that Gε(0) = 0,
G ′ε(0) = 0. We also assume that Gε converges locally to G in C2 sense, where G is the corresponding parametrization at P¯ .
For any open set Γ , we denote
JΓ (u, v) = 1
2
∫
Γ
[|∇u|2 + |∇v|2 + u2 + v2]dx− 1
4
∫
Γ
[
μ1u
4 + μ2v4 + 2βu2v2
]
dx.
For any set D ⊂ RN , we set Dε = {y ∈ RN : x = Pε + εy ∈ D}, we deﬁne U1ε and V 1ε on RN+ ∩ Hε as U1ε(y′, yN) =
U˜ε(y′,Gε(εy′)/ε), V 1ε (y′, yN) = V˜ε(y′,Gε(εy′)/ε) if Gε(εy′) > 0, 0 < yN  Gε(εy′)/ε and U1ε(y′, yN) = U˜ε(y′, yN),
V 1ε (y
′, yN) = V˜ε(y′, yN) in other cases.
By the deﬁnition of (uε, vε), it is easy to check that
cε = Jε(uε, vε) = max
t>0,s>0
Jε(tuε, svε)
= εN max
t>0,s>0
JΩε (tU˜ε, sV˜ε).
On the other hand we have
JΩε (tU˜ε, sV˜ε) = JRN+∩Hε
(
tU1ε, sV
1
ε
)+ J (Ωε∩Hε)/RN+(tU˜ε, sV˜ε) − J (RN+∩Hε)\Ωε (tU1ε, sV 1ε ).
We assume tε, sε are such that JRN+∩Hε (tU
1
ε , sV
1
ε ) achieves its maximum at (tε, sε) in t  0 and s  0. Then by the
exponential decay of U˜ε and V˜ε and also the deﬁnition of c∗ , one can easily check that
J
R
N+∩Hε
(
tεU
1
ε, sεV
1
ε
)
 (k + l)c
∗
2
+ O (e−2α/ε)
for some α > 0. Again using the exponential decay of U˜ε and V˜ε , for any positive number a > 0,
I1 : = J (Ωε∩Hε)\RN+(tε U˜ε, sε V˜ε)
= −
∫
Bε
dy′
0∫
G(εy′)−/ε
[
1
2
[|∇U˜ε|2 + |∇ V˜ε|2 + U˜2ε + V˜ 2ε ]− 14
[
μ1U˜
4
ε + μ2 V˜ 4ε + 2βU˜2ε V˜ 2ε
]]
dyN + O
(
e−2α/ε
)
,
where Bε =: {|y′| < a/ε}. Similarly we have
I2 : = J (RN+∩Hε)\Ωε
(
tεU
1
ε, sεV
1
ε
)
= 1
2
∫
Bε
dy′
G(εy′)+/ε∫
0
[|∇U˜ε|2 + |∇ V˜ε|2 + U˜2ε + V˜ 2ε ](y′,Gε(εy′)/ε)dyN
− 1
4
∫
Bε
dy′
G(εy′)+/ε∫
0
[
μ1U˜
4
ε + μ2 V˜ 4ε + 2βU˜2ε V˜ 2ε
](
y′,Gε
(
εy′
)
/ε
)
dyN + O
(
e−2α/ε
)
.
Using the radially symmetric property of U0 and V0 and also the fact Gε(0) = G ′ε(0), Gε → G locally in the sense of C2,
we have
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ε→0
1
ε
(I1 + I2) = 1
4
[
N−1∑
i, j
∫
RN−1
G ′′i j(0)y
′
i y
′
j
[|∇U0|2 + |∇V0|2 + U20 + V 20 ](y′,0)dy′
− 1
2
N−1∑
i, j
∫
RN−1
G ′′i j(0)y
′
i y
′
j
[
μ1U
4
0 + μ2V 40 + 2βU20V 20
]](
y′,0
)
dy′
= 1
4
H( P¯ )η
∞∫
0
E(U0, V0, r)r
N dr, (3.9)
where E(U0, V0, r) = [[|U ′0|2 + |V ′0|2 + U20 + V 20 ] − 12 [μ1U40 + μ2V 40 + 2βU20V 20 ]](r) and H( P¯ ) = (1/(N − 1))tr(G ′′i j(0)) is the
mean curvature at P¯ , η = π when N = 3 and η = 2 when N = 2.
Thus we conclude that
cε  εN
(
(k + l)c∗
2
− εγ H( P¯ ) + o(ε)
)
, (3.10)
where γ = η ∫∞0 E(U0, V0, r)rN dr. On the other hand, for any P ∈ ∂Ω , it is easy to see that there exist tε, sε such that
(tεU0(
P−x
ε ), s
εV0(
P−x
ε )) ∈N (Ω,ε) and tε → 1, sε → 1 as ε → 0. By a direct computation, we can easily obtain that
cε  max
t>0,s>0
Jε
(
tU0
(
P − x
ε
)
, sV0
(
P − x
ε
))
= Jε
(
tεU0
(
P − x
ε
)
, sεV0
(
P − x
ε
))
 εN
(
(k + l)c∗
2
− εγ H(P ) + o(ε)
)
. (3.11)
Combining (3.10) and (3.11) we conclude that H( P¯ ) H(P ) for any P ∈ ∂Ω , which implies (3.5). This completes the proof
of the proposition. 
Now we come to consider the case when β < 0, we have the following proposition.
Proposition 3.3. For β < 0, suppose (uε, vε) is a least energy solution of (S1ε) such that∫
Ω
|uε|4 dx c0εN ,
∫
Ω
|vε|4 dx c0εN , (3.12)
where c0 is a constant independent of ε. Let Pε and Q ε be the maximum points of uε and vε in Ω¯ respectively. Then as ε small enough,
both Pε and Q ε locate on the boundary of Ω . Moreover
(i) as ε → 0, |Pε−Q ε |ε → ∞ and for N = 2 and N = 3,
lim
ε→0 H(Pε) = maxP∈∂Ω H(P ), limε→0 H(Q ε) = maxP∈∂Ω H(P ). (3.13)
Furthermore, uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(y) = uε(Pε + εy), Vε(y) = vε(Q ε + εy)
then as ε → 0,
Uε → ω1(y), Vε → ω2(y)
where ωi (i = 1,2) is the unique least energy solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−ωi + ωi = μiω3i , x ∈ RN+,
ωi > 0 in ∈ RN+, ωi → 0, as |x| → ∞,
∂ωi
∂n
= 0, x ∈ ∂RN+.
(3.14)
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1/2U (x)|
R
N+ (i = 1,2) is the unique solution of (3.14). Let P , Q ∈ ∂Ω
and P = Q , we deﬁne
UP ,ε(x) :=
(
1
μ1
)1/2
U
(
P − x
ε
)∣∣∣∣
R
N+
, UQ ,ε(x) :=
(
1
μ2
)1/2
U
(
Q − x
ε
)∣∣∣∣
R
N+
.
By the exponential decay of U (x), it is easy to check that∫
Ω
U2P ,ε(x)U
2
Q ,ε(x)dx Ce−δ
|P−Q |
ε , (3.15)
where C, δ are two positive constants which are independent of ε. Let tε, sε are such that
Jε
(
tεUP ,ε(x), sεUQ ,ε(x)
)= max
t>0,s>0
Jε
(
tU P ,ε(x), sU Q ,ε(x)
)
.
Then by the deﬁnition of UP ,ε(x), UQ ,ε(x) and also by (3.15), we obtain that (tεUP ,ε(x), sεUQ ,ε(x)) ∈NΩ,ε , furthermore as
ε → 0 then tε → 1 and sε → 1. By a direct computation, we have
cε  Jε
(
tεUP ,ε(x), sεUQ ,ε(x)
)= εN(( 1
μ1
+ 1
μ2
)
c∗
2
− γ1H(P )ε − γ2H(Q )ε + o(ε)
)
, (3.16)
where γi = η
∫∞
0 (
1
2 [(U ′)2 + U2] − 14μiU4)dr (i = 1,2) and η is deﬁned as above.
Now we claim that as ε → 0 small enough, both dist{Pε,∂Ω}ε and dist{Q ε,∂Ω}ε remain bounded.
Indeed, on the contrary, we assume that dist{Pε,∂Ω}ε → ∞ as ε → 0. Let
U2ε(y) = uε(Pε + εy), V 2ε (y) = vε(Pε + εy).
By (3.16), up to a subsequence, we assume that
U2ε(y) → U0, V 2ε (y) → V0 in H1
(
RN
)
.
Furthermore (U0, V0) satisﬁes the following system deﬁned in RN⎧⎪⎨
⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0, V0 → 0 as |x| → ∞,
(3.17)
and by maximum principle U0(x) > 0 and V0(x) 0 in RN . If V0(x) ≡ 0, which implies limε→0 |Pε−Q ε |ε → ∞ and U0(x) is
a nontrivial solution (3.14). Thus we have
lim
ε→0ε
−Ncε = lim
ε→0ε
−N 1
2
∫
Ω
[|∇uε|2 + |∇vε|2 + u2ε + v2ε]dx− 14
∫
Ω
[
μ1u
4
ε + μ2v4ε + 2βu2εv2ε
]
dx
= lim
ε→0
[
1
2
∫
Ω1ε
[∣∣∇U2ε(y)∣∣2 + (U2ε)2]dx− 14
∫
Ω1ε
μ1
(
U2ε(y)
)4
dx
+ 1
2
∫
Ω2ε
[∣∣∇vε(Q ε + εy)∣∣2 + (vε(Q ε + εy))2]dx− 1
4
∫
Ω2ε
μ2
(
vε(Q ε + εy)
)4
dx+ O (e− |Pε−Qε |ε )]

[(
1
μ1
)
c∗ +
(
1
μ2
)
c∗
2
]
, (3.18)
where Ω1ε =: {y ∈ RN : x = Pε + εy ∈ Ω} and Ω2ε =: {y ∈ RN : x = Q ε + εy ∈ Ω}. Thus (3.18) contradicts with (3.16), which
implies dist{Pε, ∂Ω}/ε remains bounded as ε → 0. Similarly we can prove that dist{Q ε, ∂Ω}/ε also remains bounded as
ε → 0. Now we prove that as ε → 0
|Pε − Q ε|
ε
→ ∞. (3.19)
Indeed, suppose limε→0 |Pε−Q ε |ε  C0, where C0 is a positive constant. Let
U3ε(y) = uε(Pε + εy), V 3ε (y) = uε(Pε + εy).
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U3ε(y) → U0, V 3ε (y) → V0 in H1
(
RN
)
.
Furthermore (U0, V0) satisﬁes the following system in RNδ := {x = (x′, xN ) ∈ RN : xN −δ}⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0, V0 > 0, U0, V0 → 0 as |x| → ∞,
∂U0
∂n
= 0, ∂V0
∂n
= 0 on ∂RNδ ,
(3.20)
where δ is a real number. By a translation, we may assume that δ = 0, namely (U0, V0) is a nonstandard solution of (3.20)
with δ = 0, which implies
lim
ε→0ε
−Ncε = lim
ε→0ε
−N 1
2
∫
Ω
[|∇uε|2 + |∇vε|2 + u2ε + v2ε]dx− 14
∫
Ω
[
μ1u
4
ε + μ2v4ε + 2βu2εv2ε
]
dx
= lim
ε→0
[
1
2
∫
Ω1ε
[∣∣∇U3ε(y)∣∣2 + (U3ε)2 + ∣∣∇V 3ε (y)∣∣2 + (V 3ε )2]dx
− 1
4
∫
Ω1ε
[
μ1
(
U3ε(y)
)4 + μ2(V 3ε (y))4 + 2β(U3ε(y))2(V 3ε (y))2]dx
]
= J
R
N+(U0, V0) >
(
1
μ1
+ 1
μ2
)
c∗
2
,
which also contradicts with (3.16). The last inequality above contributes to the fact that when β < 0 the least energy
of system (1.1) is never achieved (see also Lin and Wei [11]). Thus we proved (3.19). Let Uε(y) = uε(Pε + εy), V˜ε(y) =
vε(Pε +εy). Since (3.19), with a rotation we may assume that (Uε(y), V˜ε(y)) → (U0, V˜0) with V˜0 ≡ 0 and thus U0 satisﬁes⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−U0 + U0 = μ1U30, x ∈ RNδ0 ,
U0 > 0, x ∈ RNδ0 , U0 → 0 as |x| → ∞,
∂U0
∂n
= 0, ∂V0
∂n
= 0, x ∈ ∂RNδ0 ,
where δ0 = limε→ dist{Pε, ∂Ω}  0. By a translation and using the property of ω1, we indeed can obtain that δ0 = 0 and
U0 = ω1. Similarly we also can prove that as ε → 0, Vε(y) = vε(Q ε + εy) → ω2, where ωi (i = 1,2) is the unique solution
of (3.14). Moreover using again the property of ωi , it is easy to see that both Pε and Q ε locate on the boundary of Ω ,
otherwise we can get a degenerate maximum point of ωi . We assume that as ε → 0, Pε → P¯ ∈ ∂Ω and Q ε → Q¯ ∈ ∂Ω .
Since β < 0 we have
cε = Jε(uε, vε)
=
∫
Ω
1
2
[
ε2|∇uε|2 + u2ε −
1
2
μ1u
4
ε
]
dx+
∫
Ω
1
2
[
ε2|∇vε|2 + v2ε −
1
2
μ2v
4
ε
]
dx− 1
2
∫
Ω
βu2εv
2
ε dx

∫
Ω
1
2
[
ε2|∇uε|2 + u2ε −
1
2
μ1u
4
ε
]
dx+
∫
Ω
1
2
[
ε2|∇vε|2 + v2ε −
1
2
μ2v
4
ε
]
dx
=: I1 + I2,
with the same arguments as in Del Pino and Felmer [7], it is easy to see that
I1 = 1
2
∫
Ω
[
ε2|∇uε|2 + u2ε
]
dx− 1
4
∫
Ω
μ1u
4
ε dx
= εN
(
1
μ1
c∗
2
+ εγ1H( P¯ ) + O
(
e−δ0/ε
))
.
Similarly we also have
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2
∫
Ω
[
ε2|∇vε|2 + v2ε
]
dx− 1
4
∫
Ω
μ2v
4
ε dx
= εN
(
1
μ2
c∗
2
+ εγ2H(Q¯ ) + O
(
e−δ0/ε
))
,
where γi (i = 1,2) is deﬁned as in (3.16). Combining with (3.16), we obtaine that for any P , Q ∈ ∂Ω and P = Q ,
γ1H(P ) + γ2H(Q ) γ1H( P¯ ) + γ2H(Q¯ )
which implies H( P¯ ) = maxP∈∂Ω H(P ) and H(Q¯ ) = maxP∈∂Ω H(P ). This completes the proof of Proposition 3.3. 
Proof of Theorem 1.2. Combining Proposition 3.1 and Proposition 3.3, we have indeed ﬁnished our proof. 
Remark 3.4. It is easy to calculate that for −√μ1μ2 < β < 0, (
√
kωε,
√
lωε) is a solution of system (S1ε), where k, l,ωε are
deﬁned as in Theorem 1.1 and
Jε(
√
kωε,
√
lωε) = 1
4
μ1 + μ2 − 2β
μ1μ2 − β2 S
2
1,ε
→ μ1 + μ2 − 2β
μ1μ2 − β2
c∗
2
>
(
1
μ1
+ 1
μ2
)
c∗
2
.
Thus, by (3.16), it is easy to see that as ε small enough, (
√
kωε,
√
lωε) is not the least energy solution of system (S1ε).
4. Some remarks on Dirichlet problems
In this section, we consider system (Sε) under Dirichlet boundary conditions, namely the following system in H10(Ω) ×
H10(Ω)⎧⎪⎨
⎪⎩
−ε2u + u = μ1u3 + βuv2,
−ε2v + v = μ2v3 + βu2v,
u > 0, v > 0.
(S2ε)
The energy functional corresponding to (S2ε) is as follows:
J1ε(u, v) :=
1
2
∫
Ω
[
ε2|∇u|2 + u2 + ε2|∇v|2 + v2]dx− 1
4
∫
Ω
(
μ1u
4 + μ2v4 + 2βu2v2
)
dx, (4.1)
for every (u, v) ∈ H10(Ω) × H10(Ω).
As in Section 1, we also consider the set
N 1(ε,Ω) =:
{
(u, v) ∈ H10(Ω) × H10(Ω), u  0, v  0:
∫
Ω
[ε2|∇u|2 + u2]dx = ∫
Ω
[μ1u4 + βu2v2]dx∫
Ω
[ε2|∇v|2 + v2]dx = ∫
Ω
[μ2v4 + βu2v2]dx
}
and let
c1ε = inf
(u,v)∈N 1(ε,Ω)
J1ε(u, v).
In Lin and Wei [10], they proved the following results
Theorem 4.1. (See Lin and Wei [10].) For any ε > 0, N  3, there exists a number 0 < β0 <
√
μ1μ2 such that for all −∞ < β < β0
system (S2ε) has a least energy solution (uε, vε) which achieves c
1
ε such that
c1ε
N 
∫
Ω
|uε|4 dx c2εN , c1εN 
∫
Ω
|vε|4 dx c2εN . (4.2)
Furthermore:
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dist{Pε, ∂Ω} → max
P∈Ω dist{P , ∂Ω}, dist{Pε, ∂Ω} → maxP∈Ω dist{P , ∂Ω}.
Moreover, uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(x) = uε(Pε + εy), Vε(x) = vε(Q ε + εy)
then as ε → 0, (Uε, Vε) → (U0, V0) which is a least energy solution of the following problem in the whole space RN⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0(0) = max
y∈RN
U0(y), V0(0) = max
y∈RN
V0(y),
U0, V0 > 0, x ∈ RN , U0, V0 → 0, as |x| → ∞.
(4.3)
(ii) When β < 0,
ψ(Pε, Q ε) → max
P ,Q ∈Ω ψ(P , Q ), (4.4)
where
ψ(P , Q ) = min{|P − Q |,dist{P , ∂Ω}}.
Furthermore uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(x) = uε(Pε + εy), Vε(x) = vε(Q ε + εy)
then as ε → 0,
Uε → ω1(y), Vε → ω2(y)
where ωi (i = 1,2) is the unique least energy solution of⎧⎪⎪⎨
⎪⎪⎩
−ωi + ωi = μiω3i , x ∈ RN ,
ωi(0) = max
y∈RN
ωi(y),
ωi > 0 in ∈ RN+, ωi → 0, as |x| → ∞.
(4.5)
Using the same arguments as in the proofs of Proposition 2.1 and Proposition 2.2, we indeed can prove the following
result.
Theorem 4.2. For any ε > 0, if −∞ < β < min{μ1,μ2} or β > max{μ1,μ2}, there exists a least energy solution (uε, vε) to system
(S2ε) which achieves c
1
ε . Furthermore, there exist two positive constants c1, c2 such that
c1ε
N 
∫
Ω
|uε|4 dx c2εN , c1εN 
∫
Ω
|vε|4 dx c2εN . (4.6)
Moreover, for min{μ1,μ2} < β < max{μ1,μ2}, (S2ε) has no solution. In fact, suppose ω1ε is the least energy solution of the scalar
case −ε2u + u = u3 , u > 0, x ∈ Ω under Dirichlet boundary conditions. Then for 0  β < min{μ1,μ2} or β > max{μ1,μ2},
(
√
kω1ε,
√
lω1ε) is the least energy solution of system (S
2
ε) which achieves c
1
ε , where k = μ2−βμ1μ2−β2 and l =
μ1−β
μ1μ2−β2 .
Remark 4.3. In our results of Theorem 4.2, we indeed considered the existence and nonexistence of least energy solutions
of (S2ε) in all cases of β ∈ R and thus our result is an essential extension of Theorem 4.1.
Remark 4.4. From the arguments to prove Theorem 4.1, obtaining the estimate (4.2) in the case of β > 0, technically the
authors need to conﬁne 0 < β < β0 <
√
μ1μ2. However, from Theorem 4.2, this limitation is indeed unnecessary.
In fact, from Theorem 4.2, for 0 β < min{μ1,μ2} or β >max{μ1,μ2},
c1ε = J1ε
(√
kω1ε,
√
lω1ε
)= (k + l)Tε.
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Tε = inf
u∈M1ε
{
1
2
∫
Ω
(
ε2|∇u|2 + u2)dx− 1
4
∫
Ω
μu4 dx
}
,
whereM1ε = {u ∈ H10(Ω), u = 0:
∫
Ω
(ε2|∇u|2 + u2)dx = ∫
Ω
μu4 dx}. Then we have that ω1ε is a minimizer of Tε .
By Del Pino and Felmer [7], we indeed have
Tε = εN
(
c∗ + e −2d∗+o(1)ε ), (4.7)
where d∗ = maxx∈Ω dist{x, ∂Ω}, c∗ is deﬁned as in (3.2) in Section 3, and o(1) → 0 as ε → 0.
Combining (4.7), using the same arguments to prove the asymptotic behavior of the least energy solutions (see Theo-
rem 4.1) in Lin and Wei [10] in the case of 0 < β < β0 <
√
μ1μ2, we can indeed extend the results of Theorem 4.1 to the
case of 0 < β < min{μ1,μ2} or β > max{μ1,μ2}. Namely, we have the following result.
Theorem 4.5. Suppose (uε, vε) is a least energy solution of system (S2ε) in the case of 0 < β < min{μ1,μ2} or β > max{μ1,μ2},
Pε, Q ε are the maximum points of uε, vε respectively. Then as ε → 0, |Pε−Q ε |ε → 0 and
dist{Pε, ∂Ω} → max
P∈Ω dist{P , ∂Ω}, dist{Pε, ∂Ω} → maxP∈Ω dist{P , ∂Ω}.
Moreover, uε, vε → 0 in C1loc(Ω¯ \ {Pε, Q ε}) and let
Uε(x) = uε(Pε + εy), Vε(x) = vε(Q ε + εy)
then as ε → 0, (Uε, Vε) → (U0, V0) such that U0, V0 > 0 in RN and (U0, V0) is a least energy solution of the following problem in
whole space RN⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−U0 + U0 = μ1U30 + βU0V 20 ,
−V0 + V0 = μ2V 30 + βU20V0,
U0(0) = max
y∈RN
U0(y), V0(0) = max
y∈RN
V0(y),
U0, V0 → 0, as |x| → ∞.
(4.8)
Proof. Since the proof of Theorem 4.5 is completely similar with the arguments in Lin and Wei [10], for the convenience of
readers, here we only give the sketch of the proof.
Step 1. Using the same argument as in [10] (see Theorem 6.1) we can prove that as ε → 0,
dist{Pε, ∂Ω}
ε
→ ∞, dist{Q ε, ∂Ω}
ε
→ ∞, |Pε − Q ε|
ε
→ 0, (4.9)
and
|uε|, |∇uε| Ce− (1−σ )|x−Pε |ε , (4.10)
|vε|, |∇vε| Ce− (1−σ )|x−Qε |ε (4.11)
for 0 < σ < 1. Furthermore (Uε, Vε) → (U0, V0) and (U0, V0) is a least energy solution of (4.8).
Step 2. By (4.9), we assume that as ε → 0, Pε (or Q ε) → P0 ∈ Ω¯ . Thus
dε =: dist{Pε, ∂Ω} → d0 =: dist{P0, ∂Ω}.
Given σ > 0, we choose a number d′0 > 0 so that
vol
(
B
(
P0,d
′
0
))= vol(Ω ∩ B(P0,d0 + σ)),
and choose σ ′ > 0 slightly smaller than σ with d0 < d′0 + σ . Now consider a cut-off function η(s) such that η(s) = 1 for
0 < s < d0 + σ ′ , η(s) = 0 for s > d0 + σ , 0 < η(s) < 1, |η′(s)| < C .
Let u˜ε = η(|Pε − x|)uε, v˜ε = η(|Pε − x|)vε . Then using estimates (4.10), (4.11) we have
c1ε = J1ε(uε, vε) J1ε(tuε, svε)
 JΩ˜ (tu˜ε, sv˜ε) − 2εNe−
dε+σ ′
ε
for all 0 < t, s < 2, where Ω˜ = Ω ∩ B(Pε,dε + σ ′).
352 Z. Tang / J. Math. Anal. Appl. 377 (2011) 336–352Finally using Schwartz’s symmetrization, we can obtain that
c1ε  εN
(
c∗ + 2εNe− (1+σ )dε+o(1)ε ) (4.12)
where o(1) → 0 as ε → 0. Thus combing (4.7) and (4.12), we have
e
(1+σ )dε+o(1)
ε  e−
d∗+o(1)
ε
which implies dε → d∗ = maxx∈Ω dist{x, ∂Ω} as ε → 0 and thus we complete the proof of Theorem 4.5. 
Acknowledgments
This paper was partially ﬁnished while the author visited Mathematical Institute of Giessen University as an Alexander von Humboldt Fellowship. The
author wishes to express his gratitude to Alexander von Humboldt Foundation for the ﬁnancial support and also to the Mathematical Institute of Giessen
University for the hospitality during his stay.
References
[1] Antonio Ambrosetti, Eduardo Colorado, Standing waves of some coupled nonlinear Schrödinger equations, J. Lond. Math. Soc. (2) 75 (1) (2007) 67–82.
[2] Antonio Ambrosetti, Eduardo Colorado, Bound and ground states of coupled nonlinear Schrödinger equations, C. R. Math. Acad. Sci. Paris 342 (7) (2006)
453–458.
[3] L.A. Maia, E. Nontefusco, B. Pellacci, Positive solutions for a weakly coupled nonlinear Schrödinger systems, J. Differential Equations 229 (2006) 743–
767.
[4] T. Bartsch, N. Dancer, Z.Q. Wang, A Liouville theorem, a-priori bounds, and bifurcating branches of positive solutions for a nonlinear elliptic system,
Calc. Var. 37 (2010) 345–361.
[5] T. Bartsch, Z.Q. Wang, J. Wei, Bound states for a coupled Schrödinger systems, J. Fixed Point Theory Appl., doi:10.1007/s11784-007-0033-6.
[6] J. Byeon, Singularly perturbed nonlinear Neumann problems with a general nonlinearity, J. Differential Equations 244 (2008) 2473–2497.
[7] M. Del Pino, P. Felmer, Spike-layered solutions of singularly perturbed elliptic problems in a degenerate setting, Indiana Univ. Math. J. 48 (1999) 63–97.
[8] W.M. Ni, I. Takagi, Locating the peaks of the least energy solutions to a semilinear Neumann problem, Duke Math. J. 70 (1993) 247–281.
[9] B.D. Esry, C.H. Greene, J.P. Burke Jr, J.L. Bohn, Hartree–Fock theory for double condensates, Phys. Rev. Lett. 78 (1997) 3594–3597.
[10] T. Lin, J. Wei, Spike in two coupled of nonlinear Schrödinger equations, Ann. Inst. H. Poincaré Anal. Non Linéaire 22 (4) (2005) 403–439.
[11] T. Lin, J. Wei, Ground state of N coupled nonlinear Schrödinger equations in Rn , n 3, Comm. Math. Phys. 255 (2005) 629–653.
[12] T. Lin, J. Wei, Spike in two-component systems of nonlinear Schrödinger equations with trapping potentials, J. Differential Equations 229 (2006) 538–
569.
[13] B. Sirakov, Least energy solitary waves for a system of nonlinear Schrödinger equations in Rn , Comm. Math. Phys. 271 (2007) 199–221.
[14] J. Wei, T. Weth, Nonradial symmetric bound states for a system of two coupled Schrödinger equations, Rend. Lincei Mat. Appl. 18 (2007) 279–293.
[15] J. Wei, T. Weth, Radial solutions and phase sparation in a system of two coupled Schrödinger equations, Arch. Ration. Mech. Anal. 190 (2008) 83–106.
