We consider the optimization problem associated with fitting two-layer ReLU networks with respect to the squared loss, where labels are assumed to be generated by a target network. Focusing first on standard Gaussian inputs, we show that the structure of spurious local minima detected by stochastic gradient descent (SGD) is, in a well-defined sense, the least loss of symmetry with respect to the target weights. A closer look at the analysis indicates then that this principle of least symmetry breaking may apply to a broader range of settings. Motivated by this, we conduct a series of experiments which corroborate this hypothesis for different classes of non-isotropic non-product distributions, smooth activation functions and networks with a few layers.
Introduction
The great empirical success of artificial neural networks over the past few years has challenged the very foundations of our understanding of statistical learning processes. Although fitting generic high-dimensional nonconvex models is typicality a lost cause, multilayered ReLU networks achieve state-of-the-art performance in many machine learning tasks, while being trained using numerical solvers as simple as stochastic first-order methods. Given this perplexing state of affairs, a large body of recent works has focused on various two-layers networks as a more manageable means of investigating some of the complexity exhibited by deep models. One such major line of research has been concerned with exploring the set of assumptions under which the loss surface of Gaussian inputs qualifies convergence of various local search methods (e.g., [4, 9, 18, 11, 32, 14, 29] ). Recently, Safran & Shamir [25] considered the well-studied two-layers ReLU network x → 1 k φ(W x), where x ∈ R d , W ∈ M (k, d), φ(z)= max{0, z} and 1 k is the k-dimensional vector of all ones, and proved that the expected squared loss w.r.t. a target network with identity weight matrix, i.e.,
possesses a large number of spurious local minima which can cause gradient-based methods to fail.
Unlike the existence of multiple spurious local minima, the fact that L contains many global minima should come as no surprise-it is a consequence of symmetry properties of L. Indeed, assuming for the moment that k = d, L is invariant under all transformations of the form W → P π W P ρ , π, ρ ∈ S d , where S d is the symmetric group of degree d, and P π , P ρ are the associated permutation matrices which permute the rows and the columns of W respectively (see Section 4 for more details). In particular, since the identity matrix is a global minimizer, so is every permutation matrix. Permutation matrices are highly 'symmetric' in the sense that the group of all row and column permutations that fix a permutation matrix P -the isotropy group of P -is isomorphic to ∆S d= {W → P π W P π | π ∈ S d } (this is obvious for W = I d , since I d = P π I d P π holds trivially for any π ∈ S d ). With this in mind, one may ask In this work, we show that, perhaps surprisingly, the isotropy subgroups of spurious local minima of L are maximal (or large) in ∆S d , the isotropy of the global solution W = I d . In other words, spurious local minima exhibit the least symmetry loss w.r.t. the symmetry of the target model. This provides a natural explanation for the patterns that appear in the local minima found in [25] (see Figure 1 ). Next, in examining the predictive power of such a principle, we ask how does the symmetry of local minima change if d is even and the target model is of reduced symmetry, say, W = I d/2 ⊕ 2I d/2 whose isotropy is ∆S d/2 × ∆S d/2 ? Similarly, we find that maximal isotropy subgroups correctly predict the shape of critical points detected by SGD. A more detailed analysis reveals that the invariance properties of L do not directly depend on the rotational invariance of standard Gaussian inputs. Indeed, the same structure of critical points is observed when the input is drawn uniformly at random from [−1, 1] d , suggesting that isotropy type of critical points strongly depend on the intricate interplay between the network architecture, the input distribution and the label distribution (cf. [4, 27] and references therein, for hardness results of learnability under partial sets of assumptions).
It is noteworthy that this phenomenon, in which critical points of invariant functions exhibit maximal (or large) isotropy groups, has been observed many times in various scientific fields; for example in Higgs-Landau theory, equivariant bifurcation theory and replica symmetry breaking (see, e.g., [21, 15, 12, 6] ). It appears that ReLU networks form a rather unexpected instance for this principle. Our contributions (in order of appearance) can be stated as follows:
• We express the invariance properties of ReLU networks in terms of the network architecture, as well as the underlying data distribution. As a simple application, we show that the auto-balancing property introduced in [8] can be reformulated as a conservation law induced by a suitable continuous symmetry. This provides an alternative and arguably more natural derivation of this property.
• We analyze the intricate isotropy subgroup lattice of S k × S d and ∆S d , and characterize large classes of the respective maximal isotropy subgroups. Our purely theoretical analysis gives a precise description of the structure of spurious local minima detected by SGD for ReLU network (1.1). We show that this is consistent over various target weight matrices.
• We conduct a series of experiments which examine how the isotropy types of critical points depend on the joint symmetry of the target model, the underlying distribution and the network architecture. Our findings indicate that a similar phenomenon indeed applies to other related problems with, e.g., Leaky-ReLU and softplus activation functions, slightly over-specified parameterization and a few fully-connected layers. We also demonstrate some settings where this phenomenon does not occur.
The paper is organized as follows. After surveying related work below, and relevant group-theoretic background in Section 3, we present a simple derivation of the auto-balancing property based on symmetry arguments. In Section 4 we provide a detailed analysis of the invariance properties of ReLU networks and the corresponding isotropy lattice. Lastly, we present in Section 5 empirical results which examine the scope of the least (or small) symmetry breaking principle. All proofs are deferred to the appendix.
Related Works
Two-layer ReLU networks, the main focus of this work, have been studied under various settings which differ by their choice of, for example, activation function, underlying data distribution, number of hidden layers w.r.t. number of samples and numerical solvers (e.g., [5, 17, 28, 31, 33, 23, 10, 16] ). Closer to our settings are works which consider Gaussian inputs and related obstacles for optimization methods, such as bad local minima (e.g., [32, 9, 11, 18, 29, 4, 14] ). Most notably, the spurious minima addressed by [25] exhibit the very symmetry claimed in this work. Another relevant line of works have studied trainability of ReLU multilayered networks directly through the lens of symmetry. Concretely, it is shown that the rich weight-space symmetry carries important information on singularities which can significantly harm the convergence of gradient-based methods (e.g., [24, 1, 30, 22, 3] ). In contrast to this, symmetry here is utilized as a mean of studying the structure of critical points, rather than characterizing various regions of the loss landscape.
Preliminaries
We briefly review some relevant background material on group actions, representations and equivariant maps and fix relevant notations (for a more complete account see [13, Chapters 1, 2] ). Elementary notions and properties in group theory are assumed known. We begin by listing a few notable examples which will be referred to in later sections. Examples 1. 1. We let R * denote the group of positive real numbers with multiplication. 2. For any finite dimensional vector space E, let GL(E) denote the general linear group of invertible linear transformations of E (in particular, R * is a subgroup of GL(R)). Note that if we take the standard Euclidean basis of R d , then there is a natural isomorphism between GL(R d ) and GL(d), the group of all invertible d × d real matrices, which is often regarded as an identification. If we take the standard Eucliean inner product on R d , with the norm , then
is the group of orthogonal matrices. Characteristically, the groups described in (2,3) above consist of transformations of an underlying set. This leads naturally to the concept of a group action on a set X, i.e., a group homomorphism from G to the group of bijections of X. For instance, the groups GL(d) and O(d) naturally act on R d as linear maps (or via standard matrix-vector multiplication). Another example, which we use extensively in studying the invariance properties of ReLU networks, is the action of the group
Given a G-space X and x ∈ X, we define Gx = {gx | g ∈ G} to be the G-orbit of x, and G
Note that, points on the same G-orbit have the same isotropy type since
The action of G is transitive if for any x, y ∈ X there exists g ∈ G such that gx = y, and doubly transitive if for all x, x , y, y ∈ G, x = x , y = y , there exists g ∈ G such that gx = y, gx = y . Lastly, the transitivity partition of subgroup H ⊆ G is the set of all H-orbits {Hx | x ∈ X}.
We are mainly interested in linear actions, equivalently representations, of G which are given by a homomorphism R : G→GL(E), where E is a vector space. For example, R 1 (t) = t, t ∈ R * defines a representation of R * in GL(1) and if R 2 (t) is the 2 × 2-diagonal matrix with entries t, t −1 , then R 2 defines a representation of R * in GL (2) . The groups GL(d) and O(d) are naturally represented on R d through the inclusion map. The group S d can be represented on R d by associating each π ∈ S d with the d × d-permutation matrix
Since S k , S d can be identified with groups of permutation matrices, we have a representation of Γ k,d which associate a pair of permutations (π, ρ) with the linear transformation W → P π W P ρ (equivalently, (π, ρ)[W ij ] = [W π −1 (i),ρ −1 (j) ]). Slightly abusing notation, we shall occasionally refer the permutation (π, ρ) of S k × S d as a transformation of M (k, d). Similarly, the group H d admits a representation in GL(d) as the group of signed permutation matrices -permutation matrices with entries ±1. We note that the representations described above are the only representations we use. Given two representations of a group G on vector spaces
In the context of this work, one key feature of G-invariant differentiable functions is the G-equivariance of their gradient fields (and other higher-order derivatives). These are most naturally expressed in terms of fixed point linear subspaces defined by X H= {y ∈ X | hy = y, ∀h ∈ H}, H ⊆ G. Note that this immediately implies that both gradient maps ∇( x 2 ) and ∇η(x) (see Example 2.3. above) are O(d)-and H d -equivariant, respectively. In addition, a simple, yet useful, implication of Proposition 3, is that when the sublevel sets of a given invariant function are compact, any fixed subspace X H contains at least one critical point. In other words, for any H ⊆ G, there exists a critical point which remain fixed under the action of H.
We now present a simple application of the group-theoretic framework introduced above. The application concerns quantities conserved by gradient flows of invariant functions (which in turn implies algorithmic regularization of the vanilla gradient descent algorithm). Consider the
In particular for t = 1, we get (x, −y)∇θ(x, y) = 0. Therefore, any gradient flow γ(s) of θ must satisfy (γ 1 (s), −γ 2 (s))γ (s) = 0. Setting Φ(x, y) = (x 2 − y 2 )/2, this can be equivalently expressed as dΦ(γ(s))/ds = 0. Hence, for any s > 0, it holds that Φ(γ(s)) = Φ(γ(0)), implying that Φ is conserved by γ(s). This simple example directly generalizes to ReLU networks (see Definition 4.13 below). Let E 1 , . . . , E N be vector spaces and let f be a real-valued function defined over
Then, the same argument shows that
must be conserved by any gradient flow of f . Since ReLU activation functions are positively homogeneous, this gives a succinct and perhaps more intuitive symmetry-based derivation of the auto-balancing property considered in [8, Theorem 2.1]. Also note that this derivation applies to any function satisfying invariance
, then a similar argument shows that
is conserved by any gradient flow (see Section A.2). This holds in particular for neural networks with linear activation (see [8, Theorem 2.2] ).
Whereas continuous symmetry groups are related to the dynamics of gradient flows and gradient-based optimization methods, it appears that in our setting, the most important ingredients in studying the structure of critical points are discrete symmetry groups. We devote the remainder of the paper to this topic.
Isotropy Types of ReLU Neural Networks
As mentioned earlier, the notion of isotropy groups provides a natural means of measuring the symmetry of points relative to a G-action -the more symmetric the point, the larger the isotropy group. The most symmetric points are those with isotropy group G, and the least symmetric are points with trivial isotropy group containing only the identity element. This naturally raises the question: How symmetric are critical and extremal points of invariant functions? In the realm of convexity, it is a nearly-trivial fact that critical points of strictly convex invariant functions must be of full isotropy type. For nonconvex invariant functions, matters are anything but trivial. For example, a straightforward analysis shows that the H d -invariant function η, defined in Example 2.3., has 3 n critical points specified as follows (see Section A.3 for a full derivation): For any p ∈ {0, . . . , d}, η possesses d p 2 p critical points of isotropy type S p × H d−p -all of which are maximal (w.r.t. set inclusion) proper isotropy subgroups of H d ! In what follows, we show that a similar phenomenon is exhibited by ReLU networks. We start with a detailed examination of the simple ReLU instance (1.1), and then briefly cover some related generalizations towards the end of the section.
Γ k,d -invariance of L
We start by showing that L (Definition 1.1) is Γ k,d -invariant. First, we make the dependence of L on the target weight d × d-matrix V explicit:
Next, observe that for any π ∈ S k , ρ ∈ S d and U ∈ O(d), we havē
where the last equality follows by the O(d)-invariance of the standard multivariate Gaussian distribution. Therefore, for any ρ ∈ S d and U ∈ O(d) such that V = P ρ V U and any π ∈ S k , we havē
In particular, for V = I d , we have V = P π V P π for any π ∈ S d , from which it follows that L(W ) =L(W , I d ) is Γ k,d -invariant w.r.t. W . Note that here we do not exploit the rotation invariance of the standard Gaussian distribution, but rather its invariance under permutations. Hence, the same Γ k,d -invariance holds for any product distribution when V = I d . For example, in Section 5 we show that critical points also admit maximal isotropy types when the input distribution is D = U([−1, 1] d ) (but not when D = U([0, 2] d )).
Isotropy Subgroups of Γ d,d
Having established the Γ k,d -invariance of L, our next goal is to consider the corresponding lattice of isotropy subgroups. After some preliminary generalities and examples, we focus on isotropy subgroups of diagonal type, that is, groups which are conjugate to subgroups of ∆S d= {(π, π) | π ∈ S d } ⊆ S 2 d , the isotropy of the target weight matrix I d . Note that when the underlying distribution is unitary invariant, the same analysis applies to any orthonormal weight matrix, mutatis mutandis.
Given a subgroup H of S p , p > 1, let P = {P 1 , · · · , P s } be the H-transitivity partition of [p] (in particular, H acts transitively on each P j , j ∈ [s]). After a relabeling of [p], we may assume that P 1 = {1, . . . , p 1 }, P 2 = {p 1 + 1, . . . , p 2 }, . . ., P s = {p s−1 + 1, . . . , p s = d}, where 1 ≤ p 1 < p 2 < · · · < p s = d. A partition P satisfying this condition is normalized. Suppose that H is a subgroup of Γ. For j = 1, 2, let H j = π j H ⊂ S d denote the projection of H onto the jth factor of S d × S d . Note our convention that the group H 1 permutes rows, H 2 permutes columns. Let P = {P a | a ∈ [p]}, and Q = {Q b | b ∈ [q]} respectively denote the transitivity partitions of the actions of H 1 and H 2 on [d] and assume P, Q are normalized. Each rectangle 
The arguments above allow us to reduce the analysis of H-actions on [d]
2 to the study of the H-action on individual rectangles of R.
} denote the decomposition of W into the submatrices of W induced by R. The rectangles R ab share the following useful property. are the product groups K 1= (12), (34) × S 4 , K 2= (12), (34) × ({(1)} × S 3 ) and a group K 3 which is not isomorphic to a product (but rather to the group H 2 of order 8. See Section B.2 for more details). Clearly, the latter induces a relatively more complex structure. We remark that fixed subspaces of isotropy groups carry important information regarding the dynamics of gradient flows and gradient-based algorithms. By Proposition 3, any trajectory initialized in say M (4, 4, ) K1 , (or close to it if the subspace is transversally stable) always stays close to the subspace (up to numerical stability). Likewise, when the weight vectors assigned to two different hidden neurons are identical (equivalently, if two rows of the weight matrix are identical), they must remain so throughout the optimization via gradient-based methods. Note that this holds regardless of the underlying distribution as L is always S d -invariant by the left S d -action.
Unlike the groups K i discussed above, some subgroups cannot be realized as isotropy groups. To show this groups, we use the following lemma. 2 such that the Γ W -orbit of (i 0 , j 0 ) contains exactly d points, then Γ W is conjugate to ∆K, where K is a transitive subgroup of S d . In particular, Γ W = ∆S d iff there exists α, β ∈ R, α = β, such that w ii = α, i ∈ [d], and w ij = β, i, j ∈ [d], i = j.
If K S k is a doubly transitive subgroup of S d (for example, the alternating subgroup A d of S d , d > 3), then ∆K is not an isotropy group for the action of Γ: the double transitivity implies that if Γ W = ∆K then all off-diagonal entries are equal. Hence Γ W = ∆S d by Lemma 6.
The analysis of isotropy of diagonal type can largely be reduced to the study of the diagonal action of transitive subgroups of S p , 2 ≤ p ≤ d. We give two examples to illustrate the approach and then concentrate on maximal isotropy subgroups of ∆S d . where α, β, γ, δ are distinct (else, the matrix has a bigger isotropy group). Since ∆H is a product of groups of diagonal type, B and C have all their entries equal. We may vary this example without changing the rectangle partition. For example, if K ⊂ S 8 is generated by (1234)(5678), then K ≈ Z 4 . With H = ∆K, we find that a matrix W with isotropy ∆K has the same block decomposition as before but now every block has the structure given by Equation 4.12 and there will be 16 parameters, 4 for each block.
Maximal isotropy subgroups of ∆S d
Of special interest in this work are maximal isotropy subgroups of ∆S d = Γ I d . These subgroups can be conveniently characterized through maximal subgroups of S d . Indeed, every subgroup of ∆S d must be diagonal. Hence, maximal subgroups of ∆S d are in one-to-one correspondence with the maximal subgroups of S d . The latter topic has received considerable attention from group theorists in part because of connections with the classification of simple groups (see [2, Appendix 2] ). Here we describe two relatively-known cases: maximal subgroups of S d which are instransitive (not transitive) and the class of imprimitive transitive subgroups of S d (primitive transitive subgroups of S d are addressed in [19, 7] ).
Lemma 8.
1. If p + q = d, p = q, then S p × S q is a maximal proper subgroup of S d (intransitive case). 2. If d = pq, p, q > 1, then the wreath product S p S q is transitive and a maximal proper subgroup of S d (imprimitive case).
The first category of groups in Lemma 8 corresponds to maximal subgroups of ∆S d of hierarchical nature. Assuming d ≥ 3, set ∆S p,q = ∆S p × ∆S q , p + q = d, 0 ≤ q < d/2 (where ∆S d × ∆S 0 is set to be ∆S d ). If W ∈ M (d, d) has isotropy conjugate to ∆S p,q then, after a permutation of rows and columns, we may write
matrix with all entries equal 1 of suitable size. It is straightforward to verify that, for sufficiently large d, dim M (d, d) ∆Sp,q is 2,5 and 6 for q = 0, q = 1 and 1 < q < d/2, respectively (see Figure 2 ). In particular, dim M (d, d) ∆Sp,q does not depend on the ambient dimension d (when sufficiently large).
The second category of maximal subgroups in Lemma 8 induces a relatively more complicated structure. For example, the subgroup K = S 2 S 3 is a maximal transitive subgroup of S 6 and has order 48. Hence ∆K is a maximal subgroup of ∆S 6 . Now, if Γ W = ∆K, then Isotropy ∆S 4 × ∆S 1 Isotropy ∆S 3 × ∆S 2 Figure 2 : A schematic description of matrices with isotropy ∆S 5 , ∆S 4 × ∆S 1 and ∆S 3 × S 2 (α, β, γ, δ, , ζ ∈ R are assumed sufficiently 'distinctive' so as to rule out larger isotropy, e.g., α must be different than β).
and so dim(M (6, 6) ∆K ) = 3. More generally, if K = S m S n ⊆ S d , where d = mn, m, n > 1, then dim(M (6, 6) ∆K ) = 3.
We have yet to find critical points of this diagonal type category.
The analysis above easily extends to multilayered fully-connected ReLU networks. Given d i ∈ N, i = 0, . . . , N , with d 0 = d and d N = 1, we define
where φ is some activation function acting coordinate-wise. Letting W = (W (1) , . . . , W (N ) ) and V = (V (1) , . . . , V (N ) ), the corresponding squared loss function is (with a slight abuse of notation)
It can be easily verified that for any D and any i = 2 . . . N ,L remains invariant under pairwise transformations of the form (W (i+1) , W (i) ) → (W (i+1) (P π ) , P π W (i) ) and (V (i+1) , V (i) ) → (V (i+1) (P π ) , P π V (i) ) where π ∈ S di and i ∈ [N ]. If, in addition, V = (1 , I d , . . . , I d ) and D is invariant under permutations, then applying arguments similar to what is used in (4.1), we see that L is also invariant under (W (2) , W (1) ) → (W (2) P π , P π W (1) P ρ ) (4. 15) for any π ∈ S d1 , ρ ∈ S d0 . An example for a critical point empirically found for this setting is provided in Figure 5 below.
Empirical Results
In this section, we aim to examine the isotropy of critical points detected by plain SGD for various shallow ReLU networks. We note that providing a comprehensive study of cases where the principle of least (or small) symmetry breaking holds is outside our scope. Rather, we report the isotropy type of approximate critical points found empirically through the following procedure: In each experiment, we run 100 instantiations of SGD with Xavier standard initialization until no significant improvement in the gradient norm is observed.
In all experiments, each SGD step is performed using a batch of 1000 fresh randomly generated samples and a fixed step size of 0.01. Note that unlike the basic variant (1.1) where some critical points are provably shown to be bad local minima (see a computer-aided proof in [25] ), here we do not examine extremality properties. Lastly, we remark in passing that since gradients of invariant function are tangential to fixed subspaces (Proposition 3), one can find critical points of a given isotropy type by a suitable initialization. We shall not follow this approach here.
We start by considering the basic ReLU variantL (Definition 4.8) with the identity target matrix. Following the same procedure described above for d = 20, it is seen in Figure 3 that all approximate critical points match the first category of ('pixelated Mondrian-like') maximal isotropy subgroups addressed in Lemma 8. Next, we run the same experiment with target weight matrix V 2 = I 10 ⊕ 2I 10 and V 3 = I 5 ⊕ 2I 5 ⊕ 3I 5 ⊕ 4I 5 . The more elaborated structure of critical points observed in this case match large isotropy types of the different weight matrix. A similar, though not identical, phenomenon is observed when the target weight matrix is set to identity and the underlying input distribution is set to zero-mean Gaussian with correlation matrix V 1 and V 2 (see Figure 3 ). When setting k = 21, 22 and V = I 20 , our findings match the empirical results reported by [25] . Here again, the structure of the local minima is consistent with large isotropy subgroups of S 21 × S 20 . Lastly, to test the robustness of our hypothesis to smoothness and flatness of the activation function, we replace the ReLU activation function by Leaky-ReLU with parameter 0.01 and Softplus, z → 1 β log(1 + e βz ), with β = 1; This produces the same isotropy types observed forL with V = I 20 (though convergence rates seem to be typically slower). The least symmetry breaking principle does not always hold. A concrete counterexample, for a setting where the observed isotropy types do not match the ∆S d -invariance, follows by letting the underlying distribution to be U([−1 + C, 1 + C] 20 ), C ∈ [0, 1]. As shown by Figure 4 , the symmetry of the critical points detected by SGD vanishes when C approaches 1. In other cases, the principle seems to hold only partially. For example, conducting the same experiment for ReLU networks with a few fully-connected layers of constant width d = 20 and target weights V = (1 20 , I 20 , . . . , I 20 ) (see Definition 4.14) , shows that a similar structure is apparent only at the lower levels of the network, see Figure 5 . 
Conclusion
In this work, we demonstrate a definite effect of the joint symmetry of various data distributions and shallow neural network architectures on the structure of critical points. In particular, the structure of spurious local minima detected by SGD in [25] are shown to be in a direct correspondence with large isotropy subgroups of the target model, suggesting a new set of complementary tools for studying loss landscapes associated with neural networks. On the flip side, so far, we have not been able to provide a rigorous proof as to why local minima tend to be highly symmetric in the settings considered in the paper. In addition, and perhaps more importantly, it is not clear at the moment how wide the phenomenon of least symmetry breaking is (e.g., Figure 4 and Figure 5 ), or how well it relates to realistic settings of, say, convents trained over image databases.
To conclude, the fact that a purely theoretical analysis gives a rather precise description of what is observed in practice, together with the fact that such phenomena have been encountered many times in various scientific fields are encouraging and form our main motivation for reporting these findings. Of course, isotropy analysis only characterize the landscape of generic invariant functions to a limited degree (as further demonstrated by [26] ); It is for this reason that we believe that the hidden mechanism, which makes this analysis suitable for the settings considered here, merits further investigation. Hence for all e ∈ R n , ∇f (gx), e = g − ∇f (x), e and so ∇f (gx) = g − ∇f (x). In particular, if G ⊆ O(n), then g = g − and ∇f is G-equivariant. The rest of the properties are immediate corollaries of the G-equivariance of the gradient.
A Proofs

A.2 Full Derivation of Equation 3.7
For notational convenience, we let U = W (i) and V = W (i+1) and focus only on these two variables.
Concretely, assume f (AU , V A −1 ) = f (U , V ), for any A ∈ GL(R n ). Define Π to be the corresponding representation of GL(R n ). Then,
Thus,
On the other hand
where K di,di is the respective commutation matrix (see [20, Chapter 3.7] ). The rest of the proof follows mutatis mutandis.
A.3 Critical Points of η
We consider the more general real-valued function f : R n → R defined as follows (see [13, 
