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RELATIONSHIPS BETWEEN MULTIPLE ZETA VALUES OF
DEPTHS 2 AND 3 AND PERIOD POLYNOMIALS
DING MA, KOJI TASAKA
Abstract. Some combinatorial aspects of relations between multiple zeta values of
depths 2 and 3 and period polynomials are discussed.
1. Introduction
The multiple zeta value is defined by
ζ(k1, . . . , kr) =
∑
0<m1<···<mr
1
mk11 · · ·m
kr
r
,
for integers k1, . . . , kr−1 ≥ 1 and kr ≥ 2. We call k1 + · · · + kr the weight and r the
depth. Multiple zeta values have various connections with modular forms on SL2(Z)
(or their period polynomials), which can be found in many articles [1, 10, 16, 18, 19,
20, 21, 22, 28, 29, 30] for depth 2 and [2, 5, 7, 8, 9, 12, 24] for depth > 2. In the present
paper, we examine explicit connections between multiple zeta values of depths 2 and 3
and period polynomials.
Our results on depth 2 and on depth 3 lie in a slightly different context. For depth
2 case, motivated by the work of Gangl, Kaneko and Zagier [10], we give a direct
connection between even period polynomials of cusp forms and linear relations among
ζ(odd, odd)’s (see Theorem 3.1). A similar connection for the case ζ(odd, even), which
was developed by the first author in [18, 19], will be also described in our setting (see
Theorem 3.2). In depth 3, we give some indirect connections between period polynomi-
als and linear relations among almost totally odd triple zeta values ζ(odd, odd, even),
ζ(odd, even, odd) and ζ(even, odd, odd) (see Theorems 4.3, 4.4 and 4.5). These results
can be viewed as generalizations of results given for the case ζ(odd, odd) by Baumard
and Schneps [1] and for the case ζ(odd, even) by Zagier [30], and lead to upper bounds
of the dimension of the Q-vector space spanned by almost totally odd triple zeta val-
ues. An explicit formula for the parity theorem (Theorem 4.8) is also derived from our
discussions. Our proofs are based on the theory of motivic multiple zeta values devel-
oped by Brown (see e.g. [4, 6]), which will be summarized in Section 2. In particular,
Brown’s method [4, §3] for proving linear relations among motivic multiple zeta values
modulo single motivic zeta values will play a crucial role.
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2. Preliminaries
2.1. Motivic multiple zeta values. We follow the notation of [4]. The definition of
the motivic multiple zeta value ζm(n1, . . . , nr) we use is referred to [4, Definition 2.1],
where ζm(2) is not treated to be zero. A more elaborate definition can be found in
[6, §2.2], where the motivic multiple zeta value is defined as a motivic period of the
Tannakian category of the mixed Tate motives over Z.
Let H be the Q-vector space spanned by all motivic multiple zeta values. As usual,
we call n1 + · · ·+ nr the weight and r the depth for ζ
m(n1, . . . , nr). We regard 1 ∈ Q
as the unique motivic multiple zeta value of weight 0 and depth 0. Let HN denote the
Q-vector space spanned by all motivic multiple zeta values of weight N . The space H
naturally has the structure of a graded Q-algebra
H =
⊕
N≥0
HN
with the shuffle product . There is the period map (see [4, Eq. (2.11)])
(2.1) per : H −→ R
that send ζm(n1, . . . , nr) to ζ
(n1, . . . , nr) the shuffle regularized multiple zeta value
(see e.g. [15, §2] for the definition of ζ). We note that ζm(1) = 0.
Let A be the quotient algebra H/ζm(2)H. From [4, Theorem 2.4], we see that the
space H forms a graded A-comodule over Q with the coaction ∆ : H → A ⊗ H.
The coaction ∆ is computed from Goncharov’s coproduct formula for motivic iterated
integrals with the factors interchanged (referred to [4, Eq. (2.18)], and [13, Eq. (27)] for
the original one).
As a partial answer to the Hoffman conjecture [14, Conjecture C], it was shown by
Brown [4, Theorem 1.1] that the set {ζm(n1, . . . , nr) | r ≥ 0, n1, . . . , nr ∈ {2, 3}} forms
a basis of the Q-vector space H. There are several important consequences of Brown’s
theorem [4, Theorem 1.1], of which we use the following version.
Theorem 2.1. There is a non-canonical isomorphism
φ : H −→ U := Q〈f2i+1 | i ≥ 1〉 ⊗Q Q[f2]
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as algebra-comodules, sending ζm(k) to fk for k ≥ 2, where we put
f2k :=
ζm(2k)
ζm(2)k
fk2 (k ≥ 1).
The structure on U is as follows. The noncommutative polynomial ring Q〈f2i+1 | i ≥
1〉 freely generated by symbols f2i+1 in weight 2i+1 is viewed as the universal enveloping
algebra of the graded Lie algebra of UdR the prounipotent part of the motivic Galois
group over Q, i.e. a Hopf algebra with the product given by the shuffle product 
and the coproduct given by the deconcatenation ∆• referred to [4, Eq. (2.20)]. With
a commutative symbol f2 of weight 2, the vector space U = Q〈f2i+1 | i ≥ 1〉 ⊗Q Q[f2]
forms a graded vector space U =
⊕
N≥0 UN , where UN denotes the Q-vector subspace
of U spanned by all words f2a1+1 · · · f2ar+1f
k
2 (= f2a1+1 · · ·f2ar+1 ⊗ f
k
2 ) with 2a1 + 1 +
· · · + 2ar + 1 + 2k = N (a1, . . . , ar ≥ 1, k ≥ 0). The space U carries a graded U
′-
comodule structure with the coaction ∆• : U → U ′ ⊗ U such that ∆•(f2) = 1⊗ f2 and
∆•(wfk2 ) = ∆
•(w)∆•(f2)
k for any k > 0 and w ∈ U ′.
We remark that the map φ in Theorem 2.1 is a composition of the maps Eq. (2.15)
and Eq. (2.22) in [4]. The map φ is non-canonical, but we make a choice of φ for depth
1 in Theorem 2.1 (the compatibility follows from [4, Lemma 3.2]). In what follows, we
aim at computing an image of the motivic multiple zeta value of depths 2 and 3 under
the map φ.
2.2. Key lemma. In this subsection, we first define infinitesimal coactions Dm and
D•m and then recall [4, Lemma 2.4].
Denote by AN the image of HN under the natural projection H → A. Set A>0 =⊕
N≥1AN and L = A>0/(A>0)
2. Let πm : A>0 → Lm be the natural projection
taking the graded weight m part Lm of the graded vector space L =
⊕
m>0 Lm. An
infinitesimal coaction Dm of ∆ is defined for all odd integer m ≥ 3 by the following
composition map:
Dm : H
∆−ǫ⊗id
−→ A>0 ⊗H
πm⊗id−→ Lm ⊗H,
where ǫ : A → A>0 is counit that kills Q = A0. The infinitesimal coaction Dm can
be computed by motivic iterated integrals (see [4, Eq. (3.4)] for the formula). In what
follows, we denote by ξm the image of ζ
m(m) under the projection:
Hm −→ Lm
ζm(m) 7−→ ξm.
Let U ′ = Q〈f2i+1 | i ≥ 1〉. It is graded by weight U
′ =
⊕
N≥0 U
′
N . Set U
′
>0 =⊕
N>0 U
′
N and L =
⊕
m>0 Lm = U
′
>0
/(
U ′>0
)2
. Denote by π′m : U
′
>0 → Lm the projection.
An infinitesimal coaction D•m of the deconcatenation ∆
• (see [4, Eq. (2.25)]) is defined
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in the same manner as Dm by
D•m : U
∆•−ǫ′⊗id
−→ U ′>0 ⊗ U
π′m⊗id−→ Lm ⊗ U ,
where ǫ′ : U ′ → U ′>0 is counit.
Lemma 2.2. (i) For m ≥ 3 odd the following diagram commutes:
H
Dm
//
φ

Lm ⊗H
φ⊗φ

U
D•m
// Lm ⊗ U
,
where φ : L → L is the induced homomorphism from φ that sends ξm to π
′
m(fm).
(ii) ([4, Lemma 2.4]) We have
ker
∑
1<m<N
m:odd
D•m
∣∣
UN
= QfN .
Proof. The statement i) follows from the fact that the map φ is an algebra-comodule
homomorphism. For the proof of the statement ii), we refer to the reader to [4, Lemma
2.4]. 
2.3. A formula for Dm. The infinitesimal coactionDm for motivic multiple zeta values
is computed in several papers ([3, 4] are the first). We describe an explicit formula for
Dm(ζ
m(n1, . . . , nr)) modulo lower depths given by Glanois [11] (a typo was corrected
by Ma [22, Proposition 8.2.1]).
Let δ
(
m1,...,mr
n1,...,nr
)
be the Kronecker delta defined by
δ
(
m1,...,mr
n1,...,nr
)
=
{
1 if mi = ni for all i ∈ {1, . . . , r}
0 otherwise
with δ(∅) = 1. We define the integer bmn,n′ for n, n
′ ∈ Z and m ∈ Z≥1 by
bmn,n′ = (−1)
n
(
m− 1
n− 1
)
+ (−1)n
′−m
(
m− 1
n′ − 1
)
,
where
(
m
n
)
= 0 for each n < 0 and for the case m < n. It is obvious that for any odd
integer m ≥ 3 one has bmn,n′ + b
m
n′,n = 0.
Definition 2.3. For r ≥ 1 and r-tuples of positive integers (m1, . . . , mr) and (n1, . . . , nr),
we define
e
(
m1,...,mr
n1,...,nr
)
= δ
(
m1,...,mr
n1,...,nr
)
+
r−1∑
i=1
δ
(
m2,...,mi,mi+2,...,mr
n1,...,ni−1,ni+2,...,nr
)
bm1ni,ni+1 ∈ Z.
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For example, we have e
(
m1
n1
)
= δ
(
m1
n1
)
for r = 1, e
(
m1,m2
n1,n2
)
= δ
(
m1,m2
n1,n2
)
+ bm1n1,n2 for r = 2
and
(2.2) e
(
m1,m2,m3
n1,n2,n3
)
= δ
(
m1,m2,m3
n1,n2,n3
)
+ δ
(
m3
n3
)
bm1n1,n2 + δ
(
m2
n1
)
bm1n2,n3 for r = 3.
Denote by DrH the Q-vector space spanned by all motivic multiple zeta values of depth
≤ r:
DrH = 〈ζ
m(n1, . . . , ns) | n1, . . . , ns ≥ 1, 0 ≤ s ≤ r〉Q.
The following proposition is derived from [22, Proposition 8.2.1] for level 1 (see also [11,
Lemma 2.8]).
Proposition 2.4. For any integers n1, . . . , nr ≥ 1 with N = n1 + · · ·+ nr and m ≥ 3
odd, the element
Dm
(
ζm(n1, . . . , nr)
)
−
∑
m1+···+mr=N
m1,...,mr≥1
δ
(
m1
m
)
e
(
m1,...,mr
n1,...,nr
)
ξm1 ⊗ ζ
m(m2, . . . , mr)
lies in Lm ⊗Dr−2HN−m, where DrHN = DrH ∩ HN , where ξm is an image of ζ
m(m)
in the space L.
2.4. A canonical part of φ. Using Proposition 2.4, one can compute leading terms
of φ(ζm(n1, . . . , nr)) for r ≤ 3.
Definition 2.5. Let N,m1, m2, m3, n1, n2, n3 be positive integers such that N = m1 +
m2+m3 = n1+n2+n3, m1, m2 ≥ 3 odd and m3 ≥ 2. We define the integer c
(
m1,m2,m3
n1,n2,n3
)
by
c
(
m1,m2,m3
n1,n2,n3
)
=
∑
k1+k2+k3=N
k1,k2,k3≥1
δ
(
m1
k1
)
e
(
m2,m3
k2,k3
)
e
(
k1,k2,k3
n1,n2,n3
)
.
Proposition 2.6. i) For positive integers n1, n2, we have
(2.3) φ(ζm(n1, n2))−
∑
m1+m2=n1+n2
m1≥3;odd
m2≥2
e
(
m1,m2
n1,n2
)
fm1fm2 ∈ Qfn1+n2 .
ii) For positive integers n1, n2, n3, we have
(2.4) φ(ζm(n1, n2, n3))−
∑
m1+m2+m3=N
m1,m2≥3:odd
m3≥2
c
(
m1,m2,m3
n1,n2,n3
)
fm1fm2fm3 ∈ UN,2,
where N = n1 + n2 + n3 and UN,2 is the Q-vector space spanned by f2n+1fN−2n−1 (1 ≤
n < (N − 1)/2) and fN .
Proof. We prove i). It follows from [4, Eq. (3.4)] that the depth is preserved by Dm.
Thus, Proposition 2.4 for the case r = 2 implies that
Dm(ζ
m(n1, n2)) = e
(
m,N−m
n1,n2
)
ξm ⊗ ζ
m(N −m)
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holds for m ≥ 3 odd with N = n1 + n2. Using the commutative diagram in Lemma 2.2
i), one computes∑
1<m<N
m:odd
D•m ◦ φ(ζ
m(n1, n2)) =
∑
1<m<N
m:odd
(φ⊗ φ) ◦Dm(ζ
m(n1, n2))
=
∑
1<m<N
m:odd
e
(
m,N−m
n1,n2
)
fm ⊗ fN−m,
where we set π′m(fm) = fm and put f1 = 0 when m = N − 1. On the other hand, a
straightforward calculation of D•m gives∑
1<m<N
m:odd
D•m
( ∑
m1+m2=N
m1≥3:odd
m2≥2
e
(
m1,m2
n1,n2
)
fm1fm2
)
=
∑
m1+m2=N
m1≥3:odd
m2≥2
e
(
m1,m2
n1,n2
)
fm1 ⊗ fm2 .
Thus, one gets
φ(ζm(n1, n2))−
∑
m1+m2=N
m1≥3:odd
m2≥2
e
(
m1,m2
n1,n2
)
fm1fm2 ∈ ker
∑
1<m<N
m:odd
D•m,
and by Lemma 2.2 ii) we have (2.3).
Let us turn to the proof of ii). From Proposition 2.4 for the case r = 3, we have
(2.5)
Dm(ζ
m(n1, n2, n3))−
∑
k1+k2+k3Nk
k1,k2,k3≥1
δ
(
m
k1
)
e
(
k1,k2,k3
n1,n2,n3
)
ξk1 ⊗ ζ
m(k2, k3) ∈ QLm ⊗Qζ
m(N −m).
Since the depth is preserved by Dm, the left-hand side of (2.5) actually lies in D2Lm⊗
Qζm(k−m), where DrLm is a natural image of DrHm. Since m ≥ 3 odd, it follows from
the parity theorem (see e.g. [25], and also [30, Proposition 7] for the explicit formula for
the depth 2 case) that D2Lm = Qξm, and hence, the left-hand side of (2.5) is a rational
multiple of ξm⊗ ζ
m(N −m). Therefore, using the commutative diagram in Lemma 2.2
i), we see that there is a rational number cm such that
D•m ◦ φ(ζ
m(n1, n2, n3)) = (φ⊗ φ) ◦Dm(ζ
m(n1, n2, n3))
=
∑
k1+k2+k3=N
k1,k2,k3≥1
e
(
k1,k2,k3
n1,n2,n3
)
π′m(fk1)⊗ φ(ζ
m(k2, k3)) + cmfm ⊗ fN−m.
Summing these up and making use of (2.3) and Definition 2.5, we have∑
1<m<k
m:odd
D•m ◦ φ(ζ
m(n1, n2, n3))
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=
∑
m1+m2+m3=k
m1,m2≥3:odd
m3≥2
c
(
m1,m2,m3
n1,n2,n3
)
fm1 ⊗ fm2fm3 +
∑
1<m<k
m:odd
c′mfm ⊗ fk−m
with some c′m ∈ Q. On the other hand, by definition one has∑
1<m<k
m:odd
D•m
( ∑
m1+m2+m3=k
m1,m2≥3:odd
m3≥2
c
(
m1,m2,m3
n1,n2,n3
)
fm1fm2fm3
)
=
∑
m1+m2+m3=k
m1,m2≥3:odd
m3≥2
c
(
m1,m2,m3
n1,n2,n3
)
fm1 ⊗ fm2fm3 .
Hence the element
φ(ζm(n1, n2, n3))−
∑
m1+m2+m3=k
m1,m2≥3:odd
m3≥2
c
(
m1,m2,m3
n1,n2,n3
)
fm1fm2fm3 −
∑
1<m<k
m:odd
c′mfmfk−m
lies in ker
∑
1<m<k
m:odd
D•m. The formula (2.4) follows from Lemma 2.2 ii). 
From the proof, we see that the integers e
(
m1,m2
n1,n2
)
and c
(
m1,m2,m3
n1,n2,n3
)
in (2.3) and (2.4)
do not depend on choices of φ for depth ≥ 2. We note that in the case when n1 + n2
even, the coefficient of fn1+n2 in (2.3) does depend on choices of φ for depth 2.
No attempt has been made here to generalize Proposition 2.6 for depth r ≥ 4. The
crucial difference is the fact that Dr−1Lm 6= Qξm holds in general.
2.5. Choice of φ for depth 2. One can make a choice of φ for depth 2 (note that the
proof of our result on depth 2 does not need this choice). From (2.3), this is equivalent
to determine rational numbers τ(n1, n2) ∈ Q such that
(2.6) φ(ζm(n1, n2)) =
∑
m1+m2=n1+n2
m1≥3;odd
m2≥2
e
(
m1,m2
n1,n2
)
fm1fm2 + τ(n1, n2)fn1+n2 .
We use the regularized double shuffle relations of multiple zeta values for depth 2
(see [10, 15]). It is known that the motivic multiple zeta values satisfy the regularized
double shuffle relations (see [12, Theorem 7.4]). Hence, the dimension formula [15,
Proposition 18] implies that all relations among motivic double zeta values and single
zeta values are obtained from double shuffle relations
(2.7)
ζm(n1)ζ
m(n2) = ζ
m(n1, n2) + ζ
m(n2, n1) + ζ
m(n1 + n2)
=
∑
m1+m2=n1+n2
((
m2 − 1
n1 − 1
)
+
(
m2 − 1
n1 − 1
))
ζm(n1, n2)
(n1, n2 ≥ 1)
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and ζm(n1)ζ
m(n2) =
βn1βn2
βn1+n2
ζm(n1 +n2) for n1, n2 ≥ 2 even, where for k ∈ Z≥0, with the
kth Bernoulli number Bk we let
(2.8) βk =
{
−Bk
2k!
if k even
0 if k odd
.
Since these relations are preserved by the map φ, for N = n1 + n2 even, applying φ to
these relations and then using
φ(ζm(n1)ζ
m(n2)) =
{
fn1  fn2 if n1, n2 ≥ 1 : odd
βn1βn2
βn1+n2
fn1+n2 if n1, n2 ≥ 2 : even
with f1 = 0 and taking the coefficient of fN , we get a system of linear equations satisfied
by τ(n1, n2) as follows:
(2.9)
βn1βn2
βN
= τ(n1, n2) + τ(n2, n1) + 1
=
∑
m1+m2=N
((
m2 − 1
n1 − 1
)
+
(
m2 − 1
n1 − 1
))
τ(m1, m2).
A solution to the equations (2.9) gives a choice of φ for depth 2. A specific solution
already appears in a work of Gangl, Kaneko and Zagier [10]. We recall it.
Proposition 2.7. For integers n1, n2 ≥ 1 with N = n1 + n2 even, let
τ(n1, n2) = −
1
12
(
5 + (−1)n2
(
N − 1
n2 − 1
)
− (−1)n2
(
N − 1
n2
))
+
βn1βn2
3βN
+
(−1)n2
3βN
N∑
j=2
(
j − 1
n2 − 1
)
βjβN−j .
Then, these are a solution to (2.9).
Proof. Letting P =
∑
n1+n2=N
n1,n2≥1
βn1βn2x
n1−1
1 x
n2−1
2 and λ = −
βN
2
in [10, Supplement to
Proposition 5], we get
(2.10)
1
3βN
GN(x1, x2)
∣∣(T−1 + 1)− 1
12
xN−11 − x
N−1
2
x1 − x2
∣∣∣∣(5− 3U + Uε),
where we set T =
(
1 1
0 1
)
, U =
(
1 −1
1 0
)
, ε =
(
0 1
1 0
)
and the action of the group PGL2(Z)
is defined for a polynomial F (x, y) and
(
a b
c d
)
∈ PGL2(Z) by F (x, y)
∣∣( a b
c d
)
= F (ax +
by, cx + dy), which extends to an action of the group ring Z[PGL2(Z)]. We easily see
that τ(n1, n2) coincides with the coefficient of x
n2−1
1 x
n1−1
2 in (2.10). Then, the desired
result follows from [10, Supplement to Proposition 5], which says that the coefficients
in (2.10) satisfy a system of linear equations (2.9). 
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In [10], the number τ(n1, n2) is called the Bernoulli realization of the formal double
zeta space (note that the Bernoulli realization ZBr,s in [10, §6] equals the above τ(s, r)
with some minor typos of sign).
It is worth pointing out that there is another choice of the map φ given by Brown
(see [7, §7.3]). As is mentioned in [7, §7.4], an explicit choice of φ can be applied to an
expression of a chosen basis of motivic multiple zeta values, and also to linear relations
of multiple zeta values. For example, with Proposition 2.7, one has
φ(ζm(2, 4)) = −
4
3
f6 + 2f3f3, φ(ζ
m(4, 2)) =
25
12
f6 − 2f3f3.
Hence φ(ζm(2, 4) + ζm(4, 2)) = 3
4
f6 = φ(
3
4
ζm(6)) holds, which by the injectivity of φ
and the period map (2.1) gives the relation ζ(2, 4) + ζ(4, 2) = 3
4
ζ(6).
Remark 2.8. We briefly mention a formula for τ(n1, n2) in the case when n1+n2 is odd.
Let N be a positive odd integer. Since φ(ζm(odd)ζm(even)) = foddfeven, the expression
(2.6) for positive integers n1, n2 ≥ 1 with N = n1 + n2 gives the relation of the form
(2.11) ζm(n1, n2) =
∑
m1+m2=N
m1≥3:odd
m2≥2
e
(
m1,m2
n1,n2
)
ζm(m1)ζ
m(m2) + τ(n1, n2)ζ
m(N).
It can be shown that the set {ζm(m1)ζ
m(m2) | m1 +m2 = N,m1 ≥ 3 : odd, m2 ≥ 2}
forms a basis of the Q-vector space spanned by motivic double zeta values of weight
N . Hence, the number τ(n1, n2) in (2.11) is uniquely determined (not depending on
choices of φ for depth 2!). Its explicit formula is obtained from the coefficient of ζm(N)
in the motivic version of Zagier’s explicit formula for the parity theorem of depth 2 [30,
Proposition 7], so we have
τ(n1, n2) =
(−1)n1+1
2
(
(−1)n1 +
(
N − 1
n1 − 1
)
+
(
N − 1
n2 − 1
))
(N = n1 + n2 : odd).
3. Double zeta values and period polynomials
3.1. Statement of results. In this subsection, we state our results on depth 2.
Set
ζ
1
2 (r, s) = ζ(r, s) +
1
2
ζ(r + s),
which is a special case of Yamamoto’s t-interpolated multiple zeta values at t = 1
2
(see [26]). Let Sk denote the C-vector space of cusp forms of weight k for SL2(Z).
The even (resp. odd) period polynomial P+f (x, y) (resp. P
−
f (x, y)) of a cusp form
f ∈ Sk is defined as a generating polynomial of critical values at odd integer points
s ∈ {1, 3, . . . , k−1} (resp. at even integer points s ∈ {2, 4, . . . , k−2}) of the completed
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L-function L∗f (s) =
∫∞
0
f(it)ts−1dt:
P+f (x, y) =
∑
r+s=k
r,s≥1:odd
(−1)
s−1
2
(
k − 2
s− 1
)
L∗f (s)x
r−1ys−1
(resp. P−f (x, y) =
∑
r+s=k
r,s≥1:even
(−1)
s
2
(
k − 2
s− 1
)
L∗f (s)x
r−1ys−1).
Theorem 3.1. For f ∈ Sk, we define numbers ai,j(f) ∈ C by
P+f (x+ y, x) =
∑
i+j=k
(
k − 2
i− 1
)
ai,j(f)x
i−1yj−1.
Then we have
(3.1)
∑
r+s=k
r≥1:odd
s≥3:odd
ar,s(f)ζ
1
2 (r, s) = 0.
Since there is a generator {Rn | 1 ≤ n ≤ k − 1 : odd} of the space Sk such that
P+Rn ∈ Q[x, y] (see [17]), the relation in Theorem 3.1 can be over Q. The first example
of even period polynomials is the one attached to the cusp form ∆ = q
∏∞
n=1(1− q
n)24
of weight 12:
(3.2) c−1P+∆ (x, y) =
36
691
(x10 − y10)− x2y2(x2 − y2)3,
where the constant c is the coefficient of x2y8 in P+∆ (x, y). For this, after multiplication
by constant, Theorem 3.1 gives the relation of the form
22680ζ
1
2 (1, 11) + 13006ζ
1
2 (3, 9)− 29145ζ
1
2 (5, 7)
− 35364ζ
1
2 (7, 5) + 22680ζ
1
2 (9, 3) = 0.
We remark that the numbers ai,j(f) ∈ C are written in the form
(3.3) ai,j(f) =
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f(s)
(
i− 1
s− 1
)
,
and that ak−1,1(f) = P
+
f (1, 1) = 0 holds for f ∈ Sk, because P
+
f (x, y) + P
+
f (y, x) = 0
(which follows from the functional equation L∗f (s) = (−1)
k
2L∗f(k − s)).
We point out a difference from the result of Gangl, Kaneko and Zagier below. Let
Mk denote the space of modular forms of weight k for SL2(Z). As a consequence of [10,
Theorem 3] (note that they use the opposite convention, i.e. their double zeta value
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ζ(r, s) equals our ζ(s, r)), for f ∈Mk they obtained the relation of the form
(3.4)
∑
r+s=k
r,s:even
ar,s(f)ζ(r, s) = 3
∑
r+s=k
r,s:odd
ar,s(f)ζ(r, s) +
∑
r+s=k
(−1)r−1ar,s(f)ζ(k),
where the coefficient of ζ(k) in (3.4) is described in the proof of [10, Theorem 3]. For
the period polynomial of modular forms, we refer the reader to [27]. This shows that
there is a linear relation corresponding to the Eisenstein series. Our Theorem 3.1 does
not apply to the Eisenstein series, but we emphasize that Theorem 3.1 gives a nontrivial
simplification of the relation (3.4) for the cusp form. Actually, since ar,s(f) = as,r(f)
holds for r, s even (see [10, Theorem 3]), for a modular form f ∈ Mk with rational
periods we have the relation of the form
(3.5)
∑
r+s=k
r,s:odd
ar,s(f)ζ(r, s) ≡ 0 (mod Qζ(k)),
and the coefficient of ζ(k) in (3.5) is not as simple as all that. Theorem 3.1 provides
a simpler formula for this, if f is a cusp form. We will see in the proof of Theorem
3.1 that the relation (3.4) for f ∈ Sk differs from Theorem 3.1 by the Kohnen-Zagier
relation [17, Theorem 9], an extra relation of L∗f (s) (1 ≤ s ≤ k − 1 : odd).
On this occasion, let us recast an odd weight analogue of (3.4) proved by the first
author.
Theorem 3.2. i) For f ∈ Sk, we define numbers bi,j(f) ∈ C by
P−f (x+ y, y)−
x
y
P−f (x+ y, x) =
∑
i+j=k
(
k − 1
i− 1
)
bi,j(f)x
i−1yj−1.
Then we have ∑
r+s=k
r,s≥1:odd
br,s(f)ζ
1
2 (r, s+ 1) = 0.
ii) For f ∈ Sk, we define numbers ci,j(f) ∈ C by
d
dx
P+f (x+ y, y)−
d
dy
P+f (x+ y, x) =
∑
i+j=k−1
(
k − 3
i− 1
)
ci,j(f)x
i−1yj−1.
Then we have ∑
r+s=k−1
r≥1:odd
s≥2:even
cr,s(f)ζ
1
2 (r, s) = 0.
Theorem 3.2 is a ζ
1
2 -version of [18, Theorems 1 and 2], which was motivated by
Zagier’s discovery of a connection between cusp forms and double zeta values of odd
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weight [30, §6]. Theorem 3.2 follows from a combination of [18, Theorems 1 and 2] and
[19, Lemma 5.1], so we omit the proof.
Let us give an example of Theorem 3.2. The odd period polynomial of ∆ is, up to
constant, given by
(3.6) 4x9y − 25x7y3 + 42x5y5 − 25x3y7 + 4xy9.
By Theorem 3.2 i) this leads to the relation
−12ζ
1
2 (3, 10)− 14ζ
1
2 (5, 8) + 5ζ
1
2 (7, 6) + 18ζ
1
2 (9, 4) = 0.
From Theorem 3.2 ii) for the polynomial (3.2), we have
14ζ
1
2 (3, 8) + 10ζ
1
2 (5, 6)− 21ζ
1
2 (7, 4) = 0.
3.2. Proof of Theorem 3.1. In this subsection, we prove a motivic version of Theorem
3.1. Theorem 3.1 is then obtained by the period map (2.1).
Proof of Theorem 3.1. Since the identity (3.4) can be shown by using the double shuffle
relation (2.7) (see [10, Theorem 3]), it follows from a result of Goncharov [12, Theorem
7.4] that the motivic version of (3.4) holds. The motivic version of the relation (3.5)
(which is a consequence of the motivic version of (3.4)) says that for a cusp form f ∈ Sk
the image of
∑
r+s=k
r,s:odd
ar,s(f)ζ
m(r, s) under the map φ equals
∑
r+s=k
r,s:odd
ar,s(f)τ(r, s)fk ∈
Cfk, where the map φ is extended by C-linearly. With this, applying φ to the left-hand
side of (3.1) (replace ζ with ζm), we get
(3.7) φ
 ∑
r+s=k
r,s:odd
ar,s(f)
(
ζm(r, s) +
1
2
ζm(k)
) = ∑
r+s=k
r,s:odd
ar,s(f)
(
τ(r, s) +
1
2
)
fk.
Therefore we only need to show that the coefficient of fk in the right hand-side of (3.7)
is zero. This is done as follows.
Since ζm(r, s) + ζm(s, r) =
(
βrβs
βr+s
− 1
)
ζm(r + s) and the symmetry ar,s(f) = as,r(f)
hold for r, s ≥ 2 even, the relation (3.4) can be reduced to∑
r+s=k
r,s:even
ar,s(f)
(
βrβs
βk
+ 1
)
ζm(k) = 6
∑
r+s=k
r,s:odd
ar,s(f)
(
ζm(r, s) +
1
3
ζm(k)
)
.
Applying φ and then comparing the coefficient of fk, one gets the identity of the form
(3.8)
∑
r+s=k
r,s:even
ar,s(f)
(
βrβs
βk
+ 1
)
= 6
∑
r+s=k
r,s:odd
ar,s(f)
(
τ(r, s) +
1
3
)
.
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We now reduce (3.8) into the identity (3.12) below. For this, we only need a result of
Kohnen and Zagier [17]. For r, s ≥ 1 with k = r + s even, let
λ(r, s) = −
1
12
(
1− (−1)s
(
k − 1
s− 1
)
+ (−1)s
(
k − 1
s
))
−
(−1)s
3βk
k∑
j=2
(
j − 1
s− 1
)
βjβk−j.
In particular, for r, s ≥ 1 odd, we have
(3.9) λ(r, s) = −
1
12
(
1 +
(
k − 1
s− 1
)
−
(
k − 1
s
))
+
1
3βk
k∑
j=2
(
j − 1
s− 1
)
βjβk−j,
which coincides with −
λk/2,s−1
12Bk
, where λk,n is defined in [17, Theorem 9]. With this,
as a consequence of Harberland’s formula for the Petersson inner product between the
Eisenstein series and cusp forms, Kohnen and Zagier [17, Theorem 9 (ii)] show that the
relation
(3.10)
∑
r+s=k
r,s:odd
(−1)
s−1
2 λ(r, s)L∗f(s) = 0
holds for any f ∈ Sk. Using the functional equation L
∗
f (s) = (−1)
k
2L∗f (k − s), one can
reduce the Kohnen-Zagier relation to the form
(3.11)
∑
r+s=k
r,s:even
ar,s(f)
(
βrβs
βk
+ 1
)
+
∑
r+s=k
r,s:odd
ar,s(f) = 0 (∀f ∈ Sk).
The details are left to Appendix. Combining (3.8) and (3.11) gives the relation
(3.12)
∑
r+s=k
r,s:odd
ar,s(f)
(
τ(r, s) +
1
2
)
= 0,
which completes the proof. 
Notice that the above proof works for any choice of the map φ for depth 2. We
emphasize that τ(r, s) in Proposition 2.7 has a close connection to λ(r, s) in the Kohnen-
Zagier relation. In fact, we easily see that
λ(r, s) = −τ(r, s)−
1
2
+
βrβs
3βr+s
.
This suggests a further connection between solutions to the double shuffle equation
(2.9) and extra relations of L∗f(odd)’s which comes from the orthogonality between the
Eisenstein series and f . Another spin-off is that we can show the relation λ(r, s) =
−λ(s, r) for r, s odd, first proved in [17, Theorem 9 (i)], as a consequence of the first
equality of (2.9).
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4. Triple zeta values and period polynomials
4.1. Statements of results. In this subsection, we state our results on depth 3 and
describe their consequences.
For j ∈ {1, 2, 3} we denote by I
(j)
k the set of j-th almost totally odd indices of weight
k and depth 3:
I
(j)
k = {(k1, k2, k3) ∈ Z
3
≥2 | k1 + k2 + k3 = k, kj : even, ki : odd i 6= j}.
For example, I
(3)
10 = {(3, 5, 2), (3, 3, 4), (5, 3, 2)}. Let dk be the number of elements in I
(j)
k
(which does not depend on j). For each k even and j ∈ {1, 2, 3}, we define the dk × dk
matrix C
(j)
k by
C
(j)
k =
(
c
(
m
n
))
m∈I
(3)
k
n∈I
(j)
k
,
whose rows and columns are indexed by m and n in the sets I
(3)
k and I
(j)
k , respectively.
The first result is about right annihilators of the square matrix C
(j)
k .
Theorem 4.1. Let k be a positive even integer. For j ∈ {1, 2, 3}, the relation∑
(k1,k2,k3)∈I
(j)
k
ak1,k2,k3ζ
m(k1, k2, k3) ∈ D2Hk
holds if and only if the column vector (an1,n2,n3)(n1,n2,n3)∈I(j)k
is a right annihilator of the
matrix C
(j)
k . Furthermore, we have
(4.1) rankC
(j)
k = dimQ〈ζ
m(k1, k2, k3) mod D2Hk | (k1, k2, k3) ∈ I
(j)
k 〉Q.
Hereafter, we call each elements ζm(odd≥3, odd≥3, even≥2), ζ
m(odd≥3, even≥2, odd≥3)
and ζm(even≥2, odd≥3, odd≥3) the j-th almost totally odd motivic triple zeta values,
where j indicates the position of even≥2 in the indices. Theorem 4.1 says that right
annihilators of C
(j)
k give all linear relations of the j-th almost totally odd motivic triple
zeta values of weight k modulo lower depths.
The second results are about various connections between left (not right!) annihila-
tors of the square matrix C
(j)
k and period polynomials. These results have applications
to giving upper bounds of the dimension of the Q-vector space spanned by j-th totally
odd (motivic) triple zeta values. A similar study for totally odd multiple zeta values is
examined by the second author in [24].
Before stating the second results, we begin with conjectural formulas for the gener-
ating series of dimQ kerC
(j)
k , where the space kerC
(j)
k denotes the Q-vector space of left
annihilators of the matrix C
(j)
k . We let
O(x) =
x3
1− x2
= x3 + x5 + · · · , E(x) =
x2
1− x2
= x2 + x4 + · · ·
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and
S(x) =
x12
(1− x4)(1− x6)
=
∑
k>0
dimC Skx
k.
Note that
∑
k>0:even rankC
(j)
k x
k = O(x)2E(x)−
∑
k>0:even dimQ kerC
(j)
k x
k.
Conjecture 4.2. We have∑
k>0:even
dimQ kerC
(1)
k x
k ?=
1
x2
S(x)E(x),
∑
k>0:even
dimQ kerC
(2)
k x
k ?= S(x)E(x),
∑
k>0:even
dimQ kerC
(3)
k x
k ?=
1
x2
S(x)E(x) + (x+
1
x
)S(x)O(x).
We have checked the above equalities by Mathematica up to k = 40.
Goncharov’s result [12, Theorem 1.5] shows the equality∑
k>0:even
dimQ
(
D3Hk/D2Hk
)
xk = O(x)2E(x)− S(x)E(x).
Hence, for j ∈ {1, 2, 3} we have
(4.2)
∑
k>0:even
dimQ kerC
(j)
k x
k ≥ S(x)E(x) = x14 + x16 + · · · ,
where
∑
akx
k ≥
∑
bkx
k means ak ≥ bk for all k. Conjecture 4.2 implies that the spaces
kerC
(j)
k for j ∈ {1, 3} will have more elements which are not obtained from Goncharov’s
result.
Let us state the second results. We begin with an alternative result to (4.2). De-
note by W+,0k the space of restricted even period polynomials defined as a subspace of
Q[x1, x2] of homogeneous degree k−2 such that p ∈ W
+,0
k satisfies p(x1, x2) = p(−x1, x2)
(even polynomial), p(x1, 0) = 0 and
p(x1, x2)− p(x1 + x2, x2) + p(x1 + x2, x1) = 0.
Let P+k be the Q-vector space spanned by the polynomials
p(x1, x2)x
k−n−1
3 (p(x1, x2) ∈ W
+,0
n , 0 < n < k).
It follows by definition that for k even one has
P+k
∼=
⊕
1<n<k
n:even
(
W+,0n ⊗Q Qx
k−n−1
)
.
Theorem 4.3. For j ∈ {1, 2, 3} and k even, the map
P+k −→ kerC
(j)
k
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∑
n∈I
(3)
k
anx
n 7−→ (an)
n∈I
(3)
k
is well-defined and injective, where we write xn = xn1−11 x
n2−1
2 x
n3−1
3 for n = (n1, n2, n3).
Namely, the row vector obtained from coefficients of p ∈ P+k gives a left annihilator of
the matrix C
(j)
k .
Since W+,0k ⊗ C
∼= Sk (see e.g. [1, §1.1]), we have
∑
dimQ P
+
k x
k = S(x)E(x). Thus,
the inequality (4.2) is also obtained from Theorem 4.3. It is remarkable that our proof
of Theorem 4.3 has an application to an explicit formula for the parity theorem for j-th
almost totally odd motivic triple zeta values (see Theorem 4.8).
We now turn to a result for the case j = 3. By definition, we easily see that C
(3)
k =
B
(3)
k E
(3)
k , where
B
(3)
k =
(
δ
(
m1
n1
)
e
(
m2,m3
n2,n3
))
(m1,m2,m3)∈I
(3)
k
(n1,n2,n3)∈I
(3)
k
,
E
(3)
k =
(
e
(
m1,m2,m3
n1,n2,n3
))
(m1,m2,m3)∈I
(3)
k
(n1,n2,n3)∈I
(3)
k
are the square matrices whose rows and columns are indexed by (m1, m2, m3) and
(n1, n2, n3) in the set I
(3)
k , respectively. Note that the square matrix whose rows and
columns are indexed by m and n in the set I
(3)
k is naturally viewed as a linear map
on the Q-vector space spanned by row vectors (an)
n∈I
(3)
k
indexed by I
(3)
k with an ∈ Q.
Then, by linear algebra, we have
(4.3) dim kerC
(3)
k = dimkerB
(3)
k + dim(ImB
(3)
k ∩ kerE
(3)
k ).
We now describe connections between period polynomials and row vectors in kerB
(3)
k
and ImB
(3)
k ∩ kerE
(3)
k , separately.
The space kerB
(3)
k involves both odd and restricted even period polynomials. Let
k be a positive even integer. Define the space W−k of the odd period polynomials
as a subspace of Q[x1, x2] of homogeneous degree k − 2 such that p ∈ W
−
k satisfies
p(x1, x2) = −p(−x1, x2) (odd polynomial) and
p(x1, x2)− p(x1 + x2, x2)− p(x1 + x2, x1) = 0.
We define a subspace Q+k ⊂ Q[x1, x2, x3] (resp. Q
−
k ⊂ Q[x1, x2, x3]) as the Q-vector
space spanned by xn−11 p(x2, x3) for p(x1, x2) ∈ W
+,0
k−n+1 and 1 < n < k odd (resp.
xn−11 p(x2, x3) for p(x1, x2) ∈ W
−
k−n−1 and 1 < n < k odd). It follows for k even that
Q+k
∼=
⊕
1<n<k
n:odd
(
Qxn−1 ⊗Q W
+,0
k−n+1
)
,
MULTIPLE ZETA VALUES AND PERIOD POLYNOMIALS 17
Q−k
∼=
⊕
1<n<k
n:odd
(
Qxn−1 ⊗Q W
−
k−n−1
)
and, by W−k ⊗ C
∼= Sk (see e.g. [17, §1.1]), we have
∑
dimQQ
±
k x
k = O(x)S(x)x±1. For
simplicity of notation, for any subsets S1, . . . , Sr of Z, we let
(4.4) Ik(S1 · · ·Sr) = {(n1, . . . , nr) ∈ S1 × · · · × Sr | k = n1 + · · ·+ nr}.
We denote by o (resp. e) the set of all odd integers > 1 (resp. all even integers > 1).
For example, it follows that I
(3)
k = Ik(ooe).
Theorem 4.4. For k even the maps
Q+k −→ kerB
(3)
k∑
n∈Ik+1(ooo)
anx
n 7−→ (a+
n
)
n∈I
(3)
k
and
Q−k −→ kerB
(3)
k∑
n∈Ik−1(oee)
anx
n 7−→ (a−
n
)
n∈I
(3)
k
are well-defined and injective, where a+
n
= n3an1,n3+1,n2 and a
−
n
= an1,n2−1,n3 for n =
(n1, n2, n3). Furthermore, their combined map Q
+
k ⊕Q
−
k → kerB
(3)
k is an injection.
For elements of ImB
(3)
k ∩ kerE
(3)
k , we define the subspace P̂
+
k ⊂ x
−1
3 Q[x1, x2, x3] as
the Q-vector space spanned by p(x1, x2)x
k−n−1
3 for p(x1, x2) ∈ W
+,0
n and 0 < n ≤ k
even. For k even we have
P̂+k
∼=
⊕
0<n≤k
n:even
(
W+,0n ⊗Q Qx
k−n−1
)
and hence,
∑
dimQ P̂
+
k x
k = S(x)E(x)x−2.
Theorem 4.5. There is a well-defined linear map from P̂+k to ImB
(3)
k ∩ kerE
(3)
k .
Unlike the cases of Theorems 4.3 and 4.4, we were not able to prove that the well-
defined map in Theorem 4.5 is injective. Assuming the injectivity, from (4.3) and
Theorems 4.4 and 4.5, we obtain the following inequality:∑
k>0:even
dimQ kerC
(3)
k x
k ≥
1
x2
S(x)E(x) + (x+
1
x
)S(x)O(x) = x12 + 2x14 + · · · .
The result suggests that linear relations among ζ(odd≥3, odd≥3, even≥2)’s modulo lower
depths may be related to cusp forms in three ways.
According to Conjecture 4.2, we should have further elements in kerC
(1)
k which does
not come from Theorem 4.3. For this, we observe a conjectural relation with a derivative
of an odd period polynomial (see Section 4.6 below). This could be an interesting
phenomena since this is the first appearance of the derivative of odd period polynomials
in this study.
4.2. Proof of Theorem 4.1. In this subsection, we prove Theorem 4.1.
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Proof of Theorem 4.1. Let (an)
n∈I
(j)
k
be a right annihilator of the matrix C
(j)
k (a column
vector). Set
ξ =
∑
n∈I
(j)
k
anζ
m(n).
Since the element ξ is of weight k even and depth 3, by the parity theorem (see e.g.
[23, §4]) there are bk1,k2,k3 ∈ Q and ξ
′ ∈ D2Hk such that
ξ =
∑
k1+k2+k3=k
k3≥2:even
bk1,k2,k3ζ
m(k1, k2)ζ
m(k3) + ξ
′.
From (2.3) we see that for k3 even the element
(4.5) φ
( ∑
k1+k2=k−k3
bk1,k2,k3ζ
m(k1, k2)ζ
m(k3)
) (
= φ(ξ − ξ′)
)
lies in the Q-vector space spanned by foddfoddfk3 ’s and fk. On the other hand, since
the column vector (an)
n∈I
(j)
k
is a right annihilator of C
(j)
k , it follows from (2.4) that
φ(ξ) ∈ Uk,2. We also have φ(ξ
′) ∈ Uk,2 from (2.3), and hence, φ(ξ − ξ
′) ∈ Uk,2. Thus,
the element (4.5) lies in the intersection of Uk,2 and the space spanned by foddfoddfk3’s
and fk, which is Qfk. Thus, ξ − ξ
′ ∈ Qζm(k), which implies ξ ∈ D2Hk.
Conversely, suppose that for an ∈ Q we have
ξ =
∑
n∈I
(j)
k
anζ
m(n) ∈ D2Hk.
We see that
(
id ⊗ Dm2
)
◦Dm1(ζ
m(n, k − n)) = 0 holds for all (m1, m2, m3) ∈ I
(3)
k and
1 ≤ n ≤ k − 2, which shows
(
id ⊗ Dm2
)
◦ Dm1(ξ) = 0. On the other hand, using
Proposition 2.4 and Definition 2.5, we get(
id⊗Dm2
)
◦Dm1(ζ
m(n1, n2, n3)) = c
(
m1,m2,m3
n1,n2,n3
)
ξm1 ⊗ ξm2 ⊗ ζ
m(m3).
Since the set {ξm1 ⊗ ξm2 ⊗ ζ
m(m3) | (m1, m2, m3) ∈ I
(3)
k } is linearly independent over
Q, the identity
(
id⊗Dm2
)
◦Dm1(ξ) = 0 implies that the column vector (an)n∈I(3)k
is a
right annihilator of the matrix C
(j)
k . We complete the proof. 
4.3. Proof of Theorem 4.3. In this subsection, we first give another expression of
the integer c
(
m1,m2,m3
n1,n2,n3
)
, and then, prove Theorem 4.3. We also show an explicit formula
for the parity theorem of depth 3 modulo lower depths.
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For a Laurent polynomial f(x1, x2, x3) ∈ Q[x
±1
1 , x
±1
2 , x
±1
3 ], consider the following
change of variables:
(4.6)
f(x1, x2, x3)
∣∣σ1 = f(x2 − x1, x1, x3)− f(x2 − x1, x2, x3),
f(x1, x2, x3)
∣∣σ2 = f(x3 − x2, x1, x2)− f(x3 − x2, x1, x3),
f(x1, x2, x3)
∣∣σ3 = f(x1, x2 − x3, x2)− f(x1, x2 − x3, x3),
f(x1, x2, x3)
∣∣σ4 = f(x2 − x1, x3 − x1, x1)− f(x1 − x2, x3 − x2, x2),
f(x1, x2, x3)
∣∣σ5 = f(x3 − x2, x3 − x1, x3)− f(x2 − x3, x2 − x1, x2).
Lemma 4.6. For any Laurent polynomial f(x1, x2, x3) ∈ Q[x
±1
1 , x
±1
2 , x
±1
3 ] satisfying
f(±x1,±x2, x3) = f(x1, x2, x3), we have
(4.7) (f
∣∣(1 + σ3))∣∣(1 + σ1 + σ2) = (f ∣∣(1 + σ1))∣∣(1 + σ2 + σ3 + σ4 + σ5),
where f
∣∣(1 + σi) means f + f ∣∣σi.
Proof. The proof is straightforward. For instance, one can check(
f(x1, x2, x3)
∣∣σ1)∣∣σ2 = f(x1 − x3 + x2, x3 − x2, x2)− f(x1 − x3 + x2, x1, x2)
− f(x1 − x3 + x2, x3 − x2, x3) + f(x1 − x3 + x2, x1, x3).
Computing each term and then using the assumption f(±x1,±x2, x3) = f(x1, x2, x3),
we can verify the identity (4.7). 
Comparing the coefficients of both sides of the identity (4.7), one gets a new expres-
sion of the integer c
(
m1,m2,m3
n1,n2,n3
)
. For integers m1, m2, m3, n1, n2, n3 ≥ 1, let us define an
integer h
(
m1,m2,m3
n1,n2,n3
)
by the formula
(4.8)
h
(
m1,m2,m3
n1,n2,n3
)
= δ
(
m1,m2,m3
n1,n2,n3
)
+ δ
(
m2
n1
)
bm1n2,n3 + δ
(
m1
n1
)
bm2n2,n3
+ (−1)m1+m2+n3
(
m2 − 1
n3 − 1
)(
(−1)n2
(
m1 − 1
n2 − 1
)
− (−1)n1
(
m1 − 1
n1 − 1
))
+ (−1)n1
(
m2 − 1
n1 − 1
)(
(−1)n2
(
m1 − 1
n2 − 1
)
− (−1)n3
(
m1 − 1
n3 − 1
))
.
Write a = o ∪ e, meaning the set of all integers > 1.
Corollary 4.7. Let k be a positive even integer and j ∈ {1, 2, 3}. For all pairs
(m1, m2, m3) ∈ I
(3)
k and (n1, n2, n3) ∈ I
(j)
k , we have
(4.9) c
(
m1,m2,m3
n1,n2,n3
)
=
∑
(k1,k2,k3)∈Ik(aae)
e
(
m1,m2
k1,k2
)
δ
(
m3
k3
)
h
(
k1,k2,k3
n1,n2,n3
)
.
Proof. One can easily verify that the coefficient of xn1−11 x
n2−1
2 x
n3−1
3 in
xm1−11 x
m2−1
2 x
m3−1
3
∣∣(1 + σ1 + σ2) and xm1−11 xm2−12 xm3−13 ∣∣(1 + σ3)
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equals e
(
m1,m2,m3
n1,n2,n3
)
(see (2.2)) and δ
(
m1
n1
)
e
(
m2,m3
n2,n3
)
, respectively. Thus, by Definition 2.5,
the coefficient of xn1−11 x
n2−1
2 x
n3−1
3 in
(
xm1−11 x
m2−1
2 x
m3−1
3
∣∣(1 + σ3))∣∣(1 + σ1 + σ2) equals
c
(
m1,m2,m3
n1,n2,n3
)
. Likewise, one can check that the coefficient of xn1−11 x
n2−1
2 x
n3−1
3 in(
xm1−11 x
m2−1
2 x
m3−1
3
∣∣(1 + σ1))∣∣(1 + σ2 + σ3 + σ4 + σ5)
is given by the right-hand side of (4.9), which by (4.7) completes the proof. 
We are ready to prove Theorem 4.3.
Proof of Theorem 4.3. By Corollary 4.7, the matrix C
(j)
k is written as
C
(j)
k =
(
e
(
m1,m2
n1,n2
)
δ
(
m3
n3
))
(m1,m2,m3)∈I
(3)
k
(n1,n2,n3)∈Ik(aae)
·
(
h
(
m
n
))
m∈Ik(aae)
n∈I
(j)
k
.
The first matrix on the right can be written in terms of a block matrix with blocks
Ck−n for n = 2, 4, . . . , k − 6:(
e
(
m1,m2
n1,n2
)
δ
(
m3
n3
))
(m1,m2,m3)∈I
(3)
k
(n1,n2,n3)∈Ik(aae)
= diag(Ck−2, Ck−4, . . . , C6),
where for k even the matrix Ck is defined to be
Ck =
(
e
(
m
n
))
m∈Ik(oo)
n∈Ik(aa)
,
whose rows and columns are indexed by m and n in the sets Ik(oo) and Ik(aa), re-
spectively. Let kerCk be the Q-vector space of left annihilators of Ck. There is an
embedding
⊕
1<n<k:even kerCk−n → kerC
(j)
k that sends (an1,n2)(n1,n2)∈Ik−n(oo) ∈ kerCk−n
to (an1,n2δ
(
n
n3
)
)(n1,n2,n3)∈Ik(ooe) ∈ kerC
(j)
k . Hence, Theorem 4.3 follows from the fact that
the map
W+,0k−n −→ kerCk−n∑
(n1,n2)∈Ik−n(oo)
an1,n2x
n1−1
1 x
n2−1
2 7−→ (an1,n2)(n1,n2)∈Ik−n(oo)
is an isomorphism as Q-vector spaces, which is [24, Proposition 3.4] and equivalent to
the result of Baumard and Schneps [1, Proposition 3.2]. We complete the proof. 
One remarks that as a consequence of Corollary 4.7 and Theorem 4.1, one can give
an explicit formula for the parity theorem of ζm(n1, n2, n3) with (n1, n2, n3) ∈ I
(j)
k (the
depth 2 case is mentioned in (2.11)). A similar result can be found in [23, Eq. (1.12)]
(but not known that the formula is lifted to motivic multiple zeta values), and the
formula is different from the formula below due to linear relations among multiple zeta
values.
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Theorem 4.8. Let k be a positive even integer. For each (n1, n2, n3) ∈ I
(j)
k , we have
ζm(n1, n2, n3) ≡
∑
(k1,k2,k3)∈Ik(aae)
h
(
k1,k2,k3
n1,n2,n3
)
ζm(k1, k2)ζ
m(k3) mod D2Hk,
where h
(
k1,k2,k3
n1,n2,n3
)
∈ Z is defined in (4.8).
The proof is very similar to the proof of Theorem 4.1, so is omitted.
4.4. Proof of Theorem 4.4. In this subsection, we prove Theorem 4.4.
Proof of Theorem 4.4. By definition, the matrix B
(3)
k can be written in terms of a block
diagonal matrix with blocks Bk−n for n = 3, 5, . . . , k − 5:
B
(3)
k = diag(Bk−3, Bk−5, . . . , B5),
where the matrix Bk is defined for k odd by
Bk =
(
e
(
m1,m2
n1,n2
))
(m1,m2)∈Ik(oe)
(n1,n2)∈Ik(oe)
.
Since there is an embedding
⊕
3≤n≤k−5:odd kerBk−n → kerB
(3)
k , Theorem 4.4 follows
from a result by Zagier on the matrix BK in [30, §6]. Since the matrix BK is slightly
different from our matrix Bk, we sketch the proof.
It is easily seen that the assertion that a row vector (an1,n2)(n1,n2)∈Ik(oe) lies in kerBk is
equivalent to the statement that the polynomial q(x1, x2) =
∑
(n1,n2)∈Ik(oe)
an1,n2x
n1−1
1 x
n2−1
2
satisfies
q(x1, x2)− q(x2 − x1, x2) + q(x2 − x1, x1) = (odd polynomial in x1).
With this, one finds that the map
W+,0k+1 −→ kerBk
p(x1, x2) =
∑
(n1,n2)∈Ik+1(oo)
an1,n2x
n1−1
1 x
n2−1
2 7−→ (n2an2+1,n1)(n1,n2)∈Ik(oe),
where the image is the coefficient vector of dp
dx1
(x2, x1), and the map
W−k−1 −→ kerBk
p(x1, x2) =
∑
(n1,n2)∈Ik−1(ee)
an1,n2x
n1−1
1 x
n2−1
2 7−→ (an1−1,n2)(n1,n2)∈Ik(oe),
where the image is the coefficient vector of x1p(x1, x2), are well-defined. By definition,
the injectivity of each of these maps is obvious. The injectivity of the combined map
W+,0k+1 ⊕W
−
k−1 → kerBk is also obvious since the images have incompatible symmetry
properties. We complete the proof. 
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For example, the matrices
B11 =

0 0 0 −2
−6 0 −4 −4
−15 −21 −20 −6
−36 −126 −84 −8
 , B13 =

0 0 0 0 −2
−6 0 0 −4 −4
−15 −15 −6 −20 −6
−28 −78 −84 −56 −8
−55 −330 −462 −165 −10

have left annihilators(
−4 9 −6 1
)
,
(
4 −25 42 −25 4
)
,
respectively. These examples can be found in [30, p.995]. The equality dimQ kerBk
?
=
dimQW
−
k−1 + dimQW
+,0
k+1 is not known. We also expect∑
N>0
dimQ kerB
(3)
k x
k ?=
(
x+
1
x
)
O(x)S(x),
which has been checked by Mathematica up to k = 40.
4.5. Proof of Theorem 4.5. We first give a precise statement of Theorem 4.5 and
then prove it.
For k even, consider an extended index set of I
(3)
k allowing the cases when n3 = 0:
Î
(3)
k = {n = (n1, n2, n3) ∈ Z
3
≥0 | k = n1 + n2 + n3, n1, n2 ∈ o, n3 ≥ 0 : even}.
We set
V
(3)
k = {(an)n∈I(3)k
| an ∈ Q}, V̂
(3)
k = {(an)n∈Î(3)k
| an ∈ Q}.
Our target space ImB
(3)
k ∩ kerE
(3)
k , which is viewed as a subspace of V
(3)
k , can be
embedded into the space V̂
(3)
k via embedding
i0 : V
(3)
k −→ V̂
(3)
k
(an)
n∈I
(3)
k
7−→ (an)
n∈Î
(3)
k
,
where we simply put a2n+1,k−2n−1,0 = 0 for all 1 ≤ n ≤ k/2− 2.
Let V̂k be the |̂I
(3)
k |-dimensional Q-vector space spanned by the set {x
n1−1
1 x
n2−1
2 x
n3−1
3 |
(n1, n2, n3) ∈ Î
(3)
k }, which is a subspace of Q[x1, x2, x
±1
3 ] and isomorphic to the space
V̂
(3)
k . The isomorphism is denoted by ρ(= ρ
(k)):
ρ : V̂k −→ V̂
(3)
k
xm1−11 x
m2−1
2 x
m3−1
3 7−→
(
δ
(
m1,m2,m3
n1,n2,n3
))
(n1,n2,n3)∈Î
(3)
k
.
We note that the space P̂+k is a subspace of V̂k, and hence the space ρ(P̂
+
k ) is a subspace
of V̂
(3)
k . With these notations, the precise statement of Theorem 4.5 is as follows. We
note that for m,n ∈ Î
(3)
k the integer e
(
m
n
)
is well-defined (see (2.2)).
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Theorem 4.9. Let k be a positive even integer. Define a square matrix Lk by
Lk =
(
e
(
m
n
)
− δ
(
m
n
))
m∈Î
(3)
k
n∈Î
(3)
k
,
which is viewed as a linear map Lk : V̂
(3)
k → V̂
(3)
k given by Lk(v) = v · Lk for v ∈ V̂
(3)
k .
Then, the map
Lk : ρ(P̂
+
k ) −→ i0
(
ImB
(3)
k ∩ kerE
(3)
k
)
is well-defied.
Proof. The proof is done by showing the following claims:
(Claim 1) Lk
(
ρ
(
P̂+k
))
⊂ i0
(
kerE
(3)
k
)
,
(Claim 2) Lk
(
ρ
(
P̂+k
))
⊂ i0
(
ImB
(3)
k
)
,
from which, by i0
(
ImB
(3)
k ∩ kerE
(3)
k
)
= i0
(
ImB
(3)
k
)
∩ i0
(
kerE
(3)
k
)
, Theorem 4.9 follows.
(Claim 1). Define a square matrix Ê
(3)
k by
Ê
(3)
k =
(
e
(
m
n
))
m∈Î
(3)
k
n∈Î
(3)
k
.
We first prove Lk(ρ
(
P̂+k
)
) ⊂ ker Ê
(3)
k , and then Lk
(
ρ
(
P̂+k
))
⊂ i0
(
kerE
(3)
k
)
.
For any p(x1, x2, x3) ∈ V̂k, one easily sees that for each (n1, n2, n3) ∈ Î
(3)
k
(4.10)
the coefficient of xn1−11 x
n2−1
2 x
n3−1
3 in
(
p
∣∣(σ1 + σ2))∣∣(1 + σ1 + σ2)
= (n1, n2, n3)-th entry of the row vector ρ(p) · Lk · Ê
(3)
k ,
where σi’s are defined in (4.6). Since p(x1, x2, x3) ∈ P̂
+
k satisfies
(4.11) p(x1, x2, x3)
∣∣(1 + σ1) = 0
(i.e. p
∣∣σ1 = −p), we have
(4.12)
(
p
∣∣(σ1 + σ2))∣∣(1 + σ1 + σ2) = (p∣∣σ2)∣∣σ1 + (p∣∣σ2)∣∣σ2.
The antisymmetry of the coefficients of even period polynomials shows
(4.13) p(x1, x2, x3) + p(x2, x1, x3) = 0.
Using (4.11) and (4.13), one can easily see that the right-hand side of (4.12) is reduced
to 0 (we refer the reader to [24, Eq. (3.14)] for the detailed verification). Hence
(4.14)
(
p
∣∣(σ1 + σ2))∣∣(1 + σ1 + σ2) = 0
holds for p ∈ P̂+k , and by (4.10) we have Lk(ρ(P̂
+
k )) ⊂ ker Ê
(3)
k .
Let us turn to the proof of the inclusion Lk(ρ(P̂
+
k )) ⊂ i0(kerE
(3)
k ). We fix p ∈ P̂
+
k
and write ρ(p) = (an)
n∈Î
(3)
k
and Lk(ρ(p)) =
(
cn
)
n∈Î
(3)
k
. Since e
(
m1,m2,m3
n1,n2,n3
)
= 0 whenever
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m3 > 0 and n3 = 0 (see (2.2)), one computes for n1, n2 ≥ 3 odd with n1 + n2 = k
cn1,n2,0 =
∑
m1+m2=k
m1,m2≥3:odd
am1,m2,0
(
e
(
m1,m2,0
n1,n2,0
)
− δ
(
m1,m2
n1,n2
))
=
∑
m1+m2=k
m1,m2≥3:odd
am1,m2,0
(
bm1n1,n2 − δ
(
m2,m1
n1,n2
))
=
∑
m1+m2=k
m1,m2≥3:odd
am1,m2,0
(
bm1n1,n2 + δ
(
m1,m2
n1,n2
))
= 0,
where for the third equality we have used (4.13) and the last equality is obtained from
(4.11). We have shown Lk(ρ(p)) ∈ ker Ê
(3)
k , so we get for any n ∈ Î
(3)
k∑
m∈Î
(3)
k
cme
(
m
n
)
= 0.
Since cn1,n2,0 = 0, this leads for any n ∈ I
(3)
k to the relation∑
m∈I
(3)
k
cme
(
m
n
)
= 0,
which implies that the row vector (cn)
n∈I
(3)
k
lies in kerE
(3)
k . The claim 1 is done.
(Claim 2). Let us prove Lk(ρ(P̂
+
k )) ⊂ i0(kerB
(3)
k ). For k even, define a square matrix
B̂
(3)
k by
B̂
(3)
k =
(
δ
(
m1
n1
)
e
(
m2,m3
n2,n3
))
(m1,m2,m3)∈Î
(3)
k
(n1,n2,n3)∈Î
(3)
k
.
We first show Lk(ρ(P̂
+
k )) = B̂
(3)
k (ρ(P̂
+
k )), and then B̂
(3)
k (ρ(P̂
+
k )) ⊂ i0
(
ImB
(3)
k
)
.
Again, we fix p ∈ P̂+k and write ρ(p) = (an)n∈Î(3)k
and Lk(ρ(p)) =
(
cn
)
n∈Î
(3)
k
. From
(2.2), the cn can be computed as follows:
cn1,n2,n3 =
∑
(m1,m2,m3)∈Î
(3)
k
am1,m2,m3
(
δ
(
m3
n3
)
bm1n1,n2 + δ
(
m2
n1
)
bm1n2,n3
)
=
∑
(m1,m2,m3)∈Î
(3)
k
am1,m2,m3
(
− δ
(
m1,m2,m3
n1,n2,n3
)
− δ
(
m1
n1
)
bm2n2,n3
)
,
where we have used the relations (4.11) and (4.13) for the last equality. It follows that
the above last term coincides with the (n1, n2, n3)-th entry of the row vector−B̂
(3)
k (ρ(p)),
i.e. we have Lk(ρ(p)) = −B̂
(3)
k (ρ(p)), and hence Lk(ρ(P̂
+
k )) = B̂
(3)
k (ρ(P̂
+
k )).
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To prove B̂
(3)
k (ρ(P̂
+
k )) ⊂ i0
(
ImB
(3)
k
)
, we need the following lemma. For k odd, let
Îk(oe) = Ik(oe) ∪ {(k, 0)}
and define an extended matrix B̂k of Bk by
B̂k =
(
e
(
m
n
))
m∈Îk(oe)
n∈Îk(oe)
.
Lemma 4.10. For each odd integer k ≥ 3, there exists an element (an)
n∈Îk(oe)
∈ ker B̂k
such that ak,0 6= 0.
Proof. Since B̂3 =
(
e
(
3,0
3,0
))
= (0), we have ker B̂3 = Q. For the case k ≥ 5 odd, such el-
ement in the statement is obtained from the extended period polynomial corresponding
to the Eisenstein series, which was obtained in [27]. For k ≥ 4 even, let
Ĝk(x1, x2) := 4
∑
n1+n2=k
n1,n2≥0
βn1βn2x
n1−1
1 x
n2−1
2 ∈
1
x1
Q[x1, x2] +
1
x2
Q[x1, x2],
where βk is defined in (2.8) (note that the Laurent polynomial Ĝk(x1, x2) corresponds
to [27, Eq. (11)]). It follows from [27, Proposition in p.453] that Ĝk(x1, x2)− Ĝk(x1 +
x2, x2)−Ĝk(x1+x2, x1) = 0. Letting x1 → −x1 and using Ĝk(−x1, x2) = Ĝk(x1,−x2) =
−Ĝk(x1, x2), we have
(4.15) Ĝk(x1, x2) + Ĝk(x2 − x1, x2)− Ĝk(x2 − x1, x1) = 0.
For k ≥ 5 odd, we set p(x1, x2) = x1Ĝk−1(x1, x2) and define rational numbers an1,n2’s
by
p(x1, x2)− p(0, x2) =
∑
n1+n2=k
n1≥2
n2≥0
an1,n2x
n1−1
1 x
n2−1
2 ,
i.e. an1,n2 = 4βn1−1βn2 if (n1, n2) ∈ Îk(oe) and an1,n2 = 0 otherwise. Since ak,0 6= 0, the
proof is done by showing that the row vector (an)n∈Îk(oe) lies in ker B̂k.
It can be shown that the assertion that a row vector (bn)
n∈Îk(oe)
lies in ker B̂k is equiv-
alent to the statement that the polynomial q(x1, x2) =
∑
(n1,n2)∈Îk(oe)
bn1,n2x
n1−1
1 x
n2−1
2
satisfies
q(x1, x2)− q(x2 − x1, x2) + q(x2 − x1, x1) = (odd polynomial in x1).
Now let q(x1, x2) = p(x1, x2)− p(0, x2) and computes
q(x1, x2)− q(x2 − x1, x2) + q(x2 − x1, x1)
= p(x1, x2)− p(x2 − x1, x2) + p(x2 − x1, x1)− p(0, x1)
= x2Ĝk−1(x1, x2)− p(0, x1) = q(x2, x1),
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where for the second equality we have used (4.15) and the last equality follows from
Ĝk(x1, x2) = Ĝk(x2, x1). Since q(x2,−x1) =
∑
(n1,n2)∈Îk(oe)
an1,n2x
n1−1
1 (−x2)
n2−1 =
−q(x2, x1), the proof is concluded. 
Let us turn to the proof of the inclusion B̂
(3)
k
(
ρ
(
P̂+k
))
⊂ i0
(
ImB
(3)
k
)
for k even. It
suffices to show that for any v ∈ ρ
(
P̂+k
)
, there exists v′ ∈ V
(3)
k such that
B̂
(3)
k (v) = i0
(
B
(3)
k (v
′)
)
.
We note that the matrix B̂
(3)
k can be written in terms of a block diagonal matrix with
blocks B̂k−n for n = 3, 5, . . . , k − 3:
B̂
(3)
k = diag(B̂k−3, B̂k−5, . . . , B̂3).(4.16)
For each B̂k−n, Lemma 4.10 shows the existence of a row vector (bn)
n∈Îk−n(oe)
∈ ker B̂k−n
such that bk−n,0 = 1. By (4.16) we see that the row vector (δ
(
n
n1
)
bn2,n3)(n1,n2,n3)∈Îk(ooe)
lies in ker B̂
(3)
k . This says that for each (m1, m2) ∈ Ik(oo), there is a row vector
vm1,m2 ∈ ker B̂
(3)
k whose (n1, n2, 0)-th entry is δ
(
m1,m2
n1,n2
)
for all (n1, n2, 0) ∈ Î
(3)
k . Then,
for any ρ(p) = (an)
n∈Î
(3)
k
∈ ρ(P̂+k ), the element
ρ(p)−
∑
(n1,n2)∈Ik(oo)
an1,n2,0 · vn1,n2
lies in i0
(
V
(3)
k
)
. Therefore, there is an element v′ ∈ V
(3)
k satisfying B̂
(3)
k (ρ(p)) =
B̂
(3)
k (i0(v
′)). Since e
(
m,k−m
k,0
)
= 0 whenever k−m > 0, it is easily seen that the equality
B̂
(3)
k (i0(v
′)) = i0
(
B
(3)
k (v
′)
)
holds. Hence B̂
(3)
k
(
ρ
(
P̂+k
))
belongs to i0
(
ImB
(3)
k
)
, so does
Lk
(
ρ
(
P̂+k
))
. 
We expect that the map Lk in Theorem 4.9 is bijective, because our numerical ex-
periments show that
ImB
(3)
k ∩ kerE
(3)
k
?
= kerE
(3)
k
and ∑
k>0
dimQ kerE
(3)
k x
k ?=
1
x2
E(x)S(x),
which have both been verified by using Mathematica up to k = 40.
Let us give an example of Theorem 4.9. One finds that all left annihilators of the
matrix
C
(3)
12 =

0 0 0 0 0 4
0 0 12 0 8 8
0 0 42 0 70 12
0 0 12 20 8 −12
60 100 64 −20 16 −24
42 70 42 0 0 −30

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are a rational multiple of the row vector(
20 14 20 −63 −63 90
)
.
Theorem 4.9 characterizes this row vector: it is obtained from L12(ρ(P̂
+
12)). We remark
that the right annihilator of C
(3)
12 gives a simple relation of the form
3ζm(3, 5, 4)− 5ζm(3, 3, 6) ≡ 0 mod D2H12.
4.6. Remark on C
(1)
k . There have to be more elements in kerC
(1)
k corresponding to
the xk-term in
1
x2
E(x)S(x) − E(x)S(x) = S(x),
which is nothing but the dimension of Sk. For this, the first author observed a re-
markable connection with the “derivative” of odd period polynomials removing the
first and last terms (which should be called the restricted odd period polynomial). For
example, the row vector (35,−42, 15, 0, 0, 0) is a basis of kerC
(1)
12 , and these coeffi-
cients are obtained from the derivative of the odd period polynomial (3.6) ignoring the
term 4x9y + 4xy9. In general, for p(x1, x2) ∈ W
−
k , let an1,n2,n3 be the coefficient of
xn1−11 x
n2−1
2 x
n3−1
3 in
x3
x2
dp
dx1
(x1, x2).
Then, the row vector (an)
n∈I
(3)
k
seemingly lies in kerC
(1)
k . This has been verified by
Mathematica up to k = 40.
5. Further remarks
Denote by D the depth filtration (see [5, §4]), which is an increasing filtration on H:
D0H = Q ⊂ D1H ⊂ · · · ⊂ DrH ⊂ · · · ⊂ H.
We note that the space H has the structure of a filtered algebra with respect to the
depth filtration D, i.e.
DrH ·DsH ⊂ Dr+sH
holds for any r, s ≥ 0.
Consider the following graded Q-algebra:
grDH :=
⊕
r≥1
DrH
/
Dr−1H.
We denote by
ζmD(n1, . . . , nr)
an image of ζm(n1, . . . , nr) in the bigraded Q-algebra gr
DH, called the depth-graded
motivic multiple zeta value. Note that by definition ζmD(2) is non-zero. Now we define
the j-th almost totally odd motivic multiple zeta value.
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Definition 5.1. For an integer r ≥ j ≥ 1, the depth-graded motivic multiple zeta value
ζmD(n1, . . . , nr) is called the j-th almost totally odd motivic multiple zeta value if nj ≥ 2
is even and other ni’s are odd and greater than 1.
The reminder of this section is devoted to illustrating some expectation for the almost
totally odd motivic multiple zeta values. As a prototype, we have in mind an analogues
story for the study of totally odd motivic multiple zeta values developed by Brown [5,
§10]. They are elements ζm(2n1 + 1, 2n2 + 1, . . . , 2nr + 1)’s (ni ≥ 1) in the space gr
DA.
In [5, Conjecture 4], Brown recast the Broadhurst-Kreimer conjecture [2] as a statement
of the homology of the depth-graded motivic Lie algebra d (see [7, §2.5] and [5, §4]). It
is believed that the Q-algebra generated by totally odd motivic multiple zeta values is
isomorphic to the graded dual of the universal enveloping algebra of the Lie subalgebra
godd of d generated by canonical generators σ
(1)
2i+1 in depth 1. The generators σ
(1)
2i+1 are
also believed to be subject only to the quadratic relations obtained from restricted even
period polynomials (the Ihara-Takao relation). These lead to the uneven part of the
Broadhurst-Kreimer conjecture [5, Conjecture 5] stating that the generating series of
the dimension of the Q-vector space spanned by all totally odd multiple zeta values of
weight k and depth r is given by
1
1−O(x)y + S(x)y2
.
Now consider the Q-vector space Halk,r spanned by ζ
m
D(2n1)ζ
m
D(2n2 + 1, . . . , 2nr + 1)
(ni ≥ 1) of weight k and depth r for positive integers k > r > 1. We let H
al
k,1 = Qζ
m
D(k)
if k is even and Halk,1 = {0} if k is odd. According to the uneven part of the Broadhurst-
Kreimer conjecture, it is naturally predicted that∑
k,r>0
dimHalk,rx
kyr
?
=
E(x)y
1−O(x)y + S(x)y2
(5.1)
= E(x)y + E(x)O(x)y2 +
(
E(x)O(x)2 − E(x)S(x)
)
y3 + · · · .
Indeed, the equality of the coefficients of yr in (5.1) holds for r = 1, 2, 3 (the case r = 3
is due to Goncharov [12, Theorem 1.5]).
Denote by H
al,(j)
k,r the Q-vector space spanned by all j-th almost totally odd motivic
multiple zeta values of weight k and depth r. By the parity theorem we have H
al,(j)
k,r ⊂
Halk,r for r = 1, 2, 3 and 1 ≤ j ≤ r, which is not known for r ≥ 4. Moreover, it follows
from [30, Theorem 2] (see also [20]) that the equality H
al,(1)
k,2 = H
al
k,2 holds. According
to Conjecture 4.2 and (5.1), it is expected that the equality H
al,(2)
k,3
?
= Halk,3 holds. In
general, we are expecting the following conjecture.
Conjecture 5.2. For k > r ≥ 3, we have H
al,(r−1)
k,r
?
= Halk,r.
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As a final remark, consider for k even
C
(eee)
k =
(
c
(
m1,m2,m3
n1,n2,n3
))
(m1,m2,m3)∈I
(3)
k
(n1,n2,n3)∈Ik(eee)
,
where Ik(eee) is defined in (4.4). The technique we have used can also be applied to
the matrix C
(eee)
k . In fact, one can show that
dimQ〈ζ
m
D(n1, n2, n3) | (n1, n2, n3) ∈ Ik(eee)〉Q = rankC
(eee)
k .
Our numerical experiment suggests that∑
k>0:even
rankC
(eee)
k x
k ?= E(x)3 −O(x)2 − E(x)S(x) = E(x)O(x)2 − E(x)S(x).
This dimension conjecture implies that the Q-vector space Halk,3 spanned by elements
ζmD(n1)ζ
m
D(n2, n3)
(
(n1, n2, n3) ∈ Ik(eoo)
)
is generated by ζmD(n1, n2, n3)
(
(n1, n2, n3) ∈
Ik(eee)
)
, which was also pointed out by M. Hirose and N. Sato.
Appendix A. Proof of (3.11)
We prove (3.11). By (3.3), the left-hand side of (3.11) is reduced to
1
βk
∑
i+j=k
i,j:even
ai,j(f)βiβj +
∑
i+j=k
ai,j(f)
=
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s)
1
βk
∑
i+j=k
i,j:even
(
i− 1
s− 1
)
βiβj +
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s)
∑
i+j=k
(
i− 1
s− 1
)
.
Since
∑
i+j=k
(
i−1
s−1
)
=
(
k−1
s
)
and β0 = −
1
2
, we have
=
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f(s)
(
1
βk
k∑
j=2
(
j − 1
s− 1
)
βjβk−j +
1
2
(
k − 1
s− 1
)
+
(
k − 1
s
))
.
Now use (3.9) to obtain
= 3
∑
r+s=k
r,s:odd
(−1)
s−1
2 λ(r, s)L∗f (s)
+
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s)
(
1
4
+
1
4
(
k − 1
s− 1
)
−
1
4
(
k − 1
s
)
+
(
k − 1
s
)
+
1
2
(
k − 1
s− 1
))
= 3
∑
r+s=k
r,s:odd
(−1)
s−1
2 λ(r, s)L∗f (s) +
1
4
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s)
(
1 + 3
(
k − 1
s− 1
)
+ 3
(
k − 1
s
))
.
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Since L∗f(s) = (−1)
k
2L∗f(k − s), we have∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s) = 0 and
∑
r+s=k
r,s:odd
(−1)
s−1
2 L∗f (s)
((
k − 1
s− 1
)
+
(
k − 1
s
))
= 0.
As a result, we obtain
1
βk
∑
i+j=k
i,j:even
ai,j(f)βiβj +
∑
i+j=k
ai,j(f) = 3
∑
r+s=k
r,s:odd
(−1)
s−1
2 λ(r, s)L∗f(s),
and hence, the identity (3.11) follows from (3.10).
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