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Abstract
It was proved by Burchnall and Chaundy (Proc. London. Math. Soc. 21(2) (1922) 420–440)
that commuting elements in a certain algebra of di$erential operators are algebraically dependent,
a result which has since found a use in a method for solving some non-linear PDEs using,
amongst other things, algebraic geometry. The original proof used methods of functional analysis.
This paper presents a new proof, which merely uses simple combinatorics and elementary linear
algebra, but which still yields a generalized form of the result. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. The setting
The algebras studied in this paper are associative noncommutative algebras over some
arbitrary 8eld K. The algebras have a unit, which is denoted I , and two generators,
which are denoted A and B. These satisfy the commutation-like relation
AB= qBA+ I; (1)
where q∈K is a parameter. This family of algebras is called the family of q-deformed
Heisenberg algebras (or sometimes q-deformed Heisenberg–Weyl algebras). The mem-
bers of this family will be denoted by H(q), where the q is the above parameter
(sometimes called the deformation parameter). The classical member of this family
— the undeformed Heisenberg algebra — is H(1). The algebra H(0) is somewhat
anomalous and will not be treated further in this paper.
The main reason for studying these algebras is that there are several families of
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which means that (1) holds for A = di$erentiation by x, B = multiplication by x, and
q= 1. The reason for naming the H(q) algebras after Heisenberg is that the familiar
Heisenberg uncertainty principle of quantum physics can be expressed as an equation
of form (1).
It is not hard to convince oneself that a basis forH(q) (as a vector space overK) is
{BkAl | k; l∈N}: (2)
(In this paper N = {n∈Z | n¿0}.) In many cases, it will be simpler to think of
H(q) as a vector space over K on which has been de8ned a bilinear mapping called
‘multiplication’ than to think of it as a ring.
Using this basis, one may de8ne a concept ‘degree of an element’ in H(q) as
follows: let {ki}ni=1, {li}ni=1⊂N be such that ki = kj and li = lj implies i = j, and let









(ki + li): (3)
It also becomes convenient to set deg 0=−∞, because then one has, for example, that
deg + deg  = deg() for all ; ∈H(q).
2. The problem
Back in 1922, Burchnall and Chaundy [1] proved the following result.
Result 1: Let K = C. For all ; ∈H(1) such that  =  there exist a nonzero
polynomial P in two commuting variables and with coe6cients in C such that
P(; ) = 0.
(Their argument is actually about di$erential operators and the result was stated as
a result about di$erential operators, but the algebra of those di$erential operators is
isomorphic to H(1).) The proof in [1] is by considering eigenvalues of the di$erential
operators, 8rst showing that given an eigenvalue a of  and an eigenvalue b of ,
the two complex numbers a and b satisfy a determinantal identity, then showing that
this identity can be written as P(a; b) = 0 for some nonzero polynomial P which is
independent of which eigenvalues were chosen, and 8nally deducing that the same
polynomial also satis8es P(; ) = 0. Result 1 has since become a foundation for the
use of algebraic geometry in the investigation of exact solutions to certain types of
PDEs; details on this can be found for example in [4–8].
The aim of this paper is to present a completely di$erent proof of Result 1, a proof
which will actually yield a result which generalizes Result 1 in two ways: the 8eld
need not be C and q need not be 1. A slightly restricted form of this theorem was
8rst stated without proof in [2].
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Theorem 2. Let K be any 7eld. If q∈K\{0} is of free type; then for all
; ∈H(q) such that  =  there exist a nonzero polynomial P in two com-
muting variables and with coe6cients in K such that P(; ) = 0.
A q∈K\{0} is de8ned to be of free type if 0 
= ∑ni=0 qi for all n∈N. Thus, a
q 
= 1 is of free type if and only if the only solution n∈Z to qn =1 is n=0, whereas
q=1 is of free type if and only if the 8eld K has characteristic zero. As it turns out,
the ‘if ’ and ‘then’ parts of Theorem 2 are actually equivalent, but the other way round
is less interesting; the details of that result can be found in [3].
The proof of Theorem 2 uses some other new results about theH(q) algebras whose
proofs are too long to be included in this paper. For some of these results the proofs
are sketched in Section 4. The reader who wants the full proofs will 8nd these in [3].
How is Theorem 2 proved, then? Mainly by restating the problem, but that requires
some new notations. Let n∈N and de8ne
Un = {(i; j)∈N×N | i + j6n}: (4)
Clearly, |Un|= ( n+22 ). Let Vn denote the K-vector space of functions from Un to K;
it follows that dim Vn = (
n+2
2 ). Now let ; ∈H(q) be arbitrary elements such that





f(i; j)ij for all f∈Vn: (5)
Now Theorem 2 can be rephrased.
Theorem 3. If q∈K \{0} is of free type; then for all ; ∈H(q) such that =
there exist some n∈N such that [;]n has nontrivial kernel.
That ker[;]n is nontrivial can be reformulated as that dim ker
[;]
n ¿ 0. Since
dim ker[;]n = dim Vn − dim[;]n (Vn) (6)
and the 8rst term on the right-hand side grows quadratically, Theorem 3 will follow
immediately if the second term can be bounded subquadratically. As it will turn out,
the second term can actually be bounded linearly.
3. The centraliser
A useful tool in the study of H(q) is the following family of subspaces; for each
n∈Z let
Hn = Span({BkAl | k; l∈N and k − l= n}): (7)
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(Span = the linear span of.) It can be proved that {Hn}n∈Z is a Z-gradation of H(q),
i.e., it has the properties





In general, the centraliser of an element  in H(q) (or indeed, in any algebra) is the
set of elements which commute with . The centraliser of any element is easily seen
to be a subalgebra of H(q). What turns out to be of interest here is not the centraliser
as a whole, but a family of subsets of the centraliser. For every ∈H(q) and m; n∈Z
such that m6n, let









The main advantage here in studying this subset is that it will turn out to be 8nite-
dimensional for most , whereas the whole centraliser is in8nite-dimensional and thus
of no use in bounding the dimension of sets.
Returning now to the problem of bounding dim[;]n (Vn) for some 8xed commuting





Such r and s always exist, since every element of H(q) is a linear combination of










The space on the right-hand side is, in a sense, a lot smaller than the whole of H(q),
even though it is still in8nite-dimensional. It is however also the case that every element
in [;]n (Vn) commutes with . This is because every subalgebra of H(q) that contains
both  and  must also contain the whole of [;]n (Vn), and the centraliser of  is
such a subalgebra. Hence,
[;]n (Vn)⊆Cen([nr; ns]; ): (13)
What makes the proof work is that for all ∈H(q)\H0, there is a linear bound on
dim Cen([nr; ns]; ).
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4. Bounding
Let ∈Hm and ∈Hn be nonzero and satisfy  = . Then  = c0BiAj + · · · +
cuBi−uAj−u and  = d0BkAl + · · · + dvBk−vAl−v for some i; j; k; l; u; v∈N and scalars
{ct}ut=0 and {dt}vt=0 such that i − j = m, k − l = n, c0 
= 0, and d0 
= 0. Hence some
calculations will show that
= c0d0qjkBi+kAj+l + terms of lower degree;
= c0d0qilBi+kAj+l + terms of lower degree
and thus in particular qjk = qil. In the case that q 
= 1, the fact that q is of free type
now immediately implies that jk = il, but jk = il also holds in the case q = 1, even
though proving that involves calculating the second terms of  and  as well.
Since furthermore i + j = deg  and k + l = deg , it follows from jk = il that
m deg = n deg . If m 





which is a hard fact about the nonzero ∈Cen([n; n]; ). Since there is at most one
element of basis (2) in each Hn and of each degree, it follows that
dim Cen([n; n]; )61: (15)
Using this bound, it can be proved that for a general ∈H(q)\H0 and for arbitrary
m; n∈Z such that m6n,
dim Cen([m; n]; )6n− m+ 1: (16)
An intuitive argument for this last step can be found in rephrasing the problem of
determining Cen([m; n]; ) to that of solving a linear equation system. Using basis (2),
one can rewrite the equation − = 0 for some 8xed  as a linear equation system
Cd = 0, where the matrix C depends on , m, and n, and where d is the coordinate
vector for  with respect to (a 8nite subset of) basis (2). If one tries to solve this
system by the very naive method of solving each new equation for a new indeterminate
and goes through the indeterminates Hi by Hi (outer loop, i = m; : : : ; n or i = n; : : : ; m
depending on ) and in order of decreasing degree of the basis elements (inner loop),
then one will 8nd that it happens at most once per Hi that the next indeterminate
considered is free with respect to the equations considered so far. This is essentially a
consequence of (15). The formal proof of (16) in [3] is di$erent — it is instead based
on doing something as elementary as Gaussian elimination on the elements of a basis
for Cen([m; n]; ).
Leaving the reasons for why (16) holds and returning to the proof of Theorem 3, one
sees that with , , n, r, and s as in the end of the previous section, (16) implies that
dim Cen([nr; ns]; )6(s− r)n+ 1: (17)
This gives the promised linear bound on dim[;]n (Vn). By considering the powers of
 one can easily see that the order of dim Cen([nr; ns]; ) is always linear. For some
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 the bound is actually strict, e.g. =A, but for most  the constant in the bound can
be improved.
By possibly exchanging the roles of  and , (17) suOces to prove Theorem 3 for
all cases except ; ∈H0; for this case, one needs another bound on dim[;]n (Vn). A
suitable bound here turns out to come from the relations
[;]n (Vn)⊆{∈H0 | deg 6nmax{deg ; deg }} if ; ∈H0
and
dim {∈H0 | deg 62m}= m+ 1 for m∈N:
This completes the proof of Theorem 3, and thus also the proof of Theorem 2.
Acknowledgements
The author discovered the proof presented in this paper within a research project,
mainly about properties of centralisers in q-deformed Heisenberg algebras in general,
that the author and Sergei D. Silvestrov have been working on since late 1995. The
credits for discovering the problem and suggesting it to the author is completely due
to Dr. Silvestrov.
The author also wishes to thank the Department of Mathematics at UmeQa University.
References
[1] J.L. Burchnall, T.W. Chaundy, Commutative ordinary di$erential operators, Proc. London Math. Soc. 21
(2) (1922) 420–440.
[2] L. Hellstr'om, S.D. Silvestrov, On centralisers in q-deformed Heisenberg algebras, Czechoslovak
J. Phys. 47 (11) (1997) 1163–1169.
[3] L. Hellstr'om, S.D. Silvestrov, Commuting elements in q-deformed Heisenberg algebras, World Scienti8c,
Singapore, 2000.
[4] I.M. Krichever, Integration of non-linear equations by the methods of algebraic geometry, Funktsional.
Anal. i Prilozhen. 11 (1) (1977) 15–31.
[5] I.M. Krichever, Methods of algebraic geometry in the theory of nonlinear equations, Uspekhi. Mat. Nauk
32 (6) (1977) 183–208.
[6] I.M. Krichever, Commutative rings of ordinary linear di$erential operators, Funktsional. Anal. i Prilozhen.
12 (3) (1978) 20–31.
[7] D. Mumford, An algebro-geometric construction of commuting operators and of solutions to the Toda
lattice equation, Korteweg–de Vries equation and related non-linear equations, International Symposium
on Algebraic Geometry, Kinokuniya Book Store, Tokyo, 1978, pp. 115–153.
[8] G. Wilson, Algebraic curves and soliton equations, in: E. Arbarello, C. Procesi, E. Strickland (Eds.),
Geometry Today, Birkh'auser, Boston, 1985, pp. 303–329.
