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We consider in detail the non-renormalisable scalar potential of three Higgs doublets transforming as
an irreducible triplet of (27) or (54). We start from a renormalisable potential that spontaneously
leads to a vacuum with CP-violating phases independent of arbitrary parameters – geometrical CP
violation. Then we analyse to arbitrarily high order non-renormalisable terms that are consistent with the
symmetry and we demonstrate that inclusion of non-renormalisable terms in the potential can preserve
the geometrical CP-violating vacuum.
© 2012 Elsevier B.V. Open access under CC BY license.The idea that the CP symmetry is violated spontaneously
(SCPV) [1,2] has remarkable physical consequences. One starts
from a CP invariant Lagrangian and SCPV is achieved through
meaningful complex phases of the Higgs vacuum expectation val-
ues (VEVs) that break the gauge symmetry group. One has further
to require that no ﬁeld redeﬁnition, compatible with the full sym-
metry of Lagrangian, evades all SCPV phases. SCPV accounts for an
elegant solution to the strong CP problem [3–10] and it alleviates
the SUSY CP problem [11]. Also in perturbative string theory CP
asymmetry can in principle only arise spontaneously through VEVs
of moduli and matter ﬁelds [12–14].
An interesting possibility within the framework of SCPV is
when the CP phases become calculable, so that the CP phases are
independent of the Higgs potential parameter strengths [15] – ge-
ometrical CP violation (GCPV). This possibility requires non-Abelian
groups (for general considerations of Abelian symmetries in multi-
Higgs models see e.g. [16]). GCPV was ﬁrst realised by imposing
the non-Abelian discrete symmetry (27) [17] on the full La-
grangian [15]. GCPV was revisited recently [18] and a new sym-
metry group (54) [19,20] leading to the same Higgs potential
was then proposed. One of major features of GCPV is the fact that
the phases of the VEVs are stable against radiative corrections due
to the presence of the non-Abelian discrete symmetry [21,22].
Motivated by the promising leading order fermion mass struc-
tures presented in Ref. [18], it turns out to be interesting to ob-
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Open access under CC BY license.tain viable Yukawa structures for the lighter generations arising
at the non-renormalisable level. If one drops the requirement of
renormalisability, it becomes relevant to study whether the non-
renormalisable scalar potential resulting from these discrete groups
are still compatible with GCPV. In this Letter we complete the anal-
ysis of the Higgs potential invariant under (27) or (54) that
leads to GCPV by allowing higher orders scalar terms in the poten-
tial.
We use the properties of the underlying symmetry to analyse
the possible terms and classify them according to their effect on
the vacuum. We proceed with the analysis of both groups simulta-
neously. As an even number of triplets is required to form an in-
variant (a consequence of their SU(2) doublet nature) most of the
differences between (27) and (54) cannot manifest themselves
in the scalar potential with a single triplet representation (and its
conjugate). (54) has an additional generator that swaps only two
components of the triplet, and this combines any pair of (27)
invariants related by that transformation into a single (54) in-
variant – but it will be apparent that this minor difference does
not affect our analysis of the scalar potential, as the cyclic per-
mutation of all three components is a generator shared by both
groups. We start by considering the renormalisable potential V ren.
This serves as a brief review of the relevant results from [15,18]
and also to establish the notation. Given the scalars Hi are SU(2)
doublets (the upper index denotes they transform as a triplet of
the symmetry), invariant terms are present with an equal num-
ber of Hi and H†i (the lower index denotes H
† transforms as the
respective conjugate representation under the symmetry). A renor-
malisable potential V ren invariant under (27) or (54) has then
the following form:
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(
HiH†i
)(
H jH†j
)
+ (HiH†i Hi H†i )+ cθ
[ ∑
i = j =k
(
Hi
)2
H†j H
†
k + h.c.
]
, (1)
where repeated indices denote a sum, and we have omitted the
arbitrary parameters of each term except for the single phase-
dependent term that is inside the square brackets. For the analysis
of phase-dependence it is convenient to parametrise the VEVs with
explicit phases:
〈
H1
〉= v1eiϕ1 , 〈H2〉= v2eiϕ2 , 〈H3〉= v3eiϕ3 , (2)
and in particular we refer to the phase combinations displayed
in V ren:
θi ≡ −2ϕi + ϕ j + ϕk, (3)
where we have assumed i = j = k.
The VEVs obtained from minimising V ren were presented
in [15] and conﬁrmed in [18]. Depending on the sign of cθ , we can
obtain one of two classes:
〈H〉 = v√
3
(
1,ω,ω2
)
, (4a)
〈H〉 = v√
3
(
ω2,1,1
)
, (4b)
with the calculable phase ω ≡ e2π i/3. These are natural solutions
for a wide range of the parameter space. Within each class it is
possible to obtain equivalent VEVs by taking cyclic permutations of
the components (e.g. (1,1,ω2)) or by swapping the powers of ω
(e.g. (ω,1,1)).
The number of terms present in the non-renormalisable poten-
tial V up to a given order increases steeply with the order consid-
ered. In order to analyse the potential we rely on the fundamen-
tal properties of the symmetries and classify the large number of
terms into a manageable number of categories. One important con-
sideration is whether the equality of the magnitude of three com-
ponents of Eqs. (4a), (4b) is perturbed by any higher order terms,
i.e. if v1 = v2 = v3 can be maintained. In order to address this,
we note that this property of the VEVs, while not guaranteed by it,
is fundamentally connected to the underlying C3 cyclic permuta-
tion generator contained in both symmetries considered. In this
symmetry basis for the scalars, this generator forces any invari-
ant term to be a cyclically permuting (c.p.) combination of the 3
scalar doublets. Starting with the phase-independent combinations,
we observe that they appear only in 3 different types. The distin-
guishing property of these types is how many of the three compo-
nents of the triplet are included in a single part of the combina-
tion. Speciﬁcally we have either vn1 + vn2 + vn3, vm1 vn2 + vm2 vn3 + vm3 vn1
or vl1v
m
2 v
n
3 + vl2vm3 vn1 + vl3vm1 vn2, and each of those types of com-
bination has individual preferences for the VEVs. At renormalis-
able level the ﬁrst two types are present: (H1H†1)
2 + (H2H†2)2 +
(H3H†3)
2 and (H1H†1)(H
2H†2) + c.p. The last type ﬁrst appears at
order 6: (H1H†1)(H
2H†2)(H
3H†3). Table 1 summarises the type of
VEVs that each phase-independent combination type favours, de-
pending on the coeﬃcient of that combination being positive or
negative.
Although a speciﬁc invariant can include more than one type
of combination, the potential can be written in terms of all the al-
lowed invariants being assigned a natural O(1) coeﬃcient and theTable 1
Types of phase-independent combinations and preferred VEVs ac-
cording to the sign of their coeﬃcient.
+ −
vni (1,1,1) (0,0,1)
vmi v
n
j (0,0,1) (0,1,1)
vl1v
m
2 v
n
3 (0,0,1)/(0,1,1) (1,1,1)
appropriate mass scale suppressions for the non-renormalisable
terms. It is then always possible to rewrite it in terms of the
distinct cyclic combinations, and multiplying each unique cyclic
combination there is a combined coeﬃcient that is a linear com-
bination involving the O(1) coeﬃcients of all the invariants that
contain that cyclic combination and some group theoretical fac-
tors.
In order to obtain a (0,0,1) or a (1,1,1) VEV, ultimately the
requirement turns out to be that the combined importance of
terms favouring one or the other VEV is stronger. This holds even
when there is a large number of terms favouring each type of VEV.
At arbitrarily high orders in the scalar potential V , the symme-
try generically predicts either a (0,0,1) or (1,1,1) type of VEV
due to its underlying cyclic structure. There are exceptions to this
generic prediction, related with the appearance of a (0,1,1) VEV
or a VEV with the hybrid form (x, y, y) with the ratio x/y de-
pending on the values of the combined coeﬃcients, but we have
observed that to obtain those ﬁne-tuning of the coeﬃcients is re-
quired. The reason is that at each order, the vni type is naturally
dominating (and this effect increases with the order). On the other
hand, there are also more combinations of the other types, particu-
larly the vl1v
m
2 v
n
3 type which appears most frequently in invariants.
Therefore in a typical situation, with similarly valued coeﬃcients
for all invariants, the sign of the combined coeﬃcients of vni and
vl1v
m
2 v
n
3 determines the VEV, with the v
m
i v
n
j terms not affecting
things unless one enhances their contributions – which would
be the ﬁne-tuning we referred to previously. So to obtain either
(0,0,1) or (1,1,1) VEVs is quite natural and there are huge re-
gions of parameter space that lead to them.
To better illustrate this we have parametrised a VEV of constant
unit magnitude,
v1 = sin(α · π) cos(β · π),
v2 = sin(α · π) sin(β · π),
v3 = cos(α · π). (5)
In this parametrisation, the (1,1,1) direction corresponds to
β = 1/4 and α  0.30 (strictly, cos(α · π) = 1/√3). Due to the
periodicity we focus on the region between zero and 1/2 for α
and β . In the case in Fig. 1, the vni (positive coeﬃcient) and
vl1v
m
2 v
n
3 (negative coeﬃcient) terms work together to easily pro-
duce a (1,1,1) VEV. In the case in Fig. 2, vni (positive coeﬃcient)
overpowers vl1v
m
2 v
n
3 (positive coeﬃcient) to produce a (1,1,1)
VEV, even though the coeﬃcient of the vni is only 2/7 of the coeﬃ-
cient of vl1v
m
2 v
n
3. The effect of the terms v
m
i v
n
j terms only becomes
relevant if their coeﬃcients are signiﬁcantly enhanced. The plots
shown were created for order 6, but they are representative what
happens at higher orders. Note that in both cases reversing the
signs of all the coeﬃcients would invert the plot and would lead
to the (0,0,1) type of VEVs as expected.
We consider now the new phase-dependences possible at
higher orders. We once again exploit the fundamental proper-
ties of the symmetries in order to classify the large number of
terms. The remaining generators shared by (27) and (54) are
I. de Medeiros Varzielas et al. / Physics Letters B 716 (2012) 193–196 195Fig. 1. VEV-type (1,1,1) arises from cooperating terms. Note that the darker grey
shades correspond to a deeper potential. The parameters α and β are deﬁned in
the parametrisation given in Eq. (5).
Fig. 2. VEV-type (1,1,1) arises from dominant term. Note that the darker grey
shade corresponds to a deeper potential. The parameters α and β are deﬁned in
the parametrisation given in Eq. (5).
also C3 factors and are fundamentally connected to the allowed
phase-dependent invariants. In [18] one such phase-dependence
was identiﬁed: doubling the powers of the renormalisable (order 4)
phase-dependent invariant produces another invariant with a dis-
tinct phase-dependence
∑
i = j =k
(
Hi
)4(
H†j H
†
k
)2
. (6)
In fact this happens with any integer multiple, at a given high or-
der new dependences θn are enabled
θni ≡ −2nϕi + nϕ j + nϕk, i = j = k. (7)
At order 6, a distinct possibility arises:
ηi ≡ 3ϕi − 3ϕ j + 0ϕk, i = j = k. (8)
It can also be generalised to integer multiples that appear at higher
orders:
ηn ≡ 3nϕi − 3nϕ j + 0ϕk, i = j = k. (9)iBecause of the link between the allowed phase-dependences and
the generators of the groups, we can conclude that these are all
the possibilities. This can be explicitly veriﬁed bycomputing all
possible invariant products of the scalar triplet with its conju-
gates, and sorting out the phase-dependences. Beyond order 12
we found the number of invariants too large for this procedure
to be effective, but it remains simple to verify certain proper-
ties about the θn combination and the ηn combinations: they
ﬁrst appear through the respective powers of the lowest or-
der terms with the θ and η dependences, so for example θ3
and η2 appear at order 12 respectively from
∑
i = j =k(Hi)8(H
†
j H
†
k)
4
and
∑
i = j(Hi)6(H
†
j)
6. As with the phase-independent terms dis-
cussed already, distinct invariants may include more than one
type of phase-dependence, but we can rewrite the potential V
in terms of the unique combinations. The effective combined co-
eﬃcient of each combination is a weighted sum of the O(1)
coeﬃcients of the invariants containing it, with group theoreti-
cal factors and the appropriate number of mass scale suppres-
sions for the non-renormalisable invariants. As an illustration of
this, in (27) the product (H ⊗ H†) ⊗ (H ⊗ H† ⊗ H† ⊗ H) con-
tains an invariant ((H1H†3)
3 + c.p.) + 3((H1H†3)2(H2H†1) + c.p.) +
3((H1H†3)
2(H3H†2) + c.p.) + 6H1H2H3H†1H†2H†3.
With a (0,0,1) VEV the phase-dependence is lost, so from
here on we consider only the (1,1,1) class of VEVs. The phase-
dependent combinations also preserve the (1,1,1) VEVs naturally
(as a direct consequence of the non-diagonal cyclic generator).
We can now take different combinations that share the same
phase-dependence and further reduce the number of indepen-
dent combined coeﬃcients: we only need a single one for each
unique phase-dependence. A demonstration of this is possible at
order 6, where one can obtain the θi phase-dependence that ap-
pears ﬁrst at order 4 in two distinct ways: by combining the
θ1 portion of the invariant with a matched additional H1H
†
1 to
obtain [(H1)2H†2H†3(H1H†1) + c.p.] + h.c. or by combining the θ1
portion of the invariant with either unmatched H2H†2/H
3H†3, to
obtain [(H1)2H†2H†3(H2,3H†2,3) + c.p.] + h.c. Given a (1,1,1) type
of VEV, any HiH†i = v2/3 so they all become equivalent. They
are also equivalent to the already existing order 4 term with the
same θi dependence and we can absorb their effect into a suit-
able redeﬁnition of the lowest order coeﬃcient (which is naturally
dominant, given the higher order terms all have mass scale sup-
pressions). This procedure greatly reduces the number of relevant
parameters, particularly when considering high orders where the
number of invariants is huge, and allows us to treat the minimi-
sation of the potential when a numerical approach would not be
feasible.
The effect of all θi dependent terms is therefore already known
– with a positive combined coeﬃcient cθ the favoured VEV is
(ω,1,1), contributing −3cθ v4i to the potential, otherwise with a
negative coeﬃcient the (1,ω,ω2) type of VEV is favoured con-
tributing 6cθ v4i (cθ < 0).
We must now consider the effect of the phase-dependences
that appear only at the non-renormalisable level: θn , η and ηn .
It turns out they all preserve the existing GCPV VEVs, given
suitable signs of their respective combined coeﬃcients. Start-
ing with θn , we conclude for any n that a positive combined
coeﬃcient cnθ favours the (ω,1,1) class of VEVs, contributing
−3cnθ v4ni /M(4n−4) to the potential. For a negative combined coeﬃ-
cient the (1,ω,ω2) class of VEVs is favoured with the potential
contribution 6cnθ v
4n
i /M
(4n−4) , where M is a generic mass scale
associated with the completion of the theory. Consider next η.
These terms do not distinguish the two classes of VEVs and a neg-
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with a potential contribution 6cηv6i /M
2. Finally, for ηn phase-
dependences the effect is the same, with negative combined co-
eﬃcients cnη preserving either class of VEVs with 6c
n
ηv
6n
i /M
(6n−4) .
The conclusion is that it is possible to exactly preserve both the
(1,1,1) type of VEV together with calculable phases to an arbi-
trarily high order if one is willing to choose the appropriate signs
of the respective combined coeﬃcients. Note also that the θn or ηn
phase-dependences get a minimum of either 4 or 6 additional v/M
suppressions respectively.
To summarise, (27) and (54) are the smallest groups that
lead to geometrical complex VEVs, that violate CP symmetry spon-
taneously, with phases that are calculable and are stable against
radiative corrections with the minimum number of three Higgs
SU(2) doublets. We have investigated their non-renormalisable po-
tentials. We described a procedure that allows to classify the pos-
sible invariants and greatly reduce the number of relevant param-
eters. Following this procedure we could treat the minimisation of
the potential and concluded that the calculable phases can be nat-
urally preserved to arbitrarily high order.
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