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Chapter 1
1
Introduction
1. INTRODUCTION
1 The notion of looking at the brain as a network is one that lies at the
basis of modern neuroscience. As Ramón y Cajal peered through his mi-
croscope at silver-nitrate-stained sections of brain tissue, he formulated
the neuron doctrine. His conviction was that neurons are the fundamen-
tal elements of brain tissue and that these communicated through points
of contact later known as synapses. The opposing view, prominently es-
poused by Camillo Golgi, was that neuronal cells formed a contiguous
whole dubbed the reticulum, which is Latin for net(work). Thus, despite
their disagreement about the nature of the connections*, they shared a net-
work perspective of the brain.
In their work on connectivity in the brain, Sporns et al. [1] and Hag-
mann [2] independently coined the term connectome. This word, anal-
ogous to words like biome and genome, emphasises the need to take a
holistic approach to connectivity when, for example, relating this to be-
haviour. Such a holistic approach requires a framework within which to
formalise† the notion of a network and, subsequently, analyse such net-
works. This can be found in graph theory, a branch of mathematics that
is concerned with the pairwise relations between sets of objects. Of par-
ticular relevance to connectomics as a study of the brain, graph theory
provides a number of statistics that can be used to summarise brain net-
works. Box 1 gives a short overview of the basic concepts of graph theory.
In their seminal paper, Watts and Strogatz [3] laid the groundwork for
graph-based connectomics using two such statistics. They note the preva-
lence of real-world networks that have high clustering and a low average
path-length. Clustering is a summary statistic that reflects local integra-
tion, whereas average path-length is a measure of global integration‡.
*And the disagreement was quite strong, upon receiving their shared Nobel prize in
medicine and physiology, Golgi famously used his Nobel Lecture to vehemently attack
the neuron doctrine. Interestingly, as seems so often the case, while Cajal was vindicated
in the 1950s with the visualisation of the synapse, Golgi was not entirely wrong either.
Electrotonic connections have been found in the brain in the form of gap junctions validate
the notion of a reticulum as well.
†"If in other sciences we are to arrive at truth without doubt, certainty without error,
it behooves us to place the foundations of knowledge in mathematics. . . " – Roger Bacon
‡Local and global w.r.t. the network, which might have nothing to do with local and
global in the physical world. This distinction is all to easily forgotten.
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1Box 1 – Graph Theory
This box will give a brief introduction to some terms commonly
used when applying graph theory in neuroscience. For a more thor-
ough treatment of graph theory in the context of neuroscience, the
interested reader is referred to Rubinov and Sporns [4].
In graph theory, networks are represented as the combination of
a set of nodes and a set of edges, with the optional addition of a set
of edge weights. Assembling these nodes and edges, as visualised
in Figure 1, forms a topology and graph summary statistics measure
certain aspects of this topology.
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Figure 1.1 – Visual representation of a
graph.
Nodes on either end of an edge are said to be neighbours and
nodes are connected if one can go from one to the other by moving
from neighbour to neighbour. Averaging the minimum number of
steps to do so over all pairs of nodes produces the characteristic
path length, which is usually shortened to path length, of the graph.
The path length of a graph indicates the ease with which something,
in neuroscience this something is taken to be information, can travel
within the graph.
One can also look for patterns, or motifs, in the network and
their prevalences. The simplest patterns consist of pairs of nodes,
either sharing an edge or not. The proportion of node pairs that
share an edge is called graph density. Going one step further, one
could look at triangles, which are triads of nodes with two or three
edges between them. Calculating the proportion of triangles that
have three edges, produces the global clustering coefficient. The
clustering coefficient reflects the ease with which information is
5
1. INTRODUCTION
1
shared in the local neighbourhood.
Path length and clustering feature prominently in neuroscience
in large part due to the seminal paper of Watts and Strogatz [3].
They noted that random networks will tend toward low values for
both path length and clustering, whereas regular graphs (where
every node has the same number of connections) will have high
values for these. Taking a regular graph and randomly rewiring
each connection one by one immediately decreases the path length
drastically, while clustering coefficients stay relatively high at stage.
Graphs with this combination of high clustering and short path
length (relative to random graphs) are called small-world graphs.
Small-world graphs represent a balance between strong local con-
nectivity and efficient global connectivity.
This notion meshed very well with the modular view of the brain that
had arisen through case studies on brain injuries, lesion studies in animals
and neuroimaging research. The thinking goes that these modules pro-
cess information through their local integration, while global integration
combines their outputs to produce complex behaviour. The combination
of these ideas naturally led to the hypothesis that variation in clustering,
path-length or other properties of brain networks might explain variation
at a behavioural level. The result was a proliferation of research that in-
vestigated biological and/or clinical relevance of these aspects of brain-
network topology [4–8].
Topological features of healthy brain-networks, for example, been
shown to be related to individual variation in cognitive performance [9] as
well as development of IQ in adolescence [10]. Clinical relevance has been
supported by findings of altered topology in a wide range of disorders like
schizophrenia [11–15], autism [16–18], attention-deficit hyperactivity dis-
order [19] and Alzheimer’s disease [20–25].
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1Defining a network
In order to compute these statistics in the first place, one needs to repre-
sent the brain as a network. Such a representation requires a definition
of nodes and some way of determining when nodes are connected. Suc-
cessful results notwithstanding, these requirements constitute important
challenges in the estimation of graph statistics [26, 27].
Nodes A node definition answers the question: what are the fundamen-
tal elements in the network? The answer to this question depends on the
choice of scale§ at which we are examining the brain and the measurement
modality one employs. The scope of this thesis is limited to the application
of graph theory to Magnetic Resonance Imaging (MRI), where the lower
bound in terms of scale is determined by the voxel¶ size, which is on the
order of 1 mm3 to 4 mm3. A voxel-wise scale would be highly impracti-
cal for most whole-brain approaches, as it would result in a very high-
dimensional problem. Such high dimensionality often leads to problems
of computational tractability and lack of power when estimating connec-
tions, the latter is invariably the case for functional MRI (FMRI).
Alternatively, one can group voxels together into parcels, where each
parcel represents a specialised region of the brain. A common approach
is to use an anatomical atlas for this, which assumes that these anatomi-
cal subdivisions align with regional specialisation. Anatomical atlases of
the cortex are based on morphological landmarks and while the corre-
spondence between such landmarks and specialisation is quite strong in
primary sensory and motor areas, this is far weaker for higher-order ar-
eas [28]. As a result, the parcels of an anatomical atlas may not correspond
well to the actual organisation of the brain.
The problem of an ill-fitting parcellation is illustrated in Figure 1.2.
One can think of parcellation as collapsing a larger network into a smaller
network; connections between voxels that fall within a parcel are ignored
and those between voxels in different parcels are combined to form the fi-
§Scale is used here in reference to the size of the nodes.
¶A voxel is a three dimensional pixel.
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Figure 1.2 – Illustration of the problem with bad parcellations. The left-hand side represents the true
situation, whereas the right-hand side corresponds to a bad parcellation. Nodes with the same colour
in the top graph are combined to form the bottom graph. Nodes in the bottom graph are connected if
any such pairing exists in the top graph. Misalignment of the parcellation can induce false positives
(red-blue and green-yellow) as well as false negatives (green-blue and yellow-blue).
nal network. Assigning a voxel to the wrong parcel misattributes that end
of any connections to that voxel. This can result in spurious connections
if that now forms a connection between parcels that would otherwise not
be present. It can, potentially combined with erroneously labelling voxel-
wise connections as falling within parcels, also cause missing connections
in the final graph, provided all of the corresponding voxel-wise connec-
tions are affected.
Data-driven parcellations, obtained from some clustering algorithm||,
provide an alternative to standard atlases. For a dataset of the same
modality, they provides a superior fit at the cost of losing interpretable
parcels. Another advantage of clustering is that one is more flexible in the
choice of scale, since anatomical atlases tend toward a limited number of
large regions. The scale of clustering is usually determined by a param-
eter that sets the number of parcels. The downside to this flexibility is
that it can be very difficult to determine the most appropriate number of
clusters.
Choosing a particular clustering algorithm is not particularly easy ei-
||I will use clustering/cluster when referring to the output of an analysis and parcella-
tion/parcel when it is used as a starting point.
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1ther. Simply put, a clustering algorithm maximises the similarity within
clusters. The difficulty starts with defining in what way the members of
a cluster should be similar and how to measure this. The real problem,
however, is the fact that the maximisation of this similarity measure is
NP-hard, which means that there is no feasible way of directly computing
the clustering that is globally optimal. As a consequence, all clustering
algorithms provide an approximations through some optimisation proce-
dure. The combination of choice of similarity measure and optimisation
procedure will affect the clustering solution [29].
It should also be noted that, generally speaking, clustering algorithms
ignore physical constraints. This means that clusters need not be contigu-
ous regions of the brain. I would argue that it makes sense to assume
spatial contiguity if the clustering is to be used as a parcellation. If a re-
gion were discontiguous, there would either be a disproportionately large
amount of long-range connections between, or exceedingly sparse con-
nectivity within its contiguous constituents. If the clustering algorithm
is unable to distinguish between two spatially distant regions, it is more
likely a limitation of the measurement process than a true example of a
discontiguous module.
Connections Having provided some definition for our nodes, the next
step involves deciding when a pair of nodes is connected and, optionally,
how strongly they are connected. Connections can be based on structural
and/or functional connectivity. The former is concerned with physical
connections and the latter relates to interactions between nodes. Obvi-
ously, structural connectivity constrains functional connectivity [30], but
functional connectivity can also influence structural connectivity at long
time-scales [31].
Structural connections are generally estimated from MR images in one
of two ways: grey-matter correlation and tractography. In grey-matter
correlation, nodes are connected if their group-level correlation of a grey-
matter property exceeds some threshold; an example of such a grey-matter
property is cortical thickness. The main problem with this approach is
that it is unsuitable for looking at individual variation in networks, as it
9
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1 doesn’t produce individual-specific networks.
Tractography is a way of reconstructing white-matter tracts based
on diffusion-weighted imaging (DWI). The tightly-packed axons in these
tracts will tend to constrain diffusion of water along their orientation. A
DWI scan can measure the rate of water diffusion in a particular direction
and the combination of several scans with different directions creates a
diffusion profile. This profile can be analysed for each voxel, most com-
monly by fitting a tensor, to find the direction where diffusion rates are
highest, which should correspond to the orientation of the putative fibre
bundle going through that voxel. These orientations can be connected in a
process known as streamlining, with a streamline representing the path of
a fibre bundle. Streamlining starts from a seed point and proceeds by itera-
tively checking the local orientation and taking a step along that direction.
If the seed is placed inside the white matter, streamlining is done in either
direction along the orientation and with the combined results forming the
final streamline. Nodes are considered connected if a sufficient number of
streamlines connect them. This approach can be performed on individual
datasets, making it suitable for looking at individual variation.
The procedure described above is deterministic, it uses point estimates
of the orientation and a given seed location will always produce the same
streamline. We know, however, that DWI-scans are far from noise-free
and there are probabilistic models that take this into account. Probabilis-
tic streamlining differs from the deterministic case in that each voxel is
associated with a distribution of local orientations and checking the local
orientation amounts to drawing a sample from this distribution. By start-
ing from the same location multiple times, one can build a distribution of
streamlines associated with that voxel. The strict interpretation of such a
model would be that this distribution characterises the uncertainty of the
path of a putative fibre passing through the seed point. More commonly,
the streamlines are thrown on a heap and treated as in the deterministic
case.
Functional connectivity is defined as undirected statistical interdepen-
dence between functional signals [32], which usually refers to blood oxy-
genation level dependent (BOLD) signals in the case of FMRI. BOLD imag-
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1ing is a form of FMRI that utilises a contrast that is sensitive to the fact that
the paramagnetic properties of haemoglobin depend on its oxygenation
state. In FMRI, correlation is a common choice to estimate dependencies
between signals. As with grey-matter correlations, nodes are generally
considered to be connected if their correlation exceeds some threshold.
The choice of threshold is critical, as false positives will bury the topol-
ogy in noise in and false negatives will erode it. Because graph statistics
are sensitive to the density of the graph, setting a single uniform thresh-
old over all datasets will lead to individual variation that is severely af-
fected by the overall correlation level. An alternative is to adjust individ-
ual thresholds to produce uniform densities [33], although average corre-
lation still has a major impact on graph statistics [34]. Choosing a single
threshold, regardless of whether it is applies to correlation or density, is
still problematic. This problem can be ameliorated by computing graph
statistics over a range of thresholds instead [35].
A more subtle problem lies in interpretation. By its nature, correlation
is incapable of distinguishing between direct and indirect connections,
whereas graph theory depends in part on such distinctions. Partial cor-
relations aim to reflect the underlying independence structure, i.e. if node
i is conditionally independent from node j, their partial correlation is zero.
The major problem here is that estimating partial correlations reliably re-
quires many more data points than nodes, preferably more than the num-
ber of possible connections. The vascular origin of BOLD-signals adds to
this problem by their slow nature, which introducing temporal dependen-
cies. This situation can be ameliorated by introducing constraints on the
partial correlations, which have been shown to be improve the recovery
of the ground truth [26].
Networks can also be represented by weighted graphs, where the
weights on connections represent their strength. While a number of DWI-
based measures of connection strength, e.g. number of streamlines or the
mean proportion of anisotropic diffusion in a tract, have been proposed,
they should be used with great care, if at all [36]. A weighted graph of
functional connectivity simply uses the connectivity estimates, e.g. corre-
lation, that survive thresholding.
11
1. INTRODUCTION
1 Connecting the dots
Graph statistics have shown great promise as biomarkers in various clin-
ical settings[11–25]. Nevertheless we are still far away from any clinical
application, as the current state of the art is simply not sensitive enough.
Hence, the central question in this thesis is: how can we improve sensitiv-
ity of graph statistics?
As mentioned in the previous sections, two important challenges in
any graph-based analysis are the choice of node definition and, given such
a definition, choosing the proper method for estimating connections be-
tween these nodes. It has been shown that these choices can seriously af-
fect the ability to recover the underlying graph structure [26, 37] and over-
coming these challenges is crucial if we are to one day use these statistics
in clinical practice.
Bayesian generative modelling is a flexible and powerful framework
for the development of tools to address such problems. In this framework,
one is forced to make their assumptions explicit through the model speci-
fication. A Bayesian model consists of a statistical description, or forward
model, of how the measurements in question are generated from some
set of latent, fundamental variables**. This description, also known as the
likelihood function, is combined with a distribution for each of these vari-
ables that embodies our prior knowledge about them, aptly named the
prior distribution. The priors, the likelihood function and the data are
then used to form what is known as the posterior distribution.
In this thesis, I present and apply several novel approaches formu-
lated in this Bayesian framework aimed at improving the estimation of
graph summary statistics. The Bayesian Connectomics (BaCon) frame-
work [38] was formulated to provide novel and powerful approaches to
estimating connectivity that allow the quantification of uncertainty. One
such model provides a principled approach to estimate graphs from prob-
abilistic streamlining data. In Chapter 2, this model is extended and used
to demonstrate the propagation of uncertainty from the level of individ-
**Fundamental in the sense that we do not explicitly model how these arise from other
variables.
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1ual connections to the level of graph summary statistics. Such an indi-
vidualised characterisation of uncertainty facilitates closer examination of
individual variation of these statistics over participants.
Chapter 3, introduces CAESAR (Clustered Activity Estimation with
Spatial Adjacency Restrictions), which is a powerful framework for clus-
tering FMRI data. Notably, CAESAR is non-parametric, that is to say, it
learns the optimal number of clusters without the need for specifying that
number beforehand. Applied to the striatum, the results indicate a highly
reproducible subdivision that correspond to distinct functional modules.
Chapter 4 builds on this model by introducing Gaussian-Process pri-
ors for the cluster timecourses. These priors take the inherent autocorrela-
tion of FMRI data into account, resulting in high-quality estimates of the
cluster-specific timecourses. The benefits of CAESAR are demonstrated in
simulations as well as real data. The results confirm high reproducibility
and show marked improvements of timecourse estimation.
The benefit of using CAESAR in the process of estimating graphs is
demonstrated in Chapter 5, where it is compared with a standard anatom-
ical atlas. Utilising the empirical parcellation obtained through CAESAR
substantially improved the predictive performance of graph summary-
statistics with respect to cognitive functioning in patients with small-
vessel-disease. Finally, in Chapter 6 I will discuss the impact of these
results and highlight opportunities for further research.
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2. QUANTIFYING UNCERTAINTY IN GRAPH STATISTICS
2
Abstract
The wiring diagram of the human brain can be described in
terms of graph measures that characterize structural regularities.
These measures require an estimate of whole-brain structural con-
nectivity for which one may resort to deterministic or thresholded
probabilistic streamlining procedures. While these procedures have
provided important insights about the characteristics of human
brain networks, they ultimately rely on unwarranted assumptions
such as those of noise-free data or the use of an arbitrary thresh-
old. Therefore, resulting structural connectivity estimates as well as
derived graph measures fail to fully take into account the inherent
uncertainty in the structural estimate. In this paper, we illustrate an
easy way of obtaining posterior distributions over graph metrics us-
ing Bayesian inference. It is shown that this posterior distribution
can be used to quantify uncertainty about graph-theoretical mea-
sures at the single subject level, thereby providing a more nuanced
view of the graph-theoretical properties of human brain connectiv-
ity. We refer to this model-based approach to connectivity analysis
as Bayesian connectomics.
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Connectomics refers to the field of research that aims to unravel the con-
nectivity pattern between distinct neural populations within a nervous
system [1–4]. At the macroscopic scale, connectomics strongly relies on
non-invasive mapping of anatomical pathways between brain regions us-
ing diffusion weighted imaging (DWI) [4]. The resulting structural con-
nectivity estimates have been used to subdivide brain regions into func-
tionally coherent clusters via the notion of connectivity-based parcella-
tion [5–7]. Variability in structural connectivity has also been related to
individual differences [8, 9]. Furthermore, changes in structural connec-
tivity have been implicated in several neurodegenerative diseases [10–14].
It has become commonplace to summarize structural networks in terms of
a wide variety of graph-theoretical measures [15–18], each reflecting dif-
ferent aspects of network topology.
The quest for the brain’s connectome is complicated, however, by the
fact that structural connectivity must be inferred from noisy measure-
ments. In case of DWI, these measurements pertain to the anisotropic dif-
fusion of water [19]. With DWI, one obtains an estimate of water diffusion
for each voxel in a number of different directions. This voxel-wise diffu-
sion profile can be modeled as an ellipsoid, which serves to determine the
principal diffusion direction in that voxel. By connecting the principal dif-
fusion directions, one can draw a streamline representing a putative axon
bundle, connecting two regions in a process known as deterministic trac-
tography [20]. However, deterministic tractography completely ignores
the uncertainty about diffusion direction in individual voxels.
An alternative to deterministic tractography is probabilistic tractogra-
phy, where streamlines are sampled using a distribution of principal diffu-
sion directions [21]. By repeating this process, one constructs distributions
of streamlines that reflect the uncertainty in streamlining. An often used
heuristic to infer structural connectivity from these distributions is to as-
sume the presence of a connection between brain regions if the number
of streamlines connecting those regions survives an (arbitrary) threshold.
Hence, in the end there is still only a point estimate of the graph and all
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graph theoretical measures are, therefore, also limited to point estimates
that do not take the stochastic nature of streamlining into account.
Summarizing, current approaches to inferring structural connectivity
either assume noise-free data (deterministic streamlining) or use an ar-
bitrary threshold (probabilistic streamlining). Hence, conclusions drawn
based on graph-theoretical measures derived from either approach ignore
the inherent uncertainty in structural connectivity estimation, possibly
leading to erroneous conclusions. To solve this issue, we advocate a fully
Bayesian approach to estimating neural connectivity patterns, which we
refer to as Bayesian connectomics, or BaCon for short.
Bayesian connectomics
Bayesian approaches have become increasingly prevalent in neuroscience,
providing normative and descriptive models of human cognition [22, 23],
as well as a methodologically sound approach to neural data analy-
sis [24, 25]. In the same vein, Bayesian connectomics makes use of a gen-
erative model in order to explain observed data. That is, we propose to
infer a probability distribution over brain networks based on (i) our prior
knowledge about brain networks and (ii) a forward model, or likelihood
function, that explains our measurements.
Several methods have been proposed that we would also consider a
BaCon approach. These include the Bayesian approaches to probabilis-
tic streamlining like those proposed in [26]. These approaches could also
be used to propagate uncertainty to graph level analysis by considering
one iteration over seed voxels as a sample and draw one streamline per
modelled fiber in a voxel. Each of these samples could then be used to
construct a graph. Another example would be the tract-level formulation
proposed by [27] and used in the TRACULA framework [28]. These ap-
proaches, however, do not lend themselves well to incorporating assump-
tions at the level of graph structure.
In our recent work, we proposed a model formulated at the network
level for structural connectivity [29], allowing us to place a prior on graph
structure. Our results demonstrated significantly improved macroscopic
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2structural connectivity estimates using the Bayesian approach, as com-
pared with standard approaches. This previous work focused on the com-
putational details of inferring a distribution over structural networks. In
the present work, we use an extension of the original model and show, for
the first time, how uncertainty in structural connectivity estimates impacts
graph statistics. We proceed by describing the details of this model.
Let structural networks be represented by a symmetrical K ×K adja-
cency matrix A, where K is the number of regions (in this work we use
the AAL template excluding cerebellum with K = 90). Here, aij = aji = 1
indicates that a direct anatomical pathway exists between brain regions i
and j, and aij = aji = 0 indicates its absence. The diagonal of this ma-
trix is fixed to 0 to exclude self-loops. We assume that the observed data is
given by aK×K streamline count matrix ~N as generated by a probabilistic
tractography algorithm. Under the generative model, the observed data
N and structural network A have a joint probability distribution given by
P (N,A) = P (N | A)P (A) (2.1)
where P (N | A) denotes the likelihood function, modelling how an un-
observed adjacency matrix leads to observed data, and P (A) denotes the
prior on structural networks. Note that both the likelihood function and
the prior depend on a set of hyper-parameters ~θ, which is left implicit in
Eq. (2.1). The generative model used in this paper is visualized in Fig. 2.1.
Specification of the prior
The prior, indicated in red in Fig. 2.1, models how whole-brain structural
networks are generated. It allows incorporation of various assumptions
about these networks that derive from background knowledge [30]. These
assumptions can range from the very specific, like including known con-
nections that are difficult to image, e.g. splenial fibers between ventral
visual cortices [31], to the very abstract, such as incorporating the assump-
tion that structural networks have small-world properties [32, 33].
We wish to incorporate an assumption on graph density which can be
modelled using a Beta-Binomial prior. We start by introducing a random
23
2. QUANTIFYING UNCERTAINTY IN GRAPH STATISTICS
2
Prior probability
density function of p
Example of log
probability density
functions for rows of X
given toy graph A
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Figure 2.1 – Generative model of structural connectivity. Red and purple regions indicate the prior
and the likelihood function respectively. Green nodes indicate hyperparameters, blue nodes are latent
variables, the grey node represents the streamline count matrix N and the white node is the unob-
served variable of interestA. Insets show, from left to right, the prior distribution of p, a toy example
ofA and distributions over probability vectors inX for this toy graph. Distributions over probability
vectors for three example nodes are plotted on a simplex. Each point on the simplex corresponds to
a probability vector. The closer a point is to a vertex, the more mass is allocated to the corresponding
element in the vector. The colour gradients indicate the probability densities over probability vectors
(red is high probability).
variable p that represents the prior probability of the presence (aij = 1)
or absence (aij = 0) of an edge between any pair of regions i and j in
the adjacency matrix A. This edge existence is modelled using a Bernoulli
distribution with parameter p, essentially implementing a weighted coin
flip, where p is drawn from a Beta distribution. Hence:
p | α, β ∼ Beta(α, β)
aij | p ∼ Bernoulli(p) for i < j and aij = aji
where∼ denotes that the left-hand side random variable is distributed ac-
cording to the density on the right-hand side. Values for α and β encode
our prior knowledge on connection probability. Integrating out p, we ob-
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2tain the following prior on structural networks:
P ( ~A | α, β) =
∫
Beta(p | α, β)
∏
i<j
Bernoulli(aij | p)
dp
=
B (e1 + α, e0 + β)
B(α, β)
(2.2)
with B(x, y) =
∫ 1
0 t
x−1(1 − t)y−1 dt the Beta function, e1 the number of
edges in ~A, e0 the number of non-edges in ~A, and where we respect the
constraints that ~A should be symmetrical and does not contain self-loops.
In this prior, edges are coupled through their dependence on the global
p. Hence, its distribution corresponds to a prior distribution on graph
density. See the inset of Fig. 2.1 for a plot of the prior on network density.
In our previous work, we used an Erdös-Rènyi model as the graph
prior, which corresponds to a Bernoulli prior on the edges with a global p.
In the beta-binomial prior, we place a hyper prior on p and integrate it out,
which couples the edges through their dependence on p. The main benefit
is that it allows us to express uncertainty in the expected graph density,
hence it is a more flexible prior.
Specification of the likelihood function
In order to complete the model, we need to specify the likelihood function,
indicated in purple in Fig. 2.1, embodying a forward model that captures
how structural networks lead to observed data. This raises the question
of how to determine the presence of a connection, especially in the face of
asymmetric streamline counts.
When modelling how structural networks lead to observed streamline
counts, we assume that the presence of an edge between regions i and j
increases the probability that a streamline is drawn from i to j (or vice
versa) for 1 ≤ j ≤ K and i 6= j. That is, for each region i we draw the
probability vector xi = (xi1, . . . , xi(K−1)) that sums to one and models
the probability of streamlining from i to j, from the following Dirichlet
distribution:
xi | ~ai, d0, d1 ∼ Dirichlet(d0(1− ai) + d1ai)
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where ai denotes the i-th row of the adjacency matrix A, excluding aij .
The hyper-parameter d0 influences the streamlining probability from re-
gion i to j in the absence of an edge between these regions. If an edge
does exist between two regions, the streamlining probability is influenced
by d1. For each region i, given a streamline probability vector xi, the vec-
tor of streamline counts ni is drawn from a Multinomial distribution:
ni | Si, ~xi ∼ Multinomial(Si,xi)
where Si is the number of streamlines drawn by the tractography algo-
rithm. The choice of the multinomial follows directly from the form of
the data, i.e. counts over regions. The Dirichlet distribution is a conjugate
prior for the multinomial and provides the link between the binary, sym-
metric graph and the asymmetric streamlining probabilities. In doing so,
it allows us to distribute the probability mass in the streamline probability
vector in a way that is consistent with both graph structure and streamline
counts. Because we use a conjugate prior, we can integrate out the inter-
mediate variable, ~xi, to obtain the following distribution on streamline
count matrices:
P ( ~N | ~A, d0, d1) =
∏
i
 Si!∏
j xij !
Γ(
∑
j αij)
Γ(Si +
∑
j αij)
∏
j
Γ(xij + αij)
Γ(αij)

where αij = d0(1− aij) + d1aij and the constants Si are left implicit on the
left-hand side.
This completes the specification of our generative model, the be-
haviour of which is fully determined by the vector of hyper-parameters
~θ = (α, β, d0, d1). In order to develop an intuition for how the forward
model leads to observed streamline counts, Fig. 2.1 demonstrates, for a
four-node network, how probability vectors are drawn and streamline
counts are generated. With d1 = 1 and d0 < d1, probability vectors for
node i are uniformly distributed over all target nodes j where aij = 1,
that is, any probability vector is as likely as the next in the forward model.
If aij = 0, i.e. there is no edge, the most likely vectors are those with low
probability assigned to the unconnected node (note that the distribution
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2remains uniform between the two connected nodes). Note that setting
d1 > 1, encodes the assumption that streamlines from a region tend to be
evenly distributed over connections, whereas d1 < 1 implies a tendency
towards a "winner takes all" regime.
The model specification further demands d0 < d1, but setting an exact
value for d0 can be difficult. The behaviour of the model also depends on
the number of connections a region has through the ratio between d0 and
d1. This means d0 needs to be specified in accordance with assumptions
on graph density as well as expected false positive rates. The relation be-
tween d0, node degree and false positive rate is illustrated in Fig. S1. Sim-
ulations show that, with d0 and a node degree of 18 (connection density
of 0.2), we expect 5% of the probability mass to be assigned to non-edges.
This is equivalent to expecting a 5% false positive rate in the streamline
counts.
Inference
The posterior distribution over structural networks cannot be calculated
analytically, so we resort to a Markov Chain Monte Carlo (MCMC) ap-
proach to sample from this distribution [34]. We constructed a Metropo-
lis sampler for our model which generates a proposal sample A∗ from
the previous sample At−1 by adding or removing a symmetric edge pair
(aij , aji). The acceptance ratio for this proposal can be written as
log
P (A∗ | N,θ)
P (At−1 | N,θ) = log
P (N | A∗, d0, d1)
P (N |,At−1, d0, d1) + log
P (A∗ | α, β)
P (At−1 | α, β) . (2.3)
The terms on the right hand side correspond to the likelihood function
and the prior on networks respectively. A derivation for the likelihood
term can be found in [29]. The term representing the prior is obtained by
plugging the result of Eq (2.2) into Eq (2.3). The set of samples generated
by this inference procedure forms an approximation of the posterior over
structural networks.
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Figure 2.2 – Illustration of how a distribution over networks is translated to a distribution over
graph properties. A ground truth graph leads to streamlining data, which is used as input to an
MCMC algorithm. This MCMC algorithm approximates inversion of the generative model given the
data, by generating samples from the posterior distribution. Each of these sampled graphs can be
analysed using graph theoretical measures, in this case number of edges, resulting in a distribution
over edge counts.
Graph summary statistics
The posterior distribution over structural networks can be used to derive
various quantities of interest as illustrated in Fig. 2.2. The marginal proba-
bility of any given connection, for example, is given by the fraction of sam-
ples that contain this link. Likewise, the posterior over a graph measure
is obtained by computing it for each individual sample from the posterior
graph distribution. The result is a distribution of values for that particular
graph measure.
In this paper, we consider a number of different graph measures.
Small-worldness is a graph summary statistic that reflects the balance be-
tween local and global connectivity. High small-worldness has consis-
tently been found in graphs derived from both functional and structural
connectivity estimates [32, 33] and has been linked to biologically rele-
vant phenotypes [35–38]. It is defined as the ratio between normalized
estimates of the clustering coefficient and characteristic path length and is
therefore influenced by both of these statistics. Modularity is a measure
that reflects the presence of community structure in a graph, that is, it is a
measure of well the graph can be partitioned into non-overlapping com-
munities. In terms of brain networks, these communities represent func-
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2tional subsystems of the nervous system. Node centrality is a measure of
importance of a node in a network and there are numerous variants of cen-
trality indices. One of the most straightforward examples is betweenness
centrality, which is simply the fraction of shortest paths that pass through
the node in question and can be used to identify hub regions in a net-
work [39]. By computing these graph-theoretical measures for each of the
MCMC samples, we obtain posterior distributions. Thus, uncertainty is
propagated to the level of graph-theoretical analysis.
Methods
Data acquisition
Data consisted of T1 and DWI images for twenty subjects, which was a
subset of the data used in [40] and kindly provided by the authors. The
reader is referred to this publication for details on the acquisition protocol.
In short, T1 images were obtained with 1 mm3 isotropic resolution and
DWI data with 256 diffusion directions and 2 mm3 isotropic voxels.
Preprocessing
All preprocessing was performed using FSL 5.0 (http://fsl.fmrib.
ox.ac.uk). Structural scans were segmented using FAST ([41] and
FIRST ([42]. The preprocessing steps for the diffusion data were con-
ducted using FSL FDT ([21] and consisted of correction for eddy cur-
rents and estimation of the diffusion parameters. We used FDT Prob-
trackx 2.0 ([21, 26] for probabilistic streamlining, where grey matter voxels
served as targets while voxels on the grey-white matter boundary served
as seeds. The target mask was a combination of the grey matter mask
output from FAST and the interior voxels of the subcortical segmenta-
tion from FIRST, this mask also served as termination mask. The seed
mask consisted of the mixeltype mask representing the mixture of gray
and white matter voxels from FAST combined with the boundary mask
for the subcortical structures from FIRST. Overlap between seed and tar-
get mask was removed from the seed mask.
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For each of the seed voxels 5000 streamlines were drawn, with a max-
imum length of 2000 steps (step size was 0.5 mm). Streamlines were
stopped when they reached a voxel in the target mask. Streamlines were
restricted by fractional anisotropy and they were discarded if a sharp an-
gle (< 80◦) occurred or their length was less than 2 mm. The output thus
obtained is a matrix N, where nij is the number of streamlines drawn from
voxel i in the seed mask to voxel j in the target mask. This matrix was col-
lapsed into 90 cortical and subcortical areas as defined by the AAL atlas
(excluding cerebellum). Streamlines were summed over all voxels per re-
gion, resulting in a 90 × 90 aggregated connectivity matrix which ranges
over regions rather than voxels. The aggregated streamline count matrices
are freely available through www.ccnlab.net.
Network estimation
Structural networks were estimated from probabilistic streamline count
data using either a thresholding approach or using our Bayesian connec-
tomics approach. In order to compare results, subject-specific thresholds
were chosen such as to include the same number of edges as were present
on average in the posterior networks for a given subject (edges were ran-
domly selected in case of a tie). The streamline count matrices were sym-
metrized prior to thresholding by summing counts from either direction
(i to j and vice versa).
Hyper-parameters of the generative model were chosen as follows. We
chose α = 14 and β = 53 as a vague prior on sparse networks. The
forward model has parameters d0 and d1, these parameters control the
distribution of probability vectors for a given network. Note that a prob-
ability vector is drawn for each row in the adjacency matrix separately.
With d1 > 1, one would encode the expectation that, for any given region,
there is uniformity in streamlining probabilities and hence, given the large
number of streamlines drawn, uniformity in streamline counts over con-
nections with other regions. On the other end, setting d1 < 1 encodes
the expectation that a single connection will be responsible for generating
most streamlines from a given region. We set d1 = 1 and in doing so,
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2encode that we are agnostic to the way streamlining probabilities are dis-
tributed over connections. Setting d0 < d1 encodes the assumption that
false positives should occur less frequently than true positives. We simu-
lated draws from a dirichlet distribution with varying d0 and connection
density, while keeping d1 = 1. From these simulations, we obtained the
proportion of probability mass assigned to non-edges, which corresponds
with the expected false positive rate. We selected d0 = 0.01 so that the ex-
pected false positive rate at a connection density of 0.2 was approximately
5%.
For the initialization of our MCMC sampler, in order to minimize burn
in time, we used a thresholded, symmetrized streamline count matrix with
a density based on the mode of the prior on graph density. We stored one
sample for each complete graph update, i.e., after all unique edges were
flipped in random order. Posterior network distributions were approxi-
mated for each subject by drawing 5000 samples in two parallel chains,
for a total of 10000 samples.
Graph statistics were derived from thresholded networks and sam-
pled networks using custom Matlab scripts and the Matlab BGL pack-
age (http://dgleich.github.com/matlab-bgl). For each unique
graph density, 100 random, density-matched graphs were generated to
normalise clustering and path length. Small-worldness was computed
as the ratio of these normalised estimates. Modularity was selecting the
highest score from 100 runs of a Louvain modularity optimization algo-
rithm for each posterior graph sample and graph point estimate.
Results
In order to demonstrate the merits of Bayesian connectomics, we use diffu-
sion imaging data collected for twenty subjects (these are shown in Fig. S2
as streamline count matrices). Specifically, we show that we can produce
graph summary statistics with an associated credible interval for indi-
vidual subjects, which extends the interpretability of these statistics. To
accomplish this, we estimated posteriors of network measures using the
BaCon framework and compared these results with point estimates ob-
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Figure 2.3 – Thresholded graphs and posterior edge probabilities. Top row: illustration of the arbi-
trariness of thresholded graphs represented as adjacency matrices for a number of possible streamline
thresholds for one subject (Subject 7). Bottom left: posterior edge probabilities for one subject as ob-
tained with our Bayesian approach. Bottom middle: scatter plot of posterior edge probabilities versus
log streamline counts over all subjects, with edges present in both posterior and point estimates in
black and those only in posterior in red (all edges in the point estimate were present in the posterior).
Each edge is represented in both directions. The lower most line represents edges with zero streamline
counts in one direction, these are the same edges as the “tuft" of high counts with low probabilities.
Bottom right: histogram of non-zero edge probabilities over all subjects. The symmetric appearance
is due to the mass of low probability edges being concentrated around very low probabilities.
tained from graphs based on thresholded streamline count matrices. The
threshold for these was chosen such that thresholded network density was
matched to the mean posterior network density for each subject individu-
ally. These graphs are visualized as adjacency matrices in Fig. S3.
The arbitrariness of thresholding is illustrated in the top row of Fig. 2.3,
where thresholded graphs are visualized as adjacency matrices for an
example subject (Subject 8; the same subject will be used as example
throughout this section). Clearly, the estimated structural graph heavily
depends on the chosen threshold. The posterior edge probability matrix
for that subject is also depicted in this figure (Fig. S4 for all subjects). Edge
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Figure 2.4 – Posterior densities and point estimates of graph measures. Top panels show mean and
95% highest posterior density intervals (HPD) for graph density (A), small-worldness (B) and modu-
larity (C) for all subjects sorted by their mean posterior graph density. Point estimates for thresholded
graphs are indicated with red stars. Bottom panels (D-F) show the same graph measures as a function
of streamline threshold for one subject (subject 8). Only thresholds resulting in connected graphs are
shown. Horizontal dashed lines indicate the mean posterior estimate and the shaded areas cover the
95% HPD interval.
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Figure 2.5 – Differences in betweenness centrality between point estimates obtained from thresh-
olded graphs and posterior distributions. For each subject we computed the distance between point
and posterior estimates as their difference normalized to the posterior standard deviation. Subcorti-
cal and inflated cortical surfaces show the median of this distance over subjects. Note the consistent
difference for right olfactory cortex, left pallidum and both thalami.
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probabilities were obtained using our framework by calculating the ratio
between samples containing a given edge and the total number of samples
drawn. Plotting these edge probabilities against the streamline counts re-
veals that our approach is able to model strongly asymmetric streamlin-
ing distributions, although it does generally assign low edge probabilities
probabilities to these edges. A histogram of non-zero edge probabilities
reveals that our model is generally confident about either the presence or
absence of edges, with relatively few intermediate probabilities.
The posterior distribution of networks also allowed us to subsequently
generate estimates for graph-theoretical measures with credible intervals
for individual subjects. Figs. 2.4A-C show subject specific 95% highest
posterior density (HPD) intervals [43] for graph density, small-worldness
and modularity, with subjects ordered with respect to posterior graph
density. Subjects differed considerably in posterior graph density, most
likely reflecting differences in data quality based on which inferences are
made. Both small-worldness and modularity were highly dependent on
graph density, as shown by the downward slope over subjects in Figs. 2.4B
and C. Point and posterior estimates were in agreement for both small-
worldness and modularity, with point estimates generally falling within
the 95% HPD interval of the posteriors. However, point estimates were
also systematically higher than posterior means, which implies that the
networks obtained using thresholding are qualitatively different from
those obtained using the Bayesian framework. In Figs. 2.4D-F, the same
measures are plotted as a function of threshold for an example subject
(Figs. S5-7 show equivalent plots for all subjects). These figures show that
posterior network densities correspond to an arbitrary range of thresh-
olds. Moreover, posterior small-worldness and modularity densities were
associated with a wider range of thresholds. These results indicate that
these measures are not only affected by the choice of threshold but also
have an associated uncertainty as captured by our framework.
In the remainder of this section, we examine estimates obtained for
region-specific graph-theoretical measures. Node centrality is a measure
of importance of a node in a network and there are numerous variants of
centrality indices. One of the most straightforward examples is between-
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2ness centrality, which is simply the fraction of shortest paths that pass
through the node in question. Betweenness centrality can be used to iden-
tify hub regions in a network [39]. To visualize the relationship between
point and posterior estimates of betweenness centrality, we computed a
distance zi as follows for every region i: zi =
(
µti − µi
)
/σi, where µti is the
point estimate of betweenness centrality, µi the median posterior between-
ness centrality and σi the standard deviation of this posterior. The median
of zi across subjects is plotted on the (sub)cortical surfaces in Fig. 2.5.
For most nodes, there was no consistent difference between point and
posterior estimates of betweenness centrality. Notable exceptions to this,
however, are the left and right thalamus, which had consistently lower
betweenness centrality in the point estimates as compared to posterior
means. Another interesting difference can be found in the left pallidum,
which was consistently higher in point estimates. Thresholded graphs
also returned a higher betweenness centrality for right olfactory cortex as
compared with the posterior distribution. To help explain these differ-
ences, surrogate group-level connection probabilities were estimated by
averaging thresholded graphs as well as the posterior probability matri-
ces over subjects. For all non-zero probabilities in either approach, we
took the difference between thresholding and posterior estimates and Z-
transformed these differences. Looking at the difference between the av-
erage connectivity profiles over subjects, we find that thresholding returns
lower connection probabilities (Z < −2.3) between left thalamus and bi-
lateral cingulate cortex, ipsilateral insula, temporal pole and amygdala as
well as contralateral superior frontal cortex and paracentral lobule. Right
thalamus had lower connection probabilities to ipsilateral orbito-frontal,
cingulate and inferior parietal cortices as well as ipsilateral amygdala. A
lack of these connections could very well explain the lower thalamic cen-
trality in thresholded graphs and may indicate that thresholding misses
out on relevant connections. Thresholded graphs had higher global con-
nectivity probabilities for right pallidum, but these could not be isolated to
any specific connection. Surprisingly, right olfactory cortex showed lower
connection probabilities (Z < −2.3) with ipsilateral amygdala and con-
tralateral olfactory, anterior cingulate, medial superior frontal and rec-
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tus cortex in thresholded graphs. This suggests that the difference in
betweenness-centrality is due to more distant edge configurations.
Discussion
The Bayesian connectomics framework presented in this paper illustrates
that one can obtain structural network estimates, as well as the uncertainty
thereof, using a generative approach which relies on Bayesian inference.
As shown in Fig. 2.3, thresholding at a streamline count of one results in
implausibly dense graphs, begging the question what threshold is opti-
mal. Our framework, however, does not require an arbitrary threshold.
Instead, it estimates both the number and configuration of connections
supported by the data under our model.
Since our framework produces a distribution of networks, this can be
used to formulate connection probabilities with a clear interpretability
that is not afforded by thresholding. It should be noted that these con-
nection probabilities are marginal probabilities that integrate out their de-
pendence on the rest of the graph. In general, as shown, the distribution
of networks can be subjected to any graph-theoretical analysis, providing
posterior estimates for these measures with credible intervals. The general
agreement between measures obtained from thresholded graphs and our
model shows that both approaches uncover similar topological features.
That being said, the employed threshold was informed by the posterior
graph density estimate. Setting a threshold is considerably less straight-
forward without such information.
Providing estimates of uncertainty enables a meaningful comparison
of graph measures for individual subjects, or even regions within individ-
ual subjects for node-wise metrics, where such a comparison was previ-
ously only interpretable at the group level. Such estimates of uncertainty
can become especially important when correlating graph-theoretical mea-
sures with phenotypes such as intelligence [44], motor skills [45] or de-
velopment [46]. In a clinical setting, the Bayesian framework may lead
to more sensitive markers for disorders which have been shown to be re-
lated to differences in structural connectivity, e.g. schizophrenia [47] or
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2Alzheimer’s disease [11, 48, 49]. These approaches rely on reproducibil-
ity within subjects, which was not assessed in this work and should be
addressed in future research.
Ultimately, the quality of structural estimates obtained using the
Bayesian approach depends on both the quality of the data and the va-
lidity of the employed model. In terms of data quality, one important
factor is the choice of parcellation, especially when examining graph met-
rics. The size and number of parcels greatly influence graph metrics [50]
and the same holds for our posterior estimates. In this paper, we used a
parcellation of 90 cortical and sub-cortical regions, which is a rather small
number of regions. However, streamlines could be aggregated at more
fine-grained levels to form the data matrix, though at the cost of increased
computational time.
From the modelling point of view, different functional forms of the
prior and likelihood function, reflecting different assumptions, may fur-
ther improve the inferences drawn by the model presented in this paper.
In contrast to thresholding or deterministic approaches, such assump-
tions are easily incorporated in the framework. In this paper, we used
a prior on global graph density reflecting our knowledge that local den-
sity can vary within a graph, while assuming very little otherwise. Other
knowledge about structural networks can easily be integrated within the
prior, for instance, that these networks tend to have small-world proper-
ties [32, 33]. Moreover, there are connections that are known from, for
example, macaque studies, which are difficult to establish using diffusion
MRI [31]*. Both of these types of information, i.e. global and local, can
be incorporated into a prior on structural networks. Exponential random
graph models (ERGMs) are another way to generate a prior distribution
of binary networks and encode prior assumptions on graph structure [51],
although their usage is computationally more costly. Next to the develop-
ment of more suitable priors, research may focus on extending the forward
model. For example, although in the current model we set d0 and d1 to the
same value for all subjects, these Dirichlet parameters could also be sam-
*Or, more rarely, large streamline counts where connections are known not to exist
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pled by placing a hyper-prior on them, allowing adaptation to individual
subjects’ data.
A number of studies employ weighted graphs (e.g. [11, 12]) and one
shortcoming of the model proposed here is that it can only produce a pos-
terior over binary graphs. Weighted graphs would be a more realistic
representation of brain networks as not all connections are created equal.
It should be possible to generate distributions of weighted networks by
formulating a sensible forward model that links a matrix of connection
strengths to the appropriate data. This formulation is not straightforward,
however, due to interpretation issues inherent to DWI [19].
Summarizing, the BaCon framework presents a principled approach to
estimating brain networks as well as graph-theoretical measures thereof.
Using a generative model easily allows incorporation of new model as-
sumptions into the existing framework. In general, we advocate the use
of a hypothetico-deductive approach in which developed models are con-
tinuously adjusted in the light of incoming data [52]. It is our hope that
the presented framework as well as its possible extensions will improve
the interpretability of results obtained from connectivity analysis studies.
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Supplemental Figure 1: Expected proportion of probability mass assigned 
to non-edges with d1 set to 1. The abscissa and ordinate represent d0 and node 
degree respectively whereas the color axis indicates the expected proportion of 
total probability mass assigned to non-edges as a whole. This can loosely be 
interpreted as the expected false positive rate. As d0 increases, so does the 
expected false positive rate. With higher degree, there is a decrease in false 
positive rates, as there is more opportunity for mass to be assigned to true 
positives.
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formed streamline counts.
0 2 4 6 8 10
Left Right
R
ig
ht
Le
ft
45
2. QUANTIFYING UNCERTAINTY IN GRAPH STATISTICS
2
Subject 1 Subject 2 Subject 3 Subject 4 Subject 5
Subject 6 Subject 7 Subject 8 Subject 9 Subject 10
Subject 11 Subject 12 Subject 13 Subject 14 Subject 15
Subject 16 Subject 17 Subject 18 Subject 19 Subject 20
Left Right
R
ig
ht
Le
ft
Supplemental Figure 2: Thresholded graphs for all subjects. Graphs were thresholded to match the 
subject’s mean posterior graph density.
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Supplemental Figure 5: Graph density as a function of streamlining threshold for all subjects. Hori-
zontal dashed lines indicate the mean posterior graph density and vertical lines indicate the threshold with 
the closest correspondence in graph density. Shaded areas cover the 95% highest posterior density. Note 
the log scale on the abscissa.
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Chapter 3
3
Clustered Activity Estimation with
Spatial Adjacency Restrictions
(CAESAR): functional parcellation
applied to striatum
Published as:
Probabilistic model-based functional parcellation reveals a robust, fine-grained subdivision of the striatum.
Janssen, R. J., Jylänki, P., Kessels, R. P. C., & van Gerven, M. A. J.
NeuroImage, 119, 398–405 (2015).
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3
Abstract
The striatum is involved in many different aspects of behaviour,
reflected by the variety of cortical areas that provide input to this
structure. This input is topographically organized and is likely to re-
sult in functionally specific signals. Such specificity can be examined
using functional clustering approaches.
Here, we propose a Bayesian model-based functional cluster-
ing approach, applied to resting state striatal functional MRI time-
courses. Data from two sets of ten participants were used to obtain
parcellations and examine their robustness. This stable clustering
was used to initialize a more constrained model in order to obtain
individualized parcellations in 57 additional participants. Resulting
cluster time courses were used to examine functional connectivity
between clusters and related to the rest of the brain in a GLM analy-
sis.
We find six distinct clusters in each hemisphere, with clear inter-
hemispheric correspondence and functional relevance. These clus-
ters exhibit functional connectivity profiles that further underscore
their homologous nature and are consistent with existing notions on
segregation and integration in parallel cortico-basal ganglia loops.
Our findings suggest that multiple territories within both the affec-
tive and motor regions can be distinguished solely using resting state
functional MRI from these regions.
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3Introduction
The striatum serves as the input structure of the basal ganglia, which are
involved in motor control, attention, learning and decision-making. This
functional versatility is subserved by inputs from thalamus, hippocam-
pus, amygdala and many neocortical regions. Animal studies have shown
that these inputs are topographically organized [1–4] and more recent
tractography studies have provided evidence that the same holds for hu-
mans [5–8].
Such organization of inputs may reflect a division into functional sub-
units and discriminating these is important when studying cortico-striatal
connectivity specifically (e.g. in the context of development [9], aging [10]
or pathology [11, 12]) as well as whole-brain connectivity [13]. Such a sub-
division was found in a meta analysis of 126 functional activation stud-
ies [14], showing a division into three parts, i.e. dorsal caudate, ventral
striatum and dorsal caudal putamen. Each showed specificity in the pat-
tern of coactivation in task-based functional magnetic resonance imaging
(fMRI). Di Martino et al. [15] used these results as the basis for resting
state functional connectivity analysis and found that seeds based on this
subdivision showed distinct connectivity patterns, confirming the meta-
analytic results. Barnes et al. [16] identified participant-specific equiva-
lents of these three striatal subunits by clustering the whole-brain connec-
tivity profiles for voxels in the striatum.
Using a dataset comprising 1000 participants, Choi et al. [17] generated
a striatal parcellation, demonstrating a functional subdivision consistent
with earlier results. Their approach was based on correlating striatal voxel
timecourses with cortical surface-node timecourses. Voxels were assigned
labels according to which network occurred most often among the top 25
correlated voxels. This resulted in a parcellation where the caudate was
associated with frontoparietal and default mode networks, the accumbens
was assigned to the limbic network and the putamen was split between
frontoparietal, dorsal attention, default mode and somatomotor networks.
Recently, Jung et al. [18] reported parcellations based on correlation maps
between striatal voxels and the rest of the brain. The parcellation was ob-
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tained using K-means clustering on the group averaged correlation maps
for caudate and putamen separately. This produced several different lev-
els of parcellation and these were subsequently used to investigate the
functional connectivity of clusters. They found that, even at fine-grained
parcellations, the functional connectivity profiles of the clusters were dis-
tinct. In the caudate, these could be grouped into clusters associated with
regions involved in cognition (dorsal caudate) and emotion (ventral cau-
date). Rostral putamen clusters were also associated with these types of
areas, whereas caudal putamen was mostly related to motor areas.
A limitation of the approach presented in [17] is that it relies on the
parcellation of cortex into networks, i.e. each voxel in the striatal mask
is assigned to a cluster based on its correlation with a network. An im-
plicit assumption in this heuristic is that these networks are disjoint. It is
more likely that functional networks, like the ones used in [17], represent
a global mean configuration of functional connectivity. When looking at
striatal function specifically, we are interested in all the configurations that
feature striatal regions, which are not necessarily the same as the global
mean configurations. K-means clustering, used in [18], has the limitation
that the number of clusters remains a free parameter to be tuned and has
a bias towards evenly sized clusters. In addition, as the clustering was
performed on connectivity profiles of the voxels, one needs to take care
in interpreting the functional connectivity results of the clusters. Further-
more, the approaches in both [17] and [18] are group analyses, i.e. they do
not provide single subject parcellations.
In this paper, Bayesian non-parametric (BNP) modelling is used to for-
mulate a parcellation strategy to address these limitations. BNP models
provide flexible and powerful analysis methods necessary for tackling dif-
ficult neuroimaging problems. For instance, Zhang et al. [19] proposed an
interesting non-parametric framework for analysing task fMRI data. BNP
models steer clear of issues like choosing the number of clusters by letting
them be determined by the data (for a general introduction to this type
of model see [20]). Andersen et al. [21] employed such a framework to
cluster the striatum. They used a graph-based clustering approach on the
correlation matrix with a Chinese restaurant process (CRP) as a prior on
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ous work, that is, it infers the number of clusters from the data and it only
uses data from the striatum to perform clustering, permitting analysis of
their relation with the rest of the brain in the same dataset. Using this ap-
proach bilateral striatal clusters were found, which could be grouped into
caudate, accumbens and putamen. However, no further analyses were
performed to assess the functional relevance of the obtained clusters.
The approach we propose is that of an infinite Gaussian mixture model
(IGMM), which allows us to generate a parcellation based solely on the
striatal functional timecourses. In this mixture model, each voxel is as-
sumed to belong to a cluster and voxels within a cluster are assumed
to have the same underlying BOLD timecourse and voxel-specific noise
structure. In contrast to [21], we use the distance-dependent Chinese
restaurant process (dd-CRP) [22] as a prior on cluster assignments. We
chose this generalization of the CRP because it facilitates the incorpora-
tion of spatial constraints. This model is used to parcellate at the group
level, a second model is formulated to tailor these parcellations to single
subject data.
The incorporation of a spatial constraint is based on the following rea-
soning. The goal is to find functional modules and most connections be-
tween neurons are short range. Hence we assume that a functional unit is
also spatially contiguous. A criticism might be that projections from exter-
nal regions can terminate in non-adjacent regions[23, 24]. However, this
does not in itself argue for non-contiguous clusters as the full set of input
and output connections might still be different for these termination sites.
The assumption of contiguity can be checked by examining the cluster
timecourses and their connnectivity profiles. While one could also cluster
without spatial constraint and enforce contiguity afterwards, employing a
spatial constraint in the estimation is the more elegant and computation-
ally efficient solution.
We show that our approach reveals functional clusters in the striatum
representing specific elements within established cortico-striatal loops
with identifiable single-subject representations. We confirm their func-
tional relevance by looking at functional connectivity of these subject-
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specific clusters with the rest of the brain, which demonstrates their
cluster-specific connection profiles.
Methods
Probabilistic model based clustering
Striatal voxels were clustered using an infinite Gaussian mixture model
(IGMM), which is visualized as a graphical model in supplementary Fig.
S1. In our Gaussian mixture model, each voxel n is assigned to a cluster
k and we draw a data point xnt for each time t from a Gaussian with
mean µkt and precision τkt. We placed a prior on the mean and precision
in the form of a normal-gamma distribution with parameters µ0, κ0, a0
and b0. Note that we model timepoints as T independent draws from a
one-dimensional Gaussian, as opposed to one draw from a T -dimensional
Gaussian, where T is the number of timepoints. This has the advantages
of computational efficiency and simplified group analysis.
A GMM can be turned into an IGMM by using the whimsically named
Chinese Restaurant Process (CRP) as a prior on the cluster assignment. In
the CRP analogy for our problem, voxels are customers, clusters are ta-
bles and cluster parameters, i.e. timecourse and noise parameters, are the
dishes served at a table. In this restaurant, there are an infinite number of
tables, each with their own dish, and as customers come in, they sit at a
random table. The probability of choosing a table that already has seated
customers is proportional to the number of diners at that table. The prob-
ability that they sit at an empty table is proportional to the concentration
parameter of the CRP, which controls the expected number of clusters.
While there are an infinite number of tables, the restaurant staff need only
consider those that are actually occupied at any given point, bounding the
maximum number of clusters to the number of customers.
The CRP prior assumes exchangeability, that is, it does not matter
in what order customers enter the restaurant. We would like to incor-
porate a spatial constraint such that clusters are contiguous, however,
which violates this assumption. The distance-dependent Chinese Restau-
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exchangeable elements. In the analogy for the dd-CRP, each customer
picks one customer with whom they would like to sit, with probability
proportional to how close they are. The concentration parameter of the
dd-CRP then serves as an indication of how strongly customers keep to
themselves. In this work, both the concentration parameter and distance
between customers is encoded in an N × N matrix A, where aij is the
inverse distance between customers i and j and aii corresponds to the
concentration parameter. The dd-CRP serves as a flexible prior, allowing
us to incorporate a spatial constraint and infer the number of clusters.
In order to complete the model, we need to set the hyperparameters
A, µ0, κ0, a0 and b0. A spatial constraint was specified such that aij = 1 if
i and j are adjacent, otherwise aij = 0. Voxels were considered adjacent
if they shared a face or an edge and voxels were considered adjacent to
themselves, that is, aii = 1 for all i. Data are assumed to be z-scored in
the time domain. Therefore we set µ0 = 0, while keeping this a flat prior
by setting κ0 to an extremely small value. We place a vague prior on τkt
by setting a0 = 2 and b0 = 1. The mean of this distribution is a0b0 = 2,
corresponding to an expected within-cluster variance of 0.5.
In order to obtain single-subject representations of the group-level par-
cellation, we employed a more constrained model informed by the group-
level results. In this model, we fix the number of clusters to that of the
group results. Further regularization was provided by placing a spatial
precision (inverse covariance) prior on the cluster timecourses. This prior
precision was obtained by taking the inverse of the group level cluster co-
variance matrix. After initializing the parcellation to the group level par-
cellation, we employed Gibbs sampling to reassign customer links. This
was applied to data from participants that were not used in the group-
level inference. With the number of clusters fixed and each participant
initialized the same way, this results in identifiable participant-specific
versions of the group-level parcels. A more detailed description of both
models, including derivations, can be found in the Methods S1.
The final MAP estimate of clustering was used, together with the in-
verse covariance matrix of the corresponding timecourses, to initialise a
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sampling chain for the remaining 57 participants. Each chain was tem-
pered using simulated annealing to obtain MAP parcellations.
Data
Data consisted of T1-weighted anatomical and resting-state fMRI scans
from 77 healthy, young-adult participants at 3 T. The T1 image was ac-
quired using an MPRAGE protocol and 1.0mm3 isotropic voxels (repeti-
tion time (TR) = 2300 ms, echo time (TE) = 3.03 ms). Resting state fMRI was
obtained using a Multi Echo - Echo Planar Imaging (ME-EPI) sequence
[25, 26] and 3.5mm3 isotropic voxels (TR = 2000ms, TEs = 6.9, 16.2, 25, 35
and 45 ms) and a total of 1029 volumes were obtained. Participants were
instructed to relax, keep their eyes open, stay awake and try not to think
about anything specific or dwell on one particular subject. A subset of this
data was presented in [27] and the reader is referred to this publication for
more details on the acquisition protocol.
Preprocessing was performed using FSL 5.0 and consisted of the fol-
lowing steps. The T1 image was preprocessed with FAST to obtain masks
for grey matter, white matter (WM) and cerebrospinal fluid (CSF) and
linearly registered to MNI152 space. The ME-EPI volumes at each TR
were combined as described by Poser et al. 2006 [26]. Motion correc-
tion was performed using MCFLIRT and the estimated motion parame-
ters were regressed out together with their temporal derivatives and mean
time courses for both WM and CSF. Finally, data were high-pass filtered
at 0.001Hz (no low-pass filtering was used) and the first five volumes
were discarded. The mean functional image was registered to the T1-scan
and the data were transformed to MNI space and interpolated to 2mm3
isotropic voxels with tri-linear interpolation. Striatal voxels were selected
using the Oxford-GSK-Imanova striatal atlas [28] supplied with FSL. For
each hemisphere, the mask was contiguous and covered caudate, puta-
men and ventral striatum.
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Maximum a posteriori (MAP) estimates of left and right striatum parcella-
tions were obtained using concatenated data for participants 1-10 and 11-
20 in order to look at robustness when working with a small group size.
In addition, the number of datapoints used in the estimation were varied
in order to investigate robustness in that regard. Parcellations were esti-
mated using the first 64, 128, 256 and 512 datapoints (≈. 2.1, 4.3, 8.5 and 17
min.) from each participant. Parcellations were compared for consistency
using the adjusted Rand index (ARI). As we have imposed a spatial con-
straint, the conventional hypergeometric model used in the adjustment in
no longer appropriate. Instead, we determined the expected Rand index
by sampling random parcellations from our prior for each hemisphere.
For the final estimate, these twenty participants were analysed as one
group. We used the first 256 data points (approx. 8.5 min.) from each
participant and data was Z-scored in the time domain before temporally
concatenating participants. Because this approach operates on the time-
courses themselves, as opposed to a covariance/correlation matrix, and
the data consists of resting state recordings, there is no way of supply-
ing a group averaged data matrix to the model. Since an equal number
of data points was used for all subjects, however, temporal concatenation
corresponds to a group mean analysis.
A full description of the employed inference procedure can be found in
the supplementary material. In short, 1000 parallel Gibbs sampling chains
[29] were started and their final samples were gathered in 20 groups of
50 samples. Each parcellation sample was represented as a co-assignment
matrix Q, where qij = 1 if voxel i and j are assigned to the same cluster
in that sample. Co-assignment matrices were averaged within each group
and used as the distance measure for average linkage hierarchical cluster-
ing analysis to obtain a mean parcellation. The mean parcellation for each
group was used as initialization for a new chain and each chain gener-
ated 100 samples. These samples were pooled across chains and the MAP
estimate was the sample with the highest posterior probability. The final
MAP estimate of clustering was used, together with the inverse covari-
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ance matrix of the corresponding posterior mean timecourses, to initialize
a sampling chain for the full datasets of the remaining 57 participants.
Each chain was tempered using simulated annealing to obtain MAP par-
cellations. More details on posterior inference can be found in Methods
S1.
Functional connectivity estimation
We obtained posterior mean cluster timecourses for the entire recording
based on the subject-specific parcellations and used these to examine both
within-cluster relationships as well as connections with other brain re-
gions. For the former we computed their (partial) correlations and for
the latter we used them as regressors in a whole-brain Generalized Lin-
ear Model (GLM) using FEAT (FMRI Expert Analysis Tool) Version 6.00,
part of FSL (FMRIB’s Software Library, www.fmrib.ox.ac.uk/fsl). For the
GLM, data were spatially smoothed with a Gaussian kernel (full width
half maximum of 6mm). Group analysis was performed using FLAME
(FMRIB’s Local Analysis of Mixed Effects) stage 1 with automatic outlier
detection [30–32]. Z-statistic images were thresholded using clusters de-
termined by Z > 5.3 and a (corrected) cluster significance threshold of
p = 0.001 [33].
Results
In the following, we first describe the striatal parcellation found using our
probabilistic model-based clustering procedure. Subsequently, the inter-
action of each identified parcel with the rest of the brain is presented in
terms of functional connectivity.
Striatal parcellation
The model returned solutions with six or seven cluster in either hemi-
sphere, with seven cluster solutions occurring with short datalengths in
both groups of ten participants. Replication consistency between these
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Figure 3.1 – Replication consistency, as measured with the adjusted Rand index, as a function of the
number of datapoints per participant between two groups of ten participants.
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Figure 3.2 – Volume visualisation of maximum a posteriori clustering estimates based on partici-
pants 1-20 (Panel A), 1-10 (Panel B) and 11-20 (Panel C). Note that left and right hemispheres were
clustered independently and clusters have been manually coloured to match their counterparts across
hemispheres and runs. Labels are as follows: DC is dorsal caudate (yellow), VC is ventral caudate
(pink), RCA is rostral caudate/accumbens (blue), RP is rostral putamen (red), CP is caudal putamen
(green) and DP is dorsal putamen (black).
63
3. CAESAR
3
groups, measured with ARI, is plotted as a function of the number of dat-
apoints per participant in Fig. 3.1. As expected, consistency increased with
the number of datapoints, it does not, however, seem to increase much be-
yond 256 datapoints. This suggests such a segment is sufficient to capture
common features across participants, hence we used this in the combined
analysis of these twenty participants for the sake of computational effi-
ciency.
Samples from the initial runs with 256 datapoints quickly converged
to solutions with 5-7 clusters that showed some consistency over samples,
yet had considerable variability in the borders between clusters. Parcel-
lations obtained from the linkage step contained 6-7 clusters. These par-
cellations were more consistent in their boundaries and had considerably
higher posterior probability (log probabilities differed by > 4 × 106 be-
tween samples from the initial runs and parcellations from the linkage
analyses). This provides evidence that there is a principal mode. The final
sampling runs further decreased variability in borders between clusters
and increased posterior probabilities.
The parcellation MAP estimate for both sets of ten participants (Fig. 3.2B-
C), as well as the combined set (Fig. 3.2A), contains six clusters for each
hemisphere in the results. For further analysis we used the clustering ob-
tained from the combined set. Each of the six clusters in this parcellation
has a clear homologue in the contralateral striatum, hence we will use the
following naming convention for both left and right hemisphere: dorsal
caudate (DC, yellow), ventral caudate (VC, pink), rostral caudate/accum-
bens (RCA, blue), rostral putamen (RP, red), caudal putamen (CP, green)
and dorsal putamen (DP, black). As shown in Fig. 3.4, while participants
vary in their final tailored parcellations, clusters remain clearly identifi-
able across participants.
The strong inter-hemispheric correspondence of clusters is also present
in their functional signals as illustrated in Fig. 3.2D, which shows the
correlation matrix of cluster timecourses. The within-hemisphere corre-
lation pattern is close to identical for left and right striatum and is also
strongly reflected in the cross-hemispheric correlations, although there is
some asymmetry in the correlations between the putamen clusters across
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Figure 3.3 – Posterior mean cluster time-course correlations (upper triangle) and partial correlations
(lower triangle). Labels are as follows: DC is dorsal caudate (yellow), VC is ventral caudate (pink),
RCA is rostral caudate/accumbens (blue), RP is rostral putamen (red), CP is caudal putamen (green)
and DP is dorsal putamen (black).
hemispheres. This provides a clear indication of well-defined functional
relationships between striatal clusters.
This internal structure is largely preserved in the partial correlation
matrix shown in Fig. 3.2E. The correlation between homologous clusters
is also maintained, whereas inter-hemispheric correlations between non-
homologous clusters are abolished. This means that homologous clusters
either receive common inputs or communicate directly, with the former
being more likely.
As shown in Fig. 3.4, while participants vary in their final tailored par-
cellations, clusters remain clearly identifiable across participants.
Relation to the rest of the brain
In order to investigate the roles of these clusters, we also estimated func-
tional connectivity. Normalized cluster time courses for the individual-
ized parcellations were by using normalized cluster timecourses as regres-
sors in a GLM. As shown in Figs.3.5 and 3.6, most clusters show distinct
patterns confirming functional specialization. As it is difficult to concisely
show all the results, these results can also be found in the supplementary
materials as NIfTI-files.
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Figure 3.4 – Volume visualisation of the group parcellation based on participants 1-20 (Fig. 3.2A)
tailored to participants 21-24.
The DC regressors showed both positive and negative correlations.
The positive correlations mostly explained variance in ipsilateral white
matter following the lateral ventricles for the left DC. Right DC showed
the same ipsilateral pattern with parts of this pattern mirrored contralat-
erally. Negative correlations were found for both clusters in the ipsilateral
VC as well as bilateral red nucleus, supramarginal gyrus and post-central
gyrus. Notably, the negative correlations were more extensive for the right
DC, with negative correlations also found throughout the cerebellum, in
the brainstem, bilateral parahippocampal gyrus, posterior cingulate cor-
tex, lingual gyrus, temporal pole and thalamus.
Both VC clusters showed positive correlations with ipsilateral ante-
rior cingulate cortex, paracingulate cortex, medial and (dorso)lateral pre-
frontal cortex, angular gyrus, precuneus, lateral occipital cortex, globus
pallidus externa and anterior thalamus. In addition, they were negatively
correlated with ipsilateral RCA/CP and the white matter territories as-
sociated with DC. In addition, left VC had positive bilateral associations
with the insula, pulvinar and hypothalamus and bilateral negative associ-
ation with amygdala. Right VC was also correlated with ipsilateral poste-
rior cingulate cortex and contralateral thalamus.
Fluctuations of each RCA signal were associated with ipsilateral ante-
rior cingulate cortex, paracingulate cortex, medial and lateral frontal pole
and bilateral orbitofrontal cortex as well as negative association with RP.
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Figure 3.5 – Results from cluster timecourse GLM. The timecourse for each cluster was used as a
regressor in a GLM, the thresholded second level Z-statistic (Z > 5.3, cluster p < 0.001) images for
each of these regressors are shown. Slices are in radiological orientation and labels are as follows: DC
is dorsal caudate, VC is ventral caudate and RCA is rostral caudate/accumbens.
Left RCA was also correlated with posterior cingulate cortex and anticor-
related with contralateral inferior frontal gyrus. Right RCA also showed
positive correlation with contralateral anterior cingulate cortex, paracin-
gulate cortex, medial frontal pole, insula, and bilateral superior temporal
gyrus, as well as negative correlation with ipsilateral VC.
Signals from both RP clusters were positively correlated with ipsilat-
eral globus pallidus externa, insula, anterior cingulate cortex and nega-
tively with DP. Left RCA was also related to bilateral inferior precentral
gyrus, hypothalamus, ipsilateral parietal opercular cortex and contralat-
eral globus pallidus externa and negatively associated with superior tem-
poral gyrus. In addition to the pattern shared with its contralateral coun-
terpart, right RCA also showed connectivity with ipsilateral superior and
inferior frontal gyrus as well as negative correlation with VP.
Connectivity profiles for left and right CP were similar in that both
were positively correlated to ipsilateral globus pallidus externa, insula,
superior temporal gyrus, central opercular cortex and amygdala and neg-
atively correlated to ipsilateral RP. In addition to these, left CP was also
correlated with bilateral central sulcus and ipsilateral precentral gyrus.
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Figure 3.6 – Results from cluster timecourse GLM. The timecourse for each cluster was used as a
regressor in a GLM, the thresholded second level Z-statistic (Z > 5.3, cluster p < 0.001) images for
each of these regressors are shown. Slices are in radiological orientation and labels are as follows: RP
is rostral putamen, CP is caudal putamen and DP is dorsal putamen.
Right CP showed additional positive correlation with the frontal pole and
negative correlation with contralateral globus pallidus externa as well as
various regions in the white matter.
Regressors for both DP clusters were positively correlated with bi-
lateral supplementary motor area, ipsilateral precentral gyrus, inferior
frontal gyrus, thalamus and globus pallidus externa and anticorrelated
with ipsilateral RP. Left DP also additionally showed positive correlations
with bilateral parahippocampal gyrus, planum polare, anterior cingulate
cortex, ipsilateral cerebellum, amygdala and middle frontal gyrus, as well
as negative correlations bilaterally around the posterior portion of the lat-
eral ventricles and contralateral insula. Right DP also showed positive
association with frontal opercular cortex and negative association with ip-
silateral CP and ventral occipital cortex.
Discussion
We show that resting state fMRI data from just 10 participants can be used
to obtain a robust, fine-grained parcellation of the human striatum. More-
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even in new participants. Such tailored parcellations are highly relevant
when investigating disorders in which the striatum may be malformed in
some way, such as atrophy in Parkinson’s or Huntington’s disease. For
convenience in representation and comparison, we estimated and pre-
sented these individualized parcellations in normalized space, but this
tailoring step is just as easily applied to data in native space.
While parcellations of the striatum have been presented in earlier
work, e.g. [17, 18], and Barnes et al. [16] presented a method to tailor
existing parcellations, we provided a unified framework to do both. More-
over, we show that this framework is robust enough to work on datasets as
small as ten participants with 256 datapoints each, returning a parcellation
that is consistent with earlier literature describing functional subdivisions
of the striatum [14, 16–18].
The DC and VC clusters together correspond to the dorsal caudate
in the terminology of Postuma and Dagher [14]. Our DC cluster shows
connectivity patterns that are somewhat difficult to interpret. The white
matter correlations might be due to draining veins in the lateral ventri-
cle, although we would expect more coverage of the ventricle itself. The
fact that it consistently follows the ipsilateral ventricle might also be inter-
preted as representing the tail of the caudate. The negative correlations are
more interesting, as they appear in many motor related areas, suggesting,
perhaps, a role in motor inhibition.
Spatially, the VC cluster is located in the caudate head/body. The cau-
date head is assigned to the spatial loop in the cortico-striatal loop model
described in [11]. This loop is involved in multimodal, directed attention
in a spatial context, which is also consistent with the connections we find
with dorsolateral prefrontal and parietal cortices.
The affective loop in this same model involves projections from or-
bitofrontal cortex, anterior cingulate cortex and insula as well as hip-
pocampus and amygdala to the ventral striatum. In our results, the ven-
tral striatum can be regarded as the combination of RCA and RP clusters.
While both clusters were related to anterior cingulate cortex and paracin-
gulate cortex, these relations were expressed in different locations, with
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the more posterior RP clusters related to more posterior portions of these
cortices. A similar story holds for the relation with insular cortex in that
superior regions were more associated with RP and inferior portions with
RCA clusters. Hence, these two clusters appear to correspond to either
end of the topographic mapping of their cortical inputs.
Finally, the DP and CP clusters together cover most of the putamen,
which is assigned to the motor loop. This is most strongly reflected in the
DP clusters, with its connection to the supplementary motor area and pre-
central gyrus. The CP cluster showed a very different connectivity profile
when compared to DP, supporting our division of the putamen.
Choi et al. [17] reported parcellations at two levels, corresponding to
the course and fine levels of parcellation from Yeo et al. [34]. Prima fa-
cie, these parcellations have 7 and 17 clusters respectively. However, the
two smallest clusters in the 7-network partition represented about 0.5% of
striatal volume. Out of seventeen networks in the fine parcellation, four
were not represented in the corresponding partition at all. Furthermore,
the three smallest, non-empty clusters represented approximately 0.4% of
the total volume in this partition*. If these small clusters are disregarded,
the parcellations contain 5 and 9 clusters respectively. If they are split over
hemispheres, we end up with 10 and 17 clusters respectively (one cluster
in the 17-network parcellation has only a handful of voxels in the right
hemisphere).
There are some striking dissimilarities between their 7-network parcel-
lation and the one presented in this paper. We find an extra cluster in each
hemisphere which, very roughly, corresponds to breaking their “fronto-
parietal” cluster into our DC and RP clusters. This split is supported in
our case by the distinct correlation patterns with the rest of the brain. The
caudate is, more-or-less, split into rostral and caudal segments in the Choi
parcellation, whereas our approach split it into dorsolateral and ventro-
medial segments. In the putamen, their clusters have a more complicated
shape, making it more difficult to compare. Most of the additional clusters
in their 17-network parcellation correspond to fractions of our CP cluster
*This is based on the parcellations supplied in the supplementary material of Choi
et al. [17].
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3and caudal portions of DP, with one of these clusters also having territory
in the left caudate.
While Jung et al. [18] did not report a definitive parcellation, the clus-
tering solutions with three clusters in both caudate and putamen resem-
ble the parcellation reported here in both their shape and their functional
connectivity pattern. Notably, only the six cluster solution of the putamen
splits a cluster across hemispheres. An important difference is our use
of a spatial constraint, which necessarily splits left and right hemisphere
components of bilateral clusters. The lateralized functional connectivity
results we find illustrates the usefulness of such a constraint.
The obtained clusters are also distinctive in their internal connectivity
pattern. The internal correlation structure is an aspect that is not exam-
ined in earlier literature and shows a clearly defined internal organization,
which is virtually identical for both left and right striatum. Looking at
the structure of the partial correlation matrix, there are partial correlations
between clusters and their contralateral homologues, as well as ipsilat-
eral neighbours, but not the contralateral equivalents of these neighbours.
This can be explained by assuming a common input between homologous
clusters and a direct link between neighbouring clusters. This direct link
may be explained in several different ways that are not mutually exclu-
sive. A link between neighbouring clusters is not surprising, because of
the lack of hard boundaries between cortico-striatal-projection territories
[4], which would lead to signal mixing when combined with a hard clus-
tering. Of course, neighbouring neuronal populations in the striatum are
also likely to be interconnected.
With the spatial constraint, reassigning a voxel’s customer assignment
only affects the clusters in that voxel’s neighbourhood. As a result, the
approach presented here scales rather favourably in the number of ele-
ments. Baldessano et al. [35] demonstrated that such an approach can also
be applied to cluster whole-brain connectivity matrices. In our approach,
temporal information could also be leveraged by modelling cluster time-
courses as draws from a T -dimensional Gaussian distribution. This, in
turn, could make the model more powerful in estimating functional clus-
ters at the cost of having to deal with T × T covariance matrices. On the
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other hand, even though our approach was designed with functional sig-
nals in mind, it could just as easily be applied to another imaging modal-
ity, for example to cluster cortical thickness patterns.
One of the most important limitations on the quality of the parcella-
tion is the resolution of underlying data. As such, applying this approach
to high-resolution data would be the next logical step. With higher resolu-
tion data, it might be possible to find even more fine-grained parcellations.
In particular, it might allow the differentiation of clusters involved in the
visual loop in ventral putamen and as well as finding motor loop compo-
nents in the caudate. The internal capsule also does not fully separate cau-
date from putamen. Thin strips of grey matter provide contiguity which
could be leveraged with sufficiently high resolution functional data.
Another limitation, though hardly unique to our study, is that the em-
ployed mask did not cover the entire caudate. The tail of the caudate is
a thin strip of tissue extending all the way along the posterior horn of
the lateral ventricle. Our imaging resolution precludes the use of such a
comprehensive template, even if one existed. Given the difficulty in seg-
menting the tail of the caudate in standard resolution T1-images (voxel
sizes ≈ 1mm3), it will probably be difficult to extract functional signals,
even with high-field scanners.
In conclusion, we developed a probabilistic model-based clustering
technique which allows for robust, data-driven parcellation of the stria-
tum, identifying regions known to be involved in specific cortico-striatal
loops. Moreover, our parcellation confirms earlier work reporting func-
tionally specific parcels within these regions. We also provide an atlas of
the striatum in terms of a parcellation, but, as used in the tailored parcella-
tion, this atlas is augmented by the covariance structure of the parcels. As
a result, the parcellation and covariance structure together define a func-
tional atlas and can serve to generate participant-specific atlases and we
provide a unified framework for estimating both group- and individual-
level atlases. The approach presented in this paper holds great promise
to aid in the analysis of fMRI data, be it resting state or task related data,
from both healthy participants and patients.
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3Supplementary Methods
In this supplementary material we will outline a probabilistic model-
based clustering approach to functional parcellation as well as a way to
translate group level results to individual subjects. The basis of this ap-
proach is a mixture model, i.e. we assume that the data is comprised of K
clusters and each voxel belongs to one such cluster.
Likelihood
For each cluster k and time point t, the cluster mean µkt and precision τkt
are drawn from a normal-gamma distribution:
µkt, τkt ∼ NG (µ0, κ0, a0, b0) . (3.1)
For every voxel i belonging to cluster k and time t, data point xit is drawn
from a normal distribution with mean µkt and precision τkt:
xit ∼ G (µkt, τkt) . (3.2)
For notational convenience, let θ = [µ0, κ0, a0, b0] denote the vector of
hyperparameters of the normal-gamma prior. In addition, let
κk = κ0 + nk (3.3)
a+ k = a0 +
nk
2
(3.4)
bkt = b0 +
∑nk
i=1 (xit − x¯kt)2
2
+
κ0nk (x¯kt − µ0)2
2 (κ0 + nk)
(3.5)
where nk is the number of elements in cluster k, and x¯kt is the empirical
mean of cluster k at time t. The marginal likelihood of the data in a cluster
k (integrating out µkt and τkt) is given by:
P (Xk | k,θ) =
T∏
t=1
P (xk | k,θ)
=
T∏
t=1
Γ(a0)b
a0
0
Γ(ak)b
ak
k
(
κ0
κk(2pi)nk
)2
(3.6)
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where Xk and xk represent data from voxels assigned to cluster k for all
and individual timepoints respectively. The full data likelihood is then
simply the product of cluster likelihoods. Because each timepoint has its
own noise level τ−1kt , the model is hierarchical over timepoints. This al-
lows the model to adapt to noise that is specific in time. It also means
that group analyses can be performed simply by temporally concatenat-
ing data, without any assumptions on a global noise level over subjects. It
should be noted that the µkts are assumed to be independent; that is, they
are coupled only in the sense that the same parcellation must hold for all
of them. Although functional signals contain autocorrelations, this is a
useful approximation to maintain computational feasibility, as modelling
these temporal dependencies require the estimation of T × T covariance
matrices.
Prior
In this section we introduce the prior on clustering. Let pi denote a vec-
tor to encode this parcellation such that pii = k if voxel i is part of cluster
k. Every pii can then be drawn from a K-dimensional multinomial distri-
bution, but this would require specifying the number of clusters K. This
involves either an arbitrary choice or some form of model selection to mo-
tivate the number of clusters. Bayesian non-parametric models steer clear
of this issue by letting the model complexity, the number of clusters in this
case, be determined by the data. This is a key advantage of our approach
over clustering methods commonly applied in neuroscience. For an in-
troduction to this type of model see Gershman and Blei [20] The standard
prior on pi for a non-parametric clustering model would be the Chinese
Restaurant Process (CRP). The analogy for the CRP is that each cluster is
one of an infinite number of tables in a restaurant and customers (voxels,
in our case) sit down at a random table. The probability to join any non-
empty table is proportional to the number of customers already seated at
that table and proportional to the concentration parameter α for an empty
table.
The CRP prior assumes exchangeability, that is, it does not matter in
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3what order customers enter the restaurant. We would like to incorporate
a spatial constraint such that clusters are contiguous, however, which vi-
olates this assumption. The distance-dependent Chinese Restaurant Pro-
cess (dd-CRP; Blei and Frazier [22]) is a generalization of the CRP that
allows non-exchangeable elements. n the analogy for the dd-CRP, each
customer picks another customer and joins their table with probability in-
versely proportional to the distance between them. Customers can also
join themselves with probability equal to the concentration parameter of
the dd-CRP, in which case they start a new table. The probability of a set
of customer assignments λ, where λi identifies with whom customer i sits,
is given by:
p(λ|A) =
N∏
n=1
p(λn|A)
=
N∏
n=1
N∏
m=1
(
An,m∑N
i=1An,i
)[λn=m]
(3.7)
with [·] being the Iverson bracket and A denotes a matrix incorporating
both the inverse distances between customers (off-diagonal elements), as
well as the concentration parameter (diagonal elements).
Finally, let pi(λ) denote a partition that is determined by λ, i.e. pii(λ) =
pij(λ) iff there is a path from node i to j, or vice versa, through the cus-
tomer links. Combining likelihood and prior gives a posterior of the form:
P (λ | x,θ,A) = P (x | θ,pi(λ))P (λ | A) (3.8)
Single subject parcellations
To obtain single subject parcellations that represent the K×K group level
covariance matrix Σ, we fix the number of clusters to K and combine the
Gaussian observation model from Eq. 3.2 with a multivariate normal prior
for the subject-specific cluster time courses as
P (x,M | Σ, τ) ∝ N (xt|Zµt, τ−1I)N (µt|0,Σ) (3.9)
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where xt is an N × 1 vector containing the data observed at time t, M is
the K × T matrix of cluster means, µt is a K × 1 vector corresponding to
the tth column of M, and each row of the binary N ×K matrix Z has only
one non-zero entry indicating the cluster assignment of the corresponding
voxel. To facilitate the inference on the cluster assignments Z we integrate
over µt to obtain the marginal likelihood
P (X | Z,Σ, τ) =
T∏
t=1
(
2pi
τ
)−N
2
|Σ|− 12 |St|− 12 exp
(
τ2
2
xTt Z
TStZxt − τ
2
2
xTt xt
)
(3.10)
where the conditional covariance of µt is given by St =
(
ZTZ + Σ−1
)−1.
The key difference to the marginal likelihood used in dd-CRP is that now
the cluster mean time courses are spatially coupled according to the group
level covariance. Since K is fixed, a standard Dirichlet-multinomial prior
can be assigned to the cluster assignments:
P (Z | α) =
Γ
(∑k
k=1 αk
)
N + Γ
(∑k
k=1 αk
) K∏
k=1
Γ (nk + αk)
Γ(αk)
, (3.11)
where α1, · · · , αK are the concentration parameters and nk is the number
of voxels assigned to cluster k, i.e., the sum of the elements in the kth col-
umn of Z. The concentration parameters were set to αk = 1. A gamma
prior τ ∼ G(a0, b0) with a shape parameter a0 = 2 and a scale parame-
ter b0 = 1 was assigned to the overall noise level τ , in keeping with the
parameter settings of the full model.
Probabilistic inference
In order to estimate the posterior given in Eq. 3.8, we made use of Gibbs
sampling[36]. The Gibbs sampler is a Markov chain Monte Carlo ap-
proach which works by cycling through all elements and reassigning them
according to the full conditionals.
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Having integrated out the cluster timecourses and precisions, all that re-
mains to be sampled is the list of voxel assignments. In each step we
sweep over all voxels in random order and resample their connections
(customer assignments) by removing the current assignment and choos-
ing a new assignment conditioned on the resulting partitioning as out-
lined in Blei and Frazier [22]. The sampling scheme of the dd-CRP has
the added benefit that resampling the link allows large moves to be made,
which should benefit convergence. For the prior, we can use Eq. 3.7 and
for the likelihood we can use Eq. 3.6 for clusters affected by the resam-
pling. The conditional probability of a new link is then
P (λ−i = j | λ(−i),X,θ,A) ∝ P
(
X | pi(λ′),θ)P (λi = j | A) , (3.12)
where λ( − i) is the vector of customer assignments, disregarding the ith
voxel, pi(λ′) is the parcellation that follows from resampling λi. Given our
specification of A and the factorisation of our likelihood, this reduces to
P (λ−i = j | λ(−i),X,θ,A) ∝
{
P (|) if the link joins clusters k and l
1 otherwise.
(3.13)
In order to speed up convergence we adopted a three step scheme in-
spired by the evidence accumulation clustering framework[37]. First, we
ran 1000 parallel sampling chains, initialised with every voxel in its own
cluster, for 30 steps each and saved the final sample. These chains quickly
converge to some local minimum in the tails of the posterior distribution
and the second step is to get some estimate of the centre of this distribu-
tion. For this second step, we split the samples into 20 sets of S = 50
samples and applied average linkage agglomerative hierarchical cluster-
ing to the voxels where, for each set, the distance qij between voxels i and
j was
qij = 1− S−1
S∑
s=1
[
pi
(s)
i = pi
(s)
j
]
, (3.14)
with [·] denoting Iverson brackets. The resulting dendrograms were cut at
an average distance of 0.5. In order to fine-tune the posterior estimates we
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used these parcellations to initialize a new set of sampling runs. Each run
was initialised to a parcellation by drawing, conditioned on that parcella-
tion, a random customer assignment from the prior and was subsequently
run for 100 steps. These samples were pooled across chains and our maxi-
mum a posteriori (MAP) estimate was the sample from this pool with the
highest posterior probability.
Single subject model
The Gibbs sampling was conducted by drawing the cluster assignments
zi one by one for i = 1, · · · , N conditioned on the remaining assignments
Z−i, prior covariance Σ, and the noise level τ using the conditional density
P (zi | Z−i,X) ∝ P (X | Z,Σ, τ)P (Z | α) , (3.15)
where the likelihood is given by Eq. 3.10 and the prior by Eq. 3.11.
After each sweep over the cluster assignments i = 1, · · · , N , the noise
level was sampled by first drawing the cluster means for t = 1, ..., T from
P (µt | Z, τ,xt) = N (mt,St), (3.16)
where St = (τZTZ + Σ−1)−1 and mt = τStZTxt. Subsequently, τ was
drawn from
P (τ | µt,xt) = G
(
a0 +
1
2
NT, b0 +
1
2
T∑
t=1
||xt − Zµt||2
)
(3.17)
The marginal likelihood term 3.10 that is required for evaluating 3.15 can
be computed efficiently by pre-computing St and |St| before each sweep
over the voxels and subsequently updating them using rank-1 computa-
tions that result from the single-row adjustments of Z.
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Fig. S1: Graphical representation of the model. Green 
nodes represent hyperparameters, grey nodes denote 
latent variables and the blue node marks BOLD data
as the observed variable. A partition λ is drawn from  
dd-CRP with hyperparameter A. For each cluster k in 
this partition and timepoint t, we draw a mean μkt and 
precision τkt from a normal-gamma distribution with 
parameters μ0, κ0, a0 and b0. Finally, for each voxel 
that is a member of cluster k and each timepoint, we 
draw a datapoint from a normal distribution with 
parameters μkt and τkt.
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Abstract
We have proposed a Bayesian approach for functional parcella-
tion of whole-brain FMRI measurements which we call Clustered
Activity Estimation with Spatial Adjacency Restrictions (CAESAR).
We use distance-dependent Chinese restaurant processes (dd-CRPs)
to define a flexible prior which partitions the voxel measurements
into clusters whose number and shapes are unknown a priori. With
dd-CRPs we can conveniently implement spatial constraints to en-
sure that our parcellations remain spatially contiguous and thereby
physiologically meaningful.
In the present work, we extend CAESAR by using Gaussian pro-
cess (GP) priors to model the temporally smooth haemodynamic sig-
nals that give rise to the measured FMRI data. A challenge for GP
inference in our setting is the cubic scaling with respect to the num-
ber of time points, which can become computationally prohibitive
with FMRI measurements, potentially consisting of long time series.
As a solution we describe an efficient implementation that is practi-
cally as fast as the corresponding time-independent non-GP model
with typically-sized FMRI data sets.
We also employ a population Monte-Carlo algorithm that can
significantly speed up convergence compared to traditional single-
chain methods. First we illustrate the benefits of CAESAR and the
GP priors with simulated experiments. Next, we demonstrate our
approach by parcellating resting state FMRI data measured from
twenty participants as taken from the Human Connectome Project
data repository. Results show that CAESAR affords highly robust
and scalable whole-brain clustering of FMRI timecourses.
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The brain is generally assumed to consist of interconnected functional
modules. This principle takes central stage in connectomics research, re-
ferring to the study of the properties of these connection patterns [1].
Hence, connectomics presupposes some definition of nodes to be con-
nected. This node definition can be linked to different scales, ranging from
single neurons to brain regions. To a large extent, the scale of node defini-
tion is dictated by the measurement method employed to probe network
architecture. In the case of functional magnetic resonance imaging (FMRI),
the smallest accessible scale is given by the voxel size.
Given the large numbers of voxels in whole-brain analyses, it is usu-
ally more convenient to group voxels into functionally coherent regions.
This begs the question of how to accomplish this. The simplest approach
is to use a predefined atlas, warped to individual participants’ brains [2].
A better approach is to parcellate the brain based on functional signals.
This way, regions are formed that represent functionally coherent mod-
ules, which is important for subsequent functional analyses [3]. A number
of approaches have been suggested for clustering FMRI data, including
K-means[4], hierarchical clustering[5], spectral clustering [6–8], boundary
based segmentation [9] and more (e.g. [10–13]).
Generally, extant parcellation approaches require the user to select the
number of clusters in the parcellation. Non-parametric Bayesian cluster-
ing approaches, like those presented in [11–13], are one way of remedying
this issue by estimating the number of clusters along with the parcella-
tion. We recently showed that such an approach can be used to provide a
robust, meaningful parcellation of the striatum [13].
A common tactic in parcellation approaches is to base the parcellation
on the voxel-wise functional connectivity, usually measured with the Pear-
son correlation coefficient. The main advantage of this approach is one of
scaling. Such methods can operate on a group-average correlation-matrix,
hence they scale independent of the number of timepoints and partici-
pants. The disadvantage is that they do not model the cluster timecourses
directly, hence they do not provide an estimate of these. This is usually
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solved by going back to the data and computing a mean timecourse.
A more elegant approach would be to include this estimation in the
model formulation, this way one need only apply the model once and
the output would consist of both a set of clusters and their correspond-
ing timecourses. Such a formulation also allows the incorporation of as-
sumptions on the cluster timecourses. Given that the blood-oxygen-level
dependent (BOLD) signal is assumed to represent neuronal signal after
convolution with the haemodynamic response function [14], incorporat-
ing a smoothness assumption should improve the estimation of cluster
time courses and, through this, the parcellation. The approach presented
in [15] is an example of a model that incorporates temporal assumptions
about time courses. The model aims to decompose the data in a set of spa-
tial maps and associated time courses, similar to principal/independent
component analysis (PCA and ICA respectively). However, like ICA, this
is not strictly a parcellation approach, because the resulting components
can have spatial overlap as well as negative weights.
In this paper, the model presented in [13], which we call Clustered
Activity Estimation with Spatial Adjacency Restrictions (CAESAR), is
extended to include assumptions about temporal smoothness. This is
achieved by assuming a Gaussian process prior to model the temporally
smooth haemodynamic signals that give rise to the measured FMRI data.
We addressed the computational challenges that emerge from this exten-
sion and show that the resulting approach allows efficient and robust es-
timation of whole-brain parcellations from FMRI timecourses.
Materials and Methods
We proceed by describing the different building blocks of CAESAR, as
summarized in the graphical model shown in Fig. 4.1. For the sake
of consistency, we use ‘nodes’ to refer to the elements being clustered,
be they voxels or mesh nodes (for volumetric and surface-mapped data
respectively). A Matlab implementation of CAESAR is maintained at
https://github.com/ccnlab/ddCRP.
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Figure 4.1 – Graphical representation of the model. Y denotes the observed data, the red nodes rep-
resent the clustering prior, green nodes form the Gaussian process model and gray nodes designate
variables in the noise model. Put together, X, Y and the noise model form the observation model.
We are interested in the posterior distribution
p(pi|Y,θ) = Z−1 p(Y|X,pi,θ)︸ ︷︷ ︸
observation model
timecourse prior︷ ︸︸ ︷
p(X|pi,θ)p(pi|θ)︸ ︷︷ ︸
parcellation prior
, (4.1)
where pi represents a parcellation, θ denotes the hyperparameters, Y is
the data and Z = p(Y|θ) is the normalization term. Our model consists
of three components: the observation model, the timecourse prior and
the parcellation prior. In short, the observation model encodes the as-
sumption that FMRI data are noisy observations of the underlying cluster
timecourses. These timecourses are modelled in the timecourse prior as
a Gaussian Process (GP) with a smoothness-promoting covariance func-
tion, in order to describe autocorrelations in BOLD fluctuation. The par-
cellations are drawn from a non-parametric prior that allows us infer the
number of clusters as well as enforce spatial contiguity of those clusters.
The following sections describe each of these components in more detail.
Observation model
Let us assume that we have collected a N ×T FMRI data matrix Y, where
N is the number of nodes and T the number of time points. Given a parti-
tioning pi = [pi1, ..., piN ]T of the nodes into K clusters, and a K × T matrix
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X of unobserved cluster timecourses, we model the observed data as
p(Y|X,φ, τ,pi) =
N∏
n=1
T∏
t=1
N (yn,t|xpin,t, (τφt)−1), (4.2)
where pin ∈ {1, 2, ...,K} indicates the cluster assignment of node n, τ is an
overall noise precision parameter, and φt models time-specific deviations
from the overall noise level caused, e.g., by measurement errors or other
confounds. We implement an outlier-robust Student-t observation model
by assigning independent gamma priors 2φt ∼ Gamma(ν/2, ν/2) to the
time-specific noise precisions and fixing the degrees of freedom parameter
to ν = 4. Assuming the observations are normalized to unit variance, we
choose an uninformative prior for τ by setting τ ∼ Gamma(a0, b0) with
a0 = 1 and b0 = 0.01.
When analysing multiple datasets, the observation model is simply the
product of Eq. 4.2 over datasets with fixed pi.
Cluster timecourse prior
The observed FMRI timecourses are known to be generated by smooth
and relatively slowly varying haemodynamic signals that are confounded
by more broadly distributed noise during the measurement process [16].
To incorporate this background knowledge into our model, we first
rewrite the cluster timecourses from (4.2) as xk,t = xk(t) to emphasize
that we are constructing a prior for functions of time. Next, we construct
priors p(xk(t)) that promote smooth, slowly varying cluster timecourses,
because they are used in the observation model (4.2) to group together
node signals that are generated by similar underlying signals. To this end,
we place independent, smoothness-promoting Gaussian-process priors on
the unobserved cluster-timecourses.
A standard zero-mean GP, denoted by xk(t) ∼ GP(0, κ(t, t′)), is de-
fined by choosing a suitable covariance function κ(t, t′) = Cov(xk(t), xk(t′))
that encodes our prior assumptions on the smoothness properties of the
unknown function xk(t) [17]. For T unobserved function values xk =
[xk(t1), ..., xk(tT )]
T associated with time points t1, ..., tT , this formulation
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xk:
p(xk|ψ) = N (0,K), (4.3)
where the T × T covariance matrix K defines the prior covariances be-
tween each component pair of xk: Kt,t′ = Cov(xk(t), xk(t′)) = κ(t, t′).
The vectorψ contains the hyperparameters of the covariance function that
control the overall scale and smoothness properties of the unknown func-
tion xk(t).
For our clustering model, we choose the Matérn class covariance func-
tion which is given by
κ(t, t′|ψ) = κν(r) = σ2m
21−ν
Γ(ν)
(ηr)νKν(ηr), (4.4)
where r = t−t′, η = √2ν/l andKν is a modified Bessel function of order ν.
We denote the free GP hyperparameters withψ = {σ2m, l}, where σ2m is the
magnitude parameter that controls the overall prior scale (or variance) of
xk, and l =
√
2ν/η is the characteristic length-scale parameter that controls
how rapidly xk can vary with respect to t: the smaller l, the faster xk can
vary.
Different Matérn-class priors are obtained by adjusting ν: the larger
the value, the stronger the smoothness assumption (for details, see [17]).
We set ν = 3/2, which results in a stochastic process that can be repre-
sented as a second-order stochastic differential equation [18]. This process
is smooth, yet is not overly conservative with respect to that property.
Note that if we instead choose κ(t, t′|ψ) = σ2mδ(r), where δ(r) = 1 if r = 0
and δ(r) = 0 otherwise, the temporally-independent model of [13] is re-
covered.
We set σ2m = 0.1 to reflect our assumption of a SNR of 0.1/0.9, whereas
l = 3.6 approximates the autocorrelation of the default haemodynamic
response function (HRF) provided in the SPM software package (SPM8;
http://www.fil.ion.ucl.ac.uk/spm/).
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Cluster assignment prior
The Chinese restaurant process (CRP) is a commonly used construction to
implement Dirichlet process mixture priors for random cluster partitions
(see, e.g. [19, 20]. The traditional CRP forms a prior for random partitions,
p(pi), by sequentially assigning pin to one of the existing clusters or to a
new cluster for each n = 1, ..., N conditioned on the previous assignments
pi1:n−1. Regular Gibbs sampling with the CRP prior attempts to update
each pin separately conditioned on pi−n, which often results in slow con-
vergence especially with large N (see, e.g., [21]). Improving convergence
or incorporating spatial constraints would require additional split-merge
updates with sequential allocation. Instead of these modifications, we use
an alternative construction known as the distance-dependent CRP (dd-
CRP) that automatically implements split-merge steps via regular Gibbs
sampling and allows straightforward and flexible definition of constraints
that ensure spatially connected partitions [13, 21].
In contrast to the regular CRP which works directly with cluster as-
signments pin, the dd-CRP prior associates each node n with exactly one
other node m by generating a link λn = m from node n to m with proba-
bility
p(λn = m|D) ∝ f(dn,m), (4.5)
where λn ∈ {1, 2, ..., N}, matrix D contains some appropriate distance
measures dn,m = [D]n,m between nodes n and m, and f(d) is a non-
increasing decay function that satisfies f(d) ≥ 0 and f(∞) = 0 [21]. The
key difference to regular CRPs is that the prior probability of λn depends
only on the distance measures D and not on the cluster assignments pi.
The partition pi(λ) is formed indirectly by the links λ. That is, all the
nodes that are interconnected via their link assignments form a cluster.
In the case of volumetric FMRI-data, dn,m could be set to the Euclidean
distance between the midpoints of voxels n and m. When dealing with
surface-mapped data, one would ideally use the geodesic between nodes
n and m to determine the distance. A convenient approximation of this
is the shortest path length between nodes in the surface mesh. We define
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neighbours, which, in the case of surface-mapped data, corresponds to
f(d) =
{
1 if d ≤ 1
0 otherwise.
(4.6)
This results in a neighbourhood of at most six possible link assignments
for each node in a mesh. If we collect all the weighted distances into a
sparse N ×N matrix A so that An,m = f(dn,m), we can write our prior for
the links as
p(λ|A) =
N∏
n=1
p(λn|A)
=
N∏
n=1
N∏
m=1
(
An,m∑N
i=1An,i
)[λn=m]
(4.7)
with [·] being the Iverson bracket. This prior formulation enables conve-
nient implementation of various distance weighting schemes and spatial
constraints.
In (4.5) we assume that dn,n = 0 and that f(0) defines the probability
that node n links to itself. This corresponds to the concentration param-
eter in a traditional CRP, which controls the probability of starting new
clusters. Note that in the ddCRP, having λn = n does not necessarily put
that node in a singleton cluster, as other nodes might still be linked to it.
As such, the influence of the value chosen for f(0) is limited towards en-
couraging smaller parcels in the case of large values. This is perhaps best
illustrated by considering the most extreme settings for this parameter.
Suppose the parameter is set to infinity, then nodes will almost surely
all link to themselves, resulting in only singleton clusters. Hence, large
values encourage smaller clusters, as in a traditional CRP. In contrast, if
the parameter is set to zero in a CRP, we would almost surely get one clus-
ter containing all nodes, whereas the ddCRP is free to make any partition
with the constraint that clusters contain at least two nodes. This is due
to the fact that if we represent customer links as a graph, the number of
clusters is defined by the number of cycles and the smallest possible cycle
without self-linking is a two cycle.
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Certain questions might be best resolved at a certain scale, hence it
might be desirable to be able to provide stricter constraints on the scale
of the clustering. Therefore, we introduce an improper prior on cluster
size. We chose to constrain size rather than number of clusters in order
to obtain clusters with comparable sizes. This is achieved by multiplying
(4.1) with
p(s|d,w) =
K∏
k=1
{
exp
(
− (d−sk|)2
2w2
)
if sk < d
1 otherwise,
where s = [s1, s2, · · · , sK ] is the vector of cluster sizes, d is a lower bound
on the cluster sizes and w controls the strength of this constraint.
Bayesian Posterior Inference
We use Markov chain Monte Carlo (MCMC) methods to obtain samples
from (4.1). The main Gibbs sampling procedure is described in S1 Infer-
ence, together with an additional population Monte Carlo framework that
can be used to run multiple Gibbs chains in parallel and to combine them
after each iteration to speed up convergence.
The most time consuming part of the sampling procedure is the Gibbs
sampling run over the link assignments λ1, ..., λN using the conditional
posterior
p(λi|λ−i,Y,θ,A) ∝ p(Y|λ,θ)p(λi|A) ,
where the K × T dimensional latent variable X is integrated out to obtain
the marginal likelihood: p(Y|λ,θ) = ∫ p(Y|X,λ,θ)p(X|λ,θ)dX. This av-
eraging over X is essential for an efficiently converging sampling proce-
dure since the dimension of X changes constantly as clusters are being
split apart and merged together. Integrations over X scale as O(T 3), be-
cause the size of the multivariate GP prior covariance K defined in (4.3)
increases with the number of observations T . In practice, this can become
prohibitively expensive since typical FMRI datasets can contain thousands
of time points.
In the supplementary methods section we also describe a batch method
for conditional inference on X which assumes that the hyperparameters
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all O(T 3) scaling matrix operations only when the hyperparameters are
changed. The batch method is most efficient for data sets with roughly
T < 10000.
Alternatively, if T is very large, one can transform the GP prior (4.3)
into an equivalent state-space form as described by [18]. Using the re-
sulting linear dynamical system, the marginal likelihood and the condi-
tional posterior of X can be computed by Kalman filtering and smooth-
ing, which scales linearly in T . However, with our implementations and
data sets, the batch method was at least an order of magnitude faster com-
pared to the filtering approach. Hence, in the following we report only the
results obtained with the batch approach.
Experiments
The clustering model was validated using simulated experiments and
subsequently applied to resting state FMRI (rsFMRI) data for empirical
validation.
Simulation study To validate CAESAR and the GP-extension, we simu-
lated realistic FMRI data from a spatially constrained cluster structure.
Fig. 4.2 illustrate the simulation process. First, the number of clus-
ters K was fixed to some desired value and then the nodes of a two-
dimensional 15×15 grid were randomly partitioned intoK clusters by set-
ting the cutoff distance in the dd-CRP decay function (4.6) to 1 pixel, which
allows within-cluster connections only to the four nearest neighbours for
each node. Fig. 4.2A illustrates a resulting partition with K = 10. The ac-
tual clusters were generated by simple region growing using K randomly
selected starting nodes meaning that the partition was not generated from
a dd-CRP prior. This way we can verify that the modelling framework can
learn general partitions following some known distance constraints.
For each cluster, the node measurements were simulated by first gen-
erating a neuronal timecourse with a sampling frequency of 200 Hz, in-
dicated by the red line in Fig. 4.2B that represents the unobserved local
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Figure 4.2 – Illustration of the simulation procedure. Panel A: Generate a random partition for a
two-dimensional grid using spatial constraints. Panel B: Generate a neuronal timecourse (sampled
at 200 Hz) for each cluster and filter it using the canonical haemodynamic response function. Panel
C: Down sample the HR signal to 0.5 Hz and draw the node timecourse by adding Gaussian noise
according to the desired signal-to-noise ratio.
field potentials associated with each functional cluster. These timecourses
were drawn from a Matérn-class GP prior with hyperparameters ν = 1/2,
σ2m = 1, and l = 2, which corresponds to an Ornstein-Uhlenbeck process
with mean reversion rate η =
√
2ν/l = 0.5. The spectral density of the
process decays proportional to 1/(η2 + (2pif)2), which makes it a reason-
able approximation for synaptic activity [22]. The state variable x˜(t) of the
equivalent stochastic differential equation representation of the process is
one-dimensional corresponding to a first order autoregressive model, and
the transition density is given by p(x˜(t+ ∆t)|x˜(t)) = N (Ftx˜(t), Qt), where
Ft = exp(−η∆t), Qt = σ2m(1− exp(−2η∆t)) and ∆t = 1/200 s (for details,
see [18]). From this simulated neuronal signal, BOLD signals were ob-
tained by filtering the neuronal signal with the canonical haemodynamic
response function, as indicated by the black line in Fig. 4.2B. Finally, simu-
lated FMRI measurements (the red line in Fig. 4.2C) were formed by down
sampling the BOLD signal to 0.5 Hz (black circles in Fig. 4.2C) and adding
independent Gaussian noise. The variance of this noise was adjusted ac-
cording to the desired signal-to-noise ratio (0.1/0.9 in Fig. 4.2C).
In our experiments, we compare the dd-CRP solutions using ei-
ther a temporally independent Gaussian timecourse prior, p(xk|σ2m) =
N (0, σ2mIT ) (IT-model), or a temporal Matérn-class GP prior defined by
Equations (4.3) and (4.4). As using the GP-model amounts to low-pass
temporal-filtering (a common preprocessing step) we also apply the IT-
model to data that was low-pass filtered with a 0.1 Hz cut-off. We set
σ2m = 1 for the IT-model. Our preliminary results indicated that the GP-
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but with the independent model the number of estimated clusters was
found to vary more with different values of σ2m. In addition, we com-
pared both variants of CAESAR to the one proposed by Baldassano, Beck
and Fei-Fei[11], which was applied to the correlation matrix of the filtered
data. Parameter settings were as follows: α = 1, µ0 = 0, κ0 = 0.0001,
ν0 = 1, σ20 = 0.1. Parameters settings for µ0, κ0 and ν0 correspond to
those suggested by the authors. The concentration parameter α was set
to match our choice in prior. As the authors did not mention a principled
way of choosing σ20 , it was tuned for optimal performance on a dataset
with N = 625 nodes, K = 20 clusters, T = 15 min of data and a SNR of
0.1/0.9.
Because the Gibbs sampler for the dd-CRP was found to converge
quickly with all simulated data sets that have a true underlying cluster
structure, the population Monte Carlo algorithm from S1 Inference was
not required for the simulated experiments of this section. With both pri-
ors, the sampling was done using the same random number sequence and
the same randomly initialized partition with 20 clusters. The first 50 sam-
ples were discarded as burn-in and the co-assignment matrices, whose
non-zero elements indicate that two nodes are assigned to the same clus-
ter, were estimated as the mean of the co-assignments of the next 100 sam-
ples. To obtain the final cluster timecourse estimates, first a fixed parti-
tion was generated by joining together nodes whose mean reassignment
exceeded 0.9, and then another 50 samples were taken for the cluster time-
courses and all the hyperparameters with that fixed partition.
FMRI data To empirically validate CAESAR as a whole-brain parcella-
tion approach, rsFMRI datasets for 38 participants (the 40 unrelated par-
ticipants set) were obtained from the Human Connectome Project (HCP)
database [23]. Each dataset consists of four runs of 15-minute rsFMRI
recordings. A complete description of data acquisition, including in-
formed consent and ethical approval, and preprocessing steps has been
reported elsewhere [24, 25]. Briefly, task-free FMRI data was acquired with
2 mm isotropic voxels and a repetition time (TR) of 0.72 s. Both T1- and T2-
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weighted images were used to reconstruct the cortical surface and these
were registered to the Conte69 cortical-surface [26]. Functional data was
mapped to the participant’s cortical surface and transformed from there
to the Conte69 surface.
With such a short TR, modelling the temporal dependencies is espe-
cially useful as it allows the model to characterise the measurement noise
more accurately. Using surface-mapped data also simplifies the computa-
tions for a ddCRP model as the node neighbourhood is generally smaller
than in a volume representation. Moreover, it also precludes direct con-
nections between opposite banks of a sulcus, which would be consider-
ably more difficult to exclude otherwise.
Datasets were split into two groups, the first 20 participants forming
the first group and the remainder in the second group. For each of the
groups we examined runs 1 and 2, for a total of four group-level datasets.
Analyses were restricted to the first 250 data points (3 min) from each par-
ticipant in order to reduce computational time. In addition, we performed
this analysis both with and without the cluster-size prior. The parameters
for the size prior were d = 200 andw = 5. This soft bound results in a man-
ageable number of clusters, while still allowing the model some freedom
in determining cluster sizes and, through this, the number of clusters.
Due the size and richness of the FMRI datasets, the posterior landscape
is difficult to explore with single chain MCMC. For this reason, posterior
inference was performed using a population MC approach [27]. In short,
the approach consists of the following steps:
1. Initialize J MCMC chains.
2. Take N steps for all chains save the final state as sample
3. Randomly pick samples (with replacement) from these samples to
reinitialize the J chains.
4. Repeat steps 2 and 3 until sufficient samples have been obtained.
The probability of selecting the jth sample to reinitialize a chain is propor-
tional to the importance weight of that sample, which is proportional to its
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update steps since the last reinitialization. The underlying idea is that, at
each step, the chains can search the local space independent of each other
and the algorithm uses the best of these to start the next search. A full
description of our implementation is given in S1 Inference.
We used 50 parallel chains, with each chain performing one sweep
over hyperparameters and 11 sweeps over the link assignments before
resampling. The first link-assignment sweep was done at a temperature
of 1000 (i.e. all log assignment-probabilities were multiplied by 0.001) to
encourage exploration of the search space, the remainder of the sweeps
were done with a temperature of one. We collected 100 samples for both
hemispheres and took the sample with the highest posterior probability
as an approximation to the maximum a-posteriori solution.
In order to examine CAESAR’s performance on empirical data, we
compared reproducibility and explained variance with spatially-constrained
Ward-clustering on low-pass-filtered data (0.1Hz cut-off). The reason we
stray from the comparison with the connectivity-based model is due to
their running times when applied to the ≈30K nodes in a hemisphere.
We chose spatially-constrained Ward-clustering as it was found to be
the best among several commonly used approaches[28]. Ward-clustering
starts with only singleton clusters and iteratively merges the two clus-
ters with the lowest squared Euclidean distance between them. Clusters
were merged until the number of clusters matched the corresponding re-
sult from CAESAR.
Results
In this section we will first describe CAESAR performance on simulated
data, followed by results obtained with rsFMRI data. In comparisons be-
tween temporally-independent and temporally-dependent priors, we will
refer to these as IT- and GP-model respectively.
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Simulations
Accuracy, robustness and efficiency of the GP-model variant of CAE-
SAR were examined and compared to that of the IT-model as well as the
connectivity-based model from [11] to assess performance. While there
are a large number of alternative approaches to compare with, we chose
to limit ourselves to this model because it is closely related to CAESAR
and it outperforms the alternatives.
Accuracy Fig. 4.3 shows an illustrative experiment with a 15 × 15
grid corresponding to N = 225 nodes, K = 10 clusters, and SNR
equal to 0.1/0.9. The true cluster structure is shown in Fig. 4.2A and
the corresponding true co-assignment matrix in Fig. 4.3A. The mean co-
assignments with TI- and GP-models are shown in Figs. 4.3B and C. The
IT-model recovers only 4 clusters merging together all the smaller ones
with their neighbours. The GP-model recovers 12 clusters, which, aside
from placing two individual nodes in their own singleton clusters, corre-
sponds to the ground truth. Neither model shows any uncertainty in their
estimation.
Figs. 4.3D and E show the cluster timecourses estimates for the HR
simulated in Fig. 4.2B and the corresponding cluster is indicated with an
arrow in Fig. 4.3A. In order to isolate the effects of choice in prior on time-
course recovery, the true cluster assignments were used for both models.
With the IT-model, the timecourse estimate is clearly not smooth because
of the confounding effects of the observation noise. Timecourse estimates
deteriorate as the SNR or the number of nodes in a cluster decrease. In
contrast, the GP-model’s estimate is smooth and the marginal 95% cred-
ible interval includes the true cluster timecourse. This example cluster
includes only 16 nodes which makes it harder to estimate the exact time-
course. With the larger clusters consisting of roughly 30 nodes or more, al-
most perfect reconstruction can be recovered. This example clearly shows
that more accurate cluster reconstructions can be obtained by incorporat-
ing prior knowledge about the smoothness of the cluster timecourse.
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Figure 4.3 – Comparison of timecourse priors in CAESAR. Temporally-independent Gaussian prior
(IT-model) is compared with a Matérn-class GP prior (GP-model) using simulated data from Fig. 4.2
with attributes N = 225, K = 10, and SNR = 0.1/0.9. The true partition is shown in Fig. 4.2A
and the corresponding co-assignment matrix is shown here in panel A. Panels B and C show the
respective posterior mean estimates using the IT-model and the GP-model. Note that while neither
model shows uncertainty in their parcellation estimate, the GP-model is superior in recovering the
true cluster structure. Illustrated in panels D and E are the posterior mean and 95% credible interval
estimates of the cluster timecourse from an example cluster, which is indicated with an arrow in panel
A. The true cluster assignment was used here to specifically illustrate the difference in timecourse
recovery.
Robustness To examine the robustness of CAESAR thoroughly, we re-
peated the above described simulation process five times with four differ-
ent data generation conditions. The different conditions were generated
by varying N , K, T , and σ one at a time while keeping all other variables
fixed. The accuracies of the cluster and timecourse estimates for each con-
dition are summarized in the columns of Fig. 4.4. Accuracy of cluster
assignments is measured with adjusted mutual information (AMI) [29],
which is scaled so that one corresponds to perfect reconstruction and zero
corresponds to the trivial solution where all nodes are put in the same
cluster. Accuracy of the cluster timecourse estimates is measured using
root mean squared error (RMSE).
The first column of Fig. 4.4 shows that the IT-model clearly fails when
the average number of nodes is too small for a given SNR and data is
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Figure 4.4 – Accuracy of dd-CRP based methods using simulated data. CAESAR with independent
Gaussian likelihood used with and without temporal filtering beforehand (red and blue respectively),
CAESAR with temporal GP likelihood (green) and the functional connectivity model proposed in[11]
(yellow). Accuracy of cluster assignments is measured using adjusted mutual information (AMI;
top row). Accuracy of the cluster timecourse estimates is measured using root mean squared error
(RMSE; bottom row). Accuracy was measured as a function number of nodes N (column 1), number
of clusters K (column 2), number of time-points T (column 3), and noise level σ (column 4) while
keeping all other variables fixed and simulating five different data sets for each combination. The
shaded areas illustrate the minimum and maximum performance among these random data sets.
not filtered. In contrast, temporal filtering, either beforehand or within
the model, results in perfect cluster reconstructions using our timecourse
based models. Notably, performance of the connectivity-based model de-
clines on either end of the spectrum, suggesting parameter sensitivity. In
all experiments the variance of the noisy FMRI data was scaled to one,
which means that the noise level σ = 0.949 =
√
0.9 corresponds to a SNR
of 0.1/0.9. This setting is already quite challenging, but we see this as
fairly realistic, as our experiments with real FMRI data showed similar
noise estimates with the same model assumptions. As can be expected,
decreasing the number of nodes N with fixed K, results in less accurate
cluster timecourse estimates in all cases, as fewer node timecourse ob-
servations are obtained from each cluster. In terms of timecourse recon-
struction, using the GP model on unfiltered data appears to be slightly
better than filtering beforehand. The second column of Fig. 4.4 illustrates
the same behaviour from a slightly different viewpoint as K is increased
while N and SNR are kept fixed. In either case, i.e. when varying N or K
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nodes per cluster.
The third column of Fig. 4.4 demonstrates that the GP-model remains
very stable at different data lengths T and is able to recover (near) perfect
cluster assignments for all chosen values of T . The independent model, on
the other hand, cannot properly combine the information across different
time points and fails to recover the correct cluster structure with all set-
tings except when operating on filtered data, in which case performance
is on par with the GP-model. The same holds for the connectivity-based
model. Notably, the timecourse estimation of the prefiltered data is worse
than that of the GP model under low to moderate noise levels. We have
also examined the effect of TR, by fixing either the number of samples or
the time span. These results are presented in the supplementary mate-
rial as Fig. S1 and demonstrate a small, TR-dependent advantage of the
GP-model in reconstructing timecourses and cluster recovery.
Finally, the fourth column of Fig. 4.4 shows that, on its own, the IT-
model fails to learn the cluster structure when σ becomes too large, i.e.,
when the SNR gets too low. Filtering helps a great deal here as well, as
all models are able to achieve perfect cluster reconstructions at all but the
highest noise levels.
Running time Fig. 4.5 shows the running times for the different data
generation conditions. The fourth condition is not shown, because run-
ning time is unaffected by SNR. Note that exactly the same number of
posterior samples were drawn with all conditions, hence these figures also
illustrate per-sample scaling of the proposed approach.
The first panel of Fig. 4.5 shows that computational burden increases
approximately linearly with the dimensionality of the clustering problem
with both timecourse priors. This linearity is due to the truncation of the
decay function, i.e. a hard spatial constraint, as this limits the possible link
assignments to a fixed number, regardless of the total number of nodes.
The second panel of Fig. 4.5 shows that, with fixed N , increasing the
number of clusters K also slightly increases computational costs. This is
probably due to the fact that asK increases, average cluster size decreases,
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Figure 4.5 – Empirical running times of dd-CRP models. Independent Gaussian priors (IT-model;
blue), time-dependent GP priors (GP-model; green) and the connectivity-based model. All models
were applied to the same simulated data sets as in the first three columns of Fig. 4.4.
which leads to fewer “internal" nodes. When updating a node, the num-
ber of required cluster-likelihood evaluations is equal to the number of
clusters in the neighbourhood (including the node itself) after removing
that node’s link. Hence, nodes on the borders of clusters are more costly
to update. In addition, decreased cluster size also results in more of them
potentially being present in a border node’s neighbourhood.
The third panel of Fig. 4.5 shows that inference with the GP-based
model gets slower as T increases, and from theory we know that pre-
computing all the required auxiliary variables defined in S1 Inference
scales as O(T 3). However, since these variables need to be updated only
once for each GP hyperparameter configuration, the practical speed of our
batch method is very close to the independent model with typically sized
FMRI data sets. The accuracy comparisons from the third column of Fig.
4.4 also suggest that inference with the GP-based model could possibly be
sped up by restricting to an interesting segment of the actual measurement
to reduce the number of data points.
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Figure 4.7 – Distribution of cluster sizes in the 20-participant parcellation.
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Resting state FMRI
Next, CAESAR was applied to rsFMRI data using the population MC
framework. Data from the first run of the group of 20 participants were
used to obtain a group parcellation. For each hemisphere, the sample with
the highest importance weight served as the maximum a posteriori (MAP)
parcellation estimate. The resulting parcellation is shown in Fig. 4.6 and
contains 2391 and 2429 clusters for left and right hemisphere respectively.
The distribution of the number of nodes in a cluster is shown in Fig. 4.7.
Note that there are no singleton clusters, the smallest cluster consisted of
three nodes and 95% of clusters contained at least 7 nodes. Performing a
second level clustering, i.e. using these clusters and their timecourses as
nodes in a second application of CAESAR, resulted in little or no further
clustering.
Using the cluster-size prior, we obtain a more manageable 220 and 224
clusters in the left and right cortical hemispheres respectively, with the
parcellations shown in Fig. 4.8. The cluster-size distribution, shown in
Fig. 4.9, demonstrates the soft constraint on cluster sizes. The model is
still free enough to settle on a variety of clusters.
As the cluster-size prior resulted in a manageable number of clusters,
we focused on examining reproducibility and generalisability by apply-
ing CAESAR, with these settings, to the remaining three datasets. Over
the four datasets the number of clusters ranged from 217 to 220 for the
left hemisphere and 211 to 224 for the right. While the number of clus-
ters found was quite consistent, that alone does not say anything about
reproducibility of the structure. This was therefore assessed by comput-
ing the AMI between all pairs of parcellation estimates based on each of
the four datasets. For comparison, we used spatially-constrained Ward-
clustering on each of the datasets and cut the trees to match the number of
cluster that CAESAR found for that dataset. The average values for within
and between group AMI for Ward-clustering and CAESAR are presented
in Table 4.1. Across all comparisons, CAESAR consistently scored higher
than Ward.
Another measure of performance is the amount of variance explained
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4Figure 4.8 – Group parcellations with a soft constraint on minimum cluster size. The first and second
row visualise the parcellation based on runs 1 and 2 respectively for group 1. Similarly for the third
and fourth rows w.r.t. group 2.
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Figure 4.9 – Distribution of cluster sizes in the size-constrained parcellations.
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by the cluster timecourses. Because the models were applied filtered and
unfiltered data, we looked at variance explained in the unfiltered data.
Timecourses for the Ward-clustering were obtained by taking the mean of
filtered voxel-timecourses. For CAESAR, we used the group-level parcel-
lations obtained with the cluster-size prior. Timecourses were estimated
with the IT-model on pre-filtered data and the GP-model on unfiltered
data, while holding the parcellation fixed. By using the IT-model on fil-
tered data, we can get an idea of the effect of the parcellation itself. Any
improvement by the GP-model beyond this can then be attributed to the
timecourse estimation itself.
The mean explained-variances are presented in Table 4.2. These results
show that not only is our model better at explaining the data that was used
for the parcellation, it also generalises considerably better. Although the
IT-model consistently explained more variance than Ward-clustering, the
major improvement comes from the use of the GP-model in estimating
timecourses.
Discussion
As the simulations show, the GP-model is a marked improvement over
the IT-model in terms of both the parcellation obtained and the quality of
time-course reconstruction. Although similar performance can obtained
by temporal filtering beforehand, the GP-model appears to be slightly
more robust at estimating timecourses, especially in the case of more
favourable SNRs. This is probably due to the GP-model utilising infor-
mation from all voxels in a cluster and it becomes more salient as TR in-
creases. Importantly, as running times show, this comes at virtually no
cost in computational time.
Applied to the FMRI data, this model shows that the HCP data is rich
enough to support a fine-grained parcellation. Attempting a second level
parcellation, i.e., use the cluster timecourses as input to the GP-model,
resulted in mostly singleton clusters. This suggests that the large num-
ber of clusters is not due to variations in SNR. If this were the case, Z-
scoring the estimated cluster timecourses would correct for this and al-
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4Table 4.1 – Reproducibility, as measured with AMI.
Within group Between group
Ward CAESAR Ward CAESAR
Left 0.76 0.82 0.76 0.80
Right 0.76 0.82 0.75 0.80
Overall 0.76 0.82 0.75 0.80
Within-group similarity is the average AMI between parcellations of pairs of runs within groups.
Between-group similarity is the average AMI between parcellations of pairs of runs across groups.
Table 4.2 – Percentage of variance explained.
CAESAR
Ward IT-model GP-model
Within run
Left 9.50% 9.72% 11.58%
Right 9.47% 9.69% 11.57%
Overall 9.49% 9.70% 11.58%
Within group
Left 9.37% 9.56% 11.40%
Right 9.34% 9.52% 11.39%
Overall 9.36% 9.54% 11.40%
Between run
Left 9.29% 9.45% 11.29%
Right 9.25% 9.41% 11.27%
Overall 9.27% 9.43% 11.28%
Within-run explained-variance is the average over datasets of variance explained by the parcellation
obtained from that dataset. Within-group explained-variance is the average over pairs of runs within
groups where the parcellation based on one dataset is used explain variance in the other. Between-
group explained-variance is the average over pairs of runs across groups.
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low for more mergers in the second-level clustering. This high-resolution
parcellation might be a useful way to perform data reduction, especially
given the high-quality of estimated timecourses, while maintaining some
level of spatial specificity.
The cluster-size prior may be viewed as a step back, as the point is to
estimate the number clusters from the data. The necessity of this compro-
mise is illustrated in the extremely large number of clusters obtained with-
out such a prior. Even worse, tweaking the parameters of the GP-prior sig-
nificantly affects the parcellation estimate. A similar effect can be seen in
[11], where they manipulate the number of clusters using a parameter of
the likelihood function. These parameter tweaks destroy interpretability
in terms of the assumptions that are made. We decided to include a prior
on cluster sizes, because this offers the user a clearly interpretable dial to
turn. The soft constraint is still an improvement over fixing the number
of clusters, as we can still estimate the number of clusters. Moreover, we
would argue that setting the scale, i.e. the size of clusters, of the desired
parcellation is what one is trying to achieve by selecting the number of
clusters and our cluster-size prior is a more direct way of doing this.
In their simulations, [11] showed superior performance for their model
as compared to other approaches, including local similarity[9] and Ward
clustering. In terms of robustness to noise, our approach performs slightly
better than that of [11], although it should be noted that the GP-model
operates on unfiltered data. In terms of parameter sensitivity, CAESAR is
considerably more robust.
The model proposed in [11] is related to CAESAR in that they have
the same prior on partitions. An important difference is that their ap-
proach clusters connectivity profiles, a popular tactic in the parcellation
literature. The advantage of operating on connectivity, as opposed to the
underlying timecourses themselves, is that group analyses can easily be
performed simply by averaging connectivity. We chose to model the time-
courses themselves, because our objective is not only to provide a parcel-
lation, but also to provide the corresponding functional signal, which can
be used in a secondary analysis.
Operating on the connectivity matrix means that computational cost is
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4independent of the number of timepoints, whereas the cost for our model
scales linearly in that regard. On the other hand, when clustering the con-
nectivity matrix, sweeps over the link assignments in λ scale cubically in
the number of nodes, as opposed to linear scaling when clustering time-
courses. Hence, in many situations our model would be faster. In theory,
CAESAR could also be applied to correlation profiles (preferably after a
Fisher transformation), which would replace the linear scaling in both N
and T with quadratic scaling in N , or less if one only considers a subset of
the profile.
Parameter sensitivity is an important aspect of any model. In the sim-
ulations, CAESAR’s performance, given theoretically-justified parameter-
choices, is quite consistent regardless of the data conditions. This is con-
trasted by a sensitivity to number of nodes per cluster of the connectivity-
based model. On the other hand, GP parameter choices do influence the
number of clusters returned for empirical data. A possible future exten-
sion might include placing a prior on the parameters of the covariance
function, or on the function itself [30], to circumvent the strong influence
of these parameters. Nevertheless, these parameters have a clear enough
interpretation that we can justify their choice.
Spatially-constrained Ward-clustering has been shown to be the best
among several of the most commonly used parcellation approaches[28].
While the improvements over prefiltering are modest in the simulations,
the improvements over spatially-constrained Ward-clustering are consid-
erable in terms both variance explained and reproducibility on empiri-
cal data. Strikingly, while CAESAR’s parcellation estimate on its own
increased the explained variance by about 2% (0.19 ± 0.03 percentage
points), additionally employing the GP-model to estimate the posterior
timecourse resulted in a 22% (2.05 ± 0.04 percentage points) increase of
explained variance. This illustrates the gain in the quality of timecourses
when using CAESAR.
In this work we used Gibbs sampling in a population MC framework
to perform posterior inference. This approach requires sampling several
chains in parallel for each hemisphere, which results in long running
times. CAESAR could benefit greatly from alternative forms of poste-
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rior inference that would speed up the process, Variational Bayes, which
uses approximate distributions in order to speed up the search for the
posterior mode, is such an alternative. While this technique is generally
used in parametric models, non-parametric applications have also been
developed[31, 32]. However, [31] is not applicable to ddCRPs and [32]
is only applicable to sequential ddCRPs (models where the order of the
nodes matter), with no clear way of generalizing to non-sequential dd-
CRPs.
CAESAR represents a principled approach to parcellate whole-brain
FMRI data and obtain high quality time-courses for the constituent clus-
ters. The parcellations are highly reproducible and generalisable, even
given a modest amount of data. While not pursued in this paper, the prob-
abilistic nature of CAESAR also enables the propagation of uncertainty
in parcellation, as well as timecourses, to connectivity estimates and be-
yond [33, 34].
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4Supplementary methods
Posterior Inference Using Single-Chain Monte Carlo
Combining the observation model with the priors for the cluster time-
series and the link assignments (Eqs. 2, 3 and 7 in the main text), we can
write the joint posterior distribution as
p(X,λ,θ|Y,A) =Z−1
K∏
k=1
(
p(Yk|xk,φ, τ,λ)p(xk|σ2m, l)
)
p(λ|A)p(θ),
(4.8)
where Z = p(Y|A) is the normalization term, all the hyperparameters
have been denoted with θ = {φ, τ,σ2m, l}, and Yk is shorthand for all the
node time series belonging to cluster k given some partition pi(λ). Be-
cause the posterior distribution (4.8) is analytically intractable, meaning
that we cannot analytically compute the normalization constant Z or the
expectations of any of the unknown variables, we form a sample-based
approximation using MCMC methods.
To draw samples from the posterior we construct a partially collapsed
Gibbs sampling framework, which integrates over the T -dimensional
cluster time series xk when possible. At each iteration of the sampling
algorithm we repeat the following steps:
1. Draw the GP hyperparameters ψ = [log(σ2m), log(l)] from their
marginal distribution that is obtained by integrating over the cluster
time series {xk}Kk=1 as described in Appendix 4:
ψ ∼ p(ψ|Y,λ,φ, τ)
∝
K∏
k=1
(
p(Yk|λ,φ, τ,ψ)
)
p(ψ). (4.9)
Because the conditional posterior (4.9) is not analytically tractable,
we use slice sampling to draw from the unnormalized density. If
separate hyperparameters are assigned to each cluster, (4.9) can be
factorized and the sampling can be done independently for each k =
1, ...,K.
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2. Draw the cluster time series X = [x1, ...,xK ]T given the current link
assignments λ and the hyperparameters:
xk ∼ p(xk|Y,λ,φ, τ,ψ), (4.10)
which can be done independently for k = 1, ...,K as described in
Appendix 4. The time series X are used only as auxiliary variables
that facilitate subsequent sampling steps for the noise hyperparam-
eters φ and τ .
3. Draw the overall noise precision τ given the cluster time series xk
and the time-specific noise parameters φ:
τ ∼ p(τ |Y,X,φ) ∝ p(Y|X, τ,φ)p(τ). (4.11)
The conditional posterior (4.11) is a Gamma distribution from which
samples can be drawn directly.
4. Draw the time-specific noise parameters φ = [φ1, ..., φT ] given the
cluster time series xk and the overall noise precision τ :
φt ∼ p(φt|yt,xt, τ)
∝
N∏
n=1
N (yn,t|xpin,t, (τφt)−1)p(φt) (4.12)
for t = 1, ..., T , where yt and xt denote the observation and cluster
time series vectors for each t, respectively. Each of the conditional
posteriors in (4.12) is a Gamma distribution form which samples can
be drawn directly.
5. Draw the node link assignments by doing a (number of) Gibbs
sweep(s) over all the nodes i = 1, ..., N given the hyperparameters:
λi ∼ p(λi|λ−i,Y,φ, τ,ψ)
∝
K∏
k=1
(
p(Yk|λ,φ, τ,ψ)
)
p(λ|A). (4.13)
The marginal density p(Yk|λ,φ, τ,ψ) can be computed as described
in Appendix 4.
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4In theory, the collapsed step 5 should be done before steps 2-4, but here
we have moved it to the last position because we wish to record samples
{λ(l),φ(l), τ (l),ψ(l)}, where the node link assignments λ represent the cur-
rent hyperparameter setting. It is also better to draw the overall noise pre-
cision in step 3 before the time-specific noise parameters. This way τ will
capture the average noise level and φt will remain on average around one
representing time-specific adjustments to τ . Clearly, the majority of the
algorithm’s running time is spent in step 5, because it can contain thou-
sands of individual link assignments, each of which can require marginal
likelihood computations related to one cluster split proposal and several
different cluster merge proposals.
Parallel Inference Using Population Monte Carlo
Because typical FMRI measurements contain a large number of voxels and
the measurements can be noisy, several different cluster assignment con-
figurations can explain the observed data with relatively high posterior
densities. Consequently, the posterior distribution (4.8) can have multiple
distinct modes corresponding to different values of λ. Therefore, a single
Gibbs sampling chain can get stuck in some low density modes for a large
number of iterations resulting in slow overall convergence. In contrast,
with fixed λ, the algorithm of Section 4 typically converges quickly.
To speed-up convergence, we propose to utilize several parallel chains
in a population Monte Carlo (PMC) framework [27]. At each step of the
PMC algorithm, we run one iteration of the Gibbs sampler of Section 4 in
J parallel chains that propagate one sample particle each. Next we com-
bine the resulting particles into a single posterior approximation using an
importance sampling resampling update. First, the particles are initial-
ized, e.g., by drawing random values for the λ(j,0) from the dd-CRP prior
and choosing appropriate values for the hyperparametersφ(j,0), τ (j,0), and
ψ(j,0). Then, at each iteration i, the algorithm draws a sample from the
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proposal distributions q(·) in parallel for each particle j = 1, ..., J :
ψ(j,i) ∼ q1(ψ)
= p(ψ|λ(j,i−1),φ(j,i−1), τ (j,i−1))
x
(j,i)
k ∼ q2(xk)
= p(xk|λ(j,i−1),φ(j,i−1), τ (j,i−1),ψ(j,i))
for k = 1, ...,K
τ (j,i) ∼ q3(τ)
= p(τ |X(j,i),φ(j,i−1))
φ
(j,i)
t ∼ q4(φt)
= p(φt|x(j,i)t , τ (j,i)) for t = 1, ..., T
λ(j,i)n ∼ q5(λn)
= p(λn|λ(j,i)1:n−1,λ(j,i−1)n+1:N ,φ(j,i), τ (j,i),ψ(j,i))
for n = 1, ..., N.
Which is followed by computing the importance weight for each par-
ticle j = 1, ..., J as
wj,i ∝ p(Y|λ
(j,i), τ (j,i),φ(j,i),ψ(j,i))
q1(ψ(j,i))
∏
k q2(x
(j,i)
k )q3(τ
(j,i))
p(λ(j,i)|A)p(θ(j,i))∏
t q4(φ
(j,i)
t )
∏
n q5(λ
(j,i)
n )
(4.14)
and resampling particles using the normalized weights. After resampling,
the particles are given equal importance weights and typically only the
descendants of the best particles survive to the next iteration.
After sufficient number of iterations, the posterior expectations of any
function h(·) of the unknowns can be summarized using a suitable num-
ber of iterations from the end of the PMC chain as:
E
(
h(λ,φ, τ,ψ)
)
≈
i2∑
i=i1
J∑
j=1
wj,ih(λ
(j,i),φ(j,i), τ (j,i),ψ(j,i))
i2 − i1 . (4.15)
Because resampling is done at each iteration i, the weights can be set to
equal values: wj,i = 1/J . Compared to a single Gibbs chain, the PMC
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4algorithm has much better chances to escape local modes, because at each
iteration the J parallel Gibbs sweeps explore more efficiently the high-
dimensional posterior distribution near the particles that have survived
from the previous iterations.
Batch GP Inference
This appendix describes a batch method for computing the marginal like-
lihood p(Y|λ,θ) and the conditional posterior p(X|Y,λ,θ), which is a
crucial part of the Gibbs sampler of Appendix 4. The method is very effi-
cient for a small to medium number of time points, roughly T ∈ (0, 10000]
depending on memory constraints.
Because the GP prior (Eq. 3 in the main text) is defined separately for
each cluster time course xk and the likelihood (Eq. 2 in the main text) can
also be factored over k, we can do the inference separately for each clus-
ter. The conditional posterior distribution of xk given all hyperparameters
and λ, is Gaussian and it is given by
p(xk|Y,θ) = Z−1k p(Yk|xk,λ,θ)p(xk|θ)
= N (µk,Σk), (4.16)
where Yk is a Nk × T matrix containing the node measurements from
cluster k. The posterior mean µk and the covariance Σk and the marginal
likelihood Zk = p(Yk|λ,θ) =
∫
p(Yk|xk,λ,θ)p(xk|θ)dxk can be written
as
µk =
(
BTΣ−1 B + K
−1
)−1
BTΣ−1 yk
Σk =
(
BTΣ−1 B + K
−1
)−1
logZk =− TNk
2
log(2pi)− 1
2
log |K||Σ||Σ−1k |
− 1
2
yTk
(
Σ−1 −Σ−1 BΣkBTΣ−1
)
yk,
where yk = vec(Yk) is formed by stacking the columns of Yk into a sin-
gle vector, B = IT ⊗ 1Nk , Σ = diag(τ−1φ−11 , ..., τ−1φ−1T ) ⊗ INk , 1Nk is a
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Nk × 1 vector of ones, and ⊗ denotes the Kronecker product. In the Gibbs
sampling for λ, the marginal likelihood Zk needs to be evaluated for each
proposed cluster configuration and it requires a Cholesky decomposition
of the T × T matrix Σ−1k = BTΣ−1 B + K−1, which is computationally
expensive.
Using the properties of the Kronecker product we can show that the
marginal likelihood can be evaluated very efficiently if we pre-compute
the following auxiliary variables after each hyperparameter update:
Y˜ = Ydiag(τ1/2φ1/21 , ..., τ
1/2φ
1/2
T )
B˜ = diag(τ1/2φ1/21 , ..., τ
1/2φ
1/2
T )K
1/2
UΛUT = B˜TB˜
eigendecomposition of a
T × T matrix
V = Y˜B˜U
w = (Y˜ ◦ Y˜)1T
C0 = −TNk
2
log(2pi) +
Nk
2
T∑
t=1
log(τφt),
where ◦ is the entry-wise product. We assume that K1/2 needs to be com-
puted only after updating the GP hyperparameters. At each new cluster
proposal we can evaluate the marginal likelihood as
logZk =− 1
2
T∑
t=1
(
log(dk,t)−
(
∑
pin=k
Vn,t)
2
dk,t
)
− 1
2
∑
pin=k
wn + C0,
where dk,t = 1 + λtNk and which involves only scalar summations over
n ∈ {n|pin = k} and t = 1, ..., T .
In step 2 of the Gibbs sampler of Appendix 4 we need to draw time
courses from the conditional posterior and after convergence we also want
to compute the conditional mean and covariance of xk for summarizing
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4the final results. These can be obtained using
µk = L1
[d−11 , ..., d−1T ] ◦ ∑
pin=k
Vn,:
T
Σk = L1diag(d−11 , ..., d
−1
T )L
T
1
xk = µk + L2
(
[d
−1/2
1 , ..., d
−1/2
T ]
T ◦ (LT2r)
)
,
where L1 = K1/2U, L2 = K1/4U and rt ∼ N (0, IT ). Here we assume that
L1 and L2 are obtained using the previously computed auxiliary variables
and the eigendecomposition of the prior covariance K.
Supplementary Figures
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Abstract
A proper choice of nodes, or regions, is crucial to the success of
connectomics as a framework to provide clinically relevant biomark-
ers. Network topology is a potential source of such biomarkers. An
important, open question is whether functional parcellations pro-
vide better insight into functional network topology than anatomical
atlases.
In this work, we address this question by applying Clustered
Activity Estimation with Spatial Adjacency Restraints (CAESAR) to
FMRI data from a subset (N = 64) of the RUNDMC cohort. Network
nodes are defined using either cortical Destrieux-atlas or a parcella-
tion learnt from a discovery sample (N = 18). Partial-correlation-
weighted graphs are used to compute various graph summary-
statistics which are then related to cognitive performance.
Our results show that the data-driven, functional parcellation
provided by CAESAR yields topological summary-statistics that are
more informative of cognitive performance than those obtained with
an anatomical atlas.
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With an ageing population, dementia will become more common. Of
course, dementia is not one disease, it is an umbrella term for many differ-
ent sets of cognitive deficits with different etiologies, requiring different
treatments. Improving diagnostic accuracy is therefore crucial in the de-
velopment of a treatment plan.
As with all diseases, one would like to start treatment as early as pos-
sible so as to minimise the damage done. There is reason to believe that
there is a window where degeneration has set in, but has yet to clinically
manifest itself as dementia[1–3]. It is possible that brain function has been
affected at this stage, but this damage is (largely) compensated for by the
brain’s flexibility[4]. This would suggest that one might be able to identify
pre-symptomatic patients by looking at their brains.
The Radboud University Nijmegen Diffusion tensor and Magnetic res-
onance Cohort (RUN-DMC)[5] is a prospective cohort-study to investigate
clinical consequences of age-related changes in the brain as assessed with
magnetic resonance imaging (MRI). MRI is a set of non-invasive tools that
can provide insight into several different aspects of the brain. One can ex-
amine morphology with T1-weighted images, look for lesions using vari-
ous types of T1- and T2-weighted images, reconstruct white-matter path-
ways based on diffusion-weighted imaging (DWI) and study brain func-
tion through blood-oxygenation-level dependent (BOLD) signals in func-
tional MRI (FMRI). Ideally, one would use all of these approaches to for-
mulate a prognosis, as they might provide complementary information.
In this paper, however, we focus on FMRI-based prediction, specifically
resting-state FMRI (rs-FMRI).
The study of rs-FMRI is essentially a study of functional connectivity,
i.e., in the absence of a task, we can only look at interdependencies of
brain signals. Graph theory is a natural framework to formalise the study
of connection patterns. In this framework, a network is defined as a set
of nodes and an associated set of (weighted) connections between these
nodes.
The benefit of using graph theory as a way of formalising brain net-
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works is that it provides a host of summary statistics capturing different
topological aspects of a network. Such statistics have been shown to be
biologically relevant [6, 7]. More specifically they have been found to pre-
dict cognitive performance [8–10] and their development in adolescence
is correlated with cognitive development in that period[11].
In order to operate in a graph-theoretical framework, it is necessary to
define both the nodes and the connections in terms of the data at hand.
Any parcel of voxels can serve as a node, hence any specific parcellation
forms a node definition. Functional connectivity is defined as a statistical
dependency between nodes, which can be measured with various differ-
ent estimators. A common example of such an estimator is correlation.
There is a considerable impact of choosing a node definition [12, 13] as
well as the connectivity estimator [14].
The aim of this paper is to investigate the effect of node definition
on the ability to predict cognitive performance through graph summary-
statistics. It has been shown that a FMRI-based node definition results
in more replicable graphs than a standard anatomical atlas [15]. It is an
open question, however, to what extent this translates to increased predic-
tive performance w.r.t cognitive performance. We will adress this question
by comparing an anatomical atlas with a functional parcellation obtained
with Clustered Activity Estimation with Spatial Adjacency Restrictions
(CAESAR)[16, 17]. CAESAR is a Bayesian non-parametric framework for
estimating parcellations and regional timecourses that has been shown to
produce highly reproducible parcellations as well as high-quality time-
courses. In this work, we show that this results in graphs that are more
informative of cognitive functioning than an atlas-based approach.
Methods
The data we used are part of Radboud University Nijmegen Diffusion
tensor and Magnetic resonance Cohort (RUN-DMC). The aim of the RUN-
DMC study is to investigate risk factors and clinical consequences of brain
changes as assessed by MRI among 503 50–85 year old non-demented
older adults with cerebral small vessel disease (SVD). The selection pro-
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5cedure of the participants, study rationale and protocol were described in
detail previously [5].
From among this larger set, we arbitrarily selected 64 datasets of pa-
tients with sufficiently high-quality data to perform cortical surface recon-
struction. Out of these, 18 datasets were used to estimate structural con-
nectivity and a group-wise functional parcellation. These connectivity and
parcellation estimates were used to construct partial-correlation-weighted
graph in the remaining 46 datasets. Graph summary-statistics computed
from these graphs were used in a regression model to predict cognitive
functioning. In the following we describe this process in more detail.
Neuropsychological testing
Participants underwent a neuropsychological test battery, covering the
main cognitive domains. This battery included the Mini-Mental State
Examination (MMSE) [18], verbal fluency (animals and profession nam-
ing) [19], Rey Auditory Verbal Learning Test (RALVT; 3-trial version) [20,
21], Symbol Digit Substitution Task (SDST) [22], Stroop Color Word Test
(short form) [23], Paper–Pencil Memory Scanning Task [24], Rey Complex
Figure Task (RCFT) [25] and Verbal Series Attention Test (VSAT) [26].
Where appropriate, the ratio of accuracy and reaction time served as
Speed-Accuracy Trade-Off (SAT) scores. Raw test scores were normalised
to z-scores for each test separately. These were subsequently used to com-
pute compound scores for global cognitive function (Cognitive Index; CI),
verbal memory (VM) and psychomotor speed (PMS).
CI serves as a more robust measure for global cognition and was de-
fined as the mean score on the one-letter subtask of the Paper–Pencil Mem-
ory Scanning Task, the reading task of the Stroop test, the SDST, the three
learning trials of the RAVLT, and the delayed recall of the RAVLT. The
score for VM was obtained by taking the mean of z-scores of the total cor-
rect words on the three learning trials of the RALVT and the delayed recall
of this test. PMS scores were calculated as the mean of SAT score on the
1-letter subtask of the Paper–Pencil Memory Scanning Task, the mean SAT
score on the reading task of the Stroop test and mean SDST score.
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Neuroimaging and image preprocessing
MR images were obtained using a 1.5 T Magnetom scanner (Siemens, Er-
langen, Germany). The set of images included a T1-weighted image ac-
quired with a magnetization-prepared rapid gradient-echo (MPRAGE) se-
quence (TR/TE/TI 2250/3.68/850 ms; flip angle 15°; voxel size 1.0 × 1.0
× 1.0 mm3), Diffusion-weighted images (TR/TE 10100/93 ms; voxel size
2.5 × 2.5 × 2.5 mm3; 4 unweighted scans, 30 diffusion weighted scans,
with non co-linear orientation of the diffusion-weighting gradient, and b
value 900 s mm−2) and resting-state functional images using a gradient-
echo echo planar imaging sequence (TR/TE 2400/40 ms; voxel size 3.5 ×
3.5 × 4.4 mm3 (including slice gap of 0.4 mm)). Subjects were told not
to concentrate on any particular subject, but just to relax with their eyes
closed during the resting state imaging.
T1-weighted images were processed using the Freesurfer software
(version 5.3.0; http://surfer.nmr.mgh.harvard.edu/) in order to recon-
struct the cortical surface. In most patients, the T1-scan had poor contrast
between grey- and white-matter, resulting in deformed white-matter sur-
faces. These deformations can be divided into extrusions into the grey
matter and intrusions into the white matter. The extrusions generally
formed spikes, meaning the surface locally had high curvature. Mesh
nodes in these artefacts were identified as such if the curvature around
that node was less than −0.8 mm−1. Voxels that were labelled as white
matter and contained such a node were relabelled as grey matter. Follow-
ing this automated correction, every subject was manually checked for
any remaining artefacts and further corrected if necessary.
Diffusion data was corrected for cardiac and head motion artefacts as
well as eddy currents using PATCH [27]. Diffusion parameters were es-
timated using Bedpostx [28, 29] from the FSL software package (version
5.0; https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL), using default settings.
FMRI data were motion corrected using MCFLIRT and motion param-
eters were used, together with their derivatives and the mean signals from
white matter and CSF, as voxel-wise nuisance regressors. Residual voxel-
timecourses were high-pass filtered with a cut-off frequency of 0.01 Hz.
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the cortical surface.
Node definition
Node definition is an important aspect of connectivity analysis. Many
studies employ a standard anatomical atlas in order to define regions that
will serve as nodes[6, 30]. Alternatively, one might eschew the problem of
region definition and simply examine voxel-wise connectivity (e.g. [10]).
The latter approach is hampered by the fact that there are many more vox-
els than timepoints, which precludes the use of partial-correlations. Data-
driven parcellation approaches hold the promise of providing a node defi-
nition that more closely reflects the actual organisation than an anatomical
atlases.
Clustered Activity Estimation with Spatial Adjacency Restraints (CAE-
SAR; https://github.com/ccnlab/ddCRP) is a non-parametric ap-
proach to parcellating functional data along with estimating the associ-
ated timecourses for those regions [16, 17]. For a detailed description of
CAESAR, the reader is referred to [16, 17]. In short, a Gaussian mixture
model is used to model the timecourses and combined with a prior on
parcellations. This prior on the parcellations takes the form of a distance-
dependent Chinese restaurant process (ddCRP), which has the advantages
of being both non-parametric and capable of enforcing contiguity. The re-
sult is a model that is flexible and robust to low signal-to-noise ratios [17].
We used two different types of node definition: 1) the Destrieux cor-
tical atlas provided with Freesurfer [31], and 2) a group-wise CAESAR-
based cortical parcellation, estimated from the training set. Both node def-
initions used a Freesurfer-based segmentation of subcortical structures as
additional nodes, consisting of the thalamus, nucleus caudatus, nucleus
accumbens, putamen, globus pallidus, amygdala and hippocampus.
In order to control the general scale of the parcellation, CAESAR has
the option to include a prior that penalises clusters outside a given size
range. This prior has two parameters: minimum cluster size d and a decay
parameter w. The penalty term l for the likelihood of a cluster of size s,
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where s < d, is given by
l = exp
(
−d− s
2w2
)
(5.1)
where we set d = 200 and w = 5.
Parcellations for each hemisphere were sampled in 10 parallel chains,
each running for 100 iterations. The parcellation with the highest posterior
probability was used in the node definition.
Aside from parcellation, CAESAR can also be used to estimate time-
courses for a parcellation in an approach that combines temporal low-pass
filtering with spatial averaging. Regional timecourses for individual par-
ticipants in the test set were sampled by initialising CAESAR with either
the Destrieux atlas or the empirical functional parcellation (73 and 71 clus-
ters in left and right hemispheres respectively) and sweeping over time-
courses and noise parameters for 200 iterations, while keeping the parcel-
lation fixed. The final timecourses were obtained by computing the mean
over samples.
Structural connectivity
We constrained functional connectivity estimation using structural con-
nectivity. To this end, we performed probabilistic streamlining in the train-
ing data using Camino [32]. Segmentation volumes were transformed to
diffusion-image space, while maintaining 1 mm3 voxels. Forty stream-
lines were seeded in each white-matter voxel and tracking was performed
using default settings. Streamlines were truncated on arrival in a grey-
matter voxel. Streamlines were discarded if they did not connect two dif-
ferent grey-matter voxels, if they entered any white-matter region twice or
if they passed through non-brain voxels (neither white nor grey matter).
The same set of streamlines was used to construct binary adjacency
matrices for both the Destrieux and CAESAR parcellations. For each
participant in the training set, we constructed streamline-count matrices;
which were subsequently thresholded to produce adjacency matrices. The
group-wise adjacency matrix was formed by averaging individual adja-
cency matrices and re-thresholding at 0.5. The streamline threshold was
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5set to 1 for the Destrieux atlas, which resulted in 2758 connections. Be-
cause the group-wise adjacency is used to constrain functional connectiv-
ity, we adjusted the threshold for the CAESAR parcellation to provide a
similar number of connections, resulting in 2622 connections.
Functional connectivity
There are several ways to use functional connectivity to produce weighted
graphs. The most common approach is to compute a Pearson-correlation
matrix, which is then thresholded to produce a sparse graph. Partial cor-
relations have been shown to be more informative than the full correla-
tion [14, 33]. A significant problem arises due to the fact that maximum
likelihood estimates of partial correlation are often ill-behaved, even when
the number of nodes is smaller than the number of observations [34],
prompting the need for regularisation. A popular choice for such regu-
larisation is the graphical LASSO (Least Absolute Shrinkage and Selec-
tion Operator) [14, 35], which uses the `1-norm to induce sparseness by
shrinking partial correlations towards zero. This shrinking, however, bi-
ases partial correlation estimates.
Instead, we chose a G-Wishart approach to model partial correla-
tions [36]. In this approach, one uses prior information to specify a con-
ditional independence structure, i.e. those places where partial correla-
tions are fixed to zero. This type of sparsity constraint reduces bias in
the remaining partial correlation estimate. The conditional-independence
structure also precludes the need for a threshold.
We used the Matlab implementation of the direct sampler described in
[37] from the Bayesian Connectivity Toolbox (BaCon; https://github.
com/ccnlab/BaCon) to draw 200 samples from the posterior distribu-
tion of precision matrices. We used the group-wise adjacency matrix de-
scribed earlier as the conditional-independence structure and the degrees-
of-freedom parameter was set to ν = 3. Connection-weight matrices were
generated by normalising the precision matrices to partial-correlation ma-
trices and taking the absolute value for each element. Because the same
adjacency matrix was used across patients, the sole contribution of vari-
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ance to topology are the connection-weights.
Analyses
There are a number of graph-theoretical tools available to characterise net-
works. Given that we did not wish to assume consistency of affected
nodes/connections, we restricted ourselves to summary statistics of the
entire graph. We selected the following: global efficiency, local efficiency,
global clustering-coefficient, local clustering-coefficient, assortativity and
graph strength. In the following, we describe each of these measures.
Global efficiency Global efficiency E(G) of a graph G is a measure of
global integration and is defined as
Eglobal(G) =
∑N−1
i=1
∑N
j=i+1 d
−1
ij
N(N − 1) , (5.2)
where dij is the length of the shortest path between nodes i and j and N
is the number of nodes in the graph. The length of a path between nodes
is computed as the sum of inverse connection-weights in that path
Local efficiency Local efficiency is a measure of fault-tolerance of the
network and is given by
Elocal(G) =
∑N
i=1E(G−i)
N
, (5.3)
where G−i is the subgraph of G that contains only the neighbours of node
i.
Global clustering-coefficient The global clustering coefficient is related
to the amount of segregation in the network and is given by
Cglobal(G) =
∑N
i=1
∑N
j=1
∑N
k=1(wijwikwjk)
1
3∑N
i=1 ki(ki − 1)
, (5.4)
where i 6= j 6= k and ki =
∑N
j=1wij is the weighted degree of node i.
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5Local clustering-coefficient The local clustering coefficient is a measure
of how tight-knit the neighbourhoods of a nodes are and is given by
Clocal(G) = N
−1
N∑
i=1
∑N
j=1
∑N
k=1(wijwikwjk)
1
3
ki(ki − 1) . (5.5)
Local clustering is subtly different from global clustering, in that local
clustering is normalised for each node separately, i.e., locally.
Assortativity Assortativity captures the tendency of nodes to connect
primarily to nodes of (dis)similar degree and is given by
A(G) =
l−1
∑
wijkikj −
(
l−1
∑ 1
2wij (ki + kj)
)2
l−1
∑ 1
2wij
(
k2i + k
2
j
)
− (l−1∑ 12wij (ki + kj))2 . (5.6)
where l is the number of connections in the graph.
Graph strength Graph strength reflects global intensity of the network
and is defined as the mean connection-strength over the graph. This is
highly correlated with efficiency and clustering, but is unaffected by topol-
ogy. As such it can serve as a check on whether the effects of these other
statistics are actually due to differences in topology.
These statistics were computed for each subject and parcellation by com-
puting the average across graph samples. Global clustering coefficients
and shortest-path lengths were calculated with the Matlab Boost Graph
Library (http://dgleich.github.io/matlab-bgl/index.html).
Shortest-path lengths were used to compute global and local efficiencies
with custom Matlab scripts. Assortativity and local clustering coefficients
were computed using the Brain Connectivity Toolbox [38]. This process
produced two sets (one for each parcellation) of parameter estimates for
every subject. Most of the computed parameters are highly correlated and
we are not necessarily interested in any one of them specifically. There-
fore we used principal component analysis (PCA) to produce orthogonal
regressors, which we applied separately to each set of graph parameters
associated with a parcellation.
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Figure 5.1 – Destrieux (top row) and CAESAR (bottom row) node-definitions.
Ordinary least squares (OLS) regression on z-scored cognitive domain
scores was performed with three different models. We will refer to these
as the null-model, Destrieux-model and CAESAR-model. The null-model
consisted of age, level of education, depression score, intra-cranial vol-
ume, total brain volume, mean absolute motion, and mean relative mo-
tion. The Destrieux- and CAESAR-models combine the null-model with
their respective sets of orthogonalised graph-regressors. All regressors
were transformed to z-scores prior to model fitting.
Results
The parcellation produced by CAESAR on the basis of the training dataset
is shown in Figure 5.1, together with the Destrieux-atlas. CAESAR re-
turned 73 and 71 cluster for left and right hemispheres respectively. Com-
bined with the subcortical regions, this forms a graph with 158 nodes,
which is quite close to the 162 regions in the Destrieux atlas.
The corresponding structural connectivity graph, which serves as the
conditional-independence graph, is shown in Figure 5.2 together with the
average partial correlations and F -statistics for the connections. The struc-
tural graphs of the Destrieux and CAESAR parcellations had 2758 and
2622 undirected connections respectively, resulting in virtually identical
graph densities.
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Figure 5.2 – Conditional independence structures (left column), group-mean partial-correlation ma-
trix (middle column) and F -scores of the sampled partial-correlations (right column); for the anatom-
ical atlas (Freesurfer based; top row) and the empirical, functional parcellation (CAESAR; bottom
row).
Table 5.1 – Group-averages of graph summary-statistics ± standard deviation.
Destrieux CAESAR
Global efficiency 0.0983± 0.0011 0.1005± 0.0016
Local efficiency 0.1107± 0.0015 0.114 ± 0.002
Global clustering 0.0444± 0.0005 0.0466± 0.0005
Local clustering 0.0471± 0.0005 0.0504± 0.0007
Assortativity −0.151 ± 0.005 −0.101 ± 0.008
Graph strength 0.0405± 0.0004 0.0419± 0.0005
In order to test whether there were significant differences between sub-
jects in the strength of their partial correlations, we performed an ANOVA
for each connection separately on the sampled partial correlations, with
patient labels as groups. All connections in either graph showed a signifi-
cant difference in means over participants (F (45, 900) > 96, p < 10−32 for
all connections).
The averaged graph-theoretical summary-statistics are presented in
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Table 5.2 – Regression results. Estimates presented as: R2 (p-value).
Null model Destrieux CAESAR
df = 38 df = 32 df = 32
CI 0.31(0.033) 0.44 (0.318) 0.55(0.029)
PMS 0.31(0.034) 0.46 (0.212) 0.50 (0.088)
VM 0.24 (0.125) 0.36 (0.457) 0.53(0.013)
The null-model (nuisance regressors) was compared an intercept-only model (df = 45) using an
F -test. The Destrieux- and CAESAR-models were tested against the null model. Boldface values
indicate R2 for which p < 0.05.
Table 5.1. The results of the regression are summarised in Table 5.2. The
null-model explained a significant amount of variance in CI and PMS. The
CAESAR-model was able to explain a significant amount of variance in
CI and VM, over and above the nuisance regressors. The Destrieux-model
failed to explain a significant amount of additional variance.
Figures 5.3 and 5.4 show, for the Destrieux- and CAESAR-model re-
spectively, scatter plots with cognitive scores as abscissae and principle-
component (PC) scores as ordinates, along with the line fitted in the re-
gression. The first PC in either case shows the strongest relationship with
the cognitive scores. The remaining PCs for the Destrieux-based results
are weakly informative at best. In the case of the CAESAR-based results,
the first PC has slightly lower βs than the first PC in the Destrieux-model.
Qualitatively, the higher performance of the CAESAR-model appears to
be attributable to stronger contributions from the remaining components.
Scatter plots using z-scored graph-statistics are shown in Figures 5.3
and 5.4, with the fitted lines from the regression projected back into the
original space. For the Destrieux-model, the main contributors to predic-
tion are global efficiency, local efficiency, assortativity and graph strength.
In the case of the CAESAR-model, this contribution is primarily concen-
trated in global efficiency, local efficiency and local clustering.
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Figure 5.3 – Scatter plots for cognitive scores against principal-component scores for graph statis-
tics based on the Destrieux atlas. Cognitive index (CI, top row), psychomotor speed (PMS, middle
row), and verbal memory (VM; bottom row) serve as ordinates in their respective columns; principal-
component scores (PC), ordered according to explained variance of graph statistics, are the abscissae
in their respective columns. Lines represent the fitted slope (β).
Discussion
The search for biomarkers related to disease is one of sifting through noise
to find signal. It stands to reason, therefore, that improvements in the es-
timation of proposed biomarkers are crucial in the success of this endeav-
our. In earlier work, we have shown that CAESAR provides high-quality
parcellations along with high-quality regional timecourses. In this work,
we show that this translates into estimates of functional network structure
that are more informative of cognitive functioning than an anatomical at-
las, even when estimated on a separate group.
Differences in predictive performance cannot be attributed to the con-
ditional independence graphs directly, as these were held fixed over par-
ticipants and therefore contributed no variance. Graph size and density
do affect the performance of the G-Wishart model used to estimate partial
correlations, as the difficulty of this estimation increases as a function of
the number of connections. The difference in predictive performance is
unlikely to be due to such an effect, though, as the size of the graphs was
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Figure 5.4 – Scatter plots for cognitive scores against principal-component scores for graph statistics
based on the CAESAR parcellation. Cognitive index (CI, top row), psychomotor speed (PMS, middle
row), and verbal memory (VM; bottom row) serve as abscissae in their respective columns; principal-
component scores (PC), ordered according to explained variance of graph statistics, are the ordinates
in their respective columns. Lines represent the fitted slope (β).
very nearly equal and the number of connections was kept quite similar.
The graph statistics we chose are highly correlated among themselves,
making them ill-suited as a set of regressors. One might instead choose
one of these to serve as a predictor, but that throws away any comple-
mentary information in the other statistics. Given that we are more in-
terested in predictive performance than interpretation of the regressors
themselves, we opted to use PC-scores. The stronger predictive perfor-
mance of the CAESAR-model appears to be due to more relevant informa-
tion contained in PCs beyond the first. This suggests that there is a richer
variation in graphs derived from a functional parcellation as compared to
an anatomical atlas.
Interestingly, when we project the βs back into the original space, the
two approaches showed an qualitative difference in which graph statis-
tics best predict which cognitive domain. This transformation also reveals
an inverse relation between global and local efficiency with cognitive per-
formance for either approach (except for the very small β for global effi-
ciency and PMS in the Destrieux-model). Previous studies have reported
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Figure 5.5 – Scatter plots for cognitive scores against graph-statistic scores based on the Destrieux at-
las. Cognitive index (CI, top row), psychomotor speed (PMS, middle row), and verbal memory (VM;
bottom row) serve as ordinates in their respective columns; z-scores for global efficiency (Eglobal),
local efficiency (Elocal), global clustering (Cglobal), local clustering (Clocal), assortativity, and graph
strength are the abscissae in their respective columns. Lines represent slopes fitted in component
space projected into graph-statistic space.
cognitive performance to be positively correlated with global and local
efficiencies of structural networks [8, 9, 11, 39, 40] as well as functional
networks[10, 41, 42]. Most notably, earlier work using the full RUNDMC-
cohort also found positive correlations with efficiency of structural graphs
[43].
There are, however important methodological considerations to take
into account before interpreting this discrepancy. G-Wishart-constrained
estimation of partial correlations requires more specific assumptions (in
the form of a conditional independence structure) as compared to shrink-
age constrained approaches. As a result, the underlying binary graph, and
therefore its topology, is fixed across participants in our approach. Hence,
the only source of variation in graph topology in our case is in the strength
and distribution of partial correlations, whereas other studies look at the
variation in the binary graph, together with connection weights where ap-
plicable. Whether this difference can explain the negative correlations we
have observed is an important, open question that should be pursued in
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future research. The answer to this question might affect the interpretation
of not only this work, but any studies using correlation-based functional
connectivity.
Leaving this methodological question aside for now, there is the ques-
tion of how well the positive correlation generalises. The closest compar-
ison is with Tuladhar et al. [43], which is based on the same dataset, but
uses structural connectivity, begging the question of whether this trans-
lates to functional networks. While van den Heuvel et al. [10] looked at
FMRI-based measures, they did so in healthy and young participants, us-
ing individual voxels and full correlations. An important change in func-
tional graph topology that coincides with ageing is a decrease in mod-
ularity [44, 45]. Modularity is a measure of how well the graph can be
subdivided into groups with strong connections within and weak connec-
tions between groups. The change in modularity was not only caused
by a decrease of within-module connection-strength, but also increased
between-module connection-strength. Depending on the balance of these
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5increases and decreases, this could lead to an increase of efficiency.
There is also the possibility of an interaction effect between our con-
nectivity estimation and the study population. If there are missing connec-
tions in our conditional independence structure, this will induce stronger
partial-correlations through Berkson’s paradox. The inverse relationship
with graph-statistics could then be explained by an inverse relationship
between the importance of these missing connections and cognitive func-
tioning. If, for example, the streamlining approach has a bias towards
the within-module connections mentioned earlier, this would inflate ef-
ficiency scores. This interpretation also implies that our functional par-
cellation is more sensitive to picking up this difference than the anatom-
ical atlas. In terms of the G-Wishart approach, this would demonstrate
a sensitivity to biases in the conditional-independence assumptions. The
likelihood of this explanation is undercut by the observation that global
and local efficiencies do not contribute similarly across the three cogni-
tive domains, which would require a very specific and convoluted set of
circumstances to achieve.
All in all, further research is needed into the effects of connectivity es-
timation, study population, measurement modality and, ideally, any pos-
sible interactions between them.
The benefit of using a functional parcellation, like those provided by
CAESAR, as a node definition is exemplified by the consistently better fit
across all three measures, even if it did not reach significance for PMS.
Moreover, this performance is despite small sample-sizes on two sepa-
rate fronts, having a relatively small number of participants, in addition
to a small number of FMRI-datapoints per participant. The performance
we obtain under such low-powered conditions, speaks to the promise of
CAESAR to leverage the potential of neuroimaging data in the search for
viable biomarkers.
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6
The central question in this thesis is: how can we improve the sen-
sitivity of graph statistics in their application as biomarkers. Operating
under the assumption that this graph perspective is valid, this boils down
to the question of accurately describing the underlying physical system in
the language graphs. Bayesian generative modelling is an approach that
enforces explicit assumptions about our statistical descriptions. That is,
it enforces a conscious choice of a how to describe the physical system.
Bayesian approaches also have the advantages of allowing a direct com-
parison of competing models through their model evidence, as well as
quantification of their uncertainty at any level. In the preceding chapters,
tools have been developed in this framework and applied to neuroimag-
ing data in several ways. What follows is a summary of this work, a subse-
quent discussion of implications, and this chapter will end with thoughts
on the necessary steps to move graph-based connectomics to clinical prac-
tice.
Summary
Being able to characterise uncertainty at any level allows for a more de-
tailed investigation into individual variation. This is illustrated in Chap-
ter 2 using the BaCon framework. In that chapter, a model of connec-
tivity from the BaCon framework is extended and used to demonstrate
uncertainty in streamline-based connectomics. The model described there
provides a principled way to obtain graphs from probabilistic diffusion-
tractography, along with the associated uncertainty.
Importantly, the model specifies a graph as the joint distribution of
individual edges.* This is convenient way to properly account for the
streamline counts, but has an important consequence for the interpreta-
tion of edge probabilities. Individual edge probabilities can be computed
as the proportion of posterior graphs that contain a given connection,
which means these are marginal probabilities. Given that graph statis-
tics are functions of graphs as a whole, however, a different approach is
needed.
*To be precise, the joint distribution of presence/absence of individual edges.
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6The proper approach to translating a distribution over graphs to a dis-
tribution of graph statistics, is to apply the corresponding functions to all
points in the distribution. In the case of sample-based approaches, this
corresponds to computing the statistic for each sample in the approximate
distribution. This approach demonstrates considerable variation of mean
graph statistics over participants, well above the uncertainty in their esti-
mation. These participant level statistics agree with the common approach
of simply thresholding streamline counts in that they generally fall within
the individual distributions. Nevertheless, there were also important dif-
ferences between the posterior distribution and thresholded graphs. Be-
tweenness centrality for both thalami was consistently lower in thresh-
olded graphs along with higher estimates for right olfactory cortex and
left pallidum. In either of these unilateral cases, the posterior distribution
was more symmetric. Thresholding also resulted in higher estimates of
small-worldness and modularity to a varying degree, possibly leading to
a distortion of the individual variation.
Introduced in Chapter 3, CAESAR (Clustered Activity Estimation with
Spatial Restrictions) is a powerful tool to partition FMRI data into func-
tionally homogeneous parcels. It was used to find functional subdivi-
sions of the striatum, based on resting state FMRI. The clustering that was
obtained with CAESAR showed bilateral symmetry, high reproducibility
over groups, and robustness to small sample size. Chapter 3 also demon-
strates the possibility of tailoring an existing parcellation, in this case one
obtained from CAESAR, to data from individual participants.
The clusters reported in Chapter 3 had distinct connectivity profiles,
both within and between hemispheres. The distinction between homolo-
gous clusters across hemispheres is especially notable, given observations
of bilateral clusters in the literature [1–3]. These connectivity profiles were
also consistent with literature on segregation and integration in parallel
cortico-basal ganglia loops [4, 5].
Chapter 4 introduces Gaussian process (GP) priors to CAESAR in or-
der to model the autocorrelation induced by the haemodynamic response
function. One can think of using GPs as performing temporal filtering
during the clustering, representing an alternative to the more common
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approach of applying a temporal filter as part of the preprocessing stage.
The advantage of incorporating the filter in CAESAR is that it allows the
model to use the clustering to inform the filtering and vice versa.
Simulations indicated that there was not much difference between ei-
ther approach in terms of recovering the true clustering. There was, how-
ever, a difference in the quality of timecourses; using GP priors consis-
tently resulted in more accurate estimation of timecourses. This was most
pronounced in mid to high SNR cases, likely due the GP priors allowing
higher frequency content. Applied to FMRI data from the Human Connec-
tome Project (HCP), the effect of using GP priors is far larger, increasing
explained variance by 20 % increase.† CAESAR once again demonstrated
high reproducibility, outperforming Ward clustering, which has previ-
ously been found to be the best among several common approaches [6].
Additionally, the clustering provided by CAESAR consistently explained
more variance than those produced with Ward clustering, although this
effect was modest in comparison to the increase due to the GP priors.
Chapter 5 relates several graph statistics, based on functional connec-
tivity, to cognitive performance of patients with cerebral small vessel dis-
ease from the RUN DMC cohort. Binary graphs were constructed at a
group level, using an anatomical parcellation or a functional parcellation
from CAESAR as node definition and connections were estimated using
probabilistic diffusion-tractography. Thresholds for building these binary
graphs were adjusted to result in comparable graph-densities between the
anatomical atlas and the functional parcellation. Using the same thresh-
old in either case resulted in far denser graphs for CAESAR, which would
greatly complicate any comparison with the atlas. This density difference
between parcellations emphasizes the question of their respective suitabil-
ity, though it does not reveal which is more suitable. Partial correlations,
constrained by these graphs, were estimated for individual patients and
used to construct weighted graphs. This approach fixes the graph density
over patients, which has the advantage of eliminating the effect of graph
density from the graph statistics.
†While this represented only a 2 percentage point increase, it should be noted that this
was w.r.t. highly noisy, unfiltered data.
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6Despite the limited number of data points for estimating partial corre-
lations, within-subject variance was considerably smaller than between-
subject variance for all connections; which demonstrates the robustness of
this approach. It also emphasises the usefulness of looking at summary
statistics of the networks, as opposed to the individual connections, in the
absence of any prior hypothesis on which connections are relevant. In-
terestingly, both the anatomical and CAESAR parcellations resulted in a
negative correlation between efficiency/clustering and cognitive perfor-
mance. This result is at odds with the literature that reports a positive
correlations [7]. Such statistics for graphs based on CAESAR, however,
explained a significant portion of variance in cognitive performance, in
contrast to graph statistics based on the anatomical atlas.
What caused the negative correlation remains an open question. We
can, however, eliminate some possible explanations, starting with the par-
cellation, as it holds for both anatomical and functional parcellations. The
next suspect would be an artefact of the partial correlation estimation,
which is rendered implausible by the domain specific patterns of nega-
tive correlations. It could be the case that fixing the binary graph structure
induced a negative correlation. If so, it leads to an interesting question
on the sources of individual variation in graphs and the interpretation
thereof. Importantly, allowing the binary graph to vary over individuals
assumes that part of the variation is due to variation in the presence or
absence of tracts.‡ Another possibility is the sample, as it might be the
case that despite positive correlations based on structural graphs of RUN
DMC patients [8, 9], functional connectivity estimates in these patients de-
viate from what might be expected in healthy, young individuals.Finally,
the possibility remains that this is simply due to our use of a subset of the
RUN DMC study.
Overall, our results support the intuitive idea that functional parcel-
lations result in better estimates of functional connectivity, compared to
standard anatomical atlases.
‡For functional connectivity it might also represent variation in (non-)use of tracts.
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Implications
The implicit assumption in looking at individual variation in structural
connectivity is that the presence of tracts can vary. At the level of com-
monly used parcellations, this might be a questionable assumption. What
does this mean for the results in Chapter 2 and diffusion-tractography
studies in general? Structural connectivity variation should, perhaps, be
more carefully interpreted as reflecting differences in connection visibil-
ity. Which is not to say that these variations are meaningless, they do
correlate with cognitive performance [10, 11]. A plausible interpretation
might be that variation in connection of visibility actually reflects connec-
tion strength.
While CAESAR was first and foremost designed to cluster FMRI data,
it is not limited to this application. The default parameters of the GP priors
have been tailored to the haemodynamic response function, but these can
easily be adjusted for use in any dataset that involves timecourses. Our
deliberate choice to model the timecourses, as opposed to a connectivity
matrix, also makes it relevant to any region-based analysis. Holding the
clustering fixed to some predefined set of regions, one can utilise CAE-
SAR to combine temporal low-pass filtering with spatial averaging within
each region as a preprocessing step. Our results suggest that this produces
better estimates of regional timecourses than the traditional approach of
filtering and averaging separately.
CAESAR is based on the distance-dependent Chinese Restaurant Pro-
cess (ddCRP) [12], which is also used in the approaches proposed by Bal-
dassano et al. [13] and Moyer et al. [14] in the context of clustering neu-
roimaging data. The difference between these three models is the like-
lihood function, i.e. the way that the data modelled.§ Moyer et al. [14]
use Poisson processes to model the generation of streamlines, which mod-
els structural connectivity; combining this likelihood function with that
of CAESAR would be a relatively straightforward approach to perform
multi-modal clustering.¶
§Put simply, the prior, in the form of the ddCRP, models clusters and the likelihood
function models what is in each cluster.
¶While Moyer et al. [14] make a point of operating on mesh faces instead of nodes, one
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6CAESAR can also produce connectivity estimates in the form of the
posterior covariance of clusters. It would be difficult, however, to modify
the full CAESAR model to produce partial correlations directly, given the
non-parametric nature of the model. The tailoring process used in Chap-
ter 3 is a different matter, as it is parametric and already used a precision
matrix as a hyperparameter. Placing a G-Wishart prior on this parameter
would produce a model that includes partial correlation in its posterior.
The way forward
Utilising graph statistics is a process with many steps, with errors and
artefacts accumulating at each step. I advocate the use of Bayesian gener-
ative modelling at each of these steps, because it allows us to build pow-
erful models and provides a natural way to propagate uncertainty. Our
approach helped to increase the predictive performance of graph statis-
tics in a group analysis. While valuable, this still falls short of using such
statistics in clinical practice and much work remains to be done before this
might be achieved. In this section, I will discuss the pipeline from image
acquisition to graph statistics, focusing on rsFMRI.
Starting at the beginning of the pipeline, the data collected from a pa-
tient needs to be of high quality. A clinical application would require im-
ages of equal, if not higher, quality as compared to the current academic
standard, which means high spatial resolution and high signal-to-noise ra-
tios (SNRs). Obviously these two requirements are fundamentally at odds
and the appropriate balance will depend on the question being asked. The
spatial resolution should at least be sufficient to distinguish between op-
posite banks of a sulcus. Obtaining this resolution without paying too
much in terms of SNR would require 3 T scanners, as opposed to the 1.5 T
scanners that are currently the norm in clinical practice.
The utility of rsFMRI in this endeavour will also depend greatly on the
duration of recording. Due to the slow nature of the HRF, it takes some
time for BOLD-signals to adequately explore the space of possible voxel
values. Based on this, I would argue that it is better to have multiple
can simply construct the dual of a mesh to obtain the same effect.
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short sessions than a single, long session, assuming the total number of
images is the same. While this would be more costly and inconvenient to
schedule, shorter sessions would also be less demanding for patients.
At the level of preprocessing, motion artefacts dominate the concerns.
It is common research practice to perform motion correction for FMRI by
simply realigning the individual images. The parameters of these realign-
ments can be used to construct estimates of motion, which which may
or may not be used as nuisance regressors, along with their derivatives.
These efforts notwithstanding, motion artefacts are still liable to affect con-
nectivity results [15].
There are a number of ways to build upon this basic correction ap-
proach. Motion estimates can used in a more refined way by producing
voxel specific motion regressors [16] The global signal, i.e. the average
over all voxels in the brain, can be used as an additional regressor [17]. It
should be noted, however, that this approach, by its nature, changes the
covariance structure [18]. The fluctuations in global signal also represent
far more than just artefacts, as it has been found to correlate with neuronal
activity [19, 20], making it difficult to justify its removal. Using regressors
based on WM and CSF signals are slightly more justified, as their estima-
tion does not involve the voxels of interest.
In keeping with the Bayesian, model-based approach advocated in this
thesis, I would recommend the development of a forward model of mo-
tion artefacts. Such an approach would employ a head model similar to
the finite-element and boundary-element forward models used in M/EEG
source reconstruction [21, 22]. Combining this head model with motion
estimates would provide voxel-wise estimates of motion artefacts. Ideally,
motion estimates would be obtained from independent measurements of
patient position||, especially if this can be acquired at a higher sampling
rate than the FMRI, but this is not strictly necessary. This approach would
allow these estimates to be specific to both local movement and tissue-type
at that location and, if done in a probabilistic framework, would allow the
propagation of uncertainty in this process.
||Synchronised to the scanner clock, of course.
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6Similarly, physiological confounds like heart and breathing rates also
need to be taken into account, again, ideally using an independent esti-
mate of these with methods such as RETRO-ICOR [23] or DRIFTER [24].
As a Bayesian approach, the latter is more in keeping with this thesis.
In terms of building graphs, there are several avenues to pursue. First
of all, any parcellation that is employed, should be adapted to the patient
as faithfully as possible. In Chapter 5, a group parcellation is used that is
estimated on a separate sample, i.e. it still assumes the exact same func-
tional organisation for each patient.
For research settings, a more elegant approach would be to formu-
late a model that estimates both "group average" and individually tailored
parcellations together. This would allow individual datasets to "borrow"
power from each other, possibly resulting in more accurate individual re-
sults. In clinical practice, an approach like in Chapter 3, where a previ-
ously estimated parcellation is tailored to each participant using a more
restricted model, would be sufficient. The aforementioned approach re-
quires a well-validated parcellation with features that can be used as pri-
ors for tailoring process.
The process of registering scans to a standard space and using this
to project a parcellation into native space can be seen as an example of
tailoring that employs location-based priors. The location of a module in
the brain is irrelevant in itself, however, it is function that matters and
function is derived from the set of inputs and outputs. Hence, the prior
of choice should be connectivity itself, although location-based priors can
and should be used as a starting point.
The tailoring approach from Chapter 3 is an example of using a con-
nectivity prior, in this case functional connectivity in the form of a preci-
sion matrix. In this work, the prior was generated from a small subset of
the larger dataset by inverting the posterior covariance matrix of the clus-
tered data. The prior for a clinical application as discussed here would be
whole-brain and would have to be obtained from larger datasets to offset
the increase in number of connections.
Consolidating this prior information would be an interesting study in
itself. As a first approximation, one can start by estimating population-
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level connectivity of healthy adults, as is the objective of projects like those
described by Van Essen et al. [25] and Biswal et al. [26]. The next step
could be taking age into account, for example by estimating connectivity
in certain age ranges, or, more elegantly, using a Wishart processes [27] to
explicitly model an age dependency. Patients should be also be consid-
ered against the backdrop of their medical history, however, which means
that an appropriate prior would take gender and any co-morbidities into
account. This might be achieved by formulating the prior connectivity as
the sum of a fundamental, possibly age-dependent, connectivity matrix
and a set of modifying matrices represent various relevant factors. This
approach would only modify the structure of the prior connectivity, how-
ever, an open and more difficult question is how to model differences in
variability in individual connection strengths.
For many, if not all, of the abovementioned steps, Bayesian approaches
already exist. From a purely theoretical standpoint, it would make sense
to fuse these models into a single model. Such a supermodel, if you will,
is the best way to combine the steps and properly propagate uncertainty.
From a practical standpoint, however, a pipeline of Bayesian models is the
better approach, given the computational complexity already involved at
each step of the pipeline. Feeding the output of one step into the next is a
reasonable approximation of the supermodel
While much remains to be done before connectomics can be translated
to clinical practice, the work presented in this thesis is a contribution to a
solid foundation for the work ahead.
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Neuronen in het brein zijn onderling verbonden in een gigantisch net-
werk, ook wel het connectoom genoemd. Het connectoom kan men op
verschillende niveaus bestuderen, van het niveau van neuronen tot grove
onderverdelingen van het brein. De structuur van het connectoom kan be-
studeerd worden door het te beschrijven in de taal van grafentheorie. Gra-
fentheorie is de tak van wiskunde die zich bezig houdt met het bestuderen
van de structuur van paarsgewijze relaties tussen objecten, uitgedrukt als
een graaf. Een graaf bestaat uit knopen, die de objecten voorstellen, en
verbindingen, die de onderlinge relaties vertegenwoordigen.
De literatuur geeft ons reden om aan te nemen dat een dergelijke, ho-
listische kijk op de structuur van het connectoom, informatief kan zijn in
de bestudering van ziektes als Alzheimer, autisme en schizofrenie en in
de toekomst wellicht bruikbaar kunnen zijn bij het formuleren van dia-
gnose danwel prognose. Elke techniek die men wil toepassen in een kli-
nische context, vereist gevoeligheid voor individuele variaties, d.w.z, de
uitkomst moet voorbij groepsverschillen gaan en iets kunnen zeggen over
specifieke gevallen. In dit proefschrift wordt gekeken naar manieren om
deze gevoeligheid te verbeteren in het geval van grafentheoretische maten
van hersennetwerken. Aan de basis van een dergelijke analyse van her-
sennetwerken, liggen de definities van knopen en verbindingen, m.a.w.,
wat is er verbonden en hoe zijn die verbonden.
In hoofdstuk 2 wordt een Bayesiaanse methode toegelicht om structu-
rele verbindingen te schatten middels probabilistische tractografie. Deze
methode beschrijft een netwerk als een gezamenlijke verdeling van de
aan- of afwezigheid van alle mogelijke verbindingen. Het voordeel van
deze aanpak is dat het een gemakkelijke manier biedt om de uitkomst van
probabilistische tractografie om te zetten naar een binaire graaf, met een
consistente interpretatie. Het betekent echter wel dat het niet eenvoudig is
om een puntschatting te geven van de verwachtte graaf. Dit is geen groot
probleem, aangezien we meer geïnteresseerd zijn in schattingen van de
structuur. De grafentheoretische maten kunnen worden uitgerekend voor
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iedere graaf in de verdeling, hetgeen resulteert in een nieuwe verdeling
waarvan het gemiddelde kan worden uitgerekend.
Deze verdeling biedt bovendien de mogelijkheid om, voor ieder indi-
vidu, een schatting te geven van onze onzekerheid over grafentheoreti-
sche maten. Toepassing op data demonstreerde een variantie over partici-
panten die duidelijk groter was dan de onzekerheid binnen participanten,
een voorwaarde voor het bestuderen van individuele variatie. Over het
algemeen genomen kwamen deze resultaten overeen met de puntschat-
tingen verkregen na het toepassen van drempelwaarden, een veelvoorko-
mende aanpak in de literatuur. Desalniettemin waren er een aantal be-
langrijke verschillen. De thalami in grafen uit onze methode waren ge-
middeld centraler gelegen dan in de grafen verkregen via drempelwaar-
den. De centraliteit van de olfactorische cortex en het pallidum waren
bovendien symmetrischer in onze aanpak. En hoewel small-worldness
en modulariteit voor de beide aanpakken elkaar niet ver ontliepen, illu-
streerde de variabiliteit van de verhouding van puntschattingen op ba-
sis van drempelwaarden en de verdeling uit onze methode een potentiele
verstoring van individuele variatie.
Om te kunnen abstraheren van brein naar graaf, moet het brein opge-
deeld worden in elementen die kunnen dienen als knoop. In veel gevallen
is het wenselijk om de hoeveelheid knopen te beperken en in dat geval
kan men een hersenatlas gebruiken. In hoofdstuk 3 wordt een partitio-
neringsmodel geïntroduceerd, genaamd CAESAR, om hersenatlassen te
construeren op basis van functionele MRI. CAESAR staat voor Clustered
Activity Estimation with Spatial Adjacency Restrictions, waarmee gere-
fereerd wordt aan het feit dat dit model de hersenen opdeelt in contigue
partities en tegelijkertijd de functionele activiteit binnen deze partities mo-
delleert. Hoofdstuk 4 betreft een uitbreiding van dit model, waarbij de
afhankelijkheden van naburige tijdspunten worden gemodelleerd.
In hoofdstuk 3 wordt deze methode toegepast op functionele MRI data
om het striatum op te delen in functionele clusters. De resulterende parti-
tie was symmetrisch, zeer reproduceerbaar en robuust tegen geringe aan-
tallen van observaties. In dit hoofdstuk wordt ook de mogelijkheid ge-
demonstreerd om een bestaande partitie, in dit geval een groepsschatting
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verkregen via CAESAR, passend te maken aan de data van individuele
participanten.
De in hoofdstuk 3 gerapporteerde clusters hadden duidelijk verschil-
lende connectiviteitsprofielen. Het onderscheid tussen connectiviteit van
homologe clusters springt daarbij in het oog, gegeven dat gerapporteerde
partities van het striatum in de literatuur veelal bilaterale clusters bevat-
ten. De connectiviteitsprofielen sloten bovendien nauw aan bij de litera-
tuur over segregatie in integratie in parallelle cortico-basale ganglia lus-
sen.
Hoofdstuk 4 introduceert het Gaussische proces (GP) als a-priori ver-
deling voor de tijdreeks van ieder cluster. Men kan het gebruik van GP’s
beschouwen als filteren tijdens het schatten van de partitie, in tegenstel-
ling tot de gewoonlijke aanpak om vooraf te filteren. Het voordeel van
het filter opnemen in CAESAR is dat het op die manier mogelijk is om de
filtering te laten informeren door de clusters en vice versa.
In simulaties was er weinig verschil te bemerken tussen de beide aan-
pakken met betrekking tot het achterhalen van de grondwaarheid. De
kwaliteit van de tijdreeksen, daarentegen, was consistent hoger in het
geval van de GP aanpak. Dit verschil was het duidelijkst in matig tot
hoge signaal-ruis verhoudingen, waarschijnlijk omdat de GP meer hoog-
frequente signalen doorlaat. Toegepassing op FMRI data van het Human
Connectome Project (HCP) wees op een veel groter effect van de GP’s, te
zien in een toename van 20 % van de verklaarde variantie.** Daar bovenop
verklaarde de door CAESAR geproduceerde partitie zelf consistent meer
variantie dan een partitie verkregen middels Ward clustering, hoewel dit
een bescheiden toename was in vergelijking met het effect van GP’s.
Het effect op de sensitiviteit van grafentheoretische maten wordt be-
keken in hoofdstuk 5. In dit hoofdstuk werd gekeken naar het verband
tussen cognitief functioneren en deze maten gebaseerd op ofwel een at-
las verkregen uit CAESAR danwel een anatomische atlas. Voor ieder van
deze atlassen werden binaire grafen gebouwd, waarvan de verbindingen
werden geschat middels probabilistische diffusie-tractrografie. De drem-
**Ter verduidelijking, dit betreft 2 procentpunten. Dit lijkt misschien zeer weinig, maar
neem daarbij in acht dat het hier ging om zeer ruizige en ongefilterde data.
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pelwaarden voor de binaire waarden werden gekozen zodat de beide gra-
fen een vergelijkbare dichtheid hadden. Dit was omdat een uniforme
drempelwaarde zou leiden tot een groot verschil in dichtheid, hetgeen de
vergelijking tussen de twee zou bemoeilijken. Het verschil in dichtheid
benadrukt het belang van de vraag van toepasbaarheid van de atlassen,
hoewel het geen aanwijzing geeft welke van de twee de voorkeur heeft.
Deze grafen dienden vervolgens als randvoorwaarden voor het schatten
van partiële correlaties, welke vervolgens werden gebruikt als gewichten
voor verbindingen in de grafen. Deze aanpak heeft als voordeel dat het
effect van graafdichtheid geëlimineerd wordt in de variabiliteit van graaf
maten.
Ondanks het beperkte aantal datapunten beschikbaar voor het schat-
ten van partiële correlaties was, voor iedere verbinding in de graaf, de
variantie binnen participanten vele malen kleiner dan de variantie tus-
sen proefpersonen; een demonstratie van de robuustheid van deze aan-
pak. Het benadrukt ook het nut van graaf maten als samenvatting van
het netwerk, aangezien er geen specifieke verbindingen in het oog sprin-
gen. Graaf maten op basis van de atlas verkregen met CAESAR verklaar-
den een significante proportie van de variantie in cognitief functioneren,
in tegenstelling tot de anatomische atlas. Opvallend genoeg, resulteer-
den zowel de anatomische als CAESAR partities in grafen waarvan de
efficiëntie danwel clustering coëfficiënt negatief correleerde met cognitief
functioneren, contrasterend met de positieve correlaties gerapporteerd in
de literatuur.
De oorzaak van deze negatieve correlatie blijft een open vraag. Het is
echter wel mogelijk om een aantal verklaringen te elimineren. Om te be-
ginnen, beide atlassen lieten deze negatieve correlatie zien, dus het komt
niet door één van beide atlassen. De volgende verdachte zou een arte-
fact zijn veroorzaakt door de schatting van partiële correlaties, maar dit
is niet plausibel aangezien de negatieve correlaties aanwezig zijn in alle
cognitieve domeinen maar bij verschillende graaf maten.
Het zou kunnen zijn dat het fixeren van de binaire graaf structuur een
bron van variantie wegneemt die basis is van de positieve correlatie. Als
dit zo is, leidt dit tot een interessante vraag over de bronnen van indivi-
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duele variatie in grafen en de interpretatie hiervan. Het is belangrijk om
hierbij te onthouden dat de prima facie interpretatie van variatie in de bi-
naire graaf is dat er variatie is aan- of afwezigheid van verbindingen, of, in
het geval van grafen gebaseerd op functionele correlatie, variatie in het al
dan niet gebruiken van bepaalde verbindingen. Het is ook nog mogelijk
dat de verhouding tussen functionele connectiviteit en cognitie in deze
populatie afwijkt van de jonge, gezonde populatie uit de literatuur. Tot
slot, de mogelijkheid blijft aanwezig dat het veroorzaakt wordt door het
feit dat het hier een subset van de RUN DMC dataset betreft. Desondanks,
ondersteunen de resultaten het intuïtieve idee dat een functionele partitie
leidt tot betere schattingen van functionele connectiviteit.
De Bayesiaanse methoden besproken in dit werk beloven niet alleen
een verbetering in het schatten van grafentheoretische maten, maar ook
een verbetering van de interpreteerbaarheid daarvan. Op deze manier
dragen ze bij aan het uiteindelijke doel van een klinische toepassing van
deze maten, welke hopelijk zal helpen in de strijd tegen allerlei hersen-
aandoeningen.
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DANKWOORD
Als eerste wil ik mijn (co)promotoren bedanken, Marcel en Roy, voor hun
positieve benadering en bemoedigende woorden. Marcel, het getuigt van
je vooruitziende blik dat je mij al bij mijn sollicitatie de vraag stelde of ik
te begeleiden was, aangezien ik niet de makkelijkste promovendus ben
geweest ;). Ik heb groot respect voor je: je kennis van zaken, je scherpe
(en bliksemsnelle) feedback, je kwaliteiten als begeleider†† en tomeloze
enthousiasme. Ik ben dan ook zeer blij om te zien dat de universiteit jouw
kwaliteiten her- en vooral ook erkent.
DistReppers, CoCoNers, CCNlabbers, or whatever Marcel is gonna
call the group next, thank you for your lively discussions on such trivial
topics as how the brain work and of course the really important, founda-
tional questions, like what is the best beer.
Max, dank je voor alle geduldige uitleg als ik weer eens een vraag had
over wiskunde, statistiek, of wat dan ook. Ook niet onbelangrijk, bedankt
voor je positiviteit, humor en eindeloos fascinerende discussies.
Sanne, de sociale lijm van de groep. Dank je voor het organiseren,
het meeslepen naar de lunch en naar bier en bovendien je tomeloze opti-
misme.
Marieke, in antwoord op de vraag in jouw dankwoord, er is een hoop
wat ik niet weet. Zo heb ik geen flauw benul waar jij die ogenschijnlijk
eindeloze creativiteit vandaan haalt. Wat ik in ieder geval wel weet is dat
katten een onuitputtelijke bron zijn voor gesprekken in een trein laat op
de avond.
Pasi, thank you so much for all your patience in answering all my
questions about sampling, GPs, and whatever crazy idea I would come
up with. You have taught me so much about all these things.
Inez, wat een worsteling voor ons beiden. Ik had lang niet zo ver ge-
komen met mijn laatste hoofdstuk zonder jouw noeste arbeid! Ik hoop dat
je ook trots bent op wat we samen hebben bereikt.
††Hoe vaak ik niet tegen Marinka heb gezegd "Ik ben blij dat ik Marcel als begeleider
heb"!
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DANKWOORD
Erik, dankje voor alle hulp met MOARSDICoD processing en MR pro-
cessing in het algemeen. En natuurlijk ook voor alle spellenavonden!
Anil, zonder jouw hulp met de RUN DMC data zou het laatste hoofd-
stuk er niet hebben gestaan, dank daarvoor.
I also have to mention Markus Barth, thank you so much for kicking
me to apply for this position!
Pa en ma, ik zou niet zo ver gekomen zijn als jullie niet mijn eeuwige
nieuwsgierigheid hadden gekoesterd. Minstens net zo belangrijk was jul-
lie boodschap: wat je ook besluit te doen, doe dat tot je volle vermogen.
Dit boekje had er nooit kunnen zijn zonder jullie steun voor mijn (voort-
durende) zoektocht naar wat dat voor mij is.
Mijn allerliefste Tinúviel. I don’t know why the nightingale sings, I
just enjoy her song and hope she’ll never stop singing for me. Je betekent
meer voor mij dan ik hier uit zou kunnen leggen. Desalniettemin wil ik
de rest van mijn leven proberen om het je toch duidelijk te maken.
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DONDERS GRADUATE SCHOOL FOR COGNITIVE
NEUROSCIENCE
For a successful research Institute, it is vital to train the next generation of young
scientists. To achieve this goal, the Donders Institute for Brain, Cognition and
Behaviour established the Donders Graduate School for Cognitive Neuroscience
(DGCN), which was officially recognised as a national graduate school in 2009.
The Graduate School covers training at both Master’s and PhD level and provides
an excellent educational context fully aligned with the research programme of the
Donders Institute.
The school successfully attracts highly talented national and international
students in biology, physics, psycholinguistics, psychology, behavioral science,
medicine and related disciplines. Selective admission and assessment centers
guarantee the enrolment of the best and most motivated students.
The DGCN tracks the career of PhD graduates carefully. More than 50% of
PhD alumni show a continuation in academia with postdoc positions at top in-
stitutes worldwide, e.g. Stanford University, University of Oxford, University
of Cambridge, UCL London, MPI Leipzig, Hanyang University in South Korea,
NTNU Norway, University of Illinois, North Western University, Northeastern
University in Boston, ETH Zürich, University of Vienna etc.. Positions outside
academia spread among the following sectors: specialists in a medical environ-
ment, mainly in genetics, geriatrics, psychiatry and neurology. Specialists in a
psychological environment, e.g. as specialist in neuropsychology, psychological
diagnostics or therapy. Positions in higher education as coordinators or lecturers.
A smaller percentage enters business as research consultants, analysts or head
of research and development. Fewer graduates stay in a research environment
as lab coordinators, technical support or policy advisors. Upcoming possibilities
are positions in the IT sector and management position in pharmaceutical indu-
stry. In general, the PhDs graduates almost invariably continue with high-quality
positions that play an important role in our knowledge economy.
For more information on the DGCN as well as past and upcoming defenses
please visit: http://www.ru.nl/donders/graduate-school/phd/
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