Head pose implies a person's visual attention and interest. It plays an important role in many applications. Existing head pose estimation methods work in the original head pose space. However, the large number of head pose candidates in the space makes the estimation task quite challenging. In this paper, we propose a coarse-to-fine head pose estimation method by decomposing the original pose space into a hierarchical structure. The estimation begins by detecting the region of interest (ROI) within a face image via measuring the importance scores of key image points. After that, a coarse head pose estimation step is applied to identify a subset of head pose candidates, based on Gabor filter and random forest. A fine estimation is then employed within the subset, using histogram of oriented gradient (HOG) and support vector machine (SVM). Finally, we apply the proposed method to TV viewers' behavior analysis by determining whether a viewer is focused or unfocused, which can be useful for marketing research.
INTRODUCTION
The goal of head pose estimation is to figure out a person's head orientation from a face image. A person's head pose indicates his gaze direction, implying his interest with respect to a visual target and reaction to a visual stimuli [1] . Therefore, head pose is a critical input in many applications, such as, human-computer interaction [2] and human behavior understanding [3] .
Head pose is characterized by three Euler angles, i.e., yaw, tilt and roll [4] . Yaw and tilt are the two most important elements in determining a person's head pose [5] . In this paper, we focus on estimating yaw and tilt with monocular 2D images as inputs.
Existing head pose estimation methods can be mainly divided into two categories: geometry-based methods [6, 7, 8] ,
This work was supported in part by the Natural Sciences and Engineering Research Council of Canada under grants RGPIN312262, STPGP447223, and RGPAS478109. Emails: {wusiyuw, jiel, jyh3}@sfu.ca. and appearance-based methods [9, 10, 11] . Geometry-based methods rely on interpreting facial geometry: by locating a set of facial features such as eyes, nose and mouth, the head pose is inferred from the feature layout. Appearance-based methods extract features from the entire face image: by treating a face image as a whole, the tough task of facial feature detection can be avoided. Therefore, appearance-based methods work well even for low-resolution images.
Traditional appearance-based methods extract features from face images and then conduct classification or regression in the head pose space. Nevertheless, direct estimation may suffer from a considerable number of head pose configurations. To address this challenge, some work adjusts the initial estimation in order to make the final result more accurate. Guo et al. [12] proposed to use Support Vector Regression (SVR) to generate initial yaw and tilt estimation. Then a set of pairs (yaw, tilt) closest to the estimation under Euclidean distance were selected from the pose space. Based on the selected classes, Support Vector Machine (SVM) was employed to adjust the estimation. In [13] , the head pose configurations were divided into several bins. SVM was firstly used to classify labels assigned for distinct bins. Then SVR was employed to discriminate images in the same bin. Similarly, in [14] , the head pose configurations are also divided into several groups. The division served as a preliminary step to learn a subspace based on Subclass Discriminant Analysis (SDA). By projecting the image feature into the subspace, classification was conducted by the k-Nearest Neighbors algorithm.
In this paper, an appearance-based head pose estimation method is proposed. Instead of estimating yaw and tilt separately, we consider yaw and tilt jointly and estimate them together. This can reduce the complexity and avoids some unlikely combinations, thereby improving the estimation accuracy compared to independent estimation. We divide the head pose space into a number of subspaces and decompose the original space in a hierarchical structure. Based on this structure, we propose a two-step coarse-to-fine estimation scheme. A coarse estimation is aimed to identify a unique subspace that encompasses a set of candidate head pose configurations. The subsequent step makes a refined estimation in the subspace and generates the final estimation result. Besides, to eliminate irrelevant information within a face image, we employ a region of interest (ROI) detection module before head pose estimation by exploring importance degree of image points and iteratively selecting the most important ones.
Finally, we apply the proposed method to analyze TV viewers' behaviors. A TV viewer's head pose relative to the TV screen implies whether the person is focused or not. This kind of analysis gives a deep understanding about how engaged the person is with the TV programme. It can be used to study the effectiveness of ads in TV broadcasting.
In the rest part of this paper, Section 2 describes the hierarchical decomposition of head pose space. Details of coarseto-fine estimation method are presented in Section 3. Section 4 describes ROI detection module. Section 5 presents TV viewers' behavior analysis. Experimental results are reported in Section 6. Finally, conclusions are given in section 7.
HIERARCHICAL DECOMPOSITION OF HEAD POSE SPACE
By grouping some neighboring yaw and tile angles into a subspace, the original yaw and tilt spaces can be divided into several subspaces.
where Y and T refer to the original yaw space and tilt space respectively; y i (i ∈ [1, M]) and t j (j ∈ [1, N]) represent subspaces; and M and N represent the numbers of subspaces. Subspace y i consists of m i elements from the original yaw space:
Similarly, t j has n j unique elements:
Since we estimate yaw and tilt jointly, we define the Cartesian product of y i and t j as
The Cartesian product of the two spaces is
As a result, the original pose space can be decomposed into a hierarchical structure, as illustrated in Fig. 1 . The root node represents Y ⊗ T . Each node in the second layer represents (y i ⊗ t j ), and each node in the third layer denotes a possible (y ip , t jq ). 
COARSE-TO-FINE ESTIMATION
Based on the hierarchical representation of pose configurations, a coarse-to-fine estimation method is proposed. Specifically, the coarse estimation identifies a unique path from the first layer to the second layer in Fig. 1 , and the fine estimation further extends the path to the last layer.
In the training phase, training images are clustered into isolated groups, based on the given yaw and tilt angles. Each group corresponds to a unique (y i ⊗ t j ) configuration. Images from a group share the same group ID and generate a unique class. Then a classifier is trained to distinguish these classes. After that, images within the same group are assigned with distinct within-group IDs and form multiple subclasses. Each subclass corresponds to a unique (y ip , t jq ) combination. Within each group, a classifier is trained to discriminate these subclasses.
In the testing phase, the group ID of an input image is firstly estimated, identifying a node in the second layer of Fig.  1 . After that, the within-group ID of the input image is estimated. Finally, a unique vector (group ID, within-group ID) is generated, from which the label of the input image can be inferred.
Based on Eq. 1 to 5, there are totally M i=1 m i yaw angles, and N j=1 n j tilt angles. The number of unique labels is thus (
. Direct estimation in the original pose space needs to train a classifier to discriminate all these classes. However, the coarse-to-fine estimation breaks down the problem into two steps. In the first step, the number of classes is M · N , whereas in the second step, the number of classes is m i · n j . Hence, the coarse-to-fine estimation can greatly reduce the complexity of each classifier and improve its performance.
Coarse Estimation
In the coarse estimation, the Gabor feature is employed in image representation [14, 15] . A Gabor filter is characterized by several parameters, representing orientation, scale and frequency. Given an input image, a Gabor image array is generated by convolving the image with 40 different Gabor filters. For each Gabor image, a column vector is generated by reshaping the image magnitude. Finally, the Gabor feature is obtained by concatenating the vectors from all the Gabor images.
Based on the Gabor feature, a random forest is built by integrating multiple decision trees [16] . In a forest, decision trees are learned in parallel. In construction of each tree, randomness comes from two aspects: bootstrap sampling from the original training set, and node splitting. Sending the Gabor feature of an input image down a decision tree, classification is obtained through a number of decision rules, and the final result of the forest is obtained via majority vote of the outcomes generated by decision trees.
Fine Estimation
In the fine estimation, distinct labels cover a small range of the original head pose space, implying high similarity among different classes. The Histograms of Oriented Gradients (HOG) descriptor [17] is employed to represent an input image. As a gradient-based feature, HOG is achieved by calculating distribution of gradient orientations. Prior work [11, 18] showed that HOG can represent the pose variation very well.
The machine learning technique used in the fine estimation is the multi-class SVM with one-versus-one strategy [19] . In our method, Radial basis function (RBF) kernel is used in the SVM.
REGION OF INTEREST (ROI) DETECTION
Pixels in a face image have various degrees of importance in head pose estimation, due to irrelevant and distractive information introduced in face detection, and the tight correlation between head pose and geometrical characteristics of the face image [9] . To eliminate undesired information and focus on the most important face area, a ROI detection module is proposed before applying the head pose estimation in Sec. 3.
To detect the ROI, the most important points, i.e., keypoints, are selected from a face image, based on Gabor feature and random forest, as in Sec. 3. A random forest can measure the importance of variables in Gabor filters, in addition to classifying instances. The most commonly used metric is permutation importance [20] . In general, a variable with a higher score is considered to be more important.
Based on the importance scores of variables, the most important variables are selected. Inspired by Díaz-Uriarte et al. [21] , variable selection is conducted with an iterative strategy. Starting from the original Gabor feature, in each iteration, importance scores of variables are computed and ranked from high to low. Then variables with the first p (0 < p < 1) percentage importance scores are selected, while the remaining ones are discarded. After that, a new forest is built based on Gabor features with selected variables. The procedure repeats until the length of selected variables matches the set value. Finally, the selected variables are considered to be sifted by a sequence of random forests.
Fig. 2.
A frame from Boston University Dataset [22] . The red (bigger) rectangle indicates the detected face [23] , and the blue (smaller) rectangle indicates the detected ROI.
In variable selection, indexes of the selected variables are recorded simultaneously. As introduced in Section 3.1, Gabor feature is generated by concatenating magnitudes of pixels in Gabor images, thus variable indexes can be used to locate critical points in Gabor images. Since a face image generates a Gabor image array, critical points within different Gabor images may overlap, hence generating keypoints in the face image with multiple weights. To reduce random error, we define ROI as the minimum rectangle incorporating keypoints with multiple weights (Figure 2 ).
TV VIEWERS' BEHAVIOR ANALYSIS
We apply the proposed head pose detection method to TV viewers' behaviour analysis. We assume TV viewers are recorded by a RGB camera mounted on top of the TV screen. Under the fundamental premise that head pose indicates gaze direction, a TV viewer's head pose change over time reflects his inclination to the TV programme. We divide TV viewers' behaviors into two classes, focused (F) and unfocused (U).
Processing video data needs to integrate multiple tasks. Face detection is achieved by the method in [23] . Given the initially detected faces, a modified Kanade-Lucas-Tomasi (KLT) algorithm is used to track faces in subsequent frames, where the motion vector (MV) between frame t to t + 1 is calculated by finding the feature point correspondence and then averaging point velocities [24] . To emphasize stable feature points in a face image, we employ a weighted KLT, in which MV is calculated by a weighted average of point velocities, i.e., M V = w i v i , and the weight w i assigned to a feature point (x i , y i ) is given by
). Here, (x c , y c ) is the centroid of all the feature points, and σ is a constant. Given the face location in each frame, the head pose is estimated by our coarse-to-fine estimation method.
In behavior analysis, significant head pose change implies a non-negligible head movement. We initially select a base frame in which the viewers are assumed to be focused. In the following frames, relative head pose change compared to the base frame is calculated. By setting a threshold, unfocused viewers can be identified if |yaw c − yaw s | ≥ T 1 or |tilt c − tilt s | ≥ T 2 , where yaw s and tilt s represent yaw and tilt estimated from the base frame f s ; yaw c and tilt c represent yaw and tilt from current frame f c , and T 1 and T 2 are threshold values.
EXPERIMENTS

Coarse-to-fine Head Pose Estimation
CAS-PEAL-R1 Database
The CAS-PEAL-R1 database [25] consists of grayscale images of 1040 people. For each person, there are seven yaw angles (ranging from −45
• to 45
• with 15
• interval) and three tilt angles (−30
• , 0 • , and 30 • ). Due to the huge size of the database, we select a subset consisting of images of 90 people. Then we choose images of 72 people as training instances, and the remaining images of 18 people as testing instances. Face images are manually cropped and resized to 64 × 64.
In the coarse-to-fine estimation, we define three yaw subspaces, {−45
• , −30
• , 45
• }, and three tilt subspaces, {−30
• }, {0
• }, {30
• }. Therefore nine group IDs are generated for the joint estimation. Result shows that the first step, i.e., the coarse estimation, achieves an accuracy of 94.44%. For 378 testing instances, the error introduced in the coarse estimation is shown in Figure 3 . It can be seen that the estimation result is close to the ground truth. Furthermore, the overall coarse-to-fine estimation achieves an accuracy of 90.21%.
We next compare the coarse-to-fine estimation method with four state-of-the-art methods. Since head pose is determined by yaw and tilt, performance in terms of the sum of the two is the most convincing. Table 1 lists the accuracy and mean absolute error (MAE) generated by different methods, and the best results are shown in bold. Clearly, our method outperforms the other methods.
Pointing'04 Head Pose Image Database
The Pointing'04 head pose image database [27] contains images of 15 people. We are interested in 13 yaw angles, −90
• , −75
• , −60
• , 90
• , and 7 tilt angles, −60
• . Face images are detected by color-based skin detection method [28] and resized to 64 × 64. The head pose estimation result is generated using leave-one-out strategy, i.e., images of one person are used in turns as testing instances and the remaining images are used as training instances.
In the proposed coarse-to-fine estimation, the yaw space is divided into five subspaces, i.e., {−90
• }. The tilt space is divided into three subspaces, i.e., {−60
• , 60 • }. Hence there are totally 15 group IDs.
The accuracy and MAE generated by different methods are listed in Table 2 . It can be seen that the coarse-to-fine method works the best. In addition, the cumulative error distribution curves for different methods are shown in Figure 4 . The coarse-to-fine estimation also achieves the best performance, scoring 33.32% with 0
• absolute error tolerance (i.e., accuracy), 74.93% with 15
• tolerance, and 92.01% with 30
• tolerance. 1 The method proposed by Ho et al. [13] is based on regression technique, thus generating 0 accuracy; 2 the method proposed by Li et al. [26] relies on color images as inputs, therefore not applicable for CAS-PEAL-R1 database. Guo et al. [12] Ho et al. [13] Li et al. [28] Ooat [14] Coarse−to−fine 
TV Viewers' Behavior Analysis
To analyze TV viewers' behaviors, we use four videos ('jam5', 'jim7', 'llm5', 'ssm5') from Boston University (BU) Dataset [22] and two videos recorded by ourselves (denoted as 'v1' and 'v2'). For each testing video, the ground truth is collected manually by labelling the TV viewers in each frame as focused or unfocused. Table 3 lists the accuracy for the testing videos.
For all the test videos, the failure cases are mainly caused by random error and sudden head movement. Besides, testing person in 'ssm5' has an unusual skin color, therefore 'ssm5' achieves the worst performance compared to the other three videos from BU dataset. 
CONCLUSIONS
This paper presented a ROI detection method, a coarse-to-fine head pose estimation method, and application in TV viewer's behavior analysis. To achieve more accurate estimation, the propose method relies on hierarchical representation of the head pose configurations. By selecting a base frame, TV viewers' behaviors are determined from relative head pose change. Experiments show that the proposed method is superior to other state-of-the-art methods, and head pose information is a reliable input in the analysis task.
