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Abstract
Computer systems today are no longer monolithic programs; instead they usually comprise
multiple interacting programs. With the continuous growth of these systems and with their
integration into systems of systems, interoperability becomes a fundamental issue. Inte-
gration of systems is more complex and occurs more frequently than ever before. One
solution to this problem could be the automated model-based synthesis of mediators at run-
time. However, this approach has strong prerequisites. It requires the existence of adequate
models of the systems to be connected. Many systems encountered in practice, on the other
hand, do not come with models. In such cases models have to be constructed ex post (at
runtime). Furthermore, adequate models must capture control as well as data aspects of
a system. In most protocols, for instance, data parameters (e.g., session identifiers or se-
quence numbers) can influence system behavior. Models of such systems can be thought of
as interface programs: Rather than covering only the control behavior, they describe explic-
itly which data values are relevant to the communication and have to be remembered and
reused.
This thesis addresses the problem of inferring interface programs of systems at runtime
using active automata learning techniques. Active automata learning uses a test-based and
counterexample-driven approach to inferring models of black-box systems. The method has
originally been introduced for finite automata (the popular L∗ algorithm). Extending active
learning to interface programs requires research in three directions: First, the efficiency of
active learning algorithms has to be optimized to scale when dealing with data parameters.
Second, techniques are needed for finding counterexamples driving the learning process in
practice. Third, active learning has to be extended to richer models than Mealy machines or
DFAs, capable of expressing interface programs.
The work presented in this thesis improves the state of the art in all three directions. More
concretely, the contributions of this thesis are the following: first, an efficient active learning
algorithm for DFAs and Mealy machines that combines the ideas of several known active
learning algorithms in a non-trivial way; second, a framework for finding counterexamples
in black-box scenarios, leveraging the incremental and monotonic evolution of hypothetical
models characteristic of active automata learning; third, and most importantly, the tech-
nically involved extension of the partition/refinement-based approach of active learning to
interface programs.
The impact of extending active learning to interface programs becomes apparent already
for small systems. We inferred a simple data structure (a nested stack of overall capacity 16)
as an interface program in no more than 20 seconds, using less than 45,000 tests and only 9
counterexamples. The corresponding Mealy machine model, on the other hand, would have
more than 109 states already in the case of a very small finite data domain of size 4 and
require significantly more than 109 tests when being inferred using the classic L∗ algorithm.
Keywords: Interface Synthesis, Automata Learning, Regular Inference, Extended Finite
State Machines, Register Automata, Register Mealy Machines.
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1 Introduction
Software and the process of developing software has changed radically in the past two
decades. Some 20 years ago most programs could be developed by single persons or small
teams, implementing most of the functionality from scratch. With software aiding more and
more processes and tasks in everyday life, systems began to grow and the need emerged to
re-use functionality instead of developing everything from scratch in every application. To-
day almost any program uses third-party libraries and components. More importantly, sys-
tems in use today are no longer monolithic programs, they comprise a number of programs
that interact with one another.
As an example consider any flight- or hotel-booking web-site. The application will be
developed using a web framework, providing basic functionality, and it will use a number of
libraries providing database abstraction, authentication, authorization, and other function-
ality common to these applications. Then, it will be integrated into a whole landscape of
systems. For availability and prices of flights or hotels it will have to browse the contingents
of carriers and travel agencies. Booking flights or making reservations in hotels, it has to
interact with corresponding applications. In order to offer payment it has to be integrated
with applications of payment providers, e.g., credit card companies, micro payment sys-
tems, etc. Finally, displaying additional information about travel locations, e.g., the current
local weather, it has to obtain this information from some application.
With the growth of systems and the integration of systems into systems of systems, es-
pecially interoperability, i.e., the ability of different systems developed and maintained by
different parties to work together, becomes a fundamental issue. In the past interoperabil-
ity has mainly been addressed by standard-based middleware. Examples are CORBA [71],
DCOM [83], or Web services [85]. Due to the diverse nature of distributed systems, how-
ever, one cannot hope for a single solution equally adequate in all scenarios. Integration
of systems using different middleware technologies requires bridging between these tech-
nologies. While shared middleware eases the problem of interoperability, systems still have
to be integrated manually at the level of application protocols. In the above example, the
payment service might use a Web service protocol. In order to use it, the developers of the
flight-booking service will still have to invoke it correctly, i.e., perform the right actions in
the right order to complete payment transactions.
Ubiquitous computing and the internet of things aggravate the problem. Not only are we
surrounded by an exploding number of computer systems, but these systems interact with
one another. The flawless integration of these systems cannot be achieved at the time of de-
velopment. The communication partners of these systems are simply not known by the time
of development. In such scenarios interoperability gets a new quality. Not only do systems
need to be compatible at the level of the used middleware technology. Encountering one
another spontaneously, systems need to be compatible at the level of application protocols.
Obviously, standardization cannot be a solution at the application level.
1
1 Introduction
beginTransaction(sVal)
X
completeTransaction(sVal)
X
init session;
beginTransaction(session);
if (returnsX) then
. . .
completeTransaction(session);
. . .
if (returnsX) then
. . .
on beginTransaction(sVal) :
sid := hash(sVal);
return X;
on completeTransaction(sVal) :
if (hash(sVal) = sid) then
return X;
else . . .
Figure 1.1: Integrated systems performing a payment transaction
With interoperability and integration of systems becoming more and more complex and
more and more frequent at the same time, solutions are needed for automated integration
of systems. One approach to this problem, taken by the Connect project [57] is the devel-
opment of “Emergent Middleware”, i.e., at set of enablers synthesizing mediators between
systems automatically at runtime. The automated process envisioned in the Connect project
has five main steps: (i) discovery of systems, (ii) inference of the (application) protocol of
systems, (iii) model-based synthesis of mediators, (iv) functional and non-functional vali-
dation of mediators, and finally (v) deployment of mediators.
This thesis does focus on one particular step of the process: The automated inference of
system behavior in the context of the envisioned automated integration of systems. One goal
of the Connect project is the development of inference methods for models that can be used
for synthesizing mediators based on active automata learning. Active automata learning
uses a test-based approach for inferring models of black-box systems. Observations are
made by actively interacting with a system under learning (SUL). The approach has been
introduced in [7] for deterministic finite automata (DFAs). It has been extended to infer
Mealy machine models in [70, 63], which are more adequate for describing reactive systems
that produce outputs rather than accept or reject sequences of inputs. It has been used
successfully to infer models of black-box systems in model-checking [72, 25], testing [52],
and interface synthesis [4].
Active learning infers models of systems for which initially only a set of inputs is known
by iterating two phases, namely
1. Test-based modeling: In this phase a hypothetical model is generated from observa-
tions made in tests.
2. Model-based testing: In this phase models generated in the first phase are tested for
equivalence with the black-box system.
Active learning algorithms are formulated in a theoretical model that assumes a teacher,
which answers two kinds of queries for the learning algorithm. So-called membership
queries correspond to tests that have to be executed on a system under learning. The first
phase of learning, test-based modeling, uses membership queries to construct a hypothetical
2
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on beginTransaction(sVal)
if (true)
do session := sVal
/X
on completeTransaction(sVal)
if (session = sVal)
do nothing
/X
on completeTransaction(sVal)
if (session , sVal)
do nothing
/ ×
Figure 1.2: Informal model of a transaction protocol
model of the SUL. The second phase, model-based testing, is realized by so-called equiv-
alence queries, testing whether a hypothetical model is equivalent to the SUL. If a model
does not describe the behavior of a system faithfully, they provide a counterexample, i.e., a
sequence of inputs proving the inequivalence of hypothesis and SUL.
Due to its test-based approach active learning can be considered the natural choice for
inferring models of black-box systems, as envisioned in the Connect project. However,
since it is restricted to finite automata, the inferred models are not sufficient as a basis for
automated mediator synthesis as the following example shows.
Consider the payment service offered by a credit card company in the example of the
flight-booking service. Payments are organized in transactions. When using the application,
a certain protocol has to be followed. Transactions are identified by identifiers that have to
be used in every step of the protocol. Figure 1.1 shows schematically the correct usage of
such a service by an application: The application starts by creating an identifier and stores it
in a variable named session. Then, the applications requests a new transaction using session
in a message to the payment service. The payment service (in the right of the figure) stores
a hash of the received identifier in a variable named sid, begins a new transaction associated
with sid and sends a receipt to the application, denoted by X in the figure. After providing
the wiring details for the payment, which is omitted in the figure, the application requests the
completion of the transaction in a message, using the identifier stored in session. Receiving
this request, the payment service will check if the hash of the provided identifier matches
the one stored in sid. If this is the case, the transaction will be completed successfully.
The behavior of the service does not only depend on the order in which messages are
invoked. The data parameters that are used in the communication also influence on the
services’ behavior. To integrate the payment service successfully, it is necessary to use the
primitives exposed by the service in the correct order, and to use the same identifier for the
session in all invocations. An analysis of the requirements in the context of the Connect
project is presented in [47].
Assuming that identifiers have to be unique, it is not an option to fix a single identifier in
an application using the service. In order to achieve automatic integration of applications
and services based on models of the systems behavior, it is necessary to express the require-
ments on the use of data parameters relevant to the communication in inferred models.
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Figure 1.2 shows this idea informally. The displayed model of the above protocol has
transitions, labeled by blocks of events, conditions, and actions. Comparing the labels with
the pseudo-code in Figure 1.1, the events are methods of the payment service’s application
programming interface (API), i.e., entry points to the service. The conditions resemble the
ones from the service. Finally, the assignments occur on both sides, in the application and
in the service. However, in the figure the use of hashes is not visible and the name session
is used for the variable. This emphasizes that the actions are not meant to encode what is
actually happening in the service but rather how the application operating the service has to
use data values from the communication.
The shown model is more than a behavioral model of the service. It is an interface
program for the service. Rather than (only) covering the behavior of the service, it describes
the protocol of an interaction with the service. Knowing the goal of the communication, e.g.,
a successfully completed transition (marked by output X in the model), the model can be
used to actively steer the communication with the service.
Interface programs describe explicitly how data values relevant to the communication
have to be used. In order to make these requirements explicit in models, means are needed
for expressing variables, conditions, and assignments. Thus, such models can be seen as (re-
stricted) program structures capable of operating the interface of a system (hence, interface
programs).
In order infer interface programs by means of active learning, active learning has to be
extended beyond the realm of DFAs and Mealy machines. It has to be capable of inferring
variables, conditions, and assignments describing the effect of data parameters used in the
communication with a system.
1.1 Research problems addressed in this thesis
This section summarizes the research questions addressed in this thesis. The problem ad-
dressed in this thesis is
inferring interface programs for black-box systems
by means of test-based interaction with these systems.
Using active learning techniques to infer interface programs comes with a number of chal-
lenges. These challenges can be grouped into intrinsic and extrinsic ones. Intrinsic chal-
lenges are related to the method of active learning itself:
1. the vast amount of membership queries active learning requires,
2. the use of equivalence queries which do not exist in practice,
3. and (most importantly) that it is formulated for deterministic finite automata which
do not suffice to express interface programs.
Extrinsic challenges are related to the application of active learning in concrete contexts,
e.g., how to derive a set of inputs for a learning algorithm from a SUL, how to translate
queries of a learning algorithm into actual invocations on a a SUL, or how to establish
well-defined initial conditions for every query on a SUL.
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One may be tempted to refer to the first category as conceptual problems, and to the
second one as engineering ones. This is not correct, however. Both, intrinsic and extrin-
sic, problems have conceptual and engineering aspects and can be considered from both
perspectives. E.g., the amount of membership queries may be reduced by using domain
specific knowledge, which requires a conceptual idea for representing and exploiting such
knowledge. To actually apply such a method in practice, however, for every domain a con-
crete solution has to be engineered. The problem of deriving a set of inputs from a S UL,
on the other hand, is not only an engineering problem. It can be addressed at the conceptual
level as well, e.g., by developing patterns or general methods for finding inputs for a S UL.
Thus, rather than the problems, the solutions can be characterized as being conceptual or
being engineered.
Using these classifications, the focus of this thesis is on conceptual aspects of the three in-
trinsic problems of active learning mentioned above. In more detail, the following problems
are addressed.
Scalability of active learning algorithms: Active learning relies on test-based interac-
tion with black-box systems. Learning performs huge numbers of tests. Most
case studies report models with a couple of hundred states and small sets of inputs
(e.g., [75, 52]), requiring already some hundred thousand tests to be executed on a
SUL. Experiments on larger systems are rarely reported. To the knowledge of the au-
thor the largest reported model inferred through active learning is of a software router
with 22,000 states and 7 inputs [74]. While this model exceeds typical case studies
by more than one order of magnitude in size already, models of actual systems can
still be larger by some orders of magnitude.
One common approach to this problem is the application of filters and domain-
specific knowledge in order to compute (some) results of tests without actually testing
the SUL [65, 64, 74]. The number of membership queries can also be reduced by a
learning algorithm directly. As is shown in Section 2.2, the amount of membership
queries used by a learning algorithm depends to a high degree on how counterex-
amples from equivalence queries are used by the algorithm. A learning algorithm is
presented that can be combined with many of the strategies for handling counterex-
amples that have been suggested so far. Analyzing and categorizing these strategies
in the context of the presented algorithm leads to a new effective strategy for han-
dling counterexamples. Basis for this analysis is an observation about the structure of
counterexamples, presented in [82] (Paper I).
A second approach to large models is the inference of partial models of systems, usu-
ally related to some property to be verified on the system (e.g., [35]). Inferring partial
models requires a means for dealing with partial models in the learning algorithm as
well as replacing equivalence of models by a relation that supports partiality of an
inferred model. In Section 3.1 an idea for inferring only certain aspects of a SUL is
presented.
Testing equivalence of black-box systems: Active learning relies on equivalence
queries, i.e., tests for equivalence of a black-box system and an inferred model of
this system. While equivalence queries provide a theoretical framework for formulat-
ing active learning algorithms, they do not exist in practice. By definition, a model of
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an unknown black-box system cannot be verified by a finite number of tests. It can
only be falsified. Using active learning in practice, equivalence queries can only be
approximated by means of testing. This has the consequence that regular inference in
practice is neither sound nor complete.
One important step towards making active learning a valuable tool for inference of
models of black-box systems is developing means for approximating equivalence
queries in practice. Due to the conceptual proximity of active learning and confor-
mance testing, which is discussed in [12], methods from conformance testing have
been suggested as a natural match. These methods aim at proving equivalence (under
certain additional assumptions) by means of single tests, which is very expensive. In
the course of learning, however, the inferred model is only tested successfully for
equivalence with the black-box once, at the very end of the learning experiment. The
vast majority of equivalence queries are be unsuccessful and return a counterexample.
Thus, in most cases what really is needed is a method for finding counterexamples
efficiently.
A second problem of equivalence queries is that they are not incremental. While
subsequent hypothesis model are strongly related, equivalence queries test each hy-
pothesis independently. In practice this leads to high costs in terms of tests to be ex-
ecuted on a SUL. Section 3.2 presents a strategy for realizing equivalence queries in-
crementally, focusing on finding counterexamples rather than on testing equivalence
unsuccessfully for all but one hypothesis model. This strategy has been evaluated
in the ZULU challenge [26], a contest in active automata learning with membership
queries, where it was an integral part of the winning algorithm in the competition.
Detailed results of the evaluation are discussed in [50] (Paper II).
Active learning for interface programs: Active learning produces Mealy machine
models or DFAs. While these models are often sufficient for organizing tests or for
verification, where one can encode data parameters statically in a set of predefined in-
puts covering (potentially) interesting cases, they cannot be used as a basis for proper
integration of systems at runtime. In order to achieve integration of systems based on
models, interface programs are needed, modeling explicitly the requirements on the
use of data values in the communication. This changes the quality of models. Rather
than being pure descriptions of sets of program traces, they become (restricted) pro-
grams capable of operating the interface of a system actively, storing values from the
communication and re-using these values at a later point in time. In order to use active
learning successfully in contexts as the Connect project [57], it has to be extended to
produce such richer models. Two problems have to be addressed in particular.
1. Active learning has to be capable of dealing with infinite sets of inputs compris-
ing data values from unbounded domains (e.g., natural numbers or strings).
2. Active learning has to be extended to infer models that make explicit the afore-
mentioned requirements on data values used in the interaction with a system.
One common approach to the first problem, i.e., inferring models of systems with
infinite sets of inputs, is the use of abstractions on the set of inputs. Such abstractions
are commonly realized by placing a mapper in between the SUL and the learning
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algorithm [58]. The learning algorithm then works on a set of abstract inputs, which
the mapper translates into concrete inputs to be executed on the SUL. However, the
construction of such mappers is a laborious and error-prone task that has to be ex-
ecuted manually. It especially involves finding sound abstractions prior to learning,
i.e., ones that do not introduce non-determinism. This usually leads to a number
of iterations of failed learning experiments (due to observed non-determinism) and
manual refinements to the mapper.
In Section 4.1, which briefly introduces the ideas from [51] (Paper III), it is discussed
how the partition-refinement based approach of active learning can be extended to the
set of inputs in order to derive a sound and optimal abstraction automatically in the
course of learning. A main feature of this approach is that it does not need a mapper
as the learning algorithm works directly on concrete representative inputs.
The second problem, i.e., inferring interface programs for real systems capable of
storing data values and using these in the subsequent communication, is conceptually
more challenging. While the use of abstraction is still based on active learning of
finite automata, for this second problem active learning itself has to be extended to
richer models.
Concretely, a means of expressing storage of data values and operations on these
data values is required. Imagine, e.g., a session identifier or a sequence number,
which influences the behavior of a system. In order to describe such phenomena in
finite models, they have to be made explicit. This requires the development of a new
automaton model comprising registers, storing data values, and transitions that can
operate on these registers. Also, adequate notions of regularity and canonicity have
to be established. This is sketched in Section 4.2 and presented in [23] (Paper IV).
Then, in order to infer interface programs, an active learning algorithm capable of
dealing with models comprising conditions and assignments is needed. Extending
active learning to the extended automaton model requires the adaption of the key
ideas of active learning. Active learning relies heavily on the well-known Nerode-
relation [69] and on the characterization of states of a SUL, which it provides by
means of suffixes. When inferring models with registers that store data, especially
this suffix-based characterization of states has to be extended. The necessary steps are
sketched in Section 4.3. The resulting active learning algorithm is presented in [49]
(Paper V).
Finally, black-box components usually can be modeled as reactive systems, providing
output (with data values) on inputs. Corresponding to using Mealy machines instead
of deterministic finite automata in classic active learning, it is possible to model out-
puts with data values directly. While, as in the classic case, this does not change the
expressivity of the obtained models, it leads to a dramatically increased performance
of learning algorithms. A Mealy machine variant of systems storing data values and
its effect on the performance of learning algorithms is discussed in Section 4.4, sum-
marizing [46] (Paper VI).
Key to progress in all research problems addressed in this thesis is rethinking active learning
and identifying and leveraging the conceptual building blocks of active learning. These are
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- the Nerode-relation and Myhill/Nerode-theorem [69], and
- the partition-refinement based approach to incremental construction of models driven
by counterexamples.
All research problems discussed above relate to these building blocks in some respect: Re-
ducing the number of membership queries requires analyzing how the Nerode-relation can
be realized optimally by a minimal set of suffixes. Key to inferring partial models and to
incremental equivalence queries is the breath-first style of exploration of the state space
that can be enforced by the analysis of counterexamples. Alphabet abstraction refinement
incorporates the partition-refinement-based approach to the on-the-fly construction of sets
of inputs, using an equivalence relation on an infinite set of inputs that strongly resembles
the Nerode-relation. Finally, extending active learning to register automata models, requires
an extended Nerode-relation, allowing for the application of a multi-dimensional partition-
refinement-based approach (on states, registers, and inputs) for inferring such models.
1.2 Organization
The thesis is organized as follows. In the next chapter, an introduction to inferring Mealy
machine models is given. Presentation is based on the observation pack algorithm, a frame
algorithm that can be instantiated with different strategies for handling counterexamples.
The chapter presents original results, exceeding the results of the corresponding papers.
The presented observation pack algorithm is due to the author and has not been presented
in detail before, as is the analysis of different strategies for handling counterexamples. Re-
sults from applying both ideas in the context of the ZULU competition are discussed in [50]
(Paper II), which, however, covers neither the technical details of the observation pack algo-
rithm, nor does it include an analysis of different approaches of handling counterexamples.
This analysis is based on ideas presented in [82] (Paper I) but clearly exceeds these.
In Chapter 3, two ideas are discussed that have in common a “local” approach to infer-
ence. First it is shown, how local exploration of the state space allows for learning partial
models of big systems. Then, it is investigated how the (local) differences in subsequent hy-
pothesis models obtained during inference can be understood as modifications to one evolv-
ing hypothesis model, which leads to a new incremental version of equivalence queries.
While the positive effect of using incremental equivalence in practice is discussed in [50]
(Paper II), the “local” perspective to active learning discussed this chapter is original.
Chapter 4 sketches the essential ideas for inferring systems with data, i.e., with infinite
sets of inputs or even infinite state spaces. In particular, a new automaton model with a
corresponding language model, and Nerode-relation are presented. These are then used as
basis for an active learning algorithm. The chapter provides introductions to the correspond-
ing papers [51] (Paper III), [23] (Paper IV), [49] (Paper V), and [46] (Paper VI) along with
examples and intuitions. The papers contain detailed technical accounts of the presented
results.
Related work is discussed in Chapter 5 before concluding in Chapter 6.
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Active automata learning, also sometimes reffered to as regular inference, aims at inferring
automata models of black-box systems for which initially only a set of inputs is known.
Angluin’s popular L∗ algorithm [7] infers an unknown regular language L, producing a
minimal deterministic finite acceptor (DFA) for L. It has been adapted to Mealy machines
by Niese [70]. This chapter presents the observation pack algorithm, a frame algorithm
consolidating the central conceptual ideas in regular inference. It can be concretized to
work for regular languages as well as for Mealy machines. Presentation is be based on
Mealy machines to allow for inclusion of results on handling counterexamples from [82]
(Paper I).
2.1 Mealy machines
In this section the formal notation introduced in [82] (Paper I) for Mealy machines and
their sets of traces is briefly recited. For one thing, the notation will serve as a formal
basis for the subsequent sections. More importantly, however, this allows for revisiting
the central ideas of the Nerode-relation and the corresponding Myhill/Nerode-theorem for
regular languages [69] while discussing their adaption to the Mealy scenario.
Definition 1 (Mealy machine) A Mealy machine is a tuple M = ⟨Q, q0,Σ,Ω, δ, λ⟩ where
- Q is a finite nonempty set of states,
- q0 ∈ Q is the initial state,
- Σ is a finite input alphabet,
- Ω is a finite output alphabet,
- δ : Q × Σ→ Q is the transition function, and
- λ : Q × Σ→ Ω is the output function. 
A Mealy machine processes sequences of inputs (input words or simply words), producing
outputs. Let therefore ε denote the empty word, and Σ+ = Σ∗ \ {ε} be the set of all words
of length greater than zero. Then, let 【M】 : Σ+ → Ω be the semantic functional of M. In
order to describe 【M】 in terms of M, we extend the transition function to δ∗ : Q × Σ∗ → Q
by defining inductively δ∗(q, ε) = q and δ∗(q, aw) = δ∗(δ(q, a),w) for q ∈ Q and aw ∈ Σ+
with w ∈ Σ∗. Let 【M】 now simply be defined to be the last output of M on a particular
word, i.e., 【M】(wa) =de f λ( δ∗(q0,w), a) for wa ∈ Σ+.
Figure 2.1 shows a graphical representation of a Mealy machine for a 3-place buffer, which
will be used as an example throughout the thesis. The buffer has four states, an initial
(empty) state, and one state per number of potential elements in the buffer. The input put
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q0 q1 q2 q3
put/X put/X put/X
get/Xget/Xget/X
get/×
put/×
Figure 2.1: Mealy machine model of 3-place buffer
adds one element to the buffer, and the input get removes one element from the buffer.
Almost all operations produce output X. Only unsuccessful operations produce output ×.
To describe precisely the class of systems that can be modeled as Mealy machines and
of which Mealy machine models can be inferred, it is necessary to characterize the class of
mappings T : Σ+ → Ω that can be understood as the semantic functional of some Mealy
machine. Key to this characterization is the equivalence induced by T on input words.
Definition 2 (Equivalence wrt. T ) Two words u, u′ ∈ Σ∗ are equivalent wrt. ≡T , denoted
by u ≡T u′, iff
∀v ∈ Σ+ . T (uv) = T (u′v). 
This equivalence corresponds to the well-known Nerode relation for regular languages [69].
It can be reformulated in terms of residual languages [28], or in the case of Mealy machines
in terms of residual functionals. Let u−1T : Σ+ → Ω with u−1T (v) =de f T (uv) for u ∈ Σ∗
and v ∈ Σ+. Let [u] be the equivalence class of u wrt. ≡T , i.e., the set of words with identical
residual functional.
Since Mealy machines have finitely many states, only mappings T : Σ+ → Ω where
≡T has finite index can be represented as Mealy machines. On the other hand, the seman-
tic functional of a Mealy machine can have only finitely many residual functionals since
the Mealy machine has only a finite number of states. This directly yields the following
equivalent to the Myhill/Nerode-theorem for regular languages [69].
Theorem 1 (Characterization theorem) A mapping T : Σ+ → Ω is a semantic functional
for some Mealy machine iff ≡T has finite index. 
A proof of the theorem is presented in [82] (Paper I). In reminiscence of the classification of
regular languages, let regular mappings be mappings T : Σ+ → Ω that can be represented as
Mealy machines. From a regular mapping T one can straightforwardly construct the Mealy
machine representation MT of T : Let MT = ⟨Q, q0,Σ,Ω, δ, λ⟩ such that
- The set of states is defined by the classes of ≡T : one state q[u] for every class [u] of
≡T .
- The initial state is the state for the class of the empty word, i.e., q0 = q[ϵ].
- The sets Σ and Ω are determined using the domain and the range of T .
- The transition function is defined as δ(q[u], a) =de f q[ua] for a ∈ Σ.
- The output function is defined as λ(q[u], a) =de f T (ua) for a ∈ Σ.
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The finite index of ≡T guarantees that MT is well-defined. Thus, MT is the canonical
Mealy machine for T .
This approach to automata construction is a central element in active learning. Every
learning algorithm will use a variant of this method for constructing models. The construc-
tion has to be slightly modified to work on finite sets of words rather than on the equivalence
classes of ≡T . Also, these equivalence classes have to be characterized by finite subsets of
their residuals.
2.2 Active learning for Mealy machines
Assume a system under learning with a a set of inputs Σ and a set of outputs Ω that can be
represented as a Mealy machine. Active automata learning is based on two main aspects of
Theorem 1. It can be summarized as
1. finding a finite set U ⊂ Σ∗ of prefixes that contains a word from every class of the
(unknown) equivalence relation ≡S UL, and
2. finding a finite set V ⊂ Σ+ of suffixes that is sufficient to realize the Nerode-relation
on U, i.e., such that u .S UL u′ implies 【S UL】(uv) , 【S UL】(u′v) for u, u′ ∈ U and
some v ∈ V .
Certainly, it is possible to find a finite set of prefixes since we assume 【S UL】 to be regular.
The existence of a finite set of suffixes follows directly from Definition 2. For any two
classes of ≡S UL there is at least one distinguishing suffix, and every distinguishing suffix
partitions the set of classes of ≡S UL in at least two blocks. Hence, it is possible to find a set
V of suffixes that is bounded in size by the index of ≡S UL.
Active learning algorithms are formulated in the MAT-learning model [7], which assumes
the existence of a minimally adequate teacher (MAT), answering two kinds of queries.
Membership queries test for the output of a word w ∈ Σ+. Sometimes MQ(w) will be
used instead of 【S UL】(w) to emphasize that the value has to be determined by a test
on the SUL.
Equivalence queries test whether an intermediate hypothesis automaton H is equivalent
to the SUL, i.e., if 【H】 = 【S UL】. In case that hypothesis and system are not equiv-
alent, an equivalence query delivers a counterexample, i.e., a word w ∈ Σ+ for which【H】(w) , 【S UL】(w). Equivalence queries will be denoted by EQ(H) in pseudo-
code listings.
Corresponding to the two kinds of queries, inference is organized in two phases, alter-
nated iteratively. In the first phase a hypothesis model is derived and iteratively refined
using membership queries. In the second phase hypothesis models are verified by means of
equivalence queries.
This thesis presents a new active learning algorithm for the MAT model: The observation
pack algorithm infers models of back-box systems by means of membership queries and
equivalence queries. Technically, the algorithm combines the idea of using a discrimination
tree for learning regular languages [60] with a localized version of the observation tables
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of [7]. The name “observation pack” is chosen in reminiscence of the abstract concept of
an observation pack discussed in [8]. Please note, however, that in [8] no concrete learning
algorithm is presented. The algorithm presented here is due to the author.
2.2.1 Hypothesis construction
Let us begin by describing how membership queries can be used to construct hypothesis
models. In particular this requires data structures for maintaining the sets of prefixes and
suffixes discussed above.
Definition 3 (Component) A component C is a tuple ⟨U, u0,V,T ⟩ where
- U ⊂ Σ∗ is a finite set of prefixes,
- u0 ∈ U is the unique access sequence of the component,
- V ⊂ Σ∗ is an finite ordered set of suffixes v1, . . . , vk, and
- T : U × V → Ω is the observation table.
Let row(u) with u ∈ U be the sequence ⟨T (u, v1), . . . ,T (u, vk)⟩ for k = |V |, i.e., the “row” of
u in T . 
A component consists of a set of prefixes, a dedicated prefix, i.e., its access sequence, a set
of suffixes, and a mapping from pairs of prefixes and suffixes to outputs, approximating the
Nerode-relation on the set of prefixes by the set of suffixes. The mapping T is derived by
means of membership queries. In a hypothesis automaton, each component will correspond
to one state. The prefixes of a component represent the transitions that end in this state. In
order to represent different states by different components, (new) prefixes have to be related
to components.
Definition 4 (Discrimination tree) A discrimination tree T is a rooted tree defined by the
tuple ⟨N, n0, E, λ, L⟩ where
- N is a finite set of nodes,
- n0 ∈ N is the root of the tree,
- E ⊆ N × N is the finite set of edges,
- λ = λE ∪ λN assigns labels to edges and nodes, where
λE : E → Ω,
λN : N → Σ∗, and
- L ⊆ N is the set of leaves.
For n ∈ N, let parent(n) = {n′ ∈ N | (n′, n) ∈ E}. Since T is a rooted tree, we have
|parent(n0)| = 0, and |parent(n)| = 1 for n ∈ N \ {n0}. Let thus parent(n) also denote the
unique predecessor of n. A node is a leaf if it is not the predecessor of some node. 
A discrimination tree is used to sort new words into a set of components (described below).
Inner nodes of this tree are labeled with suffixes; edges in the tree are labeled with outputs.
Leaves of the tree are labeled by prefixes. For every leaf in the tree there is a correspond-
ing component in the set of components, the label of the leaf corresponding to the access
sequence of the component.
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get
put put
ε
put
put put
×
X X
×
Cε put get
ε X ×
get X ×
put get X ×
Cput put get put put
put X X X
put put get X X X
Cput put put get put put
put put X X ×
put put put × X ×
Figure 2.2: Unclosed observation pack for the 3-place buffer from Figure 2.1. The bottom-
most component is unclosed.
Definition 5 (Observation Pack) An observation pack P is a tuple ⟨T ,C⟩ where T is a
discrimination tree and C is a set of components. 
The set of access sequences in an observation pack, denoted by U0(C), is the set of access
sequences of its components. The set of prefixes is the union of the (disjoint) sets of prefixes
of all components. The set of suffixes of an observation pack is the union of the sets of
suffixes of all its components.
Figure 2.2 shows an intermediate observation pack for the 3-place buffer from Figure 2.1.
The discrimination tree is shown on the left-hand side, the components are shown on the
right-hand side of the figure. The inner nodes of the discrimination tree are labeled by suf-
fixes get and put put. Every leaf in the tree corresponds to one component. The labels of the
leaves equal the access sequences of the components. The set of access sequences is prefix-
closed and represents a subset of the states of the 3-place buffer (there is no component for
the state representing three elements in the buffer, yet).
Initially an observation pack consists only of one component ⟨U, u0,V,T ⟩ for the empty
prefix, i.e., U = {ε}, and u0 = ε. The set of suffixes V is initialized as Σ in the case of
inferring Mealy machine models. The discrimination tree is initialized with only one leaf
labeled by ε, which also is the root of the tree.
A new word u is sifted into the observation pack (Algorithm 1), by sinking it into the
discrimination tree. At each inner node on the path from the root a membership query is
performed for the concatenation of u and the suffix v labeling the node (line 4). The outcome
of the membership query determines which edge to follow (line 6). New words are added
as prefixes to the component that corresponds to the leaf reached when sifting the word into
the tree (lines 15-16).
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Algorithm 1 Sift(T ,C,u)
Input: A discrimination tree T = ⟨N, n0, E, λ, L⟩, a set of components C, and a new prefix
u ∈ Σ∗
Output: A new component or ’OK’
1: n := n0 ◃ Start at root node
2: while n < L do ◃ While current node is leaf ...
3: v := λ(n) ◃ Get suffix for node
4: o := MQ(uv) ◃ Check suffix on prefix
5: if exists e = (n, n′) in E with λ(e) = o then ◃ Determine successor
6: n := n′
7: else ◃ No successor: new leaf
8: Create new node nu
9: N := N ∪ {nu}, E := E ∪ {(n, nu)} ◃ Update tree
10: λ(nu) := u, λ((n, nu)) := o ◃ Update labels
11: Create component Cu ◃ Create new component
12: return Cu ◃ return component
13: end if
14: end while
15: u′ := λ(n) ◃ Get component for leaf
16: add u to Cu′ (for Cu′ ∈ C) ◃ Add prefix to component
17: return ’OK’ ◃ Done
In case, at some inner node no appropriate edge is found, a new leaf is created and
connected to the inner node by an edge, labeled with the outcome of the corresponding
membership query. A new component will be created for the new leaf, using u as access
sequence of the new component (lines 8-11). The set of suffixes of a new component will
be initialized using the suffixes on the path in the tree leading to the newly created leaf, or as
the set of suffixes of the observation pack, depending on how counterexamples are handled.
This is discussed in detail in the next section.
In order to be able to construct well-defined hypothesis automata from an observation pack,
one condition has to hold on the components. A component is closed if all prefixes are
equivalent wrt. to the approximated Nerode-relation, i.e., if the rows of all prefixes in T are
identical.
Definition 6 (Closedness) A component ⟨U, u0,V,T ⟩ is closed if row(u) = row(u0) for all
u ∈ U. 
An observation pack is closed if all components are closed. Uncloseness of a component
means that two prefixes u0 and u in the component are not equivalent wrt. the set of suffixes.
In particular, there is one suffix in V such that T (u0, v) , T (u, v). This means that u ̸≡T u0.
Since one component represents one state, and the two prefixes do not lead to the same
state in the canonical Mealy machine for T , the prefixes have to be organized into different
components. In the example in Figure 2.2 the bottom-most component is unclosed: The
words put put and put put put do not lead to the same state in the 3-place buffer, which is
proven by the suffix put.
In such a case the component will be split as shown in Algorithm 2. The prefix u will
become the access sequence of the new component. All words u′ in the old component will
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Algorithm 2 Split(T ,C,C,u,v)
Input: A discrimination tree T = ⟨N, n0, E, λ, L⟩, a set of components C, a dedicated com-
ponent C = ⟨U, u0,V,T ⟩ from C, a prefix u ∈ U, and a suffix v ∈ V s.t. T (u0, v) , T (u, v)
Output: A new component
1: Create component Cu = ⟨∅, u,V, ∅⟩ in C
2: for u′ ∈ U do ◃ Transfer prefixes
3: if T (u0, v) , T (u′, v) then
4: transfer u′ from C to Cu
5: end if
6: end for
7: Let n ∈ L where λ(n) = u0 ◃ Select old leaf for u
8: Create new node nu
9: Create new inner node nv
10: N := N ∪ {nu, nv} ◃ Add new nodes to tree
11: λ(nv) := v ◃ Add new suffix to labels
12: if n = n0 then ◃ Original node was root?
13: n0 := nv ◃ Then: replace root
14: else ◃ Otherwise: replace old leaf by new inner node
15: np := parent(n) ◃ Get old parent (singleton set)
16: l := λ((np, n)) ◃ Get old edge label
17: E := (E \ {(np, n)}) ∪ {(np, nv)} ◃ Update edges
18: λ((np, nv)) := l ◃ Update labels
19: end if
20: E := E ∪ {(nv, n), (nv, nu)} ◃ Add new edges to leaves
21: λ((nv, n)) := T (u0, v), λ((nv, nu)) := T (u, v) ◃ Update labels
22: return Cu ◃ Done
be sorted into one of the components, depending on T (u′, v) (lines 1-6). The new component
uses the same set of suffixes as the old component. Hence, no membership queries are spent
splitting a component.
After splitting the component, the discrimination tree has to be updated accordingly. The
leaf representing the old component has to be split into two leaves, one for the old and for
the new component. A new inner node labeled by v has to be introduced, replacing the old
leaf in the tree. The two leaves will be connected to this new inner node (lines 7-21).
This results in the procedure shown in Algorithm 3. First, components are completed by
performing membership queries in order to complete the table mappings (line 3). Then a
check for unclosed components is performed. These are split, and newly created compo-
nents are added to a work list (lines 4-6). Then, until the work list is empty, one-letter
continuations of access sequences of components in the work list are added to the observa-
tion pack by sifting them into the discrimination tree. This, of course, may lead to further
new components (lines 7-15). Once the work list is empty, the algorithm starts over by com-
pleting components. This is done until each component of the pack is complete and closed.
From a complete and closed observation pack ⟨T ,C⟩ a hypothesis H = ⟨Q, q0,Σ,Ω, δ, λ⟩
can be constructed (line 17) following the approach from Section 2.1:
- The set of states is defined by the access sequences: one state qu for every prefix u in
the set of access sequences U0(C).
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Algorithm 3 ClosePack(T ,C)
Input: An observation pack ⟨T ,C⟩
Output: Hypothesis H
1: W := ∅ (only in first iteration: W := {Cε}) ◃ Init. list of new components
2: while unclosed or incomplete do ◃ Loop until stable
3: complete components ◃ Perform membership queries
4: Let C = ⟨U, u0,V,T ⟩ with u ∈ U, v ∈ Vs.t. T (u0, v) , T (u, v) ◃ Select unclosed
5: Cu := Split(T ,C,C, u, v) ◃ Split component
6: W := W ∪ {Cu} ◃ Add new component to W
7: while W , ∅ do ◃ Process new components
8: Cu := poll(W) ◃ Remove new component from W
9: for a ∈ Σ do
10: c := Sift(T ,C, ua) ◃ Sift new prefixes to components
11: if c , ’OK’ then ◃ Sifted to new component?
12: W := W ∪ {c} ◃ Then: add new component to W
13: end if
14: end for
15: end while
16: end while
17: construct H from ⟨T ,C⟩ ◃ As described in Section 2.2.1
18: return H ◃ Done
- The initial state is the state for the empty word ε.
- The sets Σ and Ω are known as inputs to the learning algorithm.
- The transition function is defined as δ(qu, a) =de f qu′ if ua is in the component with
access sequence u′.
- The output function is defined as λ(qu, a) =de f T (u, a), where T is the table mapping
of component Cu.
The closedness of the observation pack and the initialization of all sets of suffixes as super-
sets of Σ guarantee that H is well-defined. While the former ensures that every transition
has a defined destination, the latter guarantees that the output function can be defined from
the table mappings. Finally, the initial state exists since ε is an access sequence. By con-
struction, 【H】 equals 【S UL】 for all prefixes in the observation pack.
2.2.2 Hypothesis verification
Once a hypothesis H is produced from the observation pack, an equivalence query can be
used to find a counterexample, i.e., an input word w ∈ Σ+ for which 【H】(w) , 【S UL】(w). In
the literature different methods are discussed for using counterexamples in active learning.
These methods fall into two categories.
1. Suffix-based methods for handling counterexamples add suffixes of a counterexample
to the set of distinguishing suffixes, resulting in unclosedness of the observations
directly.
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×
Same state in hypothesis
Dist. by suffix from V
Figure 2.3: Exploiting counterexamples: suffix-based vs. prefix-based strategies
2. Prefix-based methods add prefixes of a counterexample to the set of prefixes used by
the learning algorithm [7, 60], resulting in inconsistency of the observations, i.e., ob-
servations that would lead to non-deterministic hypothesis automata. Inconsistencies
are handled by step-wisely extending the set of suffixes with suffixes resolving non-
determinism. These suffixes in general are not equal to suffixes of a counterexample.
Methods of both categories can be further classified using the following fundamental the-
orem about counterexamples from [82] (Paper I). Variants of this theorem are used in sub-
sequent chapters of this thesis. Let ⌊u⌋H denote the access sequence of the component
corresponding to the state reached by u in H .
Theorem 2 (Counterexample Decomposition) For every counterexample w ∈ Σ+ (i.e.,【H】(w) , 【S UL】(w)) there exists a decomposition w = uav into an access sequence u ∈
U0(C), an input a ∈ Σ, and a suffix v ∈ Σ+ such that 【S UL】(uav) , 【S UL】(⌊ua⌋Hv). 
The theorem is the basis for two observations about counterexamples.
First, it states that at least one prefix of the counterexample does not lead to the same
state in the SUL as its access sequence (from the hypothesis). For some suffix v′ from the
set of distinguishing suffixes it holds that 【S UL】(uav′) , 【S UL】(⌊ua⌋Hv′). In the extreme
case v = v′ and both are of length one. It follows that u and ⌊u⌋H , leading to the same state
in the hypothesis, can be distinguished by av′. The situation is shown schematically in the
lower half of Figure 2.3. Prefix-based strategies for handling rely on this perspective.
Second, it also follows from the theorem that at least one suffix of a counterexample
will lead to unclosedness: There is a unique decomposition uav with a shortest prefix u
that enjoys the properties stated in the theorem. For this decomposition 【S UL】(uav) =【S UL】(⌊u⌋Hav). It follows transitively that 【S UL】(⌊u⌋Hav) , 【S UL】(⌊ua⌋Hv). Since the
words ⌊u⌋Ha and ⌊ua⌋H are both in the set of prefixes (even in the same component!), the
suffix v will lead to unclosedness. The situation is shown schematically in the upper half
of Figure 2.3. This perspective is the backbone for suffix-based strategies for handling
counterexamples.
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Strategies for handling counterexamples can now be characterized in two additional re-
spects. First, by the number of suffixes (or prefixes, respectively) that are used from coun-
terexamples. Second, by the prefixes to which the suffixes are applied. Traditionally,
suffixes have been used uniformly for all prefixes. Only Kearns and Vazirani present an
approach for using suffixes to distinguish prefixes only pairwisely in [60]. Differing (1) in
whether all or only some suffixes (prefixes) of a counterexample are used and (2) in whether
these suffixes are applied to all or only some prefixes, the following strategies for exploiting
counterexamples have been suggested.
Suffix-based methods. Since, as discussed above, the prefixes ⌊ua⌋H and ⌊u⌋Ha are in the
same component of the observation pack, it suffices to add all suffixes of a counterexample
to all sets of suffixes in order to produce unclosedness in one of the components, which in
turn will lead to splitting the corresponding component, and yield a new state in the next
hypothesis. This strategy will be referred to as AllGlobally. It has been suggested by Maler
and Pnueli in [62] for inferring DFAs. Optimizations to this strategy, using only a suffix-
closed subset of the suffixes and adding these suffixes incrementally are presented in [77]
and [54] for Mealy machines.
As shown in [75] for DFAs and in [82] (Paper I) for Mealy machines, a concrete decom-
position of a counterexample can be determined using a binary search over the counterex-
ample. This search provides one suffix that subsequently will lead to unclosedness in one of
the components. Adding only this suffix to all sets of suffixes, referred to as OneGlobally,
thus is sufficient to guarantee progress.
Finally, the decomposition of a counterexample also provides the short prefix of the exact
component to split. Adding one suffix to this component, using a binary search to determine
the decomposition of the counterexample, will be referred to as OneLocally. This strategy
is due to the author and has been presented and applied first in the context of the ZULU
competition [50] (Paper II).
The fourth possible strategy, i.e., adding all suffixes of a counterexample to one compo-
nent has not been investigated yet.
Prefix-based methods. The second category of strategies for handling counterexamples
does not add suffixes of counterexamples to the set of suffixes but rather adds prefixes of
counterexamples to the set of prefixes. A detailed account of the correctness of these ap-
proaches is omitted here but can be found in [7]. The strategy known best in this class is
Angluin’s L∗ algorithm presented in [7]. It adds all prefixes of a counterexample to the set
of prefixes (more specifically: to the set of access sequences). It thus can be seen as the
prefix-based version of the AllGlobally strategy: all prefixes of a counterexample are used
in combination with a global set of suffixes.
A prefix-based strategy resembling OneLocally is presented by Kearns and Vazirani
in [60]: They determine the exact prefix of a counterexample leading to inconsistency, use
only this prefix, and resolve the inconsistency by a suffix that is used only locally (to split
one leave in their version of a discrimination tree).
The other two combinations, i.e, adding one prefix of a counterexample while using a
global set of suffixes, and using all prefixes but resolving inconsistencies locally remain to
be investigated.
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Combining prefix-based strategies for handling counterexamples with the observation
pack algorithm would require the extension to components with multiple access sequences
and the incorporation of methods for resolving inconsistencies into the learning algorithm.
As discussed in the previous section, the different strategies for handling counterexamples
influence how new components are created in the observation pack (line 11 of Algorithm 1).
In case of using AllGlobally or OneGlobally, the sets of suffixes of new components are
initialized to equal the (global) set of suffixes of the observation pack. In this case all
components use a uniform set of suffixes. In case of OneLocally the set of suffixes for a
new component contains the suffixes on the path in the discrimination tree, leading from the
root to the leaf corresponding to the component.
An estimation of the resulting costs in terms of queries for the different strategies for
handling counterexamples is given in Section 2.2.3. The results of a (small) experimental
evaluation, including the algorithms from [7] and [60] is presented in Section 2.2.4.
2.2.3 Correctness and complexity
The complete observation pack learning algorithm is shown in Algorithm 4. The set of com-
ponents is initialized with one component for the empty word, containing all inputs as suf-
fixes. The discrimination tree is initialized with one leaf for the empty word. The algorithm
then loops closing the observation pack (Algorithm 3) and performing equivalence queries
for intermediate hypothesis models (lines 5-6). Counterexamples are exploited (lines 10-
19) as discussed in Section 2.2.2. Once an equivalence query signals success, the final
hypothesis is returned (lines 7-9).
The correctness of the algorithm follows from the following properties.
1. Algorithm 3 will always return a well-defined hypothesis automaton.
2. Every counterexample can be decomposed as shown in line 10 of Algorithm 4 and in
Theorem 2.
As discussed in Section 2.2.2, all strategies for handling counterexamples will lead to un-
closedness in at least one of the components, and thus to at least one new state in the
subsequent hypothesis. The algorithm terminates as soon as no further counterexample can
be found. Since components are only split if a distinguishing suffix is found, all states in
the final model are distinguishable, i.e., the model is the canonical (i.e., smallest) Mealy
machine for 【S UL】.
For all strategies of handling counterexamples the number of equivalence queries is
bounded by the number of states in the canonical Mealy machine. This, however, is a
general upper bound. In practice, the number of actual equivalence queries can differ dra-
matically (cf. Section 2.2.4).
The different strategies for handling counterexamples result in different worst case mea-
surements for the amount of membership queries needed in the course of learning. Let n
be the number of states in the final hypothesis, m be the length of the longest counterexam-
ple, and k the size of the set of inputs. The resulting complexity (in terms of membership
queries) for the discussed approaches is shown in Table 2.1. As a reference the complexity
of the L∗ version for Mealy machines is given. The number of membership queries can
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Algorithm 4 Observation Pack Algorithm
Input: A set of inputs Σ
Output: A model H with 【H】 = 【S UL】
1: Create component Cε = ⟨Σ ∪ {ε}, ε,Σ, ∅⟩ ◃ Create Initial component
2: C := {Cε} ◃ Init. components
3: T := ⟨{nε}, nε, ∅, {ε}, {(nε, ε)}, {nε}⟩ ◃ Init. discrimination tree
4: loop
5: H := ClosePack(T ,C) ◃ Hypothesis construction
6: wc := EQ(H) ◃ Hypothesis verification
7: if wc = ’OK’ then ◃ Counterexample?
8: return H ◃ Then: done
9: end if
10: Split wc into uav s.t. Cu ∈ C and MQ(uav) , MQ(u′v), where ua ∈ Cu′
11: if AllGlobally then ◃ Exploit counterexample ...
12: Add all suffixes of wc to V of all C ∈ C
13: end if
14: if OneGlobally then
15: Add v to V of all C ∈ C
16: end if
17: if OneLocally then
18: Add v to V of Cu′ ∈ C
19: end if
20: end loop
be estimated as the sum of membership queries needed to complete all components, and
the membership queries needed to analyze counterexamples. Membership queries used for
sifting new words into the observation pack need not to be considered as they contribute to
completing components.
Table 2.1: Membership query complexity for different variants of the observation pack
algorithm
Algorithm Max. table size1 Membership queries
Angluin nkm · (n + k) O(n2k · m + k2n · m)
Pack + AllGlobally nk · (nm + k) O(n2k · m + k2n)
Pack + OneGlobally nk · (n + k) O(n2k + k2n + n · log2(m))
Pack + OneLocally nk · (n + k) O(n2k + k2n + n · log2(m))
As can be seen in Table 2.1, the approaches for handling counterexamples result in a
different influence the length of counterexamples has in the worst-case estimation of the
number of membership queries. For all approaches the number of suffixes needed to dis-
tinguish all states is bounded by n. Adding k suffixes that are in the set of suffixes initially,
the size of the set of suffixes can be estimated by n + k for all approaches except for All-
1For the observation pack this is the accumulated size of all components, i.e., number of prefixes times number
of suffixes for each component.
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Globally, where all suffixes of counterexamples are added to the set of suffixes. The set
of prefixes, on the other hand, can be estimated by kn, i.e., the number of transitions in the
final model for all cases except for the L∗ algorithm (Angluin), which adds all prefixes of a
counterexamples to the set of access sequences.
In the literature k is often assumed to be a small constant and is omitted from the estima-
tion of the membership complexity. The different influence of m in Angluin and AllGlob-
ally, which becomes apparent only when including k, however, shows that for practical
scenarios where often k dominates n it is important to include k in this estimation.
Finally, assuming a binary search over the length of the counterexample for the correct
decomposition, the costs for analyzing a counterexample can be estimated by log2(m), re-
sulting in the estimations for OneGlobally and OneLocally. As for equivalence queries,
both approaches share the same worst case complexity. In practice, however, the numbers
of actual membership queries differ significantly.
Though presented here for Mealy machines, the observation pack algorithm can be used
to infer regular languages, too. The only modification that is necessary concerns the ini-
tialization of the set of suffixes, which will be initialized by the singleton set containing ε,
distinguishing accepted and not accepted words. The estimation of the membership com-
plexity has to be modified accordingly.
Implementing the observation pack algorithm in practice, several optimizations to the
version presented here can be realized when using OneLocally or OneGlobally for han-
dling counterexamples.
1. Counterexamples often can be exploited more than once. In practice, counterexam-
ples can be reused until they are no longer counterexamples instead of performing an
equivalence query every time the observation pack is closed.
2. The proof of progress presented here does not ensure that intermediate hypothesis
models agree with all made observations. This can easily be enforced using a suffix-
closed set of distinguishing suffixes [7]. In [82] (Paper I) an optimization, namely
semantic suffix-closedness, is presented that ensures that all hypothesis models agree
with all observations by closing the set of distinguishing suffixes under suffixes rele-
vant to this end. This, too, can result in a reduced number of equivalence queries.
An implementation of the observation pack algorithm incorporating these optimizations has
been realized in LearnLib [67], a library supporting the implementation and evaluation of
automata learning algorithms.
2.2.4 Evaluation
In order to evaluate the influence of different strategies for handling counterexamples on
the number of membership queries, a series of experiments on models from the Edinburgh
Concurrency Workbench (CWB) [68] and from the CADP tool set [34] has been conducted.
The examples from these tool sets are nondeterministic incomplete finite automata with
internal actions. In order to infer (DFA) models of these examples, all actions are made
inputs, and the examples are transformed into DFAs by means of subset construction. In
order to obtain complete models, a non-accepting sink state, looping itself for all inputs, is
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added. All inputs that are undefined at a certain state (missing transitions) are directed to this
sink. Using DFAs as black-box systems, the DFA version of the observation pack algorithm
is used in the experiments. Counterexamples were found by means of the equivalence test
from [43].
The experiments subdivide into two series. In one series the observation pack algorithm
is combined with the different strategies for handling counterexamples presented in Sec-
tion 2.2.2. To provide meaningful results, a second series is included in which the same ex-
amples are inferred using well-known active learning algorithms from the literature. These
algorithms have not been implemented by the author but are taken from libalf [20] (version
0.3), which provides implementations of these algorithms.
The observation pack algorithm has been implemented in LearnLib, which also provides
an interface to the algorithms of libalf. The presented figures are from experiments using
the observation pack implementation and the libalf implementations of Angluin’s L∗ algo-
rithm [7], its variant from [62] (referred to as Maler) adding all suffixes of counterexamples
to the table, and the discrimination tree algorithm [60] (referred to as Kearns). In order to
provide a fair comparison, only the number of distinct membership queries is counted for all
algorithms. This was achieved by using a cache, storing all membership queries used dur-
ing one experiment. The experiments were conducted using LearnLib on a 2,4GHz AMD
Opteron processor with 16 cores and 256GB memory running Linux.
Table 2.2: Results for L∗-based algorithms
Model Maler Angluin Kearns
Name |Q| |Σ| MQ EQ MQ EQ MQ EQ
vmnew (CWB) 26 4 2,316 8 1,690 9 290 26
cspprot (CWB) 43 5 5,578 8 2,942 9 545 43
peterson2 (CADP) 50 18 63,023 14 18,744 14 1,291 50
sched4 (CWB) 97 12 95,148 13 21,428 12 2,409 97
sched5 (CWB) 241 15 401,865 15 76,914 13 8,869 241
pots2 (CADP) 664 32 7,925,888 53 2,330,380 77 62,021 664
Table 2.2 displays the results for the libal f algorithms, Table 2.3 shows the results for
the observation pack algorithm. It can be seen, that the performance of Maler corresponds
exactly to the performance of AllGlobally, which is little surprising since both are imple-
mentations of the same algorithm. Both use the same number of equivalence queries all
experiments.
While it has been argued in Section 2.2.2 that Angluin is the prefix-based counterpart
of AllGlobally, in the experiments its performance shows a much closer correlation to
OneGlobally. This can partly be contributed to the particular implementation of the equiv-
alence test, which yields “optimal” counterexamples with prefixes from a learning algo-
rithm’s set of prefixes and shortest (new) suffixes. For such counterexamples adding all new
prefixes of a counterexample to the set of prefixes is unlikely to result in the worst-case of
actually adding all of its prefixes. On the other hand, in practice one can search for such
optimal counterexamples actively (cf. Section 3.2).
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When inferring DFA models, the observation pack with OneGlobally corresponds to the
reduced observation table from [75]. Comparing Angluin and OneGlobally, the results
show savings between 10% and 50% in membership queries but for most of the cases an
increase in the number of equivalence queries. Though the L∗ algorithm is better known
and by far more popular than the reduced observation table, the latter is the more efficient
algorithm in practice.
Finally, there is a close correlation between Kearns and OneLocally which both use lo-
cal sets of suffixes. These two, however, are not implementations of the same algorithm.
The Kearns algorithm sifts prefixes of counterexamples into the used discrimination tree in
order to determine a sensible decomposition of the counterexample. This is more expen-
sive than a binary search over the length of a counterexample and accounts for the slightly
increased number of membership queries in Kearns. While for Kearns the number of
equivalence queries in all experiments is identical to the number of states of the SUL, this
is not the case for OneLocally implementing the optimizations discussed in the previous
section.
Table 2.3: Results for Observation pack-based algorithms
Model AllGlobally OneGlobally OneLocally
Name |Q| |Σ| MQ EQ MQ EQ MQ EQ
vmnew (CWB) 26 4 2,142 8 886 12 250 21
cspprot (CWB) 43 5 4,466 8 2,130 10 509 36
peterson2 (CADP) 50 18 64,099 14 15,674 18 1,314 49
sched4 (CWB) 97 12 98,587 13 17,361 15 2,402 94
sched5 (CWB) 241 15 411,465 15 68,021 19 8,804 235
pots2 (CADP) 664 32 7,906,166 53 1,463,852 68 61,090 581
While OneLocally consumes significantly less membership queries than OneGlobally
in all experiments, it has often been argued that using this strategy for handling counterex-
amples is not a wise choice in practice since the number of equivalence queries increases
drastically. In the next chapter, on the other hand, an approach for organizing equivalence
queries is presented that can be described as performing only one incremental equivalence
query per learning experiment while searching for counterexamples.
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In the previous chapter the observation pack algorithm was presented along with different
strategies for handling counterexamples. These strategies were shown to be a first means of
reducing the number of membership queries needed to infer models of black-box systems.
The reduction, however, comes at a price: an increase in the number of equivalence queries.
The central idea was applying suffixes of counterexamples only locally, i.e., adding one
suffix to one component. In this chapter it will be discussed, how the idea of locality can be
applied to the set of prefixes and to equivalence queries as well. In Section 3.1 an approach
for “directed” learning will be presented. Section 3.2 describes how equivalence queries can
be replaced by a localized version, which is easier to approximate in practical experiments.
3.1 Local exploration
When inferring models of real systems one is often only interested in a certain aspect of
the behavior of the SUL, e.g., one may only be interested in the behavior for a subset of
all inputs; maybe the interesting subset even depends of the current state of the SUL. On
the other hand, for many systems the assumption of a global set of inputs is not natural.
Consider, e.g., an e-commerce web-application that will allow providing shipping details
only at a certain stage of a purchase. In such situations a means is needed to reflect this
partiality (i.e, state-local sets of inputs) in the learning algorithm.
One common approach is the use of filters that help answering membership queries by
providing answers without testing the SUL in case the SUL cannot process a query [65, 9].
Such filters have two major drawbacks.
1. Prefixes that are not executable on the SUL will still be added to the observation pack,
leading to further membership queries.
2. Filters do not allow for inferring only certain aspects of a SUL.
Here, a new approach for inferring partial models is presented that does not introduce these
problems.
3.1.1 Inference with a learning aspect
The observation pack algorithm can be extended easily to inferring partial models by mak-
ing line 10 in Algorithm 3 conditional: new prefixes are only sifted into the pack if they are
relevant to the aspect to be inferred. Technically, this can be realized by a learning aspect.
Definition 7 (Learning aspect) An aspect for inferring a Mealy machine M =
⟨Q, q0,Σ,Ω, δ, λ⟩ is a DFA1 P = ⟨QP, q0,ΣP, δP, FP⟩, where
1For a definition of a DFA cf. [44].
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q0 q1
(·,×)
(·,X)
(·, ·)
Figure 3.1: Aspect for inferring a partial model of the 3-place buffer from Figure 2.1
- the initial state q0 is in the set of final states FP,
- the set of inputs ΣP = Σ × Ω contains all combinations of inputs and outputs of M,
and
- every non-final state is a sink: For q ∈ QP\FP all transitions are reflexive δP(q, a) = q
for a ∈ ΣP.
When describing purposes, symbols (·, o), (a, ·), and (·, ·) are used as wildcards for all pairs
with output o, all pairs with input a, and all combinations of inputs and outputs of M. 
In order to determine if a word w ∈ Σ∗ is accepted by an aspect, a membership query is used
for every prefix of w. The results are combined into a sequence (a1, o1) . . . (an, on), where
w = a1 . . . an, in the obvious way.2 The sequence of input/output pairs can be tested for
acceptance by the aspect.
A learning aspect is used to determine whether new prefixes are relevant for the inferred
model or not. Only prefixes that lead to input/output sequences accepted by a aspect will
be added to the observation pack. When using a learning aspect, the resulting models are
partial. Equivalence queries will have to be modified to decide (partial) equivalence of hy-
pothesis models and the system under learning. In fact, this corresponds to using a preorder
instead of equivalence, which is common in testing (cf. [22]). The inferred model then
corresponds to a specification and the SUL to an implementation.
Figure 3.1 shows a learning aspect for inferring a partial model of the 3-place buffer from
Figure 2.1. The aspect will accept all words where none of the prefixes produces an output
× on the buffer. Figure 3.2 shows the corresponding inferred partial model of the buffer: the
model contains only transitions that have outputX.
The approach of using a learning aspect is a general framework for restricting inference
based to some aspect of interest. It thus is different from the application of filters, which
primarily aims at reducing the number of membership queries answered by the SUL when
inferring complete models. Learning aspects, on the other hand, aim at inferring partial
models.
3.1.2 Evaluation
To provide a concrete example, the models used in the experiments presented in Sec-
tion 2.2.4 all accept prefix-closed languages. Partial models for these prefix-closed lan-
guages can be obtained by removing the non-accepting sink state. The resulting (partial)
models will only have accepting states.
2In practice this usually can be done by a single test on a SUL since a SUL will provide an output after every
step in a test.
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q0 q1 q2 q3
put/X put/X put/X
get/Xget/Xget/X
Figure 3.2: Partial model of 3-place buffer
In the series of experiments presented here, these partial models are inferred using a
simple test for language containment as learning aspect, resembling the aspect shown in
Figure 3.1. This in particular means that the inferred models are of the same size as the
target models. Thus, the experiments presented here do not evaluate rigorously how inferred
models can be restricted to certain aspects of interest in practice. They are rather to be
understood as a proof of concept of inferring partial models.
The experiments were conducted using a modified version (for partial models) of the
algorithm from [43] for testing equivalence of automata. Results from this experiments with
a learning aspect for exploiting prefix-closedness are presented in Table 3.1 and Table 3.2.3
The tables compare membership queries and equivalence queries with and without applying
a learning aspect. The last two columns of each table show the ratio between the numbers
in both cases.
Table 3.1 shows the results of applying the aspect to the observation pack algorithm,
using OneGlobally as strategy for handling counterexamples. As can be seen in the last
two columns, the number of membership queries is reduced significantly by the learning
aspect. The number of equivalence queries is not influenced, which is little surprising since,
as discussed above, the used aspects do not reduce the number of states in the final models
(in this particular case).
Table 3.1: Results for partial exploration (OneGlobally)
Model complete partial partialcomplete
Name |Q| |Σ| MQ EQ MQ EQ MQ EQ
vmnew (CWB) 26 4 886 12 468 12 0.53 1.00
cspprot (CWB) 43 5 2,130 10 721 10 0.34 1.00
peterson2 (CADP) 50 18 15,674 18 1,810 18 0.12 1.00
sched4 (CWB) 97 12 17,361 15 3,498 15 0.20 1.00
sched5 (CWB) 241 15 68,021 19 13,270 19 0.20 1.00
pots2 (CADP) 664 32 1,463,852 68 218,678 68 0.15 1.00
Table 3.2 shows the results of applying the learning aspect to the observation pack algo-
rithm, using OneLocally as strategy for handling counterexamples. In this case, neither the
number of membership queries nor the number of equivalence queries is influenced by the
learning aspect. This is little surprising. Since the aspect was realized by means of member-
3The experiments have been conducted on a 2,4GHz AMD Opteron processor with 16 cores and 256GB
memory running Linux.
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ship queries, the membership query used to determine whether a word should be sifted into
the pack corresponds exactly to the membership query spent at the root node of the discrim-
ination tree, deciding whether the word is sorted to the component of the sink state. The
corresponding component will have only one suffix during learning. In the case of the One-
Globally strategy, on the other hand, this component is extended by all newly found suffixes
in the course of learning, producing large numbers of in-effective membership queries.
Table 3.2: Results for partial exploration (OneLocally)
Model complete partial partialcomplete
Name |Q| |Σ| MQ EQ MQ EQ MQ EQ
vmnew (CWB) 26 4 250 21 246 21 0.98 1.00
cspprot (CWB) 43 5 509 36 504 36 0.99 1.00
peterson2 (CADP) 50 18 1,314 49 1,296 49 0.99 1.00
sched4 (CWB) 97 12 2,402 94 2,390 94 1.00 1.00
sched5 (CWB) 241 15 8,804 235 8,789 235 1.00 1.00
pots2 (CADP) 664 32 61,090 581 61,058 581 1.00 1.00
In this particular case, the effect of using a learning aspect on the number of membership
queries is comparable to the one of using a filter for prefix-closedness [65]. However, there
are two important differences. First, in case of using an aspect irrelevant words are not added
to the observation pack, which will lead to much less memory consumption and thus allow
for inferring bigger models (cf. Section 3.2.3). Second, the inferred models are partial, i.e.,
have different sets of inputs per state, and thus are more adequate for describing reactive
systems in practice.
3.2 Incremental equivalence queries
One problem when applying active automata learning in practice is intrinsic to the MAT
learning model: equivalence queries do not exist for black-box systems. They have to be
approximated by membership queries, and the possibility of not having tested thoroughly
enough will always remain. Due to the close correspondence of equivalence queries and
conformance tests, which is discussed in detail in [12], conformance test methods have been
suggested for approximating equivalence queries in practice. There are few conformance
tests, however, that deal with additional states in the implementation, which in the context
of learning is the most interesting phenomenon (e.g., W-method [24] and Wp-method [33]).
These methods require the specification of an upper bound to the number of states of the
SUL and produce membership queries exponential in the difference between this bound
and the number of states of a hypothesis. In order to organize equivalence queries in an
improved way, to observations are essential.
First, conformance tests aim at proving conformance between specification and imple-
mentation. During learning, however, all but one equivalence query are used to find coun-
terexamples. Thus, in the vast majority of cases, an efficient method for finding counterex-
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amples is required rather than a method for rigidly proving absence of counterexamples.
One idea for how to search for counterexamples is provided by Theorem 2. Since every
counterexample will be decomposed into a prefix from the set of access sequences in the
observation pack, an input, and a suffix, it may be beneficial to use candidate counterexam-
ples of this form.
Second, in the MAT model different equivalence queries are independent. Each query
takes a model and tests the equivalence of this model and the SUL. Also, the formulation of
the classic L∗ algorithm does not make it obvious if or how subsequent hypothesis models
are related. Subsequent hypothesis models produced by the observation pack algorithm, on
the other hand, are strongly related. The set of access sequences computed by the algorithm
is a prefix-closed set of words. As an analogy, this set can be thought of an incrementally
growing spanning tree covering the state space of a SUL. Intuitively, the set of all prefixes
extends this spanning tree by all transitions that turn the spanning tree into an automaton.
Using the spanning tree, i.e., the set of access sequences, subsequent hypothesis models
can be related, as is shown schematically in Figure 3.3. The figure will be discussed in
detail below. For now, let {ε, a, aa} be the spanning tree that evolves from H1 to H3. The
hypothesis evolves by adding one of the transitions to the tree that is not yet part of the
spanning tree (marked (?) in the figure), and adding some new transitions originating in the
corresponding new state.
While in the sequence shown in 3.3 there is only one unconfirmed transition in each
hypothesis (marked (?)), and only this transition is added to the spanning tree, in general
there will be many such unconfirmed transitions, and in a single round of learning more than
one of these may be added to the spanning tree. Yet, especially when using OneLocally for
handling counterexamples and inferring models of considerable size, changes between two
subsequent hypothesis models will be very local.
Taking these observations into account, the obvious conclusions are that (1) equivalence
of models can be subdivided into equivalence of single transitions, and that (2) only new or
modified transitions have to be tested in the process. Let thus the MAT model be modified
by providing a learning algorithm with membership queries and identity queries.
Identity queries test whether two prefixes u, u′ are in the same class of ≡S UL. In case
u .S UL u′ they return a suffix v for which 【S UL】(uv) , 【S UL】(u′v). Otherwise they
return successfully.
During learning, identity queries will be used to test whether a prefix from one component
in the observation pack leads to the same state in the SUL as its access sequence (from
the same component). Of course, in practice identity queries are no less unrealistic than
equivalence queries, but as will be argued in Section 3.2.2 and Section 3.2.3 they provide
a framework for organizing equivalence queries incrementally and can be approximated
easily.
3.2.1 The evolving hypothesis algorithm
The evolving hypothesis algorithm, which replaces the equivalence oracle in learning se-
tups, works in two phases. In the first phase the hypothesis model maintained by the al-
gorithm is updated using the most recent hypothesis produced by the learning algorithm
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Algorithm 5 Test evolving hypothesis(H , HE , W)
Input: Current hyp. H , evolving hyp. HE , and a list of words W
Output: A counterexample or ’OK’
1: for q ∈ QH and a ∈ Σ do ◃ update modified transitions
2: u := ⌊q⌋H (i.e., the known access sequence of q) ◃ trace for state
3: ua := u · a ◃ trace for transition
4: if ua , ⌊ua⌋H and ⌊ua⌋H , ⌊ua⌋HE then ◃ No access seq. and modified?
5: W := W ∪ {ua} ◃ Then: mark for checking
6: end if
7: end for
8: HE := H ◃ ’evolve’ hypothesis
9: while W , ∅ do ◃ check modified transitions
10: u := poll(W) ◃ Remove candidate from W
11: u′ := ⌊u⌋HE ◃ Get access seq. for destination
12: wc := IQ(u, u′) ◃ Perform IQ
13: if wc , ’OK’ then ◃ Found a counterexample?
14: W := W ∪ {u} ◃ Then: re-add prefix to work list
15: return wc ◃ and return counterexample
16: end if
17: end while
18: return ’OK’ ◃ Done
and the set of access sequence from the observation pack. In the second phase, the evolved
hypothesis is tested for equivalence to the SUL using identity queries.
The algorithm is shown in Algorithm 5. It is assumed that for a hypothesis H it is known
which access sequence belongs to which state. The algorithm uses an evolving hypothesis
HE and a queue W of unconfirmed transitions, i.e., prefixes from the observation pack that
are not in the set of access sequences. Upon first invocation (not shown in the pseudo-
code), the first half of the algorithm is skipped (lines 1-7). Instead, all prefixes that are
not access sequences are simply added to W. In subsequent invocations all transitions that
have been modified, i.e., that lead to different states in H and HE are added to the queue
of unconfirmed transitions unless they belong to the spanning tree (lines 1-7). As indicated
in lines 6 and 14 of the algorithm, the queue of unconfirmed transitions contains every
transition of H at most once. After updating the set of transitions to be verified, HE is
evolved, i.e., replaced by H (line 8).
In the second phase transitions in W are checked by means of identity queries (lines 9-
17). For every transition it is checked whether the corresponding prefix leads to the same
state in SUL than its access sequence in the hypothesis. In case the identity query (line 14)
returns a counterexample, the prefix is re-added to the set of unconfirmed transitions and the
counterexample is returned. Re-adding the prefix is necessary since it is not guaranteed how
the counterexample is used by the learning algorithm. This will be discussed below. In case
no counterexample is found for any of the unconfirmed transitions, the algorithm terminates
successfully (line 18). The work list W is not emptied between subsequent invocations of
the algorithm.
Figure 3.3 shows schematically an evolving hypothesis. Unconfirmed transitions in the
subsequent hypothesis models are marked by (?), while confirmed ones are marked by (X).
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q0 a (?)
H1
IQ(ε, a)
q0 q1
a (X)
a (?)
H2
IQ(a, aa)
q0 q1
q2
a (X)
a (X)
a (?)
H3
Figure 3.3: Sequence of evolving hypothesis models
Identity queries (and intermediate rounds of learning) lead to the refinements shown in the
figure. In the first step, the unconfirmed transition for a is refined into a transition to a new
state, a becoming the access sequence of this new state. In the second step the same is done
for the prefix aa.
3.2.2 Correctness and complexity
The correctness of the presented algorithm is straightforward. Transitions of a hypothesis
are added to the work list of the algorithm whenever their destination changes. When a
transition is removed from the work list an identity query is performed for the corresponding
prefix ua and its access sequence u′ (unless ua is an access sequence already).
If the identity query for ua and u′ returns a suffix v, either uav or u′v is a counterexample
since 【H】(uav) = 【H】(u′v) while 【S UL】(uav) , 【S UL】(u′v).
The counterexample is passed to the learning algorithm and ua is added to the work list
again.4 An identity query may lead to removing a transition from the work list permanently
or to a counterexample. Counterexamples can be found at most n − 1 times. On the other
hand, n − 1 transitions are access sequences and will not be tested. This yields.
Theorem 3 Regular languages and regular sets of traces can be inferred with polynomially
many membership queries and O(kn) identity queries. 
Algorithm 5 will not only work with the observation pack algorithm but with any learning
algorithm that uses a growing set of unique access sequences to states of the hypothesis.
Of course, for black-box systems identity queries can not be computed. They have to be
approximated. The concrete realization of such an approximation follows straightforwardly
from the idea of the queries itself. One only needs to provide candidate suffixes. As for
equivalence queries, the possibility of not having tested enough will always remain in the
black-box scenario. Though, identity queries provide a valuable framework for organizing
4A learning algorithm does not necessarily use this counterexample to split the component of ua and u′. Using
a strategy like OneLocally for analyzing counterexamples may lead to a different component being split if
the counterexample provides a reason for splitting that component, too. Even if the component of ua and
u′ is split, it is not guaranteed that ua becomes the access sequence of the newly created component. This
could be realized by tighter integration of the evolving hypothesis algorithm and the learning algorithm. On
the other hand, such an integration would make the interface between learning algorithm and equivalence
test less general. Realizing the algorithm in LearnLib, generality outweighed performance in this particular
decision. Thus, it is necessary to re-add ua to the work list, such that u′ and ua can be tested again in a
subsequent identity query.
31
3 Localized inference
equivalence queries. They provide a pattern for the search for counterexamples in practical
applications, while still realizing an (incremental) conformance test.
An approximative version of the evolving hypothesis algorithm has been used in the
ZULU competition [26]. Combined with the observation pack algorithm and the OneLo-
cally strategy for handling counterexamples it outperformed all other solutions for approxi-
mating equivalence queries by means of membership queries. Detailed results are discussed
in [50] (Paper II).
3.2.3 Evaluation
The evolving hypothesis algorithm has been evaluated on the set of examples from Sec-
tion 2.2.4. In order to investigate the relation between equivalence queries and identity
queries, two series of experiments have been performed using the observation pack algo-
rithm. In one series OneGlobally is used to handle counterexamples, while in the other
series counterexamples are analyzed by the OneLocally strategy. Algorithm 5 was used to
realize equivalence queries. Identity queries have been realized by a synchronized breath-
first search (starting in different states) on the target systems. In each experiment the overall
number of these equivalence queries and the total number of identity queries were observed.
Results of all experiments are shown in Table 3.3.5
Table 3.3: Equivalence vs. Identity Queries
Model OneGlobally OneLocally OneLocallyOneGlobally
Name |Q| Trans. EQ IQ EQ IQ EQ IQ
vmnew (CWB) 26 104 11 89 20 98 1.82 1.10
cspprot (CWB) 43 215 10 182 30 202 3.00 1.11
peterson2 (CADP) 50 900 18 868 49 899 2.72 1.04
sched4 (CWB) 97 1,164 15 1,082 92 1,159 6.13 1.07
sched5 (CWB) 241 3,615 18 3,392 228 3,602 12.67 1.06
pots2 (CADP) 664 21,248 60 20,644 568 21,152 9.47 1.02
While the increase in equivalence queries ranges from about 80% to almost 1,200% be-
tween the two series, the amount of identity queries increases only moderately by 2% to
11%. Identity queries almost being constant, the average number of identity queries per
equivalence query mainly depends on the number of equivalence queries. Put differently,
the average costs of equivalence queries are not uniform for the same experiment in both
series of experiments.
The overall number of identity queries during a learning experiment on the other hand is
almost invariant under the application of different strategies for handling counterexamples.
This is not surprising. It is a direct consequence of Theorem 3, and suggests that the number
of identity queries is a more appropriate measure than the number of equivalence queries
5The experiments have been conducted on a 2,4GHz AMD Opteron processor with 16 cores and 256GB
memory running Linux.
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when comparing different strategies for handling counterexamples. The less equivalence
queries are used during learning the more complex are the single equivalence queries.
Finally, to explain the increase in identity queries, please observe that for every row of
Table 3.3 for both series of experiments the following equation holds
IQ = Trans. − (|Q| − EQ).
The number of identity queries corresponds exactly to the number of transitions minus the
number of states that has been found without equivalence query. Of the |Q| − 1 access
sequences |Q| − 1 − (EQ − 1) many are found without consuming identity queries: The
potential increase in the number of identity queries between OneGlobally and OneLocally
is limited by the number of states in the final model.
Finally, the integration of local exploration and local equivalence tests (i.e., the evolving
hypothesis algorithm) has been tested in an additional series of experiments on bigger ex-
amples from the CADP tool set. Automata models have been extracted from the examples
as described in Section 2.2.4. In all experiments the observation pack algorithm is combined
with the OneLocally strategy for handling counterexamples, a learning aspect resembling
the one in Figure 3.1 exploiting partiality of the models, and the evolving hypothesis algo-
rithm. The results of the experiments are presented in Table 3.4.
Table 3.4: Combining local exploration and local equivalence
Model Results
Name |Q| |Σ| Trans. MQ EQ IQ
co4-3-1 9,979 85 21,237 2,171,464 6,433 17,691
turntable_par 22,846 25 82,983 2,759,885 18,691 78,828
SCSI_A 56,168 28 154,748 6,899,646 35,030 133,610
co4-4-1 166,883 121 483,735 47,090,040 106,358 423,210
To the author’s knowledge, models of this size have not been inferred using active au-
tomata learning methods before. The biggest inferred (non partial) model is reported in [73],
namely a router with 11 inputs and about 22,000 states.
To verify that the increased performance is not only due to newer hardware and more
available memory, execution times and memory consumption were recorded in the exper-
iments. In the experiment “turntable_par” 0.36GB of memory was used and learning re-
quired 197 seconds, while identity queries consumed 16 seconds. In the case of “co4-4-1”
learning finished in 3 hours and 50 minutes using 4.05GB of memory. Identity queries
consumed 58 seconds.
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The previous two chapters presented the central ideas for learning models of black-box
systems by means of membership queries and equivalence queries. This chapter will focus
on extending active learning to interface programs.
The main problem when inferring interface programs for real black-box systems by
means of active automata learning is that DFAs or Mealy machines are not designed to
describe such systems: Usually, real black-box systems do not only consist of a control
structure, which can be described faithfully by an automaton, but also use data: Inputs of
such systems comprise data values. Making matters worse, these data values typically in-
fluence the control behavior. As a simple example, consider an identifier for a session in
a web-application. The behavior exposed by the application will strongly depend on the
concrete session identifier that one includes in the communication with this application.
Other examples of data parameters that have an impact on the behavior of a systems are
authentication credentials and sequence numbers. Providing valid credentials usually leads
to different behavior than providing invalid ones. The same holds for sequence numbers:
one has to follow a strict pattern (i.e., increasing at the right moment of time) in order to
achieve progress in some protocol. Thus, when extending regular inference to systems with
data, two problems arise.
1. Data values usually are from unbounded domains (e.g., natural numbers or strings),
leading to infinite sets of inputs.
2. Mealy machines and DFAs are adequate models of control behavior, but these au-
tomata do not model explicitly data parameters or their influence on the behavior.
In order to model such an influence, storing data values and comparing stored data
values has to be made explicit.
Both problems, infinity and expressivity, have to be addressed twice: once at the level of an
adequate modeling formalism, and once at the level of a learning algorithm. In particular,
active learning relies on the following ideas, which have to be adapted.
1. A Nerode-like relation allowing the suffix-based identification of elements in inferred
models, i.e., states and transitions (Section 2.1).
2. A Myhill/Nerode-like theorem establishing a method for constructing automata from
regular semantic functionals (Section 2.1).
3. A data structure from which at certain points in time hypothesis automata can be
constructed (Section 2.2.1). In particular this data structure has to realize the Nerode-
relation using finite sets of prefixes and suffixes.
4. A method for exploiting counterexamples, ensuring progress (Section 2.2.2).
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In the next section, regular inference is extended to systems with infinite sets of inputs.
Section 4.2 presents a modeling formalism and a corresponding Nerode-relation for a class
of systems that store data values. This class of systems can be inferred using finite sets of
prefixes and suffixes, as will be discussed in Section 4.3. In both cases an extended method
for analyzing counterexamples will be necessary. Finally, in Section 4.4 the ideas from the
previous sections will be extended to systems that can produce parameterized output using
stored data values together with data from a small evaluation of the approach.
4.1 Automated alphabet abstraction refinement
As discussed above, real systems usually use inputs with data parameters over infinite do-
mains. The resulting set of inputs is infinite. As an example consider a threshold for some
sensor in a reactive system. The behavior of the system will only depend on a data value
exceeding the threshold value or not. Figure 4.1 details this example. Inputs set(x) with
x ∈ Z set the value of the sensor. Input test reads the value of the sensor afterwards. For
values below or equal 10, reading will produce a positive output (i.e., X). Sensor values
above the threshold will lead to output × on reading.
Inferring a model of the sensor would require infinitely many tests when applying active
learning directly. Luckily, in many cases (especially if data values from inputs cannot be
remembered by a SUL) the data values occurring in inputs can be partitioned into finitely
many classes: A model of the behavior can abstract from the concrete data values. The
obvious abstraction indicated in the figure is using two abstract set operations.
Inferring abstract models directly, however, is difficult for two reasons. First, active learn-
ing relies on tests being executed on a SUL, and these tests have to be sequences of concrete
inputs. Thus, one needs a system of representative inputs for an abstraction. Second, defin-
ing (correct) abstractions prior to learning to some extent contradicts the idea of inference
and in most situations is not feasible. The abstract classes of inputs depend on the behavior
of a system, which is unknown prior to learning.
In [51] (Paper III) a method avoiding both these problems is presented. By inferring a
system of representative inputs during learning and integrating automated alphabet abstrac-
tion refinement (AAAR) into the learning algorithm, the algorithm will work at the level
of a concrete and finite representation of a SUL. Abstractions can be refined in the course
of learning, modeled as monotonic growth of the set of inputs used in the the learning al-
gorithm. This section gives a brief introduction to these ideas and relates them to the four
building blocks of active learning enumerated in the introduction to this chapter.
Let ΣC be a countable set of inputs, and MC = ⟨Q, q0,ΣC ,Ω, δ, λ⟩ be a countable Mealy
machine (CMM), i.e., a Mealy machine with a countable set of inputs. Figure 4.1 shows
a countable Mealy machine for the discussed example. Luckily, the inputs from ΣC of a
countable Mealy machine can be partitioned into finitely many classes since a CMM has
only finitely many states. This leads to the following definition.
Definition 8 (Equivalent input symbols) For a regular set of traces T , two input sym-
bols a, a′ ∈ ΣC are equivalent, denoted by a ≃T a′, if for all u, v ∈ Σ∗C it holds that
T (uav) = T (ua′v). 
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q0
q1
q2
set(x) | x ≤ 10/X
set(x) | x > 10/X
set(x) | x > 10/Xset(x) | x ≤ 10/X
test/X
test/×
Figure 4.1: Partial countable Mealy machine model of sensor with threshold with infinite
set of inputs test and set(x) for x ∈ Z.
While the equivalence relation on words ≡T is a right-congruence, the equivalence relation
on inputs is a middle-congruence. Accordingly, input actions are not distinguished (wrt. ≃T )
by suffixes but by pairs of prefixes and suffixes.
Definition 9 (Witness) A triple ⟨u, v, o⟩ ∈ Σ∗×Σ∗×Ω is referred to as a witness. A witness
proves inputs a, a′ ∈ ΣC inequivalent if T (uav) = o but T (ua′v) , o (or vice versa). 
In the example from Figure 4.1, the witness ⟨ε, test,×⟩ partitions all inputs set(x) with
x ∈ Z into two classes, one class of inputs below or equal to the threshold, and one class of
inputs above the threshold. Including an output in a witness guarantees that every witness
partitions the set of inputs into at most two classes.
While in a Mealy machine infinitely many words may lead to the same state, active learning
works on a finite prefix-closed set of words, reaching every state (i.e., class of ≡T ) once. A
similar approach can be used to infer countable Mealy machine models, using one concrete
input for every class of ≃T , potentially containing infinitely many inputs.
Let W be a finite set of witnesses, and let a ≃W a′ denote the fact that no witness in W
proves the inequivalence of a and a′. Accordingly, for a ;W a′ there is a witness in W
proving the inequivalence of a and a′. A set ΣW ⊂ ΣC of representative inputs is a finite set,
where a ;W a′ for a, a′ ∈ ΣW , and such that for every a′′ ∈ ΣC there is a representative input
a in ΣW such that a ≃W a′′. Let then ρW : ΣC → ΣW map every input in ΣC to its unique
representative (i.e., equivalent wrt. ≃W) input from ΣW .1 The mapping ρW can be extended
to a mapping Σ∗C → Σ∗W in the obvious way.
Certainly, an active learning algorithm can be used to construct a Mealy machine hypoth-
esis for a finite subset ΣW of ΣC , i.e., at the level of the concrete representative inputs. The
remaining problem is an equivalence query, which may return counterexamples from Σ∗C .
Counterexamples obtained during learning can either contradict the intermediate abstrac-
tion or the intermediate hypothesis over ΣW . Let w ∈ Σ∗C be a counterexample, i.e., such
that 【H】( ρW(w)) , 【S UL】(w). Then it can either be the case that
【S UL】( ρW(w)) , 【S UL】(w) or 【S UL】( ρW(w)) , 【H】( ρW(w)).
In the second case it contradicts the hypothesis over ΣW . This case is not different to an
ordinary counterexample and can be handled as described in Chapter 2. In the first case,
1Technically, such a mapping and set of representative inputs can be realized by means of a binary decision
tree, in which the inner nodes are labeled with witnesses, and leaves are labeled with representative inputs.
The mapping ρW can then be computed by sinking inputs into the tree.
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ρW(u)
a
ρW(a)
v
v
X
×
Same state in hypothesis
Figure 4.2: Exploiting counterexamples for alphabet abstraction refinement
on the other hand, the counterexample contradicts the abstraction induced by ρW . The
abstraction has to be refined by means of a witness
Let w be a counterexample of the first category. Then there has to be a smallest index i
such that w = uv, where u is of length i, and 【S UL】( ρW(u)v) , 【S UL】(uv). This directly
yields the following theorem.
Theorem 4 (Counterexample Decomposition (AAAR)) For a set of a representative in-
puts ΣW , a corresponding mapping ρW , and a counterexample w ∈ Σ+C with 【S UL】(w) ,【S UL】( ρW(w))) there exists a decomposition w = uav into a prefix u ∈ Σ∗C , an input a ∈ ΣC ,
and a suffix v ∈ Σ∗C such that 【S UL】( ρW(u) av) , 【S UL】( ρW(ua) v). 
Figure 4.2 shows the situation stated in the theorem schematically. At some point of the
counterexample (after ρW(u)), the input a and its representative input ρW(a) lead to different
states in the SUL, which is proven by suffix v of the counterexample.
The triple ⟨ρW(u), v, o⟩ with o = 【S UL】( ρW(u) av) is a witness for the inequivalence
of a and ρW(a). Figure 4.3 shows this schematically. The class ρ−1W (a) is refined by the
witness from the counterexample into two classes of a new representation induced by the
set W′, containing the additional witness. The input a from the counterexample becomes
the representative input for the new class ρ−1W′(a).
Starting with an arbitrary input from ΣC as initial representative input, the approach sketched
above can be iterated for a monotonically growing set ΣW of representative inputs. At every
stage of the process, a hypothesis is constructed for ΣW . Every counterexample either leads
to a refined hypothesis for ΣW , or to an extension of ΣW .
In [51] (Paper III) it is shown that this approach terminates with an optimal deter-
minism preserving abstraction, i.e., one with a minimal set ΣW for which 【S UL】(w) =【S UL】( ρW(w)) for all w ∈ Σ∗C . This overcomes the problem of finding correct abstrac-
tions prior to learning, while still polynomially many membership queries and equivalence
queries are sufficient to infer models with automated alphabet abstraction refinement.
The approach works for regular sets of traces, where the index of ≡T is finite. Regu-
larity makes it easy to provide the following prerequisites to active learning from the list
in the introduction to this chapter: (1) The equivalence relation on the set of inputs and
witnesses realizing these are used to identify representative transitions in inferred models.
(2) Automata construction at the level of representative inputs does not differ from the case
of Mealy machines. (3) The finite indices of both equivalence relations guarantee that the
learning algorithm can work on finite sets of prefixes and suffixes.
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ΣC \ ρ−1W (a)
· a
·ρW(a)ρ−1W (a)
AAAR
ΣC \ ρ−1W (a)
· a
·ρW(a)
ρ−1W′(ρW(a))
ρ−1W′(a)
Witness for a ̸≃T ρW(a)
Figure 4.3: Automatic alphabet abstraction refinement for inputs a, ρW(a) ∈ ΣC and a ̸≃T
ρW(a)
Finally, the process of analyzing counterexamples has to be extended using a two-step
approach for analyzing counterexamples, distinguishing between counterexamples that re-
fine the chosen representation and regular ones that lead to new states. While for the former
case a new pattern of analysis is required, the latter case is covered by the pattern presented
in Section 2.2.2.
4.2 Modeling systems capable of storing data values
As discussed above, in many real systems data parameters of inputs influence the behavior
of the system. This is already true for the class of systems discussed in the previous section.
These systems could be characterized using the (classic) Nerode-relation directly. As soon
as systems can store data values and compare these stored data values, this in general is not
possible. As an example consider a system that allows users to register an account with a
set of credentials and afterwards login to this account with the credentials provided during
registration. The behavior of such a system will depend on the credentials provided during
registration, which can be from some infinite domain. Using the classic Nerode-relation,
this directly yields infinitely many classes, one for every concrete set of credentials.
In order to represent such systems as finite models, storing and comparing data values has
to made explicit in the automata representation. In this section the results from [23] (Paper
IV) will be discussed, presenting an automaton model for a special class of such systems,
comparing data values for equality.
Presentation in this section served as a basis for in [46] (Paper VI) and is thus very similar
to the paper.
4.2.1 Register automata
In [23] (Paper IV) we have presented register automata as a modeling formalism for inter-
face programs. Let D be an unbounded domain of data values which can be compared for
equality, and Σ be a set of parameterized inputs, each with a fixed arity (i.e., number of
arguments it takes from D). A data input is a pair (a, d¯), where a ∈ Σ with arity k, and
d¯ = d1, . . . , dk is a sequence of data values from D. Sequences of data inputs are data
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words. For a data word w, let Acts(w) be the sequence of parameterized inputs in w and
Vals(w) be the sequence of data values in w (from left to right). Let then ValS et(w) denote
the set of distinct data values in Vals(w). Data words are concatenated just like plain words.
Let WD be the set of all data words for a fixed set of parameterized inputs and a data
domain D, and π : D → D be a permutation on D. A permutation π is applied to a data
word w pointwisely on Vals(w). On a set of data words, π is applied pointwisely on every
data word in the set. Finally, a data language is a set of data wordsLD ⊆ WD that is closed
under permutations on D, i.e., LD = π(LD) for any permutation π on D.
As an example for a data language consider the following language over the domain of
natural numbers and the set {reg, login} of parameterized inputs, each of arity two. The
language Llogin consists of all sequences of reg and login, where the data values of login
match the ones of reg, i.e,
Llogin = {(reg, ⟨d1, d2⟩)(login, ⟨d3, d4⟩) | d1 = d3 ∧ d2 = d4}.
Intuitively, one has to login with the credentials one has registered with, and Llogin
describes valid sequences of register and login. While (reg, ⟨1, 2⟩)(login, ⟨1, 2⟩) and
(reg, ⟨3, 3⟩)(login, ⟨3, 3⟩ are in Llogin), the data word (reg, ⟨1, 2⟩)(login, ⟨3, 4⟩) is not.
Let now a symbolic input be a pair (a, p¯), of a parameterized input a of arity k and a
sequence of symbolic parameters p¯ = ⟨p1, . . . , pk⟩ Let further X = ⟨x1, . . . , xm⟩ be a finite
set of registers. A guard is a propositional formula of equalities and negated equalities over
symbolic parameters and registers of the form
G ::= G ∧G | G ∨G | xi = p j | xi , p j | true,
where true denotes the atomic predicate that is always satisfied. An assignment is a partial
mapping σ : X → X ∪ P for a set P of formal parameters.
Definition 10 (Register Automaton) A Register Automaton (RA) is a tuple A =
(Σ, L, l0, X,Γ, λ), where
- Σ is a finite set of parameterized inputs.
- L is a finite set of locations.
- l0 ∈ L is the initial location.
- X is a finite set of registers.
- Γ is a finite set of transitions, each of which is of form ⟨l, (a, p¯), g, σ, l′⟩, where l is the
source location, l′ is the target location, (a, p¯) is a symbolic input, g is a guard, and
σ is an assignment.
- λ : L → {+,−} maps each location to either + (accept) or − (reject). 
Let us define the semantics of an RA A = (Σ, L, l0, X,Γ, λ). A valuation, denoted by ν, is a
(partial) mapping from X to D. A state of A is a pair ⟨l, ν⟩ where l ∈ L and ν is a valuation.
The initial state is the pair of initial location and empty valuation ⟨l0, ∅⟩.
A step ofA, denoted by ⟨l, ν⟩ (a,d¯)−−−→ ⟨l′, ν′⟩, transfersA from ⟨l, ν⟩ to ⟨l′, ν′⟩ on input (a, d¯)
if there is a transition ⟨l, (a, p¯), g, σ, l′⟩ ∈ Γ such that
1. g is modeled by d¯ and ν, i.e., if it becomes true when replacing all pi by di and all xi
by ν(xi), and
40
4.2 Modeling systems capable of storing data values
l0 l1
l3
l2
(reg,⟨p1,p2⟩) | true
x1:=p1;x2:=p2
(login,⟨p1,p2⟩) | true
−
(login,⟨p1,p2⟩) | x1=p1∧x2=p2
−
(login,⟨p1,p2⟩) | x1,p1∨x2,p2
−
(reg,⟨p1,p2⟩) | true
−
(reg,⟨p1,p2⟩) | true
− ,
(login,⟨p1,p2⟩) | true
−
(reg,⟨p1,p2⟩) | true
− ,
(login,⟨p1,p2⟩) | true
−
Figure 4.4: Register automaton for Llogin. Accepting location marked by double circle.
2. ν′ is the updated valuation, where ν′(xi) = ν(x j) wherever σ(xi) = x j, and ν′(xi) = d j
wherever σ(xi) = p j.
A run of A over a data word (a1, d¯1) . . . (ak, d¯k) is a sequence of steps
⟨l0, ∅⟩ (a1,d¯1)−−−−→ ⟨l1, ν1⟩ . . . ⟨lk−1, νk−1⟩ (ak ,d¯k)−−−−→ ⟨lk, νk⟩.
A run is accepting if λ(lk) = +, otherwise it is rejecting. The data language L(A) recognized
by A is the set of data words that it accepts. A register automaton A is determinate if no
data word has accepting and non-accepting runs in A. A data word w is accepted by a
determinate register automaton (DRA) A if all runs of w in A are accepting.2
Two registers xi, x j ∈ X of A are independent if the behavior of A does not depend on
the equality (or inequality) of xi and x j. Technically, this means that
- no guard of any transition may require the equality of xi and x j, and
- no combination of guard and assignment may imply the equality of xi and x j.
A register automaton is right-invariant if all registers are pairwisely independent.
Right-invariance is important for defining canonical DRAs by means of an extended
Nerode-relation for data languages. This allows for using one location for every class of
the (to be defined) Nerode-relation since in a right-invariant DRA in no state the future
behavior depends on the equality of registers.
Figure 4.4 shows a DRA for Llogin. From the initial location it is possible to register with
a username and password. Then, it is possible to login with the these credentials. All other
inputs will lead to the non-accepting sink location l3.
4.2.2 Suffix-based model construction
In the introduction to this chapter it has been argued that when extending expressivity of
the modeling formalism, four problems arise. The first two of these, (1) a suffix-based
2Determinacy is a way of encoding disjunctions in guards implicitly (instead of working with explicit disjunc-
tions and determinism). It allows to relate data languages and register automata more easily than explicit
disjunctions when constructing canonical automata for data languages.
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identification of all parts of a model (locations, transitions, and registers in this case) and (2)
a method of generating automata from sets of traces, will be discussed in this section. The
remaining two problems (using finite sets of prefixes and suffixes in a learning algorithm
and handling counterexamples) will be addressed in the following two sections.
First, in order to identify locations in a register automaton, a corresponding Nerode-
relation with finite index is needed. Such a relation alone, however, is not sufficient, when
constructing canonical register automata models for sets of data words. One will also
need a means of deriving registers, guards, and assignments from data words. As will
be shown, suffixes can be used to determine registers and assignments in a canonical au-
tomaton. Guards of transitions can be derived from data words when combining the ideas
from Section 4.1, i.e., using a system of representative inputs with an order on the inputs.
Identifying locations. Let us begin with the adaption of the Nerode-relation to data lan-
guages. Let the residual of some word u ∈ WD wrt. a data language LD, denoted by
u−1LD, be the set of words v with uv ∈ LD. As discussed above, the set of data inputs over
D and some set of parameterized inputs Σ is infinite. Unlike in the case of countable Mealy
machines (Section 4.1), however, also the (classic) Nerode-relation on words over this set
of inputs will have infinitely many classes in the case of data languages. In the example
of Llogin, the data words (reg, ⟨1, 2⟩) and (reg, ⟨3, 4⟩) have different residuals wrt. Llogin.
There is a distinct residual for every combination of d1, d2 ∈ D and (reg, ⟨d1, d2⟩). When
comparing different data words, one has to abstract from concrete data values in residuals.
Definition 11 (Equivalence wrt. LD) Two words u, u′ ∈ Σ∗ are equivalent wrt. ≡L, de-
noted by u ≡L u′, iff for some permutation π on D
π( u−1LD) = u′−1LD. 
Intuitively, the permutations replace equality of residuals by some notion of isomorphism
on residuals. This corresponds exactly to the role of registers in DRAs. In our example
(reg, ⟨1, 2⟩) and (reg, ⟨3, 4⟩) are equivalent wrt. ≡L. Using the permutation on D that maps
1 to 3 and 2 to 4 and is the identity otherwise, (reg, ⟨1, 2⟩) becomes (reg, ⟨3, 4⟩), and the
residual of (reg, ⟨1, 2⟩), i.e., the singleton set containing (login, ⟨1, 2⟩), becomes equal to
the residual of (reg, ⟨3, 4⟩).
Identifying transitions. The transitions of a register automaton are guarded by logic for-
mulas over binary (in-)equalities between registers and symbolic parameters. Similar to the
case of AAAR, the guards can be understood as an abstraction on the (infinite) set of all in-
puts. While in the case of AAAR the abstraction is formulated globally on the set of inputs,
here representative data inputs have to be chosen for every prefix of the language (i.e., in
every location of an RA).3
Intuitively, such a set has to contain one data word for every path (sequence of transitions)
in a canonical DRA. A representative data word for a path has to be capable of representing
all other data words for that particular path. It will thus be a data word with just enough
equal data values for this sequence of transitions. Such a word can represent all data words
3AAAR can also be extended to work with local sets of representative inputs. Such an extension is presented
in [56].
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l0
l0
l1
(login, ⟨p1 , p2⟩) | true
(reg, ⟨p1 , p2⟩) | true
x1 := p1 , x2 := p2
l1
l2
(login, ⟨p1 , p2⟩) | x1 , p1 ∨ x2 , p2
(login, ⟨p1 , p2⟩) | x1 = p1 ∧ x2 = p2
ε
(reg, ⟨1, 2⟩)
(reg, ⟨1, 2⟩)(login, ⟨1, 2⟩)
(login, ⟨1, 2⟩)
(reg, ⟨1, 2⟩)(login, ⟨3, 4⟩)
Figure 4.5: Prefix-closed subset of L-essential words for Llogin
that correspond to the same path but have some additional equalities among memorable data
values since the canonical DRA is right-invariant, i.e., equality of values in registers has no
effect on its behavior. Let such words be L-essential data words.
Figure 4.5 details the intuition for the example of Llogin and its canonical DRA in Fig-
ure 4.4. The figure shows the prefix of the tree that results from “unrolling” the automaton
from Figure 4.4 up to infinite depth. Every node in such a tree can be associated with one
L-essential data word form a prefix-closed set of L-essential data words. The root of the
tree corresponds to the empty data word (no transition has been passed so far).
The two nodes in the right of the figure and the corresponding L-essential data
words show what is meant by “just enough equal data values”. The data word
(reg, ⟨1, 2⟩)(reg, ⟨3, 4⟩) is L-essential since it cannot be the special case of any other word
(it has no equal data values). This reflects that the guards of both transitions passed by this
word do not require any equalities between data values. The word (reg, ⟨1, 2⟩)(reg, ⟨1, 2⟩)
is L-essential since it is the word with least equal data values that is not a special case of
(reg, ⟨1, 2⟩)(reg, ⟨3, 4⟩), i.e., corresponds to a different sequence of transitions in the canoni-
cal DRA for Llogin, requiring exactly the first and third data value and the second and fourth
data value to equal.
In [23] (Paper IV), we prove the existence of a unique minimal set of L-essential words
inductively, delivering implicitly an algorithm for constructing such a set. Of course, the
definition in the paper is not based on the intuition given above, which relies on the (un-
known) canonical DRA for a data language. It is based on an a set of orders on data words,
realizing the intuition of special cases given above. Using these orders, L-essential data
words can be identified by means of suffixes. Intuitively, data words that can be represented
by one L-essential word have “similar” residuals. These residuals can be computed from
the residual of the L-essential word.
Identifying registers. Finally, a method is needed for identifying which data values to
store in registers when constructing a canonical register automaton for some data language.
Let πd,d′ : D → D be a transposition of d and d′, i.e., mapping d to d′ and vice versa, and
the identity otherwise.
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Definition 12 (Memorable data values) For some word u ∈ WD a data value d ∈
ValS et(u) is memorable (wrt. LD) if for some suffix v ∈ WD and some transposition
πd,d′ , where d′ ∈ D \ Vals(uv),
uv ∈ LD ⇔ uπd,d′(v) < LD.
The set of memorable data values in u is denoted by memL(u). 4
Memorable data values have to be stored in registers of a DRA for LD. For (reg, ⟨1, 2⟩)
both data values are memorable, which is proven for data value 1 by suffixes ⟨login, ⟨1, 2⟩⟩,
and ⟨login, ⟨3, 2⟩⟩.
Using the above ideas, a Myhill/Nerode-like theorem for (regular) data languages and regis-
ter automata can be established, stating that a data language can be represented by a register
automaton if ≡L has a finite index. One direction of the proof of this theorem is an algorithm
for constructing a register automaton for a regular data language from its set of L-essential
words, resembling the approach from Section 2.1.
4.3 Inferring register automata models
In order to infer register automata models, two problems remain to be solved. First, a finite
set of suffixes has to incrementally approximate and finally realize the Nerode-relation on
the (finite) set of prefixes, used to determine the locations and transitions of the inferred
model. In particular, these suffixes have to be capable of identifying locations and registers.
Also, these suffixes have to be equally applicable to different prefixes, which due to data
values is not trivial.
Second, counterexamples have to be exploited in a way that guarantees strictly monotone
progress towards the canonical DRA for an inferred data language. This section focuses on
how the idea of an abstract representation, applied to sets of suffixes, leads to a finite set of
suffixes with the desired properties, and how the ideas for handling counterexamples from
the previous sections can be extended in the context of register automata. Put together, this
results in an active learning algorithm for register automata models.
Presentation in this section served as a basis for in [46] (Paper VI) and is thus very similar
to the paper.
4.3.1 Abstract suffixes
Approximating the Nerode-equivalence for data languages by means of a finite set of suf-
fixes is different from the classic case (of inferring DFA or Mealy machine models) in a
number of respects. While in the classic case a suffix is equally meaningful after any prefix,
this is not true when learning register automata. Here, the data values in a suffix, in par-
ticular if they equal memorable data values in a prefix, have an impact that is specific to a
prefix. Also, in the classic case suffixes are only used to distinguish states. When learning
4The definition used here is not the one from [23] (Paper IV), which relies heavily on the formalism used in
the paper. The definition of memorable data values given here resembles the definition from [11]. While
both definitions provide the same set of memorable data values for a prefix, the one used here shows better
how suffixes can be used to identify memorable data values.
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register automata, however, suffixes are additionally used to identify memorable data values
in prefixes. Also, Definition 11 uses residuals, i.e., infinite sets of suffixes. It is not imme-
diately obvious that any finite set of suffixes can realize the Nerode-relation in the case of
data languages. This section discusses how these problems are solved in [49] (Paper V).
Assume an infinite data domain DV , disjoint from D, which will be used in suffixes.
Elements of DV will be marked by an overline. An abstract suffix is a data word with data
values inDV andD. Let by convention the data values fromDV always occur in fixed order
1¯, 2¯, . . . k¯ in an abstract suffix. For a prefix u, an abstract suffix v represents all concrete
suffixes that can be obtained by some injective mapping from DV to D \ (ValS et(u) ∪
ValS et(v)) . Since data languages are closed under permutations on D, all these suffixes
lead to the same behavior after u. Thus, abstract suffixes can be used just like concrete
suffixes. Consider the example of Llogin. For the prefix (reg, ⟨1, 2⟩), the abstract suffix
(login, ⟨1¯, 2¯⟩) represents all concrete suffixes that can be obtained by an injective mapping
from DV to D \ {1, 2}, e.g., (login, ⟨3, 4⟩) or (login, ⟨5, 7⟩).
Now, let Z = {z1, . . . , zk} be a finite set of placeholders, which is disjoint from D and
DV . An abstract parameterized suffix ⟨v⟩ is a data word with data values in Z ∪ DV . Let
σ : Z → ValS et(u) ∪ (DV \ ValS et(⟨v⟩)) be an injective mapping that is applied to ⟨v⟩
pointwisely to all zi ∈ Vals(⟨v⟩) such that σ(⟨v⟩) is an abstract suffix. For a set V of abstract
parameterized suffixes let V(u) be the set of abstract suffixes that can be generated from
abstract parameterized suffixes in V by mappings σ for prefix u.
Different mappingsσwill use selected data values from ValS et(u) in suffixes. They allow
exactly the construction of pairs of suffixes that identify memorable data values. In the case
of Llogin, consider the prefix (reg, ⟨1, 2⟩). The abstract parameterized suffix (login, ⟨z1, z2⟩)
will (among others) yield the abstract suffixes (login, ⟨1, 2⟩) and (login, ⟨1¯, 2⟩), which prove
1 to be memorable in (reg, ⟨1, 2⟩).
While abstract parameterized suffixes solve the problem of identifying memorable data val-
ues, they introduce a new problem. Prefixes of different length (i.e, different numbers of
data values) give rise to differently many abstract suffixes for one abstract parameterized
suffix. In order to use abstract suffixes for approximating the Nerode-relation, however,
the partial residuals constructed by means of abstract parametrized suffixes have to be re-
lated for different prefixes. The sets of abstract suffixes have to be represented in a way
that allows comparing. Luckily, the idea of an (abstract) representation, used in Section 4.1
and Section 4.2.2 on the (infinite) set of inputs and the set of prefixes, respectively, can be
adapted to sets of suffixes.
For two abstract suffixes v, v′in V(u) let v ⊑V v′ denote that v′ can be obtained from v
by an injective mapping from DV to D∪DV . In the example used above (login, ⟨1¯, 2¯⟩) ⊑V
(login, ⟨1, 1¯⟩) ⊑V (login, ⟨1, 2⟩) for prefix (reg, ⟨1, 2⟩). The preorder ⊑V can be used to
define a set of representative suffixes for V(u). For v ∈ V(u) let
weakV(u)(v) =de f max⊑V {v′ ∈ V(u) | v′ ⊑V v},
i.e., the set of greatest (wrt. ⊑V ) suffixes in the set of suffixes smaller than v (wrt. ⊑V ) in
V(u).
A suffix v is in the set of representative suffixes for V(u) if for some v′ in weakV(u)(v)
it is true that w.l.o.g. uv ∈ LD but uv′ < LD, or if weakV(u)(v) is empty. Intuitively, the
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(login, ⟨1, 2⟩)/+ (login, ⟨2, 1⟩)/−
(login, ⟨1, 1¯⟩)/− (login, ⟨1¯, 2⟩)/− (login, ⟨2, 1¯⟩)/− (login, ⟨1¯, 1⟩)/−
(login, ⟨1¯, 2¯⟩)/−
Figure 4.6: Preorder of abstract suffixes and corresponding acceptance for prefix
(reg, ⟨1, 2⟩) generated by abstract parameterized suffix (login, ⟨z1, z2⟩) in the
case of Llogin. Representative suffixes marked by an underline
set of representative suffixes contains all suffixes in which a memorable data value shows
some effect and additionally the smallest suffixes wrt. ⊑V . This representation allows for
comparing sets of suffixes since it depends on the memorable data values of a prefix and not
on all data values.
Figure 4.6 shows the construction of the set of representative suffixes for prefix
(reg, ⟨1, 2⟩) and abstract parameterized suffix (login, ⟨z1, z2⟩) in theLlogin example. Suffixes
in the preorder are marked with + if the corresponding word (concatenated to the prefix)
is in Llogin, and with − otherwise. Representative suffixes are underlined. As can be seen,
the smallest element and the suffix identifying the memorable data values in (reg, ⟨1, 2⟩) are
representative suffixes.
For a set of abstract parameterized suffixes V and some prefix u, let ⌊V(u)⌋ be the set of
representative suffixes for V(u), and the closure CV(u) : ⌊V(u)⌋ → {+,−}, where CV(u)(v) =
+ if uv ∈ LD and − otherwise for v in ⌊V(u)⌋. Let further memV (u) be the set of data
values in ValS et(u) that are proven to be memorable in u by V . For two prefixes u ≡L u′
obviously |memV (u)| equals |memV (u′)|, and there is a permutation π on D that on memV (u)
is a bijection into memV (u′) such that π(CV(u)) = CV(u′), where π is applied to all suffixes in
the domain of CV(u).
So far, it has been shown how abstract suffixes can be used to realize the Nerode-relation on
a set of prefixes and how abstract suffixes identify memorable data values of these prefixes.
It remains to be shown that a finite set of abstract suffixes can realize the Nerode-relation
such that π(CV(u)) , CV(u′) for all permutations π on D in case u ̸≡L u′. It follows from
Definition 11 that if u ̸≡L u′, then for every permutation π there is at least one suffix v such
that uv ∈ LD ⇔ u′π(v) < LD. Thus, it only has to be shown that a finite number of suffixes
is sufficient to eliminate all permutations in case u ̸≡L u′
For u, u′ ∈ WD, let there be more than one permutation on D under which the partial
representative residuals become equal for some set V of abstract suffixes, i.e.,
π1(CV(u)) = CV(u′) = π2(CV(u)).
This implies that CV(u) = π1 ◦ π−12 (CV(u)). Either there are memorable data values in u that
can be used interchangeably in LD, or the suffixes in V fail to prove these data values to
be non-interchangeable. In the latter case a single abstract suffix can be found, splitting a
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group of seemingly interchangeable memorable data values in CV(u). Such a suffix has to
prove two memorable data values of u to have different effects. It is sufficient to find a suffix
in which the one data value has an effect while the other does not. Since the two memorable
data values can be distinguished in LD, such a suffix exists.
Now, let V be such that for u ̸≡L u′ all memorable data values are identified and only
true symmetries remain between memorable data values, but still π(CV(u)) = CV(u′) for
some permutation π on D. As stated above, there is a single suffix that disproves π. It
is sufficient to argue about a single permutation here. If permutations π1, π2 remain, the
complete residual of u is invariant under π1◦π−12 . Disproving one permutation, automatically
disproves the other one, too.
Hence, a finite set of abstract parameterized suffixes can be used to realize the Nerode-
relation on a set of prefixes and to identify registers in a register automaton to be constructed.
4.3.2 An active learning algorithm for register automata
The ideas from the previous sections can be combined into the active learning algorithm
for register automata models presented in [49] (Paper V). The algorithm is formulated in
the MAT learning model, using membership queries for data words and equivalence queries
that test the equivalence of an unknown target data language LD and the data language
recognized by an intermediate hypothesis.
The learning algorithm will use a finite prefix-closed set ofL-essential words as prefixes.
The prefixes will be used to determine locations and transitions of the inferred register
automaton. The Nerode-relation on the set of prefixes will be approximated by a finite set
of abstract parametrized suffixes. As a data structure an observation table, i.e., a mapping
from the set of prefixes to closures for prefixes and abstract parameterized suffixes, is used.
According to the Nerode-relation for data languages, prefixes in the table are compatible if
their closures become equal under some permutation π on D. As in the classic case, the
learning algorithm will start with the empty data word as only prefix and only suffix. The
empty prefix leads to the initial location in the canonical DRA for LD, and the empty suffix
distinguishes prefixes in LD from ones that are not in LD.
Extending the ideas from Section 4.1, counterexamples are analyzed in order to deter-
mine if they (1) prove a new data value to be memorable in some prefix, (2) disprove a
permutation under which the approximated residuals of two prefixes become equal, or (3)
prove a refinement of the abstraction to be necessary (i.e., provide a newL-essential prefix).
Figure 4.7 shows this extended analysis of counterexamples. The first case (new loca-
tion) resembles the default case from Theorem 2: data words ⌊u⌋Ha and ⌊ua⌋H from the
set of prefixes lead to the same location in the hypothesis but the suffix of the counterex-
ample disproves their equivalence (at least under the permutation used during hypothesis
construction). Adding a new abstract parameterized suffix generated from the suffix of the
counterexample to the set of suffixes used by the learning algorithm will reduce the number
of valid permutations between both prefixes as discussed in Section 4.3.1.
The second case (new transition) corresponds to the case of a refinement in AAAR stated
in Theorem 4: The data word ua′ is the L-essential word for ua in the hypothesis. In
case this is true in the SUL, too, a counterexample can be found in which the prefix ua is
replaced by its L-essential representative word ua′. The search for such a counterexample
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New location) ⌊u⌋H
u a v
⌊ua⌋H
π(v)
X
×
Same state in hypothesis
CV(⌊u⌋Ha) = π

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
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ce.
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Same state in hypothesis.
Same state in SUL?
New assignment)
X
×
u a v
v′
d j dk=
d j dk,
Figure 4.7: Handling counterexamples when inferring register automata models
can be quite expensive. As indicated in the figure, the new counterexample will have less
equalities between data values as the original one. The number of possible refinements is
exponential in the number of equal data values that have to be refined into multiple sets of
equal data values.
The third case (new assignment) relates directly to the definition of memorable data val-
ues (Definition 12). The suffixes v and v′ are a pair of suffixes as assumed in the definition.
The word ua is from the set of prefixes. This ensures that the newly introduced assignment
has a well-defined transition in the next hypothesis.
Progress achieved in any of the three dimensions is strictly monotonic. Due to the finite
index of ≡L there are only finitely many locations and registers in the canonical DRA for
LD, and only finitely many transitions that have to represented by L-essential words. As
shown in Section 4.3.1, the number of permutations between two prefixes can only be re-
duced finitely often before no valid permutation is left. Thus, the algorithm will terminate
with the unique canonical DRA for LD (up to isomorphism, i.e, renaming of locations and
registers).
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l0
l1
l2
l3
(put,⟨p⟩) | true
x1:=p
(put,⟨p⟩) | true
x2:=p
(put,⟨p⟩) | true
x3:=p (get,⟨p⟩) | p=x3
−
(get,⟨p⟩) | p=x2
−
(get,⟨p⟩) | p=x1
−
l0
l1
l2
l3
(put,⟨p⟩) | true
x1:=p
/(ok, ⟨⟩)
(put,⟨p⟩) | true
x2:=p
/(ok, ⟨⟩)
(put,⟨p⟩) | true
x3:=p
/(ok, ⟨⟩)
(get,⟨⟩) | true
− /(out, ⟨x3⟩)
(get,⟨⟩) | true
− /(out, ⟨x2⟩)
(get,⟨⟩) | true
− /(out, ⟨x1⟩)
Figure 4.8: Partial models of a stack of capacity 3: RA (left) and RMM (right)
4.4 Inferring semantic interfaces of data structures
The previous sections summarized the ideas for extending active learning to register au-
tomata. While register automata accept data languages, real black-box components are
usually reactive systems, producing output. In [46] (Paper VI) an extension of the algo-
rithm from [49] (Paper V) to systems that produce outputs with data values from registers is
used to infer interfaces of data structures. Rather than re-describing the extension in detail
here, this section will only provide the intuition behind the extension and discuss its effect
along a small example.
As an example for a system that produces parameterized output think of a stack of limited
size, exposing two inputs: put and get. The action put tries to store an additional object
in a data structure, get tries to retrieve a data value from a data structure. The stack allows
storing the same object multiple times, and does not change its state on unsuccessful oper-
ations, i.e., when adding an additional data value exceeding the size limit of the stack, or
when trying to get a data value from the empty stack.
The stack can be modeled as a register automaton, which is shown in the left-hand side
of Figure 4.8. For better readability reflexive transitions are omitted in the figure. The get
operation in this case has a data parameter and the returned data value of get operations
is encoded in the guards of corresponding transitions. E.g., from location l1, a get returns
the value of register x1. In terms of the data language accepted by the RA, the data word
(put, ⟨d⟩)(get, ⟨d⟩) is in the data language accepted by the automaton.
While it is certainly possible to model parameterized output in this fashion, it is not
very natural. In the right-hand side of Figure 4.8 the same stack is modeled as a Register
Mealy Machine (RMM), i.e., a register automaton with Mealy machine-like outputs on all
transitions [46] (Paper VI). There, the outputs are symbolic: they comprise data parameters,
which are bound to registers. Performing a get operation from location l1 will produce an
output (out, ⟨x1⟩).
In order to extend active learning from register automata to RMMs, the concepts intro-
duced in the previous sections have to be modified accordingly.
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Table 4.1: Experimental results for inferring register automata models from data structures
using various algorithms
Name Mealy (|D| = 4) RA RMM
|Q| MQs EQs |L| MQs EQs |L| MQs EQs
Stack (1) 5 17 0 3 35 2 2 10 0
Stack (2) 21 53 1 4 135 4 3 18 0
Stack (3) 85 232 3 5 554 6 4 38 1
Stack (4) 341 854 4 6 2998 8 5 53 2
1. The Nerode-relation for data languages has to be adapted in a fashion similar to the
semantic functionals of Mealy machines from Section 2.1.
2. The definition of memorable data values has to be extended by the additional case
that a data value is proven to be memorable by occurring in some output.
3. Closures and their equivalence have to be adapted to residual functionals with param-
eterized outputs.
Apart from these extensions, the algorithm from [49] (Paper V) can mostly remain un-
changed. Corresponding to the extension of active learning from DFAs to Mealy machines,
the set of abstract suffixes will be initialized using all symbolic inputs instead of the empty
word.
Implementations of both learning algorithms (for register automata and RMMs) have
been evaluated in a small series of experiments based on models of data structures. The
learning algorithms have been implemented on top of LearnLib. The results from all con-
ducted experiments are presented in [46] (Paper VI). Here, the results from one series of
experiments will be discussed. In this series, models of stacks with varying size limits have
been inferred using three different approaches.
1. Mealy machine models have been learned for a finite data domain of size 4. In these
experiments, the learning algorithm for Mealy machines was equipped with a tech-
nique for symmetry reduction, resulting in optimized consumption of membership-
and equivalence queries.
2. Register automata models have been inferred using the learning algorithm from [49]
(Paper V).
3. The active learning algorithm from [46] (Paper VI) has been used to infer for RMM
models.
In all experiments counterexamples were derived by “unfolding” the target system and hy-
pothesis models for a large enough finite data domain, and applying an equivalence test
for Mealy machines to these models. Table 4.1 shows the key figures of the experimental
results.
While the inferred Mealy machine models encode the state of the stack in the state space,
the inferred register automata and RMM models have one location per number of stored
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data values, including an initial (empty) location. The register automata additionally have
one sink location, which is an artifact of the instrumentation used in this setup.
In the series of experiments inferring Mealy machines and register automata, the number
of membership queries grows exponentially in the size of the stack. In the case of Mealy
machines this is due to the exponentially growing state-space.
In the the case of register automata this has two reasons. First, as described in the analysis
in [49] (Paper V), the number of registers contributes to the number of membership queries
as an exponential factor. Second, the register automaton encodes output into guarded tran-
sitions. These additional guarded transitions have to be inferred from counterexamples.
As discussed in [49] (Paper V), deriving new prefixes representing guarded transitions
from counterexamples requires exponentially many membership queries (in the number of
data values in a counterexample). In the series of experiments presented here, the costs
of inferring additional guards clearly dominate the costs for inferring registers, which is
indicated by the increased number of equivalence queries in the case of inferring register
automata (compared to the experiments with the algorithm for learning RMMs).
The experiments lead to two conclusions. First, switching from Mealy machines to mod-
els with registers leads to more expressive models: Modeling the influence of (stored) data
values on the control-behavior results in infinite-state models. Already for small finite data
domains these infinite-state models are exponentially smaller than the corresponding Mealy
machines.
Second, using RMMs instead of register automata does not further extend the expressive-
ness of the inferred models but has a dramatic effect on the performance. The more adequate
way of modeling output leads to exponential (in the number of registers and length of coun-
terexamples) savings in the number of membership queries. The number of equivalence
queries is reduced roughly by the number of transitions with parameterized output.
The huge impact of inferring RMMs instead of Mealy machines becomes apparent when
looking at bigger systems. The RMM model of a nested stack (i.e., a stack of stacks) with
a capacity of four in the inner stacks as well as in the outer stack has 781 locations, and
can be inferred with 44,589 membership queries and only 9 equivalence queries (cf. [46]
(Paper VI)). The RMM has 16 registers, corresponding to the overall capacity of the 2-
dimensional stack. The corresponding Mealy machine model for a finite data domain of size
four would already have significantly more than 416 (> 109) states, which clearly exceeds
the capabilities of today’s active learning algorithms by far.
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This chapter reviews works related to the topic of this thesis, i.e., the inference of interface
programs by means of (active) automata learning. The structure of the chapter follows
roughly the topics addressed in the previous chapters.
Active automata learning. Automata learning techniques have been researched for the
past 40 years. At first passive learning algorithms, constructing automata from gives sets
of examples have been investigated (e.g., [16, 84]). In [37] it is shown that constructing
minimal automata from samples is an NP-complete problem.
The first active automata learning algorithm, using membership queries and a set of pre-
fixes that covers all classes of the Nerode-relation, is presented in [6]. The algorithm in-
corporates the partition-refinement pattern typical to active learning and uses a polynomial
number of membership queries.
Active learning for regular languages with membership queries and equivalence queries
is presented in [7]. Variants are presented in [60], using a discrimination tree instead of
an observation table, and in [62], adding suffixes of counterexamples to the table instead
of prefixes. A first algorithm for analyzing counterexamples explicitly is presented in [75].
The abstract idea of an observation pack, unifying these approaches is developed in [8].
Active learning has been extended to Mealy machine models in [70, 63] by adapting the
algorithm from [7]. In [77] the algorithm from [62] is adapted in a slightly optimized version
to Mealy machine models. Further improvements to this approach, especially for the case
of long counterexamples obtained from testing or monitoring, are discussed and evaluated
in [54]. Finally, in [82] (Paper I), the strategy from [75] for handling counterexamples
explicitly is extended to Mealy machines.
The performance of active learning (in terms of queries) is essential when it comes to
practical application. This has been addressed by applying application specific filters, which
help answering membership queries without performing tests on a SUL [53, 9]. The poten-
tial of different generic types of filters and the interplay of different filters has been investi-
gated in [65, 64, 55]. A different approach to dealing with realistic systems is the inference
of partial models as is discussed in Section 3.1.
While optimizations to the number of membership queries have been investigated thor-
oughly, equivalence queries remain a fundamental problem in active learning. They do not
exist in practice but can only be approximated using methods from testing. In [12] the close
relation between active automata learning and conformance testing (e.g., [24, 33]) is ana-
lyzed. An example for the integration of active learning and conformance testing is given
is [72], where the combined approach is discussed as one method for checking properties
of black-box systems.
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Applications of active learning. Currently there are two libraries available implementing
active learning algorithms, namely libalf [20] and LearnLib [74, 67]. While the focus of
libalf is providing implementations of algorithms from the literature, LearnLib aims at pro-
viding an infrastructure for evaluating, and implementing learning algorithms as well as for
applying these in case studies. The implementations of (active) learning algorithms from
libalf can be used in the framework provided by LearnLib.
Active learning has been applied successfully in an number of interesting case studies. It
has been used to infer models of CTI systems [41, 40], web-applications [73], communica-
tion protocol entities [1], the new biometric European passport [2], bot nets [21], a network
of integrated controllers in the door of a car [80], and enterprise applications [10, 9]. The
particular challenges of practical application are discussed in [48] along with illustrating
examples from case studies.
The state-of-the-art approach to inferring models of real (i.e., infinite state) systems in
active automata learning is using predefined abstractions, realized by so-called mappers
(cf. [58]), which are placed between the component to be inferred and the learning algo-
rithm. Mappers provide a regular projection of the component. This approach is described
explicitly for the generation of specifications from protocol entities in [1].
However, defining mappers is an error-prone and laborious manual effort. In [51] (Paper
III) automated alphabet abstraction refinement is integrated with active learning to over-
come this problem. A similar approach, using lazy alphabet construction without coun-
terexample driven alphabet abstraction refinement, is presented in [35] for the inference of
assumptions in assume-guarantee reasoning.
Extensions to active learning. A different approach to dealing with non-regular systems
is the extension of active learning algorithms to richer modes. Active automata learning has
been extended to systems with parameterized inputs and guarded transitions in a number
of works [45, 79, 78, 13]. Other extensions include I/O-automata [3] (using a mapper that
provides a regular projection of the inferred I/O-automaton), timed automata [38, 39] (using
decision trees similar to the ones presented in [23] (Paper IV)), Petri Nets [30], or Kripke-
structures [66]. An extension to probabilistic systems is presented in [31].
The requirements on modeling interface programs have been analyzed in [47]. The result-
ing automaton model (i.e., register automata) is presented in [23] (Paper IV). It resembles
Memory Automata, which have been introduced in [59] with the explicit aim of developing
an automata-based formalism for program behavior. Register automata differ from mem-
ory automata mainly in the explicit description of guards and assignments along transitions
and by using a finite set of inputs with data parameters instead of using an infinite set of
inputs directly. Myhill/Nerode-like theorems for classes of Memory Automata have been
formulated in [11] and in [32]. The canonical models resulting from the Myhill/Nerode-like
theorem presented in [23] (Paper IV) differ significantly from canonical Memory Automata.
In fact, by allowing random access to registers canonical RAs can be exponentially smaller
than the canonical Memory Automata from [11] and [32]. A detailed discussion can be
found in [23] (Paper IV). In [18, 19], automata with registers are investigated from an alge-
braic perspective, resulting in a Nerode-relation similar to the one of [23] (Paper VI).
An active learning algorithm for Memory Automata is presented in [76]. This algorithm
infers DFAs for growing finite data domains and encodes these as Memory Automata. Un-
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like the algorithm presented in [49] (Paper V), no guarantees about the resulting automata
are made. In particular, since the approach is not backed by a canonical form, the automata
constructed in different learning experiments (for the same SUL) may differ. The authors
of [14, 17] present a similar technique for inferring symbolic Mealy machines, i.e., automata
with guarded transitions and state-local sets of registers: First, a Mealy machine is learned
for a large enough finite domain. Then, from this Mealy machine a symbolic version is
constructed. In [61] another variant of this two-step approach is presented in combination
with passive learning: behavioral models are inferred from program traces obtained through
monitoring using passive automata learning. The influence of data values on the behavior
is inferred with an invariance detector [29]. The results are combined into a single model.
In contrast to these two-step approaches that use off-the-shelf learning algorithms in the
first step, the active learning algorithm for register automata presented in [49] (Paper V)
infers models with registers directly. The extension of active learning to this class of richer
models comes at the price of a more complex treatment of counterexamples and requires
appropriate extensions of the suffix-based identification of entities in models (i.e., registers,
transitions, and locations). As can be seen in the results from the experiments presented in
Section 4.4 and in [46] (Paper VI), however, this effort is rewarded already when inferring
small models by a significant positive impact on the number of required tests that have to
be executed on a SUL.
Interface synthesis. Synthesis of component interfaces has been a research interest for
the past decade. Presented approaches fall into three classes described in [81].
First, client-side static analysis uses a static analysis of source code using the component
of which a model is to be inferred. The approaches described in [81, 86] mine Java code
to infer sequences of method calls. These sequences are used to produce usage patterns
statistically. Deviations from these patterns are then considered as candidates for erroneous
usages of the component and have to be verified manually.
Second, component-side static analysis uses a static analysis on the component itself.
In [4] an approach is presented that generates behavioral interface specifications for Java
classes by means of predicate abstraction and active automata learning. Here, predicate
abstraction is used to generate an abstract version of the considered class. Afterwards a
minimal interface for this abstract version in obtained by active learning. Another approach
uses counterexample guided abstraction refinement (CEGAR) [42] instead of active learn-
ing in order to derive a regular model from the Boolean program obtained by predicate
abstraction. Both strategies are compared in [15].
Static analysis methods rely on access to source-code, either of the component or of code
using the component. This cannot be assumed in all scenarios. The Connect project [57],
which provides the motivational background for this thesis, aims at automated mediator syn-
thesis for networked systems. In this scenario neither components are available as source-
code, nor is client-side code.
The third class of methods, namely dynamic analysis, infers interface models from ac-
tual program executions. The authors of [5] present an approach for inferring probabilistic
finite state automata (PFSA) describing a components’ interface using a variant of the k-tail
algorithm [16] for learning finite state automata from sets of examples. In [87] a special
form of component interfaces, consisting of one finite state automaton per field of a class, is
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presented along with a static analysis and a dynamic analysis for inferring such component
interfaces.
Finally, the SPY approach [36] aims at inferring behavioral specifications, represented as
graph transformation rules, from Java classes. Inference is organized in two phases: First,
the run-time behavior of components is observed on a small concrete data domain. Then,
(symbolic) transformation rules are constructed inductively from the concrete observations.
All three of these dynamic approaches use passive learning and are thus limited to (pos-
sibly small) sets of observed executions. In case some functionality of a component is not
executed, it will not be captured in the inferred model. Using active methods, on the other
hand, allows for active exploration of the interface of a component: The authors of [27],
e.g., use a combination of component-side static analysis, identifying side-effect free meth-
ods (so-called inspectors), which are then used to identify states of the component when
interacting with the component systematically.
Summarizing, all previous approaches that infer models describing data explicitly from
black-box components (i.e., [36], [76], [14], and [61]) work in two steps. The first step
consists in inferring models (or in obtaining sets of examples in the case of passive learning)
at the level of a concrete finite data domain. The experiments from [46] (Paper VI) show
that this becomes unfeasible already for relatively small models of data structures. The
active learning algorithm presented in this thesis, on the other hand, infers register automata
directly, without generating such an intermediate representation.
Except for [36], the approach to interface synthesis presented to in this thesis differs
from all previous attempts wrt. the expressiveness of the inferred models. While in all
other approaches inferred interfaces are modeled as “plain” automata, the automata used in
this thesis allow for modeling of (restricted) interface programs comprising conditions and
assignments.
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6.1 Conclusion
This thesis addresses the problem of developing active learning algorithms for interface pro-
grams describing interaction protocols of black-box systems capable of storing and compar-
ing data values used in the interaction. As has been discussed in Section 1.1, this required
research in three directions: First, the efficiency of active learning (in terms of membership
queries) had to be optimized. Second, equivalence queries had to be approximated. Third,
active learning had to be extended to richer models than Mealy machines or DFAs. The
work presented in this thesis improves the state of the art in all of these directions:
- The efficiency (in terms of membership queries) of active learning for DFAs and
Mealy machine models has been improved considerably by using a new method for
handling counterexamples in combination with inferring partial models: A model
with more than 166,000 states and 121 inputs was inferred. This exceeds the state
of the art (22,000 states and 11 inputs) by more than two orders of magnitude (cf.
Section 3.2.3).
- The incremental equivalence queries presented in Section 3.2 clearly outperformed
the best other algorithms for approximating equivalence queries in the ZULU com-
petition, discovering up to 8% more states using the same amount of membership
queries (cf. [50] (Paper II)).
- Automated alphabet abstraction refinement allows for inferring models of real sys-
tems (with infinite sets of inputs) without an intermediate hand-tailored abstraction.
An optimal abstraction is inferred in the course of learning (cf. Section 4.1). In the
case of a biometric passport [2], e.g., a model and an abstraction was learned fully
automatically. Designing the same abstraction required considerable manual effort in
the original case study, presented in [2].
- The extension of active learning to register automata models, presented in Section 4.4,
allows for the inference of (restricted) program structures comprising conditions and
assignments, capable of operating real black-box components. Unlike previous ap-
proaches to the inference of models or interfaces with similar expressivity (e.g., [14]
or [36]), no unfeasibly large finite state representation of the system under learning
has to be produced. Instead, register automata are constructed from observations di-
rectly.
The practical importance of this improvement becomes apparent when inferring
RMMs (cf. Section 4.4). Already for small data domains finite state representations
of the models inferred in the experiments in [46] (Paper VI) exceed the biggest Mealy
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machine models inferred in experiments presented in this thesis (cf. Section 3.2.3) by
several orders of magnitude.
In the particular case of a nested stack of overall capacity 16, the resulting Mealy ma-
chine model for a finite data domain of size 4 would have 7 inputs and significantly
more than 109 states. The biggest inferred Mealy machine model presented in this
thesis is more than two orders of magnitude smaller and was inferred with almost
50 million membership queries and more than 400,000 equivalence queries (cf. Ta-
ble 3.4) in almost 3 hours. The RMM of the nested stack, on the other hand, was
inferred with less than 45,000 membership queries and only 9 equivalence queries in
no more than 20 seconds.
Key to progress in all directions are two related and recurring patterns, which are extended
step-wisely throughout the thesis: The suffix-based identification of entities in inferred mod-
els and the corresponding analysis of counterexamples.
Suffix-based identification. When inferring Mealy machine models, only states are iden-
tified by means suffixes. In the case of automated alphabet abstraction refinement, the
pattern is extended to classes of the alphabet abstraction, which are identified using tuples
of prefixes and suffixes. Finally, in the case of inferring register automata, single (concrete)
suffixes are no longer sufficient to identify entities in models: Locations and registers are
identified using abstract parameterized suffixes, each representing a complete preordered
set of concrete suffixes.
Analysis of counterexamples. Accordingly, the decomposition and analysis of coun-
terexamples is extended to multiple cases of counterexamples.
1. The thorough analysis of possible strategies for handling counterexamples when in-
ferring Mealy machine models from Section 2.2.2 provides a solid base case, i.e.,
counterexamples leading to new states, which can be used also in the more elaborate
scenarios.
2. The second case, i.e., counterexamples to an abstraction and its integration with the
base case, is presented in Section 4.1. It can be adapted to the case of counterexamples
leading to new transitions in the case of inferring RAs.
3. Finally, a third case, i.e., counterexamples leading to new register assignments, is
added “on top” of the previously introduced cases when inferring register automata
models in Section 4.3.2.
The seamless integration of all three cases is achieved by the decomposition of counterex-
amples: In all cases counterexamples are decomposed into an access sequence to one of
the states of a hypothesis and some suffix. This decomposition guarantees that all newly
discovered locations, transitions, and registers have a well-defined, i.e., invariant, position
in subsequent hypothesis models.
The combination of both patterns extends the typical partition-refinement based approach
of active automata learning algorithms to multiple dimensions: locations, transitions, and
registers.
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6.2 Future work
The application of active automata learning in the context of interface synthesis leads to
several interesting questions which exceed the scope of this thesis. These questions can be
categorized using the categories from Section 1.1.
Performance in practical scenarios. The learning algorithm for register automata pre-
sented in [49] has a worst case complexity that is influenced exponentially by the length
of counterexamples. This complexity had a strong negative impact on the performance in
experiments where RA models were inferred of systems that produce output. One big step
towards the practical application of active learning of interface programs was the extension
to RMMs presented in Section 4.4. This practical optimization did not only lead to more
natural models of reactive systems but also increased the performance of learning dramati-
cally.
However, this optimizations came at a price: in the current version of RMMs newly in-
troduced data values in outputs are not covered. In real systems this is a quite common
phenomenon: As an example consider a session identifier that is created by the component
to be inferred. In order to infer interface programs for a larger class of components effi-
ciently, it will have to be investigated how inference of RMMs can be extended to handle
output comprising new data values.
Equivalence queries. The approximation of equivalence queries still is one of the fun-
damental open problems in active automata learning. While the evolving hypothesis algo-
rithm, presented in this thesis, has been applied successfully in the ZULU challenge, the
systems used there were randomly generated. In this scenario randomized generation of
suffixes proved to be the best strategy. This strategy, however, will hardly be successful for
man made systems.
On the other hand, a number of works explore the combination of white-box and black-
box methods (or static analysis and dynamic analysis) for the synthesis of interfaces. It
would be very interesting to investigate if equivalence queries, i.e., the search for counterex-
amples, can benefit from information obtained by static analysis (e.g., symbolic execution),
or monitoring.
Expressivity. Register automata faithfully describe systems that only pass data and do
not process data. While this is sufficient for modeling an interesting class of systems (e.g.,
data structures and many network protocols), it does not include all networked systems
envisioned in the Connect project: More complex components and protocols use data pa-
rameters on which simple operations can be performed, e.g., an increment operation on a
sequence number.
One appealing direction of research is the extension of active learning to more expressive
models, allowing more tests on data values than for equality, or allowing simple operations
on data values. Interesting phenomena of practical importance can be derived, e.g., from
the requirements in the context of the Connect project. In particular, the boundary will have
to be explored up to which suffix-based identification can be used to uniquely identify these
phenomena in a black-box scenario.
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