While comparing fertility rate forecast errors between countries, Fosdick and Raftery (2012) revisited the classical problem of estimating the correlation coefficient ρ of a bivariate normal population when both variances are known. It is well known that the maximum likelihood estimator (MLE) for this problem is somewhat inconvenient, being the root of a cubic equation, often with multiple roots. As is also well-known, however, classical covariate adjustment and Newton-Raphson adjustment of the MLE provide estimators with the same optimal asymptotic efficiency. Here it is shown that these adjustments usually result in convenient, algebraically explicit, yet still asymptotically efficient estimators for ρ. However, algebraic singularities can occur that render the adjusted estimators unsuitable in some cases.
Introduction
While comparing fertility rate forecast errors between countries, Fosdick and Raftery [F&R] (2012) recently revisited the familiar problem of estimating the correlation coefficient of a bivariate normal population when both variances are known. This is the third (Model 3) of the following three increasingly restrictive covariance models:
Let (x i , y i ), i = 1, . . . , n, be i.i.d. observations from a bivariate normal distribution with correlation coefficient ρ and variances σ 
Models 1 and 2 each admit explicit maximum likelihood estimators (MLE) for its unknown parameters:
Model 1:ρ = r 1 ,σ
where
Note that |r 2 | < |r 1 | with probability 1.
1
Model 3 is a curved exponential family with log likelihood function
cf. Stuart and Ord (1991, Ch. 18) . Here W 2 is minimal sufficient but not complete; W 2 is two-dimensional while the unknown parameter ρ is one-dimensional. The MLEρ is r 3 , the maximizing root of the cubic likelihood equation
F&R considered variants of three frequentist estimators for ρ, as well as several Bayesian estimators. These frequentist estimators were r 1 , r 3 , and the "empirical estimator"
truncated to lie in [−1, 1] , where the estimated standard deviations in r 1 are replaced by the assumed values 1.
Fosdick and Perlman (2013 , Table 1 ) obtained the mean-squared errors (MSE) of r 1 , r 2 , r 3 , and r 4 by simulation; also see Table 1 below. It is seen that r 3 performs best unless ρ 2 is small, where r 2 may be somewhat better, while r 4 performs poorly in most cases. These effects become more marked as the sample size n increases. These results are not unexpected as it is well known 1 that
1 E.g. Lehmann (1983, (19) p.441, Problems 6.2.20 and 6.5.9), Stuart and Ord (1991, Ch. 18) 2. Adjustment of r 1 and r 2 using s be used as covariates for the standard linear regression adjustments of r 1 and r 2 to obtain estimators with the same optimal asymptotic efficiency as the MLE r 3 ; cf. Lehmann (1983, Corollary 6.4 .1), Cox and Wermuth (1990, eqn. (5) ).
Under Model 1 the log likelihood function is given by
Taking expectations, the first row of the Fisher Information Matrix I(ρ, θ x , θ y ) (n = 1) is given by (Lehmann (1983, p. 441) , Stuart and Ord (1991, p. 681) (I ρρ , I ρθx , I ρθy ) = 1 + ρ
Because I(ρ, θ x , θ y ) is the asymptotic covariance matrix of the Model 1 MLE (ρ,θ x ,θ y ) ≡ 
whereρ is used to estimate ρ in the expected information components. To estimate (θ x , θ y )
in (15) 
It is well known that these two covariate-adjusted estimators are each asymptotically efficient under Model 3, i.e., satisfy (8) (e.g. Lehmann (1983, Corollary 6.4 .1), Cox and Wermuth (1990, eqn. (5) ).
Cox and Wermuth suggest replacing the expected information components in (15) by the observed information components (11), (12), and (13) evaluated at (ρ, θ x , θ y ) = (ρ ≡ r 1 ,θ x ,θ y ), the Model 1 MLEs. This yields the estimator
which is also asymptotically efficient under Model 3. However, if (θ x ,θ y ) are replaced by the known values (θ x , θ y ) = (1, 1) in the observed information components, then the resulting estimator
has singularities at r 1 = 0 and s x s y = 1/2 and thus is unstable for moderate sample sizes.
Under Model 2 the log likelihood function is given by
where θ = σ 2 . Thus
so the first row of the Fisher Information Matrix I(ρ, θ) (n = 1) is given by
Because I(ρ, θ) is the asymptotic covariance matrix of the MLE (ρ,θ) ≡ (r 2 , s 2 t /2), the regression adjustment ofρ gives estimators of the form
Now set θ = 1 (known) and θ =θ = s 2 t /2 (MLE) to obtain the two adjusted estimators
These two estimators are asymptotically efficient under Model 3, i.e., they satisfy (8).
If the expected information components in (24) are replaced by the observed information components (21) and (22) 
However, if the known value θ = 1 is used instead ofθ, the resulting estimator
has a singularity at s
Adjustment of r 1 and r 2 by Newton-Raphson approximation
If r is any √ n-consistent estimator of ρ under Model 3, the one-step Newton-Raphson ad-
based on observed and expected information respectively, also provide asymptotically efficient estimators for ρ under Model 3 (e.g. Stuart and Ord (1991, eqns. 18.44 and 18.45) ). Thus four more such estimators are obtained by setting r = r 1 and r = r 2 :
It is straightforward to verify that that ν e (r 2 ) = r 2ek .
These estimators continue to satisfy (8) for Model 3, but the denominator of ν o (r 1 ) is
2 ), hence ν o (r 2 ) has a singularity at s 2 t = 1. Thus ν o (r 1 ) and ν o (r 2 ) are unstable for moderate samples sizes so, like r 1ok and r 2ok , will not be considered further.
Finally, the regression-adjustment and Newton-Raphson-adjustment methods can be combined to obtain ten more asymptotically efficient estimators of ρ under Model 3:
MSE comparisons of the adjusted estimators of ρ
The mean-squared errors of the original estimators r 1 , r 2 , and r 3 along with the adjusted estimators derived in Sections 2 and 3 (excluding those with singularities) are presented in Table 1 for sample sizes n = 10, 20, and 40 respectively. Both r 1om and its two further adjustments ν e (r 1om ) and ν o (r 1om ) performed poorly so the latter two were removed from Table 1 for the sake of brevity; these three estimators will not be considered further. Furthermore, for n = 10 and 20, ν o (r 1ek ) and ν o (r 2ek ) compare unfavorably to most of the remaining estimators so also are excluded from further consideration. Table 2 shows the frequencies with which the remaining adjusted estimators fall outside the interval [−1, 1] for n = 10, 20, and 40. For large values of ρ this frequency approaches 10% for the four adjusted estimators r 1em , r 2em , ν o (r 1em ), and ν o (r 2em ), hence these four will be excluded as well.
Seven adjusted estimators remain under consideration:
single adjustment : r 1ek , ν e (r 1 ), r 2ek (= ν e (r 2 )), double adjustment : ν e (r 1ek ), ν e (r 1em ), ν e (r 2ek ), ν e (r 2em ).
These are indicated by the 's in Table 1 . For convenience the MSE's of these seven adjusted estimators plus r 2 and r 3 are presented again in Table 3 , but re-ordered to reveal the following trends in their performances:
For ρ 2 = 0, the MSE's increase: r 2 has the lowest MSE, followed by those of the singleadjustment estimators, then the double-adjustment estimators, finally r 3 has the largest MSE.
As ρ 2 increases this trend reverses, the reversal occurring more quickly for the larger values of n: it occurs already at ρ 2 = 0.1 when n = 40.
This leads to the following conclusions for the Model 3 estimation problem:
(i) For small and moderate sample sizes (e.g., n = 10, 20):
• If ρ 2 is expected to be small (say ρ 2 ≤ 0.2), then no adjusted estimator offers improvement over the Model 2 MLE r 2 , which is algebraically very simple. Table 3 : Root mean squared error x 1000 for the estimators under final consideration.
• If ρ 2 is expected to be moderate or large (say ρ 2 > 0.2), then the double-adjustment estimators perform as well as, or better than, the Model 3 MLE r 3 , and they are algebraically explicit.
(ii) For all sample sizes (e.g., n = 10, 20, 40):
• The single-adjustment estimators perform reasonably well across the entire range of ρ 2 values and are both explicit and algebraically convenient to obtain.
Concluding remarks
Singularities were found in the four adjusted estimators r 1ok , r 2ok , ν o (r 1 ), and ν o (r 2 ), while the five adjusted estimators r 1om , ν e (r 1om ), ν o (r 1om ), ν o (r 1ek ), and ν o (r 2ek ) were eliminated from consideration because of their unfavorable MSE and/or truncation behaviors. Each of these nine estimators are based, fully or partially, on the observed Fisher information, so we infer that the expected information is generally preferable for the purpose of adjustment.
When applying either the covariate or Newton-Raphson adjustment to the Model 1 MLE r 1 in order to improve its efficiency under Model 3, there seems to be no general advantage to using the known values (1, 1) of (σ The estimator r 1 and its adjustments r 1ek , ν e (r 1 ), ν e (r 1ek ), and ν e (r 1em ) are not functions of W 2 ≡ (s 2 t , s xy ), the minimal sufficient statistic for Model 2 and also for Model 3. By contrast, r 2 and its adjustments r 2ek = ν e (r 2 ), ν e (r 2ek ), ν e (r 2em ) are functions of W 2 ≡ (s
