Introduction 33
Morbid obesity is a global public health threat of growing proportions (Ng et al., 2014) . 34 Bariatric surgery offers the best chance for long-term weight-loss and resolution of Although new and improved software packages have significantly eased the implementation 58 burden for many ML methods in recent years, few studies have used ML methods to examine 59 the risk factors or predict the prognosis after bariatric surgery, including diabetes 60 remission (Hayes et al., 2011; Pedersen et al., 2016) , complication (Razzaghi et al., 2017) , 61 weight status (Piaggi et al., 2010 ; Thomas et al., 2017) , and adverse events and death (Ehlers et 62 al., 2017). Even though there is evidence that the use of ML methods can improve our 63 understanding of postoperative progression of bariatric surgery, an appropriate level of 64 validation is needed in order for these methods to be considered in the clinical practice. 65 In this study, we compared different conventional supervised ML algorithms in the modeling 66 of severe postoperative complication after bariatric surgery. The study was based on the data 67 from the Scandinavian Obesity Surgery Registry (SOReg). The SOReg is a national quality 68 and research register, covering virtually all bariatric surgical procedures performed in Sweden 69 since 2010. The register has been described in detail elsewhere (Hedenbro et al., 2015;  70 Stenberg et al., 2014) , and a prediction model based on logistic regression for the same group 71 of patients has been described previously (Stenberg et al., 2018) . The aim of the current study 72 was to find an algorithm or algorithms that perform well not only on the training data but also 73 on the test data that were not used to train the algorithms. Results 76 Baseline characteristics of the patients in the training data and the test data are presented in 77 Tables 1 and 2. The percentages of severe complication in the two data sets are 3.2% and 78 3.0%, respectively. No statistically significant difference was found for percentages of severe 79 complication between the two data sets (Pearson chi-square = 0.8283, p = 0.363). 80 Univariable analyses indicate that differences of mean age, mean body mass index (BMI), 81 median HbA1c, percentages of comorbidities for hypertension, diabetes, dyslipidaemia, and 82 previous venous thromboembolism, and percentage of revisional surgery between the patients 83 presenting and without severe complication are statistically significant in the training data 84 (Table 1 ). In the test data, the statistically significant differences were found for age, waist 85 circumference (WC), HbA1c, dyslipidaemia, and revisional surgery (Table 2) . Lemshow goodness of fit 17.91 (p=0.056) and Nagelkerke R 2 0.013 (Stenberg et al., 2018) .
93
In current study, 19 supervised machine learning algorithms were compared and ten of them 94 were also trained using the synthetic minority oversampling technique (SMOTE), resulting in 95 29 ML algorithms. Most of the machine learning algorithms shown high accuracy (>90%) and 96 specificity (>0.9) for both training data and test data ( (Table 3) . However, they still do not achieve an acceptable level for practical 110 application.
111
When considering sensitivity and specificity together, most of the algorithms did not show 112 better prediction ability than a random predictor, i.e. an area under ROC curve of 0.5. The with SMOTE can achieve higher performance in predictive models for bariatric surgery risks, 144 the ML algorithms were not validated using external test data. After all, for prediction 145 purpose, we are not very interested in whether or not an algorithm accurately predicts severe 146 complication for patients used to train the algorithm, since we already know which of those 147 patients have severe complications, but are interested in whether the algorithms may 148 accurately predict the future patients based on their clinical measurements.
149
Our study compared in total 29 ML algorithms using real world data. Although the 150 sensitivities of the algorithms were generally low, the study indicates that some ML 151 algorithms were able to achieve higher accuracy than tradition logistic regression (LIME) is one of them to make these complex models at least partly understandable. LIME is 196 a more general framework that aims to make the predictions of 'any' ML model more 
216
Our study demonstrates that ensemble learning may improve predictions by combining 217 several base algorithms. However, usually there are several ensemble methods available, such 218 as bagging, boosting, and stacking (Zhou, 2012) . A number of studies have shown that, when 219 decomposing a classifier's error into bias and variance terms, AdaBoost is more effective at 220 reducing bias, bagging is more effective at reducing variance, and stacking may improve • gradient boosted regression trees for decision tree (Friedman, 2002) . 289 ML algorithms involve a number of hyperparameters that have to be fixed before running the 
288

Initialization and optimization of hyperparameters
307
Cross validation 308
For training data, k-fold (k = 5 in our analyses) cross-validated predictions were used as 309 predicted values. This approach involves randomly dividing the training data into k groups, or 310 folds, of approximately equal size. Then an algorithm is trained on the k-1 folds and the rest 311 one fold is retained as the validation fold for testing the algorithm. The process is repeated 312 until the algorithm is validated on all the k folds. For each patient in the training data, the 313 predicted value that he/she obtained is the prediction when he/she was in the validation fold. The study was approved by the Regional Ethics Committee in Stockholm and was conducted 359 in accordance with the ethical standards of the Helsinki Declaration (6th revision). 
