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Abstract
In 2002 R. Suter [Su1] identified a dihedral symmetry on certain order ideals in Young’s lattice and
gave a combinatorial action on the partitions in these order ideals. Viewing this result geometrically,
the order ideals can be seen to be seen to be in bijection with the alcoves in a 2-fold dilation in the
geometric realization of the affine symmetric group. By considering the m-fold dilation we observe
a larger set of order ideals in the k-bounded partition lattice that was considered by L. Lapointe, A.
Lascoux, and J. Morse [LLM] in the study of k-Schur functions. We identify the order ideal and the
cyclic action on it explicitly in a geometric and combinatorial form.
AMS Subject Classification Numbers: 05E18, 51F15
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1 Introduction
For each k ∈ N, R. Suter described a set Y k of partitions with unexpected dihedral symmetries [Su1].
The set Y k is an order ideal in Young’s lattice, and so to specify Y k it is enough to specify that its
maximal elements are exactly those rectangles with hook-lengths at most k.
Definition 3.1 ([Su1]). Let Ri := (i
k+1−i) for 1 ≤ i ≤ k. Then
Y k := {λ : λ ⊆ Ri for some 1 ≤ i ≤ k}.
R. Suter proved that Y k has the same symmetries as the affine Dynkin diagram of type A˜k by
explicitly describing a cyclic action on λ ∈ Y k which, along with conjugation of a partition, gives a
dihedral action on Y k.
Since any λ ∈ Y k has maximum hook-length at most k, λ may be viewed as a k-bounded partition
(or (k + 1)-core), so that Y k can be equivalently described as an order ideal in the lattice of k-bounded
partitions (defined in Section 2.3). It is well-known that the dominant alcoves in type A˜k are indexed
by k-bounded partitions.
Theorem 2.1 ([LM2], [Lascoux]). There is an order-preserving bijection between the lattice of k-bounded
partitions, the lattice of (k + 1)-cores, and weak order on the dominant alcoves in type A˜k.
We can therefore associate to each partition λ ∈ Y k a dominant alcove Aλ. More precisely, R. Suter
showed in [Su2] that Y k is in bijection with alcoves in 2A∅, the two-fold dilation of the fundamental
alcove A∅ in type A˜k. As the fundamental alcove has a (k + 1)-fold cyclic symmetry, so does 2A∅—and
so does Y k. Thus, the natural geometric symmetry on 2A∅ explains the unexpected symmetry of Y k.
∗This work is supported in part by CRC and NSERC. This paper originated in a working session at the Algebraic
Combinatorics Seminar at the Fields Institute with the active participation of C. Benedetti, N. Bergeron, Z. Chen, H. Heglin,
D. Mazur and H. Thomas.
†This research was facilitated by computer exploration using the open-source mathematical software Sage [sage] and its
algebraic combinatorics features developed by the Sage-Combinat community [sage-combinat].
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The bijection between Y k and 2A∅ sends the maximal elements Ri ∈ Y k to the alcoves ARi ∈ 2A∅
with a facet on the hyperplane Hα0,2 = {x : 〈α0, x〉 = 2} (where α0 is the highest root) and a single
vertex on the hyperplane Hα0,1 = {x : 〈α0, x〉 = 1}. Such an alcove is characterized by the unique
fundamental weight Λi that is a vertex of ARi not on the hyperplane Hα0,2. We emphasize this with
correspondence with a proposition.
Proposition 3.2. The map Ri 7→ Λi is a bijection between the maximal elements of Y k and the funda-
mental weights.
This first motivation is reviewed in more detail in Section 3.
Our second motivation comes from k-Schur functions, which—like the dominant alcoves in type A˜k—
are also indexed by (k+ 1)-cores λ or k-bounded partitions µ. Proposition 3.2 has an algebraic analogue
in the theory, whereby the k-Schur function sRi may be expressed as a sum over the Ak-orbit of the
fundamental weight Λi. These rectangles Ri also appear in L. Lapointe and J. Morse’s paper [LM3],
where they prove the following theorem.
Theorem 4.4 (Theorem 40 [LM3]). For a rectangle Ri and a k-bounded partition µ,
s(k)µ s
(k)
Ri
= s
(k)
µ∪Ri ,
where µ1 ∪ µ2 denotes the partition obtained by combining the parts of µ1 and µ2 and placing them into
non-increasing order.
In Section 5, we consider products of the form
s
(k)
∪m−1j=1 Rij
=
m−1∏
j=1
s
(k)
Rij
,
which give a generalization of the algebraic analogue of Proposition 3.2, connecting partitions indexed
by ∪m−1j=1 Rij and sums of weights
∑m−1
j=1 Λij .
We are led to define a generalization of Y k to the k-bounded partition lattice of L. Lapointe, A.
Lascoux and J. Morse [LLM] by taking all k-bounded partitions µ such that the corresponding alcove
Aµ is contained in the m-fold dilation of the fundamental alcove mA∅. By construction, the geometric
symmetry on mA∅ induces a symmetry on Y km, generalizing R. Suter’s construction when m = 2.
Definition 5.1. Let Y km := {µ : Aµ ∈ mA∅}.
Exactly as in the case of Y k—since the bijection between k-bounded partitions and alcoves is order
preserving—Y km is an order ideal in the lattice of k-bounded partitions and so it is enough to characterize
the maximal elements. As in the m = 2 case, the maximal alcoves in the mA∅ have a facet which is
on the Hα0,m = {x : 〈α0, x〉 = m} hyperplane and are in bijection with the dominant weights on the
hyperplane Hα0,m−1 = {x : 〈α0, x〉 = m− 1}. These weights are all sums of m− 1 fundamental weights
of the form
∑m−1
j=1 Λij .
Led by the connection to k-Schur functions and the bijection between weights
∑m−1
j=1 Λij and maximal
alcoves in mA∅, we arrive at our main theorem: a characterization of the maximal elements of Y km.
Theorem 5.4. The maximal k-bounded partitions in Y km are the partitions of the form ∪m−1j=1 Rij .
Section 6 is devoted to proving Theorem 5.4. We show that there are
(
m+k−2
k−1
)
alcoves in mA∅ with a
face on the hyperplane Hα0,m. These alcoves are indexed by the k-bounded partitions which are unions
of m− 1 maximal rectangles.
In Section 7, we consider applications of Definition 5.1 and Theorem 5.4. We first show how to
directly reconstruct a (k + 1)-core or the k-bounded partition given the weights corresponding to the
vertices of an alcove Aλ. In terms of k-bounded partitions, the answer may be given as follows.
Corollary 7.2. Let Aµ be an alcove with vertices vd =
∑k
j=1 Λij for 0 ≤ d ≤ k and let µd = ∪m−1j=1 Rij .
Then µ is the largest partition that is contained in of all of the µd.
We next give an explicit formula for a geometric map, generalizing R. Suter’s symmetry on Y k = Y k2
to Y km. Using the map from alcoves to k-bounded partitions and (k+ 1)-cores, we show how this map is
computed on Y km. In the case that m and k+ 1 are relatively prime, there is a central alcove of Y
k
m fixed
by rotation. In Section 7.2.2, we describe a region that is similar to Y km, but where this central alcove
has been sent to the fundamental alcove.
We finally show that Y k under R. Suter’s cyclic action exhibits the cyclic sieving phenomenon, proving
conjectures of V. Reiner and D. Stanton. The general result for Y km was proven in [TW].
2
2 The combinatorics of A˜k
In this section we review the geometry of affine type A˜k, Grassmannian permutations, (k+ 1)-cores, and
k-bounded partitions to establish the dictionary associated with the following well-known result.
Theorem 2.1 ([LM2], [Lascoux]). There is an order-preserving bijection between the lattice of (k + 1)-
cores, the lattice of k-bounded partitions, and weak order on the dominant alcoves in type A˜k.
2.1 A˜k and Affine Grassmannian elements
Let ∆ := {αi}1≤i≤k be the set of simple roots of type Ak. These form the basis for a vector space V
with a symmetric bilinear form 〈·, ·〉 given by:
〈αi, αj〉 =
 2 if i = j,−1 if i = j ± 1,
0 otherwise.
For v ∈ V , we let Hv,p := {x ∈ V : 〈v, x〉 = p} and Hv := Hv,0. Let si be the reflection of a
vector v through the hyperplane Hαi so that the set of reflections {si}1≤i≤k are the reflections in the
hyperplanes perpendicular to the simple roots. These elements generate a group we denote by Ak, which
is isomorphic to the symmetric group on k + 1 letters.
Let Φ := {wαi : w ∈ Ak, αi ∈ ∆} be the set of roots of type Ak. The affine arrangement is the set
of hyperplanes {Hα,p : α ∈ Φ, p ∈ Z}. We write {Λi}1≤i≤k for the set of fundamental weights—the basis
dual to the simple roots, defined by 〈αi,Λi〉 = 1. The Z-span of the {Λi}1≤i≤k are the weights. These
are also the zero dimensional intersections of the {Hα,p}α∈Φ. The element α0 = α1 + · · ·+αk ∈ Φ is the
highest root. From the definition, 〈α0,Λi〉 = 1 for 1 ≤ i ≤ k.
The dominant chamber is the closed region bounded by the hyperplanes Hαi,0; it is also the nonneg-
ative span of the fundamental weights. We denote the dominant chamber by C = {∑ki=1 biΛi : bi ≥ 0}.
A weight is called dominant if it lies in the dominant chamber. The fundamental alcove is the closed
region bounded by the walls of the dominant chamber, together with the hyperplane Hα0,1. We denote
it by A∅ := {
∑k
i=1 biΛi : bi ≥ 0 and
∑k
i=1 bi ≤ 1}.
The affine symmetric group A˜k is generated by the simple reflections of type Ak along with an
additional generator s0, which acts as reflection in Hα0,1. The generators {si}ki=0 satisfy the relations:
s2i = 1 for 1 ≤ i ≤ k
sisj = sjsi if i− j 6= ±1
sisi+1si = si+1sisi+1 for 1 ≤ i ≤ k
where i− j and i+ 1 are understood to be taken modulo k + 1.
For the purposes of uniformity, if η =
∑k
i=1 ηiΛi, then let Λ0 = Λk+1 = 0 be a virtual vector with
coefficient (1−∑ki=1 ηi). We can describe the action of si on any weight η = (1−∑ki=1 ηi)Λ0 +∑ki=1 ηiΛi
using the action of si on a dominant weight Λj :
si(Λj) =
{
Λj if j 6= i
Λi+1 − Λi + Λi−1 if i = j.
(1)
A reduced word for an element w ∈ A˜k is a minimal word for w in the simple reflections; the length
`(w) is the length of any such minimal word. The group A˜k acts on the vector space V and acts faithfully
on the fundamental alcove A∅.
For w ∈ A˜k, we define Aw := wA∅ (so that Auv = uAv = uvA∅). The Aw are called alcoves; the
union of all alcoves is V . The inversion set inv(w) of w is the set of hyperplanes that lie between Aw
and A∅ (see Corollaries 1.4.4 and 1.4.5 of [BB]); then `(w) = |inv(w)|. The weak order is a partial order
on A˜k defined by w ≤ u iff inv(w) ⊆ inv(u) (Proposition 3.1.3 of [BB]).
Just as with finite permutations, it will be useful for computations to faithfully model the action of
the simple reflections on the affine symmetric group. In this way, the set of affine permutations is the
set of bijections
w : Z→ Z such that
k+1∑
i=1
w(i) =
(
k + 2
2
)
and w(i+ (k + 1)) = w(i) + (k + 1).
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Such permutations are specified by their values on the “window” 1, 2, . . . , k+1. We choose our convention
for the action on integers by assuming that if w(a) = i and w(b) = i + 1, then (siw)(a) = i + 1
and (siw)(b) = i. We may therefore refer to an affine permutation w using the one-line notation
[w(1), w(2), · · · , w(k + 1)] because these k + 1 values determine the action of w on all integers. We will
also use the notation
((i, j)) = sisi+1 · · · sj−2sj−1sj−2 · · · si+1si
to represent the affine symmetric group element which interchanges i and j in the affine permutation w
(where the indices of the reflections are taken mod (k+1)). Note that 1 ≤ i ≤ k−b+1, the transposition
((i, i+ b+ a(k + 1))) is the reflection across the hyperplane Hαi+αi+1+···+αi+b−1,−a.
Let φ(si) := si+1, where the index is taken mod k + 1, and extend φ to elements of Ak by acting on
a reduced word w = si1si2 · · · sir by φ(w) := φ(si1)φ(si2) · · ·φ(sir ).
Proposition 2.2. If w and w′ are equivalent as reduced words in A˜k, then φw and φw′ are also
equivalent as reduced words in A˜k.
Proof. This follows from Tit’s lemma that any two reduced words are connected by braid moves—if a
sequence of braid moves connects the words w and w′, then the image of these braid moves connects
φw and φw′.
We can therefore refer to φ(w) as the image of w under this reindexing. We also allow φ to act on
weights by φ(Λj) := Λj+1. For any weight η, φ(si)φ(η) = φ(siη), where we incorporate Λ0 as above.
An alcove Aw lies in the dominant chamber C if and only if w is a minimal length coset representative
of A˜k/Ak [H]. The set of minimal length (right) coset representatives of A˜k/Ak is denoted A˜0k.
Definition 2.3. A permutation w ∈ A˜0k is an affine Grassmannian permutation.
In one-line notation, the affine Grassmannian permutations are the increasing permutations—those
w such that w(i) < w(i+ 1) for 1 ≤ i ≤ k + 1.
An alcove may be specified by its k+1 vertices, which—as the intersections of any k of its facets—are
weights. We can describe the action of a generator of A˜k on the vertices of an alcove as follows. To
each weight η =
∑k
i=1 ηiΛi, we associate the label L(η) = (
∑k
i=1 iηi) mod (k + 1). Then every alcove
contains exactly one weight of every label in {0, 1, . . . , k}.
Proposition 2.4 (Lemma 6.1 [Shi]). Suppose Aw has vertices v0, v1, . . . , vk with L(vj) = j. Then Awsi
is the alcove which has vertices {vj : j 6= i} and the vertex obtained by reflecting vi across the affine
hyperplane spanned by {vj : j 6= i}.
Define a (non-stuttering) gallery of alcoves to be a sequence (Aw1 , Aw2 , . . . , Awn) such that Awi and
Awi+1 are distinct and share a facet (see e.g. [Garrett]). Proposition 2.4 gives a bijection between galleries
of alcoves and words in the simple generators {si}ki=0 which are equivalent to wn. Given a reduced word
for w ∈ A˜k, one can therefore efficiently determine the location of Aw, as illustrated in Figure 1.
2.2 (k + 1)-cores
A partition λ is a finite non-increasing sequence of positive integers λ = (λ1 ≥ λ2 ≥ · · · ≥ λn). A
partition λ has an associated Young diagram of cells
{(i, j) : 1 ≤ j ≤ λi, 1 ≤ i ≤ n} ⊂ N× N,
which we will freely associate with λ itself (the cell (1, 1) is drawn at the bottom left of the diagram).
Young’s lattice is the set of all partitions ordered by inclusion of Young diagram. The transpose of λ is the
partition λ′ := (|{λi ≥ j : 1 ≤ i ≤ n}|)λ1j=1. The hook of the cell (i, j) is hookλ(i, j) := λi + λ′j − i− j + 1.
Definition 2.5. A partition λ is called a (k+ 1)-core if λ has no hook of size a multiple of (k+ 1). Let
C(k+1) denote the set of all (k + 1)-cores.
The affine symmetric group A˜k has an action on C(k+1), defined as follows. Let the content of a
cell (i, j) be the integer (j − i) mod k + 1. We call a cell i-addable (resp. i-removable) if λ with (resp.
without) the cell is a partition. Let addi(λ) be the set of all addable cells for λ, and let deli(λ) be the
set of its removable cells. It is not hard to see (using, for example, the abacus model) that one cannot
have addi(λ) 6= ∅ and deli(λ) 6= ∅ simultaneously.
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Figure 1: The affine arrangement for A˜k with two example galleries each of which start at A∅. The
thick black lines are the hyperplanes {Hα : α ∈ Φ}, the region shaded in gray is the dominant chamber,
and each weight η is marked with its label L(η). The red gallery terminates in the dominant alcove
As0s1s2s1s0s1 and remains in the dominant chamber, while the blue gallery ends at As1s0s2s1s2s0s1 and
leaves the dominant chamber in the second facet of the gallery.
If λ ∈ C(k+1), then we let the generators {si}ki=0 of A˜k act by
λ · si =

λ ∪ addi(λ) if addi(λ) 6= ∅
λ \ deli(λ) if deli(λ) 6= ∅
λ otherwise.
Remark 2.6. We make the action on (k + 1)-cores and (and similarly for k bounded partitions in the
next section) a right action with the notation λ · w. This is different than notation in other references
(e.g. [LM2, LLMSSZ, L3]), however this is because we are considering both left and right actions on
many different objects and we want to ensure that they all agree. By assuming that the left action of
A˜k is reflection across hyperplanes and then the right action on alcoves is given in Proposition 2.4 and
should follow notation for the action on cores.
Theorem 2.7 (Proposition 40 [LM2], see also [Lascoux]). If λ ∈ C(k+1), then λ ·si ∈ C(k+1). The action
of A˜k induces an order-preserving bijection between C(k+1) and the affine Grassmannian permutations
A˜0k.
Call these two bijections r : C(k+1) → A˜0k and c = r−1.
Example 2.8. If k = 4, then we compute the 5-core corresponding to w = s0s1s2s3s4s0s3s2 ∈ A˜04 by
∅ → 0 → 1 → 2 → 3 →
4
4
→
0
0 →
3
→
2
2.3 k-bounded partitions
Definition 2.9. A partition µ is called k-bounded if µi ≤ k for all 1 ≤ i ≤ `(µ). Let P(k) be the set of
all k-bounded partitions.
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There is a simple bijection from C(k+1) to P(k)—the (k+ 1)-core λ ∈ C(k+1) is sent to the k-bounded
partition p(λ) := (p(λ)i)
n
i=1, where p(λ)i := |{(i, j) ∈ λ : hookλ(i, j) ≤ k}|. The reverse bijection takes
the k-bounded partition µ ∈ P(k) and produces the (k+ 1)-core c(µ) by pushing the rows of µ ∈ P(k) to
the right until the only cells with hook-lengths less than or equal to k are those that were originally in
µ (a more detailed description may be found in [LM2] or [LLMSSZ]).
In [LM2], L. Lapointe and J. Morse studied a poset on k-bounded partitions arising from their k-Pieri
rule with A. Lascoux [LLM]. They introduced the order as a k-analogue of Young’s lattice—it is the
poset on P(k) generated by the covering relations µ1 l µ2 if µ1 ⊆ µ2, µωk1 ⊆ µωk2 , and |µ2| − |µ1| = 1,
where µωk := p(c(µ)′) is the k-conjugate.
Theorem 2.10 (Theorem 7, Corollary 25 [LM2]). The maps c and p are order-preserving bijections
between the lattice on C(k+1) and P(k).
Note that the k-bounded partitions therefore inherit an action of A˜k from the (k + 1)-cores.
Example 2.11. For an example of the maps c : P(k) → C(k+1) and p : C(k+1) → P(k) which concerns
us in the next sections, consider k+ 1 = 5 and µ = (42, 32, 14) which is a concatenation of a sequence of
rectangles each with a hook length of 4. The algorithm for computing c(µ) says that the first 4 rows are
pushed 1 cell left, then
• first 2 rows pushed 3 cells left
• first row is pushed 4 cells left
The final core diagram has the following Ferrer’s diagram (with the cells with hook-length greater than
4 shaded).
Therefore c(42, 32, 14) = (12, 8, 4, 4, 1, 1, 1, 1) = λ. The unshaded cells of the core are those with hook-
length less than 5. They form a skew shape consisting of disjoint rectangles, and the 4 bounded partition
µ can be computed from the 5-core λ by deleting the shaded cells and left justifying them.
We can pass directly from k-bounded partitions to affine Grassmannian permutations as follows.
Given a k-bounded partition µ, fill the cells (i, j) with the simple generator sj−i mod (k+1). The bijection
is given by forming the element r(µ) with reduced word obtained from reading the rows of the diagram
from left to right and bottom to top (noting that our partition diagrams use the French convention with
the largest row on the bottom). Since the word is reduced, if we let the length of µ be `(µ) := |{(i, j) ∈ µ}|,
then `(µ) = `(r(µ)). We abbreviate the alcove Ar(µ) as Aµ.
Theorem 2.12 (Corollary 48 [LM2]). There is an order-preserving bijection between the lattice on P(k)
and the affine Grassmannian permutations A˜0k.
Call the two bijections r : P(k) → A˜0k and p = r−1.
Example 2.13. Let k = 4, then the 4-bounded partition (4, 2, 1, 1) has a diagram which we fill the (i, j)
cell with the element sj−i mod 5 as
s2
s3
s4 s0
s0 s1 s2 s3 .
Then by reading the word of the entries of this tableau, the partition is identified with r(4, 2, 1, 1) =
s0s1s2s3s4s0s3s2.
6
3 Suter symmetry
For each k ∈ N, R. Suter described a set Y k of 2k partitions with unexpected dihedral symmetries [Su1].
The subset Y k is an order ideal in Young’s lattice, and so to specify Y k it is enough to specify that its
maximal elements are exactly those rectangles with hook-lengths at most k.
Definition 3.1 ([Su1]). Let Ri := (i
k+1−i) for 1 ≤ i ≤ k. Then we define
Y k := {λ : λ ⊆ Ri for some 1 ≤ i ≤ k}.
R. Suter proved that Y k had an action of the dihedral group of order 2(k+1), coming from the usual
symmetry of partition transposition along with the (k + 1)-fold cyclic action [Su1]:
(λ1, λ2, . . . , λn) 7→ (k − λ1, λ′1 − 1, λ′2 − 1, . . . , λ′n′ − 1)′.
This symmetry is illustrated in Figure 2 for k = 2, 3, 4.
Figure 2: Three examples of the k + 1 dihedral symmetry of Y k for k = 2, 3, 4.
In [Su2], R. Suter interpreted Y k as the set of abelian ideals in a Borel subalgebra of the Lie algebra
of type Ak. He connected this interpretation with a remarkable result of D. Peterson, establishing a
bijection between Y k and alcoves in 2A∅. Briefly, the partitions in Y k correspond to the inversion set
of the affine Grassmannian permutation. As the fundamental alcove has a (k + 1)-fold cyclic symmetry,
so does 2A∅—and so does Y k. Thus, the natural geometric symmetry on 2A∅ explains the unexpected
symmetry of Y k. Figure 3 illustrates the correspondence between Y 2 and 2A∅ in type A˜2.
Using the constructions of Section 2, the bijection betwen Y k and 2A∅ proceeds in the following way.
Since any λ ∈ Y k has maximum hook-length at most k, λ may be viewed as a (k+1)-core (or k-bounded
partition) so that Y k can be equivalently described as an order ideal in the lattice of (k + 1)-cores. By
Theorem 2.7, we can therefore associate to each partition λ ∈ Y k a dominant alcove Aλ.
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Figure 3: The two-fold dilation 2A∅ of the fundamental alcove of A˜2. The alcoves within 2A∅ are in
bijection with Y 2 = {∅, (1), (2), (1, 1)}.
This sends the maximal elements Ri ∈ Y k to the alcoves ARi ∈ 2A∅ with a facet on the hyperplane
Hα0,2 := {x : 〈α0, x〉 = 2}. Such an alcove is characterized by the unique fundamental weight Λi that is a
vertex of ARi not on the hyperplane Hα0,2. We emphasize this with correspondence with a proposition.
Proposition 3.2. There is a bijection between the rectangles Ri and the fundamental weights Λi for
1 ≤ i ≤ k.
This is trivially true because the two sets each have k elements, but we can refine the proposition as
follows.
Lemma 3.3. For 1 ≤ i ≤ k, r(Ri)A∅ = Ar(Ri) = A∅ + Λi.
Proof. Since w := r(Ri) contains no simple reflection si, consider φ
−i(w). This element φ−i(w) contains
no simple reflection s0 and is therefore an element of Ak. We determine φ−i(w) by reading the rows of
the rectangle using the map r. The corresponding reduced word has the form
φ−i(w) = (sk+1−isk+2−i · · · sk)(sk−isk+1−i · · · sk−1) · · · (s2s3 · · · si+1)(s1s2 · · · si).
The corresponding permutation will have one-line notation [k+2−i, k+3−i, . . . , k, k+1, 1, 2, . . . , k+1−i],
which has a single (finite) descent in position i.
The bounding k finite hyperplanes of Aφ−i(w) may now be read off from the one-line notation from
the values of φ−i(w)(j) and φ−i(w)(j + 1)—since φ−i(w)(j + 1) = φ−i(w)(j) + 1 for every j 6= i, k + 1,
then the hyperplanes Hαj ,0 bound the alcove for j 6= i. For j = i, we get the hyperplane Hα0,0. The
single affine hyperplane corresponds to the values of φ−i(w)(0) and φ−i(w)(1), which are −i and k+2−i
respectively. Therefore the bounding hyperplanes are
{Hα,0 : α ∈ ∆, α 6= αk+1−i} ∪ {Hα0,0, Hαk+1−i,−1}.
We must now compute the intersection of any k of these to determine the corresponding weight. If we
drop any particular Hαj ,0 from the first part of the union, we specify that the intersection is the point x
such that 〈α, x〉 = 0 for α 6= αk+1−i, αj , 〈α0, x〉 = 0, and 〈αk+1−i, x〉 = −1. The first condition specifies
that x is a linear combination of Λj and Λi, from which the second and third conditions tell us that
x = Λ0 − Λk+1−i + Λj . Similarly, if we drop Hα0,0, then we obtain the point x = 2Λ0 − Λk+1−i, and if
we drop Hαk+1−i,−1, then we obtain the origin x = Λ0. Thus, the vertices of Aφ−i(w) are the weights
{Λ0 − Λk+1−i + Λj : j 6= k + 1− i, j 6= 0} ∪ {2Λ0 − Λk+1−i,Λ0}.
The vertices of Aw now follow from applying φ
i to the vertices of Aφ−i(w):
{−Λ0 + Λi + Λj : j 6= 0, j 6= i} ∪ {−Λ0 + 2Λi,Λi}.
In particular, since the vertices of A∅ are {Λj : 0 ≤ j ≤ k}, we conclude that r(Ri)A∅ = Ar(Ri) = A∅+Λi.
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Example 3.4. Fix i = 1 and consider R1 in type A˜2. Then w = r(R1) = s0s2, so that φ−i(w) =
φ−1(w) = s2s1, whose alcove Aφ−1(w) has vertices {Λ0 + Λ1 − Λ2, 2Λ0 − Λ2,Λ0}. Applying φ to these
vertices, we obtain that the vertices of Aw are {−Λ0 + Λ1 + Λ2,−Λ0 + 2Λ1,Λ1}, from which we conclude
that Ar(R1) = As0s2 = A∅ + Λ1.
4 k-Schur functions
We define T. Lam’s realization of L. Lapointe, A. Lascoux, and J. Morse’s k-Schur functions in the affine
Nil-Coxeter algebra, and provide two relevant theorems.
4.1 The affine Nil-Coxeter algebra
The affine nilCoxeter algebra [L1] Ak is the algebra generated by {ui}ki=0, with relations:
u2i = 0 for 0 ≤ i ≤ k
uiuj = ujui if i− j 6= ±1
uiui+1ui = ui+1uiui+1 for 0 ≤ i ≤ k
where i − j and i + 1 are understood to be taken modulo k + 1. If si1 . . . sim is a reduced word for an
element w ∈ A˜k, we define u(w) = ui1 . . . uim . Then U := {u(w) : w ∈ A˜k} is a basis of Ak.
The images of the affine Grassmannian permutations {u(w) : w ∈ A˜0k} are non-zero elements of
Ak, so that the affine nilCoxeter algebra naturally acts on (k + 1)-cores (and therefore on k-bounded
partitions): for λ ∈ C(k+1), define λ · ui = λ ∪ addi(λ) if λ has at least one addable cell of content i, and
λ · ui = 0 otherwise.
Motivated by Stanley symmetric functions, T. Lam defined a set of elements within Ak that generate
a subalgebra isomorphic to a natural subring of symmetric functions [L1]. We require the following
definitions, mimicking the construction of the usual Stanley symmetry functions. An element u =
ui1ui2 · · ·uim ∈ U is said to be cyclically increasing if each of i1, i2, . . . , im are distinct, and whenever
j = is and j + 1 = it then s < t (j + 1 is taken modulo k + 1). To a strict subset D ⊂ {0, 1, . . . , k}, we
let uD denote the unique element of U which is cyclically increasing and is a product of the generators
um for m ∈ D.
Definition 4.1 ([L1]). For 1 ≤ i ≤ k, define the element hi :=
∑
|D|=i uD ∈ Ak.
Theorem 4.2 (Corollary 14 [L1]). The elements {hi}ki=1 generate a subalgebra isomorphic to the ring
generated by the first k complete homogeneous symmetric functions h1, h2, . . . , hk. The isomorphism is
defined by identifying hi and hi.
4.2 k-Schur functions
The k-Schur functions were first introduced by Lapointe, Lascoux and Morse [LLM], who were motivated
by the study of positivity Macdonald polynomials. They have since appeared in other contexts (see, in
particular, [L2, L3, LS, LM3]). We use T. Lam’s definition of the k-Schur functions as elements of Ak.
Definition 4.3 (Definition 6.5 [L3]). Let s
(k)
∅ = 1 and let µ be a k-bounded partition. We inductively
construct elements s
(k)
µ of the subring generated by the hi by defining s
(k)
µ to be the unique element
satisfying the following (k-Pieri) rule:
his
(k)
µ =
∑
τ
s(k)τ ; .
where τ = µ · u(y) for some cyclically increasing word y of length i.
There are two problems involving k-Schur functions that naturally arise:
1. Identify the structure coefficients s
(k)
ν s
(k)
µ =
∑
τ c
τ(k)
νµ s
(k)
τ , and
2. Understand the expansion s
(k)
ν =
∑
w aνwu(w) in Ak (the aνw are called the k-Littlewood-Richardson
coefficients).
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It turns out that these two problems are related by the equality of coefficients [L1, Proposition 42]
cτ(k)νµ = aνr(τ)r(µ)−1 .
For both problems, several interesting special cases have been solved. We present two cases here that
will play a role in Section 5.
The following theorem of L. Lapointe and J. Morse explicitly identifies the multiplication rule when
one of the functions is indexed by a rectangle Ri. For two partitions µ1, µ2, we let µ1 ∪ µ2 denote the
partition obtained by combining the parts of µ1 and µ2 and placing them into non-increasing order.
Theorem 4.4 (Theorem 40 [LM3]). For a rectangle Ri and a k-bounded partition µ,
s(k)µ s
(k)
Ri
= s
(k)
µ∪Ri .
In [BBTZ], the authors explicitly described the expansion of the rectangular k-Schur functions sRi
as an element in A. For Λ a weight, we say v ∈ A˜k is a pseudo-translation of Aw in the direction Λ if
Awv = Aw+Λ. We let zΛ denote the pseudo-translation of A∅ in the direction Λ, so that zΛA∅ = A∅+Λ.
Pseudo-translations have since been realized by T. Lam and M. Shimozono as being translations of the
extended affine Weyl group [LS2].
Theorem 4.5 (Theorem 4.12 [BBTZ]). Inside Ak,
s
(k)
Ri
=
∑
Λ∈AkΛi
u(zΛ).
where AkΛi := {wΛi : w ∈ Ak}.
Observe that this theorem is an algebraic analogue of the bijection between Ri and Λi in Proposi-
tion 3.2, since it states that the k-Schur functions indexed by Ri correspond to a sum over Ak-orbits of
Λi.
5 Generalized Suter symmetry
From our discussion in Section 3, R. Suter’s set of partitions Y k is understood geometrically as the 2-fold
dilation of the fundamental alcove. It makes sense to generalize this by instead considering an m-fold
dilation of A∅. Special cases of a translate of this dilation arise in the context of Catalan combinatorics.
Definition 5.1. Let Y km := {µ ∈ P(k) : Aµ ∈ mA∅}.
By construction, the geometric symmetry on mA∅ induces a symmetry on Y km, generalizing R. Suter’s
construction when m = 2. This geometric symmetry is illustrated in Figure 4.
The problem, then, is to give an intrinsic characterization of the k-bounded partitions in Y km, similar
to the description of Y k in Definition 3.1. Exactly as in the case of Y k—since the bijections between
k-bounded partitions, (k+ 1)-cores, and alcoves are order preserving—Y km is an order ideal in the lattice
of k-bounded partitions and it is enough to characterize the maximal elements. The maximal alcoves
are those with a facet on the hyperplane Hα0,m, and are again in bijection with the weight that is their
unique vertex not on Hα0,m. These weights are all dominant weights that lie on Hα0,m−1 and are simply
all sums of any m− 1 fundamental weights ∑m−1j=1 Λij .
Lemma 5.2. For a weight η =
∑k
i=1 ηiΛi and |η| =
∑k
i=1 ηi, let zη be the pseudo-translation zηA∅ =
A∅ + η. Then Aφp(zη) = A∅ + c
pη where c = s1s2 · · · sk. In particular,
{φp(zη) : 0 ≤ p ≤ k} ⊆ {zvη : v ∈ Ak}.
Proof. Fix the long cycle c = s1s2 · · · sk. We claim that zcpη = φp(zη) for 0 ≤ p ≤ k. This is trivially true
for p = 0. For p > 0, a computation by induction using the action of si on weights given in equation (1)
shows that cpΛi = Λ0 − Λp + Λi+p. From this we conclude that
cpη = Λ0 − |η|Λp +
k∑
i=1
ηiΛi+p
10
Figure 4: The dilation of the fundamental alcove of A˜3 by a factor of 3 is referred to as 3A∅. Each alcove
is in bijection with one of the 4-cores drawn in Figure 6.
where the indices of the weights are all taken mod k + 1.
It remains to show that φp(zη) is a pseudo-translation of A∅ in the direction cpη, which we will
observe by computing its action on each of the fundamental weights. The vertices of Azη = A∅ + η are
the weights {Λj − |η|Λ0 + η : 0 ≤ j ≤ k}. The vertices of Aφp(zη) follow from applying φp to these:{
Λj+p − |η|Λp +
k∑
i=1
ηiΛi+p : 0 ≤ j ≤ k
}
.
The bounding vertices of Aφp(zη) are therefore Λj − Λ0 + cpη for 0 ≤ j ≤ k and hence we conclude that
φp(Azη ) = Aφp(zη) = φ
p(zη)A∅ = A∅ + cpη, so that φp(zη) = zcpη.
We visualize the action of φ on the alcoves of 2A∅ for A˜2 in the following example.
Example 5.3. In type A˜2, we will compute the conclusion of Lemma 5.2 for η = Λ1 and p = 1, 2. On
the one hand, zΛ1 = s0s2 and, from Lemma 3.3, we know that AzΛ1 = A∅ + Λ1. We can also compute
that φ(zΛ1) = s1s0, φ
2(zΛ1) = s2s1. We observe from Figure 1 that
Aφ(zΛ1 ) = A∅ − Λ1 + Λ2 and Aφ2(zΛ1 ) = A∅ − Λ2.
On the other hand, we compute that
cΛ1 = (s1s2)Λ1 = s1Λ1 = Λ0 − Λ1 + Λ2,
so that
c2Λ1 = c(Λ0 − Λ1 + Λ2) = 2Λ0 − Λ2.
Comparing the two sides, we conclude that Aφp(zΛ1 ) = A∅ + c
p(Λ1) for p = 1, 2.
−→
φ
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Figure 5: The poset Y 24 labeled by 3-cores. The cores in this diagram are in bijection with the 4-fold
dilation of the fundamental alcove of the hyperplane arrangement in Figure 1 or in Figure 3. The cells in
the partitions with hook-length greater than 3 are shaded. The edge colors correspond to the content of
the cells being added: red is content 0 mod 3, blue 1 mod 3, and green 2 mod 3. This poset exhibits
a dihedral symmetry of order 3.
We now draw on the established analogy to k-Schur functions. Combining Theorems 4.5 and 4.4, we
calculate:
s
(k)
∪m−1j=1 Rij
=
m−1∏
j=1
s
(k)
Rij
=
m−1∏
j=1
∑
Λ∈AkΛi
u(zΛ) = u(r(∪m−1j=1 Rij )) + . . . .
The leftmost expression is indexed by the k-bounded partition ∪m−1j=1 Rij . By the bijection between
affine Grassmannian elements and bounded partitions, a reduced word for the element u(r(∪m−1j=1 Rij ))
may be obtained by filling the shape ∪m−1j=1 Rij . This filling will contain certain shifts φd(r(Rij )), so that
the desired element appears on the right-hand side by Lemma 5.2.
Just as Theorem 4.5 was the algebraic analogue of Proposition 3.2, since we know that the weights∑m−1
j=1 Λij are in bijection with the maximal alcoves in mA∅, this immediately suggests our main theorem,
a characterization of the maximal elements of Y km.
Theorem 5.4. The maximal k-bounded partitions in Y km are the Ri1,...,im−1 := ∪m−1j=1 Rij , so that
Y km = {µ ∈ P(k) : µ ⊆ Ri1,...,ij for some 1 ≤ i1, . . . , im−1 ≤ k}
.
The proof of this theorem will be given in Section 6. By the geometric description of Y km in Def-
inition 5.1, the poset Y km has a (k + 1)-fold cyclic symmetry. This symmetry is explored further in
Section 7.2. Examples of these posets are given in Figures 5 and 6.
6 Alcoves with a facet on the hyperplane Hα0,m
Recall that for two partitions µ1, µ2, we let µ1∪µ2 denote the partition obtained by combining the parts
of µ1 and µ2 and placing them into non-increasing order.
Definition 6.1. Let Ri1,...,im−1 be the k-bounded partition Ri1 ∪ · · · ∪Rim−1 for 1 ≤ ij ≤ k.
Lemma 6.2. There are
(
m−1+k−1
k−1
)
distinct k-bounded partitions Ri1,...,im−1 .
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Figure 6: The poset Y 33 labeled by 4-cores. The cells in the partitions with hook-length greater than 4
are shaded. The edge colors correspond to the content of the cells being added: red is content 0 mod 4,
blue 1 mod 4, yellow 2 mod 4, and green 3 mod 4. This poset exhibits a dihedral symmetry of order
4.
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Proof. The number of Ri1,...,im−1 is the number of ways to pick m − 1 objects from a set of k objects
with repetition.
Theorem 6.3. Let i1 ≥ i2 ≥ · · · ,≥ im−1.
• The (k + 1)-core c(Ri1,...,im−1) is the partition
λ :=
(m−1∑
j=1
ij)
k+1−i1 , (
m−1∑
j=2
ij)
k+1−i2 , . . . , (im−1)k+1−im−1
 .
• The affine Grassmannian permutation r(Ri1,...,im−1) is the pseudo-translation z∑m−1
j=1 Λij
.
Proof. For the first statement, it is easy to check that λ is the (k + 1)-core resulting from Ri1,...,im−1 by
applying the bijection c using the combinatorial description of this map found in [LM2] or [LLMSSZ].
We provide a proof by example for the sequence of rectangles R4,4,3,1 with k = 4 in Example 2.11.
To prove the second statement, recall that the element r(Ri1,...,im−1) is a reading word of the filling
of Ri1,...,im−1 described in Theorem 2.12. We factor the reduced word into the piece in the rectangle
Ri1,...,im−2 and the piece in Rim−1 . Let d =
∑m−2
j=1 ij , so that
r(Ri1,...,im−1) = r(Ri1,...,im−2)φ
d(r(Rim−1))
By induction, we assume that r(Ri1,...,im−2)A∅ = ARi1,...,im−2 = A∅+
∑m−2
j=1 Λij . Proposition 2.4 says
that the label of the translation of the origin in A∅ +
∑m−2
j=1 Λij is L(
∑m−2
j=1 Λij ) = d, while the labels
of the translate of the fundamental weights Λi are L(Λi +
∑m−2
j=1 Λij ) = i + d. Thus, reflecting in the
hyperplane opposite from Λi in A∅ and then translating is equivalent to translating and then reflecting
in the hyperplane opposite from φd(Λi):
Asi +
m−2∑
j=1
Λij = Ar(Ri1,...,im−2 )φd(si)
and, more generally, for any u ∈ A˜k we have
Au +
m−2∑
j=1
Λij = Ar(Ri1,...,im−2 )φd(u).
By Lemma 3.3 we know that r(Rim−1)A∅ = A∅ + Λim−1 , so that
r(Ri1,...,im−1)A∅ = Ar(Ri1,...,im−2 )φd(r(Rim−1 )) = Ar(Rim−1 ) +
m−2∑
j=1
Λij = A∅ +
m−1∑
j=1
Λij ,
so that r(Ri1,...,im−1) = z∑m−1
j=1 Λij
.
Proposition 6.4. Let w = r(Ri1,...,im−1) and let Aw have vertices v0, v1, . . . , vk with L(vj) = j. Then
some vertex vi of Aw lies on the hyperplane Hα0,m−1 and the facet defined by the vertices {vj : j 6= i} lies
on the hyperplane Hα0,m. Furthermore, si is the unique right ascent of w such that wsi is Grassmannian.
Proof. The facet of A∅ defined by {Λi : 1 ≤ i ≤ k} lies on the hyperplane Hα0,1. Now Aw = A∅ +∑m−1
j=1 Λij , and the vertex vi which is a translate of the origin has coordinates
∑m−1
j=1 Λij . Since〈
m−1∑
j=1
Λij , α0
〉
= m− 1,
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we see that vi lies on Hα0,m−1. The vertices of Aw which are not translates of the origin will have weight
vd = Λd +
∑m−1
j=1 Λij for 1 ≤ d ≤ k. They therefore satisfy
〈vd, α0〉 = 1 +
m−1∑
j=1
〈Λij , α0〉 = m,
and so lie on the wall Hα0,m.
To show that si is the unique ascent of w such that wsi is Grassmannian, we use the corresponding
(k + 1)-core. We claim that the only addable residue is i =
∑m−1
j=1 ij mod k + 1. From Theorem 6.3,
the core r(Ri1,...,im−1) consists of the rectangles Rij arranged in skew fashion. Cells which are on the
opposite sides of a rectangle Rij will have have the same residue because they are separated by a hook
of length k + 1. Therefore only one residue is addable. Finally, note that the length of the first row of
c(Ri1,...,im−1) is i =
∑m−1
j=1 ij , so that i is indeed the addable residue.
Lemma 6.5. Let u be an affine Grassmannian permutation, and let Λ =
∑m−1
j=1 Λij be a vertex of the
alcove Au. If w = r(Ri1,...,im−1), then u ≤ w.
Proof. Let C be the set of hyperplanes Hα,p that contain the weight Λ and that have p > 0. Since
Aw has a unique (Grassmannian) ascent in the facet not containing Λ, a reflection across any of the
hyperplanes containing Λ must decrease the length of w and therefore the inversion set of w contains all
hyperplanes in C. Since Au has Λ as a vertex and since Au is Grassmannian, any reflection of Au across
a hyperplane in C will remain Grassmannian and some subset of these reflections will send Au to Aw.
Therefore inv(w) = inv(u) ∪ C and, in particular, the inversion set of u is contained in the inversion set
of w, so that u ≤ w in weak order.
We now prove Theorem 5.4, characterizing the maximal k bounded partitions in Y km.
Proof. The proof is by induction on m. When m = 1, the statement is trivial.
Now fix m > 1. If Aµ is in (m−1)A∅, then the statement follows by induction, since µ ⊆ Ri1,...,im−2 ⊆
Ri1,...,im−2,im−1 for any other 1 ≤ im−1 ≤ k. We may therefore assume that Aµ is between Hα0,m−1 and
Hα0,m and so has at least one vertex on Hα0,m−1. The result now follows from Lemma 6.5.
Theorem 5.4 validates our explicit description of Y km. In particular, we can translate the geometric
properties of mA∅ to combinatorial statements on Y km.
Proposition 6.6. The number of partitions in Y km is m
k.
Proof. Since mA∅ is an m-fold dilation in k-dimensional space, vol(mA∅) = mkvol(A∅). Because Y km is
in bijection with the alcoves in mA∅, there must be mk of them.
7 Applications
We study applications of our results.
7.1 From alcoves to k-bounded partitions or (k + 1)-cores
Recall that the bijections for passing between k-bounded partitions or (k + 1)-cores λ and affine Grass-
mannian permutations w was a several step process that all relied on producing reduced words for w.
In this section, we give a direct bijection for going from the vertices of an alcove to its corresponding
k-bounded partition or (k + 1)-core.
Theorem 7.1. Let Aw be an alcove with vertices vd =
∑k
j=1 Λij for 0 ≤ d ≤ k, and let wd = r(Ri1,...,ik).
The element w is the weak order greatest common divisor of the wd.
Proof. By Lemma 6.5, we know that w ≤ wd, so that w ≤ ∧dwd and w is a lower bound for the wd. By
Proposition 6.4, we see that for each Grassmanian ascent sj of w, there is some wd with wsj 6≤ wd, so
that wsj 6≤ ∧dwd. Therefore, each cover of w is not a lower bound for ∧dwd, from which we conclude
that w = ∧dwd.
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We can therefore compute w as the intersection of the inversion sets of w0, . . . , wk. Theorem 7.1 can
be modified to allow us to also directly compute the corresponding (k + 1)-core c(w) or the k-bounded
partition p(w) from the coordinates of Aw. The calculation involves taking intersections of partitions
where if ` = min(`(µ), `(γ)) then µ ∩ γ = (min(µ1, γ1),min(µ2, γ2), . . . ,min(µ`, γ`)).
Corollary 7.2. Let Aw be an alcove with vertices vd =
∑k
j=1 Λij for 0 ≤ d ≤ k, let µd = Ri1,...,ik ,
λd = c(µd), and let wd = r(Ri1,...,ik).
• If µ is the k-bounded partition with cells that are in the intersection of all of the µd, then µ = p(w).
• If λ is the (k + 1)-core with cells which are in the intersection of all of the λd, then λ = c(w).
Proof. We prove the two items simultaneously. By Lemma 6.5, w is less than each wd in weak order, for
0 ≤ d ≤ k. Therefore, there is a path from w to each wd—so that p(w) and c(w) are contained within
the intersection of the diagrams of µd and λd, respectively. If there is a cell outside the diagram of p(w)
(resp. c(w)) that is in the intersection of the µd (resp. λd), then there is such a cell that is addable
from p(w) (resp. c(w)). This cell corresponds to an inversion that is not in inv(w), but that is in each
of inv(wd), contradicting Theorem 7.1.
Example 7.3. Let w = s0s1s2s1s0. The alcove Aw—the alcove directly before the end of the red gallery
in Figure 1—has vertices v0 = 2Λ1 + 2Λ2, v1 = 2Λ1 + Λ2 and v2 = Λ1 + 2Λ2.
Then µ0 = (2, 2, 1, 1, 1, 1), µ1 = (2, 1, 1, 1, 1) and µ2 = (2, 2, 1, 1). Intersecting these, we obtain
µ = (2, 1, 1, 1) = p(w) as we depict graphically in the following Ferrer’s diagrams for the partitions.
∩ ∩ =
Similarly, λ0 = (6, 4, 2, 2, 1, 1), λ1 = (4, 2, 2, 1, 1) and λ2 = (5, 3, 1, 1). Intersecting these, we obtain
the 3-core λ = (4, 2, 1, 1) = c(w). The diagrams for the partitions are pictured below with the cells with
skew length greater than 2 shaded.
∩ ∩ =
7.2 A cyclic action on Y km
Fix A˜k. By Theorem 5.4, the set of k-bounded partitions less than the Ri1,...,im−1 inherits the cyclic
action on mA∅. In this section, we give several explicit descriptions of this action, which we denote
Ckm : mA∅ → mA∅.
7.2.1 Apply φ and translate.
For w = r(λ) with λ ∈ Y km, let Ckm(Aw) = Aφ−1(w) + (m− 1)Λ1. In fact, we may define the action of Ckm
on any vector γ =
∑k
i=1 γiΛi ∈ mA∅ as
Ckm(γ) = (m−
k∑
i=1
γi)Λ1 +
k−1∑
i=1
γiΛi+1 . (2)
We can characterize the weights in mA∅ as the the set{
k∑
i=1
λiΛi : ηi ≥ 0 and
k∑
i=1
λi ≤ m
}
. (3)
Since (m −∑ki=1 λi) ≥ 0, and the sum of the coefficients of Ckm(γ) is equal to m − γk ≤ m, we see
that Ckm(Aw) is also in mA∅. This transformation of mA∅ is continuous since
Ckm(γ + τ)− Ckm(γ) = −
(
k∑
i=1
τi
)
Λ1 +
k−1∑
i=1
τiΛi+1
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hence adjacent alcoves are sent to adjacent alcoves.
It is reasonable to expect that we can realize the cyclic action using a Coxeter element c and a
translation. To this end, let Ckm(Aw) = c(Aw) + mΛk. In Lemma 5.2, we computed that c
−pΛi =
Λ0−Λp+Λi+p. Combining this with Equation (3), it is easy to check that if η ∈ mA∅, then Ckm(η) ∈ mA∅,
and that this definition agrees with the one previously given.
We can check that for 1 ≤ r ≤ k that
(
Ckm
)r
(γ) = (m−
k∑
i=1
γi)Λr +
k∑
i=1
γiΛi+r
where the indices of Λd are taken to be mod k + 1 and Λ0 = 0. Moreover,
(
Ckm
)k+1
(γ) = Ckm
(
(m−
k∑
i=1
γi)Λk +
k∑
i=1
γiΛi+k
)
= γ,
hence Ckm has order k + 1.
Example 7.4. To give an example of this map we compute the orbit of a single alcove of mA∅ when
m = 3 and k = 3. Consider the 3-bounded partition µ = (3, 1) ∈ Y 33 . The corresponding alcove is
indexed by the element r((3, 1)) = s0s1s2s3 is obtained from reading the tableau
s3
s0 s1 s2 .
The bounding vectors of s0s1s2s3A∅ are the images of Λ0,Λ1,Λ2,Λ3 under the action of the element
s0s1s2s3. In this case, s0s1s2s3(Λ0) = Λ1+Λ3−Λ0, s0s1s2s3(Λ1) = Λ2+Λ3−Λ0, s0s1s2s3(Λ2) = 2Λ3−Λ0,
s0s1s2s3(Λ3) = Λ1 + 2Λ3 − 2Λ0.
The images of these vectors after applying C33 are
C33 (Λ1 + Λ3 − Λ0) = Λ1 + Λ2 − Λ0 then µ1 = (2, 2, 1, 1, 1)
C33 (Λ2 + Λ3 − Λ0) = Λ1 + Λ3 − Λ0 then µ2 = (3, 1, 1, 1)
C33 (2Λ3 − Λ0) = Λ1 then µ3 = (1, 1, 1)
C33 (2Λ3 + Λ1 − 2Λ0) = Λ2 then µ4 = (2, 2)
Hence, since (2, 2, 1, 1) ∩ (3, 1, 1, 1) ∩ (1, 1, 1) ∩ (2, 2) = (1, 1) and r((1, 1)) = s0s3, then C33 (As0s1s2s3) =
As0s3 .
Now we compute the action C33 a second time and determine
C33 (Λ1 + Λ2 − Λ0) = Λ1 + Λ2 + Λ3 − 2Λ0 then µ1 = (3, 2, 2, 1, 1, 1)
C33 (Λ1 + Λ3 − Λ0) = Λ1 + Λ2 − Λ0 then µ2 = (2, 2, 1, 1, 1)
C33 (Λ1) = 2Λ1 + Λ2 − 2Λ0 then µ3 = (2, 2, 1, 1, 1, 1, 1, 1)
C33 (Λ2) = 2Λ1 + Λ3 − 2Λ0 then µ4 = (3, 1, 1, 1, 1, 1, 1)
Hence, since (3, 2, 2, 1, 1, 1) ∩ (2, 2, 1, 1, 1) ∩ (2, 2, 1, 1, 1, 1, 1, 1) ∩ (3, 1, 1, 1, 1, 1, 1) = (2, 1, 1, 1, 1) and
r((2, 1, 1, 1, 1)) = s0s1s3s2s1s0 and hence C
3
3 (As0s3) = As0s1s3s2s1s0 .
Since the map C33 has order 4, we compute again the image of the alcove
C33 (Λ1 + Λ2 + Λ3 − 2Λ0) = Λ2 + Λ3 − Λ0 then µ1 = (3, 2, 2)
C33 (Λ1 + Λ2 − Λ0) = Λ1 + Λ2 + Λ3 − 2Λ0 then µ2 = (3, 2, 2, 1, 1, 1)
C33 (2Λ1 + Λ2 − 2Λ0) = 2Λ2 + Λ3 − 2Λ0 then µ3 = (3, 2, 2, 2, 2)
C33 (2Λ1 + Λ3 − 2Λ0) = 2Λ2 − Λ0 then µ4 = (2, 2, 2, 2)
Hence, since (3, 2, 2) ∩ (3, 2, 2, 1, 1, 1) ∩ (3, 2, 2, 2, 2) ∩ (2, 2, 2, 2) = (2, 2, 2) and r((2, 2, 2)) = s0s1s3s0s2s3
and hence C33 (As0s1s3s2s1s0) = As0s1s3s0s2s3 .
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Therefore we have that
As0s1s2s3
C33−→ As0s3
C33−→ As0s1s3s2s1s0
C33−→ As0s1s3s0s2s3
C33y
The alcoves correspond to the 3-bounded partitions
C33−→ C
3
3−→ C
3
3−→ C
3
3y
or their images under c to the 4-cores (with cells that have hook greater than 4 shaded) are given by the
diagrams
C33−→ C
3
3−→ C
3
3−→ C
3
3y .
This calculation is consistent with the diagram in Figure 6 where we can see the orbit of the 4-core
(4, 1) consists of precisely these four elements.
Finding an action directly on k-bounded partitions or on (k + 1)-cores seems possible, but appears
to be more complicated than beautiful. Using the characterization of Theorem 5.4, an equivariant map
between the geometric picture presented here and a certain set of words (coming from the abacus model
of the (k + 1)-cores) under rotation was given in [TW].
7.2.2 Translate and apply φ.
In the case that m is coprime to k+1 it is possible to translate the region Y k so that the identity alcove is
at the center of the region and then rotation is an application of the element φ. We do this by modifying
a construction of E. Sommers to describe the dilated chamber. Such dilations have also occurred in the
work of J. Y. Shi.
Note that if m and k + 1 are not relatively prime then there will not be an alcove in the region Y km
which is fixed by rotation.
Definition 7.5. Let m be coprime to k + 1, and write m = a(k + 1) + b so that b ≡ m mod (k + 1).
Let Φb := {αi +αi+1 + · · ·+αi+b−1 : 1 ≤ i ≤ k− b+ 1} be the set of roots of height b. Define Dkm to be
the region bounded by the hyperplanes
Hm := {Hα,−a : α ∈ Φb} ∪ {Hα,a+1 : α ∈ Φk+1−b}.
The following proposition is related to Lemma 2.2 in [Fan] and Theorem 5.7 in [Som].
Proposition 7.6. The alcoves contained in Dkm are in bijection with the alcoves contained in mA∅.
Proof. We show that the reflections in the hyperplanes in Hm generate a copy of A˜k. This implies that
Dkm is a fundamental region for this copy of A˜k, so that Dkm is similar to a dilation of A∅. To identify
the size of the dilation, we choose a hyperplane defining a facet and compute the hyperplane that passes
through the vertex of the region opposite to it.
Using one-line notation, we therefore have generators
((i, i+ b+ a(k + 1))) = ((i− a(k + 1), i+ b)) for 1 ≤ i ≤ k − b+ 1,
corresponding to the reflections in the hyperplanes Hαi+αi+1+···αi+b−1,−a and
((i, i+ k + 1− b− (a+ 1)(k + 1))) = ((i, i− b− a(k + 1))) for 1 ≤ i ≤ b,
corresponding to the reflections in the hyperplanes Hαi+αi+1+···αi+k−b,a+1. We may rewrite these in a
unified manner as the reflections
Tm := {((j, j + b+ a(k + 1))) : 1 ≤ j ≤ k + 1},
so that the first k + 1 − b of these reflections correspond to the first set of reflections and the last
b correspond to second set. We shall trace through the affine Dynkin diagram generated by these
reflections.
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Let us suppose that b < k/2; the argument for b > k/2 is analogous. Define a bijection f : Tm → Zk+1
by
f((j, j + b+ a(k + 1))) := j.
Since b and k + 1 are relatively prime, the sequence {f−1(sb)}k+1s=0 contains each reflection exactly once.
Moreover, one can check that
f−1(sb) = ((sb, (s+ 1)b+ (k + 1)a)) and f−1((s+ 1)b) = (((s+ 1)b, (s+ 2)b+ (k + 1)a))
satisfy
(
f−1(sb)f−1((s+ 1)b)
)3
= 1, and that non-adjacent reflections commute. We conclude that
reflections in the hyperplanes of Hm generate a copy of A˜k.
We now find the exact size of the dilation by computing m′ so that the hyperplane Hα1+···+αb,m′
contains the weight obtained by intersecting all hyperplanes except Hα1+···+αb,−a (the calculation below
may be extended to the omission of any hyperplane, but we will not use this here). If this weight has
the form η =
∑k
i=1 ηkΛk, we therefore need to compute the sum of the first b coordinates m
′ =
∑b
i=1 ηi.
We have the following equations specified by the hyperplanes:
E1 = η1 + η2 + · · ·+ ηk−b+1 = a+ 1
E2 = η2 + η3 + · · ·+ ηk−b+2 = a+ 1
· · ·
Eb = ηb + ηb+1 + · · ·+ ηk = a+ 1
Eb+1 = η2 + η3 + · · ·+ ηb+1 = −a
Eb+2 = η3 + η4 + · · ·+ ηb+2 = −a
· · ·
Ek = ηk+1−b + ηk+2−b + · · ·+ ηk = −a.
Then we compute that
∑b
i=1Ei −
∑k
i=b+1Ei =
∑b
i=1 ηi = (a + 1)b + a(k − b) = b + ka = m′. In
particular, the hyperplane that passes through η is Hα1+···+αb,b+ka, so that the distance between it and
the facet opposite to it is m = (k + 1)a+ b, as desired. Therefore, Dkm is similar to mA∅.
Lemma 7.7. The reflection ((j, j + b+ a(k + 1))) has reduced word
φj−1((s1 · · · sks0)a(s1s2 · · · sb · · · s2s1)(s1 · · · sks0)−a)
for 1 ≤ j ≤ k + 1.
Proof. For simplicity, let us consider the case a = 0. It is clear by the action of si on one-line notation
that the reflection ((1, 1+b)) has reduced word s1s2 · · · sb · · · s2s1. The map φ shifts the simple reflections
by one, so that φj−1(s1s2 · · · sb · · · s2s1) acts as the reflection ((j, j + b)). The result for a > 0 follows
identically.
Corollary 7.8. Dkm is invariant under φ and therefore defines a cyclic action on the alcoves in D
k
m.
Proof. We note that φ is a continuous map since for vectors η =
∑k
i=1 ηiΛi and τ =
∑k
i=1 τiΛi and for
real values of , we have
φ(η + τ)− φ(η) = 
k∑
i=1
τiΛi+1 − 
k∑
i=1
τiΛ1 .
Notice also that φ preserves the set of reflections Tm and hence also preserves the set of hyperplanes Hm.
We conclude that since φ is continuous and preserves the bounding hyperplanes of Dkm that it maps D
k
m
to itself.
Example 7.9. The region D33 looks exactly like the shape in Figure 4 and is cut out by the bounding
hyperplanes {Hα1+α2+α3,0, Hα1,1, Hα2,1, Hα3,1}. The four longest elements of D33 in A˜3 are s1s0s2s3,
s2s1s3s0, s3s2s0s1, and s0s3s1s2. They form a single orbit of size four under φ. By contrast, the
elements s0s2 and s1s3 form an orbit of size two under φ, and the identity is in an orbit by itself.
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Figure 7: The shaded region is D24 which is bounded by the hyperplanes {Hα1,−1, Hα2,−1, Hα1+α2,2}. The
alcoves furtherest away from A∅ are indexed by the affine symmetric group elements s0s2s0s1, s1s0s1s2
and s2s1s2s0.
7.3 Enumeration of orbits when m = 2
Definition 7.10 (Reiner, Stanton, White [RSW]). Let X be a finite set, C a cyclic group of order k+ 1
acting on X, and X(q) a generating function for X. Then the triple (X,C,X(q)) exhibits the cyclic
sieving phenomenon (CSP) if for c ∈ C,
X(ω(c)) = |{x ∈ X : c(x) = x}|,
where ω : C → C is an isomorphism of C with the (k + 1)st roots of unity.
In other words, the triple (X,C,X(q)) exhibits the CSP if the orbit structure of X under a cyclic
action may be computed by evaluating the polynomial X(q) at a root of unity.
We recall here the description of R. Suter’s cyclic action on Y k: given a partition λ = (λ1, λ2, . . . , λn)
such that λ1+n−1 ≤ k, C˜k2 acts on the Ferrers diagram λ by removing its bottom row λ1 and prepending
a column of height k − λ1 on the left.
V. Reiner conjectured that (Y k, 〈C˜k2 〉,
∏n−1
i=1 (1+q
i)) exhibits the cyclic sieving phenomenon (see [TW]
for a full account). D. Stanton stated the more refined conjecture that there was an equivariant bijection
between Y k under R. Suter’s cyclic action and binary words of length n with odd sum. The following
proof of this conjecture originally appeared in [W], where it was called a bijaction (a bijection induced
by an action). A generalization of this result for any m is given in [TW].
Theorem 7.11. There is an equivariant bijection between Y k under C˜k2 and binary words of length k+1
with odd sum under rotation.
Proof. Let Xk be the set of binary words of length k. To define the bijection from Y k to binary words
of odd sum, we first recall a bijection between the set of partitions Y k and Xk. Beginning at the bottom
right of the Ferrers diagram of a partition λ, trace along the boundary of λ to the top left of the diagram,
transcribing steps left as 1 and steps up as 0. Omit the first step, which must be up, and finally pad the
transcribed word on the right with 0s to get a word x(λ) of length k. We call x(λ) the boundary word
for the partition λ. For example, when k = 6, x(221) = 010100.
We next define the cyclic action C¯k2 directly on binary words of length k. Map a binary word
x = 1 . . . 1︸ ︷︷ ︸
n
0y, where y represents the last k − n − 1 letters of x, to the word y10 . . . 0︸ ︷︷ ︸
n
, where n may be
zero. Then this is exactly the action of C˜k2 , since removing the top row is equivalent to removing an
initial string of 11 . . . 10, and adding in a new first column corresponds to appending the string 100 . . . 0.
For each binary boundary word, we now perform this action k + 1 times, appending strings that
correspond to the first columns without removing the initial string that corresponds to the top row. We
may restrict the length of the resulting word to be 2(k + 1), since the action is of order k + 1. It is
clear that these extended binary words are of the form x¯ = x1(1 − x)0, where x is our original binary
boundary word and addition is done modulo 2; we write
W k = {x1(1− x)0 : x ∈ Xk}.
Then C¯k2 acts on these extended binary words by rotating a word left until just after the leftmost 0.
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We have therefore established equivariant bijections between Y k under C˜k2 , X
k under C¯k2 , and W
k
under Cˆk2 . We will now give an equivariant bijection between X
k under the map C¯k2 and binary words
of length k + 1 with odd sum under rotation.
Let s(x) be the first letter of the word x. We map x ∈ Xk to the word w(x) defined by by
w(x) := s(x)s((C¯k2 )
1(x))s((C¯k2 )
2(x)) · · · s((C¯k2 )k(x)).
The claim is that this is the desired bijection. By construction, the map x 7→ w(x) is equivariant
where the action of Cˆk2 acts on elements of W
k by taking the first letter of w(x) and moving it to the
end.
Furthermore, w(x) has sum 1 mod 2: by the definition of Cˆk2 on W
k, w(x) is the word containing
those numbers that occur after a 0 in x¯. If
x¯ = x¯1x¯2 · · · x¯2(k+1) = x1x2 · · ·xk1(1− x1)(1− x2) · · · (1− xk)0,
then xi+1 occurs in the sum of the letters of w(x) iff xi = 0, while (1−xi+1) occurs in the sum iff xi = 1.
Therefore each letter xi+1 will be counted as xi+1 − xi and so we can express the sum of the letters as
x1 +
∑k−1
i=1 (xi+1 − xi) + (1− xk) = 1 mod 2.
Therefore, the image of W k under the map w is indeed a subset of words of length k + 1 that sum
to 1 mod 2. It remains to show that w is a bijection, which we shall do by constructing its inverse.
If w = w1w2 · · ·wk+1 is a word that sums to 1 mod 2 with 2n + 1 ones, we split w into two pieces,
w(0) = w1w2 · · ·w` and w(1) = w`+1w`+2 · · ·wk+1, where ` is the position of the (n + 1)st 1 in w (from
the left). We can now recover x = x1x2 · · ·xk as follows. Let σ := 0. For i = 1, 2, . . . , k + 1, let t be the
leftmost unread letter in w(σ), update σ = σ + t, and record xi := σ. By definition of `, this procedure
terminates by visiting all the letters of w, and it is not hard to check that this procedure recovers the
word x1.
Example 7.12. For example, an orbit in Y 4 is
(2)→ (1, 1)→ (2, 1, 1)→ (2, 2)→ (3, 1),
with corresponding orbit in X4
1100→ 0100→ 1001→ 0110→ 1101.
Taking the first letters of this orbit, starting with 1100, gives w(1100) = 10101 (a word of length k+1 = 5
that sums to 1 mod 2). Its orbit under Cˆ42 is
10101→ 01011→ 10110→ 01101→ 11010
To reverse the bijection, the word w = 10101 is split into w(0) = 101 and w(1) = 01. Then
• (i = 1, t = 1, σ = 1, 1¯01|01) : x1 = 1,
• (i = 2, t = 0, σ = 1, 1¯01|0¯1) : x1x2 = 11,
• (i = 3, t = 1, σ = 0, 1¯01|0¯1¯) : x1x2x3 = 110,
• (i = 4, t = 0, σ = 0, 1¯0¯1|0¯1¯) : x1x2x3x4 = 1100,
• (i = 5, t = 1, σ = 1, 1¯0¯1¯|0¯1¯) : x1x2x3x4x5 = 11001.
Corollary 7.13. (2A∅, 〈Ck2 〉,
∏n−1
i=1 (1 + q
i)) exhibits the CSP.
Proof. Theorem 7.11 gives an equivariant bijection between between Y k under C˜k2 and binary words
of length n with odd sum under rotation. Recall that [m]q :=
1−qm
1−q , [m]q! :=
∏m
i=1[i]q, and
(
m
k
)
:=
[m]q !
[m−k]q ![k]q ! . By Theorem 1.1 of [RSW], we know that binary words of length n with odd sum under
rotation exhibit the cyclic sieving property with generating function
S(q) =
∑
k odd
[
n
k
]
q
.
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It remains to show that S(q) ≡ ∏n−1i=1 (1 + qi) mod qn − 1. This fact follows from an argument
provided to us by D. Stanton [Stanton]. Let ζ be a dth root of unity where d divides n. Then[
m
k
]
q=ζ
=
{(bm/dc
k/d
)
if d|k
0 otherwise
.
By the q-binomial theorem,
n−1∏
i=1
(1 + qi) =
n−1∑
j=0
q
j(j+1)
2
[
n− 1
j
]
q
. (4)
When q = ζ, we have
n−1∏
i=1
(1 + ζi) =
n−1∑
j=0
ζ
j(j+1)
2
[
n− 1
j
]
q=ζ
=
∑
j:d|j
(−1) jd (j+1)
(
n/d− 1
j/d
)
=
{
0 if d is even
2n/d−1 if d is odd
, (5)
while we also have that
n/2∑
k=0
[
n
2k + 1
]
q
=
∑
k:d|(2k+1)
(
n/d
(2k + 1)/d
)
=
{
0 if d is even
2n/d−1 if d is odd
. (6)
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9 Appendix : Example for m = 4 and k = 6
We provide one large example of the graph structure of the poset of partitions in Y km when m = 4 and
k = 6 in Figure 9. By Proposition 6.6 we know that this graph has 46 = 4096 vertices and the program
generated 10752 = 7 · 3 · 29 edges.
An edge occurs between two partitions if their images under the map r : P(k) → A˜k are comparable in
weak order. There is also a combinatorial method for checking this condition. There is an edge between
two partitions µ and λ if they differ by a single cell and µωk and λωk also differ by a single cell (recall
that the operation µωk was defined in Section 2.3).
The picture in Figure 9 was created using programs in Sage for manipulating partitions and cores
[sage, sage-combinat] to generate a file that describes the graph structure. The graph was then displayed
using the program neato in the Graphviz software package [graphviz] to generate the image.
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Figure 8: Poset of Y 64 consisting of partitions which are contained in unions of at most four rectangles with
hook-length 6. This picture was created using the programs Sage [sage, sage-combinat] and Graphviz
[graphviz].
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