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We show how a digitized version of Quantum Annealing can be made optimal, realizing the best
possible solution allowed by quantum mechanics in the shortest time, without any prior knowledge
on the location and properties of the spectral gap. Our findings elucidate the intimate relation
between digitized-QA, optimal Quantum Control, and recently proposed hybrid quantum-classical
variational algorithms for quantum-state preparation and optimization. We illustrate this on the
simple benchmark problem of an unfrustrated antiferromagnetic Ising chain in a transverse field.
Introduction.—Recent experimental advances in the
world of quantum technologies have prompted the devel-
opment of various quantum-based algorithms [1], some of
which are suitable to run on available quantum devices,
belonging to the class of Noisy Intermediate-Scale Quan-
tum (NISQ) technologies [2]. Two leading candidates
in this area are Quantum Annealing [3–7], and hybrid
quantum-classical variational algorithms [8–10].
Quantum Annealing (QA) [3–6, 11], alias Adiabatic
Quantum Computation [12, 13], allows to solve hard
optimization problems through a continuous-time adia-
batic evolution of an appropriate quantum Hamiltonian.
In this framework, the hardness of a problem is associ-
ated with the intrinsic difficulty in following the adiabatic
ground state when a (possibly exponentially) small spec-
tral gap must be crossed to go from the initial state to
the final target ground state [14, 15]. Different strategies
have been proposed to cope with such a problem [16–19].
Among them, the choice of the driving protocol is cru-
cial for obtaining a quantum speed-up, see e.g. [20]. The
schedule optimization, however, is believed to require, in
general, information on the spectral gap for the problem,
posing a severe limitation to its implementation [21, 22].
Hybrid quantum-classical variational algorithms, in-
stead, are insensitive to critical points and spectral in-
formation. They are based on classical minimization
and invoke quantum digital processors to prepare a vari-
ational Ansatz for the problem [8–10]. In the specific
field of combinatorial optimization, this is accomplished
by the Quantum Approximate Optimization Algorithm
(QAOA) [8] that operates through a depth-P circuit of
digital unitary gates. In this framework, a problem is
hard if it requires large-P (deep) quantum circuits to
prepare a good Ansatz, or if the classical optimization
landscape is complex and difficult to sample.
Although QA and QAOA appear as unrelated mod-
els of computation, they are both computationally uni-
versal [23–25], suggesting that some connections might
exist. Here we make a step forward in establishing this
connection, by showing that one can construct an op-
timal QAOA solution which is adiabatic. Our contri-
bution builds up on two recent interesting works. The
first is the proposal for a fully digitized QA (dQA) [26]
— sharing technical similarities with the QAOA quan-
tum circuit [27] —, pointing towards a universal-gate ap-
proach to QA, with the bonus of the possibility of error-
correction [28, 29]. The second is the result of Yang et
al. [30], who showed that the digital nature of the QAOA
Ansatz emerges naturally, when searching for an optimal
protocol, from the “bang-bang” form predicted by the
application of Pontryagin’s principle [31, 32].
To demonstrate the construction of the optimal
digitized-QA solution, we illustrate it for the benchmark
problem of an Ising chain in a transverse field, where a
detailed size-scaling analysis is feasible. We show that its
QAOA depth-P quantum circuit admits in general many,
2P, degenerate variational minima, all strictly having a
residual energy error resP = (2P + 2)
−1. We then show
that among such 2P degenerate variational minima, there
is a special regular optimal solution which can be con-
structed iteratively on P, and which can be interpreted
as an optimal digitized-QA schedule. Such a schedule,
obtained without any spectral information, is shown to
be computationally optimal. The generality of such a
procedure is finally discussed. It is worth stressing that
when/if proved to be general, our procedure will allow
to optimize Quantum Annealing protocols without any
need to know the value of the spectral gap.
Methods.—Consider the problem of finding the ground
state of some spin-1/2 Hamiltonian Ĥtarget. In a
continuous-time QA [4, 11, 13], the target Hamiltonian
Ĥtarget is supplemented by a driving term, usually taken
to be of the simple form Ĥx = −
∑N
j=1 σˆ
x
j . For simplicity
of presentation, we will assume that Ĥtarget = Ĥz + hĤx,
where Ĥz contains only σˆ
z Pauli matrices. In the sim-
plest setting, one writes an interpolating QA Hamiltonian
of the form:
Ĥ(s) = s Ĥtarget + (1− s) Ĥx . (1)
The parameter s is then varied in time, defining a sched-
ule s(t) interpolating from s(0) = 0 to s(τ) = 1,
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2where τ is the total annealing time. Given any s(t),
and starting from the ground state of Ĥx, |ψ0〉 =
2−N/2 (|↑〉+ |↓〉)⊗N , the state of the system at time
τ is given by the Schro¨dinger evolution |ψ(τ)〉 =
ÛQA(τ, 0)|ψ0〉 where ÛQA(τ, 0) is the evolution opera-
tor, formally expressed as a time-ordered exponential,
ÛQA(τ, 0) = Texp
(
− i~
∫ τ
0
dt′ Ĥ(s(t′))
)
. By approximat-
ing the schedule s(t) with a step function attaining P val-
ues sm=1,··· ,P ∈ (0, 1], and corresponding evolution times
∆tm=1,··· ,P such that
∑P
m=1 ∆tm = τ — see sketch in
Fig. 1(inset) —, and then taking a further Trotter split-
ting, the approximate evolution operator reads
Ûdigit = e
−iβPĤxe−iγPĤz · · · e−iβ1Ĥxe−iγ1Ĥz , (2)
where the parameters (for a lowest-order splitting γm =
sm∆tm/~ and βm = [(1 − sm) + hsm]∆tm/~) are such
that:
P∑
m=1
(βm + (1− h)γm) = τ~ . (3)
Eq. (2) naturally leads to the QAOA [8]. Indeed, one can
regard the quantum state
|ψP(γ,β)〉 = e−iβPĤxe−iγPĤz · · · e−iβ1Ĥxe−iγ1Ĥz |ψ0〉 ,
(4)
as variationally dependent on the 2P parameters (γ,β).
Using a quantum device that prepares |ψP(γ,β)〉 and
performs repeated measurements in the computational
basis, we then evaluate the expectation value of the cost
function Hamiltonian
EP(γ,β) = 〈ψP(γ,β)|Ĥtarget|ψP(γ,β)〉 , (5)
and minimize it through a classical algorithm. The
global variational minimum (γ∗,β∗) determines a cor-
respondingly optimal state |ψP(γ∗,β∗)〉, whose energy
EoptP = EP(γ
∗,β∗) is, by construction, a monotonically
decreasing function of P. Remarkably, this QAOA ap-
proach is computationally universal [25], although this
does not guarantee efficiency or speed-up [33]. Interest-
ingly, Yang et al. [30] have shown that such a protocol
naturally emerges as an application of the Pontryagin’s
principle [31, 32] of optimal control: restricting s(t) in
the interval [0, 1] leads to optimal bang-bang schedules,
i.e., s(t) having a square-wave form between the two ex-
tremal values 1 and 0, see inset of Fig. 1.
We can quantify the degree to which a variational
QAOA state |ψP(γ,β)〉 approximates the solution of the
quantum problem with the rescaled residual energy [6]
resP (γ,β) =
EP(γ,β)− Emin
Emax − Emin , (6)
where Emin and Emax are the minimum and maximum
eigenvalues of Ĥtarget. 
res
P is normalized in such a way
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FIG. 1: Optimal residual energies resP for the classical Ising
Ĥz in Eq. (7) vs the number of steps P, for various system
sizes N = 50, 100, 150, 200. The symbols represent the data
obtained by numerical minimization, the dashed line the the-
oretical bound in Eq. (8). The bound is saturated for 2P < N .
For 2P ≥ N , the residual energy drops to zero. (Inset):
Optimal schedule for P = 8 (corresponding to τ = 9.76).
Lines: solid red, the continuous-time s(t); dashed blu, the
step-discretization; solid black, the bang-bang digitized-QA.
that resP ∈ [0, 1] and that resP (γ,β) = 0 if and only if
|ψP(γ,β)〉 is a ground state of the Ĥtarget.
A variational bound.— Consider for illustration the
simple problem of finding the classical ground state of
the Ising antiferromagnetic chain
Ĥtarget = Ĥz =
N∑
j=1
σˆzj σˆ
z
j+1 , (7)
where σˆzj is a Pauli matrix at site j, and periodic bound-
ary conditions (PBC) are assumed. Here Emin = −N
and Emax = N . One can show [34] that for the Ising
chain problem:
resP ≥

1
2P + 2
for 2P < N
0 for 2P ≥ N
. (8)
A general derivation of the bound in Eq. (8) relies on
the locality and translational invariance of the prob-
lem, as reported elsewhere [34]. The gist of the proof
is that for 2P < N we can effectively deal with a re-
duced spin chain of length NR = 2P + 2, and an ex-
tra freedom on the boundary condition: For 2P ≥ N
we set NR = N and use PBC, while for 2P < N we
can use anti-periodic boundary conditions (ABC), lead-
ing to Eq. (8). Here we proceed by using a Jordan-
Wigner transformation [35, 36], such that the relevant
Hamiltonians can be expressed as a sum of independent
two-level systems labeled by a wave-vector k whose val-
ues depend on the boundary conditions used. In par-
ticular, we define KPBC = { piNR , 3piNR · · · ,
(NR−1)pi
NR
} and
3KABC = { 2piNR , 4piNR , · · · ,
(NR−2)pi
NR
} to be the set of k-vectors
associated to PBC and ABC, respectively, for the spin
chain. The final result (see Supplementary Informa-
tion) is that the residual energy can be decomposed, for
2P < N , as:
resP (γ,β)
2P<N
=
1
2P + 2
+
1
2P + 2
KABC∑
k
k(γ,β) , (9)
while for 2P ≥ N we get:
resP (γ,β)
2P≥N
=
1
N
KPBC∑
k
k(γ,β) . (10)
The function k(γ,β) ≥ 0, given by
k(γ,β) = 1− bˆTk
(←P∏
m=1
Rzˆ(4βm)Rbˆk(4γm)
)
zˆ , (11)
is expressed in terms of the scalar product of the unit
vector bˆk = (− sin k, 0, cos k)T with the unit vector ob-
tained by applying to zˆ = (0, 0, 1)T the 2P successive
3 × 3 rotation matrices Rnˆ(θ), around the axis nˆ = zˆ
and nˆ = bˆk by rotation angles 4βm and 4γm, respectively.
(Here
∏←P
m=1 denotes a “time-ordered” product, where m
increases from right to left.) It assumes its minimum
value when k(γ,β) = 0. These can be regarded as a
set of non-linear constraints, whose number depends on
the number of k-vectors involved, hence on the boundary
conditions. The minimum residual energy is obtained by
simultaneously minimizing all the addends of the k-sum
in Eqs. (9-10). Notice that:
For 2P < N the number of constraints is 2|KABC| = 2P
— corresponding to |KABC| = P constraints for
3-dimensional unit vectors —, hence equal to the
number of variables 2P. The equations k(γ,β) = 0
have a finite set of discrete solutions. When all
equations are satisfied we get, see (9), the optimal
res(γ∗,β∗) = (2P + 2)−1.
For 2P ≥ N the number of variables 2P is equal or ex-
ceeds the number of constraints 2|KPBC| = N . The
equations k(γ,β) = 0 have discrete solutions (for
2P = N) or a continuum of solutions (for 2P > N)
where, see (10), res(γ∗,β∗) = 0.
Figure 1 illustrates the minimum residual energy
obtained numerically — with the Broyden-Fletcher-
Goldfard-Shanno (BFGS) algorithm [37], using back-
propagation to compute the required gradients — for dif-
ferent values of N , as a function of P. When 2P ≥ N ,
resP drops to 0, as predicted by the counting argument
given above.
The optimal digitized-QA solution.— For 2P < N ,
NR = 2P + 2 and the QAOA landscape is independent
of the system size N , see (9). We find (numerically)
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FIG. 2: Iterative construction of the “regular” solution for
targeting Ĥz in Eq. (7) for increasing P. Here sm = γm/(γm+
βm). The inset shows a set of generic optimal solutions ob-
tained by initializing (γ,β) randomly, producing irregular so-
lutions.
that there are 2P degenerate minima all sharing the same
resP = (2P + 2)
−1, corresponding to equivalent optimal
choices for the γm and βm, most of which lack any struc-
ture or pattern. Here we show how to construct a regular
schedule with a smooth P→∞ limit, which is digitally
adiabatic. We proceed iteratively in P [38]: the opti-
mal solution at level P is obtained by using, as an initial
guess for (γ,β), the regular solution obtained for P′ < P.
Figure 2 illustrates this procedure. For P = 2 the solu-
tion, in terms of sm = γm/(γm + βm), nearly coincides
with the expected “linear-schedule” s(t) = t/τ , a stan-
dard choice in continuous-time QA [4, 11, 13], which is
used here as the starting point in searching for the min-
imum. We next consider P = 4 and start the minimiza-
tion search from the interpolation of the P = 2 values.
The minimum found now deviates from the linear inter-
polation. Proceeding further, with P = 8, 16, · · · , we
get the solutions shown in Fig. 2, whose inset, by con-
trast, illustrates the “irregular” values of sm obtained
by starting the search from a random initial point. As
said, there are 2P degenerate global minima all sharing
the same resP = (2P + 2)
−1 for 2P < N : the minimum
found by the BFGS routine depends on the choice of the
initial guess for (γ,β). Summarizing, among the vast ma-
jority of irregular solutions, one can single-out, through
an appropriate iterative search scheme, a regular solution
whose parameters sm appear to have a well recognizable
“structure”, which is found to have a data collapse (not
shown) to a simple scaling form sτ (t) =
1
2 +
1
τ f
(
t
τ
)
. We
have verified that the regular solution (γreg,βreg) indeed
defines an adiabatic discrete-time digital dynamics [39],
hence realizing an optimal digitized-QA schedule [26].
Speed-up and generalizations.—One might ask how
such optimal digitized-QA solution compares with other
standard QA approaches for the ordered Ising chain.
Specifically, one standard route is that of a linear-
schedule continuous-time QA, henceforth referred to as
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FIG. 3: Scaling of the residual energy for various QA sched-
ules in the infinite Ising chain problem. All digitized-QA
(dQA) data assume ∆tm = 1 (in units of ~/J). The lin-
ear QA/dQA (orange dashed line/stars) show a Kibble-Zurek
exponent res ∼ τ−1/2. The optimized Roland-Cerf [20]
QA/dQA (green dash-dot line/diamonds, RC) shows res ∼
τ−α with α ≈ 0.75. The blue hexagons represent the regu-
lar optimal dQA results, the solid line being the best fit with
1/(aτ + b). The inset shows s(t) at fixed τ = 32 for the
different schedules.
“linear-QA”, where s(t) = t/τ . This is well known [40,
41] to lead to a power-law scaling [42–44] of the resid-
ual energy res(τ) ∼ τ−1/2. Figure 3 shows that both
linear-QA and linear-dQA (obtained by digitalization
with ∆tm = 1, in units of ~/J) display the correct KZ
behaviour res(τ) ∼ τ−1/2. Next, we consider an opti-
mized Roland-Cerf schedule [20] — similar results (not
shown) are obtained for the power-law schedule proposed
in Ref. 45 — which exploits knowing the location of the
critical point sc = 1/2. Optimizing the schedule parame-
ters numerically, it produces an improvement over linear-
QA, with res ∼ τ−α, where α ∼ 0.75. Finally, Fig. 3
shows the residual energy corresponding to the optimal
digitized-QA solution, with τ calculated from (3). Here
the behaviour of res(τ) shows the optimal power-law
res ∼ τ−1, consistently with the bound resP ≥ (2P+2)−1
and with τ ∝ P.
The regular optimal dQA solution has the best possi-
ble performance, saturating the residual energy bound:
res ∼ τ−1. However, such a quadratic speed-up over the
plain KZ exponent comes with an extra cost to find the
global QAOA minimum. How would res decrease as a
function of the total computational cost tcc? Suppose we
agree that the cost associated to the “quantum oracle”
estimation of a length-P circuit scales with P, the number
of unitaries in |ψP(γ,β)〉, so that running the algorithm
niter times to find (γ
opt,βopt) gives tcc ∝ niterP. We
find (not shown) that nrandomiter ∝ P2 for a search start-
ing from a random initial point, while nregulariter ∝ P1/2
for the iterative search of the regular solution. Hence,
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FIG. 4: Optimal solutions for P = 128 when targeting the
Ising ground state of Ĥtarget = Ĥz + hĤx at different h.
the quadratic speed-up is wasted in the random case,
resrandom ∼ P−1 ∼ t−1/3cc – worse than KZ ∼ t−1/2cc —,
while a speed-up survives when the regular optimal solu-
tion is constructed: resregular ∼ P−1 ∼ t−2/3cc . To improve
over linear-dQA, one must use a recursive initialization,
leading to an optimal-dQA.
Figure 4 shows that the procedure we introduced leads
to smooth s(t) schedules also when the target Hamilto-
nian is the transverse-field Ising model at a non-zero field
h, Ĥtarget = Ĥz + hĤx. Remarkably, s(t) appears to flat-
ten close to the critical point sc = 2/(1 − h), but this is
achieved automatically by the iterative optimization pro-
tocol described, without any prior spectral information.
We have verified that the same procedure is successful in
targeting the ground state of a general anisotropic XY-
model chain, as reported elsewhere [46].
Conclusions.—We unveiled deep connections between
Quantum Annealing (QA), in its digitized version [26],
with the hybrid quantum-classical variational approach
known as QAOA [8], realizing optimal control of the
schedule without spectral information.
Generally speaking, the question of how and when an
adiabatic optimal solution can be constructed is an is-
sue that deserves further investigations. The ingredients
that must be carefully considered are the locality of the
Hamiltonian, and whether the critical point separating
the final target state from the initial one has a finite-size
gap that closes as a power-law or, rather, exponentially
fast with increasing system-size N .
Another interesting issue has to do with the role of
disorder [47, 48]. We have verified, and will report else-
where, that the perfect degeneracy of the optimal solu-
tions found in the present translationally invariant case
is broken in the presence of disorder: the variational
energy landscape becomes rugged, and the search for
the global optimal solution turns to be computationally
harder. Further scrutiny is needed to investigate the
quality of the adiabatic regular solution in a situation
in which a large number of non-degenerate minima is
5present. The application of Machine Learning ideas [49–
51] to such complex minimization problems appears to
be a fascinating perspective.
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6SUPPLEMENTAL MATERIAL
This Supplementary Information contains useful material related to the Jordan-Wigner transformation. This tool
is used to diagonalize the quantum Ising chain and to compute the residual energy associated with QAOA variational
states |ψP(γ,β)〉.
The Jordan-Wigner (JW) transformation for the quantum Ising chain is rather standard [35, 52]. For the continuous-
time QA and QAOA with PBC, see for instance Refs. [36, 53]. In our approach however (see also Ref. [34]) the
boundary conditions play a crucial role. In particular, a non-trivial variational bound [34] was obtained by considering
a reduced spin chain with anti-periodic boundary conditions (ABC), rather than PBC. We therefore present here a
brief unified derivation, valid for both PBC (+) and ABC (−), discussing the application of JW to the digital dynamics
(digitized-QA or QAOA) of a reduced quantum Ising chain of NR spins. Specifically, starting from the initial state
|ψ0〉 = |+〉⊗N , with |+〉 = (|↑〉+ |↓〉) /
√
2, we will consider the digitized dynamics obtained by alternating the
following reduced Hamiltonians [34]:
Ĥ(±)x = −
NR∑
j=1
σˆxj (12)
Ĥ(±)z =
NR−1∑
j=1
σˆzj σˆ
z
j+1 ± σˆzNR σˆz1 . (13)
Jordan-Wigner transformation for Hamiltonian diagonalization
The global parity P̂ = ∏NRn=1 σˆxn is a conserved quantity for all the Hamiltonians we consider. Therefore, since the
initial state has an even parity P̂|ψ0〉 = |ψ0〉, we can restrict our analysis to such a subspace. When restricted to the
even parity sector, a Jordan-Wigner transformation [35], σˆxj = 1− 2cˆ†j cˆj , σˆzj = −(cˆj + cˆ†j) exp
(
−ipi∑j−1l=1 cˆ†l cˆl), maps
the spin system to free spinless fermions on a lattice, where cˆ†j and cˆj respectively create and annihilate a fermion at
site j. After this transformation the Hamiltonians take the form
Ĥ(±)x =
NR−1∑
j=1
(cˆ†j cˆj − cˆj cˆ†j) (14)
Ĥ(±)z =
NR−1∑
j=1
(cˆ†j − cˆj)(cˆ†j+1 + cˆj+1)∓ (cˆ†NR − cˆNR)(cˆ
†
1 + cˆ1) , (15)
(16)
where PBC for the spins are mapped into ABC for the fermions, and vice-versa. A Fourier transformation can then
be used to decompose the system into a set of decoupled two-level systems. This is done by introducing a set of
wave-vectors K˜(±) that, to be consistent with the boundary conditions, must be taken to be
spin− PBC : K˜(+) =
{
±pi 2n− 1
NR
for n = 1, 2, · · · , NR
2
}
(17)
spin−ABC : K˜(−) =
{
±2pi n
NR
for n = 1, 2, · · · , NR
2
− 1
}
∪
{
0, pi
}
(18)
and substituting
cˆ†j =
eipi/4√
NR
K˜(±)∑
k
e+ikj cˆ†k , (19)
where cˆ†k creates a fermion with wave-vector k, and the appropriate set K˜(±) is assumed to be used in the sum over k.
In terms of these Fourier modes the Hamiltonians decompose into pairs of modes with opposite momenta k and −k.
The main difference between PBC and ABC emerges at this level. Indeed, the special modes with k = 0, pi, which
appear only with spin-ABC, are self-conjugate and do not couple to any other mode. A direct consequence of this is
7that, with spin-ABC, the number operators associated with such modes are conserved quantities. In particular, since
these modes are absent in the initial state cˆ†0cˆ0|ψ0〉 = cˆ†pi cˆpi|ψ0〉 = 0, we can restrict ourselves to the subspace where
the k = 0, pi modes are absent. The Hamiltonians then read
Ĥ(±)x = (±1− 1) + 2
K(±)∑
k
(
cˆ†k cˆk − cˆ−k cˆ†−k
)
(20)
Ĥ(±)z = 2
K(±)∑
k
[
sin k
(
cˆ†k cˆ
†
−k + cˆ−k cˆk
)
+ cos k
(
cˆ†k cˆk − cˆ†−k cˆ−k
)]
, (21)
where the sum over k now runs over the appropriate set of dynamically active (and positive) wave-vectors K given
by:
spin− PBC : K(+) =
{
(2n− 1)pi
NR
for n = 1, 2, · · · , NR
2
}
(22)
spin−ABC : K(−) =
{
2npi
NR
for n = 1, 2, · · · , NR
2
− 1
}
. (23)
A further inspection of Eqs. (20) and (21) also reveals that each pairs’ parity operator P̂k = eipi(cˆ
†
k cˆk+cˆ
†
−k cˆ−k) is
conserved. Again, since P̂k|ψ0〉 = 1 for all k ∈ K(±), we can restrict our analysis to the even-parity subspace Pk = 1
for all k ∈ K(±).
Finally, in this even-parity subspace, the system is equivalent to a collection of decoupled two-level systems (or
pseudo-spins), for instance through the identification | ↑k〉 = |0〉 and | ↓k〉 = cˆ†k cˆ†−k|0〉. The number of independent
pseudo-spins for spin-PBC is |K(+)| = NR/2 while for spin-ABC, due to the absence of the k = 0, pi modes, it is given
by |K(−)| = NR/2− 1. By introducing the pseudo-spin Pauli operators τ̂ k = (τˆxk , τˆyk , τˆzk )T , the Hamiltonians read
Ĥ(±)x = (±1− 1) +
K(±)∑
k
Ĥ(k)x (24)
Ĥ(±)z =
K(±)∑
k
Ĥ(k)z , (25)
Here for each k-vector we have:
Ĥ(k)x = −2τˆzk = −2zˆ · τ̂ k (26)
Ĥ(k)z = (2 sin k) τˆxk − (2 cos k) τˆzk = −2bˆk · τ̂ k , (27)
where we defined the unit vectors zˆ = (0, 0, 1)T and bˆk = (− sin k, 0, cos k)T .
Jordan-Wigner transformation for the digitized dynamics
The pseudo-spin representation is useful to discuss the digital dynamics induced by the reduced Hamiltonians
introduced in the previous section. To simplify the notation, we omit in this section the explicit indication of the
boundary conditions used, and the tilde in the reduced spin states. In this representation, the initial state |ψ0〉,
being the ground state of Ĥx, corresponds to a state where all pseudo-spins are aligned along the zˆ axis. The initial
pseudo-spin magnetization τ k(0) is therefore
τ k(0) = 〈ψ0|τ̂ k|ψ0〉 = zˆ . (28)
Then, starting from such an initial condition τ k(0) = zˆ, the Ĥz and Ĥx Hamiltonians are used to perform a sequence
of rotations on the pseudo-spins. The action of each digital step is obtained from the identity
eiγmĤzeiβmĤx τ̂ ke−iβmĤxe−iγmĤz = Rzˆ(4βm)Rvk(4γm)τ̂ k (29)
8where Rωˆ(θ) is the 3 × 3 matrix associated with a rotation of an angle θ around the unit vector ωˆ. Composing all
the rotations appearing in the definition of Ûdigit(γ,β), see Eq. (2) in the main text, one gets the final pseudo-spin
magnetization τ k(γ,β):
τ k(γ,β) = 〈ψP(γ,β)|τ̂ k|ψP(γ,β)〉 = 〈ψ0|Û†digit(γ,β)τ̂ kÛdigit(γ,β)|ψ0〉
=
(←P∏
m=1
Rzˆ(4βm)Rvk(4γm)
)
zˆ . (30)
Eq. (30) holds both with PBC and ABC. However, since K(+) and K(−) are not equal, the wave-vectors that contribute
to the energy density eP(γ,β) = EP(γ,β)/NR depend on the boundary condition. Indeed, using Eqs. (25), (27), (30),
the energy density can be written as
eP(γ,β) =
EP(γ,β)
NR
=
1
NR
〈ψP(γ,β)|Ĥ(±)z |ψP(γ,β)〉 = −
2
NR
K(±)∑
k
τ k(γ,β) · bˆk
= −2|K
(±)|
NR
+
1
NR
K(±)∑
k
∥∥∥τ k(γ,β)− bˆk∥∥∥2 . (31)
where in the last step we used that bˆk and τ k are unit vectors, and denoted by |K(±)| the number of k-vectors in K(±).
We now consider a full chain of N spins with PBC. For the reader convenience, we recall that expression for the
residual energy in such a system is (see Eq. 6 in the main text):
resP (γ,β) =
EP(γ,β)− Emin
Emax − Emin =
1
2
eP(γ,β) +
1
2
, (32)
where we have explicitly used that, for the full chain, Emin = −N , Emax = N and eP(γ,β) = EP(γ,β)N . In the main
text we argued, following Ref. [34] where a detailed proof is given, that for 2P + 2 ≤ N , resP (γ,β) can be equivalently
computed in a reduced chain of NR = 2P + 2 spins and that changing the boundary conditions of the reduced chain
does not affect the value of the residual energy. Using ABC for the reduced chain is indeed convenient in establishing
a non-trivial bound for the residual energy, as detailed in Ref. [34]. To see such a variational bound within our JW
setting, consider choosing ABC. Recalling that 2|K(−)| = NR−2, from Eq. 31 and Eq. 32 we conclude that for 2P < N :
resP (γ,β)
2P<N
=
1
2P + 2
+
1
2P + 2
K(−)∑
k
∥∥∥τ k(γ,β)− bˆk∥∥∥2
2
≥ 1
2P + 2
. (33)
For 2P ≥ N we must use PBC [34], hence 2|K(+)| = NR, and we get:
resP (γ,β)
2P≥N
=
1
N
K(+)∑
k
∥∥∥τ k(γ,β)− bˆk∥∥∥2
2
≥ 0 . (34)
These are the same expressions presented in Eqs. (9) and (10) of the main text, as one can immediately show that
the expression for k(γ,β) in Eq. (11) of the main text is indeed:
k(γ,β) = 1− bˆTk
(←P∏
m=1
Rzˆ(4βm)Rbˆk(4γm)
)
zˆ =
∥∥∥τ k(γ,β)− bˆk∥∥∥2
2
. (35)
