An algorithm for solution of a nonlinear eigenvalue problem with discontinuous eigenfunctions is developed. The numerical technique is based on a perturbation of the coefficients of differential equation combined with the Adomian decomposition method for the nonlinear term of the equation. The proposed approach provides an exponential convergence rate dependent on the index of the trial eigenvalue and on the transmission coefficient. Numerical examples support the theory.
Introduction.
A functional-discrete method (FD-method) to find numerical solution of boundary-value problems for linear differential equations and, in particular eigenvalue problems, was proposed by V. L. Makarov, in [1 -3] . The idea of the approach is to approximate the original problem by a recursive sequences of problems with the same differential operator with piecewise constant coefficients and varying right-hand part of the equation dependent on the solutions of previous problems in the recursive sequence. Such a method provides an exponential convergence rate which improves when the eigenvalue index increases. In [4 -9] this technique is developed for different kinds of boundary conditions. Particularly, in [8, 9] the authors study a linear eigenvalue problem with discontinuous eigenfunctions, or in other words, the eigenvalue transmission problem. Based on the numerical FD-method they establish a qualitative result about dependence of the eigenvalue arrangement on the transmission conditions. In [10] the approach above described, combined with the Adomiane decomposition method [11] , is developed for a numerical solution of a nonlinear Sturm -Liouville problem, for which a unique solvability result and basic properties of eigenfunctions are established in [12] and the literature cited therein. In [10] it is shown that for a nonlinear eigenvalue problem, the algorithm based on the FD-approach converges with the same (exponential) characteristics as the algorithms for the linear problems.
In this paper we apply the approach from [10] to develop a numerical algorithm for the nonlinear eigenvalue transmission problem. The technique also provides an exponential conver-gence rate. However, unlike Dirichlet boundary conditions [10] , as the index of the eigenvalue increases, it tends to a constant defined by the transmission coefficient. We also study the influence of the transmission coefficient, matching point, and normalizing conditions on convergence of the algorithm and an arrangement of the eigenvalues.
The paper is organized in the following way. In Section 2 we describe a numerical technique for nonlinear eigenvalue transmission problem with an additional differential normalizing condition (vanishing the first derivative). We prove a convergence theorem which shows the exponential convergence rate. Section 3 is devoted to numerical results. We analyze dependence of the convergence rate on the eigenvalue index, matching point, and the transmission coefficient. In Section 4 we study the nonlinear eigenvalue transmission problem with an additional integral normalizing condition. We obtain a convergence result similar to the result from Section 2, and illustrate the algorithm with numerical examples which confirm the theoretical ones.
A differential normalizing condition.
Let us consider the following eigenvalue transmission problem:
with the Dirichlet boundary conditions
the matching conditions
and the normalizing condition
where
) is a jump of the function at the matching point x (1) , N i (u) : 1 → 1 is an analytic function with respect to u i such that
and N i (u i ) is an analytic function with nonnegative derivatives for u ≥ 0. According to the FD-approach, we write the numerical solution of problem (1) -(4) as truncated series:
and we find the terms of the truncated series as follows. The zero approximation (λ
is a solution of the so-called basic nonperturbed eigenvalue transmission problem
In [8] it is shown that depending on the transmission point x (1) there can exist the following two kinds of eigenvalues λ
n is defined by the formula
for n, k ∈ {0} ∪ N such that
n is a solution of the transcendental equation
if
The corresponding eigenfunctions are the following:
The corrections u (j+1) ni (x), j = 0, 1, 2, . . . , are solutions of the system of transmission problems for linear nonhomogenous differential equations
and the Adomian polynomials A
ni ) are defined in the following way:
The solvability condition for equation (10) yields
Then we can write the solution of the nonhomogeneous problem as
Hence, the numerical algorithm for the nonlinear eigenvalue transmission problem with differential normalizing condition (1) - (4) consists of finding eigenvalues of the basic eigenvalue transmission problem according to (7) (or (8)), (9) , evaluating (11) -(14) for j = 0, 1, 2, . . . , m and (6).
The error of the algorithm can be estimated as From (13), (14), (11) we receive the estimates
n .
Introducing the new variables
and their numerical majorants
we obtain the following majorazing system of equations:
which leads to
Analogously to [10] introducing the generating function for the sequence {u j } by
from the last equation we get
Considering z as a variable depending on f , we obtain the following expression:
Since z ≥ 0, we have u 0 ≤ f ≤ 1 + u 0 . It is easy to see that on the interval (u 0 , 1 + u 0 ) there exists a unique extremum for z(f ),
where f max satisfies z (f max ) = 0. Thus series (16) converges, that is, there exists a positive generating function and
where c and ε are some positive constants.
From this we receive
Analogously we obtain
Hence, series (6) converge and (15) implies the estimates
Thus, we have proven the following convergence result. 
n , satisfy (19), where R is defined by (17). Under these assumptions, the numerical algorithm (6), (7) (or (8)), (9), (11) -(14) converges exponentially to (1) -(4) with estimates (18).
Corollary 1.
Since, according to [8] ,
the convergence improves with the increase of the index of the trial eigenpair and tends to a constant defined by the transmission coefficient r.
Numerical results.
We consider the problem
To estimate the error of the algorithm, we compare the numerical solution obtained by the FD-method, m λ n , with the solution obtained by the bisection method using the Maple procedure dverc 78, λ ex n , with the accuracy 10 −8 . 1. Firstly, let us consider the case x (1) = 1/3. According to our theory all roots of the basic problem depend on r. The results of calculations for λ 1 , λ 3 and λ 6 for r = 1 are given in Tables 1 -3. The error for the eigenvalues with different indexes in the logarithmic scale is depicted in Fig. 1. From Fig. 1 we note that the absolute value of the deviation of the approximate eigenvalue from the exact one, δ n (m) = | m λ n − λ ex n |, obey the following functional dependence:
which confirms the exponential convergence rate. From Tables and Fig. 1 we can also see that the convergence rate improves with the increase of the index of the eigenvalue and tends to a constant. Dependence of the error on the transmission coefficient for λ 6 is depicted in Fig. 3 . From Tables and Fig. 3 we conclude that the convergence rate is exponential. For the eigenvalues with dependent on r zero approximation λ (0) n , n = 1, 4, 9, it improves with the increase of the index of eigenvalue and tends to a constant. For the eigenvalues with not dependent on r zero approximation λ (0) n , n = 2, 6, 10, it also improves with the increase of the index of the eigenvalue, but does not tends to a constant. We note that the numerical eigenvalues m λ n of the original problem with zero approximation not dependent on r also do not depend on r. The reason for this is the type of nonlinearity, that is, in this case the term on 1/r forû 
Dependence of the error on the transmission coefficient for λ 1 is depicted in Fig. 4 . As it follows from Fig. 4 the convergence rate improves with the increase of the transmission coefficient r. Hence, we can conclude that numerical results confirm the theoretical ones. 
= 1/4, r = 1. The curves are shown for different values of n, n = 1 (1), n = 4 (2), n = 9 (3), n = 2 (4), n = 6 (5), n = 10 (6). 4. An integral normalizing condition. We consider problem (1) - (3) with integral normalizing condition
The solution of the corresponding basic linear eigenvalue transmission problem,
is the following:
k, n ∈ {0} ∪ N ,
We find the terms u (j+1) ni (x), j = 0, 1, 2, . . ., from the recursive system of transmission problems for the linear nonhomogeneous differential equations:
(1) = 0, du
is the same as in the case of the differential normalizing condition. The solvability condition for nonhomogeneous equation (23) leads to the expression for λ
So, the numerical algorithm for the eigenvalue transmission problem with integral normalizing condition (1) In order to estimate the convergence rate of the algorithm according to formulas (15), let us write the solution of the nonhomogeneous problem (23) as follows:
where u
ni (x) is defined by (22), andû
is defined according to (13) or (14), correspondingly.
Substitution (26) in (24) leads to
where c and ε are positive constants. Taking into account (31) we obtain the estimates
Thus, series (6) converge and from (15) we receive the estimates
Thus, we have proven the following convergence result. Corollary 2. The convergence rate of algorithm (21) -(25) improves with an increase of the index of the trial eigenvalue and tends to a constant defined by the transmission coefficient r.
Corollary 3.
As it follows from (35), the convergence rate of the algorithm improves with an increase of the transmission coefficient r.
Example:
We consider the case with two kinds of zero approximations of eigenvalues, that is, λ (0) n dependent on the transmission coefficient r and λ
n not dependent on r. Let us set x (1) = 1/4, M = 1. Using solver Maple 9, we find R < 0, 016, that provid convergence of our algorithm for large enough n and r. However, requirement (35) is sufficient and our algorithm converges also for much smaller indexes of the eigenvalues and the transmission coefficient. As in previous calculations, to estimate the error of algorithm, we compare the numerical solution obtained by FD-method with the solution obtained by bisection method using the Maple procedure dverc 78. For r = 1, the numerical results are given in Tables 7 -9 and depicted in Fig. 5 . From Tables and Fig. 5 we note that the convergence rate is exponential. It improves with the increase of the index of the eigenvalue and tends to a constant. The method converges better for the eigenvalues with zero approximation not dependent on r.
