The perfonnance of telephone-based speaker verification sys tems can be severely degraded by the acoustic mismatch caused by telephone handsets. This paper proposes to com bine a handset selector with stochastic feature transforma tion to reduce the mismatch. Specifically, a GMM-based handset selector is trained to identify the most likely handset used by the claimants, and then handset-specific stochastic feature transformations are applied to the distorted feature vectors. To overcome the non-linear distortion introduced by telephone handsets, a 2nd-order stochastic feature trans formation is proposed. Estimation algorithms based on the stochastic matching technique and the EM algorithm are de rived. Experimental results based on 150 speakers of the HTIMIT corpus show that the handset selector is able to identify the handsets accurately (98.3%), and that both lin ear and non-linear transformation reduce the error rate sig nificantly (from 12.37% to 5.49%).
INTRODUCTION
In recent years, research has focused on verifying speak ers' identity over the telephone, primarily because of the re cent proliferation of electronic banking and electronic com merce. Telephone-based speaker verification, however, poses a challenge: transducer variability could result in acoustic mismatches between the speech data gathered from differ ent handsets. The sensitivity to handset variations means that handset compensation techniques are essential for prac tical speaker verification systems.
One possible approach to resolving the mismatch prob lem is feature transformation. 1 Feature-based approaches attempt to modify the distorted features so that the result ing features fit the clean speech models better. These ap proaches include cepstral mean subtraction (CMS) [11 and This work was supported by The Hong Kong Polyteclmic University, Grant No. A442 and CERG Grant No. B-Q428. IS.y. Kung was also a Distinguished Chair Professor of The Hong Kong Polyteclmic Univenity.
I Although model-based transformations can also be applied to chann el mismatch compensation, they are not the focus of this paper.
0-7803·7402-9/021$17.00 Cl2002 IEEE 1-701
Sun-Yuan Kung.
Dept. of Electrical Engineering
Princeton University USA signal bias removal [2] , which approximate a linear chan nel by the long-term average of distorted cepstral vectors.
These approaches, however, do not consider the effect of background noise. A more general approach, in which addi tive noise and convolutive distortion are modeled as codeword dependent cepstral biases. is the codeword-dependent cep stra! normalization (CDCN) [3] . The eDCN, however, only works well when the background noise level is low. is the posterior probability of selecting the k-th transforma tion given the distorted speech Yt, the speech model Ay = {wLJ.l.r. �rH(=l that characterizes the distorted speech, and the density of the k-th distorted cluster
Note that when K = 1 and Cl:i = 0, (2) is reduced to (1),
i.e. the standard stochastic matching is a special case of our proposed approach.
Given a clean speech model Ax = {wf, IJf, 1:f}�l derived from the clean speech of several speakers (ten speak ers in this work), the maximum likelihood estimates of v can be obtained by maximizing an auxiliary function
• log {wfwrp(Jr;j,(Yt)lJ.l.f,Ef) ' I Jr; j,(Yt)l} ( 5 ) with respect to v'. In ( 
where p(Jr; (Yt) 11J1 ,Ef> = (211")-� l1:fl-l
Ignoring the terms independent of v' and assuming diagonal 
where '1 (= 0.001 in this work) is a positive learning factor.2
These E-and M-steps are repeated until Q(v' l v) ceases to increase.
21n this work, (9) was repeated 20 times in each M-ste p . 
ji ,
.. t=l L,... j=1 htjgt klJ j iYt, i/(U j i) , and
where htj = hj(fv(Yt)) and gtlc = gk(yd are estimated during the E-step. (10) where p(Ytlfk) is the likelihood of the k-th handset. Then, the transfonnation parameters corresponding to the k" -th handset are used to transfonn the distorted vectors.
HANDSET SELECTOR

EXPERIMENTS AND RESULTS
The HTIMIT corpus [10] was used to evaluate the proposed approaches. HTIMIT was obtained by playing back a subset ofthe TIMIT corpus through 9 different telephone handsets and one Sennheizer head-mounted microphone. It is partic ularlyappropriate for studying telephone transducer effects. Speakers in the corpus were divided into a speaker set (50 male and 50 female) and an impostor set (25 male and 25 female). Each speaker was assigned a personalized 32-center GMM that models the characteristics of his/her own voice. For each GMM, the feature vectors derived from the SA and SX sentence sets of the c orresponding speaker were used for training. A collection of all SA and SX sentences uttered by all speakers in the speaker set was' used to train a 64-center GMM background model (Mb). The feature vec tors were 12-th order LP-derived cepstral coefficients com puted at a frame rate of 14 ms using a Hamming window of 28ms.
For each handset in the corpus, the SA and SX sen tences of 1 0 speakers were used to create a 2-center GMM. 3 For each handset, a set of feature transfonnation parameters 30nly a few speakers will be sufficient for creating these models. How ever, we did not attempt to detennine the optimum number. 
where M6 is a 64-center GMM background model. S(Y) was compared with a threshold to make a verification de cision. In this work, the threshold for each speaker was adjusted to determine the equal" error rate (EER). Similar to (11] , the vector sequence was divided into overlapping segments to increase the resolution of the error rates. Table 1 compares different stochastic feature transfor mation approaches against cepstral mean subtraction (eMS) and the baseline (without any compensation). All err or rates were based on the average of 100 genuine speakers and 50 impostors. Evidently, all cases of stochastic feature trans formation show significant reduction in error rates. In par ticular, 2nd-order stochastic transformation achieves the high est reduction. However, the difference in error rates among various stochastic transformations is not significant; which suggests that zero-th order transformation may already be suffi cient for systems with limited computation power.
The last column of Table 1 shows that when the enroll ment and verification sessions use the same handset (senh), eMS can degrade the performance. On the other hand, in the case offeature transformation (Rows 3 to 8), the handset selector is able to detect the fact that the claimants use the enrollment handset. As a result, the error rates become ve ry close to the baseline. This suggests that the combination of handset selector and stochastic transfonnation can maintain
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the performance under matched conditions.
5, CONCLUSIONS
We have presented a new channel compensation approach to telephone-based speaker verification. Results based on 150 speakers of HTIMIT show that combining stochastic transformation with handset identification can significantly reduce verification error rate. Results also demonstrate that linear and non-linear stochastic transformation attain a com parable amount of error reduction, with the non-linear one achieving a slightly better result.
