1. Background
Introduction
Uncertainty in the timing of death, or lifespan variation, is a fundamental dimension of inequality and has important implications for both individuals and society (Tuljapurkar 2010) . A greater uncertainty of surviving to old age reduces the value of public and private investment in training and education. At the individual level, lifespan variation impedes the planning of life's events. Economic models have shown that individuals would be willing to trade half a year in mean lifetime to reduce lifespan variation measured by standard deviation by one year (Edwards 2013) . At the societal level, high lifespan variation may signal failing social policies , particularly if caused by high levels of premature mortality (Sen 1998) . Traditionally, within-population mortality trends have been monitored by the mean of the age-at-death distribution that is associated with the period life table: that is, the life expectancy. However, given recent uneven age patterns of mortality decline (Himes, Preston, and Condran 1994; Kannisto et al. 1994; Rau et al. 2013; Tuljapurkar, Li, and Boe 2000) , the variation of this distribution, what we here refer to as lifespan variation, is becoming a more important dimension to examine. Differences in mortality distributions between high income countries increasingly come from the shapes rather than the locations of the age-at-death distributions. That is, differences in adult lifespan variation, defined as variation in ages-at-death conditional upon surviving childhood, contribute more to the differences between mortality distributions than differences in life expectancies (Edwards and Tuljapurkar 2005) . Although a strong inverse relationship used to exist between these two domains, increases in life expectancy since the 1960s have not uniformly been met with compression in the adult lifespan distribution; if anything, stagnation in adult lifespan variation has become the norm in high income countries (Edwards 2011; Edwards and Tuljapurkar 2005; Smits and Monden 2009; Wilmoth and Horiuchi 1999) .
When mortality across all ages is declining, as has been the typical pattern in most high income countries, adult lifespan variation can decrease only if mortality reductions at younger ages outpace mortality reductions at older ages. Thus it might be expected that the observed stagnation in lifespan variation is owing to harmful personal behavior that has led to high levels of premature mortality. Smoking is the most important behavioral factor influencing mortality at middle-and young-old ages, but its role in contributing to trends in lifespan variation has yet to be investigated.
Smoking, age-specific mortality change and lifespan variation
The uptake and cessation of smoking by different population groups can be compared to an epidemic. Typically a small frontier group of high status men first start smoking, before the habit is adopted by the rest of the male population, and finally spreads to females (Escobedo and Peddicord 1996; Ferrence 1989; Pampel 2005) . Likewise the upper classes are usually the first cohorts to reduce their smoking consumption or to abstain from the habit altogether.
This means that at any given period, the age structure of smoking-attributable mortality will be heavily influenced by the cumulative experience of the cohorts passing through. At the population level, peak smoking-attributable mortality generally lags behind peak smoking consumption by about 30 years (Lopez, Collishaw, and Piha 1994) . At the individual level, lifelong smokers die 10 years earlier than non-smokers on average, according to the long-running prospective British cohort study of medical doctors (Doll et al. 2004 ).
Indices of adult lifespan variation are most sensitive to changes in mortality from middle adult and old ages, but least sensitive to mortality change around the life expectancy ( Figure 1 ). This is because for any age schedule of mortality there exists a threshold age below which an increase in mortality (for instance, from smoking) would increase lifespan variation, and above which it would decrease variation (Zhang and Vaupel 2009 ). For most measures of lifespan variation this age is generally found just below the life expectancy (van Raalte and Caswell 2013) and both life expectancy and the threshold age for mortality compression have increased in correspondence with one another (Gillespie, Trotter, and Tuljapurkar 2014; Vaupel, Zhang, and van Raalte 2011) .
Consequently, the impact of smoking on lifespan variation depends on both the age schedule of mortality in the absence of smoking and the age patterns of smokingattributable mortality. In the earlier phases of the smoking epidemic, smokingattributable mortality would be concentrated in ages below the threshold age. Increasing mortality at these ages increases lifespan variation. By the middle phases, lifelong smokers could be expected to be found over all adult ages. Since smokers die earlier than non-smokers, it is possible that a large number of smoking-attributable deaths would also be at ages below the threshold age which would increase lifespan variation, or it could be that smoking would simply shift the entire distribution to the left. Finally, by the late phases of the smoking epidemic, cohorts with heavy smoking histories could be concentrated at older ages, possibly above the threshold age. This could actually decrease lifespan variation, because even at these ages smokers have lower survival rates than non-smokers. These scenarios are visualized in Figure 2 . To the extent that different SES groups have different experiences of the smoking epidemic in terms of timing of smoking initiation and cessation, we can expect to observe differential timing of increase and decrease in lifespan variation.
Figure 1:
The proportional increase in lifespan variation resulting from a 1% increase in mortality at each age Note: The dashed vertical line at age 76.5 is the life expectancy at birth. Mortality increases at all ages decrease life expectancy, while only mortality increases at younger ages will increase variation in ages at death (here depicted by the life disparity index, e † In this study we model the impact of smoking on the lifespan variation of Finnish occupational social classes from 1971 to 2010. We restrict the analysis to ages above 50 because at younger ages the impact of smoking on mortality is comparatively small (Preston, Glei, and Wilmoth 2011) and because standard methods for estimating smoking-attributable mortality include only ages starting from 50. Finland was chosen because of the high quality of its data and the relatively long time series available, and because it has a smoking history that is similar to that found in many other Western countries (Pampel 2011) . Moreover, it was recently found that different SES groups experienced markedly different trends in lifespan variation over this same period: nonmanual workers experienced mortality compression, while manual workers experienced stagnation (van Raalte, Martikainen, and Myrskylä 2014) . An important question is the extent to which these diverging trends in lifespan variation by SES can be explained by smoking. If non-manual workers took up smoking earlier than manual workers, we would expect smoking to explain both the mortality compression of non-manual workers and the stagnation of manual workers. To provide context for the diverging trends in lifespan variation and the role of smoking in explaining the divergence, we also document comparable results for life expectancy.
Figure 2:
How smoking would be expected to impact ages at death and lifespan variation, according to the SES diffusion model
Note: In the first phase, smokers would be concentrated at younger ages and their earlier deaths would lead to mortality expansion or increases in lifespan variation. In the middle phase, smokers would be concentrated at ages before and after the threshold age and might simply shift the age-at-death distribution to younger ages without changing its shape. In the final phase, smokers would be concentrated at late ages and their earlier deaths would compress the age-at-death distribution or reduce lifespan variation.
Data
The data set is comprised of individual-level register data of all Finns linked by personal identification codes to the death registry, covering the period 1971-2010. The death and exposure counts were aggregated by Statistics Finland by single year of age (50-100+), sex, cause of death, 4 and occupational-based social class before being delivered to the researchers. In each year person days and deaths were allocated to oneyear age intervals between exact birthdays. The death rates and mortality differences by occupational class have been published elsewhere (Martikainen, Valkonen, and Martelin 2001; Valkonen 1993; van Raalte, Martikainen, and Myrskylä 2014) . We used occupation-based social class as our SES indicator because, unlike education, the proportion of individuals in each class remained reasonably stable over time (van Raalte, Martikainen, and Myrskylä 2014) . Occupation-based socioeconomic status was measured at the time of each census updated in every fifth year. Four groups were distinguished: 1) upper non-manual, 2) lower non-manual, 3) manual workers, and 4) others. We present results for the first three classes only, due to the heterogeneity and large compositional changes within the fourth group. The classification is retroactive: that is, for pensioners, unemployed persons, and those whose socioeconomic status was unknown information was retrieved from earlier censuses. Those whose main activity was household work were classified according to the occupation of the head of the household. Immigrants were dropped from the data set since we did not have any baseline information on occupational class, while emigrants were censored at emigration.
Methods

Life tables, life expectancy, and lifespan variation
We created life tables (ages 50+) for each sex, occupational class, and period by conventional methods (Wilmoth et al. 2007 ). This included smoothing mortality with a Kannisto model, from the first age when the death counts fell below 100 in any sex or occupational group for each period. By doing so, we were able to extend our life tables up to a 110+ age category. We aggregated data into five-year intervals (1971-1975, 1976-1980, 1981-1985, 1986-1990, 1991-1995, 1996-2000, 2001-2005, 2006-2010) . This was done to produce smoother age at death distributions and gave us small for the national population. We assumed that this proportion would have been the same for all occupational groups. Larynx cancer was a much smaller cause of death overall, accounting for about 3.5% of the combined deaths in the early 1970s and around 2% in the early 2000s. No discernible difference was found in the age pattern between larynx cancer and lung cancer among men. Finnish women experienced an average of only four larynx deaths per year during this period, making further differentiation by age impossible. Thus we used the proportion of larynx cancer deaths over all ages (50+) in the combined larynx and lung cancer group to estimate the yearly larynx cancer death counts for each occupational class. These deaths were then subtracted from the combined larynx and lung cancer death count to give us estimates of lung cancer deaths per sex, age, year, and occupational class.
confidence intervals around our life expectancy estimates, even for the smallest occupational groups (van Raalte, Martikainen, and Myrskylä 2014) .
Lifespan variation was measured using e-dagger (Vaupel and Canudas Romo 2003; Vaupel, Zhang, and van Raalte 2011) conditional upon survival to age 50 because of its ease of interpretation as the average number of life years lost due to death. It is calculated as
( 1) where d x and e x are respectively the number of life table deaths and the remaining life expectancy at age x for all causes, calculated from age 50 to age 110+. To understand how 50 † functions as a lifespan variation measure, consider a situation in which deaths are spread out uniformly over a wide range of ages. Then the remaining life expectancy at death at early ages is high and remains considerable even over more common ages at death. As deaths become concentrated into a shorter age interval, the distance lowers between death at a certain age and the number of years that would have been gained by saving this death. Thus 50 † can alternatively be interpreted as the average remaining life expectancy at death (Vaupel and Canudas Romo 2003) . The ease of interpretation of 50 † has made it a popular alternative to other common indices of lifespan variation, such as the standard deviation or the interquartile range (Beltrán-Sánchez and Soneji 2011; Kibele 2012; Nusselder and Mackenbach 1996; Popham, Dibben, and Bambra 2013; Shkolnikov et al. 2011; van Raalte, Martikainen, and Myrskylä 2014; Vaupel, Zhang, and van Raalte 2011) . In any case, indices of lifespan variation are strongly correlated with one another (van Raalte and Caswell 2013; Vaupel, Zhang, and van Raalte 2011; Wilmoth and Horiuchi 1999) and exhibit similar sensitivities to changes in age-specific mortality (van Raalte and Caswell 2013), thus it is unlikely that our results would be driven by the choice of the lifespan variation measure.
Measuring smoking-attributable mortality
An estimated 85-90% of deaths from lung cancer are among smokers (CDC 2005) . For this reason, the stage of the smoking pandemic in a population can reasonably be estimated by the number of lung cancer deaths. Techniques have been developed that make use of this relationship to indirectly estimate the mortality attributable to smoking, notably the Peto-Lopez (PL) method (Peto et al. 1992 ) and the more recent Preston, Glei, and Wilmoth (PGW) method Wilmoth 2010, 2011) . Although both methods use lung cancer deaths to estimate the population's cumulative smoking exposure, they differ in techniques to assess the share of deaths caused by such exposure. The PL method borrows the excess relative risk of mortality for most other causes of death among smokers obtained from American survey data, and assumes that half of this excess mortality is directly attributable to smoking. The PGW method uses a negative binomial regression model to determine the association between lung cancer and other causes of death to predict the number of deaths attributable to smoking. While both methods tend to produce similar estimates of smoking-attributable mortality (Blue and Fenelon 2011; Fenelon and Preston 2012; Preston, Glei, and Wilmoth 2010; Rostron 2010) , we prefer the PGW method because it eliminates the arbitrary step of determining the proportion of excess mortality risk found among smokers that is caused by smoking. The PGW model was built using data from 20 high income countries, Finland included, covering the period 1950-2006 for ages 50 and above. The method allows estimating smoking-attributable mortality in five-year age groups up to the open-ended age interval 85+. We used the refined regression coefficients from Preston, Glei, and Wilmoth (2011) , which are more reasonable for older-aged women than those given in Preston, Glei, and Wilmoth (2010) .
Estimating the effects of smoking on life expectancy and lifespan variation
We estimated what 50 and 50 † would have been like in the absence of smoking by multiplying the death rate ( ) for sex , occupational class , age , and year interval by the factor (1 − ), where is the proportion of deaths attributable to smoking in the age interval that includes x. This assumes that the same attributable fraction applies to all ages in each five-year age interval, as well as in the open age category (85+). With these new death rates we recalculated the life tables using the methods described above.
Finally, we decomposed the change over time (1971-1975 to 2006-2010) in 50 and 50 † into contributions from smoking-attributable mortality and non-smokingattributable mortality. To do so we treated each of these contributions as competing causes of death (Preston, Glei, and Wilmoth 2011) , allowing us to use standard causeof-death decomposition techniques, which are easily extended to the decomposition of 50 † (Andreev, Shkolnikov, and Begun 2002; Shkolnikov and Andreev 2010; Shkolnikov et al. 2011 ).
Results
Between the earliest period (1971) (1972) (1973) (1974) (1975) and the latest period (2006) (2007) (2008) (2009) (2010) the overall proportion of deaths attributable to smoking declined for men of all occupational classes, while it rose for women. The breakdown for these periods by age and occupational class is given in Figure 3 . In the earlier period a higher proportion of deaths among adults under age 75 were smoking-related than deaths over age 75. This reversed itself for men by 2006-2010, but not for women, reflecting the later initiation of smoking by women. Manual workers had the highest proportion of smokingattributable mortality for most age and year combinations.
In Figure 4 we have plotted the male age-at-death distribution as calculated for both all-cause mortality and mortality not attributable to smoking for the earliest and latest periods among the manual and upper non-manual workers. In all cases, removing smoking-attributable mortality did not fundamentally change the shape of the distribution, but rather shifted the distribution to older ages. Thus smoking appeared to primarily influence the level rather than the age spread of mortality. The largest shift was seen among male manual workers in the earlier period. Producing the same figure for women resulted in few visible differences in the age-at-death distributions, apart from a small but noticeable increase in age-at-death variation among manual workers in the later period ( Figure A-1) . Table 1 presents the impact of smoking on life expectancy and confirms that smoking-attributable mortality had a greater impact on the 50 of manual workers than it did on that of non-manual classes over all time periods. Among men, manual workers reached a peak of 3.6 years of 50 lost due to smoking in 1976-1980. This contrasted to a peak of 1.4 years among upper non-manual workers and 2.1 years among lower nonmanual workers in the same period. Trends in the losses in 50 attributable to smoking were similar for all occupational groups, though the level was different. Among women, an upward trend in life expectancy losses due to smoking was present for all occupational groups, with the sharpest rise among manual workers, who by the last period shared the same absolute loss in life expectancy attributable to smoking as the male upper non-manual workers (0.7 years). Note: The observed e50 includes mortality from all causes, while "removing smoking" is the estimated period e50 in the absence of smoking. The "difference" category is the reduction in e50 attributable to smoking. Table 2 presents the impact of smoking on lifespan variation. Over the observation window, 50 † decreased for the non-manual workers but increased for manual workers of both sexes. Removing smoking led to increased lifespan variation for men and slightly decreased lifespan variation for women, but overall the impact of smoking on 50 † was minor. In Figure 5 we have plotted the class gap in 50 and in 50 † between the upper nonmanual and the manual classes, based both on observed data and with smokingattributable mortality removed. The class gap in 50 (panel A) increased over time for both sexes. Smoking was responsible for a decreasing share of this gap over time for men, while the opposite was true for women. In the absence of smoking, the class gap in 50 would actually have been larger for women than for men during the 1970s and up to the mid-1980s. The class gap in 50 † (panel B) also grew over time, from nearnegligible differences to differences of over one year among men and half a year among women. The larger class gap in 50 † found among men was unrelated to their higher smoking levels. In fact, smoking-attributable mortality decreased the class gap in 50 † for men by around 0.2 years on average. For women, smoking had little impact on the gap until the mid-1990s, after which it led to a small increase in the class gap in lifespan variation. We next decomposed changes in 50 and 50 † over time (1971-1975 to 2006-2010) into components attributable and not attributable to smoking. Among men, changes in 50 were driven mainly by non-smoking-attributable causes for the non-manual workers, who also experienced the largest gains in 50 over the 30-year time period (Figure 6 ). Manual workers experienced larger gains in 50 from smoking-attributable causes, but smaller gains from non-smoking-attributable causes. Gains in 50 among women resulted entirely from reductions in non-smoking-attributable mortality. The decomposition pattern is more complicated for 50 † . In order for lifespan variation to decrease, reductions in mortality must be greater at early ages, which compress the age-at-death distribution, than they are at later ages, which expand the distribution. In Figure 7 we show that, among males, decreases in smoking-related mortality occurred at all ages, but were larger at ages below the threshold age, particularly for non-manual workers. Male manual workers especially showed strong reductions in smoking-related causes over this time frame. However, the compression of mortality caused by reductions in smoking-related mortality at ages below the threshold age was not enough to balance the expansion in the age-at-death distribution caused by reductions at older ages in both smoking-related and non-smoking-related mortality, which caused 50 † to increase overall. In contrast, non-manual workers experienced strong reductions in mortality from non-smoking-related causes over all ages. When combined with the reductions in smoking-related mortality at younger ages, this led to an overall compression of the age-at-death distribution: that is, a reduction in 50 † . Among women, the patterns in 50 † were overwhelmingly attributable to nonsmoking-related causes. 
Discussion
Summary of results
Smoking only had a modest impact on the total levels, trends, and occupational class differentials in lifespan variation, despite having a large impact on life expectancy levels. Among men, diverging trends in lifespan variation by occupational class would have somewhat widened in the absence of smoking, while among women trends in lifespan variation were mostly unaffected by smoking. For both sexes the diverging trends in lifespan variation by occupational class were mostly explained by differences in early adult mortality by non-smoking-related causes.
Interpretation
Why smoking has a greater impact on life expectancy than on lifespan variation has to do with the age patterns of smoking-attributable and non-smoking-attributable mortality. As we have shown in Figure 3 , removing smoking-attributable mortality did not fundamentally alter the shape of the age-at-death distribution but rather shifted it to older adult ages. We reasoned that the different timing of smoking uptake and cessation by occupational class might be able to explain the diverging trends in mortality compression, based on the stylized schema of the diffusion of the smoking epidemic. It could be that Finland never experienced a strong reversal in the class gradient to smoking (Laaksonen et al. 1999; Helakorpi et al. 2008) , but survey data is lacking on the earliest male cohorts' smoking initiation. Thus, although it was not the case in Finland, it is conceivable that smoking might have played a more powerful role in driving SES trends in lifespan variation in other countries if they had experienced stronger SES reversals in smoking initiation. Unfortunately, few countries have good long-term data on smoking initiation by socioeconomic position to test this empirically.
The interaction of the age pattern of smoking-attributable mortality and the threshold age that separates ages in which increasing mortality from smoking would increase or decrease lifespan variation also helps to understand why, in the absence of smoking, male lifespan variation would be higher but female lifespan variation would be lower. For women the threshold age is markedly higher than for men: in Finland 4-5 years in the lower occupational classes and 6-7 years in the higher occupational classes. The older the threshold age, the greater the proportion of smoking-attributable mortality found below this age, which increases lifespan variation. Consequently, with increasing life expectancy, or in contemporary populations with very high life expectancy, the relative role of smoking on mortality compression may be larger than what is documented in this analysis.
If smoking is not causing the large and growing lifespan variation among manual workers, what else could be the culprit? In other work with this same data set, we showed that mortality from external causes was especially high among manual workers, particularly when compared to the other classes at similar life expectancy levels (van Raalte, Martikainen, and Myrskylä 2014) . Alcohol-related mortality has increased in Finland significantly in this period, particularly among the lower SES (Herttua, Mäkelä, and Martikainen 2007; Tarkiainen et al. 2012 ). Yet in a comparison across a range of high income countries, differences in external-cause mortality did not drive trends in adult lifespan variation between countries, although it did affect the levels (Edwards and Tuljapurkar 2005) . In a comparison of the USA and England and Wales, external mortality was more important for the between-population differences in lifespan variation at a given time than the within-population differences over time (Shkolnikov et al. 2011) . Thus external mortality might be part of the explanation of country and SES differences in lifespan variation, but it is not the whole explanation. More research is needed into the mortality determinants driving trends in adult lifespan variation.
To date, most of the research into socioeconomic inequalities in mortality has focused on men. This is in part because it is more difficult to determine the socioeconomic status of women, particularly among women who did not seek paid employment, but also because socioeconomic inequalities in mortality are larger among men (Mackenbach et al. 1999) . It has long been assumed that this is because many determinants of premature mortality (which drives SES differences in life expectancy and lifespan variation) are more strongly socially patterned among men (Huisman, Kunst, and Mackenbach 2005; MacIntyre and Hunt 1997; Mackenbach et al. 1999 ). However, an important element uncovered in this research is that, in the absence of smoking, women had larger inequalities in life expectancy than men in the earlier periods, with the crossover happening in [1986] [1987] [1988] [1989] [1990] . In other words, when the strongly socially patterned mortality that is associated with smoking is accounted for, mortality for other causes shows smaller disparities for men than women. This may imply that the risk factors for these other causes were less socially patterned among men than women in this earlier period. As the impact of smoking on mortality continues to fade among men and strengthen among women, it will be important to model the role of smoking in driving socioeconomic inequalities in mortality.
Comparison to other work
To our knowledge, this is the first study to examine the impact of smoking on lifespan variation. However, the impact of smoking on life expectancy is well documented. In a comparison of 20 developed countries, Preston, Glei, and Wilmoth (2011) estimated that smoking was reducing life expectancy by two years among men and one year among women in 2003. The harm from smoking in Finland was lower than this 20-country average, causing reductions in 50 of 1.7 years (men) and 0.5 year (women). If the Finnish occupational groups were compared to these countries, Finnish male manual workers experienced losses in life expectancy comparable to the entire US population and the upper non-manual workers to Sweden (based on our results from [2006] [2007] [2008] [2009] [2010] . For women the impact of smoking on 50 is comparable to Austria and Belgium (manual workers) and France (non-manual workers).
The extent to which differences in smoking behavior are responsible for socioeconomic differences in mortality has yielded somewhat varying results, depending in large part on the methodology used, and the countries and age ranges examined (Denney et al. 2010; Jha et al. 2006; Marmot 2006; Martikainen et al. 2013) . Using direct methods of estimating smoking-attributable mortality, smoking was estimated to account for around a quarter of the educational gap in male adult mortality among British civil servants (Marmot 2006) and in the USA (Denney et al. 2010) , although when further refined by age, the latter study found that this figure was as high as 44% among middle-aged men. This is near to Jha et al.'s (2006) estimate that smoking accounts for about half the excess mortality among low-educated men (ages 36-69) in urban Canada, USA, England and Wales, and Poland using the Peto-Lopez indirect estimation method. In Finland, Martikainen et al. (2013) found that the high to low educational gap in e 50 would have been attenuated by 29% (men) and 11% (women) in the absence of smoking in 2001-2005, using the PGW method.
Although Finland is a small and relatively homogeneous population, we would expect broadly similar results for the impact of smoking on lifespan variation in other populations with long cohort smoking histories. Finnish men adopted smoking early and consequently are estimated to have among the highest excess mortality attributable to smoking in Europe (Mackenbach et al. 2004) , with levels comparable to the USA (Pampel 2011) . Finnish women have smoked far less than British, American, or Danish women, but have smoking histories comparable to other Scandinavian countries (Mackenbach et al. 2004; Pampel 2011) . It is more difficult to determine whether smoking would have a greater impact on lifespan variation in countries with a higher smoking prevalence because it would also depend on the underlying age patterns of non-smoking-attributable mortality.
The high quality of the data set drawn from the Finnish population register gives us confidence in the results from this analysis. This data set is large, is harmonized over several revisions of the ICD coding practices, and includes the institutionalized population. These are major advantages over using successive waves of population surveys, which unfortunately in many countries remain the only available source of socioeconomic data.
Methodological considerations
Smoking-attributable mortality estimates obtained using the PGW model have been close to those obtained using other indirect models, suggesting that the choice of model should not have a large influence on our results (Blue and Fenelon 2011; Fenelon and Preston 2012; Preston, Glei, and Wilmoth 2010; Rostron 2010) . Additionally, the PGW approach was applied to more recent data from 50 American states to obtain new American-specific regression coefficients. Despite differences in time period and context, these regression coefficients were remarkably similar to those derived from 20 high income countries (and used here), giving further validation to the model approach (Fenelon and Preston 2012) .
Nevertheless, the earlier PGW model was found to overestimate smokingattributable mortality at the oldest ages (85+) (Ho and Preston 2010; Preston, Glei, and Wilmoth 2011) , especially for women (Rostron 2010) . We used the coefficients in the later PGW publication, which excluded ages 85+ from the model fit and proposed using the average of age coefficients 70-74, 75-79, and 80-84 as the regression coefficient for ages 85+ (Preston, Glei, and Wilmoth 2011) . We also tested the impact of increasing or decreasing the age 85+ coefficient by 50%. This increased or decreased the lifespan variation level in the absence of smoking by no more than 2.5%, with the level change being smaller among women.
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Estimates of smoking-attributable mortality determined directly from self-reported smoking behavior can differ from indirect estimates. Direct methods suffer from welldocumented disadvantages, including capturing life course changes in smoking behavior, differentiating between different smoking intensities, types of cigarettes and inhalation practices, the use of small sample sizes that are not representative of the population, incorporating the lag between smoking harm and mortality, and incorporating temporal changes in relative risks from smoking. As a result of these disadvantages, we share the view that indirect methods of measuring smokingattributable mortality are more reliable (Fenelon and Preston 2012; Preston, Glei, and Wilmoth 2010) . This might especially be true when documenting trends in lifespan variation, where such problems may have different impacts on the estimation of smoking-attributable mortality at younger and older ages.
The PGW method makes the assumption that death rates attributable to smoking among never-smokers would be the same for each occupational group. However, it is possible that manual workers would have had greater exposure to ambient air pollution and passive smoking that might have put them at a greater risk of contracting lung cancer. Others who have tested this assumption for different population subgroups by increasing or decreasing these smoking-attributable death rates by half for different subgroups have found the results from the PGW method to be robust (Blue and Fenelon 2011; Martikainen et al. 2013; Myrskylä and Scholz 2013) . It is also possible that lung cancer rates among non-smokers might have changed over time, but no major changes were observed over a 20-year period in the USA, despite large differences in the smoking composition of the population (Thun et al. 2006 (Thun et al. , 2008 . We nevertheless tested two different scenarios: the first assumed 50% higher lung cancer rates among never-smokers for manual workers, and the second introduced a time-varying element whereby we doubled lung cancer mortality among non-smokers for all subgroups over the time frame examined. In both cases the changes to our results were minor and our conclusions remained robust.
Additionally, the PGW method assumes that causes of death that correlate with lung cancer are directly attributable to smoking. Some causes may be higher among smokers for reasons other than smoking (Rogers et al. 2005) , which would lead to an overestimation of smoking-attributable mortality. If these causes were concentrated in younger ages, the PGW method would overcompress the age distribution of mortality in the absence of smoking, leading to an overestimation of the role of smoking in mortality compression.
We calculated lifespan variation for ages starting at 50 because the smokingattributable mortality at ages below 50 is comparatively small and the PGW regression model does not allow estimating smoking-attributable mortality for younger ages. With our data set it was possible to calculate lifespan variation starting from age 31; this revealed larger differences between occupational groups in all-cause lifespan variation than when starting at age 50 (van Raalte, Martikainen, and Myrskylä 2014) . This is because mortality inequalities are larger among the age range 31-49 than among ages 50+, and because indices of lifespan variation are especially sensitive to early adult mortality (van Raalte and Caswell 2013) . In general, estimates of smoking-attributable mortality in the 35-49 age range made from the Peto-Lopez model tend to be low (Preston, Glei, and Wilmoth 2011 ). Thus we would not expect smoking to have a large impact on lifespan variation were we to extend our age range backward.
There might also be some concern about using 50 † as our index of lifespan variation, given that compared to other indices it is more sensitive to older adult mortality (van Raalte and Caswell 2013) , ages with less smoking-attributable mortality.
To test this we measured lifespan variation by the standard deviation in age at death conditional upon survival to age 50 ( 50 ), the full results of which are available in the Appendix. None of the patterns or conclusions changed. At older ages the interaction of multiple underlying conditions can complicate the identification of the proximate cause of mortality (Manton 1986; Minaker and Rowe 1985) . Lung cancer, however, tends to be more accurately identified than other causes of death (Kircher, Nelson, and Burdo 1985; Modelmog, Rahlenbeck, and Trichopoulos 1992; Percy and Muir 1989) . Thus we take the view that the uncertainty in our estimates resulting from misreporting of lung cancer should be minimal. Furthermore, the quality of Finnish cause-of-death data used here is of internationally exceptional quality (Mathers et al. 2005) .
Conclusion
Smoking remains an important determinant of mortality, with about one-fifth of all male and one-tenth of all female deaths over age 50 in Finland currently attributed to smoking. However, it is not responsible for the large and growing differences in adult lifespan variation between occupational classes in Finland. Instead, the stagnation in mortality compression appears to be driven by a slow reduction in early adult mortality from non-smoking-attributable causes among manual workers. The maturation of the smoking epidemic alone is not expected to bring about strong reductions in the uncertainty in the timing of death or to reduce socioeconomic differentials in this dimension of mortality.
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