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This paper studies dynamic binary neural networks characterized by signum activation function,
local connection parameters and integer threshold paremeters. The DBNN is constructed by
applying delayed feedback to the binary neural networks. The network can generate various
periodic orbits. The dynamics is simplified into a digital return map on a set of lattice points.We
analyze the dynamics by replacing The DBNN with a simple class network in this paper. We
consider the relationship between cellular automata and DBNN. Calculating feature quantities,
we investigate the relationship between a simple class of CA and DBNN with local connection.
Analysis of the DBNN is important not only as fundamental nonlinear problems but also for
engineering applications.
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1. はじめに
本論文では, シグナム活性化関数, 3 値結合パラメータ,
整数しきい値パラメータによって特徴づけられる動的バイナ
リーニューラルネット (DBNN[1]-[5])の動作について考察す
る. DBNNは, 2層のバイナリーニューラルネット (BNN[10])
に, 遅延フィードバックを適用して構成される. 本ネットワー
クは, 様々な 2 値周期軌道を生成する. DBNN のダイナミ
クスは, デジタルリターンマップ (Dmap)で表現できる. 本
論文では, DBNNを簡素なクラスのネットワークとすること
で, ダイナミクスを解析する.










される. 簡単のため, 結合を 3近傍結合の場合に限定して考















+1 for x ≥ 0
−1 for x < 0 (2)
ab. xt+1 = FD(x
t), xt ≡ (xt1, · · · , xtN ) ∈ BN (3)
ただし, xt は離散時間 tにおける 2値状態ベクトルであ
り, xti ∈ {−1,+1} ≡ B は i番目の要素である. CDBNNは





1 となる. しきい値パラメータ T は整数値をとる.
結合パラメータを w1, w2, w3 のみであると考慮する. した
がって, CDBNNは w1, w2, w3, T の 4つのパラメータのみ




(Dmap) を導入する. BN は 2N 個の点の集合 L2N と同
値である.
xt+1 = FD(x
t), xt ∈ {C1, · · · , C2N } ≡ L2N (4)
2N 個の点 C1 ∼ C2N はバイナリーコードから導
出された 10 進数によって説明される. Dmap の例を
図 2 に示す. ただし, L26 = {C1, · · · , C64}; C1 =
0 ≡ (−1,−1,−1,−1,−1,−1), · · ·, C64 = 63 ≡
(+1,+1,+1,+1,+1,+1).
点の集合である L2N が有限であるため, 定常状態は次で
示される周期軌道によって表現することができる.
ある点 xp ∈ L2N は, F pD(xp) = xp かつ FD(xp) ∼
F pD(xp)の値が全て異なっていることが確認できた時, PEP
と呼ぶ. ただし, F pD は FD に p 回写像を施したものであ
る. 特に, 周期 1 の PEP を不動点と呼ぶ. 周期点の系列
{FD(xp), · · · , F pD(xp)}を PEOと呼ぶ.
3. 特徴量と特徴量平面
CDBNNの動作を解析するために, 2つの特徴量 [5]を導
入する. 第 1の特徴量 αは周期点数の割合である. これは,
定常状態の豊富さを特徴付ける.
図 1 CDBNN. 赤線は w1, 青線は w2, 緑線は w3 をそ
れぞれ示している. 緑円内の値はしきい値パラメータ
を示している.








≤ α ≤ 1 (5)








≤ β ≤ 1 (6)
過渡現象が減少すると, α は 1 に近づく. 不動点が増加
すると, β は αに近づく.
また, DBNNの動作を分類, 考察するために, 2つの特徴
量 α, β によって構成された特徴量平面を導入する. 特徴量
平面における特徴量 (α, β)のプロット可能領域は特徴量平面
内の 3直線に囲まれた領域内 (図 3)である. ただし, 境界線
は含む.
平面上の 3直線についてそれぞれ定義する.
ld : α = β. 全ての周期軌道が不動点.
lr : α = 1. 過渡現象が存在しない.
lb : β = 1/2
N . 周期軌道が一つのみ存在する.
1つ目の辺は ld である. この辺上のプロットの特徴量は
α = β である. つまり全ての周期点が不動点であることを示
している.
図 3 特徴量平面例. ld : α = β, lr : α = 1,
lb : β = 1/26. Dmap典型例 1～3の特徴量をプロット
図 4 Dmap典型例 1(RN220). α = 19/64, β = 19/64.
α = β.
2つ目の辺は lr である. この辺上のプロットの特徴量は
α = 1 である. つまり過渡現象が存在しないことを示して
いる.
3つ目の辺は lb である. この辺上のプロットの特徴量は
β = 1/2N である. つまり周期軌道が一つのみ存在している
ことを示している.
この 3直線を含んだ特徴量平面を用いることで, DBNN
の動作の分類を行う. 特徴量平面の例を図 3 に示す. また,
Dmap の例を図 4-6 に示す. その中で, 図 5 の Dmap は
DC/ACコンバータのスイッチング信号 [1]-[3]に対応してい
る周期 6の周期軌道を含んでおり, さらに過渡現象を呈さな




図 5 Dmap典型例 2(RN240). α = 64/64, β = 14/64.
α = 1





散的なデジタル力学系である. セルの位置を i ∈ {1, · · · , N},
時刻を tと定義する. N 個のセルをリング状に結合して構成











ただし, xti ∈ {0,+1} ≡ B は離散時間 tにおける N 次元 2
値状態である. また 2値状態ベクトル xt ≡
(
xt1, · · · , xtN
)
は,
離散時刻 t における N 個のセルの状態を示している. 本論
ではセルをリング状に結合しているため, i+N = iとなる.
図 7 基本セルオートマトンの時空パターン例 (N = 8).
横軸 i:セルの位置, 縦軸 t:離散時間
現在の時刻のセルと, その近傍のセルの状態で次の時刻
のセルの状態が決定され, 式 (7)で示される 1次元 2状態 3
近傍CAを特に基本セルオートマトン (Elementary Cellular
Automata:ECA) と呼ぶ. ECA 特有のルール番号は F に
よって割り当てられている.
f0 = F (0, 0, 0) , · · · , f7 = F (1, 1, 1) (8)
上式を用いると, 2進数 R = (f7, · · · , f0)が得られる. これ
の 10進表示値をルール番号 (RN)とする. CAの動作はルー
ル番号及び初期状態のみに依存する. ルール番号の総数は近
傍数M に依存し, その数は 22
M
個である. 本論で扱う基本
セルオートマトンは 3 近傍 CA であるため, ルール番号は
22
3
= 256個存在する. 図 7にセル数 N = 8の CAの時空
パターンの例を示す.
5. 標準形





i+1 によって決定される. これは, 3ビット
の線形分離可能なブーリアン関数 (3-bits Linear Separable
Boolean Function:LSBF) と等価である. LSBF の総数は
104個である. したがって, CDBNNは 4つの整数パラメー
タを持っているにも関わらず, 104通りしか異なる出力の組
み合わせがないといえる. この事実は非常に重要である. そ
こで, 全ての CDBNN の動作を示す 104 個の標準形を導入
する.
ここで, 104 個の標準形を用いると異なる動作を呈する
ことを明確にするために, ECA のルール番号 (RN) の概念
を導入する. ただし, CDBNNは −1,+1の 2値出力である
ため, ルール番号に変換する際, −1 を 0 に置き換えて考え
る. 例として, 式 8 より R = (1, 0, 1, 0, 1, 0, 0, 0) とすると










表 1 標準形 (p = 3, 5)及び対応するルール番号
p = 3 p = 5
T = +1.5 T = −1.5
w1 w2 w3 RN w1 w2 w3 RN
−2 −1 −1 7 +2 +1 +1 248
−2 −1 +1 11 +2 +1 −1 244
−2 +1 −1 13 +2 −1 +1 242
−2 +1 +1 14 +2 −1 −1 241
−1 −2 −1 19 +1 +2 +1 236
−1 −1 −2 21 +1 +1 +2 234
−1 −2 +1 49 +1 +2 −1 206
−1 −1 +2 42 +1 +1 −2 213
+1 −2 −1 35 −1 +2 +1 220
+1 −2 +1 50 −1 +2 −1 205
−1 +1 −2 81 +1 −1 +2 174
−1 +2 −1 76 +1 −2 +1 179
+1 −1 −2 69 −1 +1 +2 186
+1 +1 −2 84 −1 −1 +2 171
+2 −1 −1 112 −2 +1 +1 143
−1 +1 +2 138 +1 −1 −2 117
−1 +2 +1 140 +1 −2 −1 115
+1 −1 +2 162 −1 +1 −2 93
+1 +1 +2 168 −1 −1 −2 87
+2 −1 +1 208 −2 +1 −1 47
+1 +2 −1 196 −1 −2 +1 59
+1 +2 +1 200 −1 −2 −1 55
+2 +1 −1 176 −2 −1 +1 79
+2 +1 +1 224 −2 −1 −1 31
標準形の決定にはブーリアンキューブを用いている. ブーリ
アンキューブの例を図 8-9に示す. ブーリアンキューブの頂
点の +1の数を pとする. 図 8と図 9はそれぞれ p = 1 ∼ 4
の時のブーリアンキューブを示している. p = 5 ∼ 7の場合




求めることができる. 表 1に p = 3, 5の場合の概要を示す.
また, 特徴量平面を用いて, 同じデジタル力学系である
ECAとダイナミクスを比較する. ここで, 3ビットの LSBF
は ECAの一部である. したがって, 104個の CDBNNは全
て ECAに等価なものが存在する. すなわち, DBNNと CA
を関連付けて解析することが可能である.
104個の CDBNNの特徴量を図 10のように特徴量平面




図 11に示す. 図 10と図 11より, プロットの総数は ECAの
図 8 ブーリアンキューブ (p = 3) と真理値表.
R = (1, 0, 1, 0, 1, 0, 0, 0). RN = 168. ブーリアンキュー
ブ内の赤点は +1, 青点は −1.
図 9 ブーリアンキューブ (p = 1, 2, 4(1), 4(2))
方が多かったが, プロットがカバーする平面内の領域に大き
な差は見られなかった.











図 10 特徴量平面. 104 個の CDBNN の特徴量をプ
ロット.





認した. また, 標準形を用いることで, CDBNNの呈する現
象数が 104個に限定されることを確認した.
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