Probabilistic context-free grammars (PCFGs) are used to define distributions over strings, and are powerful modelling tools in a number of areas, including natural language processing, software engineering, model checking, bio-informatics, and pattern recognition. A common important question is that of comparing the distributions generated or modelled by these grammars: this is done through checking language equivalence and computing distances. Two PCFGs are language equivalent if every string has identical probability with both grammars. This also means that the distance (whichever norm is used) is null. It is known that the language equivalence problem is interreducible with that of multiple ambiguity for context-free grammars, a long-standing open question. In this work, we prove that computing distances corresponds to solving undecidable questions: this is the case for the L1, L2 norm, the variation distance and the Kullback-Leibler divergence. Two more results are less negative: 1. The most probable string can be computed, and, 2. The Chebyshev distance (where the distance between two distributions is the maximum difference of probabilities over all strings) is interreducible with the language equivalence problem.
General motivation and introduction
Probabilistic context-free grammars (PCFGs) are powerful modelling tools in a number of areas, including natural language processing, software engineering, model checking, bio-informatics, and pattern recognition. In natural language processing, these grammars are used as language models [23, 3] or for parsing natural language [22, 24] . In model checking the crucial questions of program equivalence or meeting specifications will often be solved through tackling the grammar equivalence problem [9, 11] .
In pattern recognition, probabilistic context-free grammars have been proposed and used for 40 years [13] . In bio-informatics structural dependencies are modelled through context-free rules, whose probabilities can be estimated [32, 33] .
In all these areas, the following questions are important: given two grammars, are they equivalent? Two grammars are equivalent (strongly, or language equivalent) when every string has identical probability in each distribution. More generally, a distance between distributions expresses how close they are, with a zero distance coinciding with equivalence.
Furthermore, in many areas, these probabilistic models are to be learnt. When learning, comparison between states or nonterminals often determines if a merge or a generalization is to take place. Key grammatical inference operations [16] will depend on the precision with which an equivalence is tested or a distance is measured.
In the case of probabilistic finite automata, these questions have been analysed with care. The initial study by Balasubramanian [2] showed that the equivalence problem for hidden Markov models admitted 2 Definitions and notations Let [n] denote the set {1, . . . , n} for each n ∈ N. Logarithms will be taken in base 2. An alphabet Σ is a finite non-empty set of symbols. A string w over Σ is a finite sequence w = a 1 . . . a n of symbols. Symbols will be indicated by a, b, c, . . ., and strings by u, v, . . . , z. Let |w| denote the length of w. The empty string is denoted by λ .
We denote by Σ ⋆ the set of all strings and by Σ ≤n the set of those of length at most n. Similarly, Σ n = {x ∈ Σ ⋆ : |x| = n}, Σ <n = {x ∈ Σ ⋆ : |x| < n} and Σ ≥n = {x ∈ Σ ⋆ : |x| ≥ n}.
A probabilistic language D is a probability distribution over Σ ⋆ . The probability of a string x ∈ Σ ⋆ under the distribution D is denoted as Pr D (x) and must satisfy ∑ x∈Σ ⋆ Pr D (x) = 1. If A is a language (thus a set of strings, included in Σ ⋆ ), and D a distribution over
If the distribution is modelled by some grammar G, the probability of x according to the probability distribution defined by G is denoted by Pr G (x). The distribution modelled by a grammar G will be denoted by D G .
Context-free grammars
A context-free grammar is a tuple < Σ,V, R, S > where Σ is a finite alphabet (of terminal symbols), V is a finite alphabet (of variables or non-terminals), R ⊂ V × (Σ ∪V ) * is a finite set of production rules, and S (∈ V ) is the axiom or start symbol.
We will write N → β for rule (N, β ) ∈ R. If α, β , γ ∈ (Σ ∪V ) * and (N, β ) ∈ R we have αNγ ⇒ αβ γ. This means that string αNγ derives (in one step) into string αβ γ. * =⇒ is the reflexive and transitive closure of ⇒. If there exists α 0 , . . . , α k such that α 0 ⇒ · · · ⇒ α k we will write α 0 k ⇒ α k . L(G) is the language generated by G: the set of all strings w over Σ such that
A context-free grammar is proper if it satisfies the following three properties:
1. It is cycle-free, i.e. no non-terminal A exists such that A
2. It is λ -free, i.e. either no rules with λ on the RHS exist or exactly one exists with S on the LHS (i.e. S → λ ) and S does not appear on the RHS of any other rule.
3. It contains no useless symbols or non-terminals. This means that every symbol and non-terminal should be reachable from S and every non-terminal should derive at least one string from Σ * .
A context-free grammar is ambiguous if there exists a string w admitting two different left-most derivations from S to w. Given any string w, we can define the multiplicity m G (w) as the number of different left-most derivations from S to w. If ∀w ∈ Σ ⋆ m G (w) ≤ 1, G is unambiguous. Otherwise it is ambiguous. If ∀w ∈ Σ ⋆ m G (w) < ∞, G is a finite multiplicity grammar. If a grammar is proper it has finite multiplicity. Two finite multiplicity grammars G 1 and G 2 are multiplicity equivalent if ∀w ∈ Σ ⋆ m G 1 (w) = m G 2 (w).
The multiplicity equivalence problem has been studied for many years [25] : the problem has been proved to be decidable only for particular classes of grammars.
Results regarding the decidability of context-free grammars can be found in many textbooks [15] :
2. Given two context-free grammars G 1 and
3. Given two context-free grammars G 1 and
Probabilistic context-free grammars Definition 1.
A probabilistic context-free grammar (PCFG) G is a context-free grammar < Σ,V, R, S > with a probability function P : R → R + .
Pr G (x) is the sum of all the leftmost derivations' probabilities of x, where the probability of a leftmost derivation is the product of the rule probabilities used in the derivation. A PCFG G is said to be consistent if ∑ x∈Σ * Pr G (x) = 1. Unless otherwise specified, any PCFG mentioned from now onwards is assumed to be consistent.
Parsing with a PCFG is usually done by adapting the Earley or the CKY algorithms [21] . By straightforward variants allowing every terminal to match every input position, one can compute Pr G (Σ n ), still in polynomial time in n. By summing Pr G (Σ i ) for i < n one obtains Pr G (Σ <n ), and Pr G (Σ ≥n ) is 1 − Pr G (Σ <n ). Alternatively, Pr G (Σ ≥n ) can be computed directly by variants of algorithms computing prefix probabilities [20, 34] .
We denote by L(G) the support language of G, ie the set of strings of non null probability. The class of all PCFGs over alphabet Σ will be denoted by PCFG(Σ).
There exists an effective procedure which, given a proper CFG G, builds a PCFG
We call this procedure MP for Make Probabilistic.
One possible procedure for MP is to first assign uniform probabilities to the given CFG, thus obtaining a possibly inconsistent PCFG which then can be converted into a consistent PCFG using the procedure explained in [14] .
Let us formally define the (language) equivalence problem:
We denote by EQ, PCFG(Σ) the decision problem: are two PCFGs G 1 and G 2 equivalent?
The following result holds for probabilistic pushdown automata, which are shown in [1] to be equivalent to PCFGs.
Proposition 1. [12]
The EQ, PCFG(Σ) problem is interreducible with the multiplicity equivalence problem for CFGs.
About co-emissions
Co-emission has been identified as a key concept allowing, in the case of hidden Markov models or probabilistic finite-state automata, computation in polynomial time of the distance for the L2 norm (and more generally any Lp norm, for even values of p): the distance can be computed as a finite sum of co-emissions.
Definition 3.
The coemission of two probabilistic grammars G 1 and G 2 is the probability that both grammars G 1 and G 2 simultaneously emit the same string:
Distances between distributions
A PCFG defines a distribution over Σ ⋆ . If two grammars can be compared syntactically, they can also be compared semantically: do they define identical distributions, and, if not, how different are these distributions?
Definition 5. The L1 distance (or Manhattan distance) between two probabilistic grammars G 1 and G 2 is:
L2 distance can be rewritten in terms of coemission, as:
Note that the L ∞ distance seems closely linked with the consensus string, which is the most probable string in a language.
Definition 8.
The variation distance between two probabilistic grammars G 1 and G 2 is:
The variation distance looks like d L ∞ , but is actually connected with d L1 :
A number of distances have been studied elsewhere (for example [19, 7] ):
Definition 9. The Hellinger distance between two probabilistic grammars G 1 and G 2 is:
The Jensen-Shannon (JS) distance between two probabilistic grammars G 1 and G 2 is:
The chi-squared (χ 2 ) distance between two probabilistic grammars G 1 and G 2 is:
The Kullback-Leibler divergence, or relative entropy is not a metric:
Definition 10. The KL divergence between two probabilistic grammars G 1 and G 2 is:
Even if the KL-divergence does not respect the triangular inequality, 
We use Turing reduction between decision problems and write:
for problem Π 1 reduces to problem Π 2 : if there exists a terminating algorithm solving Π 2 there also is one solving Π 1 . If simultaneously Π 1 ≤ T Π 2 and Π 1 ≤ T Π 2 , we will say that Π 1 and Π 2 are interreducible. The construction can be used for non decision problems: if only Π 1 is a decision problem, Π 1 is undecidable, and Π 1 ≤ T Π 2 , we will say that Π 2 is uncomputable.
One particular well-known undecidable problem can be used as starting point for the reductions: the Post Correspondence Problem [31] , which is undecidable: Name: PCP Instance: A finite set F of pairs of strings (u i , v i ), 1 ≤ i ≤ n over an alphabet Σ. Question: Is there a finite sequence of integers x 1 . . . x t , t > 0 such that u x 1 u x 2 . . .
We give two standard constructions starting from an instance F of PCP. In both cases we use another alphabet containing one symbol # i for each i : 1 ≤ i ≤ n. Let Ω denote this alphabet.
Construction 1:
Two grammars An instance of PCP as above is transformed into two PCFGs G 1 and G 2 as follows:
Each rule has probability 1 2n . Construction 2: One grammar An instance of PCP is first transformed into two PCFGs G 1 and G 2 as above. Then a new non-terminal S 0 is introduced and we add the new rules S 0 → S 1 and S 0 → S 2 , each with probability 1 2 . The language obtained through G 0 , G 1 and G 2 contains only strings x which can always be decomposed into x = yz with y ∈ Σ * and z ∈ Ω * . We note that the number of derivation steps to generate string x is 1 + |z| for G 1 and G 2 . For a final string x we denote this number by len(x). For example len(aabababa# 3 # 1 # 4 # 1 ) = 4.
Note that a positive instance of PCP will lead to G 1 and G 2 with a non empty intersection, and to an ambiguous G 0 .
The following properties hold: Property 1.
• G 1 and G 2 are unambiguous and deterministic.
• 
Some decidability results
We report results concerning the problems related to equivalence and decision computation. 
With the Manhattan distance Proposition 3. One cannot compute, given two PCFGs
G 1 and G 2 , d L1 (G 1 , G 2 ) = ∑ x∈Σ * |Pr G 1 (x) − Pr G 2 (x)|.(G 1 , G 2 ) = 1 and d JS (G 1 , G 2 ) = 2. Summarizing, d L1 , PCFG(Σ) , d V , PCFG(Σ) , d H , PCFG(Σ) and d JS , PCFG(Σ) are undecid- able.
With the Euclidian distance
For PFA, positive results were obtained in this case: the distance can be computed, both for PFA and HMM in polynomial time [28] .
In [19] , Jagota et al. gave the essential elements allowing a proof that co-emission, the L2 and the Hellinger distances are uncomputable. In order to be complete, we reconstruct similar results in this section.
Proposition 4.
One cannot compute, given two PCFGs G 1 and G 2 ,
Proof. If this were possible, then we could easily solve the empty intersection problem, by taking G and G ′ , building MP(G) and MP(G ′ ) and then checking if COEM(MP(G), MP(G ′ )) = 0.
Proposition 5. Computing the auto-coemission AC is at least as difficult as computing the L2 distance.
Proof. Suppose we have an algorithm to compute the L2 distance. Then given any grammar G, we build a dummy grammar G D which only generates, with probability 1, a single string over a different alphabet. It then follows that
and since the intersection between the support languages for G and
Corollary 2.
One cannot compute, given two PCFGs G 1 and G 2 , the L2 distance between G 1 and G 2 .
Proof. By proposition 5 all we have to prove is that computing the auto-coemission is impossible. Let G 0 be the probabilistic context-free grammar built from an instance of PCP. Suppose we can compute AC(G 0 ). Then since (by Property 2) we can compute TAC(G 0 ), one could then solve the ambiguity problem via Proposition 2. This is impossible. 
With the KL divergence Proposition 6. One cannot compute, given two PCFGs
Proof. Suppose we could compute the KL divergence between two PCFGs. We should note that d KL 
We would therefore be able to check if one context-free language is included in another one, which we know is impossible.
The same proof can be used for the χ 2 distance since d 
About the consensus string
A first result is that computing the Chebyshev distance is at least as difficult as computing the most probable string : Any PCFG G can be converted into G ′ with the same rules as G but using a disjoint alphabet. Now, it is clear that d
Proposition 7 does not preclude that CS, PCFG(Σ) may be decidable if L ∞ , PCFG(Σ) is not. In fact CS, PCFG(Σ) is decidable:
Proof. Because lim n→+∞ Pr(Σ ≤n ) = 1, there exists n such that Pr(Σ ≤n ) ≥ 1 − ε, hence Pr(Σ >n ) < ε.
Proposition 8. CS, PCFG(Σ) is decidable.
Proof. The proof for this is the existence of an algorithm that takes as input a PCFG G and always terminates by returning the consensus string for G. Algorithm 1 does exactly this.
Algorithm 1 goes through all the possible strings in Σ 0 , Σ 1 , Σ 2 . . ., and checks the probability that G assigns to each string. It stores the string with the highest probability value (Current Best) and the highest probability value itself (Current Prob). It also subtracts from 1 all the probability values encountered (Remaining Prob). So, after the i th loop, Current Best is the most probable string in Σ <i , Current Prob is the probability of Current Best and Remaining Prob is 1 − Pr(Σ <i ) which is equal to Pr(Σ ≥i ). Using Lemma 1, we can say that for any ε, 0 < ε < 1, there exists an i such that after the i th iteration, Remaining Prob is smaller than ε. This means that the algorithm must halt at some point. Moreover, if the most probable string in Σ <i has probability higher than Pr(Σ ≥i ), then we can be sure that this is the consensus string. This means that the algorithm always returns the consensus string. 
With the Chebyshev distance

Proof. d L ∞ , PCFG(Σ) ≤ T EQ, PCFG(Σ) .
Suppose EQ, PCFG(Σ) is decidable. Then if G 1 and G 2 are equivalent, d L ∞ (G 1 , G 2 ) = 0. If G 1 and G 2 are not equivalent, there exists a smallest string x such that Pr G 1 (x) = Pr G 2 (x). An enumeration algorithm will find this initial string x, whose probability is p. Note that if Pr G 1 (Σ >n ) < p and Pr G 2 (Σ >n ) < p, we can be sure that no string in Σ >n has a difference of probabilities of more than p. This allows us to adapt Algorithm 1 to reach the length n at which we are sure that no string x longer than n can have probability more than |Pr G 1 (x) − Pr G 2 (x)|. The algorithm will therefore halt.
The converse ( Such results have been studied in the case of probabilistic finite state machines, for example, recently, in [6] . In the case of the distances used in this work, the decidability of approximation would be ensured by Lemma 1. But the question of finding good approximations in polynomial time is clearly an interesting problem.
