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1 Introduction
Let X and Y be two finite-dimensional real Euclidean spaces each equipped
with an inner product 〈·, ·〉 and its induced norm ‖·‖. The primary motivation
of this paper is to develop an efficient first-order method to solve the following
convex composite conic programming problem
min
x
θ(x) + 〈c,x〉
s.t. Hx− b ∈ C, x ∈ K, (1)
where θ : X → (−∞,+∞] is a closed proper convex function, H : X → Y
is a linear map with its adjoint denoted by H∗, c ∈ X and b ∈ Y are given
vectors, C ⊆ Y and K ⊆ X are two closed convex cones.
By simple calculations, one can observe that the dual of problem (1) can
be recast as
min
s,z,y
θ∗(−s) + δK∗(z) + δC∗(y)− 〈b,y〉
s.t. s + z +H∗y = c, (2)
where C∗ and K∗ are the dual cones of C and K, respectively, θ∗ is the Fenchel
conjugate of θ, δC∗(·) and δK∗(·) are the indicator functions of C∗ and K∗,
respectively. Let D : X → X be a given nonsingular linear operator and D∗
being its adjoint. Then, we can reformulate problem (2) equivalently as
min
s,z,y,u
θ∗(−s) + δK∗(z) + δC∗(u)− 〈b,y〉
s.t. s + z +H∗y = c,
D∗(u− y) = 0.
(3)
Obviously, problem (3) can be viewed (by setting (s,u) as one block-variable)
as an example of the following general multi-block convex composite problem
min f1(y1) + f2(y1, y2, . . . , yp) + g1(z1) + g2(z1, z2, . . . , zq)
s.t. A∗1y1 +A∗2y2 + . . .+A∗pyp + B∗1z1 + B∗2z2 + . . .+ B∗qzq = c, (4)
where p and q are two given nonnegative integers, X ,Y1, . . . ,Yp,Z1, . . . ,Zq are
finite-dimensional real Euclidean spaces each endowed with an inner product
〈·, ·〉 and its induced norm ‖ · ‖, c ∈ X being the given data, Ai, i = 1, . . . , p,
and Bj , j = 1, . . . , q, are linear maps from Yi and Zj , respectively, to X ,
f1 : Y1 → (−∞,+∞] and g1 : Z1 → (−∞,+∞] are simple closed proper
convex functions, f2 : Y → (−∞,+∞) and g2 : Z → (−∞,+∞) are convex
quadratic functions, in which Y and Z are defined by Y := Y1×Y2× . . .×Yp
and Z := Z1 ×Z2 × . . .×Zq.
For further simplicity, we define the linear maps A : X → Y and B : X → Z
such that their adjoints are given by
A∗y =
p∑
i=1
A∗i yi ∀y ∈ Y, and B∗z =
q∑
j=1
B∗j zj ∀z ∈ Z.
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Then, the model (4) falls into the following more general framework
min
y∈Y,z∈Z
{
f(y) + g(z) s.t. A∗y + B∗z = c
}
, (5)
where f : Y → (−∞,+∞] and g : Z → (−∞,+∞] are two closed proper
convex functions, A : X → Y and B : X → Z are two linear maps with their
adjoints A∗ and B∗, respectively, and c ∈ X is a given vector.
Let σ > 0 be the penalty parameter, the augmented Lagrangian function
of problem (5) is defined by, for any (x, y, z) ∈ X × Y × Z,
Lσ(y, z;x) := f(y) + g(z)− 〈x,A∗y + B∗z − c〉+ σ
2
‖A∗y + B∗z − c‖2. (6)
Let τ > 0 be the step-length and choose an initial point (x0, y0, z0) ∈ X ×
(dom f) × (dom g). The classic alternating direction method of multipliers
(ADMM) scheme takes the following form, for k = 0, 1, . . . ,
yk+1 ∈ arg min
y
Lσ(y, zk;xk),
zk+1 ∈ arg min
z
Lσ(yk+1, z;xk),
xk+1 := xk − τσ(A∗yk+1 + B∗zk+1 − c).
(7)
Generally, the step-length τ in (7) can be chosen in the interval of (0, (1 +√
5)/2), and the thumb of the choice for τ in numerical computations is the
golden ratio of 1.618. Moreover, we should mention that the iteration scheme
(7) may not be well-defined, and one may refer to [3] for details.
The classic ADMM, which is closely related to the method of multipliers
by Hestenes [17], Powell [28] and Rockafellar [30] for solving constrained con-
vex optimization problems, was originally proposed by Glowinski and Marroco
[15] and Gabay and Mercier [12] in the mid-1970s. Early proofs for the con-
vergence of the classic ADMM under certain conditions were given by Gabay
and Mercier [12], Glowinski [13] and Fortin and Glowinski [10]. One may refer
to [14] for a note on the historical development of the ADMM. In early-1980s,
it was shown by Gabay [11] that the classic ADMM with the unit step-length
is a special case of the Douglas-Rachford splitting method applied to finding
the roots of the sum of two maximal monotone operators. In early-1990s, Eck-
stein and Bertsekas [7] showed that the Douglas-Rachford splitting method
itself is an instance of the proximal point algorithm [31] applied to a specially
generated splitting operator. Based on this observation, and for the purpose
of improving the performance of the classic ADMM with the unit step-length,
Eckstein and Bertsekas [7] presented a generalized ADMM. For a recent survey,
one may refer to [8].
Along a different line, Eckstien [6] introduced proximal terms to the ADMM
to ensure that each of the subproblems involved admits a unique solution,
without further assumptions on the objective functions and the constraints.
Recently, a semi-proximal ADMM (sPADMM) with the step-length up to the
golden ratio of 1.618 was proposed by Fazel et al. [9]. This extension has
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attracted much attention in the last couple of years in solving multi-block
linearly constrained linear and quadratic convex semidefinite programming
problems [2,22,23,33,19] to moderate accuracy. The successful applications
of the two-block ADMM with semi-proximal terms to solving various multi-
block problems for moderate accuracy inevitably inspire us to consider using
generalized ADMM with semi-proximal terms to solve the convex composite
conic programming (1). Moreover, the advantage of using the semi-proximal
terms instead of the positive definite proximal terms is that the resulting algo-
rithm not only reduces to the original generalized ADMM when the proximal
terms are absent but also is more convenient in solving convex composite conic
programming if the block symmetric Gauss-Seidel (sGS) iteration techinique
invented by Li, Sun and Toh [26] is adopted as in [2,22,33].
In this paper, we proposed a variant of generalized ADMM with semi-
proximal terms, which can be used to solve problem (4) if the block sGS
technique is involved. This variant is based on a crucial observation made by
Chen [1] that the generalized ADMM of Eckstein and Bertsekas [7] can be
reformulated equivalently as an ADMM with an extra relaxation step on both
the primal and the dual variables with the relaxation factor lying in the open
interval of (0, 2). Furthermore, the semi-proximal terms used in this paper is
in a pretty natural way due to the fact that only the most recent values of
variables are always in it. To derive a more general theoretical convergence
result, we particularly concentrate on the convergence analysis of the general-
ized ADMM with semi-proximal terms for solving the ‘two-block’ problem (5).
Then, we illustrate how the proposed algorithm can be used to solve multi-
block problems. At last, we conduct numerical experiments on a class linear
doubly non-negative (DNN) semidefinite programming (SDP) problems with
or without inequality constraints. The corresponding numerical results illus-
trate that the proposed method, together with the sGS technique, can solve
these problems not only effectively but also efficiently.
The remaining parts of this paper are organized as follows. In Section 2,
we provide some preliminary results, which will be used later, and give a quick
review of some variants of the classic ADMM. In Section 3, we present a gener-
alized ADMM with semi-proximal terms for solving the 2-block problem (5).
Then, we discuss how to apply the proposed method, with properly chosen
semi-proximal terms, to solving multi-block problems in Section 4. In Section
5, we focus on the convergence analysis of the proposed generalized ADMM. In
Section 6, we are devoted to the implementation issues and numerical experi-
ments of using the proposed method for solving DNN-SDP. The corresponding
numerical results are provided. We conclude this paper in Section 7.
2 Preliminaries
We adopt the notation that w := (x, y, z) ∈ X × Y × Z for convenience.
Moreover, for any two finite-dimensional real Euclidean spaces X ′ and X ′′
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each endowed with an inner product 〈·, ·〉, we take the convention that
〈(x′1, x′′1), (x′2, x′′2)〉 := 〈x′1, x′2〉+ 〈x′′1 , x′′2〉, ∀x′1, x′2 ∈ X ′, x′′1 , x′′2 ∈ X ′′,
and the corresponding norm in the product space induced by this inner product
is also denoted by ‖ · ‖. We use I to denote the identity linear operator, whose
domain and range can be deduced from the context.
We denote the effective domains of f and g by dom f and dom g, respec-
tively, and use ∂f and ∂g to denote their subdifferential mappings. It is well-
known that ∂f and ∂g are maximal monotone operators [29] and there ex-
ist two self-adjoint positive semidefinite linear operators Σf : Y → Y and
Σg : Z → Z, such that for any y, y′ ∈ Y and z, z′ ∈ Z with u ∈ ∂f(y),
u′ ∈ ∂f(y′), v ∈ ∂g(z), and v′ ∈ ∂g(z′),
〈u− u′, y − y′〉 ≥ ‖y − y′‖2Σf and 〈v − v′, z − z′〉 ≥ ‖z − z′‖2Σg . (8)
The Lagrangian function of problem (5) is defined by
L(y, z;x) := f(y) + g(z)− 〈x,A∗y + B∗z − c〉, ∀(x, y, z) ∈ X × Y × Z.
A vector (x, y, z) ∈ X × Y × Z is said to be a saddle point to the Lagrangian
function if it is a solution to the following Karush-Kuhn-Tucker (KKT) system
Ax ∈ ∂f(y), Bx ∈ ∂g(z) and A∗y + B∗z = c. (9)
Throughout this paper, we make the following assumption which ensures (y¯, z¯)
is an optimal solution to problem (5) and x¯ is an optimal solution to the dual
of problem (5).
Assumption 1 There exists a vector (x¯, y¯, z¯) ∈ X × (dom f)× (dom g) satis-
fying the KKT system (9).
Next, we give a quick review of several ADMM-type methods. In order to
improve the performance of the classic ADMM with the step-length τ = 1,
Eckstein and Bertsekas [7] proposed the following generalized ADMM1 scheme:

yk+1 : = arg min
y
Lσ(y, zk;xk),
zk+1 : = arg min
z
{
g(z)− 〈z,Bxk〉+ σ
2
∥∥ρA∗yk+1 − (1− ρ)B∗zk + B∗z − ρc∥∥2},
xk+1 : = xk − σ(ρA∗yk+1 − (1− ρ)B∗zk + B∗zk+1 − ρc),
(10)
where ρ ∈ (0, 2) is the relaxation factor. For ρ = 1, the above generalized
ADMM scheme is exactly the classic ADMM scheme (10) with τ = 1. In his
Ph.D. thesis [1, Section 3.2], Chen has made the very interesting observation
1 In [7], the authors considered the case that B∗ is an identity operator and c = 0.
However, it is easy to see that the scheme described in (10) is a direct application of their
idea to problem (5).
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that, cyclically, the generalized ADMM scheme (10) is equivalent to the follow-
ing ADMM scheme with initial point w˜0 = (x˜0, y˜0, z˜0) ∈ X×(dom f)×(dom g),
zk := arg min
z
Lσ(y˜k, z; x˜k),
xk := x˜k − σ(A∗y˜k +B∗zk − c),
yk := arg min
y
Lσ(y, zk;xk),
w˜k+1 := w˜k + ρ(wk − w˜k),
(11)
where ρ ∈ (0, 2) is the uniform relaxation factor. For the subsequent discus-
sion, we need to distinguish between the sequence {(xk, yk, zk)}k≥0 generated
by (10) and the sequence {(xk, yk, zk)}k≥0 generated by (11). For this purpose,
we use {(xˆk, yˆk, zˆk)}k≥0 as a surrogate for the sequence {(xk, yk, zk)}k≥0 gen-
erated by (11). The equivalence between (10) and (11) is interpreted as follows.
Its proof can be found in Chen [1, Section 3.2].
Proposition 2.1 If the initial point (x0, y0, z0) ∈ X × (dom f)× (dom g) for
the generalized ADMM scheme (10) satisfies x0 = xˆ0 and z0 = zˆ0 ∈ dom g, the
sequence {(xk+1, yk+1, zk+1)}k≥0 generated by the generalized ADMM scheme
(10) is exactly the sequence {(xˆk+1, yˆk, zˆk+1)}k≥0 generated by the generalized
ADMM scheme (11).
The proximal method of multipliers of Rockafellar [30,32] for solving (5)
takes the iterative scheme
(yk+1, zk+1) = arg min
y∈Y,z∈Z
Lσ(y, z;xk) + 1
2
(‖y − yk‖2S + ‖z − zk‖2T ) (12)
where S and T are the identity operators multiplied by a positive scalar µ.
The proximal method of multipliers is globally convergent under very mild
assumptions on the problem’s data, namely, convexity and existence of optimal
solutions are enough to guarantee convergence. To preserve the good features
of both proximal method of multipliers (12) and ADMM (7), Eckstein [6]
firstly constructed a proximal ADMM, which iterates from the given point
(yk, zk;xk) ∈ Y × Z × X in the form of
yk+1 = arg min
y∈Y
Lσ(y, zk;xk) + 1
2
‖y − yk‖2S , (13a)
zk+1 = arg min
z∈Z
Lσ(yk+1, z;xk) + 1
2
‖z − zk‖2T , (13b)
xk+1 = xk − τσ(A∗yk+1 + B∗zk+1 − c), (13c)
where τ = 1, S = µ1I and T = µ2I with µ1 > 0 and µ2 > 0.
It should be emphasised that the above mentioned approaches require uni-
formly the linear operators S and T to either be zero, or positive definite.
However, the restriction on the positive definiteness will exclude some inter-
esting situations such as the classic ADMM. Moreover, the guiding principle
is that S and T should be as ‘small’ as possible while (13a) and (13b) are
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still relatively easy to compute. The exciting progress in designing conver-
gent and efficient (proximal) ADMM in which S and T are required only to
be self-adjoint positive semidefinite owning to Fazel et al. [9]. This algorithm
framework, which was called smi-proximal ADMM (and was abbreviated as
sPADMM) later, takes the form of (13a) to (13c) with τ ∈ (0, 1+
√
5
2 ). With
properly ‘chosen’ S and T , sPADMM has exhibited as a powerful algorithmic
tool in solving multi-block linearly constrained linear and quadratic convex
semidefinite programming problems [2,22,23,33,19] to moderate accuracy.
3 A generalized ADMM with Semi-Proximal Terms
Observe that the subproblems in the generalized ADMM schemes (10) and
(11) may not admit solutions because A or B is not assumed to be surjective,
which is always the case for multi-block convex conic programming problems
considered in [2,22,23,33,19]. One natural way to fix this problem is to add
proximal terms to these subproblems. For this purpose and inspired by the
sPADMM, we first choose S : Y → Y and T : Z → Z be two self-adjoint posi-
tive semidefinite linear operators. Note that although the generalized ADMM
schemes (10) and (11) are equivalent in certain sense, one can get two dif-
ferent variants of the generalized ADMM with semi-proximal terms. On one
hand, we may add the semi-proximal terms 12‖y−yk‖S and 12‖z−zk‖2T to the
subproblems for computing yk+1 and zk+1 in the generalized ADMM scheme
(10). On the other hand, for the generalized ADMM scheme (11), the more
natural choice for the semi-proximal terms to be added will be 12‖y− y˜k‖S and
1
2‖z − z˜k‖2T to the subproblems for computing zk and yk. In fact, the former
one can be reformulated, in light of (11), as

zk : = arg min
z
Lσ(y˜k, z; x˜k) + 1
2
‖z − zk−1‖2T ,
xk : = x˜k − σ(A∗y˜k +B∗zk − c),
yk : = arg min
y
Lσ(y, zk;xk) + 1
2
‖y − yk−1‖2S ,
w˜k+1 : = w˜k + ρ(wk − w˜k),
(14)
where z−1 := z˜0 and y−1 := y˜0. In this paper, for the sake of generality and
numerical convenience, we consider the latter variant with only semi-proximal
terms. More preciously, we develop the following generalized ADMM with
semi-proximal terms (abbr. GADMM) in which the most recent values of the
variables are used in the proximal terms.
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Algorithm 1 (GADMM:) A generalized ADMM with semi-proximal terms
Initialization. Set ρ ∈ (0, 2) and σ > 0. Choose S : Y → Y and T : Z → Z
such that Σf + S +AA∗  0 and Σg + T + BB∗  0. Choose an initial point
(x˜0, y˜0, z˜0) ∈ X × dom(f)× dom(g). For k = 0, 1, . . .,
Step 1 (main step). Compute
yk := arg min
y
Lσ(y, z˜k; x˜k) + 1
2
‖y − y˜k‖2S , (15a)
xk := x˜k − σ(A∗yk + B∗z˜k − c), (15b)
zk := arg min
z
Lσ(yk, z;xk) + 1
2
‖z − z˜k‖2T . (15c)
Step 2 (relaxation step). Compute
w˜k+1 := w˜k + ρ(wk − w˜k). (16)
Remark 3.1 The order of variable updating in Algorithm 1 is different from
that used in (11). This swapping is just for the convenience of convergence
analysis and essentially does not affect anything else.
Remark 3.2 Compared with the scheme (14), the semi-proximal terms in (15a)
and (15c) are more natural in the sense that the most recently updated values
of variables are involved.
Remark 3.3 The main objective of this paper is to solve problem (4), where f2
and g2 are convex quadratic functions. Therefore, the majorization technique
of Li et al. [19], which can be used together with indefinite S and T , is not
necessary in this paper. On the other hand, we are more interested in the
techniques which can be used to solve multi-block problems. As a result, we
only need S and T being positive semidefinite, despite the fact that they can
be chosen as indefinite for certain cases. In fact, even f2 and g2 in (4) are
not separable, a slight modification of our proposed algorithm is applicable by
using the techniques in [4]. We keep these techniques away from this paper
just for the ease of reading, although the convergence analysis for a unified
algorithm with all of these techniques contained would not bring too much
work.
4 Applications to Multi-Block Problems
In this part, we discuss how to apply the GADMM, i.e, Algorithm 1 to solve
multi-block separable convex minimization problems. For the further discus-
sions, we use the notations that y<i := (y1, . . . , yi−1), y>i := (yi+1, . . . , yp) for
y ∈ Y and similar notations for z ∈ Z.
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4.1 The Block Symmetric Gauss-Sidel Iteration Case
Firstly, we consider the general convex composite quadratic optimization model
(4). We denote the Hessians of the quadratic functions f2 and g2 by P and
Q, respectively, which are self-adjoint positive semidefinite linear operators
defined on Y and Z. According the block sturcture of the variable y and z, we
can further write P and Q as
P =

P11 P12 · · · P1p
P∗12 P22 · · · P2p
...
...
. . .
...
P∗1p P∗2p · · · Ppp
 and Q =

Q11 Q12 · · · Q1q
Q∗12 Q22 · · · Q2q
...
...
. . .
...
Q∗1q Q∗2q · · · Qqq
 .
Moreover, we choose Ei and Hj to be self-adjoint positive semidefinite linear
operators on Yi and Zj for i = 1, . . . , p and j = 1, . . . , q, respectively, such
that
Ei + σ−1Pii +AiA∗i  0, and Hj + σ−1Qjj + BjB∗j  0.
By adopting the smart symmetric Gauss-Seidel (sGS) technique invented by
Li et al. [22], the main step (Step 1) of Algorithm 1 can be implemented step
by step according to the following procedures.
Algorithm 2 The main step of Algorithm 1 based on block sGS
Step 1.1 Compute
y
k− 12
i := arg min
yi
Lσ((y˜k<i, yi, yk−
1
2
>i ), z˜
k; x˜k) +
σ
2
‖yi − y˜ki ‖2Ei , i = p, . . . , 2,
yk1 := arg min
y1
Lσ((y1, yk−
1
2
>1 ), z˜
k; x˜k) +
σ
2
‖y1 − y˜k1‖2E1 ,
yki := arg min
yi
Lσ((yk<i, yi, yk−
1
2
>i ), z˜
k; x˜k) +
σ
2
‖yi − y˜ki ‖2Ei , i = 2, . . . , p.
(17)
Step 1.2 Compute
xk := x˜k − σ(A∗yk + B∗z˜k − c). (18)
Step 1.3 Compute
z
k− 12
j := arg min
zj
Lσ(yk, (z˜k<j , zj , zk−
1
2
>j );x
k) +
σ
2
‖zj − z˜kj ‖2Hj , j = q, . . . , 2,
zk1 := arg min
z1
Lσ(yk, (z1, zk−
1
2
>1 );x
k) +
σ
2
‖z1 − z˜k1‖2H1 ,
zkj := arg min
zj
Lσ(yk, (zk<j , zj , zk−
1
2
>j );x
k) +
σ
2
‖zj − z˜kj ‖2Hj , j = 2, . . . , q.
(19)
Next, denote Dy := Diag(E1 + σ−1P11 +A1A∗1, . . . , Ep + σ−1Ppp +ApA∗p)
and Dz := Diag(H1+σ−1Q11+B1B∗1 , . . . ,Hq+σ−1Qqq+BqB∗q ). Furthermore,
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define the following linear operators:
My :=

0 σ−1P12 +A1A∗2 · · · σ−1P1p +A1A∗p
. . . · · · ...
0 σ−1P(p−1)p +Ap−1A∗p
0

and
Mz :=

0 σ−1Q12 + B1B∗2 · · · σ−1Q1q + B1B∗q
. . . · · · ...
0 σ−1Q(q−1)q + Bq−1B∗q
0

.
From Li et al. [22], it is not hard to see that the point (zk, yk, xk) produced by
the precedure (17), (18) and (19) is exactly that generated by (15a) to (15c)
with the two positive semidefinite linear operators
S = σ(MyD−1y M∗y + E) and T = σ(MzD−1z M∗z +H),
where E = Diag(E1, . . . , Ep), and H = Diag(H1, . . . ,Hq).
4.2 The Full Jacobian Iteration Case
Now we turn our attention to a much general case that there are at least three
nonsmooth blocks in the objective function of problem (5), i.e.,
f(y) =
p∑
i=1
fi(yi), and g(z) =
q∑
j=1
gj(zj),
where fi : Yi → (−∞,+∞] and gj : Zj → (−∞,+∞] are closed proper
convex (probably nonsmooth) functions. The convergence of the multi-block
ADMM in a Gauss-Seidel manner for solving such problems under certain
further conditions has been considered, e.g. [20,21], but we are interested in
removing these conditions, e.g., strong convexity, continuously differentiable
with Lipschitz continuous gradients etc.. Let τ1 and τ2 be two given numbers
such that τ1 ≥ p − 1 and τ2 ≥ q − 1. One can choose Ei and Hj to be self-
adjoint positive semidefinite linear operators on Yi and Zj for i = 1, . . . , p and
j = 1, . . . , q, respectively, such that for any 1 ≤ i ≤ p and 1 ≤ j ≤ q,
Ei  τ1AiA∗i , Σfi+Ei+AiA∗i  0 and Hj  τ2BjB∗j , Σgj +Hj+BjB∗j  0.
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Define E := Diag(E1, . . . Ep) and H := Diag(H1, . . .Hq) being two block-
diagonal operators and let
S := σ[(1 + τ1)E − AA∗] and T := σ[(1 + τ2)− BB∗]. (20)
It is easy to verify that S  0 and T  0, while it holds that Σf +AA∗+E  0
and Σg + BB∗ +H  0.
Now we consider the following procedure that generates ωk = (yk, zk, xk)
and ω˜k+1 in a parallel manner from the given point ω˜k = (y˜k, z˜k, x˜k), i.e.,
yki = arg min
xi∈Xi
Lσ
(
(y˜k<i, yi, y˜
k
>i), z˜
k; x˜k
)
+
σ
2
‖yi − y˜ki ‖2Ei , 1 ≤ i ≤ p,
xk = x˜k − σ(A∗yk + B∗z˜k − c),
zkj = arg min
z∈Zj
Lσ
(
yk, (z˜k<j , zi, z˜
k
>j);x
k
)
+
σ
2
‖zj − z˜kj ‖2Hj , 1 ≤ j ≤ q,
ω˜k+1 = ω˜k + ρ(ωk − ω˜k).
It is straightforward to deduce that the above iterative scheme is exactly an
instance of the Algorithm 1 with S and T defined by (20).
5 Convergence Analysis
In this section, we analyze the convergence of Algorithm 1 step by step. For
this purpose, we need the following two basic equalities:
2〈u1−u2,G(v1−v2)〉 = ‖u1−v2‖2G−‖u1−v1‖2G+‖u2−v1‖2G−‖u2−v2‖2G , (21)
and
2〈u1,Gu2〉 = ‖u1‖2G+‖u2‖2G−‖u1−u2‖2G = ‖u1+u2‖2G−‖u1‖2G−‖u2‖2G , (22)
where u1, u2, v1, and v2 are vectors in the same finite dimensional real Eu-
clidean space endowed with inner product 〈·, ·〉 and induced norm ‖ · ‖, and
G is an arbitrary self-adjoint positive semidefinite linear operator from that
space to itself.
Next, let (x¯, y¯, z¯) ∈ X ×Y×Z be an arbitrary solution to the KKT system
(9). For any (x, y, z) ∈ X × Y × Z we denote xe = x − x¯, ye = y − y¯ and
ze = z − z¯. We first have the following result.
Lemma 5.1 Let (x¯, y¯, z¯) be a solution to the KKT system (9) and {(xk, yk, zk)}
be the sequence generated by Algorithm 1. For any k ≥ 0 it holds that
〈xk+1−xk,A∗(yk+1−yk)〉− ρ
2
‖yk+1− y˜k+1‖2S+
ρ
2
‖yk− y˜k‖2S ≥ ‖yk+1−yk‖2Σf ,
(23)
σρ
2 ‖A∗yk+1e + B∗zke ‖2 + 〈xk+1e + σ(1− ρ)A∗yk+1e ,A∗yk+1e + B∗zke 〉
= − 12σρ
[
‖xk+1e + σ(1− ρ)A∗yk+1e ‖2 − ‖xke + σ(1− ρ)A∗yke‖2
] (24)
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and
σ(1− ρ)〈B∗zke ,A∗yk+1e + B∗zke 〉+ 〈xk − xk+1,B∗zke 〉 − σ〈A∗yk + B∗zk − c,B∗zke 〉
≤ 2−ρρ
[
− ρ2‖yk+1 − y˜k+1‖2S + ρ2‖yk − y˜k‖2S − ‖yk+1 − yk‖2Σf
+σρ2 ‖A∗yke‖2 − σρ2 ‖A∗yk+1e ‖2 − σ(2−ρ)2 ‖A∗yke −A∗yk+1e ‖2
]
.
(25)
Proof By the first order optimality condition of (15a), we get
Ax˜k − σA(A∗yk + B∗z˜k − c)− S(yk − y˜k) ∈ ∂f(yk). (26)
It follows from (15b) that
Axk−S(yk−y˜k) ∈ ∂f(yk), and Axk+1−S(yk+1−y˜k+1) ∈ ∂f(yk+1), (27)
which, together with (8), implies
〈xk+1 − xk,A∗(yk+1 − yk)〉 − 〈S(yk+1 − y˜k+1)− S(yk − y˜k), yk+1 − yk〉
≥ ‖yk+1 − yk‖2Σf .
(28)
From (16), we can easily deduce
〈S(yk+1 − y˜k+1)− S(yk − y˜k), yk+1 − yk〉
= 〈S(yk+1 − y˜k+1)− S(yk − y˜k), (yk+1 − y˜k+1) + (y˜k+1 − yk)〉
= 〈S(yk+1 − y˜k+1)− S(yk − y˜k), (yk+1 − y˜k+1)− (1− ρ)(yk − y˜k)〉
= ‖yk+1 − y˜k+1‖2S − (ρ− 1)‖yk − y˜k‖2S − (2− ρ)〈S(yk+1 − y˜k+1), yk − y˜k〉
≥ ‖yk+1 − y˜k+1‖2S − (ρ− 1)‖yk − y˜k‖2S − 2−ρ2 (‖yk+1 − y˜k+1‖2S + ‖yk − y˜k‖2S)
= ρ2‖yk+1 − y˜k+1‖2S − ρ2‖yk − y˜k‖2S ,
(29)
which, together with the inequality (28), implies (23).
Secondly, we get from (15b) and (16) that
x˜k+1 = xk + (ρ− 1)(xk − x˜k) = xk − σ(ρ− 1)(A∗yk + B∗z˜k − c). (30)
From (15b), we can get
xk+1 = x˜k+1 − σ(A∗yk+1 + B∗z˜k+1 − c),
= xk − σρ(A∗yk+1 + B∗zk − c)− σ(ρ− 1)(A∗yk −A∗yk+1).
This implies
[xk+1e +σ(1− ρ)A∗yk+1e ]− [xke +σ(1− ρ)A∗yke ] = −σρ(A∗yk+1e +B∗zke ). (31)
Subsequently, using the relation (31) and the elementary equality (22), we can
get (24).
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Finally, from (30) we can deduce
σ(1− ρ)(A∗yk+1e + B∗zke ) + (xk − xk+1)− σ(A∗yk + B∗zk − c)
= σ(1− ρ)(A∗yk+1e + B∗zke ) + σρ(A∗yk+1e + B∗zke )
+σ(ρ− 1)(A∗yke −A∗yk+1e )− σ(A∗yke + B∗zke )
= −σ(2− ρ)(A∗yke −A∗yk+1e ).
(32)
Thus, we have
σ(1− ρ)〈A∗yk+1e + B∗zke ,B∗zke 〉+ 〈xk − xk+1,B∗zke 〉
−σ〈A∗yk + B∗zk − c,B∗zke 〉
= −σ(2− ρ)〈A∗yke −A∗yk+1e ,B∗zke 〉
= −(2− ρ)σ〈A∗yke −A∗yk+1e ,A∗yk+1e + B∗zke 〉
+(2− ρ)σ〈A∗yke −A∗yk+1e ,A∗yk+1e 〉.
(33)
By (31) we have
σ〈A∗yke −A∗yk+1e ,A∗yk+1e + B∗zke 〉
= −ρ−1〈A∗yke −A∗yk+1e , xk+1e − xke〉+ ρ−1σ(1− ρ)‖A∗yk+1e −A∗yke‖2.
(34)
On the other hand, by using the elementary equality (22), we can get
σ〈A∗yke −A∗yk+1e ,A∗yk+1e 〉 =
σ
2
[
‖A∗yke‖2−‖A∗yke −A∗yk+1e ‖2−‖A∗yk+1e ‖2
]
.
(35)
Then by substituting (34) and (35) into (33) and using inequality (23) we can
get (25). uunionsq
In what follows, we will establish a key inequality for analyzing the con-
vergence of Algorithm 1. We define the sequence {φk}k≥0 by
φk :=
1
σρ‖xke + σ(1− ρ)A∗yke‖2 + ρ−1
[‖y˜k+1e ‖2S + ‖z˜ke ‖2T ]
+(2− ρ)[‖yk − y˜k‖2S + σ‖A∗yke‖2]. (36)
Lemma 5.2 Suppose Assumption 1 holds. Let the sequence {(xk, yk, zk)} be
generated by Algorithm 1. Then for any k ≥ 0, it holds that
φk − φk+1 ≥ 2‖yk+1e ‖2Σf + 2‖zke ‖2Σg + σ(2− ρ)‖A∗yk+1e + B∗zke ‖2
+(2− ρ)‖y˜k+1 − yk+1‖2S + (2− ρ)‖z˜k − zk‖2T
+2(2− ρ)ρ−1‖yk+1 − yk‖2Σf + σρ−1(2− ρ)2‖A∗yke −A∗yk+1e ‖2.
(37)
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Proof We get from (15c)
Bxk+1 + (Bxk −Bxk+1)− σB(A∗yk +B∗zk − c)−T (zk − z˜k) ∈ ∂g(zk). (38)
By combining (38), (9) and (8) together, one obtains
〈xk+1e ,B∗zke 〉+ 〈xk − xk+1,B∗zke 〉 − 〈T (zk − z˜k), zke 〉
−σ〈A∗yk + B∗zk − c,B∗zke 〉 ≥ ‖zke ‖2Σg .
(39)
On the other hand, by combining (27), (9) and (8) together, we obtain
〈xk+1e ,A∗yk+1e 〉 − 〈S(yk+1 − y˜k+1), yk+1e 〉 ≥ ‖yk+1e ‖2Σf . (40)
Then by adding (39) to (40) we get
〈xk+1e ,A∗yk+1e + B∗zke 〉+ 〈xk − xk+1,B∗zke 〉 − σ〈A∗yk + B∗zk − c,B∗zke 〉
−〈S(yk+1 − y˜k+1), yk+1e 〉 − 〈T (zk − z˜k), zke 〉 ≥ ‖yk+1e ‖2Σf + ‖zke ‖2Σg .
(41)
Note that
〈xk+1e ,A∗yk+1e + B∗zke 〉
= 〈xk+1e + σ(1− ρ)A∗yk+1e ,A∗yk+1e + B∗zke 〉
−σ(1− ρ)〈A∗yk+1e ,A∗yk+1e + B∗zke 〉
= 〈xk+1e + σ(1− ρ)A∗yk+1e ,A∗yk+1e + B∗zke 〉
−σ(1− ρ)〈A∗yk+1e + B∗zke ,A∗yk+1e + B∗zke 〉
+σ(1− ρ)〈B∗zke ,A∗yk+1e + B∗zke 〉.
(42)
Consequently, (41) can be reformulated as
〈xk+1e + σ(1− ρ)A∗yk+1e ,A∗yk+1e + B∗zke 〉 − σ(1− ρ)‖A∗yk+1e + B∗zke ‖2
+σ(1− ρ)〈A∗yk+1e + B∗zke ,B∗zke 〉+ 〈xk − xk+1,B∗zke 〉
−σ〈A∗yk + B∗zk − c,B∗zke 〉 − 〈S(yk+1 − y˜k+1), yk+1e 〉
−〈T (zk − z˜k), zke 〉 ≥ ‖yk+1e ‖2Σf + ‖zke ‖2Σg .
(43)
Next, we shall estimate the left-hand-side of (43). Using the relation (16) and
the elementary equality (21), we get
〈S(yk+1−y˜k+1), yk+1e 〉 =
1
2ρ
[
‖y˜k+2−y¯‖2S−‖y˜k+1−y¯‖2S+ρ(2−ρ)‖y˜k+1−yk+1‖2S
]
,
(44)
and
〈T (zk − z˜k), zke 〉 =
1
2ρ
[
‖z˜k+1− z¯‖2T −‖z˜k − z¯‖2T + ρ(2− ρ)‖z˜k − zk‖2T
]
. (45)
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Substituting (24), (25), (44), and (45) into (43), we get
− 1σρ
[
‖xk+1e + σ(1− ρ)A∗yk+1e ‖2 − ‖xke + σ(1− ρ)A∗yke‖2
]
− 1ρ
[
‖y˜k+2 − y¯‖2S − ‖y˜k+1 − y¯‖2S
]
− 1ρ
[
‖z˜k+1 − z¯‖2T − ‖z˜k − z¯‖2T
]
+(2− ρ)ρ−1
[
ρ‖yk − y˜k‖2S − ρ‖yk+1 − y˜k+1‖2S − σρ‖A∗yk+1e ‖2 + σρ‖A∗yke‖2
]
≥ 2‖yk+1e ‖2Σf + 2‖zke ‖2Σg + σ(2− ρ)‖A∗yk+1e + B∗zke ‖2
+(2− ρ)‖y˜k+1 − yk+1‖2S + (2− ρ)‖z˜k − zk‖2T
+2(2− ρ)ρ−1‖yk+1 − yk‖2Σf + σρ−1(2− ρ)2‖A∗yke −A∗yk+1e ‖2.
(46)
Hence, we get (37) by the definition of φk and complete the proof. uunionsq
Remark 5.1 The above proof looks like to those in [9] and [3] since the basic
tools for proving all these theoretical results are closely based on an earlier
work of Fortin and Glowinski[10]. However, the most important steps of this
paper are quite different from the previous ones. An explicit example is the def-
inition of φk in (37), which originally comes from (42), that plays the key role
to get (46). The motivation is that we want to decompose xk+1e so that there
is not any inner product terms in (37). Therefore, we need some elementary
but careful calculations, which are not previously conducted.
Now, we are ready to establish the global convergence of Algorithm 1.
Theorem 5.1 Suppose Assumption 1 holds. Let {(xk, yk, zk)} be the sequence
generated by Algorithm 1. Then the whole sequence {(xk, yk, zk)} converges to
a solution to the KKT system (9).
Proof Note that ρ ∈ (0, 2). We clearly see from (37) that {φk}k≥0 is a nonnega-
tive and monotonically non-increasing sequence. Hence, {φk} is also bounded.
As a result, the following sequences are bounded:
{‖xke + σ(1− ρ)A∗yke‖}, {‖y˜k+1‖S}, {‖z˜k‖T }, {‖yk − y˜k‖S}, and {‖A∗yke‖}.
(47)
Moreover, from the inequality (37) we have as k →∞,
‖yk+1e ‖Σf → 0, ‖zke ‖Σg → 0, ‖A∗yk+1e + B∗zke ‖ → 0, ‖y˜k+1 − yk+1‖S → 0,
‖z˜k − zk‖T → 0, ‖yk+1 − yk‖Σf → 0, and ‖A∗yke −A∗yk+1e ‖ → 0.
(48)
Thus, by the fact ‖yk‖S ≤ ‖yk − y˜k‖S + ‖y˜k‖S we can see that {‖yk‖S}
is also bounded. Consequently, the sequence {‖yk‖Σf+S+AA∗} is bounded.
Since Σf + S + AA∗  0, the sequence {‖yk‖} is bounded. Similarly, the
sequences {‖zk‖T } and {‖B∗zk‖} are both bounded and so is the sequence
{‖zk‖Σg+T +BB∗}. It implies that the sequence {‖zk‖} is bounded from Σg +
T +BB∗  0. The boundedness of {‖xke + σ(1− ρ)A∗yke‖} and {‖yk‖} further
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indicate that the sequence {‖xk‖} is bounded. The above arguments have
shown that {(xk, yk, zk)} is a bounded sequence.
Consequently, the sequence {(xk, yk, zk)} admits at least one convergent
subsequence. Suppose that {(xki , yki , zki)} is a subsequence of {(xk, yk, zk)}
converging to (x∞, y∞, z∞) ∈ X × Y × Z. It follows from (27) and (38) that{Axki − S(yki − y˜ki) ∈ ∂f(yki),
Bxki − σB(A∗yki + B∗zki − c)− T (zki − z˜ki) ∈ ∂g(zki).
(49)
We also have from (48) that limk→∞(A∗yk + B∗zk − c) = 0. Taking limits in
(49) and using (48), one obtains
Ax∞ ∈ ∂f(y∞), Bx∞ ∈ ∂g(z∞) and A∗y∞ + B∗z∞ − c = 0,
which indicates that (x∞, y∞, z∞) is a solution to the KKT system (9).
Next we need to show that (x∞, y∞, z∞) is the unique limit point of
the sequence {(xk, yk, zk)}. Without loss of generality we can let (x¯, y¯, z¯) =
(x∞, y∞, z∞). Consequently, the sequence {φk} defined by (36) has a subse-
quence converges to zero. Hence {φk} itself converging to zero. By the defini-
tion of φk we have limk→∞ xk = x¯. Moreover, from ‖y˜k+1 − yk+1‖S → 0 in
(48), it is easy to show that ‖yke‖S → 0 as k → ∞. Noting that ‖A∗yke‖ → 0
in (47) and ‖yke‖Σf → 0 in (48), we have {‖yke‖Σf + ‖yke‖S + ‖A∗yke‖} → 0
as k → ∞. Hence, we have limk→∞ yk = y¯ since Σf + S +AA∗  0. Finally,
from the fact ‖A∗yk+1e ‖ → 0, ‖A∗yk+1e + B∗zke ‖ → 0 in (48), and
‖B∗zke ‖ ≤ ‖A∗yk+1e + B∗zke ‖+ ‖A∗yk+1e ‖,
we get ‖B∗zke ‖ → 0. Since ‖zke ‖T → 0 and ‖zke ‖Σg → 0 by (48), we have
{‖zke ‖Σg + ‖zke ‖T + ‖B∗zke ‖} → 0 as k → ∞. Therefore, from the fact Σg +
T + BB∗  0 we know that limk→∞ zk = z¯. This completes the proof. uunionsq
6 Numerical Experiments
In this section, we apply the generalized ADMM with semi-proximal terms
(Algorithm 1) proposed in this paper together with the block sGS techniques
(Algorithm 2) to solve convex DNN-SDP problem via its dual. Specifically, the
DNN-SDP problem is represented by
min
X
〈C,X〉
s.t. AEX = bE , AIX ≥ bI , X ∈ Sn+ ∩N ,
(50)
where Sn is the space of n × n symmetric matrices, AE : Sn → <mE and
AI : Sn → <mI are two linear maps, Sn+ is the closed convex cone of n × n
symmetric and positive semidefinite matrices, N is a nonempty simple closed
convex set (e.g., N = {X ∈ Sn | L ≤ X ≤ U} with L,U ∈ Sn being given
matrices), C ∈ Sn, bE ∈ <mE and bI ∈ <mI are given data.
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The dual of problem (50) then takes the following form
max
S,Z,yE ,yI
−δ∗N (−Z) + 〈bE , yE〉+ 〈bI , yI〉
s.t. Z + S +A∗EyE +A∗IyI = C, S ∈ Sn+, yI ≥ 0,
(51)
which is an instance of multi-block composite conic optimization problems. In
order to handle the inequality constraints in (51) so that it can be solved by
the GADMM algorithm together with the sGS technique, we introduce a slack
variable v and a positive definite a nonsinglular linear operator D∗ : Y → Y
to get the following equivalent optimization problem:
min
S,Z,yE ,yI ,v
(
δ∗N (−Z) + δ<mI+ (v)
)
+ δSn+(S)− 〈bE , yE〉 − 〈bI , yI〉
s.t. Z + S +A∗EyE +A∗IyI = C, D∗(v − yI) = 0.
(52)
Therefore, the DNN-SDP (50) can be solved by the GADMM algorithm via
its dual form (52), together with the sGS techniques that were illustrated in
Algorithm 2.
We use X ∈ Sn and u ∈ <mI to denote the dual variables corresponding
to the two groups of equality constraints in (52), respectively. Moreover, we
denote the normal cone of N at X by NN (X). Then, the KKT system of
problem (50) is given by

A∗EyE +A∗IyI + S + Z − C = 0, AEX − bE = 0,
0 ∈ NN (X) + Z, X ∈ Sn+, S ∈ Sn+, 〈X,S〉 = 0,
AIX − bI ≥ 0, yI ≥ 0, 〈AIx− b, yI〉 = 0.
(53)
Based on the optimality condition (53), we measure the accuracy of a com-
puted candidate solution (X,Z, S, yE , yI) for (50) and its dual (51) via
ηSDP = max{ηD, ηX , ηZ , ηP , ηS , ηI},
where
ηD =
‖A∗EyE+A∗IyI+S+Z−C‖
1+‖C‖ , ηX =
‖X−ΠN (X)‖
1+‖X‖ , ηZ =
‖X−ΠN (X−Z)‖
1+‖X‖+‖Z‖ ,
ηP =
‖AEX−bE‖
1+‖bE‖ , ηS = max
{‖X−ΠSn
+
(X)‖
1+‖X‖ ,
|〈X,S〉|
1+‖X‖+‖S‖
}
,
ηI = max
{‖min(0,yI)‖
1+‖yI‖ ,
‖min(0,AIX−bI)‖
1+‖bI‖ ,
|〈AIX−bI ,yI〉|
1+‖AIx−bI‖+‖yI‖
}
.
(54)
Next, we would like to report our numerical results.
18 Yunhai Xiao et al.
6.1 Numerical Results on DNN-SDP with Many Inequality Constraints
In our numerical experiments, we first test DNN-SDP problems from the relax-
ation of a binary integer quadratic (BIQ) programming, with a large number
of valid inequalities introduced by Sun et. al. [33] to get tighter bounds, i.e.,
min 12 〈Q,X〉+ 〈c, x〉
s.t. diag(X)− x = 0, X =
(
X x
xT 1
)
∈ Sn+, X ≥ 0,
xi −Xij ≥ 0, xj −Xij ≥ 0, Xij − xi − xj ≥ −1 ∀i < j, j = 2, . . . , n− 1.
In the above problem, diag(X) denotes the vector consisted of the diagonal
elements of the (n−1)×(n−1) matrix X¯. In our test, the data for Q and c are
taken from the Biq Mac Library2 maintained by Wiegele. The linear operator
D in (52) is set by D := αI. By writing down the augmented Lagrangian
function of problem (52), one can observe that the quadratic (penalty) terms
in it takes the from of
σ
2
‖Z + S +A∗EyE +A∗IyI − C‖2 +
σα2
2
‖v − yI‖2.
Therefore, we can set choose α =
√‖Ak‖/2 so that, numerically, the second
term above is relatively stable with respect to the previous one. Of course,
one can choose other numbers. By properly choosing the proximal terms via
the techniques provided in [2, Sect. 7.1], the corresponding subproblems will
have closed-form solutions. We mention that all these algorithms are tested by
running Matlab on a HP Elitedesk with one Intel Core i7-4770S Processor
(4 Cores, 8 Threads, 8M Cache, 3.1 to 3.9 GHz) and 8 GB (DDR3-1600 MHz)
RAM.
We compare the performance of GADMM with the relaxation parameter
ρ ranging from 1 to 1.9. The reason is that, on the one hand, during a pre-
liminary test on a few number of problems, we found that the case ρ < 1 is
not interesting in the sense that it is almost no better than ρ = 1, and, on
the other hand, the design of the algorithm in this paper is intended to use
a relatively large ρ to get better numerical performance. Besides, the perfor-
mance of the sGS based semi-proximal ADMM from [33,26] with step length
of 1 and 1.6183 is also reported to serve as the benchmark for comparison .
Table 1 presents the computational results of all the 12 algorithms, i.e.
GADMM with ρ = 1, ρ = 1.1, . . ., ρ = 1.9 and sPADMM with τ = 1 and
τ = 1.618. All the algorithms are terminated if ηSDP < 10
−6, or the maximum
iteration number 500, 000 is achieved. We have not presented ηSDP for each
computed instance in this table since almost all the problems are solved to the
2 http://biqmac.uni-klu.ac.at/biqmaclib.html
3 In fact, we have applied the technique discussed in [33,3] for using a step-length which
can sometimes larger than 1.618 to further improve the computational efficiency. However,
we still call the step-length is 1.618, just for convenience.
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Fig. 1 The performance profile of ADMM, GADMM, ADMM1 and GADMM1 on solving
DNN-SDP problems with many inequality constraints.
required accuracy by each of the above mentioned algorithms. We should men-
tion that the GADMM with ρ = 1 (denoted by GADMM1) and the sPADMM
with τ = 1 (denoted by sPADMM1) are essentially the same algorithm, even
if the implementations of them are slightly different. As one can observe from
Table 1, the total computational time of GADMM1 and sPADMM1 are also
similar, while GADMM with ρ = 1.8 has the minimum computational time.
One can also see that for a certain portion of problems, GADMM with ρ = 1.9
performs the best, but there are some problems for which this relaxation pa-
rameter is too large to provide a satisfactory solution within the prescribed
maximum iteration number. Therefore, generally speaking, the merit of large
relaxation parameter ρ is apparent, but one should avoid of the risk that
brought by too large ρ. Therefore, we would like to suggest that ρ = 1.8 is a
desirable choice.
Figure 1 presents the performance profile of four algorithms (GADMM
with ρ = 1 and ρ = 1.8, denoted by GADMM1 and GADMM, respectively, and
sPADMM with τ = 1 and τ = 1.618, denoted by sPADMM1 and sPADMM,
respectively). From Figure 1 one can see that GADMM1 and sPADMM1 have
very similar performance when solving these problems and GADMM performs
the best. As a consequence, in the subsequent section, we would like to test the
performance of GADMM with ρ = 1.8 only for DNN-SDP problems without
linear inequality constraints, and compare it with other algorithms. Therefore,
it is obvious that both the relaxation step of GADMM and large step-length
of sPADMM can enhance the numerical performance of sPADMM with unit
step-length and the GADMM has the probability to perform even better.
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Fig. 2 The performance profile of sPADMM, GADMM, ADMMGB, PALM and BSUMM
on solving DNN-SDP problems without inequality constraints.
6.2 Numerical Results on DNN-SDP without Inequality Constraints
Next, we report our numerical results on solving DNN-SDP problems without
inequality constraints see the performance of the proposed generalized ADMM.
In this part, we fix ρ for GADMM as ρ = 1.8 since the numerical results
reported in the previous subsection suggests that this relaxation parameter
performs pretty good. The detailed description of the 281 instances of DNN-
SDP problems can be found in Sun et al. [33, Section 5.1.1].
For comparison with other state-of-the-art algorithms, we also tested the
sGS based sPADMM [33,26] with τ = 1.618, the ADMM with Gaussian back
substitution [16] by He et al. (denoted by ADMMGB), the parallel multi-block
ADMM by Deng et al.[5] (denoted by PALM), and the block successive upper
bound minimization method of multipliers [18] by Hong et al. (denoted by
BSUMM). We mention that all the solvers are tested by running Matlab
on an Apple Macbook Air Laptop with one Intel Core i7-5650U Processor (2
Cores, 4 Threads, 4M Cache, 2.2 to 3.1 GHz) and 8 GB (DDR3-1600 MHz)
RAM.
For ADMMGB, we set the back substitution parameter as 0.99. For PALM,
we used the proximal-linear type (c.f. [5, Theorem 2.1]) proximal terms while
the adaptive parameter tuning strategy in [5, Sec. 3] was not used. The reason
is that, during a preliminary test, we found that the improvement is very
limited but sometimes it can dramatically increase the iteration numbers. For
BSUMM, it is very hard to provide a uniform way to choose the step-length.
Therefore, although we have tried our best to find a strategy of providing
the step-length, the computational results are not promising. All the tested
algorithms are terminated if ηSDP < 10
−6, where
ηSDP := max{ηD, ηX , ηZ , ηP , ηS},
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with ηX , ηZ , ηP , ηS being defined in (54) and
ηD :=
‖A∗EyE + S + Z − C‖
1 + ‖C‖ ,
or the maximum iteration number 500, 000 is achieved.
Table 2 presents the computational results of sPADMM, GADMM, AD-
MMGB, PALM and BSUMM. The corresponding performance profiles are
presented in Figure 2. As one can observe that, the sPADMM performs the
best and the GADMM proposed in this paper has similar performances for
about 80% of the tested problems. However, both sPADMM and GADMM
are far superior than ADMMGB, PALM and BSUMM. The reason behind the
performance profile can be described as follows. Both sPADMM and GADMM
used certain over-relaxation techniques and the sGS techniques for generating
relatively small semi-proximal terms. The ADMMGB does not rely on proxi-
mal terms, but it can take advantage of some over-relaxation techniques. For
PALM, the proximal term is much larger than other algorithms so that its effi-
ciency is even worse than ADMMGB. Finally, the requirements for sufficiently
small step-length plays the key role of making BSUMM inefficient, especially
for solving problems that can not be handled by first-order methods within a
small number of iterations.
7 Conclusions
In a nutshell, this paper provides the convergence analysis for a variant of gen-
eralized ADMM with semi-proximal terms and applies it to a class of multi-
block convex composite conic optimization problems. The method studied in
this paper relaxes both the primal and the dual variables simultaneously and,
more importantly, has the advantage of solving multi-block problems by using
the techniques discussed in Sect. 4. The semi-proximal terms for the general-
ized ADMM considered in this paper is more natural than the other variant
since the most recent values of variables are always used in the semi-proximal
terms. Numerically, we conducted a comparison between the proposed algo-
rithm and four state-of-the-art first order solvers. The computational results
suggest that the proposed method performs similar to the sPADMM and su-
perior than the rest. Therefore, this paper not only provided an efficient al-
gorithm, but also can help to get clear the performance of several first-order
methods, at least for DNN-SDP problems. We should mention that although
there are many solvers [27,35,24,25,34,33] for solving the standard linear SDP
problems, we only choose the block sGS based semi-Proximal ADMM for com-
parison as it has been proven in [33] to be the most efficient ADMM-type
method for solving DNN-SDP considered here. Moreover, solving subproblems
inexactly can also improve the performance of ADMM-type algorithms, as was
observed in [2]. Therefore, it is of interest to combine the relaxation scheme
proposed in this paper and the techniques of using approximate solutions of
subproblems, and we leave it as our future work.
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