This work focuses on drift-diffusion equations with fractional dissipation (−∆) α in the regime α ∈ (1/2, 1). Our main result is an a priori Hölder estimate on smooth solutions to the Cauchy problem, starting from initial data with finite energy. We prove that for some β ∈ (0, 1), the C β norm of the solution depends only on the size of the drift in critical spaces of the form L q t (BMO −γ x ) with q > 2 and γ ∈ (0, 2α − 1], along with the L 2 x norm of the initial datum. The proof uses the Caffarelli/Vasseur variant of De Giorgi's method for non-local equations.
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Introduction
This paper is concerned with quantitative estimates for solutions to the following partial differential equation:
The quantity θ (t, x) is a scalar and the R d valued vector field u(t, x) is time dependent and divergence free. We study the Cauchy problem, and supplement (1.1) with initial datum θ 0 in the natural energy space L 2 (R d ). Under the qualitative hypothesis that u and θ 0 are smooth, (1.1) admits a unique classical solution θ starting from θ 0 . We are interested in precisely quantifying the regularity of the solution in terms of the drift and the initial data. More specifically, our aim is to obtain an a priori estimate for the Hölder norm of θ in terms of the weakest affordable norm of u, together with the initial energy.
The modern approach to this question begins with a classification of drifts according to their criticality. At the level of a qualitative heuristic, criticality refers to the relative strength of the advection u · ∇θ versus the diffusion (−∆) α θ on the small scales. In the literature on active scalars, u often has a fixed functional relationship with θ , and the criticality of equation (1.1) changes by varying α. In contrast, the perspective here is that α is fixed, and criticality varies with the roughness of the drift u. For sub-critical drifts, diffusion dominates and one expects (1.1) to obey continuity estimates similar to the fractional heat equation. However, for super-critical drifts advection dominates and (1.1) can behave more like a transport equation, where initial discontinuities propagate in time. The last alternative is that u is critical, meaning that both influences are equally balanced on small scales. This case requires careful analysis, and our work focuses primarily on this regime.
To quantify the heuristics given above, we consider the interplay between the natural scaling transformation preserving (1.1) and the norm measuring the drift. Given a solution θ and a drift u, the re-scaling θ λ (t, x) = θ (λ 2α t, λ x), u λ (t, x) = λ 2α−1 u(λ 2α t, λ x) (1.2) produces a new solution θ λ relative to the drift u λ and the scale λ > 0. Criticality can now be quantified in terms of linear spaces X endowed with a homogeneous norm. Namely, X is said to be sub-critical (or super-critical) if u λ X tends to zero (or infinity) as λ → 0. In contrast, the space is called critical if u λ X is independent of λ . The particular critical spaces studied in this article are based on negative BMO(R d ) norms in space, which we now describe. For each time t > 0, u(t) is taken in a space denoted BMO −γ (R d ; R d ) with γ ∈ (0, 1). One can think of this as a vector space of distributions with negative order, obtained by "taking γ derivatives" of a vector field in BMO. We defer to Section 2.1 for a precise definition, only noting this hypothesis yields a ψ(t) ∈ BMO(R d ; R d ) such that u(t) = (−∆) γ 2 ψ(t) componentwise. Moreover, the corresponding norm is defined by ≤ Ct
In fact, we impose that t → u(t)
BMO−( d 4α +β ) θ 0 L 2 (R d ) .
Moreover, the constants β and C are universal (depend only on D,α, and d).
Before comparing Theorem 1.1 to the existing literature, let us return to our discussion of critical spaces, focusing in particular on those of the form L q t (Y x ) for q ∈ [1, ∞] and Y x ⊂ D ′ (R d ; R d ). A first remark is that these spaces vary substantially as the level of dissipation ranges from the transport regime α = 0 to the case of full diffusion α = 1. As α grows, the increased diffusion can be used to compensate for more irregular drifts and the critical spaces become larger. In particular, an important transition occurs at α = 1/2. Namely, for α ∈ (0, 1/2], Y x can only include distributions with non-negative order, but for α ∈ (1/2, 1], Y x can include drifts with negative regularity. The works closest to ours concern the divergence free context, so we describe these first. The question of removing this assumption is postponed until the end of the introduction. The literature in the critical case is devoted to one of two scenarios: the first is the regime α ∈ (0, 1/2] and the second α = 1.
In the case α ∈ (0, 1/2], the seminal work is by Caffarelli-Vasseur [4] , which employs a De Giorgi scheme in the case α = 1/2 to treat drifts in L ∞ t (BMO x ). Subsequently, Constantin-Wu [7] prove that the method of CaffarelliVasseur can also be applied in the regime α
). In these two articles, the main obstacle is the lack of a true local energy inequality, due to the presence of the fractional Laplacian. To address this problem, the authors of [4] developed a technique for embedding the non-local obstructions into the solution of an auxiliary problem, the harmonic extension of the solution to the upper half plane. They prove a form of the Caccioppoli inequality involving both the solution θ and its harmonic extension θ * , then successively exploit the estimate in a sophisticated De Giorgi scheme, yielding a decay of the oscillations. In this article, we rely heavily on the methods developed in [4] .
In the case α = 1, Osada [12] 
) nearly thirty years ago. More recently, two different sets of authors studied drifts in the more refined space L ∞ t (BMO −1 x ), each using different methods. In [13] , Seregin-Silvestre-Sverák-Zlatos establish the desired Hölder bound by means of a Harnack inequality proven with Moser's iteration technique. In [9] , Friedlander-Vicol work more in the spirit of [4] , developing a De Giorgi scheme and proving an oscillation reduction result. The main difficulty in these articles is dealing with the negative regularity of the drift. A key problem the authors overcame in [9] was obtaining a form of Caccioppoli inequality with constants depending only on the L
x ) norm of the velocity. In fact, they obtain an estimate which is weaker than the Caccioppoli inequality for the heat equation, but show nonetheless that it is sufficent for the purpose of the De Giorgi scheme.
It is important to emphasize that the key obstacles faced in the regime α ∈ (0, 1/2] are somewhat distinct from the case α = 1. While the first deals mostly with the non-locality, the second deals primarily with the negative regularity of the drift. In the case α ∈ (1/2, 1) we face both these difficulties simultaneously.
A key part of our work is to obtain a form of Caccioppoli inequality involving only the rough norms of the drift. This is the content of Sections 3 and 4. The proof is inspired by a trick in [9] , where an integration by parts combined with an application of the John-Nirenberg inequality allows to locally transfer the negative regularity of the drift onto the solution, then use the dissipative bounds. In the present setting, we cannot afford to pass off a full derivative onto θ , so we use a fractional integration by parts instead. This is slightly subtle because it turns a localized integral into an integral over the whole space. Nonetheless, in Lemma 3.5 we obtain our basic mechanism for trading fractional negative regularity off of the drift and onto the solution at a global level.
However, for the Caccioppoli estimate we must perform this locally. As in [4] and [7] , our substitute for the local energy inequality uses a solution to an auxilliary problem, given by the Caffarelli-Silvestre [3] extension. In Lemma 3.6, we show how to control the drift contribution in terms of both the extension and the true solution. Due to the lack of a pointwise fractional product rule, this estimate costs a small error term, which we must iterate away in Section 4. Ultimately this leads to a slightly less precise form of Caccioppoli estimate than in the work of Caffarelli-Vasseur. However, in some sense it is stronger than the estimate obtained in [9] , and we explicitly use the strict inequality α < 1.
The remainder of the paper is devoted to applying the Caccioppoli estimate together with the method of CaffarelliVasseur to obtain the Hölder estimate through a De Giorgi iteration. The reader is referred to [2] for an introduction to this technique. Let us finish with some comments on the sharpness of the hypotheses of Theorem 1.1.
The results of [16] show that one cannot generally expect Theorem 1.1 to hold if the drift norm is only controlled in a super-critical space. In particular, this means that if we focus on critical norms of the form L q t (BMO −γ x ), then the exponents in (1.3) are optimal. Indeed, even though the results in [16] are stated for vector fields in
Thus, the results in [16] prevent Theorem 1.1 due to the endpoint case q = ∞. As stated, the results in [16] do not rule out Theorem 1.1 if we consider only q ∈ (2, ∞), but we are inclined to believe there are counterexamples in this regime also. On the other hand, it is conceivable that there are larger critical spaces where Theorem 1.1 could hold. The next natural question is whether Theorem 1.1 can be extended to the Besov space
Let us also comment on the the divergence free hypothesis for the velocity. The work of Silvestre [14, 15] shows that this assumption can be dropped if α ∈ (0, 1/2), provided one forgoes the BMO framework, working in a bit larger critical spaces. Namely, for α ∈ (0, 1/2) the result of [7] is shown to hold without the divergence free assumption. In the case α ∈ [1/2, 1), Hölder estimates are obtained if the drift is bounded. In particular, when α = 1/2 the results of Caffarelli-Vasseur can almost be recovered without the divergence free assumption, but not quite up to drifts in BMO. It is important to note that [14, 15] do not follow a variational approach.
The techniques in this paper seem to break down if one removes entirely the divergence free hypothesis. However, it is likely that the one could at least extend our results to the case div u ∈ L ∞ t (BMO
), so there is a significant gap that remains. Finally, we want to mention the possibility of building weak solutions (in the variational sense) to (
, then one can define u · ∇θ as a distribution by way of a formal fractional integration by parts. One could construct Hölder continuous weak solutions of this type using Theorem 1.1. We will discuss these matters in a separate article, where results on existence and uniqueness for fractional parabolic equations with rough coefficients will be proved in the spirit of Di-Perna-Lions [8] and Lions-Le-Bris [1, 11] . In particular, we intend to discuss the relation between criticality and criteria for uniqueness.
Preliminaries
Negative BMO spaces
Let us begin by introducing the negative BMO space BMO
The integral in (2.1) is well defined in view of the following two classical inequalities
The first is a classical fact about the behavior of (−∆) γ 2 on the Schwartz space S(R d ), while the second is property of functions in BMO(R d ) (see [17] ). Next we note that BMO −γ (R d ; R d ) is a linear space and a norm can be defined as follows:
where ψ satisfies (−∆)
The following Lemma ensures the norm is well-defined.
modulo shifts by a constant vector.
Defining the difference q = ψ 1 − ψ 2 , it follows that each component q i is an γ harmonic function satisfying 
The solution set
For each α ∈ (1/2, 1) and D > 0, we define a set S(D, α) of solutions to (1.1). The parameter D measures the size of the drift in a critical L q t (BMO −γ x ) space. Since we only aim in this paper to establish a priori bounds, we restrict attention to classical solutions θ to (1.1) driven by regular velocity fields. By classical, we mean that (1.1) holds pointwise for (t, x) ∈ R + × R d . The precise definition of S(D, α) is as follows:
where γ > 0 and q ≥ 1 are related by
Given θ ∈ S(D, α) and λ > 0, defining θ λ via (1.2) yields another element of S(D, α), relative to the velocity field u λ . This is a consequence of the relation (1.3) defining the exponents q, γ.
Observe that we do not place any restrictions on the initial value of solutions θ ∈ S(D, α).
This ensures that for θ ∈ S(D, α) and a constant c ∈ R, we have θ + c ∈ S(D, α).
The Caffarelli-Silvestre extension problem
Here we introduce the Caffarelli-Silvestre extension that appears systematically in our work. The reader should be advised that, to avoid technical issues, the results presented in this section are tailored to the needs of the present work and are not stated in full generality. The interested reader is referred to [3] and [5] .
We begin by defining a natural weighted norm for the extension, based on the weight ω α (z) = z 1−2α defined for z ∈ R + . The space defined below appears repeatedly throughout the article.
Next, we define the Caffarelli-Silvestre extension (see [3] ).
where 
Uniqueness follows from the fact that (2.4) is, up to constants, strictly convex.
A fundamental tool for our analysis is the following key identity, lifting a local average of the fractional laplacian to a weighted inner product of local derivatives on a space of dimension one degree higher.
where g 0 = g(·, 0) and f * is the Caffarelli-Silvestre extension of f .
Proof. We introduce two functionals G and H defined by
Both functionals are stictly convex over the the convex constraint set
The main observation is that (2.5) is the Euler-Lagrange condition for the unique minimizer of G in A, which we want to show is f * . Taking perturbations supported on R d × (0, ∞), the first order conditions imply that any minimizer must solve
Since the minimizer belongs to A, it must be the unique Caffarelli-Silvestre extension of it's trace. Moreover, if ρ ∈ A is given by ρ * 0 , then
, which has been shown in Section 3.2 of [3] . Hence the minimizer of G in A also minimizes H in A. Moreover, H can be re-written as
Hence, the minimizer of H over A is clearly ρ = f * , completing the proof.
Using the previous Lemma, we can give a variational characterization to the H α (R d ) seminorm in the extended space.
where
Product Estimates
For divergence free drifts u, the global balance of energy for (1.1) is
Note that this estimate does not involve any norms of the velocity at all. However, to prove a Hölder continuity result, one needs to understand the balance of energy within a small ball. In Section 4, we study the evolution of the quantity
for an appropriate cutoff η. The contribution of the advection u · ∇θ requires one to estimate
The main result of this section is Lemma 5.7, which gives an estimate for (3.1) in terms of u in BMO −γ (R d ) and localized norms of θ and θ * .
Classical auxilliary results
In this subsection, we collect several auxilliary results about the fractional laplace operator and the space BMO(R d ) that will be used in the proofs of Lemmas 3.5 and 3.6 below. The first result, the Kato-Ponce inequality, compensates for the lack of a pointwise product rule for the fractional Laplacian.
Proof. Theorem 1 in [10] proves the same inequality for f , g ∈ S(R d ). The version of the Theorem stated above can be proved using density of
Clearly one can pass to the limit on the RHS of (3.2). To treat the LHS, note that if
, we obtain the desired inequality in the limit.
The basic mechanism for using the regularity of θ to compensate for the irregularity of u is the the fractional integration by parts formula below.
Observe that if g in Lemma 3.2 is compactly supported but f is not, then fractional integration by parts turns a localized integral into an integration over the whole space. The next Lemma allows us to use the decay of (−∆) γ 2 g away from the support of g to estimate the far field contribution to this integral. Also, it allows us to freely subtract a constant from f , which will be useful when applying the John-Nirenberg inequality. 
and satisfies:
where the integral is absolutely convergent. Moreover, for y ∈ B 1 we have the elementary inequality
Combining (3.4) and (3.5) gives the claim. To show (3.3), we use again the integral definition of the fractional Laplacian. As g ∈ W 1,∞ c (R d ) and γ ∈ (0, 1), we may omit the principal value part of the definition. Therefore,
due to the anti-symmetry of the integrand.
Finally, we need some classical estimates for BMO(R d ) functions, a local control through the John-Nirenberg inequality, as well as an estimate on the far field behavior. 
Moreover, for all γ ∈ (0, 2), there exists a positive constant C γ such that:
A proof of (3.6) may be found in [17] and the proof of (3.7) appears in [18] .
A global regularity trade-off
Now we employ the auxilliary results of Section 3.1 to prove the following: 
Proof. Begin by writing f = (−∆) γ 2 ψ and applying Lemma 3.2 to find:
By Lemma 3.3, (−∆) γ 2 g integrates to zero over R d . We may exploit this by introducing:
A free subtraction yields:
To estimate the inner contribution, apply Hölder's inequality followed by Proposition 3.4 to obtain:
To estimate the outer contribution, use Lemma 3.3 (noting that g is compactly supported in B 1 ) followed by Proposition 3.4 to deduce
The proof of the Lemma is completed in view of the observation ψ BMO(
A local regularity trade-off
We are now in a position to prove the main result of this section. 
, the inequality below holds true:
, where ν ∈ (0, 1) may be arbitrary, η(x) = σ (x, 0), and θ * + = (θ * ) + .
Proof. Let f = u and g = η∇ηθ 2
Hence, we may apply Lemma 3.5 with an exponent p(α, γ) ∈ (1, 2) to be chosen below. This yields:
To estimate the first term, use Young's inequality to find:
.
The next step is to apply Kato-Ponce's inequality (Theorem 3.1) to ηθ + and ∇ηθ + to obtain:
Since α > γ, we may choose the exponent p = d/(d − α + γ) which is less than 2 since γ > 0, α < 1 and d ≥ 2. This allows us to use the Hardy-Littlewood-Sobolev inequality to deduce
Combining these observations and using Young's inequality with a parameter ν > 0, we find:
The proof may be completed by using the variational characterization of theḢ α norm, Proposition 2.11. Namely, choose σ θ * + to extend ηθ + and ∇ x σ θ * + to extend ∇ηθ + .
A Caccioppoli Type Inequality
In this section, we use Lemma 3.6 to obtain a form of Caccioppoli's inequality. A key ingredient is Lemma 2.10, which allows us to lift a fractional derivative operator (for which the product rule does not hold) to a local derivative operator of the Caffarelli-Silvestre extension (by adding a dimension). On the extension, the usual Caccioppoli manipulations for local elliptic/parabolic equations can be performed. The result is an inequality involving both θ and θ * , which will have a cost when we perform the De Giorgi iteration in Sections 5 and 6. The main result of this section is Proposition 4.2, whose proof relies on the following Lemma. 
where the constant ν ∈ (0, 1) may be chosen arbitrarily and η(x) = σ (x, 0).
Proof. Multiplying the equation for θ ∈ S(D, α) by η 2 θ + and integrating over [s,t] × R d yields:
Since div u = 0, we may write:
Next we will verify that for all times in [s,t],
Applying Lemma 2.10 with f = θ , g 0 = η 2 θ + , and the extension g = σ 2 θ * + ,
The identity (4.4) now follows from the relation
Substituting the identities (4.3) and (4.4) into (4.2) and multiplying by a factor of 2 yields:
Fix a ν > 0 and apply Lemma 3.6 for each time r ∈ (s,t), then integrate to find
dr.
(4.6)
Note that the second integral on the RHS of (4.6) can be absorbed into the LHS of (4.5). Hence, to complete the proof it suffices to estimate the first term on the RHS of (4.6). Applying Holder's inequality with the exponent α/(2α − 1) yields:
, where the exponents q and γ satisfy 2α q + γ = 2α − 1. Since γ > 0, it follows that q > 2α/(2α − 1), so applying Holder's inequality again,
Note that we used the fact that s,t ≤ 6 in the second inequality. Combining these observations with (4.5) and (4.6) completes the proof.
In order for (4.1) to be useful in the De Giorgi iteration step, we need to remove the last term on the RHS. The strategy is to do this by iterating the estimate. The first step is to choose particular cutoffs, yielding an inequality similar to (4.1), but more amenable to the hypotheses of Lemma 4.3. The end result is that we remove the overlap at the expense of the precision of the estimate. The details are given in the proof of the next Proposition. C(D, α) such that for all θ ∈ S(D, α), the following inequality holds. For all cube sizes 0 < r 1 < r 2 ≤ 3, heights 0 < δ 1 < δ 2 ≤ 3, and times 0 < t 1 < t 2 ≤ 6 :
Proposition 4.2. There exists a positive universal constant
Proof. Fix r, R, δ and ρ, such that 0 < r 1 < r < R < r 2 ≤ 3 and 0 < δ 1 < δ < ρ < δ 2 ≤ 3. Also, fix a cutoff function
and the derivatives of the cutoff satisfy:
Using Proposition 4.1 and noting the support of σ yields for each ν ∈ (0, 1):
Observe that for all times in t ∈ [t 1 ,t 2 ]:
Hence, choosing ν = (2C) −1 (ρ − δ ) 2 (R − r) 2 yields:
dt.
(4.9)
Moreover, using the bounds on the gradient of the cutoff
Using the inequalities (4.9) and (4.10) to update the estimate (4.8) yields:
Finally, we just need to apply this inequality iteratively to obtain the desired result. This iteration procedure is encoded in Lemma 4.3, where we use with the following parameters:
As the constant obtained from iterating depends only on κ, we deduce the desired inequality. Let A 1 ∈ R, A 2 ∈ R + be constants and β 1 , β 2 ∈ R + be exponents. Assume there exists a κ ∈ (0, 1) with the following property. For all r 1 < r < R < r 2 and δ 1 < δ < ρ < δ 2 :
Then there exists a constant C(κ) depending solely on κ, such that:
Oscillation Reduction
In the classical De Giorgi theory of elliptic equations in divergence form, the first step towards Hölder continuity is to go from L 2 to L ∞ . Namely, one proves that the L 2 norm of the solution on a larger cube controls the L ∞ norm on a smaller cube, universally throughout the solution set. A simple corollary of this result is that solutions bounded by 2 in a large cube with sufficiently small energy must be bounded by a bit less than 2 in the smaller cube, where the improvement is again universal.
In the non-local setting, the L 2 to L ∞ step works in essentially the same way as the local setting if one works in the whole space (instead of over finite cubes). This is the content of Lemma 5.1 below. The proof is included for completeness, and as a useful reference point for comparison with Proposition 5.4 that follows.
Unfortunately, Lemma 5.1 is not sufficient for implementing the grander oscillation reduction scheme of De Giorgi, since we need to track the solution on small cubes. However, working locally in space introduces the long range effects of the fractional laplacian. An insight of Caffarelli-Vasseur is that one can alternatively attack directly the usual corollary, but stated for the extension θ * rather than θ . This is the content of Proposition 5.4 below. 
Remark 5.2. Note that d should not be confused with D. The constant C in Lemma 5.1 is independent of the size of the critical drift D.
Proof. We will begin by reducing the Lemma to the following claim: 
Assuming the claim, we now complete the proof.
For each time t > 0, we rescale and defineθ ∈ S(D, α) via:θ
Applying the claim toθ and undoing the scaling gives:
Setting C = ε Proof of Claim 5.3. We prove the claim by show that for ε 0 > 0 sufficiently small, the inequality θ 0
Applying this observation to both θ and −θ completes the proof of the claim. For each k ∈ N 0 , we define:
Our goal is to establish a nonlinear recursive relation between the energy at step k and the energy at step k − 1. The first point is to observe that for all times 0 ≤ s < t, we know that
The next point is to apply (5.2) in two different ways. First we work with k = s = 0 and maximize over t > 0 to find.
The second application of (5.2) is with an arbitrary k ∈ N. Fixing an s
Averaging this inequality over s we find:
The next step is to interpolate and use a Sobolev embedding to find:
Combining this observation with inequalities (5.4) and (5.5), we find that: .2), applied on truncations. Naturally, one would like to prove a nonlinear inequality of the form (5.6), but replacing the role of the global energy inequality by the Cacciopoli type inequality (4.7). The main difficulty in implementing this idea within the general strategy of Lemma 5.1 is the contribution of θ * , which appears on the RHS of inequality (4.7).
To understand the the proof of Proposition 5.4 below, a first observation (which can be checked with a small computation), is that the arguments in Lemma 5.1 would be robust if we could replace θ * by (ηθ ) * in (4.7), for an appropriate cutoff η, at each step of the iteration. This would effectively block out the non-local effects of the fractional laplacian. However, a pointwise inequality of the form θ * ≤ (ηθ ) * cannot hold generically on a cube, even under the hypothesis θ * ≤ 2, unless we add a barrier b to the RHS. Moreover, if we add a barrier b k at every step of the iteration, this could accumulate in the nonlinear inequality (5.6) and kill the scheme. An important observation of Caffarelli-Vasseur is the following: if the De Giorgi scheme is working, meaning the energy is decaying geometrically, and we shrink the z domain (decreasing the influence of the barrier), then the truncation from a previous step will knock out the influence of the barrier at the present step. This allows one to obtain the non-linear inequality in the next step and propagate the decay of energy.
The proof of Proposition 5.4 then splits roughly into three parts. The first part is to proving Lemma 5.6, which shows that if the scheme is working, then we can replace the k + 1 truncation θ * k+1 by the extension of the k truncation (η k θ k ) * in the Cacciopoli inequality. The second step is the proof that conditional on such a replacement, a nonlinear inequality for the energy holds. This is the content of Lemma 5.7. The final step is to inductively play these two Lemmas off of each other to complete the proof. 
]. We will begin by defining a sequence of energies E k , in terms of two parameters λ , δ ∈ (0, 1). These constants will be chosen in Section 5.4 at the end of the proof.
For each k ∈ N, we define:
• Cutoffs
• Truncations θ k = (θ − 2 + λ k ) + and truncations of the extension θ
Barriers Lemma 5.5. For each k ∈ N, there exists a barrier b k
which satisfies, for universal constants C, µ > 0, the inequality
Proof. We start by constructing a one dimensional barrier b :
In fact, by direct computations, one can check that
is sufficient provided that A ∈ (0, π/2) and
The scaling is has been chosen to ensure b k is a super solution to (5.7). In view of (5.9), we find that:
Observing that r k+1 − r k = 2 −(k+1) , inequality 5.8 follows if we set C = 4d cos (A) and µ =μ/2.
Propagation of support Lemma 5.6. Assume that
In addition, suppose that the following two inequalities hold:
k by the maximum principle. This follows from considering each portion of the boundary and using the support hypothesis for θ * k . Moreover, moving a bit further inside this region, the decay estimate (5.8) combined with (5.10) yield the following inequalities in Q * k+1 :
(5.13)
Now observe that in the region Q * k+1 ∩ {θ * k+1 > 0}, we have the identity θ * k+1 = η k θ * k − λ 2 −k−1 . Hence, multiplying both sides of (5.13) above by 1 Q * k+1 ∩{θ * k+1 >0} and subtracting λ 2 −k−1 1 Q * k+1 ∩{θ * k+1 >0} yields the inequality:
14)
The inequality (5.14) now implies (5.12) since the inequality holds trivially on the set {θ * k+1 = 0} as (η k θ k ) * ≥ 0.
Next we apply Young's inequality for convolutions, the definition of the energy E k , and (5.11) to obtain: 15) then the following nonlinear inequality holds:
Proof. The first step of the proof is to observe that there is a universal constant C > 0 such that:
In order to establish (5.16), note first that:
≤ C2 2k δ −2k . It now follows from the definition of E k that: 
Choosing an appropriate C, we may combine (5.17), (5.18), and (5.19) to obtain (5.16).
The second step of the proof is to deduce that:
. Hence, invoking our key assumption, inequality (5.15), we find:
In the second inequality we used Young's inequality for the convolution and in the third inequality we used the fact that P α z L 1 (R d ) = 1 for all z > 0. In the fourth inequality, we used that δ < 1. The desired inequality (5.20) now follows from the fact that θ k
The third step in the proof is independent of the first two steps. We aim to find an exponent p = p(α) > 2 such that
Observe that the variational form of the H α (R d ) norm together with the fact that σ k−3 is supported in Q * k−3 imply that:
Note that since α ∈ (1/2, 1) the interpolation parameter is in (0, 1), hence p(α) > 2.
Combining the interpolation with the Sobolev embedding theorem gives:
This completes the proof of (5.21).
We are now prepared to complete the proof of the Lemma. Due to the difference in the exponents of integrability in time and space, we define the exponent q(α) = min{4, p(α)} > 2 and observe that:
Using this inequality we obtain:
Now, there are two cases: if q = 4 then q ≤ p and we apply Hölder in space. If q = p, then pα/(1 − α) ≤ 4α/(1 − α) and we apply Hölder in time. In either case, (5.21) yields: 22) , we obtain the desired result.
Proof of Proposition
We begin by constructing an initial barrier b 0 which solves the following problem:
By the strong maximum principle, we may select a universal λ > 0 such that b 0 ≤ 2 − 2λ in B * 2 . The next step is to set the constant δ > 0, together with another constant M > 0, which will be used to track the decay of E k . Namely, let us prove the following claim: 
24)
and for all k ≥ k 1 Proof of Claim 5.8. First choose δ > 0 sufficiently small to make the first inequality hold for all k ∈ N and fix it. Next choose M sufficiently large to make the next two inequalities hold, considering that
. The size of k 1 is related to the size of β .
We are now prepared to prove the following: Claim 5.9. There exists a positive universal ε 0 such that for all k, the energy decays as follows:
Proof. The first step is to choose ε 0 sufficiently small to ensure that E k ≤ M −k for all k ≤ k 1 . Using Corollary 4.2 we argue exactly as in the proof of Lemma 5.7 to find a universal constant C such that:
for all k ∈ N. Choosing ε 0 sufficiently small (depending only on the universal constants δ and M set above), gives the desired initial energy decay E k ≤ M −k for all k ≤ k 1 
1 .
By taking ε 0 small enough, we can make this last term less than λ /2, so that combining this with b 0 ≤ 2 − 2λ gives θ * ≤ 2 − 3λ /2 = 2 − λ 1 in the region {(t, x, z) ∈ Q * 1 | z = δ }. Now that the inductive hypotheses has been set, we may assume for the purpose of induction that E j ≤ M − j for all j ≤ k − 1, where k − 1 ≥ k 1 . We will use Lemmas 5.6 and 5.7 together with Claim 5.8 to prove that E k ≤ M −k .
Indeed, the inductive hypothesis together with (5.23) and (5.24) allows us to repeatedly apply Lemma 5.6 for each j ≤ k − 2, and deduce that θ * j vanishes in the region {(t, x, z) ∈ Q * j | z = δ j }. In addition, this yields the inequality
* .
This allows us to apply Lemma 5.7 to find:
where we have used the inductive hypothesis and (5.25). 
Isoperimetric Inequality
Ultimately, we would like to apply Proposition 5.4 to obtain an oscillation reduction result. However, we will need to verify the smallness constraint in order for the Proposition to be useful. For θ such that θ * ≤ 2, one way to check the smallness would be to first show that the measure of the transition set, where 0 < θ * < 1, is small, then attack separately the region where 1 ≤ θ * ≤ 2. The next lemma shows that as long as θ * is negative for a sufficient proportion of space/time, the second step is redundant. Indeed, if the first step held but the second step didn't, this would indicate a jump discontinuity. The classical isoperimetric inequality quantifies the sense in which the dissipative bounds rule out this possibility. Unfortunately, we have no control on ∂ t θ * , so making this argument rigorous requires a careful analysis. This is the content of Proposition 6.1.
In accordance with Claim 6.2, we now fix the constants K and δ 1 as K = C 0 ε −1 1 , δ 1 = (1/4)δ 2 ε 1 , and let δ 2 = ε p 1 for some universal exponent p to be chosen below. Now we proceed to the more difficult part of the proof, point 2. A key tool is the isoperimetric inequality (see Appendix A in [4] ), which implies that for each t ∈ I |A(t)||B(t)| ≤ |C(t)| To use (6.5) to establish the second point, we will need lower bounds for |A(t)|. Our main step is to prove the following: 
