Trust, control and organizational routines are often perceived as key concerns of organization studies.
Introduction
Computer supported cooperative work is a dynamically growing field of organization studies.
In the eve of distributed work and virtual team systems, it becomes one of the most promising, and yet understudied phenomena of this field (Gibson and Cohen 2003, Hackman 2011) . For obvious technological reasons and in lack of regular face-to-face interactions, identity enactment, authority claims, the creation of trust and the way control of credentials is exerted differ significantly from traditional organizational environments (Oxley et al. 2010;  institutional trust and organizational para-legalistic remedies, even though in traditional, nonvirtual organizations these would actually often increase and deepen interpersonal distrust (Sitkin et al. 1993 ).
Thus, the purpose of this paper is to analyze the community of Wikipedia and its approach to trust and credentials control through a precise analysis of one of the largest crises on both trust and control that the community experienced (the so-called "Essjay controversy", in which one of the most distinguished editors on Wikipedia was found to be a liar about his credentials), and the internal debates within the community that followed that crisis.
Research methods
This paper is the result of a five-year qualitative study on Wikipedia. It started in 2006 and is still continuing with this paper the first written report on that study. The research is ethnographic (Hammersley et al. 1995) , and benefits heavily from active participation of the researcher in the community, even though it is not confessional in terms of its narrative style (Van Maanen 1988; Schultze 2000) . Such ethnographic studies of computer supported cooperative work have been growing in recognition over the last 15 years (Forsythe 1999; Baba 2012) , and are particularly useful for the analysis of less structured and categorized problems (Denzin et al. 2007 ). The study is performative rather than ostensive (Latour 1986) , in the sense that it aims at helping the reader understand the examined community's perceptions and that community's culture better, rather than at applying a preconceptualized theoretical model onto the existing culture.
Since the beginning of the project, there has hardly been a day when I 1 did not log into Wikipedia, often spending an hour online, editing, discussing Wikipedia, and as chatting with other Wikipedians on IRC (more recently, also on Facebook). I have participated in several Wikipedia and Wikimedia projects, totaling a five-digit total edit count. On one of the projects, I was elected an administrator and later also a "bureaucrat" (a user with a technical ability to grant administrative rights and change usernames, among other aspects). I also became a member of the ombudsmen commission for all Wikimedia projects (a body responsible for evaluating privacy policy violations, and overseeing "checkuser" conduct) for one term, and serving as a mediator. Currently, I am also one of some 40 elected "stewards"
for all Wikimedia projects (this role gives highest access and responsibilities on all Wikipedias).
The research methods used for the project have been participant observation and case study (Flyvbjerg 2001; Denzin et al. 2003) . It should be noted, however, that participant observation in the case of netnographic research (Kozinets 2010) combines observation and discourse analysis (Grant et al. 1998) , since virtually all interactions and behaviors are textual, and relies heavily on an analysis of narratives (Jemielniak et al. 2010 ). English Wikipedia is quite possibly the largest culture in the world based virtually on textual asynchronous interactions only.
The presented study belongs to the field of organizational ethnography (Schwartzman 1993; Kostera 2007) , and even though it has been, to some extent, grounded-theory inspired (Glaser et al. 1967) , especially in terms of analyzing the gathered material into useful categories, the research relies on anthropological reflection (Czarniawska-Joerges 1992; Clifford et al. 1986) more than it does on coded categorizations. For the purpose of this paper only, many relevant discussion-, talk-, and comment pages were carefully analyzed and interpreted (a total of roughly 500,000 words of field material) 2 .
This paper offers an analysis of a scandal from 2007 which shook Wikipedia's community and was widely commented on in the media (suffice it to say that the exact phrase "Essjay controversy" in Google search still brings over 28,000 hits). The scandal resulted in several lengthy internal discussions and debates on editor trust and credibility. While the event is now long passed and the scandal quite gone, it is worthwhile to interpret the reaction and decisions of the community, since they reveal several social mechanisms and basic assumptions regarding Wikipedia. This case has also been mentioned in several academic publications (Bruns 2008; Lih 2009 ), but has not as yet been a subject of any detailed analysis, in particular from an organizational point of view, even though that it may shed new light on the enactment of trust and control in the online communities context. The point of view of the defenders can be well summed up by the comment a different admin (and also a check user) made on Jimmy Wale's talk page:
Essjay controversy
Since qualifications don't matter here, who cares? WP:V and WP:RS are required both from PhDs and junior high kids if they're editing articles. As far as personal integrity is concerned, in cyberspace, nobody knows you're a dog; people make up personae right and left around here (jpgordon 21:36, 28
The references to WP:V and WP:RS refer to "verifiability" and "reliable sources", both fundamental principles that apply to all information introduced into Wikipedia articles. They determine precisely what kind of statements and references are allowed and are meant to eliminate editors' original research and opinions. The user basically made the point that, since all information has to be verifiable and based on trustworthy materials, it does not matter what the usurped credentials of the editors are. He also pointed out that online identities are not particularly trustworthy anyway ("nobody knows you're a dog"), and that creating virtual identities is a common practice on Wikipedia.
Still, after a while, the tide started to change. While Jimmy Wales was reported as accepting Essjay's apology and considering the whole matter settled (Cohen 2007), he was still not able to fully participate in the debate, because he traveled in Asia and had limited Internet access (which also, quite likely, limited his ability to delve into the issue in detail).
Among the many disappointed editors, a member of the Wikimedia Foundation Board of
Trustees urged Essjay (on Essjay's talk page) to step down:
Creating a pseudonym is one thing. Creating an elaborate fake persona with fake credentials, and using it in arguments, letters, and interviews is another. I am deeply troubled by this behavior, consider it highly unethical, and would like to ask you to seriously consider stepping down from your official He also asked Essjay to resign his positions on Wikipedia. On the very same day, Essjay decided to do just that, deleted his talk page, and left.
What Did Essjay Do Wrong?
While for the rest of the world, Essjay's wrongdoing was one of creating fake credentials, it seems that for a huge majority of Wikipedians, such "wrongdoing" was not a problem at all.
This view may be related to the fact that many people come to edit on Wikipedia to gain the status and authority they lack in regular life (Jemielniak et al. 2012 and to did with it. He referred to his fake credentials in discussions, inflating his arguments, and adding weight to his point of view in interactions using that persona, which by design were meant to be meritocratic and not based on formal authority. Wikipedia guidelines clearly state that edits have to stand (or fall) on their own merit. Thus even using one's true credentials in a discussion may be considered a display of bad manners (an editor is supposed to clearly present his/her arguments as such, rather than trump a disputant's comments with a reference to a diploma or degree).
With such "assuming good faith" being one of the fundamental guidelines on Wikipedia, as well as recognizing the high position of power occupied at the time by Essjay, most of his disputants thought they indeed must be mistaken, when Essjay disagreed with them in articles in his fake specialization area. This use of the fake persona created a feeling of major trust violation. Indeed, Essjay's use of fake credentials quite likely persuaded other editors not to perform references checks, since they simply trusted his professional judgment.
The post-Essjay disputes
Jimmy Wales, who initially was declared to be "anti-credentialist" (possibly because of the failure of Wikipedia's predecessor, Nupedia, which was intended to be developed by experts, Yet, typically for Wikipedia, which relies on a participatory design and draws heavily from shop floor democracy roots (Rayton 1972; Greenwood et al. 1991) , a decision had to be made by the community itself and not by any of its representatives. And still, the very community, which was appalled by Essjay's conduct, remained reluctant to accept Jimmy Wales'
proposal.
On 7 March 2007 Jimmy Wales proposed simply that credential verification could rely on other Wikipedian testimonies, and be completely voluntary (it would only apply to users who wanted their credentials checked). Still, the debate within the community was fierce for about two weeks (producing over 130,000 words of discussion). The vast majority of commentators considered credential verification a horrible idea. They were afraid that this verification "will become a bragging rite" (JoeSmack), and that "it makes a class of privileged editors, which was totally against the spirit of Wikipedia. Issues should be solved using cited, verifiable facts, not credentials" (pschemp). Many users pointed out that Wikipedia policies and guidelines (requiring, among other things, verifiability, reliable sources, or no original research) actually made the problem of credentials irrelevant. Also, they insisted that introducing official credential verification might actually work against the rules of current efficacy, since it would allow users with formal qualifications to gain the upper hand in disputes, when in normal meritocratic circumstances, these individual would not have such a high standing. In general, a visible majority believed that the policies already regulated discussions and allowed argumentative practices adequately, and allowing the use of credentials and credential verification would disturb the system both in terms of weakening meritocratic discussion, and the of stratification of users.
There were also other minor concerns, such as the possibility of fake credentials and the indispensable right to remain anonymous. Some editors perceived this proposal as an opportunity to attract more experts to Wikipedia (a long outstanding concern), but they were criticized, occasionally even with slightly hostile comments, e.g. "There we go. stewardship.
Appeal to authority already, and this hasn't even been implemented yet." (Corvus). One of the officially accepted norms on Wikipedia is honesty. According to this norm description, an honest Wikipedian does not intentionally misrepresent their identity or credentials. The choice of anonymity and pseudonymity is part of Wikipedia, but it is not a license to fabricate real world credentials. It is strongly recommended that you decline to share details you wish to keep secret rather than to invent alternatives. Fabrication of credentials will lose an editor his or her credibility and damage the credibility of the project as a whole (Wikipedia:Honesty).
The whole analysis of the Essjay case sheds some new light on the definition and nature of trust and control present in all online communities.
Trust on Wikipedia
Trust has often been portrayed as reciprocal in nature; it is being built (or destroyed) in a mutual relationship (Fox 1974) . However, more recent publications show that the process may in fact be asymmetrical (Schoorman et al. 2007 ); trust in someone does not necessarily invoke that someone trusting back. In the case of Wikipedia, trust in other editors is often asymmetrical and can be reduced to a simple expectation that the other editor argues with good faith and in the honest belief that his/her reasoning is truthful.
Yet, the norm of reciprocity indeed is in and of itself a trust-building mechanism and may be perceived as seminal to both social group and group norm formation (Gouldner 1960) . One important difference seen in the regular social context on Wikipedia is that interpersonal trust is being built from scratch through online interactions and article editing with no stigmas present that (Goffman 1963) relate to dress code, appearance, social class, gender, or race (since editors have the liberty to represent themselves freely in this respect), although it is quite likely, that they have other stigmas, based on text (vocabulary, punctuation, grammar, etc.).
New virtual identities on Wikipedia can be created very easily, and this ease makes
Wikipedia, along with other online communities, particularly attractive for users who are seeking the chance to interact without the usual stigmas they have previously seen.
Additionally, any unblocked editor has the right to leave and come back under a different name or persona, which makes the creation of identities potentially transient and also temporary (even though it should be noted that the more an editor edits, the more their identity becomes stable, since the edits build up trust and standing for a single particular identity, and this investment is of course non-transferable to a new identify).
Curiously though, creating a couple of different accounts and identities and using them simultaneously (called "sock-puppetry"), especially if done to create an illusion of independent support, is considered to be one of the most serious crimes a Wikipedian may commit and often results in a lifetime ban. The act also definitely disqualifies an editor from community service roles (Welham et al. 2009 ). Even if these edits are relatively innocent, editing from two or more different virtual identities is considered fraudulent, much more so than just inventing a single online persona. This view is so because within the community, the virtual identity is the only one that should matter. One can create any identity representation one chooses, but a person should not use more than one identity at the same time. There is, of course, also a practical side to the issue; a person operating multiple avatars could create an illusion of support for their own ideas and votes and thus inflate their own discursive argument falsely.
Yet, in a world where everybody can easily create a fake persona and where everybody can (and is allowed to) choose or change the presentation of self in this online community, trust can only be earned through actual participation in Wikipedia and a history of edits and interactions. Still, considering just the sheer size of the project (250,000 accounts created every month, 300,000 editors editing Wikipedia every month, 5,000 editors' making more than 100 edits every month, more than 700 active administrators, etc.), for most members of this community it is clearly impossible to employ more sophisticated trust-evaluation strategies. Thus, interpersonal trust, in theory, should be replaced by control.
In some online communities, a so-called "swift trust" serves as a useful surrogate. Meyerson and Weick (1996) introduced this notion to describe a phenomenon that typical for virtual teams formed around a common project, clear tasks, and a defined project life-span. Swifttrust relies on team members' suspending their doubts about others. Still, it also requires the members to reasonably expect beneficial outcomes for the project, as well as some stability within the team (most, if not all people should remain part of the team), and thus, this process quite understandably cannot emerge on Wikipedia. It is useful, therefore, to observe how traditional organizational control is actually exerted in this community.
Control on Wikipedia
Control on Wikipedia is much more limited in scope than it is in other online communities.
While credential control systems are believed to be a common answer to the problem of low trust in most Internet interactions (Cheshire 2011), the case of Wikipedia clearly proves this speculation at least partially wrong. Even during its most extreme trust crisis, the community firmly rejected the idea of credentials verification. I believe this view ruled because one of the fundamental (even though not verbatim) assumptions of the Wikipedia community is to provide a clean slate start for all participants. This focus is an embodiment of true democracy the community believes; everybody is on equal grounds with everybody else. Status and trust have to be earned within the community, and attempts at shortcuts (such as leveraging one's high social standing outside the community) are generally discouraged. Control, in the sense of credentials assurance, is thus non-existent, and even such public relations disasters as the Essjay case, do not serve as enough of a justification to change the status quo.
Traditional, bureaucratic control establishes a clear hierarchy and top-down authority and may be perceived by some as a tool of management domination (Braverman 1974) . While this control provides structure and stability through designated procedures, it is often criticized contemporarily as being less volatile and likely soon to be replaced by more fluid organizational designs (Lewin et al. 1994) , even though some point out that changes in liquid modernity may force bureaucracies to migrate control from the structural sphere to a more ideal sphere of influence (Cobb et al. 2001 ).
The need for such control on Wikipedia is significantly reduced by the fact that Wiki-media technology makes checking all changes by any editor, with all of a history track, very easy to accomplish. Naturally, since all experienced editors are aware that all their actions are traceable and that any user is allowed to perform a silent control check on any editor, control However, once a user is registered, makes some edits, creates his or her own user page and has some discussions on the talk page (non-existence of these two pages serves as an immediate and visible warning to experienced editors that they are dealing with a rookie), control gradually decreases.
Overall, the scope of control exertion on Wikipedia seems to be relatively narrow, just as it is in the case of trust. Therefore, it is important to consider what the alternatives to this classical dichotomy might be.
Interpretation and implications
Active participation in Wikipedia helps build a local (intra-community) identity, status, and reputation (Anthony et al. 2007) . Resigning from the means of control (such as assurance, credential checks, hierarchical control), as well as accepting the low-trust environment (anybody can present themselves any way they want, trust is developed locally and fluid), apart from its obvious disadvantages, also produces significant organizational benefits.
Rejecting credentials control allows for a full democratic participation of different people with different backgrounds. Paradoxically, since credentials are not checked, claiming one's expertise ends up to be just an empty gesture, as all arguments still have to make valid points to be considered. However, making a point "valid" according to Wikipedia standards is not something everybody is born to do. In fact, even though Wikipedia rules say that you can "ignore all rules" and "be bold" (meaning that knowing all or even any procedures is not necessary to successfully edit on Wikipedia), rules of conduct in discussions on Wikipedia remain highly formalized. There are 9 official guidelines for working with others totaling 14,000 words, 20 official behavioral guidelines totaling 45,000 words, and many more semiofficial suggestions and essays, as well as official procedures displayed for dispute resolution, mediation, arbitration, requesting comments, blocking, to say nothing of general principles and article editing standards, and more. This array leads to an unusual observation.
Apparently, the need for trust or control is substituted with precise behavioral scripts and formalization of discussion rules.
While Essjay's case showed that the Wikipedia community is prone to crises of trust in its contributors; it also proved that more formal rules of discussion, dispute resolution, and decision-making (Jemielniak 2011) can provide a necessary alternative to the introduction of tighter controls and credentials checks. Thus, "legalistic remedies", often perceived as ineffective substitutes of trust in organizations (Granovetter 1985; Sitkin et al. 1993) , turned out to be actually working in a democratic, participative online environment.
Clear article editing rules do allow for non-expert administrators to exercise judgment in any meritocratic disputes. Wikipedia has been able to successfully reduce the problem of truth to does not bring any undue consequences (for example, the verifiability policy is violated hundreds of times every day), while violating rules that need to be expressed in "just an essay" in some cases may lead to blocks (for example, [[Wikipedia:Tendentious editing] ]).
Finally, experienced editors often use cryptic abbreviations and Wikipedic lingo in their discussions. Sentences such as "PROD per nom", "fails to meet WP:GNG", "fails WP:N", or "SD -copyvio" are perfectly understandable to the site's natives, but will discourage beginners even from expressing their views easily or regularly.
All these issues add to newcomer confusion, and a discursive advantage for experienced It is also in understanding bureaucratic rules (and their cryptic abbreviations) that one can determine at least to some extent one's status in a community. Therefore, it is only natural that introducing a possibility to build one's status through external credibility and expert status could quite easily disturb this delicate social system.
What is really most striking in the studied case of Wikipedia and the Essjay crisis is seeing that this online community believes that if the rules of conduct are really precise and appropriate and developed in a participative manner, the members will prefer to trust them and their execution, rather than turn to the development of more interpersonal trust or introduce precise credentialing and general control systems. Even though, as some authors indicate (Sitkin et al. 1993 ) legalistic solutions may have limited effectiveness in restoring trust, this is not the case of Wikipedia. The fully democratic and participative character of its rules and procedures may be decisive in their communal acceptance and preference over paramanagerial control or local trust development. As it seems now, procedures and organizational routines do substitute for the need for trust and control, even though this process is possibly limited only to virtual communities, which are able to develop their own rules and structures and also have naturally limited regular trust-building face-to-face
interactions.
Yet, the conclusion here that sometimes formalization of discursive practices may successfully substitute for the need for control in low-trust environments is interesting and certainly worth further research. Even if the implications of this phenomenon are limited only to online open-source communities, they are still significant because they indicate that traditional control methods can often serve as an ersatz solution to trust deficiency, but only when there are no clear rules of conduct and behavior and as long as those rules are created in an a-hierarchical, self-managed community, and created by the community itself.
With virtual workplaces and virtual teams becoming more often parts of regular organizational structures and with new product innovation development and deployment growing in popularity among many corporations, these study findings call for further investigation into how such solutions can integrate well into the nature of collaboration practices in the online world and beyond.
