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Abstract
The complexity class LOGCFL consists of all languages (or decision problems) which are
logspace reducible to a context-free language. Since LOGCFL is included in AC1, the problems
in LOGCFL are highly parallelizable.
By results of Ruzzo (JCSS 21 (1980) 218), the complexity class LOGCFL can be characterized
as the class of languages accepted by alternating Turing machines (ATMs) which use logarithmic
space and have polynomially sized accepting computation trees. We show that for each such
ATM M recognizing a language A in LOGCFL, it is possible to construct an LLOGCFL transducer
TM such that TM on input w ∈ A outputs an accepting tree for M on w. It follows that computing
single LOGCFL certi#cates is feasible in functional AC1 and is thus highly parallelizable.
Wanke (J. Algorithms 16 (1994) 470) has recently shown that for any #xed k, deciding
whether the treewidth of a graph is at most k is in the complexity-class LOGCFL. As an
application of our general result, we show that the task of computing a tree-decomposition for
a graph of constant treewidth is in functional LOGCFL, and thus in AC1.
We also show that the following tasks are all highly parallelizable: Computing a solution
to an acyclic constraint satisfaction problem; computing an m-coloring for a graph of bounded
treewidth; computing the chromatic number and minimal colorings for graphs of bounded tree-
width. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction and overview of results
1.1. The main problem studied
The complexity class LOGCFL consists of all languages (or decision problems)
which are logspace reducible to a context free language. It is well known that LOGCFL
is a very low complexity class containing highly parallelizable problems. In particular,
the following chain of inclusion holds:
AC0 ⊆ NC1 ⊆ L ⊆ SL ⊆ NL ⊆ LOGCFL ⊆ AC1 ⊆ NC2 ⊆ P ⊆ NP
Here L denotes deterministic logspace, ACi and NCi are logspace-uniform classes
based on the corresponding types of Boolean circuits, SL denotes symmetric logspace,
NL denotes nondeterministic logspace, P is polynomial time, and NP is nondeterministic
polynomial time. For the de#nitions of all these classes, and for references concerning
their mutual relationships, see [16].
There is a number of interesting characterizations of LOGCFL, (see also Section 2.1).
The following characterization by Ruzzo [22] is of central interest to this paper:
LOGCFL coincides with the class of all decision problems recognized by an alter-
nating Turing machine (ATM) using logarithmic space and having polynomially
sized accepting computation trees.
Here, the logarithmic space refers to the single con#gurations of the Turing machine,
and an accepting computation tree is a tree describing an accepting computation of
the ATM, i.e., a certi3cate that the input belongs to the language in question (for a
more precise de#nition, see Section 2).
Clearly, a particular positive instance of a LOGCFL problem may be recognized via
several, even exponentially many accepting computation trees or certi#cates.
The main goal of this paper is the study of the following problem: Given a yes-
instance w of a LOGCFL problem and an ATM M as above for solving the problem,
compute one certi#cate for w w.r.t. M . We refer to this problem shortly as computing
LOGCFL certi3cates. As we will show below, this problem is of high relevance to
various applications.
Ruzzo [21] has shown that the sequential complexity of parsing strings of context-
free languages is not much harder than that of recognizing such strings. Note that parse
trees are LOGCFL certi#cates for the membership in a CFL. However, it is not at all
intuitive that computing a single certi#cate (out of exponentially many candidates) can
be eFciently done in parallel. In fact, problems of this kind are often inherently se-
quential since computing the ith bit of a solution may require keeping track of all the
previously computed bits. Analogous problems have been studied in diGerent contexts
and for diGerent complexity classes. For example, at the level of NP, an analogous
problem would be to compute one satis#able truth-value assignment to a given satis#-
able clause. The current (nonrandomized) method for doing this is a (functional) PNP
algorithm. This problem is not known to be parallelizable modulo NP-oracle calls.
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1.2. Complexity-theoretic results
Our main result is the following statement:
Theorem. Computing a LOGCFL certi3cate can be done in ( functional) LLOGCFL, and
is thus in the parallel class AC1.
Note that the functional class LLOGCFL (often also denoted by FLLOGCFL) can just
be considered as the functional version of LOGCFL. First of all, the decision class
LLOGCFL is identical to LOGCFL (see [23, Lemma 3.1]). Secondly, by a well-known
characterization of Venkateswaran [24], LOGCFL coincides with the class SAC1 of
decision problems solvable by logspace-uniform families of semi-unbounded Boolean
circuits of logarithmic depth. As we will point out, the functional version of SAC1
exactly coincides with LLOGCFL. Thus functional LLOGCFL has exactly the same parallel
complexity as LOGCFL. In particular, functional LLOGCFL is a subclass of functional
AC1 and NC2.
While it is known that LOGCFL is closed under complementation [5], this property
alone is not suFcient to establish our main result (note that, for example, NP is a subset
of LNP, the latter class is closed under complementation, but, as said before, computing
NP witnesses is most likely not in LNP). In order to prove our main result, we thus
establish a number of further useful properties of LOGCFL, that are of independent
interest:
• LOGCFL is closed under LLOGCFL-reductions.
• Functional LOGCFL is closed under composition, i.e., the composition of two
functions computable by LLOGCFL transducers is itself computable by a LLOGCFL
transducer.
• Each logspace ATM M having polynomially sized accepting computation trees can
be replaced by a logspace ATM M ′ such that M and M ′ recognize the same lan-
guage, and all accepting computation trees of M ′ are of polynomial size, and cor-
respond (via simple logspace transformations) to the accepting computation trees of
M . In other words, we can transform M to an equivalent machine M ′ where su-
perpolynomial accepting computation trees are cut oG. This property is important,
because when an ATM M has accepting computation trees of polynomial size, there
may also be undesired additional accepting computation trees of larger size.
• The task of checking whether a given con#guration occurs in an accepting compu-
tation tree of a given LOGCFL-ATM is itself in LOGCFL.
1.3. Results on applications
Many relevant decision problems have been shown to be in LOGCFL. Examples are
the following:
• Membership of a word in a context-free language speci#ed by a (#xed) CFG. (This
is, of course, a trivial example, given the de#nition of LOGCFL.)
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• Deciding whether, for a #xed constant k, a graph G has treewidth 6k, i.e., whether
a tree decomposition of width 6k for G exists [26].
• Deciding whether an acyclic constraint satisfaction problem (see Section 5.1) has a
solution [12].
For all these LOGCFL problems (and for many others not mentioned here), there
are highly relevant corresponding search problems, namely: compute a derivation tree
for a word w.r.t. a #xed CFG, compute a tree decomposition of width 6k of a
graph, and compute a solution to a constraint satisfaction problem. It turns out that for
many decision problems in LOGCFL one can devise a natural algorithm on a logspace
ATM such that each accepting computation tree corresponds (via a simple logspace
transformation) to one solution of the corresponding search problem. Thus, by our
main result, not only the decision problem is in LOGCFL, but also the corresponding
solution search problem is in LLOGCFL, i.e., in functional LOGCFL.
In Section 5 we show that the following problems are all in functional LOGCFL:
(1) Computing—for #xed k—a k tree decomposition of a graph; (2) computing a
solution to an acyclic constraint satisfaction problem; (3) computing an m-coloring for
a graph of bounded treewidth; (4) computing the chromatic number of such a graph;
(5) computing an optimal coloring for such a graph.
Note that our method is applicable to many other search problems related to decision
problems in LOGCFL, e.g., to those described by Wanke, see [26, pp. 486–487]. Our
work is also connected to interesting recent work of Courcelle et al. [9]. J. Makowsky
(personal communication) pointed out to us that from their results it follows that
every search problem de#nable in monadic second order logic can be solved in func-
tional LOGCFL over structures of bounded treewidth admitting tree decompositions of
logarithmic depth.
2. Preliminaries and previous results
2.1. The class LOGCFL
The LOGCFL consists of all decision problems that are logspace reducible to a
context-free language. An obvious example of a problem complete for LOGCFL is
Greibach’s hardest context-free language [15]. There are a number of very interesting
natural problems known to be LOGCFL-complete (cf., e.g., [12, 23]). Since—as men-
tioned in the introduction—LOGCFL⊆AC1⊆NC2, the problems in LOGCFL are all
highly parallelizable. In fact, they are solvable in logarithmic time by a CRCW PRAM
with a polynomial number of processors, or in log2-time by an EREW PRAM with a
polynomial number of processors.
In this paper we will use an important characterization of LOGCFL by ATMs. We
assume that the reader is familiar with the ATM computational model introduced by
Chandra et al. [6]. We assume, w.l.o.g., that the states of an ATM are partitioned into
existential and universal states.
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As in [22], we de#ne a computation tree of an ATM on an input string w as
a tree whose nodes are labeled with con#gurations of M on w, such that the de-
scendants of any nonleaf labeled by a universal (existential) con#guration include all
(resp. one) of the successors of that con#guration. A computation tree is accepting
if the root is labeled with the initial con#guration, and all the leaves are accepting
con#gurations.
Thus, an accepting computation tree yields a certi#cate that the input is accepted.
A complexity measure considered by Ruzzo [22] for the ATM is the tree-size, i.e. the
minimal size of an accepting computation tree.
Denition 2.1 (Ruzzo [22]). A decision problem P is solved by an alternating Turing
machine M within simultaneous tree-size and space bounds Z(n) and S(n) if, for every
“yes” instance w of P, there is at least one accepting computation tree for M on w
of size (number of nodes)6Z(n), each node of which represents a con#guration using
space6S(n), where n is the size of w. (Further, for any “no” instance w of P there
is no accepting computation tree for M .)
Ruzzo [22] proved the following important characterization of LOGCFL:
Proposition 2.2 (Ruzzo [22]). LOGCFL coincides with the class of all decision prob-
lems recognized by ATMs operating simultaneously in tree-size O(nO(1)) and space
O(log n).
A nondeterministic auxiliary pushdown automaton (NAuxPDA) [7] consists of a
nondeterministic Turing machine having a two-way end-marked read-only input tape,
one or more read=write worktapes and, in addition, a pushdown store (stack). The
space used on the pushdown store is not subject to a space bound on a NAuxPDA.
An NLPAuxPDA is a NAuxPDA that uses logarithmic space and runs in polynomial
time. The following is an important characterization of LOGCFL.
Proposition 2.3 (Sudborough [23]). A language is in LOGCFL i< it is recognized by
a NLPAuxPDA.
Another important characterization of LOGCFL was found by Venkateswaran [24].
He showed that LOGCFL coincides with the class SAC1 of problems solvable by
logspace-uniform families of semi-unbounded AC1 Boolean circuits, short SAC1 cir-
cuits. SAC1 circuits are de#ned in the same way as AC1 circuits except that the fanin
of each and gate is bounded by some #xed constant c. (For a precise de#nition, cf.
[24].)
Based on this characterization, Borodin et al. [5] have shown the following:
Proposition 2.4 (Borodin et al. [5]). LOGCFL is closed under complementation.
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2.2. Functional LOGCFL
There are in principle various possibilities for de#ning a deterministic functional
version of the complexity-class LOGCFL. We adopt the following de#nition: functional
LOGCFL is de#ned as the functional class LLOGCFL, i.e., the class of all functions
computable by a deterministic logspace transducer with an oracle in LOGCFL. This
de#nition is very simple and natural. Moreover, it has the advantage of being robust
w.r.t. diGerent characterizations of LOGCFL. For example, one may de#ne a functional
version FSAC1 of SAC1 de#ned as all functions computable by logspace-uniform SAC1
circuits (in a similar way as one considers, say, functional NC1). It is not hard to see
that, due to the logspace uniformity of SAC1 circuits, functional LLOGCFL coincides
with FSAC1. For space reasons, we omit a proof here.
3. Useful lemmas
We assume, w.l.o.g., that all logspace transducers and all relativized logspace trans-
ducers represent total functions and halt in polynomial time on each input. The output
of a transducer T on input w is denoted by T (w). Intuitively, the composition T1 ◦T2
of two LLOGCFL transducers consists of a combination of T1 and T2 such that T2 reads
the output of T1. The input to T1 ◦T2 is put on the input tape of T1 and the output of
T1 ◦T2 is written on the output tape of T2. More formally, the transduction [T1 ◦T2](w)
of a word w by the composition T1 ◦T2 is T2(T1(w)).
LLOGCFL is the class of all problems solvable in deterministic logspace with an ora-
cle in LOGCFL. Denote by LLOGCFL(LOGCFL) the closure of LOGCFL under LLOGCFL
reductions, i.e., the class of all problems that are many-one reducible via a determin-
istic logspace oracle Turing machine (OTM) with oracle in LOGCFL to a problem in
LOGCFL. Sudborough [23] remarked (without proof) that LOGCFL=co-LOGCFL im-
plies that LLOGCFL =LOGCFL. The following lemmas state somewhat stronger
results.
Lemma 3.1. LLOGCFL(LOGCFL)=LLOGCFL =LOGCFL.
Proof. We will use the characterization of LOGCFL in terms of NLPAuxPDAs (Propo-
sition 2.3).
(1) LLOGCFL =LOGCFL. Let M be a logspace machine with oracle A∈LOGCFL.
We will simulate M by an NLPAuxPDA M∗ as follows. M∗ maintains on its work-
tape a bit a storing the answer to the latest (simulated) oracle query. Let M+ and M−
be NLPAuxPDAs accepting A and the complement OA of A, respectively (M− exists
because LOGCFL is closed under complementation). M∗ simulates the work of M as
follows: Instead of querying the ith query qi, of M , the machines M+ and M− are
started in parallel. Technically this can be done as follows. M∗ assigns nondetermin-
istically 1 or 0 to a (corresponding to a guessed YES or a NO oracle query answer,
respectively). If a=1 then M∗ proceeds by simulating M+, otherwise, if a=0, M∗
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proceeds by simulating M−. Exactly one of the two alternatives (a=1 or a=0) yields
an accepting path of the corresponding machine (M+ or M−, respectively). The sim-
ulation of M by M∗ is continued on this accepting path taking the value of bit a as
the oracle answer. The only problem is that the length of query qi cannot be written
down on the logspace bounded worktape. This diFculty is overcome as follows: The
query qi is simply not written down. Whenever M+ and M− needs the jth bit of qi,
the computation of M after the (j − 1)th bit is re-started until the jth bit of qi is
computed. The latter is a pure logspace computation which does not make use of the
pushdown store of M∗. In fact, for being able to compute the jth bit of qi, M∗ just
needs to store the con#guration of M in the moment after the (j− 1)th query and the
number j. Both together require logarithmic space only.
(2) LLOGCFL(LOGCFL)=LOGCFL. Let L be a language which is many–one re-
duced by the LLOGCFL transducer T to a set A∈LOGCFL, and let A be accepted by
the NLPAuxPDA M . Obviously the set BT =def {(x; j) | the jth bit of T (x) is 1} is in
LLOGCFL and thus in LOGCFL. Hence L can be accepted by a NLPAuxPDA which
works like M but uses the oracle BT instead of reading input bits. This machine can
be simulated by an NLPAuxPDA M∗ without oracle which uses the above M+−M−-
trick to eliminate the oracle BT . Note that re-computation of oracle input bits is not
necessary here because the x in the oracle queries is the input of the entire computa-
tion, i.e., the oracle queries consist, in fact, only of the “small” j. An (only apparent)
problem with the overall construction is that M∗ needs a stack (pushdown storage)
S for the simulation of M ’s basic tasks and, while this stack is nonempty, M∗ may
need another stack S ′ for simulating an oracle computation. However, it is clear that
S ′ can be put on the top of S so that a single stack is actually suFcient. It is suf-
#cient to make sure that after each simulated oracle query, the respective stack data
is erased.
Remark. In [13, 14] a complexity class C is called smooth if LC(C)=LC. By
Lemma 3.1, LOGCFL is smooth. By results in [13], smoothness of LOGCFL and
closure under complementation imply that every formula of #rst order logic extended
by (possibly nested applications of) generalized quanti#ers in LOGCFL is equivalent
to a #rst order formula with a single leading occurrence of a LOGCFL quanti#er.
A similar result was shown independently in [18].
The next lemma shows that functional LLOGCFL is closed under composition.
Lemma 3.2. Any function computable by the composition of two LLOGCFL transducers
is computable by a single LLOGCFL transducer.
Proof. We use exactly the same technique as in the proof of part 2 of Lemma 3.1.
Let L be a language accepted by the composition T ◦T ′ of two LLOGCFL transducers
T and T ′. Let A be the oracle set of T ′. The set BT =def {(x; j) | the jth bit of T (x)
is 1} is in LOGCFL. L can be accepted by a NLPAuxPDA which works like T ′ but
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uses the oracle BT instead of reading input bits and the oracle A for simulating oracle
queries of T ′. This machine can be simulated by an NLPAuxPDA T ∗ without oracle
which uses the M+ − M−-trick described in the proof of Lemma 3.1 for replacing
oracle queries by inline NLPAuxPDA computations. Again, it is easy to see that the
stacks relative to the various subtasks of the overall computation can be combined into
a single stack by simply pushing the stack data of a current subtask on top of the
pushdown storage and by erasing this data at the completion of the subtask.
We denote the set of accepting computation trees of an ATM T for word w by
AT (T; w).
Note that the de#nition of ATM with polynomial tree size does not require that
every accepting computation tree for each accepted input be of polynomial size, but
rather that for each accepted input there exists at least one accepting computation tree
of polynomial size. Possible additional superpolynomial accepting trees may exist. For
technical reasons we wish to get rid of such superQuous superpolynomial accepting
computation trees. One possibility would be to limit ourselves to ATMs where all ac-
cepting trees are polynomial. For each problem A in LOGCFL, such an ATM must
exist. We could, e.g., obtain such an ATM from the speci#cation of a logspace-uniform
family of SAC1 circuits recognizing A (the accepting subtrees of such circuits are all
of polynomial size). But this is not really what we want. What we have in mind is
to transform an arbitrary given ATM T with tree-size bounded by a polynomial p(n),
recognizing a language A into an equivalent ATM T ′ such that, intuitively, T ′ basically
simulates T and behaves essentially as T , except that possible superpolynomial proof
trees of T are cut oG. This intuition is formalized by conditions 1–3 of Lemma 3.3.
In the proof of this lemma, we show that T ′ can be obtained from T by a method
reminiscent of well known clocking techniques for regular (nonalternating) Turing ma-
chines. But since it is not a time bound we are after, we call our technique tree curbing
rather than clocking.
Lemma 3.3 (curbing lemma). Let T be a logspace ATM with tree-size bounded by
a polynomial p; recognizing a language A. Then there exists a polynomial q and a
logspace ATM T ′ recognizing A such that:
1: all accepting trees of T ′ for input w are of size at most q(|w|); and
2: each accepting tree t′ of T ′ on input w corresponds to some accepting tree t of T
on input w and t is computable from t′ by a DLOGSPACE transducer H;
3: H is “onto”, i.e.; for each accepting tree t of T on input w whose size is at most
p(|w|); there exists an accepting tree t′ ∈AT (T ′; w) such that H (t′)= t.
Proof. We assume, w.l.o.g., that every universal nonterminal state of T has exactly
two successors. T ′ on input w basically simulates T but extends the con#gurations of
T by an additional register s holding a positive integer 6p(|w|). For each particular
con#guration c, the value of s indicates the maximal allowed size of any partial ac-
cepting computation tree rooted in c. In particular, for the con#guration of T ′ which
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simulates the initial con#guration of T , s is initialized with p(|w|). T ′ then continues
simulating the behavior of T on w, except for the following modi#cations:
• If c is a nonterminal existential con#guration of T whose associated register s in
the simulation holds value s(c)¿1, then all (simulated) successor con#gurations of
c of T are labeled with the value s= s(c)− 1 in T ′.
• If c is a nonterminal universal con#guration of T , whose associated register s in the
simulation holds value s(c)¿2, and if the successors of c via T are d and e, then
T ′ proceeds to successor con#gurations simulating d and e, whose corresponding
s-values s(d) and s(e) are chosen nondeterministically such that s(d)+s(e)= s(c)−1
and s(d)¿1 and s(c)¿1.
• Each con#guration of T ′ corresponding to a nonterminal existential con#guration c
of T and having an associated s-value s(c)61 becomes a terminal rejecting con#g-
uration of T ′. (Intuitively, we are in a branch that exceeds its maximum permitted
size.)
• Each con#guration of T ′ corresponding to a nonterminal universal con#guration c
of T and having an associated s-value s(c)62 becomes a terminal rejecting con-
#guration of T ′. (Intuitively, we are again in a branch that exceeds its maximum
permitted size because we assumed that universal nonterminal con#gurations of T
have at least two successors.)
Obviously, T ′ accepts a word w iG T does. All proof trees of T ′ are clearly of
polynomial size. Clearly, for each proof tree of T ′ the corresponding proof tree of T
can be computed in logspace. A logspace transducer H performing this task essentially
just needs to strip oG the additional data structures T ′ maintains, i.e., the register s and
all further auxiliary data structures for controlling the simulation, and to delete some
irrelevant intermediate con#gurations.
A consequence of Lemma 3.3 is that, whenever we consider a logspace ATM T of
polynomial tree-size, where we are only interested in the polynomially sized accepting
trees (because they represent, e.g. some solutions), we may assume, without loss of
generality, that T has only polynomially sized accepting computation trees.
If T is any logspace ATM with only polynomially sized accepting computation trees,
then the decision problem OCCURST (w; c), where w is an input string to T , and c is
a con#guration of T on input w, is de#ned as follows: OCCURST (w; c) is true iG the
con#guration c occurs as a node in at least one accepting computation tree of T on
input w.
Lemma 3.4. OCCURST (w; c) is in LOGCFL.
Proof. We construct a machine T ′ that for each input w simulates T on w and, in
addition, checks whether c occurs in some accepting tree. If c is a con#guration of T ,
then sim(c) refers to a corresponding con#guration in the simulating machine T ′.
Each con#guration of T ′ maintains, in addition to the data structures used by T , a
Boolean value ?ag. If ?ag=1 for some speci#c con#guration sim(d) of T ′, this means
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that, for each partial accepting computation tree t′ of T ′, rooted at sim(d), one of the
nodes in t′ is sim(c).
The value of the Qag is propagated through the alternating computation according to
the following rules: (1) The Qag is set to 1 at the initial con#guration; (2) whenever
con#guration sim(c) is reached, the Qag is set to zero and always remains zero on the
entire con#guration subtree rooted at sim(c); (3) any existential (nonleaf) con#guration
transmits the Qag value to all of its successors; any universal (nonleaf) con#guration
transmits its Qag value to one of its successors (which is nondeterministically chosen),
while all others get Qag value zero; (4) any leaf con#guration having Qag value one
results in a forced reject.
We show that T ′ accepts w if and only if T accepts w by an accepting tree one of
whose vertices is con#guration c. Assume w is accepted by T and T has an accepting
tree t for w containing c. In this case T ′ may nondeterministically choose to propagate
the value ?ag=1 exactly along the branch containing the con#guration sim(c). At
con#guration sim(c), by rule 2, ?ag is set to zero. Thus, at all con#gurations of T ′
simulating terminal con#gurations of T , ?ag has value zero. This means that the chosen
computation tree of T ′ simulating tree t exactly behaves as t, and thus w is accepted by
T ′. For the converse, assume, no accepting computation tree of T on input w contains
c as node. Towards a contradiction, assume that t′ is an accepting computation tree of
T ′. By rule 1, the simulated initial con#guration sim(init) gets ?ag value 1. There is
no way of getting rid of ?ag value 1 by rule 2; for whatever nondeterministic choices
are made, this value is propagated down one branch. It follows that every computation
tree of T ′ contains exactly one node sim(e) such that e is a terminal con#guration and
?ag(e)= 1. By rule 4, this node must be on a REJECT path, and therefore the entire
computation tree is a rejecting tree. Contradiction.
4. Main result
Theorem 4.1. Let M be a bounded-treesize logspace ATM recognizing a language A.
It is possible to construct a LLOGCFL transducer T which for each input w∈A outputs
a single (polynomially-sized) accepting tree for M and w.
Proof. First of all, by Lemma 3.3, we assume, w.l.o.g., that all accepting trees of M
are of polynomial size. Moreover, we assume, w.l.o.g, that M never performs loops
on any computation path.
Let T1 be an LLOGCFL transducer which on input w outputs all con#gurations c of M
on input w that occur in an accepting computation tree of M . T1 can be implemented
by cycling in logspace over all possible con#gurations of (M;w), querying for each
such con#guration c the oracle OCCURSM (w; c), which, by Lemma 3.4 is in LOGCFL,
and outputting those con#gurations that yield a positive oracle answer. Denote by G(w)
the set of con#gurations output by T1 on input w.
Let T2 be a deterministic logspace transducer that reads the output of T1 and outputs
all pairs 〈c; c′〉 ∈G(w)×G(w) such that c′ is an immediate successor con#guration of
G. Gottlob et al. / Theoretical Computer Science 270 (2002) 761–777 771
c via M . Let G2(w) denote the output of T2. Note that G2(w) precisely consists of the
union of all accepting computation trees for M and w.
It remains to single-out one of these computation-trees.
Let T3 be a deterministic logspace transducer taking as input the output G2(w) of
T2 and doing the following. T3 cuts oG all outgoing edges but the #rst from each node
representing an existential con#guration in G2(w). The resulting graph is referred to
as G3(w).
A further LNL (and thus also LLOGCFL) transducer T4 eliminates all vertices from
G3(w) that are no longer reachable from the root (= the initial con#guration). Call the
resulting graph G4(w).
Note that G4(w) already encodes (as a dag) one particular accepting computation
tree t of M on input w. In fact, each path from the root to a terminal node in G4(w)
is an accepting path. Moreover, each existential con#guration has only one successor
in G4(w).
The only thing that remains to be done is to deploy the dag G4(w) in order to
obtain the plain tree t. We know that t is of polynomial size, because t is an accepting
tree of M on input w, and all such accepting trees are of polynomial size. Thus, the
deployment can be done by standard logspace techniques by a deterministic logspace
transducer T5.
The composition of the transducers T1 ◦T2 ◦T3 ◦T4 ◦T5 can, by Lemma 3.2, be sim-
ulated by a single LOGCFL transducer T , as desired.
Note that the above procedure actually computes the #rst (i.e., leftmost) accepting
tree for M and w according to the total ordering of computation trees implicitly de#ned
by machine M . If we assume that M proceeds by constructing the witnesses according
to some lexicographic order, then our procedure computes the lexicographically #rst
witness.
Finally, let us remark that an alternative proof of our main result can be ob-
tained from the nice results in [1, 2, 25]. However, a closer look reveals that—if done
carefully—this is actually more involved than the proof “from #rst principles” pre-
sented here because one has to show that various transformations used in these papers
are parsimonious and preserve the information carried by single LOGCFL certi#cates.
Recall that our intent is to compute a LOGCFL certi#cate of a speci3cally given ATM
and not just of some equivalent ATM that solves the same decision problem.
5. Applications
5.1. Computing solutions of constraints satisfaction problems
An instance of a constraint satisfaction problem, (CSP) (cf. [10, 20]) consists of:
(i) a #nite set Var of variables, (ii) a #nite domain U of values, and (iii) a set of
constraints C= {C1; C2; : : : ; Cq}. Each constraint Ci is a pair (Si; ri), where Si is a list
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of variables of length mi called the constraint scope, and ri is an mi-ary relation over
U , called the constraint relation. (The tuples of ri indicate the allowed combinations
of simultaneous values for the variables Si).
A solution to a CSP instance is a substitution # : Var→U , such that for each
1 6 i 6 q, Si#∈ ri. Deciding whether a given CSP instance has a solution is called
constraint satis3ability (CS).
Computing a solution to a CSP instance is NP-hard in general (constraint satis#abil-
ity is NP-complete). Recent results, however, show that constraint satis#ability becomes
LOGCFL-complete on acyclic problem instances [12]. We will show below an algo-
rithm which computes a solution to an acyclic CSP instance (if any) in LLOGCFL. To
our knowledge, the previous best complexity result for this problem was an NC2 upper
bound that can be derived by algorithms of Kasif and Delcher [17] and of Zhang and
Mackworth [27] (actually, both these algorithms were de#ned for restricted cases of
acyclic CSPs).
A CSP instance I =(Var; U;C) is acyclic if the hypergraph H =(V; E) is acyclic,
where V =Var, and E= {var(S) |C =(S; r)∈C}, and var(S) denotes the set of vari-
ables in list S of constraint C. It is well known that a CSP instance I is acyclic
iG it has a join forest [19]. A join forest for a CSP instance I =(Var; U;C) is a
forest F whose set of vertices VF coincides with the set C= {C1; C2; : : : ; Cq} of con-
straints 1 and such that, for each pair of vertices Ci and Cj in VF having a common
variable X , the following conditions hold: (1) Ci and Cj belong to the same connected
component of F , and (2) X occurs in every vertex on the (unique) path in F from
Ci to Cj.
Theorem 5.1. Computing a solution to an acyclic CSP instance (if any) is feasible
in LLOGCFL.
Proof (Sketch): Let I =(Var; U;C) be an acyclic CSP instance. First of all, we com-
pute a join forest F of I . By the results in [12], F can be computed in LSL and hence
in LLOGCFL.
We next describe a logspace ATM M with polynomially bounded tree size, which
decides whether I is satis#able given F as the input. Each accepting tree t of M
corresponds to a solution to I and vice versa.
An algorithm deciding constraint satis#ability, given a join forest of an acyclic CSP
instance, is shown in Fig. 1. It is easy to see that the algorithm is correct and can be
implemented on a logspace ATM M with polynomially bounded tree size. Instead of
manipulating tuples and constraints, indices of tuples and indices of constraints will be
used in order to meet the logarithmic space bound.
1 Note that this notion of join forest corresponds to the analogous concept used in database theory. The
only diGerence is that here a vertex of the forest contains also the associated relation instance.
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ALGORITHM
Input: A join forest F of an (acyclic) CSP instance I =(Var; U;C).
Output: “True” if I is satis#able; “False” otherwise.
begin
Run in parallel checkRoot(C), for each root C of a tree in F ;
Return
∧
C: C is a root of F checkRoot(C)
end
Function checkRoot(C)
begin
Guess a tuple t belonging to the constraint relation r of C =(S; r);
Return checkTuple(C; t; C; t);
end
Function checkTuple(Ci; ti; Cj; tj)
begin
If ti and tj are inconsistent
(i.e., ti and tj do not agree on some common variable of the respective
constraint scopes Si and Sj).
Then Return False;
Elseif Cj is a leaf of F Then Return True
Else Run in parallel checkConstraint(Cj; tj; Ck), for each
child Ck of Cj in F ;
Return
∧
Ck is a child of Cj checkConstraint(Cj; tj; Ck);
end
Function checkConstraint(Cj; tj; Ck)
begin
Guess a tuple t belonging to the constraint relation rk of Ck =(Sk ; rk);
Return checkTuple(Cj; tj; Ck ; tk);
end
Fig. 1. An ATM algorithm deciding constraint satis#ability.
A node of the computation of the ATM M contains one of the following types of
con#gurations:
1. Constraint con3guration -(Ci; ti; Cj)—existential con#guration containing the index
of two constraints Ci =(Si; ri) and Cj =(Sj; rj) of C, and the index of a tuple ti, (if
the node belongs to an accepting computation tree, then ti ∈ ri, and Ci is the parent
of Cj in F).
2. Tuple con3guration -(Ci; ti; Cj; tj)—universal con#guration containing the index of
two constraints Ci =(Si; ri) and Cj =(Sj; rj) of C, and the index of two tuples ti
and tj, of C (in accepting computation trees ti ∈ ri; tj ∈ rj, and Ci is the parent of
Cj in F).
3. Starting con3guration -—a universal con#guration.
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4. Root con3guration -(Ci)—existential con#guration containing the index of a con-
straint Ci of C (in accepting computation trees Ci must be the root of a tree in
F).
The ATM M proceeds as follows:
• The successors of the starting (universal) con#guration are the root con#gurations
-(C).
• A root con#guration -(C) gets quality Reject if C is not the root of a tree of F .
Otherwise, the successors of an (existential) root con#guration -(C), storing con-
straint C =(S; r), 2 are the tuple con#gurations -(C; t; C; t) (t will be a tuple of r
in successful computations; (C; t) is duplicated to guarantee the success of the tuple
con#guration, which is a particular case being the child of the root).
• A constraint con#guration -(Ci; ti; Cj) gets quality Reject if Ci is not the parent of
Cj in F .
Otherwise, the successors of an (existential) constraint con#guration -(Ci; ti; Cj) are
the tuple con#gurations -(Ci; ti; Cj; tj) (intuitively, -(Ci; ti; Cj; tj) chooses a tuple tj
consistent with ti from the constraint relation of Cj).
• A tuple con#guration -(Ci; ti; Cj; tj), where Ci =(Si; ri) and Cj =(Sj; rj), gets quality
Reject if: (i) tj =∈ rj, or (ii) ti and tj are inconsistent (i.e., ti and tj do not agree on
some common variable of the respective constraint scopes Si and Sj).
-(Ci; ti; Cj; tj) gets quality Accept if both above conditions (i) and (ii) are violated,
and Cj is a leaf of F .
Otherwise, the successors of -(Ci; ti; Cj; tj) are the constraint con#gurations -(Cj; tj;
Ck) (Ck will be a child of Cj in F in successful computations).
It is easy to see that the starting node will be assigned the quality Accept if and
only if I is satis#able. Note that M requires only logarithmic space to encode its con-
#gurations. Furthermore, any accepting computation tree t in our simpli#ed description
has size linear in the size of F . In particular, t will have 2|C|+1 nodes, corresponding
to the |C| constraints, to the |C| tuples (one for each constraint), and to the starting
node. Moreover, including all the nodes which a “standard” ATM would contain in
its accepting computation tree yields only a polynomial increase of the tree size. Once
we have an accepting tree t of M , we can compute a solution for I by a simple
DLOGSPACE transducer, by traversing t and get values for the variables occurring in
I from the indices stored in the con#gurations of the accepting tree. Thus, from Theo-
rem 4.1 and Lemma 3.2, there exists a LLOGCFL transducer which computes a solution
for the constraint satisfaction problem I .
5.2. Computing bounded-width tree decompositions
The well-known concepts of tree decomposition and treewidth (cf. [3]) play a major
role in #nding polynomial graph algorithms. Many NP-hard graph problems become
2 For simplicity, we often speak of tuple and constraint avoiding to repeat “index of tuple” and “index of
constraint” every time.
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tractable if the problem instances are restricted to graphs whose treewidth is bound by
some constant (see, e.g., [3, 8]). The respective polynomial algorithms usually require
the computation of a tree decomposition of bounded width. The following proposition
summarizes important results by Wanke [26].
Proposition 5.2 (Wanke [26]). For every constant k; the following holds:
1: Deciding if the treewidth of a graph G is bounded by k is in LOGCFL. In
particular; there is an ATM Mk having polynomial tree size deciding if the
treewidth of G is bounded by k.
2: Each accepting computation tree t of Mk corresponds to a particular tree decom-
position D(t) of width k of the input graph G.
3: For each accepting computation tree t of Mk on input G; D(t) is logspace com-
putable from t.
From Proposition 5:3 and Theorem 4.1, we immediately get:
Theorem 5.3. For each constant k; there exists a LLOGCFL transducer Tk that does
the following on input G. If G is a graph of treewidth 6 k; then Tk outputs a tree
decomposition of width 6 k of G. Otherwise Tk halts with empty output. Thus;
bounded width tree decompositions can be computed in LLOGCFL.
5.3. Putting it together
In this section, we show that further interesting results easily follow from our re-
sults. In particular, we show that computing a 3-coloring for a graph having bounded
treewidth is in LLOGCFL.
Let G=(V; E) be an (undirected) graph, where E= {e1; : : : ; em} is the set of edges
of G, and V = {v1; : : : ; vn} is the set of vertices of G. We look for a coloring of G by
the three colors r, g, and b. W.l.o.g., we assume that each vertex in V occurs in at
least an edge in E.
De#ne a CSP instance I =(Var; U;CG) as follows. Var=V , U = {r; g; b}, CG =
{C1; : : : ; Cm}, where a constraint Ci has constraint scope Si =(vs; vt) s.t. {vs; vt}= ei,
and constraint relation r= {(r; b); (r; g); (b; g); (b; r); (g; r); (g; b)}. Note that the con-
straint relation is the same for every constraint in CG, and simply says that two adjacent
vertices should be assigned a diGerent color. It is easy to verify that any solution to the
CSP instance I encodes a legal coloring of G. Indeed, every vertex v of G corresponds
to a variable in Var. Thus, v should get a value from U . Any such a value is a color,
and the constraints in CG guarantee that no vertex v′ adjacent to v in G has the same
color as v. Vice versa, any legal 3-coloring of G corresponds to a solution of the CSP.
Deciding whether a graph has a legal 3-coloring is a well-known NP-complete prob-
lem [11]. However, it can be solved in NC2 if the input graph has bounded treewidth.
(See, for instance, [4, 3]). A simple LLOGCFL algorithm to compute a 3-coloring for a
graph G=(V; E) having k bounded treewidth is shown in Fig. 2.
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ALGORITHM
Input: A graph G.
Output: A legal 3-coloring of G, if G has k-bounded treewidth and is 3-
colorable; otherwise, an appropriate noti#cation.
begin
1. Check whether G has a k treewidth decomposition. If it is the case, go to
step 2, otherwise output that G has no k bounded treewidth decomposition
and exit.
2. Compute a treewidth decomposition (T; 1) for G, where T =(N ′; E′).
3. Let Var=V; U = {r; g; b}, and de#ne CG as described above.
4. For each node p∈N ′ de#ne a new constraint Cp=(Sp; rp) as follows.
Sp=(vt(1); : : : ; vt(h)), where h= |1(p)| and {vt(1); : : : ; vt(h)}= 1(p). rp=Uh,
i.e. rp is the h-ary relation containing all possible tuples of arity h over the
universe U . Note that rp has polynomial size, because h 6 k, and it is
DLOGSPACE computable.
5. Check the satis#ability of the CSP instance IG =(Var; U;C), where C=CG∪
(
⋃
p∈N ′ Cp).
6. If IG is satis#able, compute a solution for IG; otherwise, output that G cannot
be 3-colored.
end.
Fig. 2. A LLOGCFL algorithm for 3-coloring solution search.
It is easy to see that IG is an acyclic CSP instance, and that every step of the
algorithm is computable in LLOGCFL. Thus, by Lemma 3.2, the overall computation
is feasible in LLOGCFL. Finally, by a simple modi#cation of our algorithm, we can
compute the chromatic number 3(G) of any graph G having bounded treewidth, and
a legal 3(G)-coloring for G in LLOGCFL. Just make a binary search by repeating steps
3–5 with set of colors U with diGerent cardinalities, and appropriate modi#cation of
the constraint relation r.
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