Abstract-Understanding how people acquire information from pictures-radiographs, maps, charts, photographs, drawings, and other static images-can be an important component in understanding, aiding, and eventually automating a wide range of diagnostic tasks. In the experiment reported here, we investigate the use of an inexpensive and unobtrusive eye-tracking system to explore relationships between visual scanning patterns, pupillary response, and the clinical diagnoses of mammographic experts. One radiologist and three radiological technicians each examined a series of 14 mammograms for indications of abnormalities associated with breast cancer. The status of each mammogram was verified by biopsy. The eye-tracking system was used to measure and record eye position and pupil diameter as a function of time as the subjects scanned the mammograms. Three treatments were applied to the scan data to model the experts' eye behaviors. These included quantification of dwell time and pupil diameter as a function diagnostic accuracy in regions of the mammogram where abnormalities existed or were perceived; independent clustering of lookpoints without respect to abnormalities; and analysis of scan transitions between lookpoint clusters. Results of the analysis were consistent with extensive prior studies of eyescan measures recorded during the diagnosis of abnormalities on chest radiograms. This preliminary investigation provides a proof of concept for use of the eye-tracking technology, experimental protocols, and analysis methodologies as the basis for expanded mammographic studies, with the promise of eventual adaptation as a source of diagnostic information in clinical practice.
I. INTRODUCTION

A. Breast Cancer and Mammography
B
REAST CANCER is the most common malignant disease in women, with one in ten women developing some form of the disease during their lifetime [6] , [11] . In 1995 alone, the American Cancer Society [2] estimates that 182 000 cases of invasive breast cancer will be diagnosed in the United States. Once fatal, breast cancer is now curable through early diagnosis and advanced treatment techniques. Regardless of the treatment, however, the prognosis for surviving breast cancer ultimately depends on how early the malignancy is detected. (See [37] for an excellent and readable summary of the epidemiology of breast cancer).
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present as palpable abnormalities [6] . Performed optimally, mammography can target an estimated 90% of all breast disease [11] . The primary diagnostic technique in mammography is the visual evaluation of films by skilled radiologists. The objective is to identify areas of suspicion in the breast which may indicate cancer. If an abnormality is detected on the mammogram, then a biopsy may be ordered to ascertain if the corresponding area is benign or malignant. When examining mammograms, radiologists look for certain visual cues and characteristics which are known indicators of disease. These diagnostic features include microcalcifications and masses. A microcalcification is a small calcium deposit between 0.1 mm and 1.0 mm across that has accumulated in the breast tissue, which appears as a bright speck on the mammogram [45] . Between 30% and 50% of breast cancers demonstrate clustered microcalcifications (three or more microcalcifications within a 1 cm region) and in approximately one third of these cases are the only indication of malignancy [12] , [14] , [43] .
A mass or nodule is a space-occupying lesion with margins seen on two different projections of the breast. Visually, masses are three-dimensional, distinct from the surrounding tissue, and most often asymmetric with an outward convex contour [1] . Masses are classified as circumscribed, microlobulated, obscured, indistinct, or spiculated, depending on the nature of their margins in terms of regularity and definition. Masses are a common finding in mammography, with benign lesions tending to have medium to low density and welldefined margins and malignant lesions tending to have higher density and fine irregularity or nodularity at their edges [12] .
Because of their ambiguous appearance and small size (especially in minimal breast cancer) features which are actually associated with malignancy are difficult to detect with certainty. Mistaken diagnoses present two forms of risk to the patient. False negatives fail to identify malignancies on screening and lead to the delay of treatment. These are perhaps the most common errors and are considered to be the most serious by the medical community. False positives also can have serious consequences, however, resulting in unnecessary stress on patients recalled for further examination and, in some cases, unnecessary procedures associated with increased risk and cost [20] , [26] .
B. Computer-Aided Diagnosis
Computer technology for improving radiological and mammographic diagnosis has received increasing attention over the past two decades. Digital mammography appears to be on the horizon, although significant barriers (such as limited resolution and limited field of view) are still to be overcome. While awaiting advances in digital mammography that will permit widespread implementation, computer-aided diagnosis (CAD) has been shown to have clinical potential for both the depiction and analysis of abnormalities [36] .
One line of CAD research seeks to automate diagnosis, using pattern recognition and image enhancement techniques to detect abnormalities in digitized images. Applied to mammography, computer-aided detection of microcalcifications [43] and masses [16] are examples of this promising line of investigation. As second observers in clinical practice, such CAD tools could review images and suggest considerations to the mammographer, with the anticipation of improving unaided diagnostic accuracy.
An alternative and complementary line of CAD research seeks a more basic understanding of the human diagnostic process, by analyzing the eye behavior of radiologists during the search for abnormalities.
Although not yet attempted in mammography, this approach is exemplified by the extensive research of Kundel, Nodine, and their associates at the University of Pennsylvania in detecting abnormalities on chest images [21] - [28] , [30] , [31] , [33] , [34] . Studies have shown that 30% of all lung nodules can be missed on the first reading of a chest radiogram, even though the same nodules were clearly present on prior radiograms of the same patient [3] , [33] . Reasons proposed for these false negatives include factors relating to the image such as the location of nodules within the chest [29] , the size and number of nodules present [35] , and the diagnostic quality of the images [27] , [36] ; as well as factors relating to the diagnostician, such as level of training [4] , search versus nonsearch protocols [38] , premature termination of the search [8] - [10] , [31] , and conservative decision criteria [26] .
C. Motivation and Overview
In this paper, we seek to improve on the technology and expand the range of measures and models applied to understanding the diagnostic processes used by radiologists. Specifically, we investigate the use of an inexpensive and unobtrusive eye-tracking system [19] to explore relationships between visual scanning patterns and the clinical diagnoses of mammographic experts [40] . This system represents an advance over equipment used in previous (chest radiogram) studies, in that it does not require the radiologist to wear headmounted gear. The noninvasive and comparatively unobtrusive nature of the technology provides the subject mammographer the greatest freedom from physical and psychological impediments, offering the greatest (if still imperfect) similitude to a typical radiographic reading room.
In addition to tracking eye-gaze position on the mammogram, the system tested here also records the reader's pupil diameter. This additional measurement adds a new dimension to the recorded scanning patterns for study, not available in prior work on chest radiograms. Prior research on pupillary response during various information processing tasks [32] has shown a correlation between the change in pupil dilation while solving mathematical problems of different levels of difficulty and a linear relationship between pupil size and the amount of information processed during a memory task. In particular, [39] describes pupil behavior at points of (correct and incorrect) recognition of an on-screen image as the details of this image were gradually revealed over time. This characteristic signature may have potential implications for mammographers recognizing microcalcifications and masses during scanning.
In the experiments reported here, the eye-tracking system was used to measure and record eye position and pupil diameter as subjects scanned the mammograms. One radiologist and three radiological technicians each examined a series of 14 mammograms for indications of abnormalities associated with breast cancer. The status of each mammogram was verified by biopsy. Three treatments were applied to the scan data to model the experts' eye behaviors. These included quantification of dwell time and pupil diameter as a function of diagnostic accuracy (i.e., true positives, false positives, false negatives, and true negatives) in regions of the mammogram where abnormalities existed or were perceived; independent clustering of lookpoints without respect to abnormalities; and analysis of scan transitions between lookpoint clusters. Results of the analysis were consistent with extensive prior studies of eye-scan measures recorded during the diagnosis of abnormalities on chest radiograms as outlined above.
The preliminary study reported is motivated by the difficulty of obtaining skilled subjects and the value of their time. Our express purpose in this investigation is to provide a proof of concept for use of the eye-tracking technology, experimental protocols, and analysis methodologies, before embarking on expanded mammographic studies requiring more extensive and costly data collection efforts. The experiment is not representative of large screening program in clinical practice (because of the large proportion of abnormal images included in the sample) and the results are insufficient to make definitive statements regarding diagnostic behaviors (because of the small sample size). Nevertheless, the study as a whole is sufficiently suggestive to encourage future work, with the promise of eventual adaptation as a source of diagnostic information in clinical practice.
Statistical analyzes of visual dwell and pupil diameter for lookpoints in known feature areas revealed that false-negative diagnoses are marked by significant dwell times in 67% of cases (with dwell times nearly comparable to both true positive and false positive diagnoses) and by increased pupil diameter in 75% of cases (in contrast to decreased diameter to both true positive and false positive diagnoses). Clustering analysis of lookpoints without explicit reference to features revealed that 21% of the largest unreported clusters also are associated with false negatives. These results are consistent with prior studies and suggest that scanning patterns may be a valuable source of diagnostic information when applied in clinical practice. Finally, an analysis of lookpoint transitions between clusters showed that individual diagnosticians employed consistent, but highly individual, scanning strategies. Moreover, in spite of the often marked differences in individual scan paths, the pattern of search along these paths was similar for all four diagnosticians. The sparse transition matrix which captures this pattern may be useful for future work, such as comparisons between novice and expert behaviors.
II. EXPERIMENT
A. Experimental Set-Up
Recording the eye movement of mammographic experts is accomplished using the Eye-gaze Response Interface Computer Aid (ERICA) [15] , [19] , [42] , a unique computer system developed at the University of Virginia. The specific ERICA configuration applied in this study is built around an IBM 486 PS/2 Model 70 personal computer; a Sanyo high-resolution, high-speed-shutter, CCD camera with zoom lens and visible light filter; and a Tecmar Video Capture Adapter image-processing board. A GE 1.5 mW galliumarsenide LED is mounted coaxially with the camera lens. The LED provides a collimated beam of near-infrared (880 nm) light that illuminates the subject's face. The system determines where the subject is looking by repeatedly analyzing the nearinfrared light reflected from one of the user's eyes, as captured by the camera and recorded digitally by the image board. Changes in pupil diameter also are determined in this way. A Hitachi monitor is used to display the camera field of view for positioning the camera and subjects and an 8514 color monitor with 1024 768 pixel resolution is used to playback recorded scan paths over a digitized image of the corresponding mammogram.
Frames are captured at 60 Hz and experiments confirmed that changes in eye-gaze position and pupil diameter occurring above this frequency (at greater than 0.0167 s between changes) could be observed and recorded. Prior studies [13] demonstrated that, in the absence of head motion, a properly calibrated ERICA system can determine the user's point of regard with nearly 100% accuracy to within approximately 0.6 of visual angle, i.e., within a confidence area of approximately 0.5 cm in radius on a display screen located approximately 45 cm in front of the user.
The principle limitation of the corneal reflection technique embodied in ERICA is that, to achieve the stated accuracy and precision, the subject's head must remain nearly stationary during use. Backward or forward movement of the head relative to the camera lens causes the image of the eye to blur, whereas side-to-side motion of the head in the plane parallel to the lens removes the eye from the camera field of view. Head movement in any direction relative to the calibration position of less than about 3 cm is generally acceptable. Because the total visual angle of the film display box (described below) was less than about 20 , the entire film could be viewed without head motion. Head motion during the reading of a film did not appear to cause any measurable error in tracking eye position for any film or subject; head motion between readings was corrected by asking the subject to reposition her head, or by refocusing the camera. Thus, head restraints proved unnecessary and were not used.
The arrangement of equipment depicted in Fig. 1 was employed. Actual film mammograms attached to a light box were used to replicate the diagnostic situation. To increase the relative luminance of the light box, all portions of the box were obscured by black poster board except the viewing area. EyePsych [13] , the psychological testing software of the ERICA system, was used to run the tests and gather data. EyePsych collects and records data describing the location of a diagnostician's point of regard on the mammogram, called the lookpoint, and pupil diameter. It also can superimpose lookpoints on the computer screen, on which a digitized image of the mammogram pair appears, with an indication of pupil diameter at each point for replay and analysis purposes.
The ERICA system collects gaze position and pupil diameter at an incremental frequency of 60 Hz. This data is recorded in the form of a quadruple in time sequence order, where is the horizontal computer screen pixel position, is the vertical computer screen position, is the pupil diameter, and is the number of the lookpoint observation (which also represents time, since there are 60 points in a second of data). Thus, the problem is one of analyzing these four dimensions of data.
Images were obtained from the Primary Care unit of the University of Virginia Hospital. Ten patient cases were chosen with proven biopsy results of microcalcifications and abnormal masses. In addition, four images from patients with no visible signs of cancer were included. Cases were selected to be representative of different levels of difficulty, with a range of locations of the features.
In mammography, at least two radiographic views of the breast are used to pinpoint an areas of suspicion. The mediolateral oblique (side) and craniocaudal (top-down) views, abbreviated MLO and CC respectively on mammogram films, are the standard views for all screening and diagnostic examinations. The MLO and CC views of the breast are made at right angles to each other, permitting a three-dimensional assessment of the breast [5] .
For each case, the MLO and CC views of one breast were duplicated, spliced together, and cut to a size of 11 in 8 in (27.9 cm 20.3 cm) in order to allow placement on the display box. While the films used therefore were smaller than standard, no areas of tissue image were removed or obscured; only parts of the film with no image on them were eliminated. Thus, there was no loss of diagnostic ability from an actual diagnosis based on the two views in the primary care setting. 
B. Experimental Protocol
Subjects were seated directly in front of the light box at the center of the viewing area. Their viewing distance was approximately 18 in (45.7 cm) from the mammograms. Four experts at the University hospital were tested-three senior technicians and one radiologist. Table I outlines each subject's profile in terms of title (radiologist or technician), years of experience, and visual aid (contact lenses or glasses). Experience refers to full-time daily reading of mammograms. Visual aids are significant because these may introduce artifacts into the data; occasionally, small reflections from a glasses nose-piece or contact edge can cause a mistaken identification of the gaze position. The subjects are identified as A, B, C, and D.
Data collection was divided into three distinct segments: preparation, testing, and post-testing analysis. The procedure for each is described in the following sections. The entire testing procedure, including preparation and execution, took approximately 1.5 h for each subject. The first portion of the preparation phase, subject registration, entailed calibrating the subject's eye-gaze. Briefing the subject on the method of testing was the second step in preparation. The method of image presentation and testing was described and the subjects were allowed to ask questions for verification. The subjects were told that some of the images contain masses and/or microcalcifications. They were told to indicate locations of microcalcifications, masses, and abnormalities after each image evaluation.
Subjects began testing immediately after successful preparation. For each image, the subject's eyes were closed as the image was affixed to the viewing area of the light box. Testing began when the subjects opened their eyes and continued until 2100 sequential lookpoints were collected (35 s). Because in true diagnoses the experts do not look at the images for a predetermined amount of time, the subjects could signal that they had completed their assessment of the image at any time by looking down at the center of the camera. After lookpoints for each image were recorded, the subjects marked their diagnoses by circling areas with masses, microcalcifications, and other features (such as lymph nodes) on a clear overlay on top of the mammogram.
This procedure was repeated for each of the 14 mammograms. Discussions with each subject followed the completion of the testing session. Subjects indicated the reasoning behind their diagnoses, as well as they course of action the would have taken. 
III. EXPERIMENTAL RESULTS AND ANALYSIS
The raw data consists of four sets of 14 series consisting of up to 2100 points each, where each point has a location, pupil diameter, and implicit time stamp. A scatter plot of the position data alone, as illustrated in Fig. 2 , displays the series of lookpoint positions observed during one representative reading in terms of and pixel position on the screen. The plot provides the most easily interpreted representation of where the reader looked on the actual mammogram image, independently of time and pupil diameter. Fig. 3 graphs the complete data set-pupil diameter and screen position as a function of the lookpoint index-for a typical reading. Each of the variables is plotted as pixel value for each lookpoint. The left -axis represents screen position, while the right -axis is the range for pupil diameter. Theaxis is the lookpoint number; alternatively, this axis represents time, since a lookpoint is taken every 0.01667 s. This plot allows the pattern of pupillary dilation and contraction over time to be cross referenced to gaze-position on the scatter plot. Diagnosis of the particular image displayed in Fig. 3 was completed at a lookpoint value of approximately 1250, or 20.8 s. The data for subject A, images 6 and 7, were badly placed upon review; lookpoint coordinates were not in the field of the screen and thus unsuitable for analysis. This most likely resulted from extraneous glasses reflections.
Once the diagnoses were indicated, these were compared to the true biopsy state for each mammogram. Such a comparison reveals four potential outcomes. There are two possible truth states for each feature (present, absent), with two possible responses (present, absent), resulting in four cases: true positive, false positive, true negative, and false negative. The true state of the image is obtained from the biopsy results.
A. Feature Analysis
The first step in data analysis is to examine the areas containing features of interest. These features are either masses or microcalcifications and their actual location in the image has been verified with biopsies. These areas constitute either true positives or false negatives, depending on whether or not the Two aspects of the data can be analyzed in these feature regions. The first is dwell time. Prior studies by Kundel and others [26] have linked length of dwell in regions on the image to positive and negative diagnoses through the examination of visual dwell on lung nodules in relation to false positive and false negative decisions. In order to determine dwells, Kundel's study took the -coordinates, calculated centers of coordinate groups based on a running-mean calculation, and clustered fixations of groups with dispersions of less than 2.5 . From analysis of these dwells, they determined that 96% of true positive regions, 83% of false positive regions, and 68% of false negative regions accumulated a significant visual dwell, averaging 2 s or more.
For purposes of the analysis here, which also examines pupil diameter, the data are not first condensed into groups before forming the visual dwells. This analysis examines the data within the feature areas of interest. The area of interest is determined from the estimate of a 5 angle covered by the average human eye fovea, as used in prior studies. According to [26] , focal attention around a visual structure extends to 2.5 from the center of the gaze in all directions. The radius which defines this area of foveal acuity is termed the threshold and is used in this section as well as the clustering analysis to determine sets of points corresponding to a dwell or cluster. At a viewing distance of 18 in (45.7 cm), the threshold is approximately 0.8 (1.98 cm) or 75 image pixels.
Examination of pupil response does not have a clearly defined threshold to describe the data. The aim of analyzing the pupil is to decide if significant pupil response can be associated with a region in the image. But determination of what constitutes a "significant" response is difficult, because of the many variables involved in pupil fluctuation, such as blinking. Comparison between subjects is even more difficult, since some people naturally have larger pupils or seem to have larger pupil changes than others, as described in the qualitative analysis.
To account for this, the local mean of pupil diameter within an area of interest was compared to the total pupil diameter mean for the image. In this way, an arbitrary threshold was not needed. Moreover, large rises caused by blinks would not overshadow smaller pupil responses caused by the feature area of interest. Also, the absolute pupil size information would not be lost, as would be the case with rate of change. Both the dwell analysis and the local mean pupil analysis were executed in a Borland C Version 3.0 program implemented on an 486 IBM-compatible computer. Pupil diameter is represented as the percent difference from the mean, while dwell is quantified as the percentage of time spent in the feature region. Using percentages affords comparison within and between subject data sets. Specifically, the following measures were used:
Number of Lookpoints At Feature Total Number of Lookpoints These equations were used to evaluate the dwell and pupil behavior in the true positive, false positive, and false negative regions based on subject diagnoses. The center of the region was used as feature coordinates. An analysis of the mean values for pupil change and dwell time appears in Table II. The largest deviation from the mean pupil diameter occurred for false positives, where the local feature mean averaged over 3% less than the overall mean. The only average rise in local pupil diameter occurred for false negatives, with an average rise of almost 2%. In fact, 75% of pupil changes for false negatives were increases over the average diameter, as displayed in the previous tables. In the true diagnostic situation, this information could be used as feedback to the radiologist, prompting reevaluation of the areas with rises in pupil diameter.
The correlation coefficients for each of the three cases ranged between 0 and 0.5. None of these values indicate a large linear correlation. As such, dwell time is not necessarily predictive of pupil response in terms of a linear model, nor does pupil response serve as a gauge for the dwell time.
All of the average dwell times constitute significant dwells, with false positives having the largest percent of time spent in the feature regions. Significance is based on an expected dwell over a blank image. Dividing the image region of width pixels and height pixels into areas with radius 75 pixels (as calculated previously) yields
Areas
Total Area Circular Area Time at Each Area Thus, assuming an equal proportion of time for each area, the percentage of attention in each 75-pixel radius region would be 2.25%. Dwells for the diagnosed areas of false and true positive, as well as for false negative, represent over four times the expected amount of time for a uniform image (such as a blank screen).
Using the previous tables as well as this notion of significant dwells, the percentage of features receiving significant dwells can be calculated. Out of 36 true positive diagnoses, 26 (72%) received significant dwells. False positives have a higher percentage of significant dwells with 12 out of 15 (83%). Finally, false negatives accrue significant dwells in eight out of 12 cases (67%). These findings are consistent with Kundel [26] , who found 80% of the false positive cases and 68% of the false negative cases to have dwells.
The percentage for true positives, however, is less than Kundel, which was 96%. This may be because the lung nodule study looked only at masses, while in this study both microcalcifications and masses were possible features. Looking only at the true positive diagnoses for masses in the images here, 12 out of 14 received significant dwells, which is 86%. This is closer to Kundel's original findings and reveals the possible differences in the subjects' perception of masses versus microcalcifications. As with pupil response, indicating which areas were dwelled upon, including the false negative features, may improve diagnoses by prompting reappraisal of the areas.
B. Clustering
Feature analysis examined the data based on the true state of the image, looking at the data within regions containing masses or microcalcifications, as well as regions falsely targeted as containing one of these features. In the actual diagnostic situation, however, the true state of the image is not known. Thus, it is worthwhile to inspect the problem from the opposite frame of reference, examining first the visual behavior of the viewer. Conclusions drawn in this manner may then be used with images for which the true biopsy diagnosis is not known.
From this point of view, one way to analyze the data is through clustering, which aggregates the screen pixel locations into sets which may define areas of interest in the image. Transforming these individual pixel locations at a given time into meaningful data comprises the task of this problem. Preliminary analysis of the data reveals certain areas of a given image which appear to be more interesting (i.e., more gazes in this area) and a tentative pattern of the gazes (i.e., between the areas of interest), where gaze is defined as screen pixel location.
Several methods of clustering may be applied to this data; the method of choice is subsequently described. Many algorithms have the constraint that the number of clusters must be known. For the image diagnosis problem, this is not a valid assumption since the images contain a different number of features, and gazes may cluster around an unknown number of areas. The Leader Algorithm is, therefore, a good choice for clustering in this domain. Rather than assuming that the number of clusters is known, the Leader algorithm assumes a known threshold which defines the maximum distance for a point to be in the cluster. The assumption of a threshold is quite applicable to this problem, because of the biological limits of vision. The specific calculation of this threshold is described previously.
Once the threshold is determined, the Leader Algorithm is executed with the steps shown in Table III . The first step takes the first point and assigns it as the leader of the first cluster. The rest of the algorithm is an iterative procedure, where if the distance between the leader and a point is less than the threshold, the point is assigned to that cluster; if not, the point becomes the leader of its own cluster.
This algorithm has advantages other than not assuming the number of clusters. It is easy to implement in a programming language, and it is generally fast, being of order in the worst case. The order of the algorithm is an indication of its efficiency, and is proportional to the amount of time it will take. For the data in this problem, where the breast images and features are in distinct locations and the gaze looks around these areas, the algorithm will perform consistently better than the worst case, which assigns each point to its own cluster.
Two disadvantages of the Leader Algorithm can be noted. The first is that it is susceptible to the choice of threshold. In this case, the natural decision of threshold based on the biological capabilities of human vision diminishes this concern. Second, the algorithm passes through the data once, so changing the order of the data may change the clustering results. Again, the nature of the data, which is time dependent and so has a given order, decreases this concern.
The Leader Clustering Algorithm was implemented in Borland C 3.0. Clusters are formed using a threshold of 75 pixels. In addition, only clusters with a significant number of points in them are recorded. Significance is determined by having greater than the expected number of points based on a uniform image. This was calculated previously as 2.247% of total visual attention being devoted to a region. For the cluster analysis, this is based on the total number of points in the data set, where the total lookpoints are tabulated for each subject and image. Specifically, only clusters with greater than (Total Number of Lookpoints)/44.5 are recorded. These values for the number of lookpoints are input by the user to the program, since they are different for almost every data set. The output of the program are files which enumerate the clusters and list the number of points in each, pixel position, and pixel position.
Output of the clustering program consists of a list of clusters denoted by the number of points in the cluster and the leader point of the cluster for each subject and image. Each cluster corresponds to a position on the screen. Fig. 4 shows a plot of clusters, which corresponds to the same data set presented in Figs. 2 and 3 .
Clusters for each subject and image reveal further similarities and differences in diagnostic styles as first highlighted by qualitative and feature analysis. For 10 of the 14 images, each expert had a different number of significant eye clusters. The mean number of clusters over all subjects and data is 12.78, with the maximum number for one test image at 18 and the minimum at 5. Shorter diagnosis times do not necessarily result in a smaller number of significant clusters, since the decision of significance is determined using the diagnosis time, as previously explained.
The clusters themselves are somewhat representative of the sequence in which the subject viewed those areas on the image. As such, the order of the clusters is different for each image and subject because of individual scanning differences as well as the different subject matter of the images. In numerous instances, clusters from different subjects will have the same proximity in the image, although these similar clusters are not identified by the same number or even the exact same pixel screen coordinates.
In many cases, three or four clusters appeared to dominate the others in terms of the number of points these contain. Based on this observation, the three largest clusters for each data set were examined in relation to the feature areas and diagnoses of true positive, false positive, and false negative. Each of the dominant clusters, identified spatially by the leader's coordinates, was compared to the center coordinates of the features using the Euclidean distance norm. For this comparison, distance threshold of 150 pixels was used, in order For all the images, the percent of clusters in the region of a feature were calculated for the three largest clusters. If the cluster did not correspond to any true positive, false positive, or false negative features, it was considered part of the "other" category. This analysis resulted in Table IV . The clusters sizes (ordered by the number of lookpoints in the cluster) are denoted by 1 (largest), 2 (second largest), and 3 (third largest). The table shows the percentage of occurrences of each type of diagnosis.
The table shows that approximately 60% of the largest clusters correspond to features in the image which were diagnosed as true positive, false positive, or false negative, while approximately 40% of the largest clusters correspond to other areas of the images. These other areas apparently represent features which aroused the suspicion of the diagnostician, but which (properly) did not result in a positive diagnosis. The table shows also that the areas of significant interest were roughly evenly divided between positive and negative diagnoses, with false positives representing something under a third of all positives and false negatives something over a quarter of all negatives.
These results also are consistent with Kundel's work. Kundel found that out of 5117 regions with fixations, 4878 (95%) of them had a dwell in a true negative region. The mean dwell in these true negative areas was 0.51 s. Based on the previous definition of a significant dwell, any image with a diagnosis time of less than 23 s would have significant dwells of 0.51 s, since or 2.21% of the visual attention was spent in that region. Thus, for many of the images, significant clusters occurred in areas which are true negative.
While these results are not as conclusive as the dwell study, which only examined areas of interest rather than the total image, the observation of clusters along the scan path still appears to be diagnostic, as well as practical for clinical implementation. Approximately 11% of all of the largest clusters are associated with false negatives. More importantly, false negatives represent approximately 21% of the largest clusters not marked by the diagnosticians. Because of the relatively large number of clusters in true negative areas, the occurrence of an cluster does not conclusively lead to the deduction that an image contained a feature of interest. However, if adopted in clinical practice, the occurrence of an unmarked cluster should trigger reexamination of that area for such a feature.
C. Dynamic Analysis
Cluster analysis, as well as the feature analysis, provides only a static representation of the data, with no description of the subject's visual behavior over time. The next level of analysis looks at where visual attention is focused and how the areas of interest are related over time. Dynamic analysis of the time-series behavior of the eye scans can be modeled by a stochastic process. The hypothesis is that areas of the image may be modeled as states which the subject-image system may be in at a given time. Additionally, the pattern of eye movement between these areas of interest may be modeled as state transitions. Presumably, the state transitions are probabilistic, resulting from the intrinsic uncertainty governing human behavior.
The implications of this model are that it affords a psychologist (or anyone studying eye behavior) with an analytical method to compare individual performances based on the transitions between states. Reference [17] points to the usefulness of Markov modeling to go beyond visual inspection of eye movement traces. There are at least two dimensions of analyses over an image allowed by these comparisons: 1) performance of an individual to previous performance by that individual and 2) performance of an individual to a selected population's performance. The first may be useful in determining impairment of the individual performing a control task based on visual scanning in order to monitor or seize control of the system. The second basis of comparison may yield areas for training or targeting aptitude in a visual search task, such as comparing a novice to a population of experts.
A Markov process uses the temporal data to define transition probabilities between areas of the image, denoted as states. The variation in scanning patterns displayed in a static visual image test can be represented by a probabilistic model. Defining the location as a function of screen coordinates and the location at observation number (or time) may be expressed as a random variable . Thus the scan path is one sample path generated by the stochastic process where the index set is the set of all observations. At a particular point in time, the system is found to be in exactly one of a finite number of states. Labeled these states are both mutually exclusive and exhaustive. The implications for the mammogram representation are that the states defined by cluster analysis are non-overlapping (mutually exclusive) areas of interest and number where state is all area outside the areas of interest so that the entire screen area is specified by a state (exhaustive). This formulation leads to a mathematical model of a stochastic process where the random variables observed at may take on any one of the cluster values.
In order to obtain analytical results of this model, certain assumptions must be made. Foremost in these assumptions is that the conditional probability of any future event, given any past event and the present state of the process, depends only on the present state and is independent of the past event. This Markov property is represented for the stochastic process as
where is the present state, is the future state, for any and states The conditional probabilities called transition probabilities, denote the probability that the system will be in state given that it was last in state A second assumption is that the transition probabilities are stationary where and over all This implies that the transition probabilities do not change in time. The transition probabilities may be represented by the stochastic matrix
The last assumption is that the initial probabilities are known for all states If all of these assumptions are valid, the stochastic process is a finite-state Markov chain.
Preliminary data examination supports most of these assumptions. The areas of interest are definitely finite in number because there are a finite number of pixels on the screen; additionally, the areas represent groups of numerous pixels. The initial probabilities of being in any state may be assumed to be a function of the number of pixels composing the state only, given that the subject has no prior knowledge of the composition of the image on the screen. In addition, the Markov property appears to be a reasonable assumption based on the preliminary data. The transition probabilities may not be stationary over the entire time series, however. This is discussed further in Section III.
A good state definition would be based on the location of the features of interest on the image, which is only possible with pre-diagnosed images and therefore of little use in aiding real diagnoses. Instead, states can be defined based on regions resulting from the previously described cluster analysis. Using the clusters as state definitions, the notion of the Markov transition probability matrix can be applied to examine the visual relationship between the states.
A C program was coded to quantify the transitions between states. Files of raw gaze data and the clustering results serve as input to the program. The program tabulates the transitions from one state to another. Results are output in the form of a square matrix which has entries that consist of the number of times a transition occurred between the states (see Table V )..
The matrix shows transitions between the states, which are the significant clusters resulting from clustering. In reality, lookpoints also occur in areas which are not defined by those clusters. Initially, an additional state was added to represent all other areas not encompassed by the clusters, as discussed above. This added state, however, obscured the movement from one state to another. For example, if the eye were moving from a feature in the left view to a feature in the right view, a few lookpoints would occur as the path between the two features. This would be recorded as a transition from the left feature state into the additional state, and then from the additional state to the state of the right feature. For this reason, all points not in one of the defined states were not incorporated in the transition matrix. Although disallowing points to enter the th state means that the states are no longer exhaustive, it increases the number of meaningful state transitions.
The diagonal of the matrix represents the number of transitions a state makes to itself. In reality, this corresponds to a dwell and results in a very large number in comparison to the other transitions. For example, a two-second dwell results in 120 transitions from the state into itself. An average of 85% of the total transitions are those on the diagonal. In order that the movement implied by the matrix was not masked by these large values, the diagonal of the matrix was written as *'s.
The transition matrices exhibit a strong pattern, and the pattern makes sense intuitively. The result of relatively few transitions between states in relation to the amount of time spent in a state is logical in light of the visual task and the manner in which humans perceive visual stimuli. Essentially, this result means that the majority of time is spent looking at something rather than rapidly glancing around all areas of the image several times.
Dominance of the diagonal is also an artifact of the sampling rate. At a frequency of 60 Hz, the data is sampled fast enough to record rapid eye transitions, but results in large numbers of points associated with a dwell. This effect would be further pronounced with a faster sampling rate; the number of transitions is limited because that is actually the way the subjects scanned the image, and increasing the rate would likely not increase the number of transitions between states. Likewise, using a slower sampling rate would have decreased the dominance of the diagonal, but much slower rates may prevent the full realization of the eye trajectory, since sometimes transitions occur very quickly.
Filtering out the diagonal transitions leaves sparse data because of the few number of other transitions. In hindsight, the pattern of the matrix seems obvious when one thinks about how people visually search a static scene, but this was not evident at the outset. As such, Markov analyses seemed to be a very fruitful method to model and analyze the data. With the limited data, however, this analysis cannot avail the power of Markovian analyses and tools. Although the underlying model may well be a Markov chain, there is not enough data for significant Markov chain computations. Moreover, because of the differences between subjects and their clusters, the data set can not be increased by combining individuals.
The assumption of stationary transition probabilities, essential for a stationary Markov chain, may not be valid. From a cognitive standpoint, the process of diagnosing an image is transient, where the viewer goes from one state of knowledge to another. The viewer progresses from ignorance through the identification process until the viewer decides to complete the diagnosis. All of these states of knowledge may be steady state, but at steady state the eye motions may not reflect the internal cognitive processes. Virtually all of the pupil and eye-scan path studies discussed in the literature present eye behavior of people executing a mental or visual task rather than merely existing at a constant mental state. In fact, the steady-state and long-term probabilities afforded by a Markov chain analysis may not have much relevance in the visual diagnosis of a static scene; this corresponds to a person staring at an area of the image for a long period of time, which the data does not support.
Even if stationarity does not apply to the diagnostic situation, a piecewise stationary model may exist, where segments of the time series are characterized by similar probabilities. For example, the first time segment may be the acquaintance phase, the second may be the search phase, and the third phase may consist of feature identification where each phase is specified by distinct stationary transition probabilities. The sparse nature of the data sets, however, prevent verification of this theory. The diagnostic activity in this situation does not take long enough to provide sufficient data on meaningful transitions from which to calibrate a model.
Despite restrictions of the model which prevent its direct application here, the Markov chain theory is useful as an intellectual construct, especially through the use of the probability transition matrix. A pattern is evident among the matrix entries around the diagonal, representing transitions between adjacent states. As noted it the clustering analysis, the clusters themselves are dependent on the order of the eye scanning path. The resultant pattern of high proportions of transitions among adjacent states is logical based on their definition, which follows the trajectory of the eye scan.
Transitions are also evident between paired features in different locations in the image. Because of potential overlap between the features and the cluster, as described in the clustering section, more than one state may correspond to a feature of interest. As such, a pattern of transitions between features is not consistent based on the present state definition. Nevertheless, representing the behavior of experts based on the Markov model may afford comparisons to other populations, such as novices, based on the similarities of the state transition matrix.
IV. CONCLUSIONS
Understanding scanning strategies is a key to understanding the process of human visual diagnosis. Modeling this search behavior may be useful in several ways. Information gained from models can improve scientific understanding of the behavior, which in turn may contribute to targeting individuals with diagnostic aptitude, or to the training of novice diagnosticians. Moreover, models of visual performance could potentially be used as feedback to improve diagnoses or in developing intelligent systems for CAD.
In this paper, we have demonstrated an improved eyetracking technology and expanded the range of measures and models for studying potential relationships between visual scanning patterns and the clinical diagnoses of radiographers and mammographers. As such, this work represents a contribution in the research tradition pioneered by Kundel, Nodine, and their associates in the context of reading chest radiograms. Together with the fruition of digital mammography and advances in pattern recognition and image enhancement techniques, this eye-tracking technology appears to have clinical potential for mammographic CAD.
A principal advantage of the ERICA eye-tacking system, besides the ready availability and low cost its off-the-self components, is that the system does not require the radiologist to wear any head-mounted or other invasive gear. The comparatively unobtrusive nature of the technology provides the radiologist or mammographer the greatest freedom from physical and psychological impediments currently available. This freedom in turn offers the greatest similitude to a typical radiographic reading room and the widest hope for ultimate adaptation to clinical practice.
The principle limitation of the ERICA system is that the radiographer's head must remain nearly stationary during each reading. While this limitation did not create any significant problems in the conduct of the experiments reported here, the requirement clearly is undesirable (if not, in fact, unacceptable) in practice. However, White et al. [42] demonstrate a dynamic calibration for the system which permits a far greater range of side-to-side head motion than the setup used in this study. In addition, current work on an autofocus mechanism for the system promises to permit a far greater range of front-toback head motion. Taken together, these further improvements ultimately may yield an eye-tacking system that is wholly transparent to the practicing radiographer.
A second advantage of the technology used here is that the ERICA system also records the reader's pupil diameter while tracking gaze position. This additional measurement adds a new dimension to the recorded scanning patterns, not available in prior work on chest radiograms. While the lim-ited number of observations collected during this preliminary study showed differences in pupillary response for different diagnostic outcomes (such as the rise in pupil diameter in clusters associated with false negative diagnostic clusters), clearly, the sample of both readers and films is too small to draw meaningful conclusions. Nevertheless, it is tempting to speculate on the potential usefulness of these results if verified by more extensive experimentation.
Results of the gaze-position analysis were consistent with extensive prior studies of eye-scan measures recorded during the diagnosis of chest radiograms. Again because the sample of both readers and films is too small, the results are insufficient to make definitive statements regarding diagnostic behaviors (because of the small sample size). Nevertheless, the study as a whole is sufficiently suggestive to encourage future work with larger samples of both mammograms and mammographic experts.
A principal shortcoming of this study (beyond the small sample) was the failure to assess the level of confidence of the reader with respect to each of the diagnoses. It is well known in signal detection theory that individual diagnoses can be influenced both 1) by the reader's ability to perceive abnormalities where these exist (the reader's sensitivity) and 2) by the reader's willingness to commit to such observations in the presence of ambiguity (the reader's response criteria). An assessment of confidence level would allow the construction and analyzes of familiar ROC curves, which distinguish between these sources of diagnostic error. This additional model would be valuable in accounting for the variability in the data subject-to-subject and film-to-film and will be included in future experiments.
Because of the large proportion of abnormal images used in this study, the experimental conditions tested here best represent a clinical setting in which a follow-up reading is requested (such as a follow up every six months). In such cases the mammographer is alerted to the large proportion of abnormals and probably is not doing the same things he or she might be doing during a routine screening. Designing an experiment that is truly representative of large-scale screening program remains problematic, however. Given that a mammographer might read at most 80 to 100 films in a day and given that an average of only eight cases in 1000 are positive for cancer, it is clear that true positives are a comparatively rare occurrence in practice. (Of course, this same problem also occurs in training residents in screening programs in a clinical setting). Nevertheless, the future development of an eye-tacking system that is truly transparent to the radiographer offers the eventual promise of collecting clinical eye-scan data in real-time for screening studies using the measures, models, and analysis techniques developed here.
