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Hotel recognition is a sub-domain of scene recognition that involves determining what hotel
is seen in a photograph taken in a hotel. The hotel recognition task is a challenging computer
vision task due to the properties of hotel rooms, including low visual similarity between rooms
in the same hotel and high visual similarity between rooms in different hotels, particularly
those from the same chain. Building accurate approaches for hotel recognition is important
to investigations of human trafficking. Images of human trafficking victims are often shared
by traffickers among criminal networks and posted in online advertisements. These images
are often taken in hotels. Using hotel recognition approaches to determine the hotel a victim
was photographed in can assist in investigations and prosecutions of human traffickers.
In this dissertation, I present an application for the ongoing capture of hotel imagery by
the public, a large-scale curated dataset of hotel room imagery, deep learning approaches to
hotel recognition based on this imagery, a visualization approach that provides insight into
what networks trained on image similarity are learning, and an approach to image search
focused on specific objects in scenes. Taken together, these contributions have resulted in a
first in the world system that offers a solution to answering the question, ‘What hotel was
this photograph taken in?’ at a global scale.
x
Chapter 1
Introduction
Identifying and understanding the scene shown in an image is an important and active
area of research in computer vision. The scene understanding task focuses on holistic
image interpretation — characterizing the setting where the image was taken. The scene
understanding problem is important in a variety of computer vision problem domains as
many downstream image analysis tasks (navigation, object recognition, object detection,
image search, image captioning) are dramatically improved by understanding the context of
the scene.
Much of the modern scene understanding literature splits the problem domain into two
separate tasks: scene classification and scene localization. Scene classification assigns an
image to a category — such as a beach scene, a church, or a hotel room. Scene localization
assigns an image to a particular geographic location (e.g. near the Eiffel Tower).
This thesis focuses on a specific sub-domain of scene recognition: hotel recognition. Hotel
recognition is the task of identifying the hotel in images taken in a hotel room, as seen in
Figure 1.1. The hotel recognition problem is similar to both scene localization, in that we
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Figure 1.1: Hotel recognition is the task of identifying what hotel is seen in an image captured
in a hotel room.
are trying to determine the specific hotel instance where an image was captured, and also
to scene classification, in that we are attempting to determine the hotel instance from an
example image of the type of room that can be found in that hotel (as opposed to recognizing
the precise hotel room).
At first glance, this problem may seem easier than other scene recognition problems – hotels
contain a relatively limited set of different objects compared to the space of all possible
outdoor scenes, and one room within a hotel is likely visually quite similar to another room.
These properties, however, turn out to be both challenging, and not always correct.
While there may be a limited number of objects in a hotel rooms (e.g., a headboard, lamps,
artwork, etc.), these objects are often found in a wide variety of different configurations. In
contrast, even within the challenging domain of outdoor scene localization, the features have
a fixed 3D configuration that can be (implicitly or explicitly) used to understand if they are
consistent with a 2D image.
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Figure 1.2: One of the main challenges with hotel recognition is that images within the same
hotel, such as the left and center images in this figure, may be visually dissimilar, while
images from different hotels, especially those from the same chain, such as the center and
right images, may be visually similar.
Not only is the spatial configuration of hotel rooms within a hotel complex, it is often the
case that different rooms within a hotel may have significantly different visual appearances,
with limited or non-existent overlap between the objects in the rooms. Further complicating
the situation, two rooms in different hotels, but from the same hotel chain, may be more
visually similar than two rooms from the same hotel. This can be seen in Figure 1.2, where
the first two images are from the same hotel before and after a renovation, and the second
two images are from two different hotels in the same chain. The only overlapping feature
between the two images from the same hotel is the wall-mounted lamp, while almost every
other feature is more similar to the image from a different hotel in the same chain.
Hotel recognition, the ability to recognize a hotel from an image taken in a hotel room, is
therefore a challenging task for modern image recognition problems, due to the substantial
variations within a hotel, substantial similarities between different hotels, and a problem
domain with hundreds of thousands of categories. Additionally, it has a specific societally
important use-case related to human trafficking.
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Figure 1.3: The task of hotel recognition in cases of human trafficking involves identifying
the particular hotel from an image of a trafficking victim.
In recent years, the number of images of victims of human trafficking shared online has grown
at an alarming rate [6, 43]. Whether used for advertising or exchanged among criminal
networks, these photographs serve as visual evidence of where the victim was trafficked.
Such images are often captured in hotel rooms. Identifying the hotels in these photographs
gives insight into where a trafficking victim has been moved previously and where their
trafficker may move them or others in the future. Understanding how traffickers operate, and
how to rescue victims is a top priority for law enforcement [13].
Figure 1.3 shows an example image from investigators, where a victim is posed in a hotel
room. The properties of the victim photographs further complicate the hotel recognition task
– the images are often of low quality, from uncommon camera perspectives, with the victim
occluding much of the image.
This specific problem domain motivates the development of hotel recognition approaches that
can not only recognize the hotel in a photograph taken in a hotel room, but can do so even
in low quality images with large occlusions.
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Recent developments in applying deep learning approaches to scene recognition have made
significant strides towards competing with human scene understanding and can outperform
human performance on some localization tasks. However, these approaches are fundamentally
limited by the data available during the training of these systems. The work in this thesis
provides the first dataset of hotel room images suitable for training hotel recognition algorithms
that are likely to work in realistic settings.
In addition to the development, curation and release of this large scale dataset of hotel room
imagery, the work in this thesis also includes a deep learning approach to hotel recognition
that performs well on real world images from trafficking cases, a visualization approach to
understand and debug deep convolutional neural networks trained on image similarity, and an
approach to image search that allows investigators to focus on particular objects or regions
of interest in a query image.
1.1 Contributions
To support the development of hotel recognition approaches that can be used in investigations
of human trafficking, we have developed applications, datasets, and deep learning approaches
to recognizing the hotel in a photograph, based both on the entire image and specific objects
in the image, as well a visualization approach to understand what deep networks trained on
image similarity are learning. Taken together, these contributions have resulted in a first
in the world system that offers a solution to answering the question, ‘What hotel was this
photograph taken in?’ at a global scale. In this section, I will give a brief overview of the
novel contributions in this dissertation.
Applications We have iteratively designed and deployed a smart phone application, which
has been downloaded by more than 150,000 users, in order to gather a large number of hotel
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room images in a variety of conditions. The diversity of these images turned out to be vital
for a hotel recognition pipeline that works on real world investigative queries. The design and
implementation details of these applications, as well as new ideas on how to design citizen
science applications that require user anonymity, and details of a production search system
that has been deployed to human trafficking investigators, are discussed in Chapters 3.
Datasets & Hotel Recognition Approaches We have curated and released to the
community a large scale dataset of over 1 million images from 50,000 hotels around the world,
with metadata for each image including its hotel, hotel chain, geographic location, and data
source. We additionally provide a test suite that models the real world investigative hotel
recognition task, and a set of deep learning approaches, that allow for the standard evaluation
and comparison of hotel recognition approaches by others in the community. The scale of the
dataset, in terms of the number of images and the number of categories, makes this a dataset
that may have value even to those that are primarily interested in algorithmic developement
instead of the human trafficking problem per se. This dataset, the evaluation suite and the
performance of our approaches are presented in Chapters 4 and 5.
Visualization Approach We derive and implement an approach to visualize what a Deep
Learning network trained for embedding has learned. Classification results can be visualized
by showing which part of an image leads to the classification result (“Which pixels make the
network think this is a cat?”). We present the corollary for embedding networks trained with
a loss function that depends on the similarity of inputs: “Which parts of this pair of images
lead to them being considered similar?” We derive and implement the first visualization of
this kind that fully explains the similarity between the images. This visualization, as well as
several experiments demonstrating the insight about the similarity learning process that can
be gleaned from such a visualization, are presented in Chapter 6.
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Object- and Region-Centric Search Most deep learning-based approaches to image
search operate at the scale of an entire image. In Chapter 7, we present an alternative image
search approach, based on the internal model of deep neural networks trained on image
similarity, which allows a user to focus on particular objects or regions of interest in an image,
as opposed to the entire image. This type of search approach has particular utility in the
case of human trafficking investigations, where victims often occlude all but a small portion
of the hotel room.
1.2 Dissemination of Work
The following list includes the publications related to the work in this dissertation that have
been peer-reviewed and have appeared or will appear in the proceedings of computer vision
and artificial intelligence focused conferences. In all of these works, I have been the first
author and primary contributor.
• “Indexing Open Imagery to Create Tools to Fight Sex Trafficking” [59] and “TraffickCam:
Crowdsourced and Computer Vision Based Approaches to Fighting Sex Trafficking” [60]
were presented at the 2015 and 2017 Applied Imagery and Pattern Recognition work-
shops, respectively. These works presented the proof of concept for the TraffickCam
hotel recognition system to address sex trafficking, presented baseline approaches to
hotel recognition, and followed up with details on the implementation and adoption of
the production TraffickCam system by the public and law enforcement investigators.
This work was written with Dr. Robert Pless, Dr. Richard Souvenir, as well as two
undergraduate co-authors who assisted in the development of the TraffickCam system,
Abigail Norling-Ruggles and Jessica Schreier. This work is presented in Chapter 3.
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• “Hotels-50K: A Global Hotel Recognition Dataset” releases a large scale curated hotel
recognition dataset and experimental suite to the computer vision community, along
with a comprehensive review of how hotel recognition relates to other recognition
problems, and more mature deep learning based approaches to hotel recognition. This
work will be presented at the 2019 AAAI Conference on Artificial Intelligence [62], and
is the basis of the work presented in Chapters 4 and 5. This work was co-authored with
Dr. Robert Pless and two of his graduate students, Hong Xuan and Maya Shende, Dr.
Richard Souvenir, and our collaborator on the TraffickCam image search at Adobe, Dr.
Jonathan Brandt.
• “Visualizing Deep Similarity Networks” [61] will be presented at the 2019 Winter
Conference on Applications of Computer Vision. This work, which was co-authored
with Dr. Richard Souvenir and Dr. Robert Pless, presents a visualization technique
that helps to understand what embedding networks trained on image similarity are
learning. This work is presented in Chapter 6, and is the basis for the object- and
region-centric image search presented in Chapter 7.
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Chapter 2
Background
Identifying and understanding the scene from which an image was captured is a problem
of great interest in the computer vision community, and is of great importance to many
downstream image analysis tasks, such as navigation, object recognition, object detection,
image search, image captioning, which can all be dramatically improved by understanding
the context of the scene. Work in scene understanding involves both classification tasks,
where the goal is to identify the specific scene category (e.g., park, beach, church), as well
as recognition tasks, where the goal is to identify the precise location where an image was
captured. These tasks can be grouped based on the specificity of the categories [17]:
1. Basic-level categories (e.g., ‘building’)
2. Specialized categories (e.g., ‘church’)
3. Exact instances (e.g., ‘the Notre-Dame’)
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The first task (“What is in this picture?”) is the basic level classification task. The second
task (“What type of building is in this picture?”) can be referred to as scene recognition and
the third task (“What specific church is in this picture?”) as place recognition.
Scene recognition requires learning the shared properties of the examples in the specialized
class, while place recognition requires learning the specific components and their configuration
that correspond to a particular instance.
Hotel recognition is the task of identifying what hotel is seen in a photograph. This problem is
similar to both scene and place recognition, as well as the more general task of fine-grained
recognition, where the task is to learn to distinguish between subordinate classes with subtle
differences (e.g., distinguishing between dog breeds). But while this problem is similar to
other recognition tasks, it has properties that make it a unique and particularly challenging
recognition problem: within a hotel, the rooms may have some objects that are the same
(e.g., every room has the same headboard), some objects that are different (e.g., different
artwork on the walls), and those objects may be in different configurations from room to
room (e.g., two beds vs. one or furniture on different walls). Additionally, those same objects
may be seen in different hotels from the same hotel chain around the world.
Hotel recognition does not fit neatly into the standard paradigms for other recognition
problems. It requires learning both the general, shared properties of all of the rooms in a
particular hotel, such as its decor or star rating or commonly used color profiles, as well as
recognizing exact duplicated instances of furniture, art and bedding that may be used in
different configurations throughout the hotel. These differences from more typical recognition
problems necessitate novel datasets and deep learning approaches in order to successfully
perform hotel recognition. The hotel recognition task is further complicated by the real world
10
use case in investigations of human trafficking, where query images are often highly occluded
and of low quality.
The work in this dissertation to develop approaches to hotel recognition that can be used
in real world investigations of human trafficking cross-cuts numerous research areas in
computer vision, such as scene recognition, image geolocation, object segmentation, and
object recognition. Each of these areas has significant history; in the following review, I will
focus on methods most related to our problem.
2.1 Scene Recognition and Image Geolocation
Recognizing the scene from which an image was captured is one of the fundamental problems
in computer vision. There has been extensive work in the problem area of identifying the
scene category (e.g., park, beach, parking lot), including a number of large datasets to support
the development of scene recognition algorithms [46, 70, 79, 86].
In recent years, there has been increased interest in estimating the precise geographic location
at which an image was captured based on its appearance [3, 12, 18, 31, 38, 89]. These
approaches rely on visual cues such as sun position [9, 37, 76], shadows [28, 53, 77], and
weather [23, 24, 64]. Alternatively, the localization problem can be formulated as an image
retrieval task where publicly-available geotagged images serve as a database, and, given a
query image, its location is inferred by finding visually similar images in the dataset [3, 8, 10,
18, 25, 54, 69, 82, 89].
While these approaches work well for outdoor scenes and/or unique landmarks, they are not
well-suited to the problem of discriminating between similar-looking indoor scenes, such as
hotel rooms.
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There has been some work in vision algorithms that perform well in indoor scenes, including
indoor scene mapping [21, 78], and even recognition [16, 47], although most of this literature on
indoor recognition involves extracting local feature descriptors, as opposed to learning features
through deep neural networks. Some standard object classification and scene recognition
datasets, such as ImageNet [11, 51] and Places [86], include classes that may be relevant to
the task of hotel recognition (e.g., ‘hotel room’, ’bedroom’, ‘bathroom’, ‘closet’, ‘lamp’, ‘bed’,
etc.), and the deep learning approaches trained on these datasets may therefore be useful for
hotel recognition, or as an initialization for networks specifically trained for hotel recognition.
2.2 Targeted Large-Scale Image Datasets
The computer vision community has a long tradition of developing datasets to support and
challenge the research community. Some of most well-known datasets include ImageNet [11],
Places [85], and CIFAR-100 [34].
These benchmarks drive competitions for comparing classification and retrieval methods,
but because they tend to focus on general (unrelated) categories of images there have been
additional efforts towards curating domain-specific datasets, including datasets of classes of
cars [33] and birds [74]. Most closely related to our dataset to help address human trafficking
are datasets that directly address investigative use-cases, including a database of tattoos [44],
and a dataset of advertisements labelled by whether they include a victim of trafficking [68].
2.3 Visualizing Neural Networks
Visualizations provide a way to better understand the learning process underlying deep neural
networks. Much of the work in this area focuses on visualizations for classification networks
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(networks that provide a class label for an image) and not similarity networks (networks that
produce similar output feature vectors for images from the same class). While networks used
for each type of problem share many similarities, the differences in the output (i.e., sparse vs.
dense feature vectors) is significant, requiring new methods for visualizing similarity networks.
Previous work on visualizing convolutional neural networks can be broadly categorized by
the depth of the portion of the network being visualized.
Some methods provide visualizations that highlight the inner layer activations [4, 15, 88]. A
majority of the work targets the output layer to produce visualizations which seek to explain
why classification networks output a particular label for an image. These include approaches
that mask off parts of the input images and provide a visual quantification of the impact on
the output classification [83]. Another approach generates saliency maps, which represent
which pixels in an image contributed to a particular output node [57]. There has been work
that generates class activation maps, which map an output back to the last convolutional
layer in the network by weighting the filters in that layer by the weights between the final
pooling layer and the output feature [87]. Inception [65], which hallucinates images that
activate a particular class from random noise, can also serve as a visualization tool to provide
insight into the learning process.
Much of the work in similarity learning with deep neural networks focuses on learning better
similarity functions using, for example, pairwise losses [63, 75, 80], triplet losses [20, 55, 58,
71], and direct embedding [42]. Compared to the efforts toward understanding classification
networks, there has been much less work in visualizing and analyzing similarity networks.
One method visualizes the similarity of single filters from the different convolutional layers of
an embedding network [1]. Another method computes image similarity as the inner product
between the normalized elements of a final max pooling layer and produces a visualization
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with bounding boxes around highly active regions for the ten features that contribute most
to the similarity of a pair of images [48, 67].
2.4 Object Segmentation and Identification
Scenes can often be decomposed into a collection of objects. Identifying objects in a scene is
another task with a long history in computer vision. Similar to scene recognition, the goal
is to classify new instances as belonging to one of a pre-defined set of known classes. For
objects, there is the additional challenge of locating which pixels of an image correspond to
the object.
Modern object detectors [40, 49, 50] combine both of these tasks. These methods are useful
for identifying the types of objects typically found in images of hotel rooms, such as beds,
TVs, and lamps. Additionally, object detectors are readily available as off-the-shelf tools that
can be applied to new images. However, identifying the objects in a scene is only one step in
the process, and not sufficient for the larger problem of hotel room identification.
2.5 Human Trafficking Investigations
There have been some prior efforts to apply machine learning, computer vision, and natural
language processing to fight human trafficking. Most of the computer vision-based approaches
focus on the optical character recognition on the text content of online advertisements, such
as phone numbers and descriptions of the location. A number of methods build models from
the extracted data in order to support law-enforcement facing search engines [2, 14, 30, 66].
Other approaches focus on integrating text and images [68] using a deep learning model in an
attempt to discern whether an online advertisement includes a victim of trafficking. There
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are also some larger-scale projects, such as Thorn1, which incorporate computer vision-based
methods, including facial re-identification, as part of a larger effort toward addressing child
sex trafficking and sexual abuse.
1https://www.wearethorn.org/
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Chapter 3
TraffickCam
TraffickCam is an end to end system to support law enforcement investigations that relate to
hotel recognition. The system includes large scale data collection from online sources and
volunteers that use the TraffickCam smart phone application, a deep learning based image
matching approach, and a search interface for human trafficking investigators. This chapter
motivates the need for this type of system, describes the component parts, and provides a
comparison of baseline approaches to hotel recognition at the scale of a single city.
3.1 Background
Images are a common way to advertise sex services, with the prevalence of such images
increasing as the Internet provides new avenues for the recruiting, advertisement and sales
of sex services [36]. Images are interesting from an investigative standpoint because they
connect the person in the image to the location where the image was taken. Therefore, they
can help to characterize where a particular person was at different times. In the context
of a sex trafficking investigation, this can be used to directly confirm that a person was in
16
different states or countries. Among other things, this can change the set of laws under which
a trafficker can be prosecuted.
We aim to create a database of hotel room images that an investigator can use to understand
the pictures they may acquire during a sex trafficking investigation. We build a dataset from
publicly shared imagery on hotel booking sites, as well as from a smartphone app to crowd-
source the collection of pictures of hotel rooms. The crowd-sourcing option takes advantage
of large scale trends in how people use social media; approximately 350 million photos are
uploaded daily to Facebook. Tapping into this already common behavior creates the potential
to rapidly create a relatively comprehensive, distributed, and continually updated resource
that details the current appearance of hotel rooms worldwide.
3.2 Dataset Creation
In order to have the highest likelihood of finding a good feature match between an investigator’s
query image and the images in our dataset, our dataset should have as many images of as
many rooms in as many hotels as possible. Additionally, it should have images from as many
different times as possible. Hotels regularly renovate and change their internal appearance,
meaning that photographs in our dataset may become outdated. These outdated images may
still be valuable, however, in pinpointing the time frame in which an individual was trafficked
(e.g., “This photograph was taken before the 2015 renovations, which means the person in
the photograph was a minor at the time the advertisement was placed.”).
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Figure 3.1: Screenshots of the smartphone application, TraffickCam, that allows anyone to
contribute to the database. The application is designed to require minimal user time and to
protect the user’s identity.
3.3 Crowd-sourced Image Collection
We take two approaches to populating our dataset of hotel room images. First, we utilize
already existing datasets of hotel room images used for marketing and travel sales. In
particular, we keep track of the millions of images made available through Expedia’s Affiliate
Network API (http://developer.ean.com/) and create a reference in our database to the
original data and its associated metadata. These photos, however, are often provided by
the hotels themselves and may not present a comprehensive view of the hotel (e.g., only the
nicest rooms from good angles in the best lighting). They may also not be updated following
renovations. Both of those flaws would be problematic if these photographs were the only
representations our dataset had of these hotels.
To supplement the images captured from existing datasets, we have created a smartphone
based crowd-sourcing application which allows travellers to upload their own photographs of
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a hotel room. This application is shown in Figure 3.1. Users are asked to provide minimal
information regarding the photo – the name of the hotel they’re staying in and their room
number, along with images of the room.
The application, called TraffickCam, is available from the iOS and Android stores, in addition
to being accessible via any modern browser at https://traffickcam.org.
Figure 3.2 demonstrates the importance of collecting images from the TraffickCam application.
Images from publicly available sources such as Expedia are professionally photographed and
showcase the nicest, staged rooms at a hotel. Images posted in ads for sex services are often
taken with a smart phone by the victim themselves in less impressive hotel rooms. The
TraffickCam images are often more representative of the types of photos seen in these ads. In
addition, the TraffickCam photos provide an ever-growing archive of what the hotel looked
like at a giving time, capturing renovations and changes that may not be present in the
images on travel websites.
3.3.1 Encouraging Ongoing Participation of Anonymous Users
TraffickCam faces special challenges when it comes to ongoing community involvement. While
some citizen science appications address the issue of community engagement through game
environments, rewards or public forums, it is not feasible to implement such solutions in
TraffickCam as our users must remain entirely anonymous. The anonymity of our users is
mandated by this application domain – we collect only the minimal amount of information
from users (their GPS coordinates to confirm the legitimacy of their photographs), and
otherwise collect no other information so as to insure our users are never legally involved in
any investigations. This anonymity, however, limits the avenues of community building and
individual recognition that are available.
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Message Aim Engagement
Congratulations! You have sub-
mitted the X photo today, this
week, this month.
Personal temporal reinforcement
through incentivizing individuals to
submit photos in order to see the
number that has been submitted at
that time.
Individual
This hotel, this hotel room was
last photographed on X.
Community building in understanding
that like individuals have submitted
photographs of your exact room or ho-
tel.
Collective
X people have submitted pho-
tos in the last hour, day, week.
Community building in understanding
how many active users of the application
exist and that you are a part of this
specific community.
Collective
You are the Xth person to take
a photograph in this city, state,
country, continent.
Community and political engagement
in understanding the global scheme of
the problem and participation.
Political
Table 3.1: Example messages designed to encourage ongoing community involvement despite
the anonymity constraints of the TraffickCam application.
In order to create a community while protecting users’ anonymity, we have implemented
a messaging system at the end of the data submission workflow that highlights how that
contribution connects to the community of other volunteers. Community building messaging
may engage users on three main levels: individual, collective, and political, some of which
will pose more extensive challenges due to TraffickCam’s restrictions. Example messages that
relate user’s recent contribution include the messages seen in Table 3.1.
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(a) Travel Website Images
(b) TraffickCam Images
(c) Example Censored Query Images from Law Enforcement
Figure 3.2: The top set of images are from travel websites and the middle set of images
were taken by TraffickCam users at the same hotel. The bottom set of images are censored
versions of the types of images that might be provided by law enforcement. These examples
demonstrate the discrepancy in the types of photos provided on travel websites, by the
TraffickCam app and by law enforcement.
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3.4 Application & Dataset Statistics
Since TraffickCam was released in December of 2015, there have been 108,000 installations on
iOS devices and 45,000 installations on Android devices. These installations are primarily from
users in the United States, where the search tool will first be deployed for law enforcement, but
also include several thousand installations each from Europe and Asia. Since the advertised
release of the TraffickCam applications for iOS and Android in June of 2016, users have
submitted an average of just over 212 images a day.
TraffickCam users have uploaded over 256,575 images from nearly 32,018 hotels around the
world. In addition to this ongoing collection of photos, the dataset also includes images
from publicly available sources of hotel room photos, such as those available via the Expedia
Affiliate Network (http://developer.ean.com/). As of November 2018, there are over 2.92
million images from over 256,939 hotels represented in the TraffickCam dataset.
3.5 Implementation Details
We have implemented a RESTful API in Python Django, a web framework for rapid web
development. Django handles the interaction between the server side code, web front end code,
MySQL database and Apache web server. Test, stage and production Ubuntu environments
are hosted through Amazon Web Services.
The iOS app, available through the Apple App Store, is simply a container that renders
an HTML5+jQuery+AJAX web application hosted on https://traffickcam.org, rather
than a full native application. This allows for rapid development and easy exploration of
different user experience choices (e.g., different motivational messages to display to users
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upon submission). The Android application is a native application available on the Google
Play store.
3.6 Results
We explore two baseline approaches for matching a query image to TraffickCam images at
the scale of a single city. The first approach is based on SIFT feature matching [41], and the
second approach is based on matching features extracted from the last fully connected layer
of the pre-trained Places network [86]. In Chapter 5, we will present a superior approach
trained specifically to support hotel recognition at a global scale.
In the first approach, we extract SIFT features from every image in the dataset. Given a
query image, we also extract SIFT features. For each of those features, we find the k nearest
neighbors in the set of features extracted from the database of images using the VLFeat
MATLAB implementation of FLANN’s KD-Tree Forests [72]. Each nearest neighbor match
between a feature in the query image and a feature in a database image is a “vote” that
the query image was taken in the same hotel as the database image. Votes are weighted
by their ranking in the nearest neighbor match (e.g., the first nearest neighbor is weighted
more heavily than the fifth nearest neighbor) to determine a list of candidate hotels where
the query image might have been taken. This strategy is based on the approach to outdoor
image localization in [81].
In the second approach, we extract feature representations learned from an existing deep
convolutional neural network (CNN) architecture [35]. We use a publicly-available, pre-
trained model, which we call Places, trained on the Places Database [86] for scene recognition
from 205 categories (e.g., airplane cabin, hotel room, shed). In this CNN architecture,
features are extracted from images in a layered, feed-forward manner. Initial layers of the
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architecture consist of convolutions, local response normalization, local pooling, dropout
layers, and rectified linear (ReLU) activation units. The top layers of the network are four
fully connected layers ‘fc6’, ‘fc7’, ‘fc8’, and the final output layer ‘prob’ that represents a
categorical probability distribution. The dimensionality of these top layers in Places are 4096,
4096, 205, and 205 respectively. In these experiments, we perform feature extraction using
Caffe [26], an open source deep learning framework.
3.7 Experimental Design and Results
We explore the accuracy of the methods suggested in the previous section with a experiment
based on all hotels in St. Louis. We chose this scale of a test because in real use, investigations
may have knowledge of the geographic region in which an image may have been taken, and
because this scale makes the computational load small enough to easily test many different
feature sets.
Test Dataset In the St. Louis area, our database comprises 1800 images from about 200
hotels. We break this dataset into a database and a test set as follows. For every hotel that
has at least 5 images, we choose one image as a test image and exclude it from the database.
Exactly 100 hotels fit this criteria, creating a test set of 100 images. The 1700 remaining
images were included in our database for this experiment.
Processing For each query image, we follow the methodology detailed in Section 3.6, and
compute the 20 nearest neighbors in the experimental database based on each of the feature
types described in the previous section. For each query image, we find the hotel in which
each of the 20 nearest neighbor images were captured, and report whether the correct hotel
was in the top 1, top 5 and top 20 nearest neighbors.
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Feature Set Top 1 Top 10 Top 20
SIFT 0.44 0.66 0.69
Places (fc6) 0.32 0.63 0.69
Places (fc7) 0.26 0.54 0.65
Places (fc8) 0.14 0.44 0.52
Places (output) 0.04 0.25 0.31
Table 3.2: Results with baseline feature matching methods. SIFT feature matching perfor-
mance is better than features extracted from Places in identifying the correct hotel in the
single most similar image (Top 1). SIFT features and features extracted from Places (‘fc6’)
have similar performance in identifying the correct hotel in the Top 10 and Top 20 most
similar images.
Results The results of this experiment are reported in Table 3.2. SIFT feature matching
generally has the best performance, identifying an image from the same hotel as the query
image as the closest match 44% of the time. SIFT feature matching and matching using
the features extracted from Places layer ‘fc6’ have similar performance when identifying the
correct hotel in the top 10 and top 20 closest matches. The places ‘output’ layer has generally
poor performance. We show example results for SIFT feature matching in Figure 3.3.
These results are promising on an experimental dataset that includes thousands of images
from all the hotels in a city. Qualitatively, this is a test on a scale that may itself be useful,
for example if the investigation already knows to focus on a particular city. The reality of
trafficking investigations, however, is that an investigator often does not have an idea of the
city or even region where a victim was trafficked. While search approaches based on local
feature descriptors perform well at the scale of a single city, these approaches do not scale
well to national or global scales necessary in real world trafficking investigations (supposing
500 SIFT features extracted from every image in the TraffickCam dataset, we would have
to store, index and search over 1.5 billion 128-dimensional features for each query). Whole
image features such as those learned with deep convolutional neural networks, on the other
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(a) A successful matching between images from dramatically different viewpoints.
(b) A successful matching that demonstrates the limitations of our current dataset. These
two images are more visually similar than we would ever expect in real world query data.
(c) A failed matching, where SIFT feature matching found visually similar features in the
furniture in hotel rooms in two different hotels.
Figure 3.3: The left column shows query images, and the right image shows the image which
was found to be the closest match using SIFT features and the matching pipeline described
in Section 3.6. The top two rows show correctly matched pairs, where the query image and
result image were taken in the same hotel. The bottom row shows an incorrectly matched
pair.
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hand, can be small enough to support computationally efficient image searches at a global
scale.
In Chapter 5, we will discuss the retrieval results using features extracted from a convolutional
neural network trained using the TraffickCam dataset specifically for the task of hotel
recognition, and evaluated on a significantly larger, global test set with varying levels of
occlusions meant to better replicate the properties of real world trafficking victim queries.
3.8 Search System for Law Enforcement
We have deployed a global scale image search system, based on the learned image features
that will be described in Chapter 5, as a web application that allows investigators to find
relevant images in cases of sex trafficking. Members of law enforcement who have been verified
as working on sex trafficking cases can be granted access to the TraffickCam law enforcement
portal at https://imagingforgood.com. This law enforcement portal allows investigators
to either browse all of the hotel room images that fit a text or geographic query, or to browse
the images that are most similar to a query image.
Figure 3.4 shows an example query that does not include a query image, but includes text
and geographic search terms – hotels in the Chicago area that include the word ‘Hilton’ but
exclude ‘Suites’ and ‘Villas’. Figure 3.5 shows the results an investigator would see for this
sort of query – all of the images that meet their query terms, sorted by distance from the
center of the map. Clicking on a particular result takes the user to a hotel specific page,
which can be seen in Figure 3.6, that shows details on the hotel’s location, and all of the
images captured either by the TraffickCam application, or other sources such as publicly
available travel photos.
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Figure 3.4: A TraffickCam search without a query image. Browsing all of the images in
TraffickCam by geographic location and query words may be useful on its own in trafficking
investigations.
Figure 3.5: The results page for a TraffickCam search without a query image.
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Figure 3.6: Users can see all of the images captured at a particular hotel.
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While most of the work in this thesis is focused on the deep learning based image search
approach, this sort of search without a query image can often be useful for law enforcement,
as it allows them to view all of the hotel imagery in a specific geographic region that meets
specific search terms. This is particularly useful if the query image is extremely occluded and
does not return good results using the image based search.
This search can also be used by investigators who work with victims trying to recollect where
they have been trafficked. The victim may remember a general area but not the specific
hotel, and investigators can show the victim the possible hotel rooms in that area, potentially
triggering their memory of the particular hotel they had been in. This is a use-case presented
to us by our users in the St. Louis County Police Department, and was a motivating factor
in including a search option that does not require an input photograph.
When an investigator does provide a query image, they must first mask off any sensitive
regions of the image, as in Figure 3.7. This masking occurs before the image content ever
leaves the investigator’s computer; therefore, sensitive data is never transmitted or stored by
the TraffickCam system. The masked image is then submitted to the TraffickCam server,
where we use the best network from Chapter 5 to convert the query image into 256-dimensional
image features, extracted from the final fully connected layer of the Resnet-50 network. We
then use Facebook’s library for fast approximate nearest neighbors, FAISS [27], to compare
the query feature to the database of features extracted from the entire dataset in order to
provide the investigator with a results page that looks similar to Figure 3.5, but is sorted by
the similarity to the query feature.
To further investigate a particular result, investigators can click on the thumbnail on the
results page to view the masked query image alongside that result. This is shown in Figure 3.8.
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Figure 3.7: Members of law enforcement mask off any sensitive content from their query
images prior to the image being submitted to the server.
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Figure 3.8: A detail view of a particular TraffickCam result, showing the query image
alongside the most similar image in the database.
If that result is compelling, investigators can click on the hotel name to see the hotel detail
view shown in Figure 3.6.
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3.9 Dissemination to Trafficking Investigators
The TraffickCam search system is currently being used regularly in real investigations by the
Exploited Children Division of the National Center for Missing and Exploited Children, as
well as by the Sex Crimes Squad of the St. Louis County Police Department. We have also
provided search services to a variety of law enforcement departments around the country on
case by case bases. Since the initial deployment and popular press about the TraffickCam [22,
29, 56] application, we have maintained a list of hundreds of law enforcement agencies that
have requested information about and access to these search tools. This list not only highlights
the need for such tools, but provides a path for the dissemination of the hotel image search
tools to groups that are actively interested in using TraffickCam to investigate and prosecute
human trafficking.
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Chapter 4
Hotels-50K
The Hotels-50K dataset is a carefully curated subset of the data collected both using the
TraffickCam application and publicly available data. The Hotels-50K dataset includes over
1 million images from 50,000 hotels around the world. It is designed to support efforts by
the broader computer vision community to address the challenging hotel recognition task.
Additionally, it may be of interest to a wider part of the community interested in large scale
recognition problems.
In our presentation of the Hotels-50K dataset, we first propose and formulate the problem of
hotel instance recognition. Second, we curate and share a data set and evaluation protocol
for this problem at a scale that is relevant to international efforts to address trafficking. The
following chapter will describe and test algorithms that include the data augmentation steps
necessary to attack this problem as a reasonable baseline for comparisons.
Hotels-50K follows in the tradition of large-scale datasets widely used in the computer vision
and machine learning communities. This dataset will support and complement the recent
trend for using AI to combat criminal activity, specifically human trafficking. The problem
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Figure 4.1: Example images from hotel rooms used in human trafficking investigations with
the region containing the victim masked off.
of hotel recognition poses unique challenges, and existing methods designed for recognizing
outdoor scenes or landmarks are not well-suited to the problem of discriminating between
similar-looking hotel rooms.
4.1 The Hotels-50K Dataset
Hotels-50K consists of 1,027,871 images from 50,000 unique hotels around the world. Each of
the images in the Hotels-50K dataset includes the following metadata: (1) hotel name, (2)
geographic location, and (3) hotel chain (or other if the hotel property is not part of a major
chain).
Figure 4.2 shows the geographic distribution of the images in our dataset. While the dataset
consists of images from around the world, the images are more densely captured in the United
States, Western Europe, and coastal regions.
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Data Sources The images in Hotels-50K come from two primary sources: (1) scraped from
publicly available travel websites, such as Expedia and (2) captured by the crowdsourcing
mobile application, TraffickCam, which allows travelers to submit photos of their hotel
room. Figure 4.3 shows example images from both sources captured at the same hotel. The
photos from the travel websites are abundant, accounting for a majority of the images in the
dataset. However, these images tend to be taken for promotional purposes, by professional
photographers with excellent lighting conditions, of the nicest rooms in a hotel. These
images are visually quite different from the types of images referenced in human trafficking
investigations.
While there are fewer crowdsourced images, they share more visual characteristics with the
images used in real-world queries. The crowdsourced images are taken with similar devices,
at varying orientations, with luggage and other clutter, and without professional lighting.
Hotels-50K Dataset Statistics Of the 50,000 hotel classes in the Hotels-50K training
dataset, 13,900 have TraffickCam user-submitted images (a total of 55,061 TraffickCam
images are included in the training set). There are no hotels in the dataset that have only
TraffickCam images.
Figure 4.4 show two histograms that characterize the sampling in the dataset. Figure 4.4(a)
shows the number of images per hotel chain for each of the 92 major hotel chains represented
in the Hotels-50K dataset. Some chains have many more images than others (Holiday Inn,
Hampton and Best Western), consistent with the prevalence of those hotel chains around
the world. Figure 4.4(b) shows a histogram of the number of images per hotel broken down
by the source of images (travel websites or TraffickCam mobile application). The average
number of images from travel websites per hotel is 19.5. The average number of images from
TraffickCam for the hotels with TraffickCam images is 4.0.
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Figure 4.2: Geographic distribution of the Hotels-50K dataset, with a dot at every hotel
location, color coded (from blue to yellow) by the local density of hotels. Images are most
abundant in the United States, Western Europe and along popular coastlines.
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(a) Travel Websites (b) TraffickCam
Figure 4.3: Comparing images across data sources shows clear differences in image quality
and lighting. Each row shows images from the same hotel, with examples from (a) travel
websites and (b) the TraffickCam crowd-sourcing app.
Figure 4.4: (a) Number of images, by source, for each of the 92 chains represented in the
Hotels-50K dataset. (b) Histogram of the number of images per hotel in the Hotels-50K
dataset, by the source.
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Figure 4.5: In each row, the first two images are from the same hotel, and the third is from
a different hotel of the same chain. This highlights one of the main challenges with hotel
recognition, that images within the same hotel may be visually dissimilar, while images from
different hotels, especially those from the same chain, may be visually similar.
Observations While there exist discriminative patterns and unique features visible in the
images from the hotels in Hotels-50K, this dataset highlights one of the main challenges in
hotel recognition. There can be high intraclass variation, as not every room within a single
hotel will have the same shared properties or objects – some rooms contain more amenities
and some may have been renovated. On the other hand, there can be low interclass variation,
especially from hotels of the same chain, making the recognition of a specific hotel difficult.
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Figure 4.5 shows a few specific examples where two rooms in the same hotel look much more
different than rooms in two different hotels from the same chain. In the first two examples,
the second two images from the same chain, but not the exact same hotel, are generally more
visually similar than the two images from the same hotel. The two images from the same
hotel, however, have identical light fixtures, while the image from a different hotel in the
same chain has a different light fixture. In the third example, it’s unclear that there are
any objects that would help to recognize that the first two images are from the same hotel,
and that the third image is from a different hotel in the same chain – there are no obvious
overlapping features in the images from the same hotel that aren’t also found in the image
from a different hotel in the same chain.
The Hotels-50K dataset includes a separate test set of images to support the consistent
evaluation of hotel recognition algorithms. Obtaining a large collection of images from
real-world investigations is problematic for many reasons. However, the images in the test
set are meant to replicate, as closely as possible, the type of data used in these cases.
The test set consists of 17,954 images from the TraffickCam mobile application from 5,000
different hotels, which are a subset of those hotels found in the training set. There is no
overlap in the mobile app users between the training and testing sets to avoid the case of
near duplicates due to multiple images from the same user with the same device captured at
the same time.
To replicate real-world conditions where the regions of the image containing victims are
masked prior to image analysis, the images are augmented with increasingly larger ‘people-
shaped’ masks. The masks are generated using silhouettes from ‘people’ regions in the
MS-COCO semantic labels dataset [39]. There are four levels of masking (none, low, medium,
and high), corresponding to the relative sizes of the masked region in each image, where the
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Figure 4.6: The images in the test set are augmented with person-shaped masks of varying
size.
largest masks can occupy up to 85% of the height of the image. Figure 4.6 shows examples
of masked test images.
The evaluation consists of the following tasks:
Hotel Instance Recognition The goal for this task is to identify the hotel instance repre-
sented for each of the images in the test set.
Hotel Chain Recognition The goal for this task is to identify the hotel chain represented
in the image. Of the test set, 13,136 images are from one of 88 major hotel chains, with
the remainder in the "Other" category.
4.2 Evaluation Metrics
Hotel recognition can be framed as both a classification task (i.e., predict the label given
the image) and a retrieval task (i.e., find the most similar database images to a query). The
evaluation suite for Hotels-50K supports both variants.
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For the retrieval variant, the results should be provided as a ranked list of the IDs of the
100 most similar images from the Hotels-50K dataset to each of the test images. The
evaluation metric is top–K accuracy, with K = {1, 10, 100} for hotel instance recognition
and K = {1, 3, 5} for hotel chain recognition.
The choice of evaluating at K = {1, 10, 100} for instance recognition is driven by the
investigative use case, where an investigator focuses most on the very first result, but also will
consider results on the first ‘page’ of results (i.e., the top 10 results) as reasonable candidates,
and may be willing scroll through the first 10 pages or so of results (i.e., the top 100 results).
While the top–K accuracy metric captures whether we’ve found a single correct result quickly,
it does not capture how well the model has learned to classify images as being from a
particular hotel or hotel chain. To capture an understanding of this classification accuracy,
we also evaluate the multi-class log loss on the posterior probabilities of hotel chains or hotel
instances. Multi-class log loss is a standard classification error metric and is used as the
default loss in Kaggle classification challenges.
In multi-class log loss, we must first calculate the posterior probabilities for each class, rather
than just the most likely class. The loss is then calculated as:
− 1
N
N∑
i=1
N∑
j=1
yij log pij (4.1)
where N is the number of examples, M is the number of classes, yij is 1 if class j is the
correct class for example i and 0 otherwise, and pij is the posterior probability that our model
assigned example i to class j.
42
For this classification variant, the results should be provided as the posterior probabilities of
hotel chains or instances for each of the test images. The classification evaluation metric is
then the average multi-class log loss for hotel chain and hotel instance classes.
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Chapter 5
Deep Hotel Recognition
The problem of recognizing hotels rooms at scale is different enough from most deep learning
problems that re-purposing features from networks trained on even somewhat related object
and scene recognition problems fails. In this chapter, we explicitly learn features for the
hotel recognition problem through data augmentation schemes specifically tailored to hotel
recognition. We characterize the performance of this approach in multiple ways, and compare
to two pre-trained networks trained for object and scene recognition.
5.1 Models
For the pretrained models, we use the fixed feature representations and refer to these as the
Fixed-Object and Fixed-Scene methods. The Fixed-Object method is a Resnet-50
network trained on ImageNet (ILSVRC-2012) [11, 19, 52]. The feature representation is the
1001-dimensional output from the final fully connected layer. The Fixed-Scene method
uses a VGG model trained on the Places365 dataset [85]. The feature representation is the
512-dimensional output of the final pooling layer.
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(a) (b) (c) (d) (e)
Figure 5.1: Data augmentation steps to better match across different lighting conditions,
scales and perspectives, and in the presence of large occlusions: (a) the original image; (b)
after rotation; (c) after cropping; (d) after people mask applied; (e) after color filter rendered.
Our method uses the Hotels-50K training set as input to fine tune a Resnet-50 model,
pre-trained for ImageNet, to output 256-D features. The training scheme is the combinatorial
variant of triplet loss described in [20].
During training, we balance the number of images from TraffickCam users and from travel
websites in each batch, forcing the network to learn features that translate between the
different sources of images. Additionally, we perform a set of data augmentation steps,
highlighted in Figure 5.1. The data augmentation steps that we chose to implement, and
describe below, were motivated by looking at real world trafficking images and trying to
understand the ways in which they differed from images from either travel websites or the
TraffickCam application.
Images in each batch are first randomly selected and rotated between -35 and 35 degrees.
This augmentation step was implemented because many of the real world query images are
‘selfies’ taken on the victims own phone, often at different angles. This augmentation step
encourages the network to learn some amount of rotational invariance. Images are then
cropped between 60% and 100% of the original size, to account for the fact that the real
world query images are taken in different parts of the room (e.g., sometimes close to the
headboard, and sometimes with the entire room in the background). This augmentation step
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encourages the network to learn some amount of scale invariance. We then perform color and
brightness alterations. This is both to account for differences in camera types, as many hotels
only have images from a professional photographer and only one or two TraffickCam users,
and also to account for filters that the victim may apply themselves when images are posted
to social media. Finally, images in each batch are masked with person shaped silhouettes,
similar to the process used for the test data, to encourage the network to learn to ignore
these people shaped occlusions. The set of masks applied in training do not overlap with
those used to generated the Hotels-50K test data and will be made available.
Training parameters were selected using cross-validation. The final model was fine-tuned for
85,000 iterations with 120 images per batch (roughly 10 epochs).
5.2 Retrieval
For retrieval, we compute feature representations for all of the images in the Hotels-50K
training set using each method. Feature representations are also computed for each image in
the test set, and the database images are ranked by cosine similarity to each test image.
Instance
K=1 10 100
Fixed-Object 0.8 0.9 1.3
Fixed-Scene 0.2 0.8 2.4
Ours 8.1 17.6 34.8
Chain
K=1 3 5
Fixed-Object 5.0 29.0 79.2
Fixed-Scene 7.2 34.2 78.7
Ours 42.5 56.4 62.8
Table 5.1: Retrieval results by hotel instance and by hotel chain, reported as top-K accuracy.
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Occlusion: none low medium high
K=1 10 100 1 10 100 1 10 100 1 10 100
Fixed-Object 0.8 0.9 1.3 0.3 0.4 0.7 0.0 0.0 0.0 0.0 0.1 0.4
Fixed-Scene 0.2 0.8 2.4 0.1 0.5 1.9 0.1 0.4 1.5 0.0 0.1 1.0
Ours 8.1 17.6 34.8 7.1 16.4 33.1 5.9 14.1 29.9 4.2 10.5 24.0
Table 5.2: Image retrieval comparison as a function of amount of occlusion, reported as
top–K accuracy.
Table 5.1 shows the image retrieval results by hotel instance and chain for all three methods.
For all methods, the retrieval accuracy by hotel instance is significantly lower than the
accuracy by hotel chain. This is likely due to the difficulty discriminating between particular
instances of hotel chains that look similar. The chain identification task is simple enough
that even the fixed methods not fine-tuned to the task achieve nearly 80% top-5 accuracy
on this task. Therefore, for our remaining experiments, we focus on the more challenging
problem to recognize a hotel instance.
Table 5.2 shows the image retrieval results for all three methods for the test images with
varying sizes of image masking. Our approach has significantly higher retrieval accuracy
compared to the pre-trained approaches for all tests, both with and without occlusions.
Figure 5.2 shows the top 5 results for several query images using Fixed-Object, Fixed-
Scene and our approaches. Unlike Fixed-Object and Fixed-Scene, our model appears
to encode information about the important colors and objects in a hotel room. In the top
example in Figure 5.2, our approach finds examples from the correct hotel, as well as other
images with similar blue walls and headboards. Our model also performs reasonably well
even in the case where there is large amounts of clutter in the query image, as seen in the
middle example in Figure 5.2. The last example in Figure 5.2 highlights the difficulty of
hotel instance recognition given the similarity between instances of the same hotel chain –
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Query Image Model 1 2 3 4 5
Fixed-Object
Fixed-Scene
Ours
Fixed-Object
Fixed-Scene
Ours
Fixed-Object
Fixed-Scene
Ours
Figure 5.2: The top 5 most similar results for the models trained on the Places-365 dataset,
the ILSVRC dataset, and our model trained on travel website and TraffickCam images with
data augmentation. Images from the correct hotel instance are highlighted in green.
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nearly all of the top images retrieved by our model are from the correct hotel chain, but not
necessarily the correct hotel.
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5.3 Classification
For the classification task, we adapt the image embedding approaches used for image retrieval
to report class posterior probabilities. For each method and for each test image, we find the
1000 most similar images in the database using cosine similarity between the output features.
The proportion of each class (hotel instance or hotel chain) in the resulting set is the estimate
of the posterior probability.
Table 5.3 shows the multiclass log loss for each method for varying levels of occlusions in
the test images. In all cases, our approach outperforms features from the pretrained models.
However, there is still significant room for improved classification performance.
5.4 Ablation Study
To quantify the effects of both the inclusion of crowd-sourced TraffickCam images, and the
augmentation steps in our approach, we compare the results of variants of our method on the
hotel instance retrieval task with and without significant occlusions.
Table 5.4 shows the results for the ablation experiment. We evaluate our approach without
the data augmentation steps and additionally without including the crowdsourced images,
which are those most similar to the real-world images. The inclusion of the crowdsourced
images has a significant impact on the performance both with and without occlusions in the
test image. The data augmentation steps do not have an impact on the performance in the
un-occluded cases, but in the medium occlusion case, which roughly corresponds to sizes
of the masked regions in real-world cases, the benefits of the data augmentation steps are
apparent, increasing the top-K accuracy by more than 50% for K = 10.
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Occlusion: none low medium high
Fixed-Object 34.1 34.3 34.5 34.4
Fixed-Scene 33.8 33.9 34.1 34.2
Ours 27.0 27.2 28.1 29.3
Table 5.3: Multi-class log loss for each method on the hotel instance classification task.
Occlusion: none medium
K=1 10 100 1 10 100
Ours -A,-I 4.7 9.6 20.0 1.8 4.0 9.4
Ours -A 8.1 18.4 36.0 3.5 9.2 12.8
Ours 8.1 17.6 34.8 5.9 14.1 29.9
Table 5.4: Ablation study reported as top-K hotel instance retrieval for our method and
variants without data augmentation (-A) and without crowdsourced images (-I).
5.5 Understanding Feature Correlation to Objects and
Chains
In [88], the authors demonstrate that classification networks trained on place recognition
tasks learn representations of objects in their intermediate layers. A network trained on the
Places dataset [86] for place recognition, for example, learned 15 different filters for ‘buildings’,
9 different filters for ‘trees’, and 3 different filters for ‘cabinets’ in the pool5 layer, with a
correlation coefficient of .54 between the frequency of objects observed in the dataset, and
the frequency of those objects discovered by the units in the pool5 layer.
Based on this prior work, it was our assumption that a network trained on hotel recognition
would also likely learn intermediate representations of objects – representations of the beds,
art, curtains, etc., which make a hotel room recognizable. This, however, proved not to be
the case.
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To test whether our network was learning representations of objects, we use a pre-trained
object detection network, trained on the Open Images dataset [32], to generate object
proposals for a subset of images in the TraffickCam dataset. We then test the correlation
between these detected objects and the activations in the bounding boxes of the detected
objects for each of the 2048 filters in the final convolutional layer of the ResNet-50 network
that we trained on the Hotels-50K dataset.
If our network had learned a ‘bed’ detector for example, we would expect there to be filters
in this layer where the pixels in the bounding box for a detected bed were highly activated.
The maximum correlation coefficient found between a particular filter and its maximally
correlated object class was .4841 for a filter that was correlated to bathtubs. The average
correlation between any filter and its maximally correlated object class, however, was .0713,
indicating that our features in general are not highly correlated with particular objects.
We also evaluate our network’s correlation with hotel chains. To test this, we find the
correlation coefficient between the 2048-dimensional pooled layer immediately after the final
convolutional layer and the hotel chain label for the same subset of images on which we tested
object correlation. In this case, the maximum correlation coefficient between a particular
filter and its maximally correlated hotel chain was .5631, with an average correlation between
any filter and its maximally correlated hotel chain of .1894, indicating more of our features
are correlated with particular hotel chains than particular objects.
The extent to which our network has learned to encode hotel chains can also be seen in
Figure 5.3, which shows two plots of the number of filters or features that are at least as
correlated as some threshold for either objects or hotel chains using features extracted from
(1) a network trained on the ILSVRC-2012 dataset (a subset of the ImageNet classification
dataset) [52], and (2) our network trained on the Hotels-50K dataset. We can see that very
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(a) ILSVRC-2012 (b) Hotels-50K
Figure 5.3: We find the correlation coefficient between our learned features and either specific
objects, or hotel chains. The above figures show the number of features that are at least as
correlated as threshold for both the pre-trained ILSVRC network and our network trained on
hotel recognition.
few features extracted from the pre-trained ILSVRC network are correlated with hotel chains,
while in our hotel recognition network there are very few features that are correlated with
objects and significantly more features correlated with hotel chains. This higher correlation
with hotel chains is consistent with the superior accuracy on hotel chain recognition seen in
Table 5.1 – our network has learned dedicated features for particular hotel chains.
5.6 Comparing Human and Network Performance
Sometimes images from the same hotel may be less visually similar than images from different
hotels. This is common when images are from different hotels in the same chain. To better
understand the performance of our automated hotel recognition approach, we explore how
difficult this high intra-class variance and low inter-class variance of images from hotel rooms
makes the recognition task for humans.
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To evaluate this difficulty, we created a task where humans are shown triplets of images, with
two images from the same hotel, and then a third image from the same chain, like those in
Figure 4.5. The images are randomly ordered each time a person sees a triplet. They are
then asked to select the two images from the same hotel. The random chance of correctly
guessing which two images comes from the same hotel is 1/3. We collected 2,383 responses
to this task, and humans select the correct answer less than 2/3 of the time (1,490 out of
2,383 triplets). This means that over 1/3 of the time even a human instructed specifically to
try to differentiate between instances from the same hotel chain fails to do so.
By comparison, our best performing network trained specifically on hotel recognition identifies
the pair of images from the same hotel correctly over 85% of the time (2,030 out of 2,383
triplets), a 36% improvement over human performance on the same task.
It is unsurprising that the network trained on hotel recognition is superior to humans at this
task. This can be explained by our embedding approach. Using the combinatorial approach
to triplet loss, where each batch has numerous positive examples from the same hotel, our
network can learn a representation that embeds all of the images from the same hotel nearby
to each other, regardless of whether those images are of a bedroom, bathroom, kitchen, etc.
Humans looking at only three images at a time, on the other hand, may have a difficult time
trying to determine if a picture of a bedroom and a bathroom are from the same hotel.
In Figure 5.4, we can see three examples where the network trained on hotel recognition
correctly selects the pair of images from the same hotel, while humans do not. In each of
the examples, the correct pair of images are from different ‘types’ of room in the hotel (a
bathroom, a bedroom, a kitchen). The humans in each case either selected the images that
were of the same room type or seemingly made a random guess (as in the first example, where
none of the three images are visually similar).
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Same Hotel Same Hotel Different Hotel (Same Chain)
Figure 5.4: Each of the rows in the figure above shows two images from the same hotel and a
third image from a different hotel in the same chain. In each of the above cases, our network
trained on hotel recognition correctly identifies the pair of images from the same hotel, while
the human picked an incorrect pair. The pair of images chosen by a human is highlighted in
red.
While the accuracy statistics we present in Tables 5.1 to 5.3 indicate that there is room
for improved recognition and classification accuracy — the average top-1 retrieval without
occlusions is only 8.1% — this experiment comparing human and network performance
demonstrates that features extracted from our network are already outperforming human
performance on the particularly difficult task of differentiating between examples from the
same chain. This highlights the difficulty of this dataset and problem domain, and suggests
that there may be limits on the accuracy achievable on the hotel recognition task.
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Chapter 6
Visualizing Deep Similarity Networks
While convolutional neural networks have become a transformative tool for many image
analysis tasks, it is still common in the literature to describe these deep learning approaches
as “black boxes.” To address these concerns, there have been substantial efforts to understand
and visualize the features of classification networks [4, 15, 57, 65, 83, 87, 88]. However, much
less work has focused on visualizing and understanding similarity networks, which learn an
embedding that maps similar examples to nearby vectors in feature space and dissimilar
examples to be far apart [1, 48, 67]. In each of these works, the authors focus on the similarity
of individual filters from the different convolutional layers of the similarity network. While
visualizing a few features is effective for networks that tend to be sparse, in embedding
networks the similarity tends to be explained by a large number of features, as we will show
in Section 6.3.1. This motivates us to create a visualization approach that demonstrates how
all features affect the similarity score.
Our approach highlights the image regions that contributed the most to the overall similarity
between two images. Figure 6.1 shows example visualizations for the top image retrieval
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Query Top Matches
Figure 6.1: Our approach to visualizing the embeddings generated by deep similarity networks
calculates the contribution of each pixel location to the overall similarity between two images.
We evaluate our approach on a variety of problem domains and network architectures.
results from three different application domains (Google Landmarks [84], VGG-Faces [45],
and Hotels-50K [62]). Each row of the figure shows a query image and the three most similar
database images returned from a network trained for the respective task. The heatmap
overlay shows the relative spatial contribution of each image to the similarity score with the
query.
This aligns with the recent trend toward explainability for learning-based tasks and extends
recent work in visualizing classification networks to the case of similarity networks. Our
specific contributions include a novel visualization approach for similarity networks and
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analyses of the various effects of training and “late-stage” pooling strategies for similarity
networks.
6.1 Background
Visualizations provide a way to better understand the learning process underlying deep neural
networks. Much of the work in this area focuses on visualizations for classification networks
and not similarity networks. While networks used for each type of problem share many
similarities, the differences in the output (i.e., sparse vs. dense feature vectors) is significant,
requiring new methods for visualizing similarity networks.
CNN Visualization Previous work on CNN visualizations can be broadly categorized
by the depth of the portion of the networked being visualized. Some methods provide
visualizations that highlight the inner layer activations [4, 15, 88]. A majority of the work
targets the output layer to produce visualizations which seek to explain why classification
networks output a particular label for an image. These include approaches that mask off
parts of the input images and provide a visual quantification of the impact on the output
classification [83]. Another approach generates saliency maps, which represent which pixels
in an image contributed to a particular output node [57]. There has been work that generates
class activation maps, which map an output back to the last convolutional layer in the network
by weighting the filters in that layer by the weights between the final pooling layer and the
output feature [87]. Inception [65], which hallucinates images that activate a particular class
from random noise, can also serve as visualization tool to provide insight into the learning
process.
Similarity Learning Much of the work in similarity learning with deep neural networks
focuses on learning better similarity functions using, for example, pairwise losses [63, 75, 80],
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Figure 6.2: Our approach considers similarity networks with a final convolutional layer,
α, followed by a pooling operation which produces output features, β. Similarity between
two images is measured as the dot product of these output features after normalization.
Factoring this value produces visualizations that highlight how much each region of the image
contributes to the similarity.
triplet losses [20, 55, 58, 71], and direct embedding [42]. Compared to the efforts toward
understanding classification networks, there has been much less work in visualizing and
analyzing similarity networks. One method visualizes the similarity of single filters from the
different convolutional layers of an embedding network [1]. Another method computes image
similarity as the inner product between the normalized elements of a final max pooling layer
and produces a visualization with bounding boxes around highly active regions for the ten
features that contribute most to the similarity of a pair of images [48, 67].
Visualizing a few features is effective for networks that tend to be sparse, but in Section 6.3.1
we show that in embedding networks the similarity tends to be explained by a large number
of features. This motivates our approach to visualize how all features affect the similarity
score.
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6.2 Visualization Approach
Networks used in similarity learning broadly consist of: (1) a convolutional portion, (2) a
"flattening" operation (usually max or global average pooling), and (3) a fully-connected
portion. A recent study covering a number of image retrieval tasks, however, suggests that
the best generalization performance is obtained using the output from the layer immediately
after the pooling operation [73]. Our approach is applicable to networks of this structure,
including popular models such as the Resnet [19] and VGG [45] network architectures.
Given an input image, I, and a trained similarity network, our approach relies on the
activations of the layers before and after the pooling operation. Figure 6.2 presents our
approach and the following variables and equations visually.
Let α represent the K ×K × C tensor of the last convolutional layer, where K represents
the length and width (usually equal) and C represents the number of filters. Let β represent
the C-dimensional vector after the pooling operation for an image, as shown in Figure 6.2.
In similarity learning, the dot product of these normalized feature vectors is a widely-used
similarity function [5, 42, 55, 63, 75, 80], so the similarity of two images I(i), I(j) can be
written as:
s(β(i),β(j)) =
β(i) · β(j)∥∥∥β(i)∥∥∥∥∥∥β(j)∥∥∥ (6.1)
Our visualization approach results in spatial similarity maps, where the overall similarity
between two image feature vectors is spatially decomposed to highlight the contribution
of image regions to the overall pairwise similarity, as shown in Figure 6.2. Computing the
similarity maps depends on the flattening operation between the convolutional portion of
the network and the output feature. Max pooling and global average pooling are the most
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commonly applied operations at this stage in modern networks. We show how our similarity
maps are computed for each case.
6.2.1 Average Pooling
For networks which employ average pooling as the flattening operation, the output feature,
β, is:
β =
1
K2
∑
x,y
α(x,y) (6.2)
where α(x,y) represents the C-dimensional slice of α at spatial location (x, y). The similarity of
images I(i) and I(j) can be directly decomposed spatially, by substituting β(i) in Equation 6.1
with Equation 7.4:
s(β(i),β(j)) =
β(i) · β(j)∥∥∥β(i)∥∥∥∥∥∥β(j)∥∥∥
=
1
K2
(
α
(i)
(1,1) + . . .+α
(i)
(K,K)
)
· β(j)∥∥∥β(i)∥∥∥∥∥∥β(j)∥∥∥
=
α
(i)
(1,1) · β(j) + . . .+α(i)(K,K) · β(j)
Z
(6.3)
where Z is the normalizing factor K2
∥∥∥β(i)∥∥∥∥∥∥β(j)∥∥∥.
These terms can be rearranged spatially and visualized as a heat-map to show the relative
contribution of each part of the image to the overall similarity. Symmetrically, the similarity
can be decomposed to highlight the contribution of the other image in the pair to the overall
similarity, as shown on the right side of Figure 6.2.
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6.2.2 Max Pooling
With a modification, the approach can also accommodate networks that use max pooling as
the flattening operation. In max pooling, each element of an output vector β is equal to the
maximum value of the activation of its corresponding filter in the last convolutional layer:
β = max
x,y
α(x,y) (6.4)
Unlike average pooling, where each of the composite components contribute equally to the
output feature, decomposing max pooled features requires an additional step. For a max
pooled feature, β, we construct a surrogate tensor, αˆ, for the convolutional portion as follows:
αˆ(x,y,c) =

0 if α(x,y,c) 6= β(c)
α(x,y,c)
N(c)
if α(x,y,c) = β(c)
(6.5)
where N(c) represents the number of spatial locations equal to the maximum value for filter
c. That is, for each filter, we assign the maximum value to the location that generated it
(divided evenly in cases of ties), and zero otherwise. This gives the following formulation for
the spatial similarity decomposition in the case of max pooling:
s(β(i),β(j)) =
αˆ
(i)
(1,1) · βˆ
(j)
+ . . .+ αˆ
(i)
(K,K) · βˆ
(j)∥∥∥β(i)∥∥∥∥∥∥β(j)∥∥∥ (6.6)
Similar to the case for average pooling, similarity maps can be computed in either direction
for a pair of images.
We scale the heatmaps using bilinear interpolation and blend them with the original image
to show which parts of the images contribute to the similarity scores.
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Figure 6.3: The plot shows the average contribution of the top–K components of the feature
vectors to the similarity score between pairs of images from the same class using the pre-
trained VGG-Faces dataset. The top 10 features (the number of features visualized in prior
work, and identified in this plot by a red dot), account for less than 30% of the similarity
score between two images, motivating our attempt to visualize all features.
6.3 Results
Similarity networks trained for three different problem domains are used to test the approach.
Except where noted, we use the following network architectures and output features. For
the Google Landmarks [84] and Hotels-50K [62] datasets, we fine-tune a Resnet-50 [19]
network from pre-trained ILSVRC weights [52] using the combinatorial variant of triplet loss
described in [20]. For the VGG-Faces dataset, we use the VGG-Faces network trained on the
VGG-Faces2 dataset [7, 45]. For each of the networks, we use the layer immediately after the
pooling operation as our output features (2048-D for Resnet-50, and 512-D for VGG-Faces).
6.3.1 Feature Importance
Prior work in understanding similarity networks focuses on either a few filters or few regions
that contribute most to the similarity between a pair of images [1, 48, 67]. Our visualization
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approach, by comparison, summarizes the contribution of every feature to the similarity
between a pair of images.
In the following experiment, we demonstrate that for similarity networks, the top few most
important components represent less than half of the overall image similarity. Figure 6.3
shows the average contribution of the first k components for 1000 randomly sampled pairs of
images from the same class using the pre-trained VGG-Faces network. The top 10 features
(the number of features visualized in prior work, and identified in this plot by a red line)
contribute less than 30% of the overall similarity score. This suggests that, unlike classification
networks which output sparse feature vectors, understanding the output of similarity networks
requires a visualization approach that explains more than only a few features at once. Our
approach to visualizing similarity networks incorporates all of the feature vector components
and calculates the contribution of each pixel location to the overall similarity between two
images.
6.3.2 Visualizing Pairwise Similarity
Figure 6.4 shows pairs of images that produced high similarity scores. In the top-left pair
of images from the Google Landmarks dataset, the viewpoints are quite different, but the
visualization approach highlights the specific building that the network identified as being
similar. This building is in the foreground of one of the images, but hidden in the background
of the other. The top-right pair of images are of the same gentleman in the VGG-Faces
dataset. The visualization highlights his lower facial features, but interestingly does not
focus on features such as his hair. The final pair of images is from different hotels in the
TraffickCam Hotel Rooms dataset. The visualization highlights that both rooms have similar
light fixtures mounted to the headboard. These examples demonstrate the ability of the
visualization approach to explain why a network produces similar embeddings for a pair of
64
Figure 6.4: Visualizations to understand image similarity. (Top-left) For two images of the
same landmark, the visualization highlights the building in the background in left image, but
the foreground in the right. (Top-right) For two images of the same person, the nose and
mouth region are highlighted. (Bottom) For two images of rooms from different hotels, the
visualization highlights the similar light fixtures mounted to the headboard.
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images, even in cases where that may not be readily apparent to a human observer looking
at the images.
6.3.3 Similarity Learning During Training
Figure 6.5 shows the visualization for a query image and its top 3 most similar images during
the training process. For the Google Landmarks dataset, we see that even by 5,000 iterations,
the network has largely learned that it is the skyline that makes this scene recognizable. In
subsequent iterations, the network refines the similarity metric and focuses on more specific
regions, such as the buildings in the scene. On the TraffickCam Hotel Rooms dataset, on the
other hand, the network takes longer to learn a similarity embedding. At 5,000 iterations,
the network has not yet focused on specific elements of the hotel rooms. By 50,000 iterations,
it becomes clear that the headboard is the relevant part of this particular set of images,
and by 100,000 iterations, the network appears to be refining that focus. These examples
demonstrate the utility of the visualization in understanding when a network has learned
a useful similarity metric, in addition to understanding what components of a scene the
network has learned to focus on.
Another consideration when training similarity networks is whether to train from scratch or
fine-tune from pre-trained weights. Figure 6.6 shows the top three results for a query image,
the similarity visualizations when trained from scratch, and when fine-tuned from pre-trained
weights. In the examples from the Google Landmarks and TraffickCam Hotel Rooms dataset,
we see that both the fine-tuned network and the network trained from scratch converged to
similar encodings of similarity (e.g., both the fine-tuned network and network trained from
scratch highlight the building facade in the Google Landmarks scene and the headboard in
the TraffickCam hotel). These results suggest that both approaches converge to features that
encode the same important elements of the scenes and that it is reasonable to fine-tune from
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Query Top Matches
Initial
5k iterations
25k iterations
50k iterations
Query Top Matches
Initial
5k iterations
50k iterations
100k iterations
Figure 6.5: Each figure shows visualizations from networks pre-trained on ImageNet and
fine-tuned on Google Landmarks (top) and TraffickCam Hotel Rooms (bottom) during the
training process.
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Query Top Matches
From Scratch
Fine-tuned
Query Top Matches
From Scratch
Fine-tuned
Figure 6.6: Fine-tuning vs. Training from Scratch. The visualization highlights that,
regardless of the initialization, the networks converge to similar representations.
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pre-trained weights (even from a fairly dissimilar task, such as a classification task trained on
ILSVRC).
6.3.4 Average vs. Max Pooling
As described in Section 6.2, the visualization approach is applicable to networks with either
average and max pooling at the end of the convolutional portion of the network. Figure 6.7
shows the comparison between two VGG-Faces networks, one trained with average pooling
and one with max pooling. For the same image pairs, the embeddings highlight different
regions. For example, the average pooling network focuses on glasses in the first query image,
while the max pooling network focuses more on eyebrow shape. Additionally, the regions of
similarity are larger in the average pooling network compared to the max pooling network.
This is reasonable as all of the regions contribute to output embedding in average pooling,
but not max pooling.
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Query Top Matches
(a) Average Pooling
Query Top Matches
(b) Max Pooling
Figure 6.7: Average vs. Max Pooling. For the same VGG-Faces network architecture, these
visualizations show the pairwise similarity for models trained with average pooling and max
pooling.
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6.3.5 Class Similarity
Using our method, we can discover the most representative components of a class of images.
This is a natural extension of class activation maps for classification networks [87], which
visualize the components of an image that contribute the most to a particular output label.
We generate our variant of the class activation maps for a given image, i, by summing the
pairwise similarity map with the other images in the same class:
s(β(i), β(j1...n,j 6=i)) (6.7)
Figure 6.8 shows this class similarity visualization for a selection of images from each of our
datasets. The visualizations highlight the portions of the image that most contribute to the
similarity of its output feature to the output features of the other images in the same class.
For example, in Class 1 of the Google Landmarks dataset, the clock on the building’s facade
is the most important part in each example image. In Class 2, the front facade of the
building is most representative. In class 3, the distinctive arch ways are most salient. For
the VGG-Faces dataset, the class similarity is unsurprisingly focused on much of the face,
but the visualization allows us to focus on the most representative parts of the face. For
example, in Class 2 of the VGG-Faces dataset, the nose and lips are most important. In
the TraffickCam dataset, we can see that unique headboards and bed linens are important
indicators of hotel identity.
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Class 1
Class 2
Class 3
(a) Google Landmarks
Class 1
Class 2
Class 3
(b) VGG-Faces
Class 1
Class 2
Class 3
(c) TraffickCam Hotel Rooms
Figure 6.8: Each row shows the regions of the images most representative of the class
membership.
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6.4 Understanding Impact of Data Augmentation
In Chapter 5, we describe the training approach we use to train a deep network on hotel
recognition. To encourage the network to perform well on images from different sources,
including the low quality, highly occluded images from human trafficking investigations, we
perform a series of data augmentation steps, seen in Figure 5.1. In Table 5.4, we show
that the network trained with these data augmentation steps outperforms a network trained
without the data augmentation on query images with occlusion.
We can use our visualization approach to see what these two different networks (trained with
and without data augmentation) are focusing on. In Figures 6.10 and 6.10, we show occluded
query images and their top result using the network trained without data augmentation and
the network trained with data augmentation. In each of the the examples, the visualization of
what makes the query image look like its top result shows that the network trained without
data augmentation is focusing at least partially on the occlusion, while the network trained
with data augmentation largely ignores the occlusion.
While our visualization approach shows which parts of the query image caused it to have a
high similarity score with the result image, and which parts of the result image caused it to
have a high similarity score with the query image, the pair of similarity maps do not indicate
correspondences (the red parts of the query visualization do not necessarily correspond to
the red parts of the result visualization). As such, we must be careful in judging specifically
which parts of the result visualizations in Figures 6.9 and 6.10 are activated as a result
of the network focusing on the occlusion. Nonetheless, it does seem in many of the result
visualizations, the network without data augmentation is incorrectly highlighting low texture
regions that might correspond to the all black occlusion masks in the query images. In
Figure 6.9a, the result visualization without data augmentation highlights a section of black
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sink that does not match anything in the hotel room seen in the query image. In Figure 6.9b,
the result visualization without data augmentation seems to highlight an all black headboard
that does not match the white, padded headboard in the query image.
In all of the examples trained with data augmentation, the query and result visualizations
appear to be significantly more concentrated, indicating that the network has learned the
importance of particular objects or isolated textures, while also learning to ignore the occlusion
masks.
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Top Result
Query Image No Augmentation Augmentation
(a)
Top Result
Query Image No Augmentation Augmentation
(b)
Figure 6.9: Visualizations of the top results for occluded query images using a network trained
without any data augmentation, and a network trained with data augmentation, included
people shaped masks. In each figure, the top row of similarity maps highlight what makes the
query image look like the result images, while the bottom row of similarity maps highlight
what makes the result images look like the query image. Correct results are highlighted in
green. Focusing on just the artwork not only finds other similar artwork, but also finds the
correct result sooner than the full image search.
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Top Result
Query Image No Augmentation Augmentation
(a)
Top Result
Query Image No Augmentation Augmentation
(b)
Figure 6.10: Visualizations of the top results for occluded query images using a network
trained without any data augmentation, and a network trained with data augmentation,
included people shaped masks. In each figure, the top row of similarity maps highlight
what makes the query image look like the result images, while the bottom row of similarity
maps highlight what makes the result images look like the query image. Correct results are
highlighted in green. Focusing on just the artwork not only finds other similar artwork, but
also finds the correct result sooner than the full image search.
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Chapter 7
Object- and Region-Specific Retrieval
One of the reasons that general-purpose automated image search platforms provide unsatis-
factory results to human trafficking investigators is because most of these image-based search
approaches operate at the scale of an entire image. For the hotel recognition problem, and
particularly the problem of identifying the hotel in photos of human trafficking victims, this
approach is problematic. The victim often takes up a significant percentage of the pixels in
the query image. Also, especially in hotels, similar visual appearance may not correspond
similar location and vice-versa (e.g., the same headboard in different hotels, or different
colored bed linens in the same hotel). Currently, state of the art approaches to recognition
and image retrieval do not perform well in these conditions.
In addition to the issues with occlusions and visual uncertainty, our conversations with human
trafficking investigators have indicated that during their manual analysis of images, they
often are most successful when they focus on particular objects in the scene, specifically
those that are interesting or anomalous, rather than considering the image as a whole. This
suggests an object-centric approach to automated methods for image matching.
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(a) Whole Image Search (b) Object-centric Image Search
Figure 7.1: (a) In a typical image search based on the whole image the results are the images
that look most similar to the entire image (e.g., similar color profiles and furniture in the
same configuration). (b) In our object-centric image search, the input is a selected object of
interest, and the results are images that contain objects that are most similar to the query
object (e.g., images with yellow lamps).
Figure 7.1 demonstrates the difference between a standard image based search that considers
whole images with our proposed object-centric approach, where the investigator highlights a
specific object in the image, and the search returns images containing similar looking objects.
In Figure 7.1a, the original search approach finds images with similar furniture configurations
and color profiles. In the object-centric approach in Figure 7.1b, an investigator might
highlight the yellow lamp, and the search would return other images that contain similar
lamps, regardless of the other content in the room.
7.1 Leveraging Our Image Similarity Visualizations for
Object Search
In Chapter 6, we presented an approach to visualizing what parts of an image contributed
most to its similarity with another image. This visualization is based on considering the
representation at the final convolutional layer, before pooling. This representation can also
support object- or region-specific image retrieval.
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Recall that the similarity between a pair of images, i and j, can be computed spatially as
the dot product between the pixels of the final convolutional layer in image i, α(i), and the
pooling layer in image j, β(j), where Z is a normalizing factor:
s(β(i),β(j)) =
α
(i)
(1,1) · β(j) + . . .+α(i)(K,K) · β(j)
Z
. (7.1)
This produces a spatial similarity map that can be overlayed on image i to show how much
each pixel contributed to the similarity with image j, and the sum of all pixels in this spatial
similarity map is exactly equal to the similarity score β
(i)·β(j)
‖β(i)‖‖β(j)‖ .
Recall also that this process is symmetric and we can likewise compute the spatial similarity
map for how much each pixel in j contributed to the similarity to image i:
s(β(j),β(i)) =
α
(j)
(1,1) · β(i) + . . .+α(j)(K,K) · β(i)
Z
. (7.2)
We can also leverage this spatial similarity to perform object or region specific retrieval. A
user or investigator can click on a query image, i, to specify objects of interest, generating a
set of clicked pixels, P , which are downsampled to the resolution of the final convolutional
layer. We then can create α′(i):
α
′(i)
(x,y,c) =

α
(i)
(x,y,c) if (x, y) ∈ P
0 if (x, y) /∈ P
(7.3)
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We can then compute β′(i) by performing the flattening operation on α′(i). For networks
which employ average pooling as the flattening operation, the output feature, β′(i), is:
β′(i) =
1
K2
∑
x,y
α
′(i)
(x,y) (7.4)
For networks which employ max pooling as the flattening operation, the output feature, β′(i),
is:
β′(i) = max
x,y
α
′(i)
(x,y) (7.5)
This allows us to create the similarity maps, s′(β′(i),β(j)), and s′(β(j),β′(i)), based only on
these specific locations of interest:
s′(β′(i),β(j)) =
α
′(i)
(1,1) · β(j) + . . .+α′(i)(K,K) · β(j)
Z
. (7.6)
s′(β(j),β′(i)) =
α
(j)
(1,1) · β′(i) + . . .+α(j)(K,K) · β′(i)
Z
. (7.7)
The resulting similarity map shows show how much each pixel of interest in the query image, i,
contributed to the similarity to j, and how much every pixel in the result image, j, contributed
to the similarity to the specific pixels of interest in i.
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This symmetric generation of these spatial similarity maps, wherein we compute the spatial
similarity of i to j as well as the spatial similarity of j to i is, however, computationally
expensive when computed over the entire dataset.
We can decrease the computational cost by performing a sum-pooling operation on the pixels
of interest, P , in α′, to create a single α′′(i) vector:
α′′(i) =
∑
X,Y ∈P
α′(i)(X, Y, :) (7.8)
In the Resnet-50 architecture, α′ is a 7 × 7 × 2048 tensor, and α′′ is a 2048 dimensional
vector.
We can then express our similarity equation as a simple dot product between α′′(i) and β(j):
s′′(β(i),β′(j)) =
α′′(i) · β(j)
Z
(7.9)
While this similarity score has no spatial information, it is exactly the amount of the total
similarity between images i and j that is explained by only the pixels of interest. The
similarity score for a subset of pixels of interest will be less than or equal to the total
similarity score when considering all pixels in the query image.
This computation can be done quickly over even large datasets, and the spatial similarity
maps for specific pairs of highly scoring images can be computed normally using Equa-
tions 7.6 and 7.7.
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(a) (b) (c)
Figure 7.2: Example bounding boxes drawn around unique objects in hotel rooms.
7.1.1 Experiments
In the following experiments, we manually annotate objects or regions of interest in images
from the Hotels-50K [62], Google Landmarks [84], and VGG-Faces2 [7] datasets. We then
use the approaches described above to solve for the similarity between these clicked locations
of interest and every other image in each of the datasets.
Hotels-50K
To evaluate our object search approach on the Hotels-50K dataset, we instructed individuals
to draw bounding boxes around objects or regions in random images from different hotel
classes. The labelers were instructed to draw boxes around objects or regions that they
thought might be particularly unique to that hotel. Figure 7.2c shows examples of the
sorts of objects that were highlighted, including an interesting wood and metal headboard,
colorful artwork, and a patterned bed skirt that seemed like it might be distinct to that hotel.
Less ‘interesting’ objects, such as the generic wood headboard in the second image were not
highlighted.
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Figure 7.3: We show the retrieval accuracy at K for both searches using the full image, and
the object-centric search, which is limited to pixels on objects that have been labeled as
unique or interesting.
In total, we collected bounding boxes for 1,584 unique objects. We compare the retrieval
accuracy of using all pixels in the query image with our object-centric approach using only
the pixels that encompass the bounding box provided by the labelers. Figure 7.3 shows to
top–K retrieval accuracy for both approaches.
It is unsurprising that the object-centric search in general has lower retrieval accuracy than
the full image search. In hotel room images, it is likely better to use a feature that encodes
the bed and the art and the carpet, than to limit the features to only one specific object. In
just over a quarter of the searches (404 queries), however, the object-centric search performs
as well or better than the search with the full image. Figures 7.4–7.7 show examples where
the object-centric search out-performs the search using the full image.
In Figure 7.4, the full search is of a darkly painted hotel room with a bed with white linens
and a wooden headboard with etched black lines, and a lamp attached to the headboard.
The search using the whole image finds other dark colored rooms with similar headboards
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and white bed linens, but does not find any examples from the correct class until the 8th
result. Focusing only on the unique lamp and headboard, however, finds examples from the
correct hotel in the second and third results. The visualizations in Figure 7.4(b) show that
the object search is focusing on similar lamps and headboards, while the full image search
focuses on the nondescript white bedspread.
In Figure 7.5, the full search is of a white bed with a dark bedskirt, a piece of artwork
on the wall and a bright, patterned carpet. The full search finds other rooms with white
beds and dark bedskirts, which is what the visualization shows the top results focusing
on. Object-centric search focusing just on the bright, unique carpet, however, retrieves an
example from the correct hotel in the second result, with all of the visualizations focusing on
bright colored carpet patterns.
Figure 7.6 shows a non-standard view of a hotel room, from the corner behind the bed. The
full image search finds some other, similar views, and seems to focus on corners of furniture
and the doorway. Using the object-centric approach to search, however, we can highlight
just the pattern on the comforter, and the returned results largely contain other similarly
patterned comforters, including the third result from the correct hotel.
Figure 7.7 is of a hotel room with a fairly generic headboard and comforter, a completely
washed out light fixture, and two pieces of art over the wall. While some of the full image
search results find similar looking art work, the object-centric approach limited to just the
pixels around the two pieces of art returns an image from the correct hotel in the second
result. The visualizations for this object-centric search result show that the result is very
strongly focused on the piece of art over the bed, even though there is only one of the piece
of art, rather than two (as in the query image).
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Query Image Top Matches
(a) Query using whole image. Top correct result: 8
Query Image Top Matches
(b) Query using object crop. Top correct result: 2
Figure 7.4: Object-centric search focusing on headboard and lamp. Figure (a) shows the
top five results retrieved using the entire query image. Figure (b) shows the top five results
retrieved using just the part of the query image highlighted in pink. In each figure, the top
row of similarity maps highlight what makes the query image look like the result images,
while the bottom row of similarity maps highlight what makes the result images look like the
query image. Correct results are highlighted in green. Focusing on the headboard and lamp
not only finds other similar headboards and lamps, but also finds the correct result sooner
than the full image search.
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Query Image Top Matches
(a) Query using whole image. Top correct result: 4
Query Image Top Matches
(b) Query using object crop. Top correct result: 2
Figure 7.5: Object-centric search focusing on bright, geometric carpet. Figure (a) shows
the top five results retrieved using the entire query image. Figure (b) shows the top five
results retrieved using just section of carpet highlighted in pink. In each figure, the top row
of similarity maps highlight what makes the query image look like the result images, while
the bottom row of similarity maps highlight what makes the result images look like the query
image. Correct results are highlighted in green. Focusing on the carpet not only finds other
similar carpet, but also finds the correct result sooner than the full image search.
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Query Image Top Matches
(a) Query using whole image. Top correct result: 17
Query Image Top Matches
(b) Query using object crop. Top correct result: 3
Figure 7.6: Object-centric search focusing on striped comforter. Figure (a) shows the top five
results retrieved using the entire query image. Figure (b) shows the top five results retrieved
using just the part of the bed comforter highlighted in pink. In each figure, the top row of
similarity maps highlight what makes the query image look like the result images, while the
bottom row of similarity maps highlight what makes the result images look like the query
image. Correct results are highlighted in green. Focusing on just this comforter not only finds
other similar comforters, but also finds the correct result sooner than the full image search.
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Query Image Top Matches
(a) Query using whole image. Top correct result: 17
Query Image Top Matches
(b) Query using object crop. Top correct result: 2
Figure 7.7: Object-centric search focusing on artwork over the bed. Figure (a) shows the
top five results retrieved using the entire query image. Figure (b) shows the top five results
retrieved using only the artwork over the bed, which is highlighted in pink. In each figure,
the top row of similarity maps highlight what makes the query image look like the result
images, while the bottom row of similarity maps highlight what makes the result images look
like the query image. Correct results are highlighted in green. Focusing on just the artwork
not only finds other similar artwork, but also finds the correct result sooner than the full
image search. 88
Figure 7.8: Images within the same hotel, such as the left and center images in this figure,
may be visually dissimilar, while images from different hotels, especially those from the
same chain, such as the center and right images, may be visually similar. An object-centric
approach to image search allows investigators to focus on the particular objects that may be
consistent within a hotel, such as the wall-mounted lamp in the left and center images.
Figure 7.9: Images from actual investigations where the victim masks much of the view of
the hotel room. Examples such as these motivate our work in object-centric image search.
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These examples of cases in the Hotels-50K dataset where the object-centric approach to image
search out-performs image search using the entire image demonstrate the potential utility of
our approach for human trafficking investigations. We additionally expect the object-centric
approach to be relatively more useful in actual investigations than in the experiments in
this chapter for two reasons. First, due to the high intra-class variance between images of
the same hotel, and low inter-class variance between objects of the same chain, it may be
necessary to focus on specific objects that may be unique to the hotel in order to ignore
objects that are shared across a hotel chain. This can be seen in Figure 7.8, where the two
images from different hotels are generally more visually similar, but the two images from the
same hotel contain the exact same light fixture. Second, the presence of large occlusions in
the real query images may necessitate focusing on particular objects that can be seen in the
background. Figure 7.9 shows two example query images from a real investigations where the
victim masks most of the content of the hotel room, but potentially unique pieces of artwork
can be seen on the wall. These are not uncommon examples of the sorts of query images
that are seen in real investigations, which do not perform well using whole image search, but
which motivate our work in object-centric image search.
Google Landmarks
We qualitatively evaluate our object-centric search approach on the Google Landmarks
dataset [84] by clicking on unique looking sub-regions in the query scenes. We then solve
for the similarity between these clicked locations and all other images in the dataset, and
compare the retrieved results to the results using all of the pixels in the query image.
Figure 7.10 shows example query images with the most similar image from the three most
similar classes for both whole image similarity and two different highlighted sub-regions of
the image. In Scene 1, searching with the whole image finds the correct scene. Region 1
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Query Image Top Matches
Whole Image
Region 1
Region 2
(a) Scene 1
Whole Image
Region 1
Region 2
(b) Scene 2
Whole Image
Region 1
Region 2
(c) Scene 3
Figure 7.10: Object- and Region-Specific Retrieval in Google Landmarks. We show the most
similar image from the three most similar classes when using either the whole image as the
query input, or selected sub-regions of the image. This allows for object- or region- specific
image retrieval; for example, “find landmarks with similar archways”. Results from the correct
class are highlighted in green.
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highlights the small arched entry to the building. The most similar classes to that archway
include, first, the correct scene, and then two examples of similar stone archways. Region 2
highlights an orange-roofed building in the background of the scene, and the region-specific
results highlight all similar orange-roofed buildings.
In Scene 2, all three approaches find the correct class in the top result. Region 1 highlights
the tower in the background of the scene, and the other most similar classes also show towers
being highlighted against the sky. Region 2 highlights a row of archways in the foreground of
the scene, and the most similar classes to those arches also show rows of arches.
In Scene 3, the whole image search finds the correct scene, as well as other similar European
street scenes. Region 1 focuses on a background tower, and the region-centric search results
show first the correct scene, highlighting the same background tower, and then two other
scenes with narrow towers in the background. Region 2 focuses on a small patch of light
colored wall with small windows. The region-centric search results find similar looking walls,
with the third result coming from the correct scene.
VGG-Faces2
We also evaluate our object-centric search on faces in the VGG-Faces2 dataset [7]. We click on
unique looking features in the query scenes, such as distinctive face makeup or hair. We then
solve for the similarity between these clicked locations and all other images in the dataset,
and compare the retrieved results to the results using all of the pixels in the query image.
Figure 7.11 shows example query images with the most similar image from the three most
similar individuals for both whole image similarity and two different highlighted sub-regions
of the image. In all of the ‘Whole Image’ queries, the similarity visualization reasonably
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Query Image Top Matches
Whole Image
Region 1
Region 2
(a) Face 1
Whole Image
Region 1
Region 2
(b) Face 2
Whole Image
Region 1
Region 2
(c) Face 3
Figure 7.11: Feature-Specific Retrieval in VGG-Faces2. We show the most similar image
from the three most similar individuals when using either the whole image as the query input,
or selected features on the individual’s face or hair. This allows for feature-specific image
retrieval; for example, “find faces with brunette bangs”. Results from the correct class are
highlighted in green.
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highlights most of the resulting faces. When we search by particular features, however, we
find other individuals with similar features.
For example, in Face 1, we highlight first the individual’s bangs and find other individuals
with brunette bangs. We then highlight the individual’s nose and find other individuals with
similar shaped noses. In Face 2, we highlight the heavily made up eye, and then the bright
colored lips, and the most similar results to those features have similar makeup. Finally for
Face 3, we first highlight the individual’s curly blonde hair, and the visualization approach
shows other individuals with similar hair. Highlighting the woman’s dark colored lips finds
other individuals with heavy lip makeup.
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Chapter 8
Conclusion
Images of human trafficking victims, photographed in hotel rooms, are often posted in
advertisements online. It is a priority for human trafficking investigators to determine
where these photographs were taken, in order to understand trafficking operations, build
prosecutions against traffickers, and to rescue victims. For the last several years, I have
worked to build computer vision and machine learning approaches to help automate and
improve the investigative process in such trafficking investigations.
In order to do this, I focused on the task of hotel recognition: identifying the hotel from an
image taken in a hotel room. Hotel recognition is an ‘extreme’ classification task, with a
large number of possible classes, high intra-class variance and low inter-class variance. In
cases of human trafficking investigations, where a victim has been photographed in a hotel
room, the hotel recognition task is further complicated by low quality query images. This
compelling and difficult recognition task is not one that previously developed datasets and
deep learning approaches support.
95
Figure 8.1: The components of this thesis include (a) the TraffickCam smart phone application
to collect images of hotel rooms, (b) the Hotels-50K dataset, a first of its kind, large scale
dataset of hotel rooms released to the research community, (c) the engineering of machine
learning features and an image search that supports investigations of human trafficking, (d) a
visualization approach to understand why a deep neural network considers two images to be
similar, and (d) an approach to image search that allows investigators to focus on particular
objects in a scene.
The work in this thesis constitutes a first of its kind, end-to-end system to perform this
complex recognition task, with the goal of supporting such investigations of human trafficking.
The components of this system are shown in Figure 8.1.
We built a smart phone application to collect images of hotel rooms from every day, anonymous
travelers (Figure 8.1(a)). We have curated and released to the community of computer vision
and machine learning researchers a dataset with over 1 million hotel room images from 50,000
hotel classes around the world, collected from both online travel websites and our smart
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phone application (Figure 8.1(b)). We train deep convolutional neural networks to perform
hotel recognition with low quality query images with poor lighting and large occlusions, and
have engineered and deployed an image search platform based on these images and learned
features to human trafficking investigators (Figure 8.1(c)). The TraffickCam system for hotel
recognition is currently being used regularly in real investigations by the Exploited Children
Division of the National Center for Missing and Exploited Children, by the Sex Crimes Squad
of the St. Louis County Police Department, and on a case by case basis for a variety of law
enforcement departments around the country.
In addition to the work on a hotel recognition pipeline, we developed a visualization approach
for networks trained on image similarity that explains why two images are similar, and
demonstrated the utility of this visualization across multiple problem domains (Figure 8.1(d)).
We also presented an exploration of the internal model of these similarity networks as the
engine for object- and region-centric image search (Figure 8.1(e)).
8.1 Research Directions
This thesis points to a variety of research areas on the topics of understanding deep networks
trained on image similarity, pursuing deep learning approaches for object-centric image search,
and using technology to address human trafficking. The following text briefly discusses a few
of these research areas.
8.1.1 AI in Human Trafficking
In the human trafficking domain, we expect the Hotels-50K dataset to drive the development
of improved hotel recognition techniques. The utility of such hotel recognition techniques for
human trafficking investigators may be heightened by considering ways to integrate the hotel
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recognition pipeline with other investigative artificial intelligence tools, such as improved
object-centric search, face or age recognition, or attempts to understand the networks of
related media in investigations.
8.1.2 Motivated Contributors
The TraffickCam hotel recognition pipeline, and the Hotels-50K dataset would not have been
possible without the incredible community of volunteers who have provided us with hundreds
of thousands of real world images of hotel rooms. It is interesting to consider the ways in
which this motivated community can provide more information to support investigations,
such as providing annotations on images, taking different types of imagery (e.g., images with
the lights both on and off, images of particular objects, etc.), or answering survey questions.
8.1.3 Visualizing Similarity Networks
The need to visualize embeddings and understand deep similarity networks is present across
many application domains. We demonstrated the utility of our visualization approach on a
selection of problem domains, including hotel recognition, face re-identification and landmark
localization. Our visualization approach, however, lacks any information about particular
correspondences between images — it highlights what parts of a query image contributed
to the similarity with a result image, and what parts of the result image contributed to the
similarity with the query image, but does not indicate, for example, that it was the particular
headboard in a query image that matched to a particular headboard in the result image.
One can imagine a visualization similar to the ours that instead shows, “the network thought
these two images were similar because of the headboard that can be seen in both images”.
Exploring ways to understand the specific components of images that contribute to similarity
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would be a natural and compelling extension from our holistic approach to understanding
image similarity.
Understanding the specific learned correspondences between similar images may also provide
an opportunity to explore human-in-the-loop corrections to mistakes made by similarity
networks. In the hotel recognition case, we often saw visualizations where the network
appeared to produce similar features due to similar, but slightly different, headboards in
different hotels. In this case, a human could look at the hypothetical visualization showing
that the two headboards are why the network considered the two images similar and sketch
a ‘correction’, showing that those two objects should not be similar. It is an open and
interesting continuation of the work in this thesis to consider how to incorporate this sort of
correction into the deep learning training process.
8.1.4 Explainability in Deep Learning
While deep learning approaches to a variety of problems, including, as of this thesis, hotel
recognition, have begun to approach and exceed human performance, much of the effort in
making these approaches work remains un-intuitive. I would not know where to begin in
quantifying the number of hours spent selecting models, tuning hyperparameters and tweaking
loss functions during the process of building a functional hotel recognition pipeline. While our
visualization approach seeks to clarify the training process and results of similarity networks,
there is much work to be done in clarifying the intuitions behind the engineering of deep
learning systems, and increasing the explainability of results. This need for explainability in
deep learning is particularly important is use cases such as human trafficking investigations,
where a non-expert is using the results of a deep learning system to make decisions that
impact real people.
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