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Abstract
Ridge leverage scores provide a balance between low-rank approximation and reg-
ularization, and are ubiquitous in randomized linear algebra and machine learning.
Deterministic algorithms are also of interest in the moderately big data regime,
because deterministic algorithms provide interpretability to the practitioner by
having no failure probability and always returning the same results. We provide
provable guarantees for deterministic column sampling using ridge leverage scores.
The matrix sketch returned by our algorithm is a column subset of the original
matrix, yielding additional interpretability. Like the randomized counterparts, the
deterministic algorithm provides (1+) error column subset selection, (1+) error
projection-cost preservation, and an additive-multiplicative spectral bound. We also
show that under the assumption of power-law decay of ridge leverage scores, this
deterministic algorithm is provably as accurate as randomized algorithms. Lastly,
ridge regression is frequently used to regularize ill-posed linear least-squares prob-
lems. While ridge regression provides shrinkage for the regression coefficients,
many of the coefficients remain small but non-zero. Performing ridge regression
with the matrix sketch returned by our algorithm and a particular regularization
parameter forces coefficients to zero and has a provable (1 + ) bound on the
statistical risk. As such, it is an interesting alternative to elastic net regularization.
1 Introduction
Classical leverage scores quantify the importance of each column i for the range space of the sample-
by-feature data matrix A ∈ Rn×d. Classical leverage scores have been used in regression diagnostics,
outlier detection, and randomized matrix algorithms (Velleman and Welsch, 1981; Chatterjee and
Hadi, 1986; Drineas et al., 2008). Historically, leverage scores were used to select informative
samples (rows, in our matrix orientation). More recently, as datasets with d > n have become more
common, leverage scores have been used to select informative features (columns, in our matrix
orientation). There are many different flavors of leverage scores, and we will focus on a variation
called ridge leverage scores. However, to appreciate the advantages of ridge leverage scores, we also
briefly review classical and rank-k subspace leverage scores.
Ridge leverage scores were introduced by Alaoui and Mahoney (2015) to give statistical bounds
for the Nyström approximation for kernel ridge regression. Alaoui and Mahoney (2015) argue that
ridge leverage scores provide the relevant notion of leverage in the context of kernel ridge regression.
Ridge leverage scores have been successfully used in kernel ridge regression to approximate the
symmetric kernel matrix (∈ Rn×n) by selecting informative samples (Alaoui and Mahoney, 2015;
Rudi et al., 2015). Cohen et al. (2017) provide a definition for ridge leverage scores for selecting
informative features from the non-symmetric sample-by-feature data matrix A ∈ Rn×d. The ridge
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leverage score τ¯i(A) for the ith column of A is,
τ¯i(A) = a
T
i
(
AAT + λ2I
)+
ai, (1)
where the ith column of A is an (n × 1)-vector denoted by ai, M+ denotes the Moore-Penrose
pseudoinverse of M, and λ2 is the regularization parameter. We will always choose λ2 = 1k ||A−
Ak||2F , where Ak is the rank-k SVD approximation to A, defined in Sec. 1.2, because this choice of
regularization parameter gives the stated guarantees. In contrast to ridge leverage scores, the rank-k
subspace leverage score τi(Ak) is,
τi(Ak) = a
T
i (AkA
T
k )
+ai. (2)
The classical leverage score is the ridge leverage score (and also the rank-k subspace leverage score)
evaluated at k = rank(A) = r ≤ n.
Ridge leverage scores and rank-k subspace leverage scores take two different approaches to mitigating
the small singular values components of AAT in classical leverage scores. Ridge leverage scores
diminish the importance of small principle components through regularization, as opposed to rank-k
subspace leverage scores, which omit the small principle components entirely. Cohen et al. (2017)
argue that regularization is a more natural and stable alternative to omission. For randomized
algorithms with ridge leverage score sampling, Cohen et al. (2017) prove bounds for the spectrum,
column subset selection, and projection-cost preservation (counterparts to our Theorems 1, 2, and 3
for deterministic ridge leverage scores, respectively). The first and the last bounds hold for a weighted
column subset of the full data matrix. These bounds require O(k log(k/δ)/2) columns, where δ is
the failure probability and  is the error.
In the "big data" era, much attention has been paid to randomized algorithms due to improved
algorithm performance and ease of generalization to the streaming setting. However, for moderately
big data (i.e. the feature set is too large for inspection by humans, but the algorithm performance
is not a limitation), deterministic algorithms provide more interpretability to the practitioner than
randomized algorithms, since they always provide the same results and have no failure probability.
The usefulness of deterministic algorithms has already been recognized. Papailiopoulos et al. (2014)
introduce a deterministic algorithm for sampling columns from rank-k subspace leverage scores
and provide a columns subset selection bound (the counterpart to our Theorem 2 for deterministic
ridge leverage scores). McCurdy et al. (2017) prove a (1 + ) spectral bound for Papailiopoulos
et al. (2014)’s deterministic algorithm and for random sampling with rank-k subspace leverage scores
(the counterpart to our Theorem 1 for deterministic ridge leverage scores). One major drawback
of using the rank-k subspace leverage scores is that their relative spectral bound is limited to the
rank-k subspace projection of the column subset matrix C and the full data matrix A, so to get a
relative spectral bound on the complete subspace requires k = n. A consequence of this is that
projection-cost preservation also requires k = n (the counterpart to our Theorem 3). One advantage
of using deterministic rather than randomized rank-k subspace leverage score algorithms is that under
the condition of power-law decay in the sorted rank-k subspace leverage scores, the deterministic
algorithm chooses fewer columns than random sampling with the same error for the column subset
selection bound when max((2k/)
1
a −1, (2k/((a− 1))) 1a−1 −1, k) < Ck log(k/δ)/2, where a is
the decay power and C is an absolute constant (Papailiopoulos et al., 2014) (this is the counterpart to
our Theorem 5). In addition, Papailiopoulos et al. (2014) show that many real datasets display power-
law decay in the sorted rank-k subspace leverage scores, illustrating the deterministic algorithm’s
real-world utility.
Ridge regression (Hoerl and Kennard, 1970) is a commonly used method to regularize ill-posed linear
least-squares problems. The ridge regression minimization problem is, for outcome y ∈ Rn, features
A ∈ Rn×d, and coefficients x ∈ Rd,
xˆA = argmin
x
(||y −Ax||22 + λ2||x||22)
=
(
ATA + λ2I
)−1
ATy. (3)
where the regularization parameter λ2 penalizes the size of the coefficients in the minimization
problem. We will always choose λ2 = 1k ||A−Ak||2F for ridge regression with matrix A.
In ridge regression, the underlying statistical model for data generation is,
y = y∗ + σ2ξ, (4)
2
where y∗ = Ax∗ is a deterministic linear function of the fixed design features A and ξ ∼ N (0, I) is
the random error. The mean squared error is a measure of statistical riskR(yˆ) for the squared error
loss function and estimator yˆ and is,
R(yˆ) = 1nEξ
[||yˆ − y∗||22] . (5)
Ridge regression is often chosen over regression subset selection procedures for regularization
because, as a continuous shrinkage method, it exhibits lower variability (Breiman, 1996). However
many ridge regression coefficients can be small but non-zero, leading to a lack of interpretability for
moderately big data (d > n). The lasso method (Tibshirani, 1994) provides continuous shrinkage
and automatic feature selection using an L1 penalty function instead of the L2 penalty function in
ridge regression, but for d > n case, lasso saturates at n features. The elastic net algorithm combines
lasso (L1 penalty function) and ridge regression (L2 penalty function) for continuous shrinkage and
automatic feature selection (Zou and Hastie, 2005).
1.1 Contributions
We explore deterministic ridge leverage score (DRLS) sampling for matrix approximation and for
feature selection in concert with ridge regression. This work has two main motivations: (1) the
advantages of ridge leverage scores over rank-k subspace leverage scores, and (2) the advantages
of deterministic algorithms in some practical settings. This work complements Papailiopoulos et al.
(2014), who considered deterministic rank-k subspace leverage sampling and experiments on real
data, but did not consider DRLS sampling or uses beyond matrix approximation. This work also
complements Cohen et al. (2017), who considered randomized RLS sampling but did not consider
DRLS sampling, the uses of RLS sampling beyond matrix approximation (e.g. ridge regression), or
experiments on real data.
We introduce a deterministic algorithm (Algorithm 1) for ridge leverage score sampling inspired by the
deterministic algorithm for rank-k subspace leverage score sampling (Papailiopoulos et al., 2014). By
using ridge leverage scores instead of rank-k subspace scores in the deterministic algorithm, we prove
significantly better bounds for the column subset matrix C (see Table 1 for a comparison). We prove
that the same additive-multiplicative spectral bounds (Theorem 1), (1 + ) columns subset selection
(Theorem 2), and (1+) projection-cost preservation (Theorem 3) hold for DRLS column sampling as
for random sampling as in Cohen et al. (2017). We show that under the condition of power-law decay
in the ridge leverage scores, the deterministic algorithm chooses fewer columns than random sampling
with the same error when max((4k/)
1
a − 1, (4k/((a− 1))) 1a−1 − 1, k) < Ck log(k/δ)/2, where
a is the decay power and C is an absolute constant (Theorem 5).
We combine deterministic ridge leverage score column subset selection with ridge regression for a
particular value of the regularization parameter, providing automatic feature selection and continuous
shrinkage. This procedure has a provable (1 + ) bound on the statistical risk (Theorem 4). The
proof techniques are such that a (1 + ) bound on the statistical risk also holds for randomized ridge
leverage score sampling. Our ridge regression theorem is novel to both deterministic and randomized
sampling with ridge leverage scores (as far as we know, this has never been considered for any
leverage score), another demonstrable advance of the state of the art, and one of our main results.
We also provide a proof-of-concept illustration on real biological data, with figures included in the
Supplementary Materials. Our real-data illustration makes a strong case for the empirical usefulness
of the DRLS algorithm and bounds. The real data exhibits striking power law decay of the ridge
leverage scores (Figure 7), justifying the assumptions underlying the use of DRLS sampling (Theorem
5).
Our work is triply beneficial from the interpretability standpoint; it is deterministic, it chooses a
subset of representative columns, and it comes with four desirable error guarantees for all rank-k,
three of which stem from naturalness of the low-rank ridge regularization.
1.2 Notation
The singular value decomposition (SVD) of any complex matrix A is A = UΣV†, where U and
V are square unitary matrices (U†U = UU† = I,V†V = VV† = I), Σ is a rectangular diagonal
matrix with real non-negative non-increasingly ordered entries. U† is the complex conjugate and
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Table 1: Comparison of deterministic ridge and rank-k subspace leverage score theorems.
Deterministic Sampling Algorithm Rank-k Subspace Rank-k Ridge
Papailiopoulos et al. (2014) Algorithm 1
Spectral Bound for CCT Multiplicative, k = n Additive-Multiplicative, all k
McCurdy et al. (2017) Theorem 1
Column Subset Selection all k all k
Papailiopoulos et al. (2014) Theorem 2
Rank-k Projection k = n all k
Cost Preservation Theorem 3
Approximate Ridge N/A all k
Regression Risk Theorem 4
Leverage Power-law Decay all k all k
Papailiopoulos et al. (2014) Theorem 5
transpose of U, and I is the identity matrix. The diagonal elements of Σ are called the singular
values, and they are the positive square roots of the eigenvalues of both AA† and A†A, which have
eigenvectors U and V, respectively. U and V are the left and right singular vectors of A.
Defining Uk as the first k columns of U and analogously for V, and Σk the square diagonal
matrix with the first k entries of Σ, then Ak = UkΣkV
†
k is the rank-k SVD approximation to
A.Furthermore, we refer to matrix with only the last n− k columns of U,V and last n− k entries in
Σ as U\k,V\k, and Σ\k.
The Moore-Penrose pseudo inverse of a rank k matrix A is given by A+ = VkΣ−1k U
†
k.
The Frobenius norm ||A||F of a matrix A is given by ||A||2F = tr (AA†). The spectral norm ||A||2
of a matrix A is given by the largest singular value of A.
2 Deterministic Ridge Leverage Score (DRLS) Column Sampling
2.1 The DRLS Algorithm
Algorithm 1. The DRLS algorithm selects for the submatrix C all columns i with ridge leverage
score τ¯i(A) above a threshold θ, determined by the error tolerance . This algorithm is deeply
indebted to the deterministic algorithm of Papailiopoulos et al. (2014). It substitutes ridge leverage
scores for rank-k subspace scores, and has a different stopping parameter. The algorithm is as
follows.
1. Choose the error tolerance, .
2. For every column i, calculate the ridge leverage scores τ¯i(A) (Eqn. 1).
3. Sort the columns by τ¯i(A), from largest to smallest. The sorted column indices are pii.
4. Define an empty set Θ = {}. Starting with the largest sorted column index pi0, add the
corresponding column index i to the set Θ, in decreasing order, until,∑
i∈Θ
τ¯i(A) > t¯− , (6)
and then stop. Note that t¯ =
∑d
i=1 τ¯i(A) ≤ 2k (see Sec.5.2 for proof). It will be useful to
define ˜ =
∑
i 6∈Θ τ¯i(A). Eqn. 6 can equivalently be written as  > ˜.
5. If the set size |Θ| < k, continue adding columns in decreasing order until |Θ| = k.
6. The leverage score τ¯i(A) of the last column i included in Θ defines the leverage score
threshold θ.
7. Introduce a rectangular selection matrix S of size d× |Θ|. If the column indexed by (i, pii)
is in Θ, then Si,pii = 1. Si,pii = 0 otherwise. The DRLS submatrix is C = AS.
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Note that when the ridge leverage scores on either side of the threshold are not equal, the algorithm
returns a unique solution. Otherwise, there are as many solutions as there are columns with equal
ridge leverage scores at the threshold.
Algorithm 1 requires O(min(d, n)nd) arithmetic operations.
3 Approximation Guarantees
3.1 Bounds for DRLS
We derive a new additive-multiplicative spectral approximation bound (Eqn. 7) for the square of the
submatrix C selected with DRLS.
Theorem 1. Additive-Multiplicative Spectral Bound: Let A ∈ Rn×d be a matrix of at least rank k
and τ¯i(A) be defined as in Eqn. 1. Construct C following the DRLS algorithm described in Sec. 2.1.
Then C satisfies,
(1− )AAT − 
k
||A\k||2F I  CCT  AAT . (7)
The symbol  denotes the Loewner partial ordering which is reviewed in Sec 5.1 (see Horn and
Johnson (2013) for a thorough discussion).
Conceptually, the Loewner ordering in Eqn. 7 is the generalization of the ordering of real numbers
(e.g. 1 < 1.5) to Hermitian matrices. Statements of Loewner ordering are quite powerful; important
consequences include inequalities for the eigenvalues. We will use Eqn. 7 to prove Theorems 2, 3,
and 4. Note that our additive-multiplicative bound holds for an un-weighted column subset of A.
Theorem 2. Column Subset Selection: Let A ∈ Rn×d be a matrix of at least rank k and τ¯i(A) be
defined as in Eqn. 1. Construct C following the DRLS algorithm described in Sec. 2.1. Then C
satisfies,
||A−CC+A||2F ≤ ||A−ΠFC,k(A)||2F ≤ (1 + 4)||A\k||2F , (8)
with 0 <  < 14 and where Π
F
C,k(A) = (CC
+A)k is the best rank-k approximation to A in the
column space of C with the respect to the Frobenius norm.
Column subset selection algorithms are widely used for feature selection for high-dimensional data,
since the aim of the column subset selection problem is to find a small number of columns of A that
approximate the column space nearly as well as the top k singular vectors.
Theorem 3. Rank-k Projection-Cost Preservation: Let A ∈ Rn×d be a matrix of at least rank k and
τ¯i(A) be defined as in Eqn. 1. Construct C following the DRLS algorithm described in Sec. 2.1.
Then C satisfies, for any rank k orthogonal projection X ∈ Rn×n,
(1− )||A−XA||2F ≤ ||C−XC||2F ≤ ||A−XA||2F . (9)
To simplify the bookkeeping, we prove the lower bound of Theorem 3 with (1 − α) error (α =
2(2 +
√
2)), and assume 0 <  < 12 .
Projection-cost preservation bounds were formalized recently in Feldman et al. (2013); Cohen et al.
(2015). Bounds of this type are important because it means that low-rank projection problems can be
solved with C instead of A while maintaining the projection cost. Furthermore, the projection-cost
preservation bound has implications for k-means clustering, because the k-means objective function
can be written in terms of the orthogonal rank-k cluster indicator matrix (Boutsidis et al., 2009).1
Note that our rank-k projection-cost preservation bound holds for an un-weighted column subset of
A.
A useful lemma on an approximate ridge leverage score kernel comes from combining Theorem 1
and 3.
Lemma 1. Approximate ridge leverage score kernel: Let A ∈ Rn×d be a matrix of at least rank
k and τ¯i(A) be defined as in Eqn. 1. Construct C following the DRLS algorithm described in
1Thanks to Michael Mahoney for this point.
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Sec. 2.1. Let α be the coefficient in the lower bound of Theorem 3 and assume 0 <  < 12 . Let
K(M) =
(
MMT + 1k ||M\k||2F I
)+
for matrix M ∈ Rn×l. Then K(C) and K(A) satisfy,
K(A)  K(C)  1
1− (α+ 1)K(A). (10)
Theorem 4. Approximate Ridge Regression with DRLS: Let A ∈ Rn×d be a matrix of at least rank
k and τ¯i(A) be defined as in Eqn. 1. Construct C following the DRLS algorithm described in Sec.
2.1, let α be the coefficient in the lower bound of Theorem 3, and assume 0 <  < 12α <
1
2 . Choose
the regularization parameter λ2 =
||M\k||2F
k for ridge regression with a matrix M (Eqn. 3). Under
these conditions, the statistical riskR(yˆC) of the ridge regression estimator yˆC is bounded by the
statistical riskR(yˆA) of the ridge regression estimator yˆA:
R(yˆC) ≤ (1 + β)R(yˆA), (11)
where β = 2α(−1+2α+3α
2)
(1−α)2 .
Theorem 4 means that there are bounds on the statistical risk for substituting the DRLS selected
column subset matrix for the complete matrix when performing ridge regression with the appropriate
regularization parameter. Performing ridge regression with the column subset C effectively forces
coefficients to be zero and adds the benefits of automatic feature selection to the L2 regularization
problem. We also note that the proof of Theorem 4 relies only on Theorem 1 and Theorem 3 and
facts from linear algebra, so a randomized selection of weighted column subsets that obey similar
bounds to Theorem 1 and Theorem 3 (e.g. Cohen et al. (2017)) will also have bounded statistical risk,
albeit with a different coefficient β. As a point of comparison, consider the elastic net minimization
with our ridge regression regularization parameter:
xˆE = argmin
x
||y −Ax||22 + 1k ||A\k||2F ||x||22 + λ1
d∑
j=1
|xj |
 . (12)
The risk of elastic netR(yˆE) has the following bound in terms of the risk of ridge regressionR(yˆA):
R(yˆE = AxˆE) = R(yˆA) + λ21
4d||A||22
1
k2 ||A\k||4F
(13)
This comes from a slight re-working of Theorem 3.1 of Zou and Zhang (2009). The bounds for the
elastic net risk andR(yˆC) are comparable when λ21 ≈ βk2 ||A\k||4F R(yˆA)4d||A||22 .
Ridge regression is a special case of kernel ridge regression with a linear kernel. While previous
work in kernel ridge regression has considered the use of ridge leverage scores to approximate the
symmetric kernel matrix by selecting a subset of n informative samples (Alaoui and Mahoney, 2015;
Rudi et al., 2015), to our knowledge, no previous work has used ridge leverage scores to approximate
the symmetric kernel matrix using ridge leverage scores to select a subset of the f informative features
(after the feature mapping of the d-dimensional data points). The latter case would be the natural
generalization of Theorem 4 to non-linear kernels, and remains an interesting open question. Lastly,
we note that placing statistical assumptions on A in the spirit of (Rudi et al., 2015) may lead to an
improved bound for random designs for A.
Theorem 5. Ridge Leverage Power-law Decay: Let A ∈ Rn×d be a matrix of at least rank k and
τ¯i(A) be defined as in Eqn. 1. Furthermore, let the ridge leverage scores exhibit power-law decay in
the sorted column index pii,
τ¯pii(A) = pi
−a
i τ¯pi0(A) a > 1. (14)
Construct C following the DRLS algorithm described in Sec. 2.1. The number of sample columns
selected by DRLS is,
|Θ| ≤ max
((
4k

) 1
a − 1,
(
4k
(a−1)
) 1
a−1 − 1, k
)
. (15)
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Theorem 3 of Papailiopoulos et al. (2014) introduces the concept of power-law decay behavior for
leverage scores for rank-k subspace leverage scores. Our Theorem 5 is an adaptation of Papailiopoulos
et al. (2014)’s Theorem 3 for ridge leverage scores.
An obvious extension of Eqn. 7 is the following bound,
(1− )AAT − 
k
||A\k||2F I  CCT  (1 + )AAT +

k
||A\k||2F I, (16)
which also holds for C selected by ridge leverage random sampling methods with O( k2 ln
(
k
δ
)
)
weighted columns and failure probability δ Cohen et al. (2017). Thus, DRLS selects fewer columns
with the same accuracy  in Eqn. 16 for power-law decay in the ridge leverage scores when,
max
((
4k

) 1
a − 1,
(
4k
(a−1)
) 1
a−1 − 1, k
)
< C k2 ln
(
k
δ
)
, (17)
where C is an absolute constant. In particular, when a ≥ 2, the number of columns deterministically
sampled is O(k).2
4 Biological Data Illustration
We provide a biological data illustration of ridge leverage scores and ridge regression with multi-omic
data from lower-grade glioma (LGG) tumor samples collected by the TCGA Research Network
(http://cancergenome.nih.gov/). Diffuse lower-grade gliomas are infiltrative brain tumors that
occur most frequently in the cerebral hemisphere of adults.
The data is publicly available and hosted by the Broad Institute’s GDAC Firehose (Broad Institute
of MIT and Harvard, 2016). We download the data using the R tool TCGA2STAT (Wan et al.,
2016). TCGA2STAT imports the latest available version-stamped standardized Level 3 dataset on
Firehose. The data collection and data platforms are discussed in detail in the original paper (The
Cancer Genome Atlas Research Network, 2015).
We use the following multi-omic data types: mutations (d = 4845), DNA copy number (alteration
(d = 22618) and variation (d = 22618)), messenger RNA (mRNA) expression (d = 20501), and
microRNA expression (d = 1046). Methylation data is also available, but we omit it due to memory
constraints. The mRNA and microRNA data is normalized. DNA copy number (variation and
alteration) has an additional pre-processing step; the segmentation data reported by TCGA is turned
into copy number using the R tool CNtools (Zhang, 2015) that is imbedded in TCGA2STAT . The
mutation data is filtered based on status and variant classification and then aggregated at the gene
level (Wan et al., 2016).
There are 280 tumor samples and d = 71628 multi-omic features in the downloaded dataset. We
are interested in performing ridge regression with the biologically meaningful outcome variables
relating to mutations of the "IDH1" and "IDH2" gene and deletions of the "1p/19q" chromosome
arms ("codel"). These variables were shown to be predictive of favorable clinical outcomes and can
be found in the supplemental tables (The Cancer Genome Atlas Research Network, 2015). We restrict
to samples with these outcome variables (275 tumor samples), and we drop an additional sample
("TCGA-CS-4944") because it is an outlier with respect to the k = 3 SVD projection of the samples.
This leaves a total of 274 tumor samples with outcome variables "IDH" (a mutation in either "IDH1"
or "IDH2") and "codel" for the analysis.
Lastly, we drop all multi-omic features that have zero columns and greater than 10% missing data
on the 274 tumor samples. We the replace missing values with the mean of the column. This
leaves a final multi-omic feature set of d = 68522 for the 274 tumor samples. Our final matrix
A ∈ R274×68522 is column mean-centered. Figure 1 shows a pie chart of the breakdown of the final
matrix A’s multi-omic feature types.
4.1 Ridge leverage score sampling
Figure 2 shows the spectrum of eigenvalues of AAT for LGG. The eigenvalues range of multiple
orders of magnitude. We choose k = 3 for the DRLS algorithm because these components are
2Thanks to Ahmed El Alaoui for this point.
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meaningful for the "IDH" and "codel" outcome variables (see Figures 3, 4 , and 5). The top
three components capture 79% of the Frobenius norm |A|2F . Applying the DRLS algorithm with
k = 3,  = 0.1 leads to |Θ| = 1512, selecting approximately 0.02% of the total multi-omic features
for the column subset matrix C. The majority of the features selected are mRNA (1473 features),
and the remainder are microRNA (39 features). Figure 6 shows the relationship between the number
of columns kept, |Θ|, and ˜ = ∑i 6∈Θ τ¯i(A) for the k = 3 ridge leverage scores. Only a small error
penalty is incurred by a dramatic reduction in the number of columns kept according to Algorithm 1.
Figure 7 shows the power-law decay of the LGG k = 3 ridge leverage scores with sorted column
index. This LGG multi-omic data example shows that ridge leverage score power-law decay occurs
in the wild. Figure 8 shows a histogram of the ratio of ||C−XC||2F /||A−XA||2F for 1000 random
rank-k = 3 orthogonal projections X. The projections are chosen as the first 3 directions from an
orthogonal basis randomly selected with respect to the Haar measure for the orthogonal group O(n)
(Mezzadri, 2006). This confirms that the projection cost empirically has very small error. Lastly,
Figure 9 illustrates the k = 3 ridge leverage score regularization of the classical leverage score for the
LGG multi-omic features. As expected, many of the columns’ ridge leverage scores exhibit shrinkage
when compared to the classical leverage scores. Table 2 includes ratios derived from the full data
matrix A and the column subset matrix C selected by the DRLS algorithm with k = 3,  = 0.1.
4.2 Ridge regression with ridge leverage score sampling
We perform ridge regression with the appropriate regularization parameter for two biologically
meaningful outcome variables; the first is whether either the "IDH1" or the "IDH2" gene is mutated
and the second whether the "1p/19q" chromosome arms have deletions ("codel"). We encode the
status of each event as ±1. Figures 3, 4 , and 5 show the top three SVD projections for the tumor
samples, colored by the combined status for "IDH" and "codel". No tumor samples have the "1p/19q"
codeletion and no "IDH" mutation. Visual inspection of the SVD plot confirms that this is a reasonable
regression problem for "IDH" and a difficult regression problem for "codel"; also, logisitic regression
would be more natural for binary outcomes. We proceed anyway, since our objective is to compare
ridge regression with all of the features (A) to ridge regression with the DRLS subset (C) on realistic
biological data. Figures 10 and 11 confirm that the ridge regression fits are close (yˆA − yˆC) for
all the tumor samples. Figures 12 and 13 confirm that the ridge regression coefficients are close
(xˆA − xˆC) for all the tumor samples. Figure 14 and 15 illustrate the overall performance of ridge
regression for these two outcome variables.
Lastly, we simulate 274 samples y according to the linear model (Eqn. 4), where y∗ = Ax∗,
the coefficients x∗ ∼ N (0, I), and A is the LGG multi-omic feature matrix. We choose σ2 =
{10−3, 1, 103}. We perform ridge regression with A and then again with C in accordance with
Theorem 4. We calculate the risksR(yˆA) andR(yˆC) and find that Theorem 4 is not violated. Table
2 shows the risk ratiosR(yˆC)/R(yˆA) along with other relevant ratios for the ridge leverage scores.
Table 2: Ridge leverage score ratios for k = 3,  = 0.1 for LGG tumor multi-omic data. The ratios
are near one, as expected. Ridge regression risk ratio R(yˆC)/R(yˆA) for data simulated from the
LGG multi-omic matrix A and Eqn. 4.
ave(Σ2C/Σ
2) ||C\k||2F /||A\k||2F ave(Σ¯2/Σ¯2C) σ2 R(yˆC)/R(yˆA)
Algorithm 1 0.85 0.97 1.03 10−3 0.99
k = 3,  = 0.1 100 0.99
103 0.99
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5 Proofs
5.1 Brief Review
See Horn and Johnson (2013) for a linear algebra review. A square complex matrix F is Hermitian if
F = F†. Symmetric positive semi-definite (SPSD) matrices are Hermitian matrices. The set of n× n
Hermitian matrices is a real linear space. As such, it is possible to define a partial ordering (also
called a Loewner partial ordering, denoted by) on the real linear space. One matrix is "greater" than
another if their difference lies in the closed convex cone of SPSD matrices. Let F,G be Hermitian
and the same size, and x a complex vector of compatible dimension. Then,
F  G ⇐⇒ x†Fx ≤ x†Gx ∀x 6= 0. (18)
If F is Hermitian with smallest and largest eigenvalues λmin(F), λmax(F), respectively, then,
λmin(F)I  F  λmax(F)I. (19)
Let F,G be Hermitian and the same size, and let H be any complex rectangular matrix of compatible
dimension. The conjugation rule is,
If F  G, then HFH†  HGH†. (20)
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In addition, let λi(F) and λi(G) be the non-decreasingly ordered eigenvalues of F,G. Then,
If F  G, then ∀i, λi(F) ≤ λi(G). (21)
Since the trace of a matrix F is the sum of its eigenvalues, tr F =
∑
i λi(F), and the Loewner
ordering implies the ordering of eigenvalues (Eqn. 21), the Loewner ordering also implies the
ordering of their sum,
If F  G, then tr F ≤ tr G. (22)
5.2 Proof of ridge leverage score sum
The sum of ridge leverage scores is,
d∑
i=1
τ¯i(A) = tr AT
(
AAT +
1
k
||A−Ak||2F I
)+
A
= tr ATUΣ¯−2UTA = tr Σ¯−2Σ2, (23)
where Σ¯ is diagonal and Σ¯2i,i = Σ
2
i,i +
1
k ||A\k||2F . We split the sum into two parts,
=
k∑
i=1
Σ2i,i
Σ2i,i +
1
k ||A\k||2F
+
n∑
i=k+1
Σ2i,i
Σ2i,i +
1
k ||A\k||2F
≤
k∑
i=1
Σ2i,i
Σ2i,i
+
n∑
i=k+1
Σ2i,i
1
k ||A\k||2F
= k + k. (24)
This proof is due to Cohen et al. (2017).
5.3 Proof of Theorem 1
The upper bound in Eqn. 7 in Theorem 1 follows from the fact that 0  I−SST and the conjugation
rule (Eqn. 20),
0  A(I− SST )AT = AAT −CCT . (25)
This upper bound is true for any column selection of A.
For the lower bound in Eqn. 7, consider the quantity,
Y = Σ¯
−1
UTA(I− SST )ATUΣ¯−1 = Σ¯−1ΣVT (I− SST )VΣΣ¯−1.
By the conjugation rule (Eqn. 20) on Eqn. 25, 0  Y, so Y is S.P.S.D. By the construction of DRLS
(Eqn. 6) tr Y =
∑
i/∈Θ
∑n
l=1 Σ¯
−2
l,l Σ
2
l,lV
2
il = ˜ < , and because Y is S.P.S.D., λmax(Y) ≤ tr Y. By
Eqn. 19 and the previous facts, Y  λmax(Y)I  I. As a result of the conjugation rule applied to
this upper bound,
UΣ¯YΣ¯UT = AAT −CCT  UΣ¯2UT = 
(
AAT +
1
k
||A\k||2F I
)
,
and rearrangement leads to the lower bound of Eqn. 7.
5.4 Proof of Theorem 2
To prove Eqn. 8, we will use the following lemma.
Lemma 2. (Boutsidis et al. (2011) Lemma 3.1, Eqn. 3.2, specialized to the Frobenius norm):
Consider A = AZZT + E ∈ Rn×d, where Z ∈ Rn×k and ZTZ = Ik. Let S ∈ Rn×|Θ|(k ≤ |Θ|) be
any matrix such that rank
(
ZTS
)
= k, and let C = AS. Then,
||A−CC+A||2F ≤ ||A−ΠFC,k(A)||2F ≤ ||E||2F ||S(ZTS)+||22, (26)
where ΠFC,k(A) = (CC
+A)k is the best rank-k approximation to A in the column space of C with
the respect to the Frobenius norm.
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We’ll use a slightly relaxed version of Lemma 2,
||A−CC+A||2F ≤ ||A−ΠFC,k(A)||2F ≤ ||E||2F ||S||22||(ZTS)+||22. (27)
Choosing Z = Vk, and noting that ||S||22 = 1, we have
||A−CC+A||2F ≤ ||A−ΠFC,k(A)||2F ≤ ||A\k||2F ||(VTk S)+||22. (28)
It remains to calculate ||(VTk S)+||22 = σ−2k (VkSSTVTk ), where k ≤ rank(A) = r. As a conse-
quence of the conjugation rule (Eqn. 20) applied to Eqn. 7 with pre- (post-)multiplication by Σ−1k U
T
k
( UkΣ−1k ), we have,
(1− )Ik − 
k
||A\k||2FΣ−2k  VkSSTVTk (29)
From Eqn. 29, the kth eigenvalue σ2k(VrSS
TVTr ) obeys,
(1− 2) ≤ σ2k(VkSSTVTk ), (30)
after using the fact that 1k ||A\k||2FΣ−2k ≤ 1 (by definition). Eqn. 30 shows that, for 0 <  < 12 ,
rank
(
VTk S
)
= k. Combining Eqn. 28 and Eqn. 30 gives Eqn. 8. This proof illustrates the power of
the spectral bound (Eqn. 7), since the column subset selection bound (Eqn. 8) is a direct consequence
of Eqn. 7.
5.5 Proof of Theorem 3
It will be convenient to define the projection matrix Y = I−X. Then the upper bound in Eqn. 9
follows directly from upper spectral bound (Eqn.25), the conjugation rule (Eqn. 20), and the trace
rule (Eqn. 22).
The lower projection-cost preservation bound is considerably more involved to prove, and also
relies primarily on the spectral bound (Eqn. 7) and facts from linear algebra. Our proof is nearly
identical to the proof of Cohen et al. (2017)’s Theorem 4, with only one large deviation and several
small differences in constants. We include the full proof for completeness, and point out the major
difference.
We split AAT and CCT into their projections on the topm "head" singular vectors and the remaining
"tail" singular vectors. Choose m such that Σm,m is the smallest singular value that obeys Σ2m,m ≥
1
k ||A\k||2F . Let Pm = UmUTm and P\m = U\mUT\m be projection matrices. Note that,
tr
(
YAATY
)
= tr
(
YAmA
T
mY
)
+ tr
(
YA\mAT\mY
)
tr
(
YCCTY
)
= tr
(
YPmCC
TPTmY
)
+ tr
(
YP\mCCTPT\mY
)
+ 2tr
(
YPmCC
TPT\mY
)
. (31)
5.5.1 Head terms
First we bound the terms involving only Pm. Consider Eqn. 7 and the vector y = Pmx for any
vector x. Eqn. 7 gives,
(1− )xTPmAATPmx− 
k
||A\k||2FyTy ≤ yTCCTy
(1− 2)xTPmAATPmx ≤ xTPmCCTPmx,
because by the artful definition of m, xTPmAATPmx ≥ 1k ||A\k||2FyTy. Therefore we have,
(1− 2)PmAATPm  PmCCTPm, (32)
and finally,
(1− 2)tr (YAmATmY) ≤ tr (YPmCCTPmY) . (33)
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5.5.2 Tail terms
To bound the lower singular directions of A, we decompose tr
(
YA\mAT\mY
)
further as,
tr
(
YA\mAT\mY
)
= tr
(
A\mAT\m
)
− tr
(
XA\mAT\mX
)
, (34)
and analogously for C.
The upper spectral bound (Eqn.25), the conjugation rule (Eqn. 20) gives,
P\mCC
TP\m  P\mAATP\m, (35)
The conjugation rule (Eqn. 20), and the trace rule (Eqn. 22) give,
tr
(
XP\mCC
TP\mX
)
≤ tr (XP\mAATP\mX) . (36)
Next we consider ||P\mA||2F − ||P\mC||2F . In Cohen et al. (2017)’s proof, a scalar Chernoff bound
is used for ||P\mA||2F − ||P\mC||2F (Cohen et al. (2017) Section 4.3, Eqn. 17). Since our matrix C
is constructed deterministically, we will prove and substitute the following bound (Eqn. 37),
0 ≤ ||P\mA||2F − ||P\mC||2F ≤ 2||A\k||2F . (37)
for the scalar Chernoff bound.
To prove Eqn. 37, we first note the lower bound follows directly from upper spectral bound (Eqn. 25),
the conjugation rule (Eqn. 20), and the trace rule (Eqn. 22). To prove the upper bound, we rewrite the
difference in Frobenius norms as a difference in sums over column norms:
||P\mA||2F − ||P\mC||2F =
d∑
j /∈Θ
||P\maj ||22 =
∑
j /∈Θ
tr aTj P\mP\maj
≤ 2
k
||A\k||2F
∑
j /∈Θ
tr aTj P\mU\mΣ¯
−2
UT\mP\maj
≤ 2
k
||A\k||2F
∑
j /∈Θ
tr aTj UΣ¯
−2
Uaj
=
2˜
k
||A\k||2F ≤ 2||A\k||2F . (38)
The first inequality follows from the fact that Σ¯2i,i = Σ
2
i,i +
1
k ||A\k||2F ≤ 2k ||A\k||2F for i ≥ m. As
a result, P\m  2k ||A\k||2FU\mΣ¯
−2
UT\m.
Combining the upper bound of Eqn. 37 with Eqn. 36 gives,
tr
(
YA\mAT\mY
)
− 2||A\k||2F ≤ tr
(
YP\mCC
TP\mY
)
. (39)
5.5.3 Cross terms
Finally, we show tr
(
YPmCC
TP\mY
)
is small. We rewrite it as,
tr
(
YPmCC
TP\mY
)
= tr
(
YAAT (AAT )+PmCC
TP\m
)
, (40)
using the cyclic property of the trace and the fact that PmCCTPT\m is in A’s column span. Because
(AAT )+ is semi-positive definite and defines a semi-inner product, we can use the Cauchy-Schwarz
inequality,
|tr
(
YAAT (AAT )+PmCC
TPT\m
)
| ≤
(
tr
(
YAAT (AAT )+AATY
)) 1
2
×
(
tr
(
P\mCCTPTm(AA
T )+PmCC
TPT\m
)
)
) 1
2
=
(
tr
(
YAATY
)) 1
2 ||P\mCCTUmΣ−1m ||F .
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(41)
The square of the second term decomposes as,
||P\mCCTUmΣ−1m ||2F =
m∑
i=1
||P\mCCTui||22Σ−2i,i , (42)
which is small for every i. To show this, we define two convenient vectors. The first is the unit vector
pi =
1
||P\mCCTui||2 P\mCC
Tui. Note that pTi ui = 0. This is convenient because (p
T
i CC
Tui)
2 =
||P\mCCTui||22. The second vector is m = Σ−1i,i ui +
√
k
||A\k||F pi. From Eqn. 25,
mTCCTm ≤mTAATm
Σ−2i,i u
T
i CC
Tui +
k
||A\k||2F
pTi CC
Tpi +
2
√
k
Σi,i||A\k||F p
T
i CC
Tui ≤
Σ−2i,i u
T
i AA
Tui +
k
||A\k||2F
pTi AA
Tpi = 1 +
k
||A\k||2F
pTi AA
Tpi.
(43)
From Eqn. 32, we have,
(1− 2)Σi,i = (1− 2)uiAATui ≤ uiCCTui. (44)
From Eqn. 35, we have,
piCC
Tpi ≤ piAATpi. (45)
Using these facts, Eqn. 43 becomes,
(1− 2) + k||A\k||2F
pTi CC
Tpi +
2
√
k
Σi,i||A\k||F p
T
i CC
Tui ≤
1 +
k
||A\k||2F
pTi CC
Tpi
(pTi CC
Tui)
2 ≤ 2 Σ
2
i,i||A\k||2F
k
. (46)
Returning to Eqn. 42 with this, we have
||P\mCCTUmΣ−1m ||2F ≤
m∑
i=1
2
||A\k||2F
k
≤ 22||A\k||2F . (47)
The factor of 2 comes from the fact that m ≤ 2k. After recalling that the Eckart-Young-Mirsky
theorem (Eckart and Young, 1936) gives ||A\k||2F ≤ tr
(
YAATY
)
, we have for Eqn. 41,
|tr
(
YAAT (AAT )+PmCC
TPT\m
)
| ≤
√
2tr
(
YAATY
)
. (48)
Combining Eqn. 31 , Eqn. 33 , Eqn. 39, Eqn. 48 leads to,
(1− 2)tr (YAmATmY)+ tr (YA\mAT\mY)− 2||A\k||2F
−2
√
2tr
(
YAATY
)
≤ tr (YCCTY) . (49)
Again applying ||A\k||2F ≤ tr
(
YAATY
)
and subtracting an extra 0 ≤ 2tr
(
YA\mAT\mY
)
from the lefthand side gives,
(1− 2(2 +
√
2))tr
(
YAATY
)
≤ tr (YCCTY) , (50)
proving Theorem 3.
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5.6 Proof of Lemma 1
Let the SVD of C be C = WΣCZT . Set X = WkWTk . From the left-hand side of Eqn. 9 and the
Eckart-Young-Mirsky theorem (Eckart and Young, 1936),
(1− α)||A\k||2F ≤ (1− α)||A−XA||2F ≤ ||C\k||2F . (51)
Similarly, set X = UkUTk . From the right-hand side of Eqn. 9,
||C\k||2F ≤ ||C−XC||2F ≤ ||A\k||2F . (52)
This means that,
(1− α)||A\k||2F I  ||C\k||2F I  ||A\k||2F I. (53)
Adding 1/k times Eqn. 53 to Eqn. 7 gives,
(1− )K(A)−1 − α
k
||A\k||2F I  K(C)−1  K(A)−1. (54)
Noting that we can subtract αAAT from the left-most side of Eqn. 54 and that all of the matrices
are invertible gives the lemma.
5.7 Proof of Theorem 4
For ridge regression with matrix A and estimator yˆ = Axˆ , the statistical risk of the estimatorR(yˆA)
is,
R(yˆA) = 1nEξ
[
||A
(
ATA +
||A\k||2F
k I
)−1
AT (y∗ + σ2ξ)− y∗||22
]
.
(55)
Decomposing into bias and variance terms, taking the expectation, and using the Woodbury matrix
inversion formula gives,
R(yˆA) = 1n ||
(
A
(
ATA +
||A\k||2F
k I
)−1
AT − I
)
y∗||22
+ σ
2
n tr
((
A
(
ATA +
||A\k||2F
k I
)−1
AT
)2)
=
||A\k||4F
nk2 ||
(
AAT +
||A\k||2F
k
)−1
y∗||22
+ σ
2
n tr
((
A
(
ATA +
||A\k||2F
k I
)−1
AT
)2)
≡ bias(A)2 + variance(A). (56)
We begin with the variance term. Using the SVD of A on the variance term gives,
variance(A) = σ
2
n tr
(
Σ4Σ¯
−4)
. (57)
As a consequence of Eqn. 21 and Eqn. 7,
Σ2C  Σ2. (58)
As a consequence of Eqn. 21 and Eqn. 10,
Σ¯
−2  Σ¯−2C 
1
1− (α+ 1)Σ¯
−2
, (59)
where Σ¯2C = Σ
2
C+
1
k ||C\k||2F I. Because the matrices in Eqn. 58 and Eqn. 59 are diagonal and (semi-)
positive definite, the relationships can be squared. Finally, because the product of 1(1−(α+1))2 Σ
4Σ¯
−4
is bigger or equal to the product of Σ4CΣ¯
−4
C for every element along the diagonal,
variance(C) ≤ 1
(1− (α+ 1))2 variance(A). (60)
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Next we analyze the bias. This part of the proof follows the structure of the proof of Theorem 1 in
Alaoui and Mahoney (2015). It will be useful to analyze the quantity,
||(1− )K(C)y∗||2 = || ((1− )K(C)−K(A) + K(A)) y∗||2
≤ || ((1− )K(C)−K(A)) y∗||2 + ||K(A)y∗||2,
(61)
where the last line is due to the triangle inequality. Furthermore,
(1− )K(C)−K(A) = K(C) ((1− )K(A)−1 −K(C)−1)K(A), (62)
so
|| ((1− )K(C)−K(A)) y∗||2 =
= ||K(C) ((1− )K(A)−1 −K(C)−1)K(A)y∗||2
≤ ||K(C) ((1− )K(A)−1 −K(C)−1) ||op||K(A)y∗||2, (63)
where op refers to the operator norm ||A||op = inf{c ≥ 0 : ||Av|| ≤ c||v||∀v ∈ V }, where V,W
are a normed vector spaces and A is a linear map from A : V →W . We also have,
||K(C) ((1− )K(A)−1 −K(C)−1) ||2op =
= ||K(C) ((1− )K(A)−1 −K(C)−1)2 K(C)||op. (64)
From Eqn. 54, we have
(1− )K(A)−1 −K(C)−1  α
k
||A\k||2F I, (65)
which is squareable because (1− )K(A)−1 −K(C)−1 commutes with the identity. So,
||K(C) ((1− )K(A)−1 −K(C)−1) ||2op
≤ α
22
k2
||A\k||4F ||K(C)2||op
≤ α
22
k2
||A\k||4F ||K(C)||2op
≤ α
22||A\k||4F
||C\k||4F
.
≤ α
22
(1− α)2 . (66)
The second to last line follows from the definition of the operator norm and K(C). The last line
follows from Eqn. 53.
Returning to Eqn. 61 gives,
||K(C)y∗||2 ≤ 1
(1− )
(
α
(1− α) + 1
)
||K(A)y∗||2
||K(C)y∗||2 ≤ 1
(1− )(1− α) ||K(A)y
∗||2. (67)
Therefore, using Eqn. 53 again,
bias(C) ≤ 1
(1− )2(1− α)2 bias(A). (68)
Combining Eqn. 60 and Eqn. 68 gives,
R(yˆC) ≤ max
((
1
1− (α+ 1)
)2
,
(
1
1− α
)2(
1
1− 
)2)
R(yˆA). (69)
On the interval 0 <  < 12α , and for α > 1,
max
((
1
1− (α+ 1)
)2
,
(
1
1− α
)2(
1
1− 
)2)
< 1 +
2α(−1 + 2α+ 3α2)
(1− α)2 . (70)
Theorem 4 follows immediately.
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5.8 Proof of Theorem 5
The proof is nearly identical to the proof of Theorem 3 of Papailiopoulos et al. (2014), so we do not
repeat all of the algebra. It will be convenient to change notation. Without loss of generality, we
can sort our column indices i in order of decreasing leverage score. We will also start this index at 1
instead of 0. With this change of notation, the power-law decay formula (Eqn. 15) becomes,
τ¯i(A) = (i)
−aτ¯1(A) a > 1, (71)
By the definition of the sum of ridge leverage scores and power-law decay (Eqn. 71),
t¯ = τ¯1(A)
d∑
i=1
i−a → τ¯1 = t¯∑d
i=1 i
−a . (72)
By the definition of the DRLS algorithm, we collect |Θ| leverage scores such that t¯− <∑i∈Θ τ¯i (A).
This gives,
t¯−  < τ¯1
|Θ|∑
i=1
i−a =
t¯∑d
i=1 i
−a
|Θ|∑
i=1
i−a →  = t¯
∑d
i=|Θ|+1 i
−a∑d
i=1 i
−a . (73)
Papailiopoulos et al. (2014) show that,∑d
i=|Θ|+1 i
−a∑d
i=1 i
−a ≤ max
(
2
(|Θ+1)a ,
2
(a−1)(|Θ|+1)a−1
)
a > 1. (74)
Noting that t¯ ≤ 2k, substituting Eqn. 74 into Eqn. 73, solving for |Θ|, and noting that the algorithm
collects a minimum of k columns results in the expression for the number of columns collected when
ridge leverage scores exhibit a power-law decay (Eqn. 15).
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Figure 1: Pie chart showing multi-omic feature types of matrix A for LGG tumor data.
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Figure 2: Eigenvalues of matrix AAT for LGG tumor multi-omic data. The eigenvalues range over
multiple orders of magnitude.
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Figure 3: SVD projection of LGG tumor multi-omic data, colored by the combined status for "IDH"
and "codel" outcome variables.
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Figure 4: SVD projection of LGG tumor multi-omic data, colored by the combined status for "IDH"
and "codel" outcome variables.
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Figure 5: SVD projection of LGG tumor multi-omic data, colored by the combined status for "IDH"
and "codel" outcome variables.
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Figure 6: The error ˜ vs. the number of columns kept for LGG tumor multi-omic data k = 3 ridge
leverage scores. A dramatic reduction in the number of columns kept incurs only a small error penalty.
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Figure 7: Power-law decay of LGG tumor multi-omic data k = 3 ridge leverage scores with sorted
column index. The fit is to Score = b × (Index) a on the first 103 ridge leverage scores.
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Figure 8: Histogram of ||C − XC||2F /||A − XA||2F for 1000 random rank-k = 3 orthogonal
projections X and C selected by the k = 3,  = 0.1 DRLS algorithm for LGG tumor multi-omic
data.
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Figure 9: Classical leverage scores vs. k = 3 ridge leverage scores for LGG tumor multi-omic
data. Most columns with large classical leverage scores have smalll ridge leverage scores; there is
significant shrinkage.
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Figure 10: Histogram of yˆA − yˆC for the outcome "codel."
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Figure 11: Histogram of yˆA − yˆC for the outcome "IDH."
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Figure 12: Histogram of xˆA − xˆC for the outcome "codel."
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Figure 13: Histogram of xˆA − xˆC for the outcome "IDH."
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Figure 14: Histograms of the predictions yˆC conditioned the outcome y for "codel."
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Figure 15: Histograms of the predictions yˆC conditioned on the outcome y for "IDH."
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