Recent years have witnessed an ever-expanding volume of user-generated content (UGC) videos available on the Internet. Nevertheless, progress on perceptual quality assessment of UGC videos still remains quite limited. There are many distinguished characteristics of UGC videos in the complete video production and delivery chain, and one important property closely relevant to video quality is that there does not exist the pristine source after they are uploaded to the hosting platform, such that they often undergo multiple compression stages before ultimately viewed. To facilitate the UGC video quality assessment, we created a UGC video perceptual quality assessment database. It contains 50 source videos collected from TikTok with diverse content, along with multiple distortion versions generated by the compression with different quantization levels and coding standards. Subjective quality assessment was conducted to evaluate the video quality. Furthermore, we benchmark the database using existing quality assessment algorithms, and potential room is observed to future improve the accuracy of UGC video quality measures.
I. INTRODUCTION
In traditional video production chains, video content was historically created and provided by a limited number of media producers, such as licensed broadcasters and production companies. With the development of technologies such as multimedia and mobile networks, recent years have witnessed the explosion of user-generated content (UGC) and related services. UGC videos created by end users have several unique characteristics. First, the lack of professional video capture equipment and proper shooting skills make the quality of UGC videos perceptually worse, which has been widely criticized by end-users. Second, the low barriers in video production make the UGC content extremely diverse, and special effects are often incorporated to enhance the user experience. Third, when uploading the compressed UGC videos to the sharing platform, they often undergo another round of compression depending on the requirements of the hosting platform. As such, the artifacts from multiple rounds of compression are induced, while pristine videos are absent in the hosting platform. Nevertheless, in the literature, the progress on UGC video quality assessment is quite limited, and the traditional VQA measures may not accommodate these distinct properties.
To comprehensively evaluate the state-of-the-art VQA measures and promote further development and comparative analysis, extensive subjective quality evaluations of the UGC videos are important, which serve as the prerequisite for the research of objective quality evaluations. There are several publicly available video databases for quality assessment. For example, LIVE [1] , [2] and LIVE Mobile [3] , [4] collect pristine source videos, which subsequently undergo various types of distortions. In MCL-JCV [5] , a compressed video quality assessment database is created based on the just noticeable difference (JND) model. Apparently, these databases with high quality source videos may not align with the UGC application scenarios as mentioned above. There are also some databases that are more realistic in the UGC application scenario. LIVE-Qualcomm Mobile In-Capture [6] contains videos with a variety of complex distortions during the acquisition process, and KoNViD-1k [7] is a subjectively annotated VQA database consisting of 1,200 public-domain video sequences. Moreover, in [8] , the author has studied the quality assessment of images undergoing multiple distortion stages. Though these databases are more relevant to UGC videos, existing databases do not suffice to simulate the UGC production chain from acquisition to the processing on the hosting platform. Motivated by the above observations, in this work, we create a new UGC video database which reflects the realistic scenarios: UGC-VIDEO. This database contains 50 source videos from TikTok with a variety of the video content. Regarding the distorted videos, we used two different compression standards to simulate the compression in the hosting platforms: H.264/AVC [9] and H.265/HEVC [10] . Subjective test was conducted to evaluate the visual quality, based on which the comprehensive evalua-tions on objective models were further performed.
II. UGC DATABASE
The source videos in the database are intended to represent typical videos that users captured by their mobile phones and uploaded to TikTok.
A. Video collection
To cover diverse content representing typical UGC videos, we began with a large-scale UGC video database containing 10000 videos, which were randomly selected from the videos uploaded to TikTok. These videos are diverse in terms of shooting equipment, content, quality, resolution, duration, frame rate, etc. Subsequently, from the large scale database, we selected videos according to the following principles:
• Duration longer than 10 seconds • Had a resolution with 720×1280 (W×H) • Played at around 30 frames per second (FPS) The selected videos share the same spatial resolution, and 720p is one of the most dominant UGC video formats on mobile phones. Considering the diversity of video content, we further classified the videos into four categories, including selfie, indoor, outdoor and screen content. For selfie videos, most of the areas are occupied by one or more people, and some of them have special effects. Indoor and outdoor are common scenes, and indoor videos are usually shot close-up while outdoor videos are acquired from a distant view. Screen content videos include recorded game video, recorded animation, etc. The filtered subset was further randomly sampled, leading to around 100 videos per category.
B. Statistical study
To perform sampling from these 400 videos in a scientifically sound way, we study the content of the videos statistically based on three attributes, including spatial, temporal and blur.
As suggested in [11] , spatial and temporal information of the scenes are critical factors for the level of impairment that is suffered when the scene is lossy transmitted.
Spatial information: The spatial information (SI) indicates the amount of spatial detail of a frame. Each frame F n is filtered by a Sobel filter, the maximum standard deviation over all Sobel-filtered frames is regarded as the SI of the video, which is formulated in Eqn. (1) .
Temporal information: The temporal information (TI) indicates the amount of temporal changes of a video. TI is derived based upon the motion difference M n (i, j), which represents the difference of pixel values between successive frames. As such, the maximum standard deviations of motion difference denotes the TI of the video, which is given by Eqn. (2) .
Blur: The acquired UGC videos are usually accompanied with varying degrees of blurring artifacts, which also significantly affects the video quality. Herein, the blur is assessed by the cumulative probability of blur detection (CPBD) metric [12] . We evenly extract one frame per second from the video, and the average CPBD value over these frames is regarded as the blur measurement.
C. Video sampling
From Fig. 1(a) we can see that these 400 videos are scattered in most areas of the feature space spanned by SI and TI, and the most densely distributed area is the area where both SI and TI are low. To make the selected video uniformly distributed on calculated SI, TI and blur features, we use the sampling strategy introduced in [13] . In par-
be the original database, while M and K denote the number of features and videos, respectively. As such, we aim to select a subset
ij denotes whether or not the j th item of S belongs to i th interval of the target PMF for the dimension m. And we introduce binary vector x ⊂ Z K 2 , where x i is decision variable determining whether i th item of S belongs to subset s, This problem can be formulated in Eqn. (3) .
By finding the optimal solution we can sample a subset from the original database that is nearly uniformly distributed over each feature. We performed this operation in each video content category with M = 3, H = 5 and finally selected 12, 13, 13, 12 videos from selfie, indoor, outdoor and screen content videos, respectively. And we extracted the first 10 seconds from these videos and removed the audio parts. These selected 50 videos are well scattered in the feature space of SI and TI as shown in Fig. 1(b) . The snapshots of some selected videos are shown in Fig. 2 .
D. Encoding configuration
Considering the fact that our primary goal of investigating the quality assessment of UGC videos for improving the video coding/transcoding performance. For each source, 10 corresponding sequences were generated by further encoding the video using two different codecs and five QPs. Both H.264/AVC encoder x264 [14] and H.265/HEVC encoder x265 [15] were used to encode each of the 50 sequences. The quality of the coded videos were determined by QPs with the values of 22, 27, 32, 37, 42 for both codecs. As such, with the inclusion of source videos, we have 50×11 = 550 video sequences in the UGC-VIDEO database.
III. SUBJECTIVE EVALUATIONS A. Subjective testing
After collecting the videos, subjective testing was further conducted to obtain the subjective scores. Single-stimulus (SS) [16] method, more specifically, a absolute category rating with hidden reference (ACR-HR) [17] paradigm was adopted to obtain opinion scores for the video database. The subjects indicated the quality of each video he/she watched according the five-grade quality scales−"Excellent","Good", "Fair", "Poor" and "Bad", corresponding to 5 to 1 points.
All the videos in our study were viewed by each subject. To minimize the effects of viewer fatigue, we conducted the study in three sessions, each session lasted about half an hour, containing 16 or 17 source videos as well as all their corresponding compressed versions. All test videos in a session were played one by one in a random order. Besides, 10 "dummpy presentations" of various levels of distortions were introduced at the beginning of each session to stabilize the opinion of subjects, and the data issued from these presentations were not taken into account in the final results of the test.
A program was developed for this study on a Windows PC. The videos were displayed one by one in their native resolution without scaling, and the subject needed to provide a video score by clicking the corresponding button within a few seconds after the video was played. A Cathode Ray Tube (CRT) monitor with a display resolution of 1920×1440 was used for display and the entire study was conducted using the same monitor. In total, 30 subjects participated in our study.
B. Data analysis
We followed the procedure for screening of subjects as specified in ITU-R BT 500.13 [16] . No subjects were rejected at this stage in our study. Besides the mean opinion score (MOS), the differential mean opinion score (DMOS) can also be computed as the difference between the score that the subject provides for the source and the corresponding distorted videos.
In essence, full reference quality evaluation algorithms can be greatly influenced by the quality of the reference video. Fig. 3 shows two sets of videos where the reference videos are of different quality. Moreover, these two distorted videos are compressed by H.265/HEVC, and their objective quality evaluations reflected solely from full reference measures such as PSNR and SSIM are quite close. However, their visual quality are significantly different, as noticeable blur can be seen in the compressed video from Fig. 3(a) while little noticeable distortion can be found in Fig. 3(b) .
The curves of DMOS as a function of ∆R in each category when transcoding by HEVC are plotted in Fig. 4 , where
for each compressed video, R ref erence and R compressed denote the bit rate of reference video and compressed video, respectively. The ∆R and DMOS values of each point in the curve are the mean values of all videos under the same category and compression QP. Black dotted line indicates DM OS = 0, the points below this line indicate that the quality of videos has been slightly improved after compression. This is due to the fact that for some source videos with obvious distortion or noise, compression plays a role as smoothing or denoising. As the QP increases, the most significant change in terms of ∆R − DM OS appears in outdoor videos, while screen content videos are less affected.
IV. EVALUATIONS OF OBJECTIVE MODELS

A. VQA for low quality reference videos
We evaluated the performance of several publicly available objective quality assessment algorithms based on subjective scores from the established database. For image quality assessment methods, they were extended to videos by averaging frame-level quality scores. These evaluated full-reference and reduced-reference metrics include PSNR, SSIM [18] , VIF [19] , Multi-Scale SSIM (MS-SSIM) [20] , SpEED-QA [21] , ViS3 [22] , Video Multi-method Assessment Fusion (VMAF) [23] and its phone screen viewing model VMAF-phone.
Three performance criteria including Spearman's rank ordered correlation coefficient (SROCC), Pearson's linear correlation coefficient (PLCC) and the root-mean-squared error (RMSE) were used in the evaluation. PLCC and RMSE are computed after non-linear regression using a logistic function described in [24] , which is defined as,
To further investigate the influence of low quality reference on the VQA algorithms, the source videos are divided according to their 20th percentile value of all their MOS scores. Then 110 compressed videos with low quality source are classified into the category 1, and the remaining 390 compressed videos are divided into category 2. Table I tabulates the SROCC, PLCC and RMSE between the algorithm scores and DMOS for each category, as well as across all videos. In principle, low quality reference will lead to poor performance of the reference quality measures. The results of this study support our conjecture, and we can see a significant performance degradation on videos with worse quality reference (category 1) comparing to videos with good reference (category 2) for almost all tested algorithms. Also, by combining with the analysis of Fig. 3 above, we can find that when the quality of the reference video is poor, the reference VQA algorithms cannot achieve the desired performance in terms of the correlations with either DMOS or MOS.
B. VQA for videos under different content categories
In the actual UGC transfer process, there is no straightforward and effective way to compute the quality of source videos. As suah, we can only regard these source videos with various quality as "pristin" references. Herein, we evaluated the performance of algorithms for each video content category, and their correlation with MOS scores were computed. Besides the above mentioned reference VQA algorithms, no-reference assessment BRISQUE [25] , [26] , NIQE [27] , VIIDEO [28] and BLIINDS [29] were also evaluated. The SROCC, PLCC and RMSE results of four separate categories and the whole database are shown in Table II .
We can find that the existing algorithms may not provide reasonably accurate predictions on the UGC videos. For most algorithms, they perform the worst on screen content videos, and the reason may be attributed to the fact that most algorithms do not consider the characteristics of this particular video content. No reference models BRISQUE and NIQE trained on natural images may not be appropriate for the the unnatural and artificially generated content. Blind quality algorithms VIIDEO and BLIINDS also perform worse on all categories compared to reference algorithms. These indicate that it is a great challenge to evaluate such diverse videos with various multi-stage distortions without any reference. Besides, by comparing the results on "All data" in Table. I and Table. II, We can find that most reference algorithms are more correlated with DMOS than with MOS.
V. CONCLUSIONS
We have introduced a UGC video database containing diverse UGC videos with subjective ratings. The distinct properties of the database are that the sources videos are selected in a scientifically sound way, and the database was realistic in terms of the distortion process. Full-reference, reducedreference and no-reference quality assessment algorithms were validated on the proposed database. The low correlations between subjective ratings and objective measures suggest that there is still large room to improve the quality assessment of UGC videos.
