Previsión de la temperatura superfi cial del mar frente a la costa peruana mediante un modelo autorregresivo integrado de media móvil by Quispe, Carlos & Purca, Sara
109Rev. peru. biol. 14(1): 109- 115 (August 2007)







































































Rev. peru. biol. 14(1): 109- 115 (Agosto 2007)
© Facultad de Ciencias Biológicas UNMSM
Previsión de la temperatura superfi cial del mar frente a la costa perua-
na mediante un modelo autorregresivo integrado de media móvil
Carlos Quispe 1 y Sara Purca 1
Forecast of sea surface temperature off the Peruvian coast using an 
autoregressive integrated moving average model
1 Centro de Investigaciones 
en Modelado Oceanográ-
fi co y Biológico Pesquero 
(CIMOBP), Instituto del 
Mar del Perú (IMARPE), 
Apdo. 22, Callao, Perú.  
Email Carlos Quispe: 
cquispe@imarpe.gob.pe
Presentado:  05/01/2006
Aceptado:  12/12/2006 
Introducción
La temperatura superfi cial del mar (TSM) es una de las 
variables físicas que mejor indica la variación temporal del ciclo 
El Niño y la Oscilación del Sur (ENOS), por lo cual es amplia-
mente usada para estudiar la variabilidad a diferentes escalas de 
tiempo en el Océano Pacífi co (Purca et al. 2005). Los efectos 
de los extremos opuestos del ciclo ENOS (El Niño y la Niña) 
producen cambios severos en el Ecosistema de la Corriente de 
Humboldt (Purca et al. 2005) y cambios climáticos asociados 
a diferentes desastres naturales (McPhaden, 2001), lo cual se 
traduce en fuertes impactos en las actividades socioeconómicas 
de la región occidental del América del Sur. Actualmente, el 
índice operacional “Oceanic Niño Index” (ONI) evalúa el estado 
del ciclo ENOS (NOAA Magazine, 2003), este índice está en 
función de las anomalías de temperatura superfi cial del mar y está 
defi nido para una región crítica del Pacífi co Central Ecuatorial 
(región Niño 3.4; 120° W-170° W, 5° N-5° S). La región Niño 
3.4, por su ubicación geográfi ca delimitada, es declarada área de 
desarrollo del evento El Niño y La Niña, y el ONI refl eja esta 
variación en el tiempo. En el Perú, con otro escenario geográfi co, 
el clima ha estado infl uido por procesos físicos, atmosféricos 
y oceánicos locales muy diferentes a la región Niño 3.4, por 
lo que se requiere usar otro índice de variación temporal, que 
represente los patrones locales, así como también los efectos del 
ciclo ENOS. El Indice de Oscilación Peruano (IOP), propuesto 
por Purca (2005), representa la variabilidad espacial conjunta 
de las anomalías de temperatura superfi cial del mar (ATSM) 
frente a la costa peruana.
El presente trabajo no pretende simular el desarrollo del ciclo 
ENOS en el Pacífi co Central, sino más bien simular los efectos 
del ciclo ENOS sobre el mar peruano, tomando en cuenta sólo 
procesos costeros. 
Debido a la base estocástica de los modelos ARIMA, y a la 
complejidad de los mecanismos causales de ENOS, se realizarán 
previsiones del IOP sin asumir un modelo conceptual a priori. 
El modelado estadístico con el enfoque de los procesos estocásti-
cos, presenta una variedad de funciones lineales que han sido 
ampliamente usadas para resolver problemas de previsión con 
datos registrados en series de tiempo. El modelo autorregresivo 
integrado de media móvil (ARIMA), desarrollado por Box y 
Jenkins (Box et al. 1994), permite simular el comportamiento 
de una serie temporal mediante un esquema simplifi cado de 
observaciones y choques aleatorios pasados, sin la necesidad de 
tener en cuenta una concepción a priori del modelo. Existen 
pocos trabajos sobre modelado y predicción de las variables 
indicadoras de ENOS y sus efectos frente a la costa peruana, 
como el trabajo de Woodman (2005), quien establece una rel-
ación empírica entre la TSM frente a la costa norte del Perú y 
las precipitaciones en la ciudad de Piura.  
Resumen
El evento El Niño conecta globalmente el clima, los ecosistemas y las actividades socioeconómicas. 
Desde 1980 se ha intentado predecir este evento, pero hasta la fecha los modelos estadísticos y 
dinámicos aún son insufi cientes. Por tal motivo, el objetivo del presente trabajo fue explorar me-
diante un modelo autoregresivo integrado de media móvil el efecto de El Niño  en la temperatura 
superfi cial del mar (TSM) frente a la costa peruana. El trabajo comprendió 5 etapas: identifi cación, 
estimación, verifi cación diagnóstica, previsión y validación. Se usaron las funciones de autocor-
relación simple y parcial  (FAC y FACP) para identifi car y reformular los órdenes de parámetros en 
los modelos, así también los criterios de información de Akaike (AIC) y de Schwarz (SC) para la 
selección de modelos en la verifi cación diagnostica. Entre los  principales resultados se propuso 
modelos ARIMA(12,0,11) que simularon  condiciones mensuales similares a las observadas en el 
litoral peruano: condiciones frías a fi nes del 2004, y condiciones neutrales a inicios del 2005.  
Palabras clave: ENOS, modelo ARIMA, temperatura superfi cial del mar, series temporales, Perú.
Abstract
El Niño connects globally climate, ecosystems and socio-economic activities.  Since 1980 this event 
has been tried to be predicted, but until now the statistical and dynamical models are insuffi cient. 
Thus, the objective of the present work was to explore using an autoregressive moving average 
model the effect of El Niño over the sea surface temperature (TSM) off the Peruvian coast.  The 
work involved 5 stages: identifi cation, estimation, diagnostic checking, forecasting and validation. 
Simple and partial autocorrelation functions (FAC and FACP) were used to identify and reformulate 
the orders of the model parameters, as well as Akaike information criterium (AIC) and Schwarz 
criterium (SC) for the selection of the best models during the diagnostic checking.  Among the main 
results the models ARIMA(12,0,11) were proposed, which simulated monthly conditions in agree-
ment with the observed conditions off the Peruvian coast: cold conditions at the end of 2004, and 
neutral conditions at the beginning of 2005. 
Keywords: ENSO, ARIMA model, sea surface temperature, time series, Peru.
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El objetivo del presente trabajo fue ajustar un modelo es-
tadístico autorregresivo y de media móvil para obtener previsiones 
a corto plazo del Índice de Oscilación Peruano (IOP), con el fi n 
de evaluar los efectos de El Niño frente a la costa peruana. 
Materiales y metodos
Datos
El área de estudio comprende la franja costera del Perú. Los 
datos mensuales de temperatura superfi cial del mar (TSM) du-
rante el periodo 1950-2004, fueron obtenidos de las estaciones 
costeras fi jas del Instituto del Mar del Perú (IMARPE). Las 
estaciones usadas fueron: Chicama (07°42’00” S, 79°27’00” W), 
Chimbote (09°04’00” S, 78°36’00” W), Huacho (10°16’00” 
S, 78°36’00” W), Callao (12°13’00” S, 77°09’00” W), Ilo 
(18°01’00” S, 75°09’00” W).
Se cálculo del Indice de Oscilación Peruano (IOP) usando la 
metodología de Purca et al. (2005). Se clasifi caron las previsiones 
del IOP en condiciones mensuales (fría, neutra, cálida), a partir 
de terciles (Enfi eld et al., 2003) del promedio trimestral del IOP, 
de manera análoga a la defi nición operacional de El Niño y La 
Niña de la NOAA (2003).
Modelos 
El procedimiento de previsión se basó en modelos autorre-
gresivos integrados de media móvil (ARIMA), también conocidos 
como modelos de Box y Jenkins (Box et al., 1994).  El proceso de 
previsión tiene 5 etapas principales (Uriel & Peiró, 2000; Chat-
fi eld, 1996): identifi cación, estimación, verifi cación diagnóstica, 
previsión y validación (Fig. 1).
La forma general de un modelo autorregresivo integrado de 










B es operador de retardos que aplicado a una variable W
t
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retarda α períodos (BαW
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t-α), φp y θq son polinomios de orden 
p y q respectivamente, ε
t









 es la serie original, d es el orden de diferenciación necesario 
para alcanzar la estacionariedad y puede tomar valores: 0, 1, 2, 
W
t 
es la serie estacionaria obtenida por diferenciación de la serie 
original, λ es la potencia de transformación de Box-Cox, p es 
el orden del término autorregresivo, q es el orden del término 
de media móvil.
La etapa de identifi cación (Fig. 2) comprendió primero, la 
evaluación de la necesidad de una transformación de Box y Cox 
para estabilizar la varianza (Chatfi eld, 1996), y luego el análisis de 
las funciones de autocorrelación simple (FAC) y parcial (FACP) 
de los datos originales y transformados para determinar estruc-
Figura 1. Flujograma con las etapas de desarrollo de modelos 


















DATOS DE LA SERIE
Tareas realizadas por el
ordenador





Transformación de la serie
Selección D y/o
�� un corte brusco
en las FAC rezagos:
S,2S,3S,…..,KS
�� un corte brusco
en las FACP rezagos: SARMA
SMA SAR
Entonces P= 0 y en
las FAC los rezagos:
Cuyas autocorrelaciones
Q= S,2S,3S,…….
son ≠s de cero
Entonces P= 0 y en
las FACP los rezagos:
Cuyas autocorrelaciones
P= S,2S,3S,…….
son ≠s de cero
P y Q toman valores:
S,2S,3S,….
Cuyas autocorrelaciones
son ≠ de cero





�� un corte brusco
en las FAC rezagos:
�� un corte brusco
en las FACP rezagos:
1,2,3,…..,(S-1) 1,2,3,…..,(S-1)
Entonces p= 0 y en las FAC
los rezagos: q = 1,2,3,…
Cuyas autocorrelaciones
son ≠s de cero
Entonces q= 0 y en las FAC
los rezagos: p= 1,2,3,…
Cuyas autocorrelaciones
son ≠s de cero
p y q toman valores
1,2,3,…….
Cuyas autocorrelaciones
son ≠s de cero
Figura 2.  Flujograma detallado de la etapa de identifi cación.
Tareas realizadas por el
analista.










Cálculos de las predicciones.
Cálculos de estadístico para
evaluar la capacidad predictiva
¿Predice
correctamente?







Cálculos de estadísticos de estimadores y de los Residuos.
- Selección de P, Q, p, q
- Decisión de incluir µ IDENTIFICACIÓN
NO
SI





Selección de D ó d ó λ
Datos de la serie
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turas tentativas de los órdenes de los parámetros (p,d,q).
La etapa de estimación de los coefi cientes del modelo ARIMA, 
se realizó con el software Eviews 3.1 (Quantitative Micro Software 
1998), que emplea técnicas de regresión no lineal, y son asintótica-
mente equivalentes a las estimaciones por máxima verosimilitud.
En la etapa de verifi cación diagnóstica se evaluó la signifi cancia 
estadística de los coefi cientes estimados, y se examina los residu-
ales para comprobar si los residuos son ruido blanco mediante el 
estadístico de Ljung-Box. Se realizó un examen del FAC y FACP 
de los residuos, verifi cando los supuestos de que:
E(ε
t 
) = 0  , ∀ t     la media es constante e igual a cero
Var (ε
t 





) = 0  , ∀ t ≠ t’  no hay autocorrelación del término 
estocástico.
Los criterios de selección del modelo más adecuado fueron: el 
criterio de información de Akaike (AIC) y el criterio de Schwarz 
(SC), basados en la varianza de los residuos, y cuyos valores com-
paran modelos de diferentes números de parámetros (Goodrich, 
1989). Así el mejor modelo fue aquel con valores menores de los 
estadísticos AIC y SC.
La etapa de validación se realizó de 3 maneras: i) una vali-
dación retrospectiva, simulando el efecto de episodios El Niño 
históricos; ii) una validación cuantitativa midiendo las bondades 
de la previsión tomando en cuenta el periodo de julio 2004 al 
abril 2005, utilizando medidas resúmenes de errores de previsión, 
como la raíz cuadrada del error medio cuadrático (REMC), la 
desviación absoluta de la media (DAM), y el porcentaje de error 
medio absoluto (PEMA); iii) una validación cualitativa compa-
rando las condiciones mensuales simuladas y observadas.
Resultados y discusion
Identifi cación
Debido al tratamiento de estandarización en función de la 
varianza, el IOP no presentó una tendencia (Fig. 3), lo cual im-
plica que puede ser una serie de tiempo estacionaria en media. 
Tomando en cuenta las medidas de localización, de escalas y el 
histograma (Fig. 4), la distribución de frecuencias del IOP tuvo 
una forma asimétrica positiva, la distribución de la variación se 
concentra en las anomalías negativas o períodos fríos debido 
al sistema de surgencia peruano, lo que hace que predomine 
aguas frías (Purca 2005). El gráfi co de dispersión vs. nivel (Fig. 
5) mostró una variabilidad proporcional al nivel de TSM, lo 
cual implica que la serie es no estacionaria en varianza, entonces 
es necesario realizar una trasformación logarítmica (Chatfi eld, 
1996).
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Tabla 1. Criterios de selección del mejor modelo aplicado a la 
serie con  transformación logarítmica.
Criterios: AIC SC SSE
Modelo 1 -0.069 -0.048 34.767
Modelo 2 -0.072 -0.044 34.542
Modelo 3 -0.068 -0.040 34.688
Modelo 4 -0.071 -0.036 34.469
autocorrelación parcial (FACP) de la serie {w
t 
} (Figs. 6 y 7) permi-
tieron identifi car algunos órdenes de los parámetros (p,d,q), para 
los modelos de la serie sin diferenciar (d= 0). La FACP mostró 
un corte brusco en el primer desfase lo que podría sugerir un 
término autorregresivo de orden 1. La FAC indicó un proceso 
de memoria larga decreciente. 
De esta manera, a partir de las FAC y FACP (Figs. 6 y 7) se 
identifi caron los siguientes modelos potenciales sin diferenci-
ación, asumiendo que la serie es estacionaria en media:
Modelo 1: ARIMA(12,0,0) 
w
t  
= δ + φ1 wt—1 + φ12 wt—12 +εt
Modelo 2: ARIMA(12,0,1) 
w
t  
= δ + φ1 wt—1 + φ12 wt—12 + εt — θ1 εt—1
Modelo 3: ARIMA(12,0,12) 
w
t  
= δ + φ1 wt—1 + φ12 wt—12 + εt — θ12 εt—12
Modelo 4: ARIMA(12,0,12) 
w
t  
= δ + φ1 wt—1 + φ12 wt—12 + εt — θ1 εt—1— θ12 εt—12
Estimación 
Se obtuvieron los estimadores de los coefi cientes para los dife-
rentes modelos anteriores, y se construyó una tabla de selección 
del modelo (Tabla 1) con el mejor ajuste, según los criterios de 
información de Akaike (AIC) y de Schwarz (SC).  El mejor mod-
elo debe presentar los menores valores de los estadísticos (AIC 
y SC), pero hay casos donde ambos criterios no concordaron, 
principalmente debido a que el criterio de Schwarz (SC) supone 
una mayor penalización a la introducción de nuevos parámetros 
(Uriel & Peiró, 2000), por lo que el SC no seleccionará modelos 
con mayor número de parámetros que el AIC (parsimonia). 
Tomando en cuenta el criterio de Schwarz (SC), el mejor de 
los modelos sin diferenciación fue el Modelo 1.
En vista de que la FAC de la serie sin diferenciar (Fig. 6) no 
decayó rápidamente, y mantuvo los coefi cientes superiores al 
desfase 6 estadísticamente signifi cantes, se aplicó una diferencia 
(d= 1) a la serie de tiempo transformada logarítmicamente, y se 
identifi caron las órdenes (p,1,q) de las FAC y FACP (Figs. 8 y 
9), las mismas que mostraron estacionariedad severa (Fig. 9), 
sugiriendo un término autorregresivo de 1er orden (p= 1).  
De esta manera, a partir de las FAC y FACP (Figs. 8 y 9) se 
identifi caron los siguientes modelos potenciales con diferenci-
ación, dejando algunas alternativas para las medias móviles:
Modelo 5: ARIMA(1,1,0)  
w
t  
= (1 + φ1 ) wt—1 — φ1 wt—2 + εt 
Modelo 6: ARIMA(1,1,1)    
w
t  




= (1 + φ1) wt—1 — φ1 wt—2 + εt — θ1 εt—1— θ11 εt—11
Según los estadísticos de AIC y SC, el mejor de los modelos 
con diferenciación fue el Modelo 7 (Tabla 2).
Verifi cación diagnóstica
El análisis residual (FAC y FACP de los residuos) del Modelo 
1 (Figs. 10 y 11), indicó que en el desfase 11 hay información 
relevante, y es necesario reformular este modelo asignando una 
media móvil de orden 11 al Modelo 1, quedando de la siguiente 
forma: 
Modelo 8 : ARIMA(12,0,11)
w
t  
= δ + φ1 wt—1 + φ12 wt—12 + εt — θ11 εt—11  
Al ajustar el modelo reformulado a la serie de tiempo se ob-
tuvieron estimados de los coefi cientes que resultaron ser todos 
estadísticamente signifi cantes, según pruebas individuales “t 
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Figura 7. FACP estimada de la serie transformada con loga-
ritmo.
Tabla 2. Criterios de selección del mejor modelo aplicado a la 
serie con transformación logarítmica y diferenciación (d=1).
Criterios: AIC SC SSE
Modelo 5 0.001 0.008 38.084
Modelo 6 0.004 0.018 38.084
Modelo 7 -0.013 0.008 37.340
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parámetro estimado (Tabla 3).  De esta manera se logró reducir 
los estadísticos AIC = -0,0824  y SC = -0,0546. 
El supuesto de ruido blanco en los residuos se contrastó con 
la prueba de Ljung-Box usando el estadístico Q-Stat.  Para un 
desfase de 20 el estadístico Q-Stat fue de 16,225 con un valor p= 
0,508; mayor al nivel de signifi cancia de α= 0,05 establecido, y 
se concluyó que los residuos no estaban autocorrelacionados, es 
decir son ruido blanco. En general la verifi cación diagnóstica no 
reveló ninguna falta de adecuación del modelo 8 obtenido.
Por otro lado, el análisis residual (FAC y FACP de los re-
siduos) del Modelo 7, indicó que no era necesario reformular 
este modelo.
Validación
Para la validación retrospectiva se usaron modelos ARIMA, 
para simular las condiciones cálidas del IOP en los años 1972, 
1982-83, 1986-87 y 1997 con modelos de diferentes órdenes para 
cada año, los cuales lograron simular los episodios cálidos (Fig. 
12), a excepción de El Niño 1982-83 y El Niño 1997-1998, que 
no alcanzó la intensidad observada, pero si logró prever condicio-
nes cálidas durante este evento. Estas discrepancias se deberían 
a que el ENOS presenta procesos no lineales tales como: el in-
tercambio de calor en superfi cie entre la atmósfera y el océano, 
así como, entre el océano y la tierra en la línea de costa; y por lo 
tanto el uso de un modelo lineal como el ARIMA, es limitado. 
A su vez, estos períodos presentan un gran ruido debido a la alta 
variabilidad atmosférica, la cual se suma a la variabilidad oceánica 
en los modelos univariados como el ARIMA.  En cambio, en los 
modelos numéricos que tienen un forzante atmosférico separado 
de la dinámica interna oceánica, éstos dependen menos del ruido 
y más de las condiciones iniciales (Chen et al. 2004).
Para la validación cuantitativa se usaron los mejores modelos 
obtenidos (modelo 7 y modelo 8), y se simuló el Índice de Osci-
lación Peruano (IOP) durante el periodo julio 2004 al abril 2005. 
La validación de las previsiones se realizó usando los errores de 
predicción, y de manera resumida mediante la desviación media 
absoluta (DAM), la raíz cuadrada del error medio cuadrado 
(REMC) y el porcentaje de error medio absoluto (PEMA).  Los 
estadísticos de error indicaron que el modelo 8 tuvo menor error 
de predicción para un horizonte de 10 meses (Tabla 4). 
Para la validación cualitativa, se usaron los terciles del pro-
medio trimestral para establecer las condiciones mensuales (fría, 
neutra y cálida) del IOP observado y del simulado con el modelo 
































Figura 8. FAC estimada de la serie transformada con logaritmo 
y diferenciada con desfase (d=1).
Figura 9. FACP estimada de la serie transformada con loga-
ritmo y diferenciada con desfase (d=1).
































Figura 11. FACP estimada de los residuos del Modelo 1.
Tabla 3. Verifi cación diagnóstica de los estimados de los 
coefi cientes del Modelo  8.
Parámetro Estimado Error estándar t Prob.
δ 1,283665 0,044 29,28812 0,000
φ1 0,848174 0,020 41,73981 0,000
φ12 -0,084220 0,020 -4,163983 0,000
θ11 0,134501 0,039 3,406862 0,000
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indicaron en promedio condiciones mensuales frías entre julio 
y diciembre del 2004 y condiciones neutrales a inicios del 2005. 
En este horizonte, se espero que el valor del IOP simulado sea 
mínimo en julio 2004 y máximo en abril 2005 (Fig. 13). 
La validación cualitativa resumió de manera sencilla la con-
cordancia entre los valores simulados y observados del IOP, 
mientras que la validación cuantitativa podría presentar valores 
altos de las medidas de errores (DAM, REMC, PEMA) debido 
a la variabilidad de las series.
La aplicación de este modelo permitió prever de una manera 
simple, el efecto de El Niño frente a la costa peruana. 
Conclusiones y recomendaciones
El modelo autorregresivo y de medias móviles permitió prever 
a corto plazo los efectos El Niño frente a la costa peruana. Las pre-
visiones según el modelo ARIMA (12,0,11)  indicó condiciones 
mensuales frías entre julio y diciembre del 2004 y condiciones 
neutrales a inicios del 2005, lo cual coincidió con las condiciones 
mensuales observadas.
El mejor modelo, indicó que la variabilidad de las temperatu-
ras depende con mayor peso del valor de temperatura del mes 
anterior, y con menor peso de procesos registrados con un año 
de antelación. 
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Figura 13. Previsión del Índice de Oscilación Peruano (IOP) mediante el  Modelo 8.
Tabla 4. Validación cuantitativa de los Modelos 7 y 8 usando 
criterios de error de previsión para el periodo Julio 2004 a 
Abril 2005.

















Tabla 5. Validación cualitativa del Modelo 8 para el periodo 
Julio 2004 al 2005.
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El modelo es lineal, univariado y dependiente de procesos 
costeros, lo que limita su horizonte de previsión. Una alternativa 
es usar modelos multivariados que tomen en cuenta variables en 
mesoescala y/o macroescala del Océano Pacífi co. 
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