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ABSTRACT
MEASURING A COGNITIVE APPRENTICESHIP MODEL OF
INSTRUCTION IN STATISTICS EDUCATION
by Amanda Dawn Leimer
May 2015
Research has continued to support the need for investigating the role of
pedagogical models in relation to students’ statistical anxiety, statistical self-efficacy, and
academic performance within statistics education. Although models in the literature such
as the Cognitive Apprenticeships Model of Instruction (CA-MOI) have emerged and
have shown positive educational outcomes for teaching disciplines that involve the use of
complex tasks (Kuo, Hwang, Chen, & Chen, 2012; Poitras & Poitras, 2011; Wegner,
2011), only one study has actually measured the degree to which this model was
implemented, using the Maastrict Clinical Teaching Questionnaire (MCTQ) (Stalmeijer
et al., 2008). Consequently the problem lies in the notion that researchers are claiming to
use this model of instruction and are making generalizations about the effectiveness of
the model, yet are failing to measure if and to what degree this method of instruction is
actually being implemented within their classroom(s) and/or fields.
Although the scores on the MCTQ have been validated in the literature as an
evaluation instrument based on the CA-MOI, the MCTQ is specifically geared toward
measuring supervisory skills in clinical education and consequently may not be an
appropriate instrument for determining the degree to which a CA-MOI is being
implemented within statistics education. In aiming to resolve the current measurement
issue, the purpose of this study was to first develop an instrument that reflects the
instructional methods of the CA-MOI in statistics education called the MCASE
ii

(Measuring Cognitive Apprenticeship in Statistics Education), secondly to receive expert
review on the items, third to test and validate the instrument on a select group of college
students, and lastly to determine what relationships, if any, are found among students
who report being taught using a CA-MOI, and their self-reported statistical anxiety,
statistical self-efficacy, and academic performance.
A total of 628 college students from across the nation participated in the current
study. When collectively comparing scores on the SAM, the CSSE, and student’s selfreported academic performance with scores on the MCASE, results illustrated that
utilizing a CA-MOI helped a student’s statistical anxiety, statistical self-efficacy, and his
or her academic performance. Furthermore, results of this dissertation suggest that a
cognitive apprenticeship model of instruction can be measured in statistics education and
be represented by a seven-dimension solution: modeling, coaching, articulation,
comparative reflection, true reflection, instructor-guided exploration, and true
exploration.
Moreover, the MCASE provides, to date, the most useful and theoretical measure
of a cognitive apprenticeship model of instruction within statistics education, which can
be rephrased to fit other fields of study that claim to use a CA-MOI. Additional findings
and implications from this study for educational settings in which a CA-MOI may be
utilized are provided, as well as limitations and recommendations for future research.
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CHAPTER I
INTRODUCTION
Recent literature suggests the importance of statistics education in the 21st century
is on the rise (Bui & Alearo, 2011; Jordan & Haines, 2003). As the focus on statistics
education grows, so does the need for improving the quality of our pedagogical models
(Chiesi & Primi, 2010; Davis, 2003; Harlow, Burkholder, & Morrow, 2006; Spence,
Sharp, & Sinn, 2011). Although quality pedagogical models such as Cognitive
Apprenticeships have emerged and have shown positive educational outcomes (Kuo,
Hwang, Chen, & Chen, 2012; Poitras & Poitras, 2011; Wegner, 2011), there are no
existing measures for that model in statistics education. The following chapter will
describe why statistics education is necessary in modern higher education and give a brief
summary of the pedagogical model of Cognitive Apprenticeships (CA). The chapter will
then explain how the model has been measured in the past and why a new measure is
needed in statistics education.
Why Statistics is Necessary
Carmichael, Callingham, Hay, and Watson (2010) state that it is essential for
citizens of the twenty-first century to understand and be knowledgeable about basic
statistical concepts and methods as individuals are constantly presented with volumes of
information which oftentimes contains statistical concepts/elements such as graphs,
tables, and charts. To expand, one can barely get through a day without hearing some
type of statistical/quantitative reference (Jordan & Haines, 2003). Quantitative measures
are used in news headlines to report decreases in the risk of breast cancer, changes in
ACT scores, the rise and fall of gas prices, and the likelihood of professional sport teams
to win on the road. Advertisers use quantitative measurements to compete with rivals
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over the cost of low-interest home loans or cell phone contracts. In making a case for
quantitative (statistical) literacy in higher education, Steen (2001) provides several
examples in which individuals use quantitative measures throughout their daily functions.
For instance, at work an individual may have to use research to interpret work-related
formulas or use spreadsheets to illustrate projected product sales. In regard to one’s
personal health, quantitative skills are needed to understand proper doses of medication
and to understand the policies of health care providers. Consequently, it is important for
statistics educators to train students in becoming quantitatively literate (Jordan & Haines,
2003).
One way colleges and universities have responded to implementing quantitative
literacy into their curricula is by requiring students to complete an introductory statistics
course (Onwuegbuzie & Leech, 2003). However, research has shown that as students
learn they will be taking a course that requires using statistics, anxieties and issues of
self-efficacy begin to surface (Chei-Chang, Yu-Min, & Li-Tze, 2014; Macher et al.,
2013; McAlevey & Sullivan, 2010; Wade & Goodfellow, 2009; Williams, 2013).
Statistics anxiety can be defined as the feeling of anxiety one encounters when taking a
statistics class, and/or using statistics in any form including collecting, analyzing, and
interpreting data (Bell, 2003; Cruise, Cash, & Bolton, 1985; Onwuegbuzie, Leech,
Murtonen, & Tähtinen, 2010); whereas statistical self-efficacy can be defined as one’s
confidence level with his or her abilities to conduct and solve tasks related to statistics
(Finney & Schraw, 2003; Olani, Hoekstra, Harskamp, & van der Werf, 2011; Olani,
Harskamp, Hoekstra, & van der Werf, 2010). Similarly, statistics anxiety has been found
to negatively correlate with statistical self-efficacy (Mvududu & Kanyongo, 2011; Wade
& Goodfellow, 2009).
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Even though colleges can implement statistical (quantitative) literacy
requirements within their curricula, research has found that when knowledge of statistical
concepts are measured years later, students tend to demonstrate uncertainty and/or
misunderstanding when interpreting commonplace statistics (e.g. confidence intervals)
(McAlevey & Sullivan, 2010). It is therefore important that faculty who teach
introductory statistics implement a model of instruction that presents the material in a
way that can be easily understood and retained for years to come as students may be
expected to employ these skills within their future careers (McAlevey & Sullivan, 2010).
Description of the Cognitive Apprenticeship Model of Instruction
A cognitive apprenticeship model of instruction (CA-MOI) involves six teaching
methods that are sequential in nature. These methods include modeling, coaching,
scaffolding, articulation, reflection, and exploration (Collins, Brown, & Holum, 1991).
The first teaching method, modeling, occurs in two parts (Hansman, 2001). There is
behavioral modeling, in which an individual observes an experienced member of the
community providing instruction on a particular topic, and cognitive modeling, which
happens when other experienced members of the community illustrate their cognitive
thought processes with newer members of the community (Brandt, Farmer, &
Buckmaster, 1993).
The second teaching method, coaching, occurs when an instructor (the expert)
observes the student (the apprentice) independently perform a task, while providing
feedback on how the student could improve his or her approach, understanding, and/or
knowledge of the statistical concept/method (Boling, Hough, Krinsky, Saleem, &
Stevens, 2012; Rüütmann, & Kipper, 2014; Stalmeijer, Dolmans, Wolfhagen, Muijtjens,
& Scherpbier, 2008, 2010). During the third teaching method, scaffolding, the apprentice
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is able to illustrate some form of mastery over the concept allowing the instructor to offer
selective feedback (Collins et al., 1991; Rüütmann, & Kipper, 2014; Stalmeijer et al.,
2008; Stewart & Lagowski, 2003).
The fourth teaching method, articulation, occurs when students are given the
opportunity to articulate their understanding of a particular task, concept, or method
through some type of content mastery assessment (Ding, 2008; Stalmeijer et al., 2008;
2010). The fifth teaching method, reflection, occurs when students reflect on their own
problem-solving strategies and understanding of concepts and compare them to other
experts and/or students (Collins et al., 1991; Ding, 2008; Lee, 1995; Stalmeijer et al.,
2008, 2010). The last teaching method, exploration, occurs as students discuss and
generalize what they have learned in their courses and begin making connections on how
certain concepts can be applied to other concepts or practice situations (Linkon, 2005;
Poitras & Poitras, 2011; Stalmeijer et al., 2008).
Statement of the Problem
Although researchers have tested the effectiveness of implementing a cognitive
apprenticeship model of instruction (CA-MOI) in educational settings on a variety of
educational and psychological constructs, few studies thus far have measured the degree
to which teachers and/or researchers are actually implementing a CA-MOI and how well
students are able to detect that this model of instruction is being implemented. To date,
only one study (Stalmeijer et al., 2008) has actually developed an instrument that
measures the degree to which this model was implemented.
In 2008, Stalmeijer, developed an instrument to evaluate clinical teachers’
supervisory performance using the cognitive apprenticeship model as a framework. In
2010, Stalmeijer et al., validated the Maastrict Clinical Teaching Questionnaire (MCTQ)
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using confirmatory factor analysis. Results indicated that the scores on the MCTQ were
reliable and valid. Furthermore, Stalmeijer et al. (2008) found evidence that the
interpretations of the scores representing the six stages of teaching were also valid,
overall providing support for the use of a cognitive apprenticeship model of instruction in
clinical education (Stalmeijer et al., 2008). More recent studies that have used the MCTQ
to evaluate clinical teaching have further validated the MCTQ by reporting strong
reliability and validity evidence (Boerboom, et al., 2011; Boerboom et al., 2012).
Boerboom et al. (2011) stated that teachers should constantly try to improve their
instruction, but in order to do so validated evaluative instruments are needed. Boerboom
et al. (2011) indicated that it is important to collect validity evidence from multiple
sources by distributing the instrument within different contexts. Correspondingly,
Boerboom et al. (2011) went on to evaluate the Maastricht Clinical Teaching
Questionnaire (MCTQ) with students who had completed clinical rotations in veterinary
education. Results indicated that content validity was established as the instrument was
originally developed based on the theoretical framework of cognitive apprenticeships.
Results from the CFA yielded a five-factor model, which highlighted four of the six
teaching methods of the cognitive apprenticeship (modeling, coaching, articulation, and
exploration) while the last factor reflected the general learning climate. In summary, the
authors found that the scores on the MCTQ were reliable and valid for evaluating clinical
teachers’ instruction during clinical rotation.
While the MCTQ has been supported in the literature as an evaluation instrument
based on the Collins and colleagues (1991) cognitive apprenticeship model, it is
specifically geared toward measuring supervisory skills in clinical education and
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consequently is not an appropriate instrument for determining the degree to which a CAMOI is being implemented within statistics education.
Additional issues that need to be addressed with the MCTQ are that its revised
version (Stalmeijer et al., 2010) incorporates only four of the six teaching methods,
because it eliminates the reflection phase, and combines the coaching and scaffolding
phases, resulting in an instrument that does not represent the original Cognitive
Apprenticeship framework. Whereas it may be appropriate to combine the coaching and
scaffolding teaching methods of a CA-MOI it is important to hold true to the original
theory until extensive empirical evidence suggest otherwise. Secondly, for three of the
four teaching methods (modeling, coaching, and exploration) only three items were
included per sub-scale, meeting the recommended minimum for a factor (Costello &
Osborne, 2005). Finally, the other proposed sub-scale (articulation) includes only two
items, which can be considered a weak and/or unstable factor, whereas a factor with five
or more highly loaded items (.50 or higher) is considered strong (Costello & Osborne,
2005).
In aiming to resolve the current measurement issue, this project focuses on the
development and validation of an instrument that measures the degree to which a
Cognitive Apprenticeship Model of Instruction (CA-MOI) is implemented in statistics
education called Measuring Cognitive Apprenticeship in Statistics Education (MCASE).
Accordingly, the purpose of this study is: first, develop an instrument that reflects the six
instructional methods of the Cognitive Apprenticeship Model of Instruction in statistics
education; second, receive expert review on the instrument; third, pilot the instrument on
a select group of college students; fourth, revise the instrument based on the results of the
pilot data; fifth, test the revised instrument on a select group of college students; and
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lastly, test the relationships between a CA-MOI and statistical self-efficacy as measured
by Current Statistics Self-Efficacy (CSSE) (Finney & Schraw, 2003), and the relationship
between a CA-MOI and statistics anxiety as measured by Statistics Anxiety Measure
(SAM) (Earp, 2007). Accordingly, the current study will be guided by the research
questions listed below.
Research Questions
1. What is the factor structure of the MCASE?
2. How well does the structure of the MCASE align with the six proposed
factors of the Cognitive Apprenticeship model (modeling, coaching,
scaffolding, approximation, reflection, exploration)?
3. Will the MCASE scores on the pilot sample be reliable?
4. Will the MCASE scores on the test sample be reliable?
5. Will there be sufficient evidence to support the interpretation of the
MCASE scores as valid indicators of the Cognitive Apprenticeship
teaching methods?
6. How well does the MCASE correlate with the modified MCQT?

7. How do scores on the MCASE relate to scores on the CSSE and the
statistics anxiety domains of the SAM?
Definitions
Quantitative Literacy- refers to as an individual’s ability to understand, analyze,
and evaluate statistical concepts, messages, and materials presented in publications such
as journals, television, the internet, and newspapers (Blanco, 2011; Carmichael et al.,
2010; Carvalho & Solomon, 2012, Gal, 2002, 2003). Quantitative literacy may also be
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interchanged with statistical literacy, despite the notion that some research defines these
as separate constructs, for the purposes of this study, they can be inferred as one in the
same.
Statistics Anxiety- refers to the feeling of anxiety one encounters when taking a
statistics class, and/or using statistics in any form including collecting, analyzing, and
interpreting data (Bell, 2003; Cruise et al., 1985; Onwuegbuzie et al., 2010).
Statistical Self-Efficacy- refers to an individual’s belief about his or her ability to
understand, analyze, and interpret information surrounding statistical concepts (Blanco,
2011; Finney & Schraw, 2003; Olani et al., 2011; Olani, Harskamp, Hoekstra, & van der
Werf, 2010; Spence et al., 2011) as well as their beliefs in their ability to carry out
statistical tasks such as converting raw scores to z-scores, interpreting statistical output,
and using a statistical software program to conduct statistical analyses (Spence et al.,
2011).
Delimitations of Study
This study was delimited to undergraduate and graduate level students who have
completed a statistics course. This study was also delimited to students who were
members of the American Educational Research Association (AERA), and/or the
Association for the Study of Higher Education (ASHE). Although broad sampling was
used to recruit students outside of these professional organization and to ensure students
from multiple disciplines and levels were included, there is no guarantee that the results
will be generalizable across institutions that incorporate statistics courses into their
curricula.
Assumptions
This study relied on the assumption that undergraduate and graduate students who
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completed the questionnaires provided an accurate representation of the instruction used
within their last statistics course. In addition, this study relied on the assumption that all
students could accurately remember the instructional methods used within their most
recent statistics course.
Justification
Statistics anxiety and statistical self-efficacy are a common source of emotional
difficulties faced by a majority of undergraduate and graduate students who enroll in
courses that involve the use of statistics. While research has begun to examine factors
that influence both anxiety and self-efficacy (e.g. gender, age, ethnicity), further research
is needed on which instructional methods/approaches can be used to help alleviate
students’ anxiety and improve their self-efficacy (Bui & Alfaro, 2011; Chei-Chang et al.,
2014; Davis, 2003; Huntley, Schneider, & Aronson, 2000; Pan & Tang, 2004, 2005).
Because both statistics anxiety and statistical self-efficacy have shown to be strong
predictors of academic performance in a statistics course, and because a majority of
programs are now requiring all students to take a course in statistics, there is a strong
justification for investigating the role of instructional methods used in statistics education
(Bartch, Case, & Meerman 2012; Briggs, Brown, Gardner, & Davidson, 2009; Bui &
Alearo, 2011; Davis, 2003; Onwuegbuzie, 1999).
In specifically addressing graduate students, the literature and media report that
the number of available tenure track positions is decreasing despite the growing increase
in doctoral graduates (Chin, 2010). One of the ways in which graduate students can stand
out from their peers is through illustrating an extensive knowledge base in a variety of
quantitative methodologies (e.g. Mediation/Moderation, Item Response Theory, Latent
Growth Curve Modeling, and Propensity Score Matching). Although techniques for
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becoming a more marketable candidate are known, there is evidence that graduate
students still tend to steer away from programs and careers in which a quantitative skill
set is required due to statistics anxiety (Kennett, Young, & Catanzaro, 2009; Ward,
Schneider, & Kiper, 2011) and low statistical self-efficacy (Kennett et al., 2009; Olani et
al., 2011).
Results from this study may help faculty become aware of instructional methods
and practices that could improve students’ statistics anxiety, statistical self-efficacy, and
academic performance in their courses. Furthermore, if instructors decide to apply the
recommended techniques of implementing a CA-MOI into his or her courses, perhaps
more students would pursue degrees that incorporate a quantitative curriculum.
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CHAPTER II
LITERATURE REVIEW
The importance and necessity of statistical literacy within the college curriculum
has continued to rise over the past decade (Spence et al., 2011). Statistical literacy can be
defined as an individual’s ability to understand, analyze, and evaluate statistical concepts,
messages, and materials presented in publications such as journals, television, the
Internet, and newspapers (Blanco, 2011; Carmichael et al., 2010; Carvalho & Solomon,
2012; Gal, 2002, 2003). As the need for statistics literacy continues to rise, so does the
need for quality pedagogical models within curricula that incorporate statistics and/or
research methods courses.
Further illustrating the need for quality pedagogical models within statistics
education are findings that establish the prevalence of statistics anxiety faced by
undergraduate and graduate level students. To expand, Onwuegbuzie (1998a) found that
between two-thirds and four-fifths of graduate students revealed uncomfortable levels of
statistic anxiety, leading some to admit that taking a statistics course was an incredibly
negative experience (Onwuegbuzie, 1998a). In a different study, Onwuegbuzie (1999)
found that 75% of students reported undergoing moderate to high levels of statistics
anxiety while enrolled in a statistics course. While numerous studies have been
conducted surrounding techniques aimed at decreasing statistics anxiety (e.g., CheiChang et al., 2014; Ciftci, Karadag, & Akdal, 2014; Onwuegbuzie, 2000a; Onwuegbuzie
et al., 2010; Wilson, 2000; Wilson & Onwuegbuzie, 2003) limited literature is available
about the influence of pedagogical models and/or instructor teaching style on statistics
anxiety.
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Statistical self-efficacy is another area of research that supports the need for
quality pedagogical models within statistics education. Its need can be underscored by the
finding that statistical self-efficacy has been shown in the literature to be the strongest
predictor of overall academic performance (Bartsch et al., 2012; Lane, Hall, & Lane,
2004; Lane & Lane, 2001; Lane, Lane, & Kyprianou, 2004). While some studies have
investigated techniques designed to increase students’ statistical self-efficacy (e.g.,
Bartsch et al., 2012), limited research thus far has sought to examine the effectiveness of
instructional models designed to improve self-efficacy within statistics education
(Bartsch et al., 2012; Bong & Skaalvik, 2003; Lane et al., 2004).
One model of instruction cited in the literature that has shown to be a quality
pedagogical model within academic disciplines and fields that involve teaching complex
tasks is Cognitive Apprenticeships (CA). Some of these academic disciplines and fields
include areas such as law (Wegner, 2011), medicine (Durak, Certug, Caliskan, & Van
Dalen, 2006), nursing (Woolley & Jarvis, 2007), and engineering (Poitras & Poitras,
2011; Wedelin & Adawi, 2014). While this model has not been used in statistics
education, it has shown to have positive educational and cognitive outcomes in other
fields, such as increasing skills in web-based problem solving (Kuo et al., 2012) and
automobile mechanics (Maigida & Ogwo, 2013), physics problem solving (Undreiu,
Schuster, & Undreiu, 2008), teaching history to students with high-incidence disabilities
(Bouck et al., 2008), teaching professional development (Ching-Ching Cheng, 2014), and
teaching students who face reading difficulties (Mathes et al., 2005). Because learning
statistics involves learning several complex tasks, concepts, and procedures (Nere,
Fernandez, Feldhaus, & Goodwin, 2012) the potential influence of implementing a
cognitive apprenticeship model of instruction (CA-MOI) and its influence on statistics
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anxiety and statistical self-efficacy in statistics education needs to be further examined.
Before the influential outcomes of a CA-MOI can be determined, an instrument needs to
be developed that can accurately measure a student’s agreement that a CA-MOI was
implemented within their course.
Because no instrument in the literature thus far has measured the degree to which
a CA-MOI was implemented within statistics courses, the purpose of this study is to
develop and validate an instrument that can measure the teaching methods of a CA-MOI
in statistics education at the undergraduate and graduate level. And secondly this study
will investigate the CA-MOI relationships with statistics anxiety, statistical self-efficacy,
and academic performance.
Theoretical Framework
The theoretical framework that provides the foundation for the development of
the proposed instrument is Cognitive Apprenticeships. In 1991, Collins, Brown, and
Holum proposed a model of instruction in which students’ learning is made visible in
what they call Cognitive Apprenticeships. The authors discuss how principles of
traditional apprenticeships—where an apprentice observes the process and practices of
the work/trade—can be adjusted to teacher instruction and the learning of cognitive
skills. The model involves guiding students through a six-phase process that is sequential
in nature. These phases include modeling, coaching, scaffolding, articulation, reflection,
and exploration, which will be discussed later in detail.
Cognitive Apprenticeship (CA) is a fairly recent theoretical model in which
thinking is made visible. To expand, in most school settings students are taught to be
masters of domain knowledge, limiting their learning to only conceptual facts about a
specific subject (Collins et al., 1991). However, Collins et al., 1991 propose a model in
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which instruction focuses on the application of real-world problems and life-tasks despite
the specific subject matter. Essentially, instruction through a cognitive apprenticeship
model involves taking a complex task and presenting it in a manner that allows students
to not only know the specifics of a topic, but also when and how to utilize that
knowledge/skill set (Collins et al., 1991).
The four principles that create the learning environment of CA instructional
models include context, method, sequence, and sociology. The current study will pay
specific attention to the method principle. Methods refer to the ways in which instructors
provide an environment that is conducive to the developmental progress of expertise. In
the original cognitive apprenticeship model of instruction (CA-MOI) there are six
teaching methods that are sequential in nature and include: modeling, coaching,
scaffolding, articulation, reflection, and exploration (Collins et al., 1991).
The first teaching method modeling occurs in two parts (Hansman, 2001). There
is behavioral modeling in which an individual observes an experienced member of the
community providing instruction on a particular topic, and cognitive modeling, which
happens when other experienced members of the community illustrate their cognitive
thought processes with members to the community who are newer (Brandt et al., 1993).
In statistics education, behavioral modeling may take place as students (the apprentices)
observe their professors (the expert) conduct a statistical concept using a software
package such as SPSS. As the professor conducts the analysis, the student models the
behavior of the professor, thus learning how to conduct an analysis using SPSS.
Cognitive modeling may occur as the professor verbally discusses his or her reasoning
process for selecting certain options in the software program. For example, if the
professor was illustrating how to conduct an independent samples t-test he or she may
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discuss why a t-test is an appropriate method for analysis, and why it is important to
check for assumptions before examining any type of output. The student then models the
cognitive thought process of the professor as they too conduct an independent samples ttest.
The second teaching method, coaching occurs when individuals of the community
attempt to try out an activity, while explaining to the experienced member(s) why they
are doing what they are doing (Brandt et al., 1993; Rüütmann & Kipper, 2014).
Following the activity, the students reflect on what they have learned and why their
interpretation may be different from what they observed in the expert’s performance
(Hansman, 2001). In relation to statistics education this may occur when a student learns
a statistical concept in class and is later asked to perform it on his or her own. While the
student is performing the analysis he or she may also be asked to explain when and why
they would conduct a particular analysis as well as how they would interpret the results.
To limit the risk of content misunderstandings, scaffolding (the third teaching method)
occurs through the use of mentoring and remodeling of specific tasks (Darabi, 2005;
Hansman, 2001; Kuo et al., 2012). Expanding on the current example, if the student
misinterpreted the output, the instructor or an advanced student could coach or remodel
the task for the student to correct his or her misunderstanding.
Articulation, the fourth teaching method, occurs as support decreases and the new
members’ knowledge of the concepts increases. During this phase the apprentice is able
to illustrate some form of mastery over the concept (Francom & Gardner, 2014; Stewart
& Lagowski, 2003; Wedelin & Adawi, 2014). For example, the student may be given an
exam covering the concept of independent samples t-tests, and is able to illustrate to the
expert (the instructor) mastery of the statistical concept. Reflection, the fifth teaching
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method in the cognitive apprenticeship framework, occurs when individuals are given the
opportunity to practice and/or apply his or her skills in a real-world setting, receiving
feedback or affirmation only when requested (Brandt et al., 1993; Francom & Gardner,
2014). In statistics education this occurs when students are given the opportunity to
apply their quantitative research skills outside of the academic classroom. For instance, a
faculty member may ask a student to work with him or her on a research project, and as a
result, the student is given the opportunity to analyze the data by applying what he or she
has learned in courses that involve the use of statistical concepts and methods.
The last teaching method, exploration, occurs as students discuss and generalize
what they have learned in their courses and begin making connections on how certain
concepts can be applied to other concepts or practice situations (Francom & Gardner,
2014; Hansman, 2001; Wedelin & Adawi, 2014). For example, as a student is introduced
to new statistical concepts, the student can generalize their previous knowledge of
statistical concepts and methods to these new concepts. To expand, the student may be
able to generalize what they know of parametric tests when they were taught t-tests, and
apply that knowledge to an ANOVA, as it too is a type of parametric test. An additional
example in statistics education could occur when a student is able to generalize their
knowledge of general linear models to a variety of statistical concepts and methods such
as independent samples t-tests, ANOVAs, and regression models.
The theory of cognitive apprenticeships has often times been called a teaching
model/method, whose roots are grounded in social learning theory (Bandura, 1986;
Bandura & Walters, 1963), and more specifically the experiential learning theory of,
Situated Cognition (Brown, Collins, & Duguid, 1989; Lave & Wenger, 1991). Situated
Cognition argues that learning is situated in a social, cultural, and/or physical context.
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Both cognitive apprenticeships and situated cognition have origins, which can be traced
back to Social Constructivist Theory (Vygotsky, 1978). Social constructivists suggest that
students learn best when knowledge is constructed in activities and assignments in which
students engage with their peers to share problem-solving responsibilities (Bates,
Waynor, & Dolce, 2012). For example, a statistics instructor may present the class with
an applied situation with a dataset and ask the class to come to statistical conclusions
based off a series of objectives. Constructivists also suggest that apprentices learn better
when experts utilize teaching methods that encourage reflection and thought (Voigt,
Talbert, McKinley, & Brady, 2013). For example, an instructor may teach students how
to perform a statistical procedure and then encourage students to reflect upon how that
procedure can be applied to situations in their own research area, hence the reflection and
exploration teaching methods of cognitive apprenticeships.
One of the essential principles of constructivism is that learners construct new
understanding through utilizing past experiences and knowledge (Schunk, 2012; Yoders,
2014), similar to what takes place during the exploration teaching method of cognitive
apprenticeship. Another essential principle that is identified in the foundational work on
constructivism is the Zone of Proximal Development (ZPD). The ZPD can be explained
as the difference between what a student (or learner) is capable of doing and
understanding with, or without guidance (Schunk, 2012; Vygotsky, 1978; Yoders, 2014).
In reference to statistics education and cognitive apprenticeships this may be understood
as a student’s ability to carry out a statistical analysis and interpret findings, with or
without receiving feedback via coaching and scaffolding from his or her instructor. Thus,
the development that takes place in overcoming that difference is where cognitive
development occurs and where knowledge is built (Vygotsky, 1978).
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The Need for Quality Pedagogical Models in Statistics Education
As the need for an individual’s ability to apply statistical concepts and techniques
continues to rise, curricula within higher education continue to change by incorporating
courses that aim to increase students’ statistical literacy (Onwuegbuzie & Wilson, 2003).
The material presented in introductory courses is especially important as oftentimes this
serves as the only formal exposure students receive in statistics within their degree
programs (Onwuegbuzie, 2000a). Of similar importance is the notion that in graduate
education it is common for students to be required to complete and pass an introductory
statistics course before they are given access to the next courses in their degree programs,
and that students’ dissertations typically require the use of statistics (Chiesi & Primi,
2010). Thus, if a student has a negative experience within his or hers introductory
statistics course, it could potentially cause the student to withdraw from their program,
and/or not finish their dissertation (Onwuegbuzie & Wilson, 2003). Because research has
shown that some students view statistics as a negative and difficult experience (Hall &
Vance, 2010; Olani et al., 2011; Onwuegbuzie, 1998a) best practices regarding
pedagogical methods are needed (Bryce, 2005; Spence et al., 2011).
To meet the need for quality teaching models in statistics education at the postsecondary level the Guidelines for Assessment and Instruction in Statistics Education
(GAISE, 2005) College Report was created. The GAISE (2005) serves as an outline for
introductory statistics courses that are based on reform-oriented teaching (Olani et al.,
2011). The reform strategies that were proposed by the GAISE (2005) were based on
constructivism theory, the idea that people learn best when they actively construct their
own knowledge of a concept compared to passively receiving knowledge offered by their
teacher. The GAISE College Report reform strategies involve six recommendations for
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statistics educators to use at the post-secondary level and include: 1) highlighting the
need for statistical reasoning and thinking, 2) using real data, 3) stressing the importance
of conceptual knowledge and understanding over rote memorization of definitions and
procedures, 4) increasing the amount of active learning approaches, 5) increasing the use
of technology to help explain complex concepts and data analyses, and 6) using
evaluations that are feedback-oriented to help develop students’ learning (GAISE, 2005).
The main goal of the GAISE College Report (2005) was to help students in
statistics courses develop their self-efficacy towards using statistics as means to promote
more positive attitudes towards its use. Whereas recommendations 1-3 can be viewed as
course objectives/course content, recommendations 4-6 can be viewed as pedagogical
practices that aim to improve statistics education at the tertiary level (Olani et al., 2011).
While these recommendations provide suggestions for how to improve statistics
education from an instructional standpoint, the GAISE (2005) reform strategies do not
serve as a true pedagogical model. However, all of the recommendations provided by the
GAISE College Report (2005) can be addressed through using a Cognitive
Apprenticeship Model of Instruction (CA-MOI), which has been shown in the literature
to have positive educational and cognitive outcomes (e.g., Bouck et al., 2008; ChingChing Cheng, 2014; Kuo et al., 2012; Maigida & Ogwo, 2013; Poitras & Poitras, 2011;
Wedelin & Adawi, 2014; Wegner, 2011). Despite the reform-strategies encouraged by
the GAISE College Report (2005) more recent literature suggests that there is a still a
need for teaching methods that can address and improve students’ statistics anxiety,
statistical self-efficacy, and academic performance (Baloğ lu, Deniz, & Kesici, 2011;
Harpe, Phipps, & Alowayesh, 2012; Macher et al., 2013; Olani et al., 2011; Williams,
2013).
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Statistics Anxiety
One of the most commonly cited definitions of statistics anxiety is by Cruise et
al., 1985, who define statistics anxiety as “feelings of anxiety encountered when taking a
statistics course or doing statistical analyses; that is gathering, processing, and
interpreting” (p. 92). Onwuegbuzie (1999) expands the definition by including the notion
that statistics anxiety is situation specific, in which symptoms are only present in
particular settings and times, such as when an individual is learning and/or applying
statistics.
According to Cruise et al., 1985 as well as several other researchers who cite their
work, statistics anxiety can be broken into six major components: (1) worth of statistics,
(2) interpretation anxiety, (3) test and class anxiety, (4) computational self-concept, (5)
fear of asking for help, and (6) fear of statistics teachers. Worth of statistics refers to
students’ own awareness of the relevance of statistics. For example, does the student see
statistics as something that can be of use or relevance to their field (e.g. criminal justice,
education, business)? Interpretation anxiety refers to the students’ anxiety when faced
with interpreting data, such as output from a statistical analysis. Test and class anxiety
refers to the anxiety students encounter when they are required to complete an exam on
statistical concepts or take a course that involves that use of statistics. Computational
self-concept refers to the anxiety students encounter when they are asked to solve
problems that involve computation(s) and/or are formula related. Fear of asking for help
refers to the fear students’ encounter when asking their instructor or peers for help
concerning a statistical problem. Fear of statistics teachers refers to the anxiety students
encounter when they view their statistics instructor as unapproachable or withdrawn
(Cruise et al., 1985). To measure the components of statistics anxiety, Cruise et al.,
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(1985) developed the Statistical Anxiety Rating Scale (STARS), which has been used in
several studies to determine demographic differences in students’ statistics anxiety.
Factors of Statistics Anxiety
Through using the Statistical Anxiety Rating Scale (STARS, Cruise et al., 1985)
several researchers have been able to examine differences in students’ statistics anxiety
by a variety of factors. Some of the main factors that have been investigated in regard to
statistics anxiety include: gender, ethnicity, age, prior exposure to statistics, and time
gaps between courses in mathematics. Numerous findings suggest that females tend to
report experiencing higher levels of statistics anxiety than males (Bell, 2003; Bradley &
Wygant, 1998; Davis, 2003; Desy, Peterson, & Brockman, 2009; Onwuegbuzie, 2004;
Zeidner, 1991). In regard to ethnic differences and statistic anxiety, research suggests
African American graduate students were more likely than Caucasian students to report
higher levels of interpretation anxiety as well as test and class anxiety (Onwuegbuzie,
1999). In regard to age, Bell (2003) found that non-traditional students (age 25 or older)
had greater test and class anxiety than traditional students. Similarly, Onwuegbuzie
(1999) found that older students tended to experience higher levels of statistics anxiety
than younger students.
Although one may assume that prior exposure to statistics may decrease ones
level of statistics anxiety, Davis (2003) found that while 80% of the students sampled had
previously taken an undergraduate course in statistics, 62% reported feeling unprepared
to take a statistics course at the graduate level. Closely related to prior exposure to
statistics is previous math experience. In 2003, Baloğ lu found previous math experience
accounted for 17% of differences when combining the six components of statistics
anxiety as dependent variables. Wilson (1997) found that students who reported longer
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time gaps since their last mathematics course tended to have higher levels of statistics
anxiety compared to students who had a smaller time lapse between courses.
Other factors that have been shown in the literature to relate to the level of
students’ statistics anxiety include: students’ view of the courses relevance to their own
major (Briggs et al., 2009; Pan & Tang, 2005; Ruggeri, Dempster, Hanna, & Clearly,
2008), instructors’ attitude toward teaching statistics (Baloğ lu, & Zelhart, 2003; Pan &
Tang, 2005), fear of math (Pan & Tang, 2005), academic major (Onwuegbuzie, 2004),
learning style (Onwuegbuzie, 1998b), academic procrastination (Onwuegbuzie, 2000b),
time-limited exams (Onwuegbuzie, 1995), perfectionism (Onwuegbuzie & Daley, 1999),
reading ability (Collins & Onwuegbuzie, 2007), lack of interest (Briggs et al., 2009), and
being an international student (Bell, 1998). Because there are numerous factors that can
potentially contribute to a student’s statistics anxiety, some researchers contend that it is
the instructor’s responsibility to alleviate what anxiety they have control over (e.g. their
attitude towards teaching, instructional approaches, giving untimed exams, making the
material relevant to multiple majors), as a means to give each student an opportunity to
perform well academically (Briggs et al., 2009; Onwuegbuzie, 1995).
Statistics Anxiety & Academic Performance
Researchers have consistently found negative relationships between students’
statistics anxiety and academic performance (Awang-Hashim, O’Neil, & Hocevar, 2002;
Baloğ lu, & Zelhart, 2003; Chiesi & Primi, 2010; Macher et al., 2013; Mvududu &
Kanyongo, 2011; Onwuegbuzie, 2001; Onwuegbuzie, 2003; Onwuegbuzie & Seaman,
1995; Tremblay, Gardner, & Heipel, 2000; Williams, 2013; Zeidner, 1991). Some results
even show statistics anxiety to be the best predictor of academic performance in research
methods courses (Onwuegbuzie, Slate, Paterson, Watson, & Schwartz, 2000) and
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statistics courses (Chiesi & Primi, 2010; Fitzgerald, Jurs, & Hudson, 1996). Because
statistics anxiety and academic performance have a strong negative relationship with one
another, it is important for educators to use teaching methods in class that could
potentially decrease students’ anxiety and to further prevent any additional negative
outcomes (Baloğ lu, & Zelhart, 2003) from occurring.
Some of the approaches used to decrease statistics anxiety have shown to be
successful. One commonly cited suggestion regarding exams in class is to lift any time
constraints from the exam (Onwuegbuzie & Seaman, 1995). This allows students to
complete the exam without the pressure of rushing through the test, which is similar to
what they would encounter in real-life application. To expand, when one applies statistics
in real-life, it is often times done without heavy time constraints (Onwuegbuzie et al.,
2010). Furthermore, Onwuegbuzie (1995) found that when students were untimed, it
tended to represent a more valid and accurate measure of the students’ ability in statistics.
Additional approaches that have been used within the classroom to decrease
students’ statistics anxiety include: having tests where students are allowed to use their
books and/or notes (Wilson, 1996), using real-life examples (Mvududu & Kanyongo,
2011), increasing students awareness of the relevance of statistics to their major/field
(Dilevko, 2000), allowing students to work with a partner on assignments (Wilson, 1996),
limiting class sizes (Ruggeri et al., 2008), using popular press media (Greenwald &
Nestler, 2004), utilizing computer-based tools (Ciftci et al., 2014), and using one-minute
reflections (Chei-Chang et al., 2014). While these approaches have been found to
decrease students’ statistics anxiety, limited research thus far has sought to examine the
relationship between pedagogical practices/approaches and students’ statistics anxiety.
Statistical Self-Efficacy
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According to social cognitive theory (SCT), self-efficacy refers to an individual’s
confidence and/or beliefs in their ability to perform a particular task (Bandura, 1977,
1986, 1993, 1997). Furthermore, it is important to note that self-efficacy is situationspecific. To expand, a student’s self-efficacy is only predictive of the behaviors he or she
believes one can accomplish within a particular setting (Bandura 1996; Larwin, 2014).
Research focusing on self-efficacy in academic settings has consistently found that
students who report having higher self-efficacy are more likely to demonstrate greater
energy toward completing tasks they find difficult, and are more likely to be less anxious
when approaching tasks they find challenging compared to students who reported having
lower self-efficacy (Awang-Hashim et al., 2002; Bandura, 1997; Pajares & Kranzler,
1995). Likewise, researchers have also found that a student’s self-efficacy can be
enhanced when he or she has an opportunity to observe others they find similar to
themselves perform a task they find difficult or intimidating (Bandra, 1996; Pintrich &
Schunk, 2002).
Hence, an additional emotional difficulty commonly faced by students who take a
statistics course involves low self-efficacy towards statistics (Lane et al., 2004).
Statistical self-efficacy can be defined as a student’s belief about his or her ability to
understand, analyze, and interpret information surrounding statistical concepts (Blanco,
2011; Spence et al., 2011) as well as beliefs in his or her ability to carry out statistical
tasks such as, converting raw scores to z-scores, interpreting statistical output, and using a
statistical software program to conduct statistical analyses (Spence et al., 2011). Although
there have been numerous studies conducted that examine self-efficacy in academic
settings, statistical self-efficacy appears to be an area in which additional research is
needed (Larwin, 2014).
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Factors of Statistical Self-Efficacy
Within the research available on statistical self-efficacy some of the main factors
that have shown to relate to individuals’ statistical self-efficacy include: past performance
in math courses (Bandalos, Yates, & Thorndike-Christ, 1995), evidence of successful
progress toward completing learning goals (Hall & Vance, 2010), attitudes towards
statistics (Kennett et al., 2009), and gender (Bandalo et al., 1995). To expand, research
has found that students who report having higher academic success in prior math courses
had higher statistical self-efficacy scores compared to students who reported having
lower academic success in prior math courses (Bandalos et al., 1995; Carmichael et al.,
2010).
In regard to statistical self-efficacy and positive progress, Hall and Vance (2010)
found that students who displayed evidence of positive progress toward completing a
particular learning goal (e.g. passing a statistics course) had higher statistical self-efficacy
compared to students who did not demonstrate positive progress (Hall & Vance, 2010).
Hall and Vance (2010) further found that not only were students’ self-efficacy heightened
after receiving positive progress via receiving a high score on a test and/or receiving
positive feedback from their instructor but their motivation for learning statistics was also
positively influenced after receiving positive progress.
Likewise, Olani et al., (2011) found that students who viewed having support
from their teacher had higher statistical self-efficacy compared to students who did not
perceive to have teacher support. Similarly, Kennett et al. (2009) found that students who
received lower scores on their first statistics test displayed decreases in their statistical
self-efficacy compared to students who received higher scores on their first test. In the
same study, Kennett et al. (2009) found that students who displayed more negative
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attitudes towards statistics also had lower statistical self-efficacy when compared to
students who demonstrated more positive attitudes towards statistics.
And finally in reference to gender and statistical self-efficacy, research has
consistently illustrated that males have higher statistical self-efficacy than females
(Bandalos et al., 1995; Hyde & Durik, 2005). Although there are relatively few studies
examining statistical self-efficacy, statistical self-efficacy and its relationship with
academic performance is one area of research that has consistently received attention
(Lane et al., 2004).
Statistical Self-Efficacy and Academic Performance
Several studies have illustrated a positive relationship between statistical selfefficacy and academic performance in a statistics course (Abd-El-Fattah, 2005; Bartsch et
al., 2012; Bong & Skallvik, 2003; Chiesi et al., 2010; Finney & Schraw, 2003; Lane &
Lane, 2001; Olani et al., 2010). Specifically, as a student’s statistical self-efficacy
increases, so does his or her likelihood of performing well academically within the
course. Some studies have even claimed statistical self-efficacy to be the best predictor of
academic performance in statistics courses. For example, Abd-El-Fattah (2005) found
statistical self-efficacy to be the strongest predictor of student academic performance in a
statistics course within a sample of 64 undergraduate students enrolled in introductory
statistics.
One method in the literature that has shown success in increasing students’ selfefficacy is using vicarious experiences (Bandura, 2008; Bartsch et al., 2012; Lane et al.,
2004). For example, researchers Bartsch, et al., (2012) introduced a vicarious experience
into a graduate statistics class, and found significant increases in graduate student
statistical self-efficacy. In elaborating on their study, a total of 39 graduate students
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completed an academic self-efficacy scale during the first two classes of the semester.
Two weeks later, the students were randomly assigned to one of two conditions to
determine the effects on statistical self-efficacy. In the control conditions students were
asked to write a series of characteristics that make up a successful statistics student. In the
experimental condition, a student who had previously taken the course and was
successful spoke about her own statistical self-efficacy and study practices that led her to
have success in the same statistics course. Self-efficacy scores were then compared
between pre- and post-interventions. Results indicated that those who were exposed to a
peer-model had a significant increase in their self-efficacy compared to the group of
students who wrote about what makes a student successful (Bartsch et al., 2012).
Through using such a vicarious experience, a peer-model can provide information
to individuals about particular strategies, approaches, and behaviors that resulted in
personal achievement in a specific situation (e.g. passing a statistics course) (Bartsch et
al., 2012). As an individual listens to the peer-model discuss his or her success, it
provides support for one’s belief in his or her own ability to achieve success in a similar
situation (Bartsch et al., 2012). The researchers suggest that if programs incorporate a
similar approach it would benefit more students in the course if the peer-model were not
the “star pupil.” This is suggested as more students would be able to make comparisons
between the peer-model and his or her learning style (Bartsch et al., 2012).
Other approaches suggested in the literature for increasing students’ self-efficacy
other than vicarious learning experiences include: verbal persuasion (Bandura, 1986) and
providing positive and encouraging feedback (Finney & Schraw, 2003). To expand,
Bandura’s (1986) research found that students who have low self-efficacy tended not to
participate in class and were also less likely to put forth effort to complete a task they
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found intimidating (Banduara, 1986). To increase self-efficacy Bandura suggests that
instructors use some form of verbal persuasion, and/or vicarious learning. In developing
their own statistical self-efficacy measures Finney and Schraw (2003) found that one way
instructors could increase students statistics self-efficacy was by using positive and
encouraging feedback, and cooperative learning groups (Finney & Schraw, 2003).
Statistics Anxiety, Statistical Self-Efficacy, and Academic Performance
The literature surrounding statistics anxiety and statistical self-efficacy has
consistently illustrated a negative relationship (Awang-Hashim et al., 2002; Bandura,
1997; Bartsch et al., 2012; Chiesi & Primi, 2010), wherein individuals with low selfefficacy tend to experience greater amounts of anxiety in situations that involve
understanding and/or carrying out statistical tasks (Awang-Hashim et al., 2002).
Similarly, Bandura (1997), states that a person’s beliefs about his or hers ability to
perform a particular task can affect certain emotional states such as anxiety. Furthermore,
literature has shown that both statistics anxiety and statistical self-efficacy have the
potential to influence a student’s academic performance. Adu-El-Fattah (2005) reports
that performance in a statistics class is affected by a variety of motivational factors
including anxiety and self-efficacy. Furthermore, Adu-El-Fattah (2005) claims that selfefficacy and academic performance may be mediated by an individual’s anxiety level.
While research has sought to examine the relationships among statistics anxiety,
statistical self-efficacy, and academic performance, limited research is available on the
influence of pedagogical practices within statistics education. As such, research is needed
to determine how certain pedagogical practices relate to students’ statistics anxiety,
statistical self-efficacy, and academic performance in statistics education.
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In summary, limited research thus far has measured the degree to which a
cognitive apprenticeship model of instruction (CA-MOI) has been used within the
classroom and/or field. Although Stalmeijer et al., (2008) developed an instrument to
evaluate clinical supervisors’ skills built on the CA-MOI by Collins et al., (1991) this
instrument is not appropriate for measuring CA-MOI in statistics education. Therefore,
creating the need for developing an instrument that can measure the teaching methods of
a CA-MOI within statistics education.
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CHAPTER III
METHODOLOGY
In this chapter, the methods and procedures that contributed to the development of
the Measuring Cognitive Apprenticeships in Statistics Education (MCASE) are
discussed. The MCASE was developed using an adaptation of the scale development
procedures as suggested by DeVellis (2003), and Earp (2007) and can be seen in Table 1.
Table 1
Scale Development Procedures
Development Phase
Planning

•
•
•
•

Construction

•
•
•
•

Scale Development Steps
Identify the purpose of MCASE
Identify the audience that the results
of the MCASE study will be most
important to
Review the literature surrounding
cognitive apprenticeships
Select a five point rating scale as
the format for item response
Determine and define domains
Generate an item pool with items
that are distinguishable by the CA
teaching methods
Conduct expert reviews of all items
for content validity and item
relevance
Reduce item pool based on
feedback from the expert reviews
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Table 1 (continued).
Development Phase
Quantitative Evaluation

•

•

•
•
Validation

•

•
•
•
•

Scale Development Steps
Pilot new items in order to conduct
item analysis and analysis of
structure via exploratory factor
analysis
Reduce item pool to only the most
valid and reliable items and factors
in terms of domain and overall
measure fit
Assess the internal consistency
reliability of the six subscales
Revise items based on patterns of
responses in pilot data
Test revised items in order to
conduct item analysis and analysis
of structure via confirmatory factor
analysis
Verify subscales by assessing the
internal consistency reliability of
the six subscales
Assess convergent validity with
MCASE & MCTQ
Assess convergent validity with
SSE & SAM
Assess differences based on
demographic groupings

(DeVellis, 2003; Earp, 2007)

Phase One: Planning
The first phase, planning, centered on measurement development by identifying
the purpose of the MCASE, defining the overall objective of the instrument and the
domains/subscales that are included in it, identifying the audience to whom the results of
the MCASE will be most important, and selecting the appropriate rating scale for item
responses. To identify the purpose of the MCASE a literature review surrounding the use
of a Cognitive Apprenticeship within educational settings (e.g. classroom, laboratories)
was conducted. The findings from the literature review are presented both in Chapter I

32
and Chapter II. The objective and domains/subscales that were derived after completing
the literature review are as follows:
Objective: The Measuring Cognitive Apprenticeships in Statistics
Education (MCASE) is designed to measure students’ interpretation of the
type of instructional methods that were used in their most recent statistics
course.
Subscale Definitions:
Modeling: refers to the degree to which a student can observe the
performance of his or her instructor and model his or her behavior and/or
cognitive thought process.
Coaching: refers to the amount and type of feedback a student receives
when independently performing a task
Scaffolding: refers to the selective feedback students require when
illustrating content mastery
Articulation: refers to the opportunities in which students are able to
illustrate their understanding of a particular concept
Reflection: refers to the opportunities in which students are able to reflect
on their own understanding of a concept and how their understanding
compares to that of an expert and/or peer
Exploration: refers to the students’ ability to generalize what they have
learned about a concept and how it relates to other concepts and topics that
have similar characteristics or processes
The audiences that benefit the most from the results include students enrolled in courses
that involve the use of statistics, statistics educators, and individuals who are responsible
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for developing the curricula for academic programs. A five-point Likert scale ranging
from 1 “Strongly Disagree” to 5 “Strongly Agree” was selected and an odd number of
responses was chosen because it allowed students the opportunity to be neutral in their
responses.
Phase Two: Construction
Phase two involved the actual construction of the MCASE. This phase included
generating items that are representative of the six teaching methods of cognitive
apprenticeships, conducting expert reviews to help with content validity and item
relevance, and reducing the item pool based on feedback from the expert reviewers.
Item Generation
The content of the items for the MCASE was developed based on a series of
articles discussing Cognitive Apprenticeships in educational settings (Bates et al., 2012;
Boling et al., 2012; Bouck et al., 2008; Brown et al., 1989; Ching-Ching Cheng, 2014;
Chiu, Chou, & Liu, 2002; Collins et al., 1991; Collins, Brown, & Newman, 1989; Darabi,
2005; Dickey, 2008; Durak et al., 2006; Francom & Gardner, 2014; Hansman, 2001; Kuo
et al., 2012; Lee, 1995; Linkon, 2005; Maigida & Ogwo, 2013; Mayer, Mautone, &
Prothero, 2002; Mathes et al., 2005; Poitras & Poitras, 2011; Teong, 2003; Rüütmann, &
Kipper, 2014; Stalmeijer, 2008, 2010; Wedelin & Adawi, 2014; Wenger, 2011; Wooley
& Jarvis, 2007; Wu, Hwang, & Huang, 2012). Each article was analyzed to determine the
number and sequence of the CA teaching methods. Findings from the articles suggested
six teaching methods that are sequential in nature and include: modeling, coaching,
scaffolding/fading, articulation, reflection, and exploration. No fewer than six items were
then constructed to reflect each of these teaching methods and approval through expert
review was sought.
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Expert Review
Upon the university’s institutional review board approval, each potential reviewer
was sent a personal email requesting his or her participation as a subject matter expert on
Cognitive Apprenticeships in statistics education. DeVellis (2003) states that when
developing an instrument, an individual should incorporate the viewpoints of 6-10 subject
matter experts. Fifteen subject matter experts were asked to participate in the reviewing
of the Measuring Cognitive Apprenticeships in Statistics Education (MCASE) scale;
eight responded. These subject matter experts were recruited based on their experience
implementing this particular method inside their classroom or field, as were faculty
members who have experience teaching statistics at the undergraduate and/or graduate
level. Subject matter experts ranged in age between 30-65 years, and included a diverse
sample in terms of gender, race, academic discipline, and experience implementing a CAMOI in their academic discipline.
To expand, two of the subject matter experts were tenure track statistics
professors at a southeastern university, teach statistics at the graduate level, and
implement some of the cognitive apprenticeship teaching methods within their
classrooms. Likewise, one of the subject matter experts is a well versed and published
author within the field of communities of practices in which cognitive apprenticeships
have some of its theoretical roots as was discussed in Chapter II. Finally, the remaining
five subject matter experts were recruited based on their research experience and/or
publications in which they measured educational outcomes after utilizing a cognitive
apprenticeship model of instruction within their particular field or academic discipline.
Each subject matter expert (SME) was asked to complete an item relevance scale,
and to provide feedback on item quality, wording, and clarity. The item relevance scale
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ranged from 1 “Highly Irrelevant” to 5 “Highly Relevant.” If the reviewer rated a
proposed item as a 2 or 3, they were asked to explain their rating by providing
suggestions and/or comments regarding item clarity, quality, and wording. Reviewers
were also asked whether they thought any items should be omitted and/or added to the
proposed questionnaire.
Item Selection
After all reviews were collected, the researcher started the process of item
clarification, revision, and exclusion. Items were rated using a five-point relevance scale.
Overall, the items were rated highly by the reviewers with ratings ranging between 2.5
and 5.0 (see Table 2). All items that received a mean score of 3.5 or below were omitted
or evaluated for possible enhancement. After removing the items with the lowest mean
ratings, 43 items remained with means ranging from 3.6 to 5 (see Table 2). For the
revised version of the instrument please see Appendix A.
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Table 2
Original MCASE with Subject Matter Expert Ratings
Phase of Cognitive Apprenticeship & Items
Modeling
1. The instructor demonstrated tasks in
class allowing students to observe.
2. The instructor helped build my own
understanding of how to approach
statistical concepts.
3. The instructor demonstrated how to
conduct statistical analyses using a
statistical software program in class.
4. The instructor introduced new
statistical concepts/methods by
discussing how concepts previously
taught in class were similar.
5. The instructor gave detailed
instructions for decision-making
processes involved in statistics
6. The instructor explained in detail the
steps involved in completing statistical
analyses.
7. I learned how to perform statistical
tasks by observing my instructor.
8. The instructor repeated how to conduct
a statistical analysis several times
before asking the class to conduct it on
our own.
Coaching
9. The instructor observed me conduct
statistical analyses.
10. The instructor provided feedback as he
or she observed me independently
perform a task.
11. When I made an error conducting a
statistical analysis the instructor
provided hints/reminders that helped
me complete the task.
12. When I had difficulty understanding a
task in class, the instructor was able to
coach me through completing the task.
13. The instructor trained me on how to
organize my thought processes when
conducting analyses.
14. When I conducted a statistical analysis
on my own for the first time my
instructor was there to provide
feedback.
Scaffolding/Fading
15. The instructor provided suggestions for
how I could improve my approach to
conducting statistical analyses.
16. The instructor provided feedback for
how I could improve my statistical
thought processes.
17. When I ran into difficulty approaching
a statistical concept/analysis, my
instructor demonstrated how to
complete the task.

Highly
Irrelevant

Irrelevant

Neutral

Relevant

Highly
Relevant

0 (0%)

0 (0%)

4 (50%)

1
(12.5%)
3
(37.5%)

3
(37.5%)
3
(37.5%)

3.9

.99

0 (0%)

0 (0%)

2 (25%)

4.1

.83

0 (0%)

0 (0%)

2 (25%)

2 (25%)

4 (50%)

4.3

.89

0 (0%)

0 (0%)

0 (0%)

6 (75%)

2 (25%)

4.3

.46

0 (0%)

0 (0%)

3
(37.5%)

5
(62.5%)

0 (0%)

3.6

.52

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

0 (0%)

3.9

.83

0 (0%)

3
(37.5%)
6 (75%)

2 (25%)

0 (0%)

3
(37.5%)
2 (25%)

0 (0%)

3.8

.46

0 (0%)

0 (0%)

2 (25%)

4 (50%)

2 (25%)

4.0

.76

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

0 (0%)

0 (0%)

5
(62.5%)

3
(37.5%)

4.4

.52

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

5
(62.5%)

3
(37.5%)

4.4

.52

0 (0%)

2 (25%)

1
(12.5%)

3
(37.5%)

2 (25%)

3.6

1.19

0 (0%)

0 (0%)

2 (25%)

4 (50%)

2 (25%)

4.0

.76

0 (0%)

0 (0%)

2 (25%)

6 (75%)

0 (0%)

3.8

.46

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

M

SD
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Table 2 (continued).
Phase of Cognitive Apprenticeship & Items
Scaffolding/Fading
18. When I ran into problem in class, the
instructor and I worked together to
solve the problem.
19. The more I increased my knowledge of
a statistical concept, the less feedback I
received from my instructor.
20. The more confident I became in
understanding a statistical
concept/method, the more the instructor
encouraged participation in class
activity.
21. The assignments given in class matched
my level of understanding.
Articulation
22. The instructor used methods in class
that made students articulate their
knowledge of a specific concept.
23. The instructor had students demonstrate
how to complete statistical
concepts/methods to the class.
24. The instructor encouraged students to
describe their thought processes when
performing a statistical task.
25. The instructor tested my knowledge of
a statistical concept/method by
requiring completion of a written
report.
26. The instructor tested my knowledge of
a statistical concept/method by giving
exams.
27. The instructor tested my knowledge of
a statistical concept/method by asking
me to justify the decisions involved in
conducting an analysis.
28. The instructor tested my ability to
problem solve concepts that may occur
in statistics.
29. When performing a task my instructor
informed me of gaps in my
understanding.
Reflection
30. At the beginning of each class, the
instructor asked the class to provide
details of what was covered in the prior
class period.
31. The instructor sometimes asked
students to replay how they got their
results.
32. After completing an analysis, the
instructor had students compare results
with other students in the class.
33. The instructor encouraged students to
compare their knowledge of a concept
with other students.
34. Comparing my results with others
students helped me become more
competent about a statistical
task/analysis.

Highly
Irrelevant

Irrelevant

0 (0%)

0 (0%)

0 (0%)

Neutral

Relevant

Highly
Relevant

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

3
(37.5%)

0 (0%)

5
(62.5%)

4.3

1.04

2 (25%)

2 (25%)

2 (25%)

2 (25%)

0 (0%)

2.5

1.20

0 (0%)

0 (0%)

3
(37.5%)

3
(37.5%)

2 (25%)

3.9

.83

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

2 (25%)

1
(12.5%)

0 (0%)

5
(62.5%)

0 (0%)

3.0

1.41

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

0 (0%)

2 (25%)

4(50%)

2 (25%)

4.0

.76

0 (0%)

0 (0%)

2 (25%)

4(50%)

2 (25%)

4.0

.76

0 (0%)

0 (0%)

2 (25%)

3
(37.5%)

3
(37.5%)

4.1

.83

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

0 (0%)

2 (25%)

0 (0%)

6 (75%)

4.5

.92

0 (0%)

0 (0%)

0 (0%)

2 (25%)

6 (75%)

4.8

.46

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

3
(37.5%)

5
(62.5%)

4.6

.52

M

SD
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Table 2 (continued).
Phase of Cognitive Apprenticeship & Items
Reflection
31. The instructor encouraged me to think
about statistics in regards to my own
research interest.
32. The instructor asked me to reflect on
my own strengths in statistics
33. The instructor asked me to reflect on
my challenges in statistics.
Exploration
34. The instructor provided time for
students to problem solve on his or her
own.
39. The instructor provided time for
students to illustrate their ability of how
to implement statistical concepts
independently.
40. The instructor illustrated how material
from class can be applied to situations
outside the classroom environment.
41. The instructor illustrated how
knowledge of one statistical
concept/method can be generalized to
other statistical concepts/methods.
42. I feel comfortable conducting statistical
analyzes on my own.
43. I feel comfortable analyzing statistical
analyses on my own.

Highly
Irrelevant

Irrelevant

Neutral

Relevant

Highly
Relevant

M

SD

0 (0%)

0 (0%)

2 (25%)

1
(12.5%)

5
(62.5%)

4.4

.92

0 (0%)

0 (0%)

4 (50%)

2 (25%)

2 (25%)

3.8

.89

0 (0%)

0 (0%)

3
(37.5%)

3
(37.5%)

2 (25%)

3.9

.83

0 (0%)

0 (0%)

0 (0%)

6 (75%)

2 (25%)

4.3

.46

0 (0%)

2 (25%)

0 (0%)

6 (75%)

0 (0%)

3.5

.93

0 (0%)

2 (25%)

0 (0%)

3
(37.5%)

3
(37.5%)

3.9

1.25

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

0 (0%)

0 (0%)

0 (0%)

0 (0%)

8 (100%)

5.0

.00

Phase Three: Quantitative Evaluation – Pilot Testing
Once the process of item clarification, revision, and elimination was complete, the
instrument was tested with a select group of college students.
Participants
Although a total of 907 students began the electronic questionnaire in Qualtrics,
only 628 responses were valid for analyses after deleting data from those participants
who had 15% or more missing responses (Mertler & Vannatta, 2001). Thus, the students
who are defined as completing the study are represented by the descriptive data described
below.
The most frequently responses for the demographic variable reflect a sample that
was white/Caucasian (75.4%), female (75.8 %), married (57.2%), between the ages of 3035 (34.3 %), going to an institution located in the South (36%), pursing a doctoral degree
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(90.9%) took their last statistics course in the Spring of 2014 (29.2%) as part of a
program requirement (69.4%) and received an A (81.6%). Most of the students had
completed two courses in statistics (26.4%) and were enrolled in programs that required
the completion of two statistics courses (29.5%) for a total of 4-6 credit hours (28.7%).
Procedures
Procedures for Participants. After approval of the university IRB was obtained,
data collection procedures began and lasted for approximately one academic semester.
An email was sent to instructors known to the researcher asking them to distribute the
instrument to their students through a web-link provided in an email. University
instructors were selected based on where the researcher works, has worked, or with
whom she has contact. Faculty within the researcher’s academic department were also
asked to send the request for participation to his or her colleagues at other institutions.
Additional students were recruited to participate through The University of Southern
Mississippi’s Student Listserv, the American Educational Research Association (AERA)
Student Listerv as well as social media networks such as Facebook and Instagram. Before
participants were given access to complete the instrument, they were directed to a screen
where an informed consent document was provided, informing them that all
questionnaires completed are done so anonymously and all responses are kept
confidential. After participants completed the questionnaires online, they were directed to
an additional link where they could voluntarily enter a raffle for a $20 Amazon Gift Card.
Instruments
Each participant was asked to complete a series of five questionnaires. The first
questionnaire was a demographic questionnaire developed by the researcher that includes
nine demographic questions and three topic-related questions for the purposes of the
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current study. The second instrument, Measuring Cognitive Apprenticeships in Statistics
Education (MCASE), was developed by the researcher to reflect the six teaching methods
of a Cognitive Apprenticeship to measure the degree to which a CA-MOI was
implemented in students’ most recent statistics courses. In completing the MCASE
participants were asked to rate their level of agreement with 47 items referring to the
instructional methods used in their most recent statistics course. Sample items included,
“The instructor demonstrated tasks in class allowing students to observe,” “The instructor
provided feedback as he or she observed me independently perform a task,” and “The
instructor encouraged students to describe their reasoning processes when performing a
statistical task.”
The third instrument participants were asked to complete was the Maastrict
Clinical Teaching Questionnaire (MCTQ) developed by Stalmeijer et al. (2008). Because
the MCTQ is designed to measure satisfaction with students’ clinical supervisors, some
of the items were modified to match the purposes of the current study. The MCTQ
includes 14 items in which participants rated their instructors’ teaching using a five-point
agreement scale ranging from 1 “Fully Disagree” to 5 “Fully Agree.” The MCTQ also
includes one item for which participants were asked to report their overall assessment of
their instructors’ teaching on a scale of 1-10, and two open-ended items asking
participants to report the strengths and challenges of their instructors’ teaching. Sample
items include: “The statistics teacher created sufficient opportunities for me to observe
him/her,” and “The statistics teacher asked me questions aimed at increasing my
understanding.”
Using confirmatory factor analysis Stalmeijer et al. (2010) validated the MCTQ as
a five-factor model (CMIN/df = 1.09, GFI = 0.92, CFI = 1.0, RMSEA 0.03, and PCLOSE
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0.85). The five factors that emerged include modeling, coaching, articulation,
exploration, and safe learning environment. Results further indicated that the scores on
the MCTQ were reliable for all five factors: modeling ( = .86), coaching ( = .83),
articulation ( = .89), exploration ( = .94), and safe learning environment ( = .96). In
using the MCTQ to evaluate clinical teaching, Boerboom et al. (2011) further validated
the MCTQ by reporting strong reliability and validity evidence. Using confirmatory
factor analysis Boerboom et al. (2011) also validated the MCTQ as a five-factor model
(CMIN/df = 2.59, GFI = 0.82, CFI = 0.93, and SRMR = 0.05) with high subscale
reliabilities: general learning climate ( = .96), modeling ( = .86), coaching ( = .87),
articulation ( = .88), and exploration ( = .90).
The fourth scale, the Statistical Anxiety Measure (SAM) was developed by Earp
(2007) and includes six subscales for a total of 44 items. Each subscale contains 4-9 items
and is related to a domain (factor) of statistics anxiety. These domains include: anxiety,
fearful behavior, attitude, expectation, history and self-concept, and performance. For the
purposes of this study the only subscale that was used for analysis included the anxiety
subscale, which contains 8 items. On the anxiety subscale participants were asked to rate
their level of anxiety on a series of statements using a four-point scale with 1 indicating
“Not Anxious” and 4 indicating “Very Anxious.” Sample items include: “taking
statistics,” and “interpreting statistics.”
Earp (2007) tested the structure of the SAM initially using an exploratory factor
analysis with a pilot sample and confirmed the structure using confirmatory factor
analysis (CFI = .99, RMSEA = .07) with a field sample. Scores on the anxiety subscale
were shown to have high reliability ( = .86). Vahedi, Farrokhi, and Bevrani (2011),
evaluated the factor structure of the SAM using confirmatory factor analysis and also
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validated the SAM as a five-factor model (CFI = .93, TLI = 0.93, IFI = 0.93, and
RMSEA = 0.06). Furthermore, the anxiety subscale scores were found to be reliable ( =
.90).
For the fifth and final scale, participants were asked to complete was the Current
Statistical Self-Efficacy Scale (CSSE) developed by Finney and Schraw (2003). The
CSSE includes a total of 14 items in which participants rated their level of confidence on
a series of statistical-related tasks using a six-point confidence scale with 1 representing
“No Confidence” and 6 representing “Complete Confidence.” Sample items included
“identify the scale of measurement for a variable,” and “identify the factors that influence
power.”
In the 2003 development of the CSSE by Finney and Schraw, the factor structure
of the CSSE was examined using exploratory factor analysis. Results of the EFA yielded
a one-factor solution, which accounted for 44.53% of the variance in participants’
responses. Also during the development of the CSSE participants were asked to complete
the instrument during the second week of class as well as the last week of class. Results
illustrated that both the second week scores and last week scores were reliable ( = .91,
and  = .94 respectively). Current research has also found the CSSE to produce valid and
reliable scores. For example, Larwin (2014) used the CSSE to examine the relationship
between statistical self-efficacy and prior mathematics experiences and also found a good
fit with a one-factor model via CFA (χ ² = 598.64, p<.001, CFI = 0.948, NNFI = 0.938,
RMSEA = 0.127). Larwin (2014) also found the CSSE yielded reliable scores within the
one-factor solution (α = .92). Furthermore, in examining the relationship among statistical
s
self-efficacy, statistics anxiety, and performance in introductory graduate statistics
courses, Schneider (2011) also found the scores on the CSSE to be reliable ( = .95).
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Phase Four: Validation
After the internal structure of the MCASE was assessed via exploratory factor
analysis, all items were reviewed and revised to conduct further item analysis of structure
via confirmatory factor analysis. The reliability of the subscales was verified by assessing
the internal consistency of the items within the proposed subscales. Convergent validity
was assessed through analyzing the correlations between the MCASE and the MCTQ
(Stalmeijer et al., 2008), as well as analyzing the correlations between the SSE (Finney &
Schraw, 2003) and the SAM (Earp, 2007). Finally differences on all subscale scores of
instruments were compared by select demographic variables (e.g. gender, ethnicity, age).
After the data collection period was completed, the researcher gathered the
responses from the online questionnaires, and entered the data that was then analyzed
based on each research question. To answer research questions number one, “What is the
factor structure of the MCASE?” and number two, “How well does the structure of the
MCASE align with the six proposed factors of the Cognitive Apprenticeship model
(modeling, coaching, scaffolding, approximation, reflection, exploration)?” an
exploratory factor analysis was run on a random sample (315) of the data.
To answer research questions number three “Will the MCASE scores on the pilot
sample be reliable?” and number four “Will the MCASE scores on the test sample be
reliable?” reliability analyses were run looking specifically at correlations via Cronbach’s
Alpha. For research question number five “Will there be sufficient evidence to support
the interpretation of the MCASE scores as valid indicators of the Cognitive
Apprenticeship teaching methods?” a confirmatory factor analysis was run after the
MCASE was revised based on the results of the EFA on the remaining sample (N = 314).
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To answer research questions number 6 “ How well does the MCASE correlate
with the modified MCQT?” and number 7 “How do scores on the MCASE relate to
scores on the CSSE and the statistics anxiety domains of the SAM?” correlation analyses
were run looking specifically at Pearson correlations.
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CHAPTER IV
RESULTS
In this chapter, results of the data analyses are provided to answer each of the
research questions described in Chapter I. Since the results of phase one, the planning
phase, and phase two, construction were addressed at length in Chapter III, the following
chapter begins by discussing the results from phase three: quantitative evaluation, and
will conclude by discussing the results of phase four: validation.
Phase Three: Quantitative Evaluation
During this phase, the following research questions were addressed:
1. What is the factor structure of the MCASE?
2. How well does the structure of the MCASE align with the six proposed
factors of the Cognitive Apprenticeship model (modeling, coaching,
scaffolding, approximation, reflection, exploration)?
3. Will the MCASE scores on the pilot sample be reliable?
Based on recent literature, the CA-MOI is being implemented using a six-phase
process resulting in the proposed development of a six-subscale instrument that measures
a CA-MOI in statistics education. The original MCASE contained 47 items (12 items
measuring modeling, 7 items measuring coaching, 8 items measuring scaffolding, 7 items
measuring articulation, 7 items measuring reflection, and 6 items measuring exploration),
which were measured on a 5-point Likert scale ranging from 1 “Strongly Disagree” to 5
“Strongly Agree.”
Because the instrument was developed for purposes of this study and has not been
previously used nor validated, an exploratory factor analysis (EFA) was run using data
from a pilot sample of 314 college students who have completed a statistics class in order
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to measure the underlying construct (a cognitive apprenticeship model of instruction),
and to identify any potential factors (subscales) that may help in explaining a CA-MOI.
Structure of Pilot Measure
To test the internal structure validity an exploratory factor analysis was run using
Principle Axis Factoring. Before the EFA was run, data were first screened for the
presence of missing data. Frequencies were run on all items to determine the number of
missing values per item. Missing values ranged from 0 (0%) to 5 per item (1.6%).
Because the elimination of five cases does not decrease the sample size by five or more
percent, listwise deletion was used in running the EFA.
Since the literature suggests that the teaching methods are related to one another,
direct oblimin rotation was used (Costello & Osborne, 2005). Before examining any of
the factor loadings, both sample adequacy and sphericity were examined to determine if
there were any interrelationships that were worth exploring (Meyers, Gamst, & Guarino,
2013). Principle axis factoring (PAF) was conducted on all 47 items using direct oblimin
rotation. In the initial solution the Kaiser-Meyer-Olkin measure indicated sample
adequacy for the analysis (KMO = .946). Likewise, Bartlett’s test of sphericity was
statistically significant (X2 (314) = 10146.28 , p < .001) indicating that there are
interrelationships among variables that may be worth exploring.
To determine if the results match the literature (6 factor structure), the output
from the exploratory factor analysis was analyzed, paying specific attention to the
number of eigenvalues greater than 1, and the screeplot. Parallel Analysis and Velicer’s
Map Criteria were also examined to ensure that there is agreement on the factor structure
(Costello & Osborne, 2005).
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The initial analysis revealed a total of nine factors with eigenvalues greater than
1.00, cumulatively explaining 61.92% of the total variance. Scree plots (see Appendix F),
parallel analysis (see Figure 2), and Velicer’s MAP criteria (see Figure 3) were also
analyzed in addition to examining eigenvalues greater than one.
Correspondingly the scree plot revealed a bend/break around nine factors
although an argument could be made for seven factors, the parallel analysis indicated
seven factors, and Velicer’s MAP criteria suggested nine factors. As noted, three of the
four methods confirmed setting a fixed number of factors at nine when using principal
axis factoring. To obtain a more structured model, the initial pattern matrix was examined
and items were deleted one at a time based on not loading at all, failing to meet the factor
loading minimum criteria of .30, or cross-loading. After running multiple PAF’s to obtain
the most structured model, a total of seven items were deleted from the original 47-item
questionnaire.
To examine the possibility of a seven factor solution, as suggested by the parallel
analysis, an additional PAF was run. Results from the seven factor structure cumulatively
explained 63.18% of the total variance. Furthermore, when the pattern matrix was
examined (see Table 3) none of the items were found to not load at all, to cross-load, or
to fail to meet the minimum factor loading criteria, thus leading to an overall more
structured model. Finally a six factor solution was examined as suggested by the
theoretical framework of cognitive apprenticeships, however this led to a more unfit
model with items cross loading, not loading at all, and failing to meet the loading criteria.
In the final solution the Kaiser-Meyer-Olkin measure indicated sample adequacy
for the analysis (KMO = .944), while Bartlett’s test of sphericity indicated statistically
significant relationships among the items on the questionnaire, X2 (314) = 8984.66 , p <
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.001. The final solution resulted in fixed seven-factor structure model (see Table 3),
which cumulatively explained 63.18% of the total variance.
Table 3
Factor Loadings of Final Solution
Factors and MCASE Items

Loadings

In class, the instructor conducted statistical analyses in a way that was observable for students.

-.780

The instructor allowed students to observe as she or he interpreted statistical analyses in class.

-.683

The instructor helped build my own understanding of how to approach statistical problems.

-.650

The instructor demonstrated how to conduct statistical analyses using a statistical software
program in class.

-.556

When teaching statistical analyses the instructor discussed the decisions involved in conducting
analyses.

-.842

The instructor introduced new statistical concepts/methods by discussing how concepts
previously taught in class were applicable in the current context/setting.

-.608

The instructor gave detailed instructions for decision-making processes involved in statistics.

-.788

When giving instructions on how to make decisions in statistics the instructor explained why
these instructions are important to achieve your objectives.

-.716

The instructor explained in detail the steps involved in completing various statistical analyses.

-.748

The instructor discussed how statistical concepts/methods taught in class can be used in real life
situations

-.584

I learned how to perform statistical tasks by observing my instructor.

-.615

The instructor repeated how to conduct a specific statistical analysis using multiple examples.

-.441

The instructor taught me how to organize my thought processes when conducting analyses.

-.329

Modeling
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Table 3 (continued).
Factors and MCASE Items

The assignments given in class matched my level of understanding.

Loadings

-.421

Coaching
The instructor observed me while I conducted statistical analyses in class.

.629

The instructor provided timely feedback as he or she observed me independently perform a
statistical task.

.720

When I conducted a statistical analysis on my own for the first time in class my instructor was
there to provide feedback.

.555

The instructor provided suggestions for how I could improve my approach to conducting
statistical analyses.

.542

The instructor provided feedback in class for how I could improve my statistical thought
processes.

.542

When performing a task my instructor informed me of gaps in my understanding.

.519

When I made an error conducting a statistical analysis in class the instructor provided
hints/reminders that helped me complete the analysis.

.719

When I had difficulty understanding a task in class, the instructor was able to coach me through
completing the task.

.632

When I ran into difficulty approaching a statistical concept/analysis, my instructor demonstrated
how to complete the task.

.428

When I ran into a problem in class, the instructor and I worked together to solve the problem.

.512

The instructor had students demonstrate how to complete statistical concepts/methods to the
class.

.386

Articulation
The instructor used methods in class that made students articulate their knowledge of a specific
statistical concept.

-.333

The instructor encouraged students to describe their thought processes when performing a
statistical task.

-.444

The instructor assessed my knowledge of a statistical concept/method by having me justify the
decisions involved in conducting an analysis.

-.388
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Table 3 (continued).
Factors and MCASE Items
The instructor assessed my ability to problem solve by having me come up with solutions to
complications that may occur in statistics.

Loadings

-.453

Comparative Reflection

The instructor sometimes asked students to describe to the class how they got their results.

.310

After completing an analysis, the instructor had students compare results with other students in
the class.

.689

The instructor encouraged students to compare their knowledge of a concept with other students.

.773

Comparing my results with others helped me become more confident of my understanding of
statistical concepts/methods.

.684

True Reflection

The instructor asked me to reflect on my own strengths in statistics.

.952

The instructor asked me to reflect on my challenges in statistics.

.929

Instructor Guided Exploration
The instructor provided time for students to problem solve on his or her own.

.758

The instructor provided time for students to illustrate their knowledge of how to interpret
statistical analyses independently.

.819

The instructor illustrated how material from class can be applied to situations outside the
classroom environment.

.386

True Exploration

I feel comfortable conducting statistical analyzes on my own.

I feel comfortable analyzing statistical analyses on my own.

.960

.950

Once the most structured model was determined based on the criteria stated
above, the proposed factors were then analyzed for reliability measures. To expand, all
items within a factor were analyzed using reliability analysis looking at inter-item
correlations. Descriptives for ‘scale if-item deleted’ were also analyzed to determine if
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any of the items needed to be deleted to increase the reliability measures (Meyers, Gamst,
& Guarino, 2013).
Cronbach’s alpha was used to evaluate the internal reliability of each of the
factors (see Table 4), in which Modeling, Coaching, Articulation, Comparative
Reflection, True Reflection, Instructor Guided Exploration, and True Exploration all
revealed relatively high reliabilities ( =. 94,  = .93,  = .84,  = .78,  = .95,  = .80,
and  = .95, respectively) (see Table 4).
Table 4
Internal Consistency Reliability of 7-Factor Model Subscales and Complete Scale
(Cronbach’s Alpha) with Pilot Sample
MCASE Subscale
Factor 1: Modeling
Factor 2: Coaching
Factor 3: Articulation
Factor 4: Comparative
Reflection
Factor 5: True Reflection
Factor 6: Instructor Guided
Exploration
Factor 7: True Exploration
Complete MCASE

Cronbach
N of Items

.94
14
.93
11
.84
4
.78
4
.95
.80

2
3

.95
.97

2
40

Phase Four: Validation
During this phase the following research questions are addressed:
4. Will the MCASE scores on the test sample be reliable?
5. Will there be sufficient evidence to support the interpretation of the
MCASE scores as valid indicators of the Cognitive Apprenticeship
teaching methods?
6. How well does the MCASE correlate with the modified MCQT?
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7. How do scores on the MCASE relate to scores on the CSSE and the
statistics anxiety domains of the SAM?
Reliability of Scores for the Test Sample
To evaluate the internal reliability of each of the factors for the subsequent test
sample, Cronbach’s alpha was used (see Table 5). Results indicated that all factors
(Modeling, Coaching, Articulation, Comparative Reflection, True Reflection, Instructor
Guided Exploration, and True Exploration) reported relatively high reliabilities (see
Table 5).
Table 5
Internal Consistency Reliability of 7-Factor Model Subscales and Complete Scale
(Cronbach’s Alpha) with Test Sample
MCASE Subscale
Factor 1: Modeling
Factor 2: Coaching
Factor 3: Articulation
Factor 4: Comparative
Reflection
Factor 5: True Reflection
Factor 6: Instructor Guided
Exploration
Factor 7: True Exploration
Complete MCASE

Cronbach

.95
.95
.87
.76

N of Items

.94
.77

2
3

.97
.97

2
40

14
11
4
4

Determination of the Structure Using Confirmation Factor Analysis
Before the data were analyzed, all data were first examined for the presence of
missing data. Prior to screening, there were a total of 314 participants. Missing values
ranged from .3% to 1.6% when examining the items that made up the 7 latent constructs
(Modeling, Coaching, Articulation, Comparative Reflection, True Reflection, Instructor
Guided Exploration and True Exploration). Because these items were rated on a
confidence scale, which is a Likert-Type Scale, and because none of the variables were
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missing more than 5%, Linear at Trend Point was used to address the remaining missing
values.
As seen in Figure 1 it is hypothesized that there are fourteen indicators of
modeling, eleven indicators of coaching, four indicators of articulation, four indicators
comparative reflection, two indicators of true reflection, three indicators of instructorguided exploration, and two indicators of true exploration. To assess the hypothesized
model (as seen in Figure 1) a confirmatory factor analysis was conducted using IBM
AMOS 22.
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Figure 1. Hypothesized CFA Model with 7 Latent Constructs.
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In analyzing output from the standardized estimates all estimated coefficients
reached statistical significance. Likewise, all factor loadings appeared to load
appropriately while all correlations modeled were statistically significant. Although a
statistically significant model was revealed, X2 =1988.48 (719, N =314), p < .001, the
model fit indices of the TLI and CFI were less than adequate (.863, .874 respectively),
and the RMSEA attained a value of .075 (with a 90% confidence interval of .071 to .079),
indicating a reasonable fit to the data. In summary, while the hypothesized model was
found to be significant it did not represent an acceptable fit to the data.
Modification indices were then examined to determine any possibilities of
improving the model. After reviewing the modification indices a series of 19
respecifications were made one at time including a) correlating the error variances
between different modeling indicator variables, b) correlating the error variances between
different coaching indicator variables, and c) correlating the error variances between two
different articulation indicator variables (see Figure 2) (see Appendix I). These
correlations were made based on the notion that the items measuring these teaching
methods are tied to each other during the process of carrying out instruction.
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Figure 2. Respecified Model.
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Results of the respecified model revealed a statistically significant Chi-Square,
1512.023 (700, N = 314), p < .001, with higher values on the TLI and CFI (.910, .919
respectively). Moreover the RMSEA attained a lower value of .061 (with a 90%
confidence interval of .057 to .065) indicating an overall better fit between the data and
the model (see Table 6). Because the change in Chi-Square did not become significantly
worse (i.e. higher), and because better fit indices for the TLI, CFI, and RMSEA were
obtained in addition to creating a more parsimonious model, the respecified model was
retained.
Table 6
Chi-Square and Goodness of Fit Indices for Confirmatory Factor Models
x2

df

p

TLI

CFI

RMSEA

Original

1988.48

719

< .001**

.863

.874

.075

Respecified

1512.02

700

<.001**

.910

.919

.061

Factor
Model

**Chi-square significant at the 0.01 level.

Internal Validity
To test the internal validity of the MCASE all seven subscales were correlated
with one another (see Table 7). All subscales illustrated statistically significant (p < .001)
positive correlations with one another (see Table 7). To expand: modeling was
significantly correlated with every other subscale; coaching was significantly correlated
with every other subscale; articulation was significantly correlated with every other
subscale; comparative reflection was significantly with correlated every other subscale;
true reflection was significantly correlated with every other subscale; instructor guided
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exploration was significantly correlated with every other subscale; and true exploration
was significantly correlated with every other subscale (see Table 7).
Table 7
Correlations Among MCASE Subscales
MCASE
Instructor
MCASE
Guided
True
Exploration Exploration

MCASE
MCASE
MCASE MCASE
MCASE Comparative
True
Modeling Coaching Articulation Reflection Reflection
MCASE Modeling Pearson
Correlation

1

Sig. (2-tailed)
N
MCASE Coaching Pearson
Correlation
Sig. (2-tailed)
N
MCASE
Articulation

1

<.001
628

Pearson
Correlation

.640**

.717**

Sig. (2-tailed)

<.001

<.001

626

626

626

Pearson
Correlation

.506**

.633**

.593**

Sig. (2-tailed)

<.001

<.001

<.001

628

628

626

628

Pearson
Correlation

.430**

.607**

.563**

.501**

Sig. (2-tailed)

<.001

<.001

<.001

<.001

624

624

622

624

624

.603**

.699**

.676**

.548**

.491**

<.001

<.001

<.001

<.001

<.001

628

628

626

628

624

628

**

**

**

**

**

N
MCASE True
Reflection

.730**

628

N
MCASE
Comparative
Reflection

628

N
Pearson
MCASE
Instructor Guided Correlation
Exploration
Sig. (2-tailed)
N
Pearson
MCASE
True Exploration Correlation
Sig. (2-tailed)
N

1

1

1

1

.502

.404

.435

.292

.299

.403**

<.001

<.001

<.001

<.001

<.001

<.001

628

628

626

628

624

628

**. Correlation is significant at the 0.01 level (2-tailed).

1

628
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Concurrent Validity
Concurrent validity was evaluated by running correlations between subscales on
the MCASE with subscales on the MCTQ (see Table 8). The MCTQ is the only other
instrument currently available in the literature that has used the cognitive apprenticeship
framework to develop their instrument. In 2010, Stalmeijer et al., validated the scores on
the MCTQ using confirmatory factor analysis with a five-factor structure (CMIN/df =
1.09, GFI = 0.92, CFI = 1.0, RMSEA 0.03, and PCLOSE 0.85). Results from the 2010
study also showed that the scores on the MCTQ were reliable for all five factors:
modeling ( = .86), coaching ( = .83), articulation ( = .89), exploration ( = .94), and
safe learning environment ( = .96). Other research that has used the MCTQ, have
further validated the MCTQ by reporting strong reliability and validity evidence
(Boerboom, et al., 2011). Because the current study was not focused on assessing the
factor of safe learning environment, the current study tested the model using a four-factor
solution via CFA, in which model fit indices were found to be an adequate fit (χ ² =
457.24, p<.001, TLI = .895, CFI = 0.927, RMSEA = 0.133) (see Figure 3). Results
further signified that the scores on the MCTQ were reliable for all four factors: modeling
( = .85), coaching ( = .86), articulation ( = .87), and exploration ( = .93).
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Chi Square = 457.24, df = 38, p<.001, TLI = .895, CFI = 0.927, RMSEA = 0.133

Figure 3. Confirmatory Factor Analysis 4 Factor MCTQ Solution.
While the researcher expected that the matching subscales between the MCASE
and MCTQ would correlate moderately to highly with one another (.50-.70), one subscale
failed to meet this expectation (see Table 8). To expand, the MCASE modeling subscale
was highly correlated to the MCTQ modeling subscale, (r = .79, p < .001); the MCASE
coaching subscale was highly correlated with the MCTQ coaching subscale (r = .75 p <
.001); the MCASE articulation subscale was highly correlated to the MCTQ articulation
subscale, (r = .77 p < .001); the MCASE instructor guided exploration subscale was
moderately correlated to the MCTQ exploration subscale, (r = .56, p < .001), and finally
the MCASE true exploration subscale, although the correlation was lower, was
nonetheless statistically significantly correlated to the MCTQ exploration subscale, (r =
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.45, p < .001). The reflection subscales of the MCASE were not correlated with any of
the MCTQ subscales, as the MCTQ does not include a reflection subscale as part of its
instrument.
Table 8
Correlations Between MCASE and MCTQ Subscales

MCASE
Modeling

MCASE
Coaching

MCASE
Articulation

MCASE
Instructor
Guided
Exploration
MCASE
True
Exploration

Pearson
Correlation
Sig. (2tailed)
N

MCTQ
MCTQ
MCTQ
MCTQ
Modeling Coaching Articulation Exploration
.791**

MCTQ
Exploration

<.001
627

Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N
Pearson
Correlation
Sig. (2tailed)
N

.745**
<.001
627
.768**
<.001
625
.563**
<.001
627
.449**
<.001
627

**. Correlation is significant at the 0.01 level (2-tailed).

Convergent Validity
Convergent validity was evaluated by running correlations between scores on the
MCASE with scores on the anxiety domain of the SAM and the CSSE (see Table 9).
Table 9
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Correlations among MCASE subscale scores, SAM, and CSSE
SAM
Scores
MCASE Modeling

Pearson Correlation

-.240**

Sig. (2-tailed)

<.001

<.001

628

628

N
MCASE Coaching

-.149**

Sig. (2-tailed)

<.001

<.001

628

628

Pearson Correlation

-.222**

.312

Sig. (2-tailed)

<.001

<.001

628

626

N
MCASE Comparative
Reflection

.220**

Pearson Correlation

-.132**

Sig. (2-tailed)

<.001

<.001

628

628

N
MCASE True
Reflection

.343**

Pearson Correlation

N
MCASE Articulation

CSSE
Scores

.150**

Pearson Correlation

-.135**

Sig. (2-tailed)

<.001

<.001

624

624

N
MCASE Instructor Guided Pearson Correlation
Exploration
Sig. (2-tailed)
N

-.151**

.135**

.239**

<.001

<.001

628

628
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Table 9 (continued).

SAM
Scores
MCASE
True Exploration

CSSE
Scores

Pearson Correlation

-.616**

Sig. (2-tailed)

<.001

<.001

628

628

N

.704**

**. Correlation is significant at the 0.01 level (2-tailed).

The Statistical Anxiety Measure (SAM) is a 44-item measure that contains six
subscales in which students are asked to rate their level of anxiety or level of agreement
on a series of statements related to conducting and analyzing statistics (Earp, 2007). For
the purposes of this study, students were asked to complete only the anxiety subscale of
the SAM that contained 9 items and are averaged together for an anxiety score, with
higher scores indicating higher levels of statistics anxiety (Earp, 2007). Scores on the
SAM ranged between 1.00 to 4.00 with a mean score of 1.87 and a standard deviation of
.75. Previous studies which have tested the reliability of the SAM have reported high
reliabilities ( = .86) (Earp, 2007) and ( = .90) (Vahedi, Farrokhi, & Bevrani, 2011).
The current study also found the scores on the anxiety subscale of the SAM to be reliable
( = .91). To further assess the SAM, a CFA was run using a one-factor model, in which
model fit indices were found to be a good to adequate fit (χ ² = 177.20, p<.001, TLI =
.927, CFI = 0.948, RMSEA = 0.127) (see Figure 4) (see Table 10).
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Chi Square = 177.20, df = 20, p<.001, TLI = .927, CFI = 0.948, RMSEA = 0.127

Figure 4. Confirmatory Factor Analysis 1 Factor SAM Solution.
It was expected that there would be low negative correlations between scores on
the MCASE and scores on the anxiety domain of the SAM. Although this was the
expectation, one subscale showed otherwise (see Table 9). Specifically, the MCASE
modeling, coaching, articulation, comparative reflection, true reflection, and instructor
guided exploration subscales all illustrated statistically significant negative correlations
with anxiety, but were weakly correlated (r = -.24, p < .001; r = -.15, p < .001; r = -.22, p
< .001; r = -.13, p < .001; r = -.14, p < .001; r = -.15, p < .001, respectively) (Field,
2009). The only MCASE subscale that did not meet this expectation was the correlation
between the SAM and the MCASE true exploration subscale (r = -.62, p < .001) (Field,
2009).
Convergent validity was also evaluated by running correlations between scores on
the MCASE with scores on the Current Statistical Self-Efficacy Scale (CSSE) (Finney &
Schraw, 2003) (see Table 9). The CSSE includes 14 items to which students were asked

65
to rate their confidence level on a series of tasks related to using, conducting,
interpreting, and analyzing statistics. These responses were combined to yield an average
statistical self-efficacy score, in which the current study found scores to range between
1.00 to 6.00 with a mean score of 4.03 and a standard deviation of 1.38, with higher
scores indicating higher statistical self-efficacy (Finney & Schraw, 2003). Previous
studies using the CSSE have found scores to reliable ( = .91,  = .94) (Finney &
Schraw, 2003), (α = .92) (Larwin, 2014), and (
( = .95) (Schneider, 2011) and valid with a
one-factor solution (Larwin, 2014). Results from the current study also found a good fit
with a one-factor model via CFA (χ ² = 968.68, p<.001, TLI = 0.884, CFI = .902,
RMSEA = 0.136) (see Figure 5) (see Table 10).
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Chi Square = 968.68, df = 77, p<.001, TLI = 0.884, CFI = .902, RMSEA = 0.136

Figure 5. Confirmatory Factor Analysis 1 Factor CSSE Solution.
The expectation was that there would be low positive correlations between
subscale scores on the MCASE and scores on the CSSE, which was met to some degree.
To expand, the MCASE subscales for coaching, comparative reflection, true reflection,
and instructor guided exploration were all positively correlated with the CSSE (r = .22, p
< .001; r = .15, p < .001; r = .14, p < .001; r = .24, p < .001, respectively) although these
correlations were weak. Furthermore, the MCASE modeling and articulation subscales
were found to moderately correlate with the CSSE (r = .34, p < .001; r = .31, p < .001)
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(Field, 2009), whereas the MCASE true exploration subscale was found to strongly
correlate with the CSSE (r = .70, p < .001).
Table 10
MCTQ, SAM, and CSSE Chi-Square and Goodness of Fit Indices for Confirmatory
Factor Models

x2

df

p

TLI

CFI

RMSEA

MCTQ

457.22

38

<.001**

.895

.927

.133

SAM

177.20

20

<.001**

.927

.948

.112

CSSE

968.68

77

<.001**

.884

.902

.136

Factor
Model

**Chi-square significant at the 0.01 level.

Statistical Self-Efficacy and Statistics Anxiety
Since research has consistently found negative correlations between statistics
anxiety and statistical self-efficacy, correlations were run between scores on the SAM
and scores on the CSSE. Results from the current study indicated that there was a
statistically significant negative correlation between statistics anxiety and statistical selfefficacy (r = -.685, p < .001), supporting what previous research has reported (Mvududu
& Kanyongo, 2011; Wade & Goodfellow, 2009).
Demographic Differences Among Statistical Anxiety Scores
To get a better understanding of the data and to determine if the data further
match what previous literature has found, differences in mean scores on the SAM and
CSSE were examined on select demographic variables. Scores on the SAM (Earp, 2007)
were compared on the following demographics: gender, ethnicity, age, reason for taking
last statistics course, number of statistics courses completed, and grade made in last
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statistics course. In comparing scores on the SAM between male and females results
indicated that the assumption of Homogeneity of Variance was met. The results from the
current study reflect what previous research has found in which females tended to report
having higher levels of statistics anxiety (M = 1.92), than males (M = 1.67), a difference
that was statistically significant t (622) = -3.62, p < .001 (Bell, 2003; Bradley & Wygant,
1998; Davis, 2003; Desy et al., 2009; Onwuegbuzie, 2004; Zeidner, 1991).
To test for differences among ethnicities on the SAM an ANOVA was run for
which results indicated that the assumption of Homogeneity of Variance was met using
Levene’s Test of Equality of Variances with a significance level of (.080). Overall, these
differences were found to be statistically significant (F(6, 623) = 2.315, p = .03).
Literature has found that African Americans and other minorities tend to report having
higher statistics anxiety levels compared to whites (Onwuegbuzie, 1999), a result also
found in the current study. To expand, African Americas (M = 1.90), and American
Indians (M = 2.86) reported higher anxiety scores than whites (M = 1.88). Furthermore,
of all the ethnicities measured, Asians reported having the lowest statistics anxiety scores,
(M = 1.69) which was even lower than the majority of their white peers (M = 1.88).
To test for differences among age groups on the SAM an ANOVA was run in
which the assumption of Homogeneity of Variance was met using Levene’s Test of
Equality of Variances with a significance level of (.661). Corresponding to what other
studies in the literature have found, results showed a statistically significant difference in
SAM scores between older and younger students. Results illustrated students between
the ages of 46-50 tended to report having higher anxiety levels (M = 2.05) than younger
students between the ages of 23-25, (M = 1.78) (Bell, 2003; Onwuegbuzie, 1999).
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However, this relationship was not statistically significant in the current study (F (8, 626)
= .848, p = .561).
Another demographic that students were asked to report was their reason for
taking their last statistics courses (e.g. “required” vs. “elective”). To test for differences,
an independent samples t-test was run, during which the assumption of Homogeneity of
Variance was not met and thus the implication for the findings should be considered with
caution. Results showed that students who reported taking the course because it was
required had higher anxiety scores (M = 1.97) compared to students who reported taking
the statistics course as an elective (M = 1.61), a difference that was statistically
significant (t (618) = 5.79, p < .001).
To test for differences among number of statistics courses students had completed
and their reported anxiety scores an ANOVA was run, however the assumption of
Homogeneity of Variance was not met. Results tended to demonstrate that the more
statistics courses a student had completed, the lower their anxiety scores were. For
example students who had taken six or seven or more statistics courses had lower anxiety
scores (M = 1.49, M = 1.38, respectively) compared to students who had completed only
one or two statistics courses (M = 2.09, M = 2.11, respectively), a difference that was
statistically significant (F (7, 621) = 13.07, p < .001).
To assess for differences in academic performance and statistical anxiety, students
were asked to report the grade he or she made in his or her last statistics course. Results
from the ANOVA showed the assumption of Homogeneity of Variance was met (p =
.177), and that there were statistically significant differences among students’ grades and
his or her statistics anxiety scores (F (3, 623) = 15.68, p < .001), thus confirming results
from previous studies (Awang-Hashim et al., 2002; Baloğ lu,& Zelhart, 2003; Chiesi &
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Primi, 2010; Mvududu, & Kanyongo, 2011; Onwuegbuzie, 2001; Onwuegbuzie, 2003;
Onwuegbuzie & Seaman, 1995; Tremblay et al., 2000; Zeidner, 1991). Specifically,
students who reported making an “A” in their last statistics course had lower statistics
anxiety scores (M = 1.78), than students who reported making a lower grade (e.g.,“C”)
(M = 2.59).
Demographic Differences Among Statistical Self-Efficacy Scores
To measure student’s statistical self-efficacy, each student was asked to complete
the Current Statistical Self-Efficacy Scale (CSSE) (Finney & Schraw, 2003). Scores on
the CSSE (Finney & Schraw, 2003) were compared on the following demographics:
gender, ethnicity, age, reason for taking last statistics course, number of statistics courses
completed, and grade made in last statistics course. In comparing scores on the CSSE
between male and females results indicated that the assumption of Homogeneity of
Variance was not met. The results from the current study complement what previous
research has found in which females tended to report having lower levels of statistical
self-efficacy (M = 3.90), than males (M = 4.56), a difference that was statistically
significant (t (623) = 4.44, p < .001) (Bandalos et al., 1995; Hyde & Durik, 2005).
To test for differences among ethnicities on the CSSE an ANOVA was run in
which results indicated that the assumption of Homogeneity of Variance was met using
Levene’s Test of Equality of Variances with a significance level of (.695). Results from
the current study found that African Americas (M = 3.86) reported having lower selfefficacy scores than whites (M = 4.00), and that Asians had the highest statistical selfefficacy scores among any of the reported ethnicity groups (M = 4.44); overall, the
differences were found to be statistically significant (F (6, 624) = 2.324, p = .03).
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To test for differences among age groups on the CSSE an ANOVA was run in
which the assumption of Homogeneity of Variance was met using Levene’s Test of
Equality of Variances with a significance level of (.171). Results showed a statistically
significant difference in CSSE scores between older and younger students (F (8, 626) =
.304, p < .001). To expand, older students between the ages of 51-55 tended to report
lower self-efficacy scores (M = 3.19) than younger students between the ages of 23-25,
(M = 4.42).
As noted previously, students were asked to report their reason for taking their
last statistics courses. To test for differences in CSSE scores, an independent samples ttest was run, during which the assumption of Homogeneity of Variance was not met and
thus the results should be considered with caution. Results indicated that students who
reported taking the course as an elective had higher statistical self-efficacy scores (M =
4.59), than those students who reported taking the course as a program requirement (M =
3.79) a difference that was statistically significant t (619) = -6.90, p < .001.
To determine if the number of statistics courses students had completed made a
difference in students CSSE scores an ANOVA was run. However, the assumption of
Homogeneity of Variance was not met. Results from the ANOVA showed that the more
statistics courses a student had completed the higher their self-efficacy scores were. For
example students who had completed six or seven or more statistics courses had higher
CSSE scores (M = 4.95, M = 5.22, respectively) compared to students who had
completed only completed one or two statistics courses (M = 3.36, M = 3.62,
respectively), a difference that was statistically significant (F (7, 622) = 22.90, p < .001)
and match what previous studies have found (Bandalos et al., 1995; Carmichael et al.,
2010).
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Finally, to test for differences in academic performance and statistical selfefficacy, an ANOVA was run in which the assumption of Homogeneity of Variance was
met (p = .185). Results from the ANOVA illustrated statistically significant differences
among student’s grades and his or her statistical self-efficacy scores (F (4, 624) = 20.16,
p < .001). To expand, student’s who reported making an “A” in their last statistics course
had higher statistical self-efficacy scores (M = 4.19), than student’s who reported making
a lower grade (“C”) (M = 2.98), supporting what previous studies have reported (Abd-ElFattah, 2005; Abdi et al., 2012; Bartsch et al., 2012; Bong & Skallvik, 2003; Chiesi et
al., 2010; Finney & Schraw, 2003; Lane & Lane, 2001; Olani et al., 2010). Academic
Performance and MCASE Scores
All items on the MCASE were averaged together to create a total MCASE score.
Mean scores ranged between 1.00 to 5.00, with a mean of 3.24 and a standard deviation
of .84. This was done in order to examine the differences among academic performance
and MCASE scores. To explore the relationship an ANOVA was run, in which the
assumption of Homogeneity of Variance was met (p = .741). Findings from the ANOVA
showed that students who reported making an “A” had higher MCASE scores (M = 3.34)
than students who reported making a “C” (M = 2.55), a difference that was statistically
significant (F (3, 623) = 15.01, p < .001).
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CHAPTER V
DISCUSSION
Limited research thus far has investigated the outcomes of different pedagogical
methods used in statistics education and their relationship with statistics anxiety,
statistical self-efficacy, and academic performance. Instead research on statistics anxiety
and statistical self-efficacy has focused on demographic differences such as gender
(Bandalos et al., 1995; Bell, 2003; Bradley & Wygant, 1998; Davis, 2003; Desy et al.,
2009; Hyde & Durik, 2005; Onwuegbuzie, 2004; Zeidner, 1991), ethnicity
(Onwuegbuzie, 1999), age (Bell, 2003; Onwuegbuzie, 1999), previous experience using
statistics (Bandalos et al., 1995; Baloğ lu, 2003),
2
and academic performance (Abd-ElFattah, 2005; Awang-Hashim et al., 2002; Baloğ lu,& Zelhart, 2003; Bartsch et al., 2012;
Bong & Skallvik, 2003; Chiesi & Primi, 2010; Chiesi et al., 2010; Finney & Schraw,
2003; Lane & Lane, 2001; Mvududu, & Kanyongo, 2011; Olani et al., 2010;
Onwuegbuzie, 2001; Onwuegbuzie, 2003; Onwuegbuzie & Seaman, 1995; Tremblay et
al., 2000; Zeidner, 1991).
Although research has begun to unveil successful approaches in addressing
students’ statistics anxiety, statistical self-efficacy, and academic performance limited
research is available on the influence of different pedagogical models and practices.
Furthermore, no instruments to date have sought to measure the educational and
cognitive outcomes a Cognitive Apprenticeship Method of Instruction can have in
statistics education, in particular the relationship among a CA-MOI and statistical
anxiety, statistical self-efficacy, and academic performance. In this chapter, the results
from the phases of measurement construction are reviewed and discussed (planning,
construction, quantitative evaluation, and validation) (DeVellis, 2003; Earp, 2007). The
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chapter will follow with a summary of the results and implications and recommendations
of findings, and conclude by detailing limitations and suggestions for future research.
Summary of the Results
In Chapter I both the objective and the audience that the MCASE would benefit
were identified. In the development of the MCASE, the goal was to determine what the
theory and research on cognitive apprenticeships within educational settings had in
common and then build the MCASE so that it measured the multiple teaching methods of
cognitive apprenticeships that are found in the literature, (Bates et al., 2012; Boling et al.,
2012; Bouck et al., 2008; Brown et al., 1989; Ching-Ching Cheng, 2014; Chiu et al.,
2002; Collins et al., 1991; Collins et al., 1989; Darabi, 2005; Dickey, 2007; Durak et al.,
2006; Francom & Gardner, 2014; Hansman, 2001; Kuo et al., 2012; Lee, 1995; Linkon,
2005; Maigida & Ogwo, 2013; Mayer et al., 2002; Mathes et al., 2005; Poitras & Poitras,
2011; Teong, 2003; Stalmeijer, 2008, 2010; Wenger, 2011; Wedelin & Adawi, 2014;
Wooley & Jarvis, 2007; Wu et al., 2012). This was also done in order to provide a deeper
understanding for how statistics educators, as well as individuals who are responsible for
curriculum development can potentially implement a CA-MOI within statistics education.
Research surrounding cognitive apprenticeship within educational settings was
summarized through thematic analyses of latent constructs proposed by Boling et al.
(2012), Boerboom et al. (2011), Brandt et al. (1993), Collins et al. (1991), Francom and
Gardner (2014), Hansman (2001), Stalmeijer, et al. (2008; 2010), and Wedelin and
Adawi (2014). The analysis revealed a total of six teaching methods. These six teaching
methods (modeling, coaching, scaffolding, articulation, reflection, and exploration) were
then were used to develop the original version of the MCASE. An item pool with a total
of 43 items was developed and reviewed by eight experts. Items were then eliminated,
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revised, reordered, or added based on the agreement and written feedback from the
subject matter experts, which resulted in a revised 47-item measure.
The 47 items were piloted on a random half of the total sample, resulting in a pilot
sample of 314 college students. To conduct initial item pool reduction an EFA was run,
in which seven items were reduced from the revised MCASE, leaving a total of 40 items
for the final version of the MCASE. The EFA further illustrated a seven factor model in
which items were found to load differently than expected and resulted in redefining the
teaching methods in the MCASE as follows: modeling, coaching, articulation,
comparative reflection, true reflection, instructor guided exploration, and true
exploration.
While previous research has separated modeling, coaching, and scaffolding into
three separate latent constructs (Boerboom et al., 2011; Collins et al., 1991; Darabi, 2005;
Francom & Gardner, 2014; Hansman, 2001; Kuo et al., 2012; Stalmeijer et al., 2010;
Wedelin & Adawi, 2014), the current study shows a different outcome. To expand, items
that were originally framed within the scaffolding teaching method loaded either within
the modeling or coaching construct, and did not load as an independent factor. This may
have happened as some of practices that take place during the scaffolding teaching
method can also easily overlap during the modeling and coaching methods. For example
if a student is conducting an analysis and forgets a step the instructor could model how to
perform the step, or the instructor could help coach the student through the step.
Other constructs that loaded differently than expected were reflection and
exploration. Reflection loaded as two individual constructs with similar themes, in which
four items centered around comparative reflection and students reflected on their
understanding of a concept by comparing it to that of the instructor and/or their peers and
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two items where students reflected on their own unique strengths and challenges without
comparing it to others, called true reflection. Results also showed that exploration loaded
into two factors, with three items focusing on instructor-guided exploration where the
instructor guided students to explore how concepts can be applied outside the classroom
and two items that centered on true exploration where students explored their comfort
level with conducting and analyzing statistical analyses independently.
The items were then tested on the remaining half of the sample, for a test sample
of 314 students via confirmatory factor analysis. Results indicated the proposed model to
reasonably fit the data, which led to respecifying the model by adding correlations among
19 error variances. By respecifying the model, model fit indices significantly improved
and thus the new seven-factor model was retained.
To test the internal validity of the MCASE, correlations were run among the
MCASE subscales. All of the subscale correlations were found to be statistically
significant and each was found to correlate moderately to highly with each other ranging
from .30 to .73. To assess the concurrent validity of the MCASE, correlations were run
among the subscales on the MCASE with the MCTQ. The MCTQ (Stalmeijer et al.,
2010) is the only other instrument currently available in the literature that uses the
cognitive apprenticeship framework and has shown to be both reliable and valid
(Boerboom, et al., 2011; Stalmeijer et al., 2008, 2010).
Although the expectation was for the matching subscales between the MCASE
and the revised MCTQ to correlate moderately to highly with one another (.50-.70), there
was one subscale that did not meet this expectation. To expand, low correlations were
found between the MCASE true exploration subscale and the MCTQ exploration
subscale. This could be explained by the possibility that items on the MCASE true
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exploration subscale focused on students’ comfort level to conduct and analyze statistical
analyses independently, whereas items on the MCTQ exploration subscale asked students
about the encouragement received from their instructor to formulate and pursue their own
learning goals. However, it should be noted that items on the MCASE instructor-guided
exploration subscale did tap into the degree to which student reported being guided by
their instructors, and was found to moderately correlate with items on the MCTQ
exploration subscale.
Convergent validity was measured through running two correlational analyses. It
was anticipated that the scores on the anxiety domain of the SAM would have both small
and negative correlations with subscale scores on the MCASE. Although subscale scores
did negatively correlate and were statistically significant, the MCASE true exploration
subscale was found to strongly correlate with scores on the SAM. To further assess
convergent validity, correlations were run between MCASE subscales and CSSE scores,
in which it was expected that scores would have small and positive correlations.
Although a majority of correlations did meet this expectation and were found to be
statistically significant, the articulation subscales were found to moderately correlate with
the CSSE and the MCASE true exploration subscale was found to strongly correlate with
the CSSE.
To examine relationships that have been previously established in the literature on
statistics anxiety, statistical self-efficacy, and academic performance mean difference
tests were run on select demographic variables. Results from mean difference testing
matched what previous literature has found on statistics anxiety in which females
reported higher statistical anxiety scores than males (Bell, 2003; Bradley & Wygant,
1998; Davis, 2003; Desy et al., 2009; Onwuegbuzie, 2004; Zeidner, 1991), African
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Americans reported higher anxiety scores than whites (Onwuegbuzie, 1999), older
students had higher anxiety scores than younger students (Bell, 2003; Onwuegbuzie,
1999), and students who performed lower academically had lower anxiety scores than
their peers who made higher grades (Awang-Hashim, et al., 2003; Chiesi & Primi, 2010;
Mvududu, & Kanyongo, 2011; Onwuegbuzie, 2001; Onwuegbuzie, 2003; Onwuegbuzie
& Seaman, 1995; Tremblay et al., 2000; Zeidner, 1991).
Differences between scores on the CSSE also reflect what previous studies have
found in which males reported having higher statistical self-efficacy than females
(Bandalos et al., 1995; Hyde & Durik, 2005), students who had more experience with
statistics had higher statistical self-efficacy (Bandalos et al., 1995; Carmichael et al.,
2010), and students who performed better academically tended to have higher CSSE
scores (Abd-El-Fattah, 2005; Bartsch et al.,, 2012; Bong & Skallvik, 2003; Chiesi et al.,
2010; Finney & Schraw, 2003; Lane & Lane, 2001; Olani et al., 2010).
To determine the differences in academic performance by those who reported
being taught using a cognitive apprenticeship model of instruction within their last
statistics course with those who reported not being taught using a CA-MOI, total scores
for the MCASE were calculated. Results showed that students who reported having
higher MCASE scores (being taught using the CA-MOI) reported performing better
academically in their statistics course compared to students with lower MCASE scores.
Because research has continued to support the need for investigating pedagogical
methods and practices to help improve students’ statistical anxiety, statistical selfefficacy, and academic performance within statistics education (Bui & Alfaro, 2011;
Chei-Chan et al., 2014; Davis, 2003; Huntley et al., 2000; Pan & Tang, 2004, 2005), it is
important to compare the results of students’ scores across scales. When collectively
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comparing the results from the SAM, CSSE, and student’s self-reported academic
performance with scores on the MCASE, it can be inferred that utilizing a cognitive
apprenticeship method of instruction can help improve student’s statistics anxiety,
statistical self-efficacy, and his or her academic performance.
Research has continued to show positive educational outcomes for implementing
a cognitive apprenticeship model of instruction in academic disciplines and fields that
involve the use of complex tasks such as engineering (Wedeline & Adawi, 2014), law
(Wegner, 2011), medicine (Durak et al., 2006), and automobile mechanics (Maigida &
Ogwo, 2013). Because learning statistics has also been shown to involve learning
complex tasks and procedures (Nere et al., 2012), there was justification for examining
the influence of a CA-MOI within statistics education. However, no instrument in the
literature to date has measured the degree to which a CA-MOI has been implemented
within statistics education leading to the purpose of this study, which was to develop and
validate an instrument for measuring a cognitive apprenticeship model of instruction in
statistics education (MCASE). After successfully completing four phases of scale
development procedures as well as testing the instrument, the scores were found to be
both reliable and valid, resulting in an instrument that can be used within statistics
education for measuring the educational and cognitive outcomes of implementing a CAMOI in statistics education.
Prior to the development of the MCASE several researchers have made
generalizations about the effectiveness of utilizing a CA-MOI but had failed to measure if
and to what degree this teaching method was being applied in their classrooms and/or
field. Following the development of the MCASE, researchers and/or educators who want
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to measure the effectiveness of using a CA-MOI could rephrase items on the MCASE to
reflect their particular discipline or field.
In summary, results of this study suggest that a cognitive apprenticeship model of
instruction can be measured (via the MCASE) in statistics education and be represented
by seven teaching methods: modeling, coaching, articulation, comparative reflection, true
reflection, instructor-guided exploration, and true exploration. The MCASE can further
be interpreted as an improvement over the revised MCTQ (Stalmieijer et al., 2010) the
only other instrument currently available in the literature that uses a CA-MOI framework.
Some of the ways in which the MCASE is an improvement over the revised-MCTQ is
that it includes more items on the modeling, coaching, and articulation sub-scales which
can lead to more stable and stronger factors (Costellow & Osborne, 2005). Secondly, the
MCASE does not eliminate the reflection method resulting in a measure that better
represents the original theory (Collins et al., 1991).
The subscales (factors) on the MCASE also differ from the revised-MCTQ
(Stalmieijer et al., 2010) subscales. In particular, the scaffolding teaching method on the
revised-MCTQ is combined with the coaching subscale and includes only two items from
the original MCTQ (Stalmieijer et al., 2008) scaffolding subscale, whereas the MCASE
includes six items related to scaffolding that are seen throughout the modeling and
coaching subscales. The revised-MCTQ also eliminates the reflection subscale, but
combines one item from the original MCTQ (Stalmieijer et al., 2008), whereas the
MCASE includes five items related to reflection across the comparative reflection
subscale and the true reflection subscale, again providing an improved instrument that
better reflects the original cognitive apprenticeship theory (Collins et al., 1991). Finally
the scales differ in that the revised-MCTQ exploration subscale includes only two items
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whereas the MCASE includes five items related to exploration across the instructorguided exploration subscale and the true exploration subscale thus creating more chances
for students to demonstrate if and to what degree their statistics instructor provided them
with opportunities to explore their level of understanding with statistics.
Although research has sought to examine statistics anxiety, statistical selfefficacy, and influences of academic performance in statistics education this study is
unique in that it is the first to date that has concurrently investigated these constructs
while also examining the influence of pedagogical practices used in statistics education.
Since results from this study found statistically significant relationships among students’
statistics anxiety, statistical self-efficacy, and academic performance with students who
reported being taught using a CA-MOI, statistics educators should consider becoming
familiarized with the teaching techniques used in implementing a CA-MOI, and apply
those techniques in their classroom. Furthermore, as the scores on the MCASE in the
current study were shown to be reliable and valid, statistics educators who implement
these techniques should distribute the MCASE in addition to the SAM and the CSSE to
determine if he or she is truly implementing the CA-MOI as well as to determine the
influence the teaching method has on students statistics anxiety, statistical self-efficacy,
and academic performance.
Implications and Recommendations of the Findings
To help alleviate statistics anxiety faced by students and to help improve students’
statistical self-efficacy and academic performance, statistics educators might consider
structuring their courses around opportunities that would allow for applying the teaching
methods of a cognitive apprenticeship model instruction. To get an idea of how a CA-
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MOI could be implemented within statistics education, educators should consider
employing some of the following suggestions and recommendations.
In this study, the teaching method modeling, along with the other six teaching
methods were all shown to have statistically significant relationships with students’
statistics anxiety, statistical self-efficacy, and academic performance within a statistics
class. In order to implement modeling, an instructor could take the time in class to
illustrate to his or her students’ both how to perform a statistical procedure as well as the
thought processes involved in making those decisions. For example, if an instructor were
teaching his class how to conduct an independent samples t-test in SPSS, he could model
that task by using a projector that shows students where to point and click within SPSS,
while also explaining his thought processes for selecting certain options (e.g. selecting to
receive output on the homogeneity test to check that the assumptions of the independent
samples t-test have been met). During the same class period the instructor could review
additional examples from the text, his own data, and/or student’s data as a means to give
students several opportunities to observe the behaviors and thought processes involved in
conducting and analyzing output from an independent samples t-test.
In building upon the current example for how to implement coaching, the
instructor could provide opportunities in class for students to perform an independent
samples t-test on their own. As the students begin conducting the analysis the instructor
could move around the classroom and help coach students through the analysis, while
also giving suggestions to the students on how they could improve their approach to the
analysis and interpretation of output. If students ran into difficulty in conducting the
analysis or analyzing the output the instructor could help coach them through completing
the task and/or interpreting the results.
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To apply the articulation method, the instructor could give students a sample
dataset with a research scenario (e.g. gender differences in GRE scores) and ask them to
write a report similar to a results section of a journal article. An additional technique the
instructor could utilize in assessing students’ understanding of an independent samples ttest is by giving an oral exam, in which the instructor would give students output from a
statistical procedure and ask them to draw statistical conclusions based on the results.
In allowing students the opportunity to comparatively reflect on their
understanding of a procedure the instructor could ask students to conduct an analysis in
class and compare his or her results with their peers, and/or the results of the instructor.
Furthermore, the instructor could also have students compare results from their written
reports with that of their peers. To allow for true reflection the instructor could ask his
students to submit a notecard at the end of each class period on what they interpreted to
be the take away points from the class and what they would like reviewed again in the
next class to alleviate misunderstandings or confusion. An additional method for
implementing true reflection would be to have students submit monthly reflection papers
on their strengths and challenges within the course.
In implementing instructor-guided exploration, the instructor could illustrate how
the material learned in class can be applied to situations outside the classroom
environment. For example, the instructor could bring in newspaper articles or magazines
that demonstrate how statistics are used in real-world situations. Other approaches in
implementing this method would include having students explore the differences and
similarities of statistical procedures when moving forward in class material (e.g. compare
and contrast an independent samples t-test and a one-way ANOVA); or having students
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submit idea papers where they explore and discuss how analyses taught in class could be
used in a study involving their own research interests.
True exploration could be implemented in a statistics course by having students
report their comfort levels with conducting and analyzing statistical analyzes
independently. For instance, after the instructor has wrapped up the discussion on a
particular analysis (e.g. independent samples t-test; ANOVA; regression) he could
distribute a comfort scale asking students to report their comfort level with independently
conducting and analyzing the particular statistical analysis that was covered in class.
As previously stated research has continued to show positive educational
outcomes for implementing a cognitive apprenticeship model of instruction in academic
disciplines and fields that involve the use of complex tasks such as engineering
(Wedeline & Adawi, 2014), law (Wegner, 2011), medicine (Durak et al., 2006), and
automobile mechanics (Maigida & Ogwo, 2013). Because learning statistics has also
been shown to involve learning complex tasks and procedures (Nere et al., 2012), there
was justification for examining the influence of a CA-MOI within statistics education.
However, no instrument in the literature to date has measured the degree to which a CAMOI has been implemented within statistics education leading to the purpose of this
study. After successfully completing four phases of scale development procedures as well
as testing the instrument, the scores were found to be both reliable and valid, resulting in
an instrument that can be used within statistics education for measuring the educational
and cognitive outcomes of implementing a CA-MOI in statistics education.
However, to determine any causal relationships among statistics anxiety,
statistical self-efficacy, academic performance and a CA-MOI experimental studies are
needed. For example, if a faculty member wanted to examine the differences in an
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introductory statistics course, students registering would get randomly assigned to one of
two sections by the same instructor. The control class would receive instruction based on
a traditional teaching model (lecture based), and the experimental class would receive
instruction using a CA-MOI. From here pre and post-tests on the SAM and CSSE as well
as academic performance could be compared between the courses, and conclusions could
be drawn on the educational and cognitive outcomes of using a CA-MOI within statistics
education. Furthermore, it is important for faculty to also consider the demographic
differences in statistics anxiety and statistical self-efficacy when approaching these issues
using a CA-MOI as certain demographics may respond differently.
Limitations and Suggestions for Future Research
There were several limitations associated with the current study. For one,
participation in the current study was completely voluntary, thus students in the study
may have exhibited different characteristics than those students who decided not to
participate (Baloğ lu, et al., 2011; Olani et al., 2010). A second limitation of this study was
its reliance on self-report, which focuses on the students’ opinions of how they were
taught statistics, versus how they were actually taught. This study also relied on selfreport for statistics anxiety, statistical self-efficacy, and academic performance, which
may not have represented the participants’ true anxieties, self-efficacies and performance
(Olan et al., 2010; Schau, 2003). Third, this study used a non-experimental design and
therefore no cause and effect conclusions can be drawn from the results (Baloğ lu et al.,
2011).
In regard to instrument development, all items on the MCASE were written solely
by the author of this dissertation, and while empirically evaluated by expert reviewers,
there were no opportunities given to student participants to provide feedback on how to
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improve the items and/or the overall organization and flow of the questionnaire. Had the
author extended her time during the item pool creation phase, additional procedures
would have been implemented. Some of these procedures include collecting more expert
reviews as well as conducting focus groups on the evaluation of items using a mixture of
students, professors, and psychometricians.
Because the items loaded differently than expected, some of the teaching methods
items had to be restructured. Although confirmatory factor analysis found all of items to
load according to the restructured factors, additional research is needed to determine the
reliability and validity of the respecified model. Likewise, to measure these constructs
more effectively and reliably in higher education settings, the revision and addition of
items are necessary for the true reflection subscale, the instructor-guided exploration
subscale, and the true exploration subscale (Costello & Osborne, 2005). Additionally,
future researchers could potentially collapse/eliminate certain items across the modeling
and coaching subscale by examining the covariances of error terms. Consequently,
structures found in this study may differ in larger samples of future administrations of the
MCASE.
Although some of the reliability and validity analyses were different from what
was expected, a majority of these were at acceptable levels and it can therefore be
concluded that scores on the MCASE were found to be both reliable and valid. However,
future research is needed to determine if these types of relationships exist in other settings
and fields where a CA-MOI is implemented.
While the full limitations of the MCASE have not yet been entirely assessed, the
MCASE provides to date the most useful and theoretical measure of a cognitive
apprenticeship model of instruction within statistics education, which can be reworded to
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fit other fields of study that claim to use a CA-MOI. The MCASE is a measure that
statistics instructors can administer to determine if they are implementing this particular
method of instruction within their courses and additionally use these scores to determine
the influence on students’ academic achievement. Moreover, if the MCASE is being
administered in statistics education, it would also be encouraged to have students take a
statistics anxiety measure and statistical self-efficacy measure to assess the degree to
which using a CA-MOI helps student’s statistical anxiety, and statistical self-efficacy. In
conclusion, it is important to note that no single teaching approach used in statistics
education will connect with all students (Briggs et al., 2009), and thus an ongoing
struggle faced by statistics educators will be to test and experiment with teaching
methods shown throughout research to be effective such as those found and presented in
the current study.
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APPENDIX A
REVISED MCASE BASED ON FEEDBACK FROM SUBJECT MATTER
EXPERTS
Measuring Cognitive Apprenticeship in Statistics Education (MCASE)
Directions for Students: Upon remembering your most recent college level statistics course please state your level of agreement
with the following statements regarding the instructional methods used within the course with 1 indicating “Strongly Disagree,” 2
indicating “Disagree,” 3 indicating “Neither Disagree or Agree,” 4 indicating “Agree,” and 5 indicating “Strongly Agree.”

Phase of Cognitive Apprenticeship
Modeling
1.

*In class, the instructor conducted statistical
analyses in a way that was observable for students.
2. **The instructor allowed students to observe as she
or he interpreted statistical analyses in class.
3. *The instructor helped build my own understanding
of how to approach statistical problems.
4. The instructor demonstrated how to conduct
statistical analyses using a statistical software
program in class.
5. * *When teaching statistical analyses the instructor
discussed the decisions involved in conducting
analyses.
6. *The instructor introduced new statistical
concepts/methods by discussing how concepts
previously taught in class were applicable in the
current context/setting.
7. The instructor gave detailed instructions for
decision-making processes involved in statistics
8. **When giving instructions on how to make
decisions in statistics the instructor explained why
these instructions are important to achieve your
objectives.
9. *The instructor explained in detail the steps
involved in completing various statistical analyses.
10. **The instructor discussed how statistical
concepts/methods taught in class can be used in real
life situations
11. I learned how to perform statistical tasks by
observing my instructor.
12. *The instructor repeated how to conduct a specific
statistical analysis using multiple examples.
Coaching
13. *The instructor observed me while I conducted
statistical analyses in class.
14. *The instructor provided timely feedback as he or
she observed me independently perform a statistical
task.
15. When I conducted a statistical analysis on my own
for the first time in class my instructor was there to
provide feedback.
16. ^The instructor provided suggestions for how I
could improve my approach to conducting statistical
analyses.
17. ^ The instructor provided feedback in class for how
I could improve my statistical thought processes.
18. **The instructor provided feedback on my
homework assignments for how I could improve my
statistical thought processes.

Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree

89
19. ^When performing a task my instructor informed
me of gaps in my understanding.
Scaffolding/Fading
20. ^When I made an error conducting a statistical
analysis in class the instructor provided
hints/reminders that help me complete the analysis.
21. ^When I had difficulty understanding a task in class,
the instructor was able to coach me through
completing the task.
22. ^The instructor taught me how to organize my
thought processes when conducting analyses.
23. When I ran into difficulty approaching a statistical
concept/analysis, my instructor demonstrated how to
complete the task.
24. When I ran into a problem in class, the instructor
and I worked together to solve the problem.
25. *The more I mastered a statistical concept, the less
feedback I received from my instructor.
***The more I demonstrated my understanding of a
statistical concept/method, the more the instructor
encouraged my participation in class activities.
26. The assignments given in class matched my level of
understanding.
27. **The assignments given in class changed by how
the class progressed in understanding the content.
Articulation
28. The instructor used methods in class that made
students articulate their knowledge of a specific
statistical concept.
29. The instructor had students demonstrate how to
complete statistical concepts/methods to the class.
30. The instructor encouraged students to describe their
thought processes when performing a statistical task.
31. *The instructor assessed my knowledge of a
statistical concept/method by giving exams.
32. *The instructor assessed my knowledge of a
statistical concept/method by having me justify the
decisions involved in conducting an analysis.
33. *The instructor assessed my ability to problem solve
by having me come up with solutions to
complications that may occur in statistics.
34. *The instructor sometimes asked students to
describe to the class how they got their results.
Reflection
35. At the beginning of each class, the instructor asked
the class to provide details of what was covered in
the prior class period.
36. After completing an analysis, the instructor had
students compare results with other students in the
class.
37. The instructor encouraged students to compare their
knowledge of a concept with other students.
38. *Comparing my results with others helped me
become more confident of my understanding of
statistical concepts/methods.
39. The instructor asked me to reflect on my own
strengths in statistics.
40. The instructor asked me to reflect on my challenges
in statistics.
Exploration
41. The instructor illustrated how knowledge of one
statistical concept/method can be generalized to
other statistical concepts/methods.
42. ^The instructor encouraged me to think about how
various statistical approaches can be used to explore
my own research interests.
43. The instructor provided time for students to problem
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solve on his or her own.
44. **The instructor provided time for students to
illustrate their knowledge of how to interpret
statistical analyses independently.
45. The instructor illustrated how material from class
can be applied to situations outside the classroom
environment.
46. I feel comfortable conducting statistical analyzes on
my own.
47. I feel comfortable analyzing statistical analyses on
my own.
*= Reworded, ** = Added, *** = Eliminated item,
^ = Moved from different phase
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APPENDIX B
INSTITUTIONAL REVIEW BOARD NOTICE OF COMMITTEE ACTION
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APPENDIX C
MAASTRICHT CLINICAL TEACHING QUESTIONNAIRE-MODIFIED (MCTQ-M)
Maastricht Clinical Teaching Questionnaire-Modified-MCTQ-M
This questionnaire is aimed at evaluating your statistics instructor’s teaching. Please respond to each
statement by ticking the appropriate box: 1=fully disagree; 2=disagree; 3=neither agree nor disagree;
4=agree; 5=fully agree.

The Statistics Teacher…
1.
consistently demonstrated how to
perform statistical skills.
2.
created sufficient opportunities for me to
observe him/her.
3.
served as a role model as to the kind of
doctor I would like to become.
4.
gave useful feedback during or
immediately after direct observation of
my patient encounters.
5.
adjusted his/her teaching activities to my
level of experience.
6.
offered me sufficient opportunities to
perform activities independently.
7.
asked me to provide a rationale for my
actions.
8.
asked me questions aimed at increasing
my understanding.
9.
stimulated me to explore my strengths
and weaknesses.
10.
encouraged me to formulate learning
goals.
11.
encouraged me to pursue my learning
goals.
12.
created a safe learning environment.
13.
14.

Fully
Agree

Fully
Disagree

No.

was genuinely interested in me as a
student.
showed that he/she respected me.

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

1

2

3

4

5

15. Provide an overall assessment (1 – 10) for the statistical teaching performance of your most
recent statistics teacher [ __ ]
Below 6 is unsatisfactory, 10 is excellent
16. What were the strengths of your statistics teacher?
17. What are the areas where your statics teacher could improve?
© Stalmeijer et al., 2010
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APPENDIX D
STATISITICAL ANXIETY DOMAIN OF THE SAM

© Earp, 2007
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APPENDIX E
CURRENT STATISTICS SELF-EFFICACY
Current Statistics Self-Efficacy
Please rate your confidence in your current ability to successfully complete the following
tasks. The item scale has six possible responses: (1) no confidence at all, (2) a little
confidence, (3) a fair amount of confidence, (4) much confidence, (5) very much
confidence, (6) complete confidence. For each task, please mark the one response that
represents your confidence in your current ability to successfully complete the task.
Complete
Confidence

No
Confidence
1. Identify the scale of
measurement for a
variable
2. Interpret the
probability value (pvalue) from a statistical
procedure
3. Identify if a
distribution is skewed
when given the values of
three measures of central
tendency
4. Select the correct
statistical procedure to be
used to answer a research
question
5. Interpret the results of
a statistical procedure in
terms of the research
question
6. Identify the factors
that influence power
7. Explain what the value
of the standard deviation
means in terms of the
variable being measured
8. Distinguish between a
Type I error and a Type
II error in hypothesis
testing
9. Explain what the
numeric value of the
standard error is

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6
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measuring

10. Distinguish between
the objectives of
descriptive versus
inferential statistical
procedures
11. Distinguish between
the information given by
the three measures of
central tendency
12. Distinguish between
a population parameter
and a sample statistic
13. Identify when the
mean, median, and mode
should be used as a
measure of central
tendency
14. Explain the
difference between a
sampling distribution and
a population distribution

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

1

2

3

4

5

6

© Finney & Schraw, 2003
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APPENDIX F
INITIAL SCREE PLOT
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APPENDIX G
RESULTS FROM PARALLEL ANALYSIS
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APPENDIX H
RESULTS FROM VELICER’S MAP CRITERIA
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APPENDIX I
CFA COVARIANCE RESPECIFICATIONS
The initial CFA model revealed a statistically significant model, 1988.48 (719, N
=314), p < .001. Modification indices were then examined to determine any possibilities
of improving the model. After reviewing the modification indices a series of 19
respecifications were made one at time. The respecification breakdowns are as follows:
1. The error variance of modeling item 1 was correlated with error variance
of modeling item 2, ∆2 (1) = 92.51, p < .001.
2. The error variance of modeling item 8 was correlated with error variance
of modeling item 11, ∆2 (1) = 51.28, p < .001.
3. The error variance of coaching item 4 was correlated with error variance
of coaching item 5, ∆2 (1) = 41.91, p < .001.
4. The error variance of coaching item 8 was correlated with error variance
of coaching item 9, ∆2 (1) = 29.21, p < .001.
5. The error variance of coaching item 1 was correlated with error variance
of coaching item 2, ∆2 (1) =34.10, p < .001.
6. The error variance of coaching item 1 was correlated with error variance
of coaching item 3, ∆2 (1) = 32.75, p < .001.
7. The error variance of modeling item 6 was correlated with error variance
of modeling item 10, ∆2 (1) = 22.56, p < .001.
8. The error variance of modeling item 1 was correlated with error variance
of modeling item 4, ∆2 (1) = 17, p < .001.
9. The error variance of modeling item 7 was correlated with error variance
of modeling item 8, ∆2 (1) = 18.53, p < .001.
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10. The error variance of coaching item 8 was correlated with error variance
of coaching item 10, ∆2 (1) = 15.1, p < .001.
11. The error variance of modeling item 5 was correlated with error variance
of modeling item 7, ∆2 (1) = 15.35, p < .001.
12. The error variance of coaching item 9 was correlated with error variance
of coaching item 10, ∆2 (1) = 14, p < .001.
13. The error variance of coaching item 7 was correlated with error variance
of coaching item 8, ∆2 (1) = 11.47, p < .001.
14. The error variance of articulation item 3 was correlated with error variance
of articulation item 4, ∆2 (1) = 15.94, p < .001.
15. The error variance of modeling item 4 was correlated with error variance
of modeling item 9, ∆2 (1) = 13.69, p < .001.
16. The error variance of modeling item 1 was correlated with error variance
of modeling item 11, ∆2 (1) = 12.59, p < .001.
17. The error variance of modeling item 4 was correlated with error variance
of modeling item 11, ∆2 (1) = 15.50, p < .001.
18. The error variance of modeling item 6 was correlated with error variance
of modeling item 14, ∆2 (1) = 12.32, p < .001.
19. The error variance of modeling item 5 was correlated with error variance
of modeling item 12, ∆2 (1) = 10.65, p < .001.
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