A common bottleneck for developing machine translation (MT) systems for some language pairs is the lack of direct parallel translation data sets, in general and in certain domains. Alternative solutions such as zero-shot models or pivoting techniques are successful in getting a strong baseline, but are often below the more supported language-pair systems. In this paper, we focus on Arabic-Japanese machine translation, a less studied language pair; and we work with a unique parallel corpus of Arabic news articles that were manually translated to Japanese. We use this parallel corpus to adapt a state-of-the-art domain/genre agnostic neural MT system via a simple automatic post-editing technique. Our results and detailed analysis suggest that this approach is quite viable for less supported language pairs in specific domains.
Introduction
Machine Translation (MT) research has made impressive strides in the last two decades. However this success has not spread equally to all language pairs, with some language pairs receiving a lot more attention in terms of research, and resource and system development. A bottleneck for some language pairs is the lack of direct parallel translation data sets. This issue has been addressed through alternative solutions such as zeroshot models (Johnson et al., 2016) or pivoting techniques (Utiyama and Isahara, 2007; Habash and Hu, 2009; Liu et al., 2019) . Although such methods can be successful in getting a strong baseline, c 2019 The authors. This article is licensed under a Creative Commons 4.0 licence, no derivative works, attribution, CC-BY-ND. they are often below the more supported languagepair systems. A related challenge is that available data for pivot/zero-shot techniques may be different from the specific genres/domain a user may be interested in. Furthermore, the MT output often carries features of the source language (Volansky et al., 2015) that may be hard to model in a pivot or zero shot system because of the interaction effect of other languages. These are problems in general for MT, but they are exacerbated in the context of already limited resources.
In this paper, we present results from a simple automatic post-editing system for Arabic-Japanese MT that exploits a corpus of Arabic-Japanese news articles. Our main contribution is in working with a less studied pair of languages that are far more different from each other than the typically studied language pairs in automatic post editing. Our results improve over a very strong (but domain/genre agnostic) state-of-the-art system. Our linguistic analysis provides some insights in the type of changes made by the system.
Next, we present some related work (Section 2), followed by relevant linguistic facts about Arabic and Japanese (Section 3), and an analysis of Arabic-Japanese MT errors (Section 4). We then present our approach ( Section 5), discuss experimental settings and results (Section 6), and present an error analysis with examples (Section 7).
Automatic Post-editing
Research on automatic post-editing (APE) aims to develop automatic methods for correcting errors produced by an unknown MT system (Chatterjee et al., 2018) . Though Japanese-specific work in the area of automatic post-editing (APE) is minimal, there have been a number of studies conducted on other languages. Most of this work has used English as one of the languages in its initial MT language-pair which is unexpected given the abundance of parallel-data available.
One of the earliest reported results on APE of MT outputs are from Simard et al. (2007) who successfully performed statistical post-editing on rulebased MT outputs for English-French and FrenchEnglish MT. Béchara et al. (2011) used the output of a first-stage English-French Statistical MT (SMT) system to train a monolingual second stage system, with the objective of discovering whether, and to what extent, SMT technology can be used to post-edit itself. Their results showed an improvement of around two BLEU points for all thresholds for the French-English translations, but no improvement for translations of the other direction (English-French). Rosa et al. (2013) attempted to correct errors in a verb-noun valency (the way in which verbs and their arguments are used together) using deep syntactic analysis and a simple probabilistic model of valency for the English-Czech translation pair. Chatterjee et al. (2015) conducted a systematic comparison between the APE methods by Simard et al. (2007) and Béchara et al. (2011) . The comparison is done under the same conditions with respect to data and evaluation settings, examining six language pairs having English as the source language and Czech, German, Spanish, French, Italian and Polish as the target languages. The results suggest that considering the source words in the process of APE training as done in Béchara et al. (2011) can help recovering some adequacy translation errors.
In the last four years and this year (2019), the conference on MT (WMT) has run yearly shared tasks on APE (Chatterjee et al., 2018) . The language pairs the shared task worked on are EnglishSpanish (Pal et al., 2015) English-German (Chatterjee et al., 2016) , and German-English (Chatterjee et al., 2017) . In 2019 English-Russian was added. The progress on APE research has been dominated by neural approaches. In this paper we opt to use Statistical MT (SMT) post-editing applied to SMT and NMT systems. We plan to explore neural models for post-editing in the future.
MT Pivoting
A commonly used solution for addressing the lack of parallel data for a certain language pair is to pivot through a third (pivot or bridge) language that has enough shared parallel data with the two languages of interest (Hajič et al., 2000; Utiyama and Isahara, 2007; Wu and Wang, 2007; Bertoldi et al., 2008; Habash and Hu, 2009; Koehn et al., 2009; Liu et al., 2019) . Pivoting has been shown useful for closely related languages (Hajič et al., 2000) as well as unrelated languages (Habash and Hu, 2009; Liu et al., 2019) . English is the most commonly used pivot language simply because systems/corpora to and from English are typically more available than other possible pivots, although this is not exclusive - (Liu et al., 2019) translated Japanese patent text to English through Chinese as a pivot. The simplest pivoting strategy is sentence pivoting, where we build two independent systems and pipeline them. This technique is still used by GoogleTranslate for some language pairs. Phrase pivoting joins the phrase tables from two phrase-based MT systems to create a single table (Utiyama and Isahara, 2007; Wu and Wang, 2007; El Kholy et al., 2013) . The shift in the field towards neural MT and the introduction of zero-shot methods capture the pivoting/bridging intuition but in a different approach (Johnson et al., 2016) .
MT Domain Adaptation
In the more specific context where parallel data exists for a language pair in general, but less so for the same language pair in a particular domain, domain adaptation techniques are used to extend existing systems or data sets (Koehn and Schroeder, 2007; Isabelle et al., 2007; Bertoldi and Federico, 2009; Luong and Manning, 2015; Farajian et al., 2017; Etchegoyhen et al., 2018) . The approaches vary in the degree of intrusion within an existing system: from focusing on data selection and retrain from scratch (Koehn and Schroeder, 2007) ; to a post-editing like approach that starts with a general-domain MT system and pipelines it with another MT system that post-edits the output of the first system 
Arabic-Japanese MT Resources
Inoue et al. (2018) presented a parallel corpus of Arabic-Japanese news articles aligned for use in MT. The corpus text base came from an ongoing project at Tokyo University of Foreign Studies (TUFS) entitled TUFS Media Project, 1 which produces translated news articles in eight languages (Arabic, Bengali, Burmese, Indonesian, Persian, Turkish, Urdu, and Vietnamese). The Arabic-Japanese corpus, 2 (henceforth, TUFSME-DIA.ARABIC) consists of 64,488 sentence pairs (2.4M Arabic words, 3.7M Japanese words). The source texts were from a number of Arabic news agencies (e.g., Al-Ahram, Al-Hayat, Al-Nahar, AlQuds Al-Arabi, etc.) and were translated by undergraduate students majoring in Arabic at TUFS. The authors (Inoue et al., 2018) also presented the first results on Arabic-Japanese phrase-based MT trained on their corpus.
In this paper we make use of this corpus as part of improving the quality of Arabic-Japanese MT.
1 http://www.el.tufs.ac.jp/tufsmedia/ 2 http://el.tufs.ac.jp/tufsmedia-corpus/
Linguistic Facts about Arabic and Japanese
To contextualize the degree of difference between Arabic and Japanese linguistically, we compare them with each other and English in a number of dimensions (See Table 1 ). All Arabic examples are provided in the Buckwalter Transliteration ( Buckwalter, 2004) . The most obvious differences are in the orthography: Arabic is written using the Arabic script in a highly ambiguous Abjad orthography that omits short vowels and allows for a large number of clitics; English is written in the Latin Script Alphabet; and Japanese uses three different scripts together without "word" space -the logographic Kanji based on Chinese, plus the Hiragana syllabary for grammatical units and basic phonology, and Katakana syllabary for foreign names and concepts. Morphologically speaking, English is the poorest and Arabic the richest of these three languages. Japanese is poorer morphologically than Arabic in some dimensions such as gender and number, but it has a more complex formality system. Japanese also has a number of grammatical particles that parallel in some cases Arabic's rich morphological cases system (which is often unwritten since it is expressed vocalically). In the Table 2 : Japanese particles and their usage context of MT, it is necessary to preprocess the text to create more symmetry between source and target, especially under limited data constraints (Stymne, 2012; Inoue et al., 2018) . In our postediting system, and for evaluation, we use the same consistent word tokenizer for Japanese used by Inoue et al. (2018) Syntactically, Japanese is a left-branching head final language, following the Subject-Object-Verb sentence structure. It uses post-positional case markers to mark arguments for grammatical and semantic roles. These case markers come in the form of particles, which act as suffixes that immediately follow the modified noun, verb, or adjective. All components and most adjuncts are marked with a case-marker, which is what leads many to describe Japanese as a free word order language. As long as each component is not separated from its case-marker, it can be moved around within a sentence (with the exception of the verb which must remain in the final position). Ten frequently used particles are described in Table 2 . All nominal modifications in Japanese precede the nominal head -adjectives, possessive and relative clauses. Arabic, in contrast, is a right-branching verb-initial where the verb position is the exact opposite of Japanese. Copular constructions in Arabic do not have a verb in the present tense, and all nominal modifiers follow the nominal head. In the context of Arabic-to-Japanese MT, we expect word order and syntactic case marking particle generation to be especially challenging.
Errors in Arabic-Japanese MT Baselines
In this section we present the two baseline systems we compare against: TUFSSMT and GOOGNMT. TUFSSMT is the system described in Inoue et al. (2018) .
It is the first result of an Arabic-to-Japanese phrase-based SMT system trained on TUFSMEDIA.ARABIC. The SMT LM was trained on the target side of TUFSME-DIA.ARABIC. TUFSSMT represents the basic approach to MT given a corpus in a smallish specific language-pair or domain.
GOOGNMT is Google's NMT system, the details of which are not available to us; however, we expect it to have access to far more training data than TUFSSMT. Google's Arabic-Japanese NMT is actually an English pivot system utilizing Arabic-English and English-Japanese NMT systems. 3 Table 3 presents the results of these two systems on the development set (DEV) we use in this paper. Details on DEV can be found in Section 6. The BLEU scores indicate that TUFSSMT produced more accurate Japanese, outperforming GOOGNMT by nearly 2 BLEU points. This is consistent with TUFSSMT being trained on indomain data unlike GOOGNMT which was trained on general data. However, interestingly, the two systems produced comparable n-gram scores, indicating that the main reason for GOOGNMT receiving a lower overall BLEU score is its larger brevity penalty. This is not surprising given that GOOGNMT uses a neural model which typically generates less text than SMT. In this particular data set, the difference in length between the hypothesis and gold reference is very large (∼20%).
In a sample of 20 sentences (roughly 2,000 Japanese characters) from TUFSSMT DEV's output, we carefully observed that around 25% of errors involve word-order, 25% of errors involve particles (all those appearing in Table 2 ), 12.5% of errors involve untranslated Arabic script and the rest involve a combination of tenses, word choice and sentence fragments. When examining the same 20 sentences of GOOGNMT we found that the overall fluency of the Japanese was much higher. This is consistent with NMT vs SMT common wisdom. It is also reflected in the higher RIBES metric score which advantages correct order. We also noted that while TUFSSMT leaves unknown words in their Arabic script, GOOGNMT translates them into English. Additionally, GOOGNMT has a tendency to drop aspects of Japanese that are more specific to the domain.
For example, sentence endings like と 述 べ た (to nobeta) meaning 'is what was stated' are often dropped from GOOGNMT but remain in TUFSSMT. Similarly, GOOGNMT tends to use the informal verb endings like になる (ni naru) Table 3 : Baseline system results.
whereas TUFSSMT uses the more formal and complete ending することになっています (suru koto ni natte imasu). While English does not have the same exact difference, it is comparable to the formality difference in the verb "check" and its implied meaning "review and look for errors". This disparity can be attributed to the different sets of training data. TUFSSMT likely produces formalities that more closely correspond to the reference text because it was trained on in-domain data.
In the approach we take in this paper we will post-edit with an eye toward adapting the output of GOOGNMT using APE. The APE system will be trained on the output of Arabic-toJapanese GOOGNMT (as source language) to reference Japanese (as target language).
Automatic Post-Editing for
Arabic-Japanese MT
General Approach
We aim to develop an APE system which relies on the following assumptions: 1) The availability of a parallel corpus of the desired domain, and 2) a pre-existing general-domain MT system. We run the source side of the corpus through the general MT system and then train the post editing system on the produced output as the source side and the gold reference remains at the target side.
System Architecture
We develop a post-editing system for Japanese, henceforth JAPOSTEDIT. We exploit TUFSME-DIA.ARABIC as the in-domain parallel corpus for Arabic-Japanese, and use Google NMT as the general MT system in our approach. The development steps are as follows:
1. The raw Arabic text from the in-domain corpus (TUFSMEDIA.ARABIC) is fed to the general MT system (GOOGNMT) to produce a Japanese translation corpus. This translated corpus constitutes the source side for training, tuning and testing of JAPOSTEDIT.
2. The translated corpus and the gold Japanese reference are tokenized using MeCab morphological analyzer (0.996) (Kudo, 2005) with IPAdic for consistency.
3. We build JAPOSTEDIT as a phrase-based SMT system using Moses toolkit with the translated text as source and Japanese reference as target.
Word alignment was done by MGIZA++ (Gao and Vogel, 2008 ) with a maximum phrase size of 8. The grow-diag-final-and and msdbidirectionalfe options were selected for symmetrization and reordering. KenLM Toolkit (Heafield, 2011) was used to build the 5-gram language model (LM) we adopted in our system. We use an LM that is trained on the tokenized target side of the training data (Inoue et al., 2018) . These same settings were used by Inoue et al. (2018) to build their phrasebased SMT system (i.e., TUFSSMT).
We evaluate JAPOSTEDIT by running it on the output of GOOGNMT. We also study the effect of doing the same with the output of TUFSSMT for completeness.
Experimental Settings and Results
In this section, we present the experimental settings, results and analysis of the baselines and the APE for Arabic-Japanese MT.
Data Splits
We use the same splits introduced by Inoue et al. (2018) for the training data (TRAIN), tuning data (TUNE), development testing data (DEV) and blind testing data (TEST) as shown in Table 4 . All Japanese files were tokenized with the same tokenization scheme provided by the MeCab morphological analyzer (Kudo, 2005) with IPAdic for Japanese.
Metrics
We used two different automated MT evaluation metrics to quantitatively evaluate our outputs: BLEU (Papineni et al., 2002) and RIBES (Isozaki et al., 2010 values. 4 The two metrics are calculated based on different factors and together provide us with a more comprehensive metric. BLEU is a precisionbase metric that is found by summing the n-gram matches for every predicted sentence in the corpus. To emulate recall, a brevity penalty (BP) is introduced to compensate for the possibility of high precision translations that are much shorter than the reference text. Though BLEU provides a very good estimate for the similarity of a text to its reference, its n-gram-based method lacks explicit consideration of re-ordering beyond a small window, giving very little penalty to texts with low tri/fourgrams. RIBES compensates for this disadvantage by adding a rank correlation coefficient prior to unigram matches without the need for higher order n-gram matches. This produces a metric that takes into account re-ordering, which serves to be quite useful information in our research. Together, BLEU and RIBES provide an accurate measurement for determining the success of the translations.
Experimental Results
We conducted a number of experiments, which evaluate the performance of TUFSSMT and GOOGNMT on DEV and TEST, then the performance of our JAPOSTEDIT on top of them, in terms of RIBES and BLEU scores. Table 5 presents these scores in addition to a number of internal BLEU scores: the 1 to 4 n-gram precision, brevity penalty, geometric mean (GeoMean) of the n-grams (basically BLEU without the brevity penalty) and the hypothesis to reference length ratio.
JAPOSTEDIT improves upon the baseline systems for both DEV and TEST on both BLEU and RIBES. We used the bootstrap resampling method 5 implemented by Koehn (2004) to compute the statistical significance of the empirical results comparing the baseline systems to JAPOSTE-DIT, assuring that the improvements are real. We achieved p-value < 0.05 in all comparisons, indicating the significance of all the improvements we attained.
The absolute increase in BLEU and RIBES for the GOOGNMT is bigger than the increase for TUFSSMT. This is understandable given that JAPOSTEDIT was designed for post-editing GOOGNMT. It is still interesting that we see some statistically significant increase in TUFSSMT post-editing suggesting that the JAPOSTEDIT is addressing some shared error phenomena in both systems. Focusing on GOOGNMT's postedit, we note a BLEU score increase of 5.84% absolute on the DEV. This increase comes from three sources: First, a basic increase in unigram precision (5.20%) which is likely to be the result of correctly added words as well as corrected word. Second, an average of (4.27%) increase in the 2, 3, and 4-gram precision scores, which is connected to better reordering. Third, the brevity penalty effect is reduced by 54% (from a multiplier of 0.76 to 0.89), which is the result of added words alone. The results on the TEST are comparable but slightly lower. In the next section, we present an error analysis and examples to help us understand these changes further.
Error Analysis and Examples

Error Analysis
Inspired by tools for automatic MT error analysis such as Blast (Stymne, 2011) and Ameana (El Kholy and Habash, 2011) , we developed a Japanese-targeted automatic error analysis system. The insights and motivation for this system came from our initial study of errors in Japanese output of MT (Section 4). The system targets two primary errors in the Japanese output: 1) incorrect placement of correctly produced tokens and 2) incorrect particle usage. Given a predicted output and its gold reference, we use a dynamic programming algorithm to create the optimal alignments of the two sentences, requiring the minimum number of insert/delete (but no movement or substitution) edits to transform the translation into the reference. We then allow three transformations on Table 6 : Error Analysis (per sentence) on particles v. other. BLEU score taken from Table 5 for comparison. Max BLEU is the maximum BLEU possible by only allowing movements and particle insertion/deletions. the alignments: 1) movements, 2) particle insertion and 3) particle deletion, to produce the best version of the predicted translation through doing these operations only. Movements are allowed for all words (i.e., including particles). The only particles we allow inserting or deleting are those in Table 2 . Based on the alignment and transformation, we produce a number of scores for the whole document, keeping a separation into "particles" and "other" (non-particle words). The scores identify the average per sentence for:
• Direct particle matches
• Direct other matches
• Misaligned (i.e. moved) particles matches
• Misaligned other matches
• Inserted particles
• Deleted particles All of these scores are shown for the DEV in Table 6 . The table also adds two scores: the BLEU score (which matches that in Table 5 ); and an oracular Max BLEU computed with the transformed Japanese sentences against the gold references. Although oracular and very generous, the Max BLEU score gives us a sense of the maximum possible score that can be attained using the limited operations of movement and particle insertion/deletion.
Across both baseline systems, JAPOSTEDIT produces a higher number of correctly matched words; this is consistent with the unigram precision increase shown in Table 5 . The increase of matches, aligned and misaligned is in comparable relative proportions in the baselines and the postedited version: For GOOGNMT, the misaligned matches are ≈27% of all matches for the baseline and post-edited versions. The respective ratio for TUFSSMT is higher at ≈38%.
The needed particle insertions in the post-edited version are lower than the baseline; but the particle deletions are higher. The fewer insertions suggest that post-editing is adding correct particle; however, the higher deletions may be linked to either superfluous particles or incorrect particle insertions -i.e., a particle was inserted but had to be substituted for another particle.
The Max BLEU score for the GOOGNMT baseline is lower than the BLEU score for the postedited version. This is explainable by the fact that the Max BLEU computation does not account for insertion of non-particle words or word substitutions which happen during post-editing. It is interesting to note that the Max BLEU for the TUFSSMT baseline was far from reached after post-editing. The Max BLEU score for GOOGNMT→JAPOSTEDIT suggest a lot of potential improvements may be possible just with movement and particle insertion, deletion, and substitution. Table 7 : Examples from DEV of Arabic, Gold Japanese, GOOGNMT, and GOOGNMT++JAPOSTEDIT systems. The English text below the Japanese is a word-by-word gloss.
Example Translations
nomena across these examples below.
Katakana Changes Sentence (a) shows the ability of JAPOSTEDIT to convert English to Katakana. While Katakana is widely used for proper nouns adopted from other languages, it requires the ability to transliterate the foreign word. This can be difficult in Arabic that omits short vowels and thus leaves pronunciation ambiguous to a non-speaker. English-Katakana is slightly easier given the abundance of English vowels, but GOOGNMT's output highlights how it is still difficult. JAPOSTEDIT shows the ability to convert this English into an acceptable transliteration of Japanese. While the Katakana is not identical, it better captures the meaning than English text. Given the limitation of the approach we use, all of the successful changes made had to be present in the training data.
Particle Changes Sentence (b) shows the ability of JAPOSTEDIT to correctly insert missing particles. GOOGNMT output includes [yesterday afternoon] but fails to add the particle に (ni 'in') following 昨 日 の 午 後 (kinou no gogo 'yesterday afternoon') which signals that the action occurred in the specific time-frame. Sentence (d) shows another instance of correcting suffixes when JAPOSTEDIT is able to remove the unnecessary な (na 'adjectival ending') following 歴史的 (rekishiteki 'historic') which is absent in the gold reference. The deletion of な (na) has no effect on neither the adequacy nor fluency, but it reflects a closer adaptation to the style of the corpus we use.
Word Changes Sentence (c) shows two instances of incorrect word choice that JAPOSTE-DIT is able to handle correctly. GOOGNMT incorrectly translates Arabic mwAznp Aldwlp 'national budget' to 'state budget' of which JAPOSTEDIT correctly translates to 'national budget'. The other incorrect choice of words by GOOGNMT is the first instance of the currency 'dollar' which should be 'dinars' according to the gold reference. JAPOSTEDIT is able to capture this error and then replace it with 'dirhams' instead. While this does not match the gold reference, it produces a sentence that understands the disparity in currency. Another instance of correcting word choice can be found in sentence (d) when JAPOSTEDIT changes the word 'cause' (原 因 (genin)) to 'problem'(問題 (mondai)). While both are grammatically correct, the word 'problem' (問題 (mondai)) is more often used in discussing matters such as the Palestinian conflict. This word change is considered an appropriate change that corresponds with the gold reference and the domain of the corpus we use.
Though the overall improvement of BLEU and RIBES scores indicates a closer match to the Gold reference text, these sentence level corrections prove that JAPOSTEDIT's improvements correlate with the fluency of the Japanese output.
Conclusion and Future Work
In this paper, we presented results from an automatic post-editing system for Arabic-Japanese MT that exploits a corpus of Arabic-Japanese news articles. Our results improve over a very strong (but domain/genre agnostic) state-of-the-art system. A detailed linguistic analysis provided some insights in the type of changes inflected by the post-editing system.
As future work, we want to explore the possibility of incorporating source-language-specific information into the post-editing system to allow for more consistent translations with the initial Arabic source text. The oracular Max BLEU scores we calculated suggest that there is still some room for improvement just within the the space of reordering and particle insertion/deletion.
