I present a tentative, and schematic, picture of the olfaction storage system in early mammalians: (i) how the excitation trains from the olfactory bulb excite selectively N types of cells in the piriform cortex and (ii) how these cells transfer their information to a storage area. Simple size and connectivity requirements impose that each odor is stored in a very small cluster of Ϸ3 neurons. This surprising result holds even if the model parameters are strongly altered (e.g., if N ‫؍‬ 10 3 rather than 10 2 ).
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A mong the many types of memory systems in vertebrates (1), we can define two important families: primitive sets and more sophisticated associative memories (which allow us, for instance, to proceed from the smell of a rose to the image of a rose).
I focus attention here on the first type and specifically on primitive olfaction in mammals (Fig. 1) . The nasal epithelium is pictured as containing N (Ϸ300 or more) types of detector cells. The efferents from cells of (mainly) one type converge on the mitral cells of a glomerule, which in turn emit trains of spikes specific of the type. These trains circulate on the lateral olfactory tract and are analyzed in the piriform cortex (PC) by a collection of pyramidal cells. This analysis has been modeled by Wilson and Bower (see ref. 2 for a review). My proposed (ultrasimplified) picture of the process is the following. We think of N types of pyramidal cells: each type fires dominantly, for a specific train form, by a sophisticated form of nonlinear resonance.
There exists some targeting from one type of glomerule to specific regions in the PC (3), but this is not crucial to the discussion. In any case we start with N types of emitter cells in the PC.
Each type of emitters sends z 0 efferents to a certain storage area (SA). We expect z 0 to be large (Ϸ10 4 ). We assume that all of the neurons in the SA are reached in this way, and that each of them is reached only once. (I shall remove this assumption in Discussion.) Their number N S is then N S ϭ Nz 0 (corresponding to a region of volume Ϸ10-100 mm 3 depending on the animal). Of course, the above description is crudely simplified, but it gives us a starting point for a discussion of memory objects.
There is a vast theoretical literature modeling memory objects via attractor networks (4) . In these models, we deal with large sets of neurons, each of them being coupled to all others. Eighty percent of them are excitatory neurons, whereas, say, 20% of them are inhibitory. The set is exposed to an external signal. With the (plausible) response rules chosen, the set evolves toward an attractor state where certain neurons fire, whereas others do not. This final state may be further stabilized by long-term synaptic plasticity: it then defines a memory object.
Over the years, this description has, to some extent, incorporated the further necessary spatial effects and time effects, but it still depends on delicate assumptions: e.g., that the effect of one column on an adjacent one is describable simply by a noise term (5) .
We must also understand how the SA is coupled to the addressing system (e.g., to the PC in the example here). These observations lead us to a slightly different view point (presented in the next section) where spatial effects are taken into account from the start, and where a localized excitation drives a small cluster of M neurons into a collectively excited state (''flare'') for only a short time interval. In Number of Adequate Memory Objects I examine how these clusters can be connected to the PC without any detailed genetic organization. These considerations on connectivity and size are similar in spirit to many discussions by Abeles (6) . I found, to my surprise, that they impose very strict constraints on the number M of neurons inside one memory object. 
Clusters
where is the neuronal density and l Ϸ 0.25 mm. With a low estimate of ϭ 10 7 neurons per cm 3 this would give z S ϭ 600. Even if the efficiency p of each contact is low (p Ϸ 3.10 Ϫ3 ), a single spike in the presynaptic neuron will elicit (on the average) E ϭ z S p Ϸ 1.8 spikes in the postsynaptic pool. (This E is much smaller than the value quoted in ref. 6 . I return to this point later.) Local Flares. With an amplification factor E Ͼ 1, we might fear that a localized excitation on one neuron (␣) generates a growing geometric series of excitations, namely E excited neurons after a basic time 0 (Ϸ1 msec), E 2 after 2 0 , etc. In fact, in realistic systems, this divergence will be suppressed by the inhibitory neurons (typically 20% of the population).
I shall analyze these flares by following an argument of ref. 6 , with certain modifications along the way. Assume that at time t ϭ 0, one neuron ␣ is excited, and follow the populations at later times 0 , 2 0 , . . . k 0 . Call e k the resulting number of excitatory neurons at generation k and i k the number of inhibitory neurons. Abeles (6) defines the rules e k ϭ 0.8E e kϪ1 Ϫ I i kϪ1 [2] and i k ϭ 0.2E e kϪ1 .
[3]
Abbreviations: PC, piriform cortex; SA, storage area. † E-mail: pgg@curie. Here 0.8 is the fraction of excitatory cells, and E is the gain factor defined above. I is a similar factor for inhibition. The discussion of ref. 6 was limited to the second generation (starting from e 0 ϭ 1 and i 0 ϭ 1):
Imposing no gain at this stage (e 2 ϭ 0) led to a certain ''critical'' value of I. Actually, the argument must be refined when we look at all generations (k): see Appendix.
The reader will also notice that Eqs. 2 and 3 assume synchronous firing: this may be unrealistic. It is computationally easy to insert stochastic delays in the picture: the main effect is to smooth out oscillations but the global picture is unaltered.
In any case, if the parameters (E and I) are suitably tuned (E not too large, and I not too small), the generations die out. From now on we assume that this tuning is achieved.
Then we may define, for each flare following the ignition of one excitatory neuron (␣):
(i) an average number M of excitatory neurons involved during the whole flare, which depends on E and I;
(ii) the duration (M) of the flare (which turns out to be simply 0 M: see Eq. A7); and (iii) an average size in space: if all relevant connections are short range (distances Ϸ l), we conjecture that this is Ϸ lM 1/2 . In practice we shall see that M is not large (M Ϸ 3), thus Ϸ l and Ϸ 0 . The essential point is that, from the flares, we can define correlation domains inside S in both space and time.
Memory Objects. I now arrive at my central assumptions.
(i) One percept (here, odor) is defined by the firing of m pyramidal cells (each of a different type) in the PC. Because we assumed that each of the N S neurons receives inputs from only one type of pyramidal cell, this percept transfers excitation to a cluster of m neurons in the SA.
(ii) To build up a memory object from this cluster, we want that its m neurons mutually strengthen their excitations, i.e., that they belong (more or less) to the same flare of M neurons. This imposes that the m neurons be in one correlation domain of size . Each correlation domain may possibly correspond to what is classically called a cortical column. The number of columns available is N S ͞z S . Each column can store Ϸz S distinct memory objects.
(iii) With these rules we must have m Յ M. The optimal specification of an odor corresponds to the largest m, i.e., m Ϸ M.
(iv) Ultimately the cluster can increase its coupling strength (and its response to probing signals, when the memory is interrogated) by synaptic plasticity (7).
Connectivity and Number M of Neurons per Memory Object.
Let us consider a SA with N S neurons (we think of N S ϭ 10 6 ). Each neuron in the area is connected to z S neighbors where z S has been estimated to be above Ϸ600. This means that we deal with N S ͞z S spatially distinct columns (we anticipate here the fact that M will turn out to be small so that the size of a correlated region is comparable to the basic connection distance l). Geometrically, we could think of many clusters in one column, namely
However, the number of working clusters is much smaller, because it must be equal to the number of distinct flares that can exist in the column. Choosing the first neuron (␣) in the column fixes the flare, and we have z S possible choices. Thus, the number of working clusters in one column is simply z S , and the maximum number of memory objects is expected to be of the order (N S ͞z S ) z S ϷN S .
Number of Adequate Memory Objects
Let us now make the following assumptions (Fig. 2) .
(i) Each of the N neurons in the emitter (PC) is connected to a certain number z 0 of storage neurons
[5]
(ii) Each neuron (␣) in the SA is connected only to one emitter (because connections to two or more emitters would generate ambiguities). This implies that the probability w for ␣ to be connected to one particular emitter is
The probability p M for one cluster (M neurons) to be connected to M specified neurons in the emitter (and thus to be automatically not connected to the N Ϫ M others) is The factor M! allows for all permutations in the connections. The number of clusters that can be reached from one given percept of M bits is
We want this number to be equal to unity at least, or preferably to a small integer r. r measures the amount of redundancy: the number of different copies associated with one percept in the memory system. For a rough estimate, we may set r Ϸ 1 and M! Ϸ 1 (because M will turn out to be small). By using ref. 6 , the condition (8) becomes
Eq. 10 is our central result. Plausible values are ␣ ϭ 6 (storage capacity of Ϸ1 million odors) and ␤ ϭ 4 (10,000 efferents per emitter type in the PC). This corresponds to N Х 100 and M Х 3. However, it is important to realize that changing z 0 , N, or N S by a factor of 10 does not affect M very much. For instance, taking z 0 ϭ 10 3 instead of 10 4 would lead to M ϭ 2. M is always very small.
Discussion
We have seen that simple considerations, based on the size (N S ) of the SA and the number (z 0 ) of efferents from one pyramidal cell in the PC, impose rather strictly the size M of the memory objects. This means that the number of odors stored (Ϸ10 6 ) is much smaller than the huge number of conceivable odors (2 N ).
The odors that are memorized should essentially be a combination of M Ϸ 3 basic types. This conclusion may seem surprising, but any larger value of M would correspond to unrealistic values for N S or z 0 . The ''realistic'' value of M that I propose must be in agreement with the size of the flares discussed in Appendix. We must have in the SA a proper tuning of the inhibitor fraction (Ϸ20%), the excitatory gain factor E, and the inhibitor efficiency I. However, this tuning need not be extremely precise, because the M values of interest are small (if we dealt with M ϭ 50, the tuning of all parameters should be much more precise, of order M Ϫ1 Ϸ 2%). This is, in fact, a comfortable situation, when compared to some models based on attractor neural networks (4) , where the tuning must be extremely fine.
I have not allowed for redundancy, which is clearly a useful feature of the system. This may come in various guises: (i) the number of copies for one percept (r) may be larger than 1 (say, 2 or 3), as mentioned above; and (ii) the number of emitter cells in the PC is larger than the number of types N. Let us define it as kN. Then, the number of efferents from each emitter cell may be called z 0 ͞k, and Eqs. 5 and 6 are unaltered.
An important assumption above was that each storage neuron receives inputs from a single type of emitter. We may ask what happens if it receives inputs from a higher number p of emitters. We must keep p ϽϽ N to retain odor specificity. Repeating the calculations of above and putting P ϭ 10␥, we arrive at M ϭ ␣͑͞␣ Ϫ ␤ Ϫ ␥͒.
[11]
For instance, with P ϭ 3 (␥ Ϸ 0.5), we get M ϭ 4. Thus the changes are minor. I have not discussed the practical use of the odor memory in the training of a primitive animal. (i) It may be that a few basic associations (e.g., smell X 3 escape, or smell Y 3 search) are achieved by simple circuits. (ii) The discussion may be extended to describe associative memories, where two families of emitters (e.g., odor and shape) send signals to one same storage zone.
Here, each memory object carries both imprints but the number M is again expected to be of order 3 or 4.
I should repeat that the structures presented here are primitive. Current olfactory mammals have different abilities.
(i) The number of types N is higher (Ϸ10 3 ). With N ϭ 10 3 and z 0 ϭ 10 4 , Eq. 10 gives M Х 2.4. (ii) The intensity of an odor is appreciated. (iii) Delicate functions are performed: background suppression and separation of mixtures (8, 9) .
Thus, on the whole, this discussion is obviously naive, but the main conclusion (the smallness of memory objects) appears to be independent from many structural details. It may, in fact, hold as well for spin glass models.
Appendix: Description of a Flare
We start with one neuron (␣) excited at time t ϭ 0 inside the SA. The successive generations (1,2,. . . k) of excitatory (e k ) and inhibitory (i k ) neurons excited at times 0 , 2 0 , k 0 , are ruled by Eqs. 2 and 3. We look for exponential solutions
where x may be real or complex (the latter case corresponding to oscillatory modes). Inserting the form (Eq. A1) into Eqs. 2 and 3 we arrive at
This gives a condition that can be put in the following convenient form I ϭ x 2 Ϫ 0.8Ex 0.2E .
[A4]
For a given I there are two roots: x Ϫ and x ϩ (real or complex). We must distinguish two cases: (i) 0.4 E Ͼ 1. This was the case considered in ref. 6 , where E was chosen to be large: E Ϸ 16. If I Ͻ 0.16 E, we find two real roots, indicating oscillating modes of growth. The real part of the largest root x ϩ is Ͼ0.4 E and thus Ͼ1. Thus, the flare diverges. If I Ͼ 0.16 E, the roots are complex. Their real part is equal to 0.4 E Ͻ 1. Again the flare diverges with oscillations. Fig. 3 . Numerical discussion of a flare where one neuron is excited at time 0, and successive generations (1, 2., . . k) decay with numbers proportional to x ϩ k . The curve is a representation of Eq. A4. For a given gain E of the excitatory neurons, and for a given strength I of the inhibitory neurons, x ϩ is obtained as shown on the curve. I have specialized the discussion to 20% inhibitory neurons and 0.4E Ͻ 1, the interesting case where flares do not necessarily diverge (x ϩ Ͻ1).
