This paper describes an extension adding priority to slotted-Circus, a generic framework for reasoning about discretely timed and/or synchronously clocked systems. The semantics of prioritised external choice is given using the Unifying Theories of Programming framework (UTP). The resulting language is similar to Prioritized Timed CSP, but its semantics is not based on trace ordering, and neither does it use the notion of acceptances (e.g. PCSP). Instead, the semantics is based on the notion of refusal sets already widely used in theories of CSP, Circus and slotted-Circus. We introduce priority as a lightweight extension of slotted-Circus, which can be easily adapted to define a similar extension of Timed CSP. We also discuss why priority can most easily be added to specific history models, and the fact that requiring the clock to tick after every communication event results in a more tractable theory.
Introduction

Prioritized slotted-Circus
The formal notation Circus is an unification of Z and CSP, to give a "state-rich" process algebra with (restricted) global shared variables. Circus has been given a semantics in UTP [OCW09] . Apart from event sequencing, there is no notion of time in Circus. A timed version of Circus (Circus Time Action or CTA) has been explored [SH02, She06] that introduces the notion of discrete time-slots in which sequences of events occur. The semantics of CTA has been developed using UTP, and there we find a two-level notion of history: the top-level views history as a sequence of time-slots; whilst the bottom-level records a history of events within a given slot.
Our interest in hardware compilation languages such as Handel-C [Cel02] led to a development of a generic theory (called slotted-Circus), with time-slots whose bottom-level contents could be parameterised, as simple traces, or multisets of events, or as one of the three successively more complex "micro-slot" structures [BSW07]. slotted-Circus has also been given a semantics in UTP [GB09].
One important aspect of hardware compilation languages, namely priority, has not been addressed before in Circus based languages. Priority is a very basic and intuitively simple concept, used to express that one thing is regarded as more important than another. Even though in the original CSP, priority was not defined, many languages that adopted the CSP model of communication added priority constructs (occam , Ada, Handel-C), usually as they provide for efficient implementations. Even though in this work we are primarily interested in priority for slotted-Circus we will also discuss it in the context of CSP. Because this work is focused on defining a theory for hardware description languages, we will only be interested in defining prioritized versions of external choice ( ← − 2 ) and not in prioritized parallel composition ( ← − ). This is because hardware can utilise true parallelism, and does not require interleaving of notionally parallel processes, with the attendant need to be able to prioritize aspects of that interleaving (a.k.a. scheduling). One of the interesting aspects of Prioritized slotted-Circus is that it is very similar to Prioritized Timed CSP (PTCSP) [Low93]. The two notations have different origins and semantic models, but the degree of convergence in key notions and laws, gives us confidence that our priority concept is correct. In PTCSP we can remove non-determinism from a mixture of parallel composition and external choice by prioritising them both, as per the following law:
In Prioritised slotted-Circus(PSC), the lack of a prioritized parallel construct means that we cannot so easily remove all non-determinism during implementation: (a n → P ← − 2 a n → Q ) (a n → Q ← − 2 a n → P ) = a n → P a n → Q
UTP: General Principles
Theories in UTP are expressed as second-order predicates 1 over a pre-defined collection of free observation variables, referred to as the alphabet of the theory. The predicates are generally used to describe a relation between a before-state and an after-state, the latter typically characterised by dashed versions of the observation variables. A predicate whose free variables are all undashed, referring only to the before-state, is called a condition. We note that UTP follows the key principle that "programs are predicates" [Hoa85b] and so does not distinguish between the syntax of some language and its semantics as alphabetised predicates. For example, if ok denotes absence of divergence, tr is a sequence of observed events and ref is a set of events currently being refused, then ok ∧ tr = tr {a} ∧ a / ∈ ref denotes an observation of a non-divergent process execution that has performed an a-event and is still willing to perform more. A given theory is characterised by its alphabet, and a series of healthiness conditions that constrain the valid assertions that predicates may make. A healthiness condition is a property of a
