We present two constructions of controllers that globally stabilize linear systems subject to control saturation. The only conditions imposed are the obvious necessary ones, namely that no eigenvalues of the uncontrolled system have positive real part and that the standard stabilizability rank condition holds. We use essentially arbitrary saturations , subject only to the requirement that (i) is locally Lipschitz, (ii) s (s) > 0 whenever s 6 = 0, (iii) is di erentiable at 0 and 0 (0) > 0, and
Introduction
We consider linear time-invariant continuous-time systems : _ x = Ax + Bu ;
where A 2 IR n n and B 2 IR n m for some integers n and m, for which the control values u(t) are restricted to lie in a bounded set U IR m . We assume that U contains zero in its interior.
The study of such systems is motivated by the possibility of actuator saturation or constraints on actuators, re ected sometimes also in bounds on available power supply or rate limits. These systems cannot be naturally dealt with within the context of standard (algebraic) linear control theory, but are ubiquitous in control applications. To quote the recent textbook 7] (page 171): \saturation is probably the most commonly encountered nonlinearity in control engineering. " We will present results on global stabilization of systems of this form, concentrating on several explicit architectures for controllers. Of course, there are general limits as to what can be achieved, no matter what type of control law is allowed. Asymptotic null-controllability of the system (that is, the existence of open-loop controls that steer each state to the origin, in the limit as t ! 1 ) is equivalent to the following pair of algebraic conditions:
(a) all eigenvalues of A have nonpositive real part, and (b) all eigenvalues of the uncontrollable part of have strictly negative real parts (that is, the pair (A; B) is stabilizable in the ordinary sense). (The theory of controllability of linear systems with bounded controls is a well-studied topic; see e.g. the fundamental paper 5], as well as the di erent, more This research was supported in part by US Air Force Grants 91-0343 and 91-0346 and by NSF Grants DMS-8902994 and DMS92-02554. algebraic approach discussed in 8].) Note that under Conditions (a) and (b) there may very well be nontrivial Jordan blocks corresponding to critical eigenvalues, so that the system _ x = Ax need not be asymptotically stable, or even Lyapunov-stable. This is what makes the problem interesting, and allows inclusion of examples of practical importance such as systems involving integrators.
In very special cases, including all one-and twodimensional systems, stabilization is possible by simply using a saturated linear feedback law of the type: u = (Fx) ; (2) where F is an m n matrix and is a function that computes a saturation in each coordinate of the vector Fx, for instance, u i = tanh((Fx) i ), or u i = sat((Fx) i ) where, sat(s) = sign(s) minfjsj; 1g : (3) A similar solution is possible in the case of systems that are neutrally stable (i.e. such that the Jordan form of A has no o -diagonal ones corresponding to imaginaryeigenvalues), using the \Jurdjevic-Quinn" approach. (See 2] and 6].) Thus it is natural to ask if simple control laws as in Equation (2) can also be used for more general systems. This was negatively answered in a paper by A.T. Fuller as far back as the late 1960s. He showed in 1] that already for triple integrators such saturated linear feedback is not su cient, at least under certain assumptions on the saturation . (A stronger negative result, which applies to basically arbitrary 's, was more recently given, independently, in 12] .)
The fact that linear feedback laws when saturated can lead to instability has motivated a large amount of research. (See for instance 3] and 4], and references therein, for estimates of the size of the regions of attraction that result when using linear saturated controllers.) Here we take a di erent approach. Rather than working with linear saturated control laws u = (Fx), and trying to show that they are globally stabilizing, or to estimate their domains of attraction, we allow more general bounded (and hence necessarily nonlinear) laws. This is not a new idea since, for example, bounded stabilizing control laws have been derived using optimal control techniques. Optimal control laws, however, may be highly discontinuous. If, on the other hand, we ignore optimality questions, then it reasonable to expect to be able to nd more regular controllers with a simpler structure. Indeed, taking this point of view, we were able to obtain, in the previous work 11], a general result on bounded stabilization by means of in nitely differentiable feedback laws. The result in 11] holds under the weakest possible conditions, namely those reviewed above for open-loop asymptotic null-controllability.
Unfortunately, the construction in 11] relied on a complicated and far from explicit inductive procedure. On the other hand, since saturated linear feedbacks sufce for up to two dimensions, it is natural to look, in higher dimensions, for other simple control structures consisting, for example, of linear combinations and compositions of saturation nonlinearities. (In the language of neural networks, one wants control laws that are implementable by feedforward nets using \hidden layers", rather than the \perceptrons" represented by (2)). Recently, and motivated in part by 11] and 12], Andrew Teel showed in 13] how, in the particular case of singleinput multiple integrators, such combinations of saturations are indeed su cient to obtain stabilizing feedback controllers. In this paper we obtain a general solution of the same type, for the full case treated in 11]. The approach is explicit and constructive. Our solution is inspired by the techniques introduced in 13] for the particular case treated there, but the details are far more complicated, due to the possibilities of having both multiple inputs and (perhaps multiple) purely imaginary eigenvalues, and to the need to deal with arbitrary saturations.
In addition to the design that employs linear combinations and compositions of saturation nonlinearities, we also exhibit a di erent design that uses linear combinations of saturated linear functions. (In neural network terms, it involves a \single hidden layer net.") Our result was rst announced in 14], where we considered a very special type of feedbacks for which (i) the saturations are exactly linear near 0 and (ii) when a system has pure imaginary eigenvalues, saturations with up to three di erent slopes may be needed. In this work, the saturations that we use are essentially arbitrary, subject only to the four conditions listed above in the abstract. So, mathematically, the results in this paper show that one can use analytic functions to implement feedback laws |a conclusion that would not follow from the results in 14] and 13]| and, from an engineering point of view, they insure that rather general components can be employed, subject only to mild conditions which are robustly satis ed. In the terminology of current \arti cial neural networks" technology, our results allow the implementation of feedback controllers using very general types of activation (neuron characteristic) functions. For any nite sequence = ( 1 ; ; k ) of functions in S, we de ne a set F n ( ) of functions f from IR n to IR inductively as follows: if k = 0 (i.e. if is the empty sequence), then F n ( ) consists of one element, namely, the zero function from IR n to IR, F n ( 1 ) consists of all the functions h : IR n ! IR of the form h(x) = 1 (g(x)), where g : IR n ! IR is linear, for every k > 1, F n ( 1 ; ; k ) is the set of all functions h : IR n ! IR that are of the form h(x) = k (f(x) + cg(x)), with f linear, g 2 F n ( 1 ; ; k?1 ), and c 0. We also de ne G n ( ) to be the class of functions h : IR n ! IR given by h(x) = a 1 1 (f 1 (x)) + a 2 2 (f 2 (x)) + + a k k (f k (x)) ; where f 1 ; ; f k are linear functions and a 1 ; ; a k are nonnegative constants such that a 1 + + a k 1.
Statement of the Main Results
Next Given an n-dimensional system E : _ x = f(x), we say that E is SISS (small-input small-state) if for every " > 0 there is a > 0 such that, if e : 0; +1) ! IR n is bounded, measurable, and eventually bounded by , then every solution t ! x(t) of _ x = f(x) + e(t) is eventually bounded by ". For > 0; N > 0, we say that E is SISS L ( ; N) if, whenever 0 < , it follows that, if e : 0; +1) ! IR n is bounded, measurable, and eventually bounded by , then every solution of _ x = f(x) + e(t) is eventually bounded by N . The system is SISS L if it is SISS L ( ; N) for some > 0; N > 0. For a system _ x = f(x; u), we say that a feedback u = k(x) is stabilizing if 0 is a globally asymptotically stable equilibrium of the closed-loop system _ x = f(x; k(x)). If, in addition, this closed-loop system is SISS L , then we will say that k is SISS L -stabilizing.
For a square matrix A, we let (A) denote the number of eigenvalues z of A such that Rez = 0 and Imz 0, counting multiplicities. Our main result is as follows: We will say that (4), (5) are feedbacks of Type F, G, respectively.
Discrete Time
There is also a discrete-time version of our theorem. As an illustration, we quote a result from 15]. Let S be now the subclass of the previous class S consisting just of the functions of the type (s) = sat(s= ), where sat(s) = sign(s) minfjsj; 1g. We de ne sets of functions 
Preliminaries
In this section we present two technical lemmas that will be needed for the proofs of our main results. (23) Then we have (II) V 1; ; is strictly decreasing along every trajectory 2 ?( 0 ; 1 ; 2 ) which is contained in the region R 1 ( ) = f(x; y) : x 0; y 2 g ; (24) and V 2; ; is strictly decreasing along every 2 ?( 0 ; 1 ; 2 ) which is contained in R 2 ( ) = f(x; y) : x 0; y 2 g : (25) For each L > 2 , we de ne a closed contour C(L) as follows. We let P 0 (L) be the point (?L; 2 ). Let C 1 (L) be the circle through P 0 (L) with center (? ; ). Then de ne C 1 (L) to be the arc ofC 1 (L) obtained by moving clockwise along C 1 (L) from P 0 (L) to the point P 1 (L) whereC 1 (L) intersects the half-line f(x; y) : x = 0; y 2 g. Then letC 2 (L) be the circle through P 1 (L) with center (? ; ? ), and de ne C 2 (L) to be the arc ofC 2 (L) obtained by moving clockwise along C 2 (L) from P 1 (L) to the point P 2 (L) whereC 2 (L) intersects the half-line f(x; y) : x 0; y = 2 g. Then let C 3 (L) be the straight-line segment from P 2 (L) to
to P 3 (L). By re ecting with respect to the origin, we
We now let ? c ( 0 ; 1 ; 2 ) be the set of those solutions of (10) Using (IV), it is easy to strengthen the conclusion to (14)- (21) and (27) 
To conclude our proof, it su ces to point out that, for every " > 0, one can always choose , , , 0 , 1 , 2 , A; B; C so as to satisfy (14)- (21) and (27), and such that L crit + 2 < ". where (i) n 1 + n 2 = n, (ii) all the eigenvalues of A 1 have zero real part, (iii) all the eigenvalues of A 2 have negative real part, and (iv) (A 1 ; B 1 ) is a controllable pair. Suppose that we nd a SISS L -stabilizing feedback u = k(x 1 ) of Type F or Type G for the system _ x 1 = A 1 x 1 + B 1 u such that the linearization of the resulting closed-loop system is asymptotically stable. Then it is clear that this same feedback law will work for as well. Thus, in order to stabilize , it is enough to stabilize the \critical subsystem" _ x 1 = A 1 x 1 + B 1 u. Without loss of generality, in our proof of the theorem we will suppose that is already in this form.
We start with the single-input case, and use by induction on the dimension of the system. As discussed earlier, we may assume that all the eigenvalues of A have zero real part and the pair (A; B) is controllable.
For dimension zero, there is nothing to prove. Now assume given a single-input n-dimensional system, n 1, and suppose that Theorem 1 has been established for all single-input systems of dimension n ? 1. We consider separately the two possibilities: (i) zero is an eigenvalue of A, and (ii) zero is not an eigenvalue of A. Recall that = (A). We want to prove that for any nite sequence = ( 1 ; ; ) of bounded functions in S there are SISS L -stabilizing feedbacks u = ?k F (x) and u = ?k G (x) such that k F 2 F n ( ), k G 2 G n ( ), and On the other hand, the second equation of (34) and therefore is asymptotically stable by the inductive hypothesis. As a consequence, the local asymptotic stability of (45) is no problem. To get a feedback of the form of (4), we take = 1; = 0. Then the feedback u = ? (y n + k( y )) is as desired. To get a feedback of the form of (5), we take = 0; = 1. Then, for any r > 0, the closed-loop system of (34), with u = ?r ( y n r ) ? r k( y r ) ; (46) is SISS L (r ; N). Choosing r su ciently small, we can make the sum of the coe cients of all saturations in (46) to be bounded by 1. It turns out that the feedback de ned by (46) is as desired. So we only need to show that (45) is SISS L ( ; N) for some N > 0. 
and (because if we take N = 2 N(" 2 +1)(1+2L( 1 + 2 ))+ 2 ; the conclusion follows.
To complete the proof, we need to deal with the general case of m > 1 inputs. This is done by induction on m, as in the proof in 14], and will be omitted here. 2
