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Abst ract - -Bordered  almost block diagonal systems arise from discretizing a lineaxized first-order 
system of n ordinary differential equations ina two-point boundary wlue problem with nonseparated 
boundary conditions. The diseretization may use spline collocation, finite differences, or multiple 
shooting• After internal condensation, if necessary, the bordered almost block diagonal system reduces 
to a standard finite difference structure, which can be solved using a preconditioned conjugate gradient 
method based on a simple matrix splitting technique. This preconditioned conjugate gradient method 
is "guaranteed" to converge in at most 2n + 1 iterations• We exhibit a significant collection of two- 
point boundary value problems for which this preconditioned conjugate gradient method is unstable, 
and hence, convergence is not achieved. 
geywords - -Boundary  value problems, Ordinary differential equations, Preconditioned conjugate 
gradients, Bordered almost block diagonal systems. 
1. INTRODUCTION 
Consider the two-point boundary value problem (BVP) consisting of a system of n l inear first- 
order ordinary differential equations (ODEs) 
y '  = A(x)y  + q(x), x e [a, b], (1) 
where y, q E 7~ n and A E 7~ nxn, subject o linear nonseparated two-point boundary condit ions 
(SCs) 
B~y(a) + Sby(b) = 13, (2) 
where Ba, Bb E T~ n x n. 
Discrete methods choose a mesh a = xl < x2 < . . .  < Xk+l = b and a discretization to generate 
vectors si approximating y(xi) ,  i = 1, 2 , . . . ,  k + 1, by solving a bordered almost block diagonal 
(BABD) linear system 
Sz R1 s2 
Ys - '. ". . = . - b, (3) 
• . :÷ 
Sk Rk sk 1 Lfk 
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where Si, R~ E T~ nxn,  and si ,  fi,/~ E 7~ n. For example, using finite differences, 
hi hi 
Si = - I  - -~A(Xi+l/2), Ri = I - -~A(xi+l/2),  fi = hiq(x~+l/2), (4) 
for 1 < i < k, where h~ -- xi+l - xi and x~+1/2 = xi + hi~2. The structure (3) also results after a 
suitable transformation of the multiple shooting matrix, and for spline collocation after internal 
condensation [1]. 
For very large systems (3), iterative methods using the coefficient matrix, Y, and its trans- 
pose, yT ,  in matrix-vector products are attractive. One such scheme is the conjugant gradient 
(CG) method for symmetric positive definite linear systems. A straightforward extension to 
nonsymmetric matrices is to apply CG (implicitly) to one of the systems 
YTYx  = YTb or yyTy  = b (with x = yTy)  
(see [2-4]). Theoretically, for a system of size N = (k + 1)n using exact arithmetic CG converges 
in at most N iterations, and an error norm decreases at every iteration. In practice, the number 
of iterations depends on the condition number of the iteration matrix and on some structural 
factors. 
In recent papers [5,6], we described a preconditioned conjugate gradient (PCG) method, based 
on preconditioning using an approximate inverse matrix, for the parallel solution of BABD linear 
systems. In Section 2 of this paper, we present a new preconditioner based on a well-documented 
matrix splitting technique. Using exact arithmetic, the resulting PCG method is guaranteed to 
converge in at most 2n+ 1 iterations irrespective of the size of the system. In Section 3, we provide 
a set of test problems and the corresponding numerical results. The new PCG method solves 
many of the problems uccessfully in the "guaranteed" number of iterations. However, there are 
two-point BVPs with nonseparated BCs and certain meshes for which the new preconditioner is 
ill-conditioned. Then, PCG does not converge in the "guaranteed" number of iterations and often 
does not converge at all. Applying the preconditioner leads to similar exponential growth factors 
as are observed when solving the linear system (3) with Gaussian elimination without pivoting, 
and which has recently been shown to occur using Gaussian elimination with row partial pivoting 
for a large class of discretized BVPs with nonseparated BCs [7]. 
2. PRECONDIT IONED CONJUGATE GRADIENTS 
We apply PCG to YTYx  = YTb; see Algorithm 1 from [8]. If the preconditioner M approx- 
imates the inverse yTy  well, that is if the condition number ~(M-1YTY)  ~ 1, the iteration 
converges very quickly. 
A lgor i thm 1 
Let M ~- (yTy) - i  be the preconditioner, j = 0, so = 0, r0 = yTb  
while ~ > error tolerance 
zj = Mr j ,  j= j+ l  
i f j= l thenp l - - z0  
else 
/~3 = rT_,zj_ i /rT_2zj_ 2 
pj ---- z j_ 1 -Jv ~j p j_ 1 
end 
aj  = rT_ l z j _ l / (Yp j )  T (Yp j )  
sj = s j_  1 -b o~j p j  
rj = r j -1 -- a jYTYp j  
endwhile 
S = Sj 
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Concus et al. [9] reduce the condition number of the iteration matrix via a splitting yTy  = 
BTB+C,  where BTB is symmetric positive definite and C is symmetric. M = (BTB) -1 is their 
preconditioner. They require that BTBz  = r be solved easily and that BTB should approximate 
yT  y well; i.e., (B T B) - i  (yTy)  should approximate he identity. O'Leary [10] suggested splitting 
yTy  by placing the BCs in the matrix C, and then replacing the left BC with the identity matrix 
to ensure invertibility. Let 
If 1 S1 Ri B= S2 R2 . (5) ".. ' . .  
Sk Rk 
Thus yTy  = BT B + C, with 
c =  • • . .  " " , (6 )  
0 ... 0 0 
[ B[Bo 0 ... 0 B[Bb 
and rank(C) = 2n. The preconditioned system in Algorithm 1, BTBz  = r, is solved in two steps: 
BTw = r, Bz = w. (7) 
The efficiency of PCG depends on the clustering of the eigenvalues ofthe preconditioned system. 
Lemma 1 (with obvious proof) characterizes this. 
LEMMA 1. Suppose A = I + U, rank(U) _< s; then at least N - s eigenvalues of A equal unity. 
THEOREM 1. (BT B) - i (yTy)  has at least N - 2n unit eigenvalues. 
PROOF. yTy  = BT B+C implies (BT B) - I (yTy)  = I +(BT B) - IC .  (BT B) - i c  is the product 
of a full rank matrix with a rank 2n matrix, and hence, its rank is at most 2n. Hence, Lemma 1 
implies the result. I 
If MyTy has s < N distinct eigenvalues, the PCG method converges in s iterations [9]. Hence, 
PCG using preconditioner M = (BTB) - i  converges in at most 2n + 1 iterations, compared to 
the O(N) iterations for standard CG. 
3. TEST  PROBLEMS AND NUMERICAL  RESULTS 
The CG and PCG algorithms were implemented on a SUN 4/490 in double precision FOR- 
TRAN 77. The four test problems, each written as a first-order system (1), (2) for computation 
are as follows. 
PROBLEM 1. Example 5.18 from [1]: y" - 4y = 16x + 12x 2 - 4x 4, y(0) = y'(1) = 0; unique 
solution: y(x) = x 4 - 4x. 
PROBLEM 2. Example 5.1 from [1]: y" = - (1/x)y '  + (8/(8 - x~)) 2, y'(O) = y(1) = 0; unique 
solution: y(x) = 2 In (7/(8 - x2)). 
PROBLEM 3. Example 10.3 from [1]: ey" + (2 + cosrrx)y' - y = g(x), where g(x) = - (1  + 
eTr 2) cos rx -  rr(2 + cos ~rx)sin ~rx + (1 + (3/2e)Tr2x 2) e -ax/~, y(0) = 0, y(1) = -1;  solution y(x) = 
cos~rx - e -3x/E + O(e2), boundary layer at x = 0. 
PROBLEM 4. A set of four first order equations composed of Example 10.3 from [11 (see Prob- 
lem 3) with Problem 1.3.1 from [111: ey" -y '  = 0, y'(O) = (1/e(e i /~-  1)), y(1) = 1; unique 
solution: y(x) = ( -1 / (e  i/~ - 1)) + (1/(e 1/~ - 1))e x/~, and a boundary layer at x = 1. 
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The equations of Problem 4 are "scaled-up" to form a larger system using different values for e 
to obtain repeated sets of equations. (If we use repetition without variation of parameters, PCG 
converges in the same number of iterations as for a single copy.) 
Table 1 shows the number of iterations for CG and for PCG based on the matrix splitting al- 
gorithm. All iterations are terminated when corrections are smaller than 10 -s in magnitude. CG 
and PCG performed essentially as predicted. For Problem 2 and the given boundary conditions, 
the splitting matrix C has only two distinct eigenvalues, o three iterations are to be expected. 
Table 1. Number of i terations of CG and PCG, problems 1-3. 
Problem n k e N CG PCG 
1 2 200 - 402 402 4 
500 - 1002 1002 4 
2 2 200 - 402 411 3 
500 - 1002 1019 3 
3 2 200 0.1 402 401 4 
500 0.1 1002 1002 4 
1000 0.1 2002 2002 5 
2 200 0.01 402 252 5 
500 0.01 1002 660 5 
1000 0.01 2002 1320 5 
We solved Problem 4 with n = 12 and 20 for different values of e (see Table 2). The number 
of iterations for PCG is less than predicted, because some eigenvalues cluster due to the choices 
of the ci. 
Table 2. Number of PCG iterations for Problem 4: O = 1.25, e2 -- 1.0, e3 -- 0.75, 
e4 = 0.5, e5 = 0.25. (n = 12 uses el, e2, e3; n = 20 uses all ei.) 
expected no. actual  no. 
n k 
of i terat ions of i terat ions 
12 200 25 20 
500 19 
1000 20 
20 200 41 33 
500 32 
1000 28 
3.1. P rob lem 5 
Problem 5 is one of a collection of problems for which Gaussian elimination with row par- 
tial pivoting for solving the discretized system is unstable; however the two-point BVB is well 
conditioned [7]. Here, 
[1 li] I °l E°11 A(x) = , q(x) = 12 + 6x ' /3 = , Ba = Bb = I. (8) 
Our PCG cannot solve Problem 5 on [0, 60] with any choice of mesh, but can solve it on 
shorter intervals. We used intervals [0,1], [0,10], [0,20] with increasing numbers of mesh points 
to investigate convergence. PCG fails to converge in 2n + 1 iterations even on some shorter 
intervals. On [0, 30] the number of iterations is O(10n) and dramatically increases for [0, 40]. For 
short intervals, the number of iterations remains constant as the mesh is refined, while for longer 
intervals it increases; see Table 3. 
Since Problem 5 is well conditioned, we expect its discretization to lead to well-conditioned 
linear systems. This suggests that the preconditioning is the cause of the poor convergence. 
PCG Methods for Bordered Systems 105 
Table 3. Number of PCG iterations for Problem 5. 
k [a,b] [ h PCG 
I00 [0,i] 0.01 6 
100 [0,101 0.1 7 
100 [0,201 0.2 9 
lOO [0,301 0.3 25 
lOO [o,4ol 0.4 155 
200 [0,1] 0.005 6 
200 [0,10] 0.05 7 
200 [0,20] 0.1 9 
200 [0,30] 0.15 23 
200 [0,401 0.2 838 
500 [0,1] 0.002 6 
500 [0,101 0.02 7 
500 [0,20] 0.04 9 
500 [0,30] 0.06 26 
500 [0,40] 0.08 1755 
1000 [0,1] 0.001 7 
1000 [0,10] 0.01 11 
1000 [0,201 0.02 9 
1000 [0,301 0.03 25 
1000 [0,40] 0.04 > 5000, but converging 
6000 [0,1] 0.00016 8 
6000 [0,10]  0.00166 11 
6000 [0,201 0.00333 16 
6000 [0,30] 0.005 42 
6000 [0,40] 0.0066 does not converge 
Problem 5 has constant coefficients o the blocks S~, Ri in Y are constant• Let 
I2 = diag(I ,  R -1, R - l , . . . ,  R-1)Y. 
Wi th  X = -R -1S ,  
? -x  i 
= ". ". . (9 )  
-X  
Let 
/}=-X  I . (10) 
" .  ".. 
-X  I 
The precondit ioned system, /~m/~z = r, is solved in two steps, (7): 
Wk+l = rk+l; Wi = ri + Xwi+l ,  i = k, k - 1 , . . . ,  1, 
(11) 
21 =Wl ;  Zi = wi + Xz i -1 ,  i = 2 ,3 , . . . , k+ 1. 
So,  
k k 
Z1 ~- Z Xiri+l; Zk+l = Z XJwk-j+l" (12) 
i=0 j =0 
Suppose h is chosen small enough so that  the elements of ]~ are no greater than one in mag- 
nitude. This is certainly possible for the finite-difference replacement (4) since 
X = -R -1S  = - ( I  - hA) - l ( - I  - hA) ~ (I  + 2hA) + O(h  2) ~ e 2hA, 
CAH~ 30-12-H 
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and h 
1 - - 2h 
I+  2hA = 3 
h 
2h 1 - -~ 
With X ~ e 2hA, the powers of X in (12) produce exponential growth. This is analogous to 
the phenomenon i [7], that Gaussian elimination with row partial pivoting can be unstable for 
BABD systems. There, since I~jijl < 1, no interchanges occur and the LU factorization is 
-X  I I X 
=LU= ".. ".. ".. " 
-X  I I X k-1 
-x  L 0 
when ]~U = I + X k. Exponential (element) growth takes place in the last column of U. For 
example, when k = 200 (h = 0.3), the largest element in U is approximately 2.59 x 1021. This 
instability is not restricted to matrices A with negative diagonal entries, nor to constant coefficient 
problems, nor to finite difference discretizations. 
To verify that the difficulty lies with the preconditioner we compute yXy,  y -1y - r ,  BTB,  
B-1B-T  using NAG routine F01AAF and their infinity norms using NAG routine F06RAF, [12]; 
see Table 4. The norms of y r  y and Y -  1 y -  7- indicate a well-conditioned linear system. The norm 
of Y -1y -x  decreases as the interval is extended. In comparison, the norm of B -1B-T  increases 
very quickly. B -1 is reported singular for the interval [0,40]. Note, yry  and BrB are never 
formed explicitly in PCG so we avoid the loss of precision that might occur in forming "normal 
equations." Nevertheless, the ill-conditioning of BTB affects the precision of the conjugate 
gradient iteration and causes lack of orthogonality in the vectors generated. 
Table 4. Infinity norms for Problem 5. 
n in terva l  I IYTYI I  IIY-1Y-TI[ IIBTBII I[B-1B-TI[ 
100 [0,1] 4.01 +00 1.19 +03 4.00 +00 1.27 +04 
[0,10] 4.12 +00 1.58 +02 4.00 +00 1.53 +09 
[0,20] 4.12 +00 4.55 +01 4.01 +00 8.42 +15 
[0,30] 4.18 +00 2.24 +01 4.03 +00 9.10 +22 
[0,40] 4.49 +00 1.40 +01 4.05 +00 co 
200 [0,1] 4.00 +O0 4.72 +03 4.00 +00 4.97 +04 
[0,10] 4.12 +00 5.93 +02 4.00 ÷00 5.52 +09 
[0,20] 4.12 +00 1.62 +02 4.00 +00 2.67 +16 
[0,30] 4.18 +00 7.67 +01 4.01 +00 2.35 -}-23 
[0,40] 4.24 +00 4.77 +01 4.01 +00 co 
A better choice of the approximation B would be to replace the blocks corresponding to 
unseparated BCs in Y by blocks corresponding to separated BCs reflecting the dichotomy of 
the ODE. Then the problems of conditioning would be eliminated. Unfortunately, neither the 
number of BCs at a and b nor their decomposition is readily available. 
3.2. P rob lem 6 
-71 cos 2WlX 0 wt ÷ 71 sin2wlx 0 0 "] 
0 72 cos 2w2x 0 0)2 + 9'2 sin 2co2x / A(x)  = -w l  + 9"1 sin 2wlx 0 9'1 cos2wlX 0 , 
0 -w2 ÷ 72 sin 2w2x 0 72 cos 2w2x 
0 0 0 0 9'3 J
PCG Methods for Bordered Systems 107 
q(z )  = [ql (x), q2(x), q3(x), q4(x), -eX(73 - 1)1 T, 
where 
ql = eX( 1 + 71 cos 2WlX - Wl - 71 s in2wlx) ,  
q2 = eZ(1 + 72 cos 2w2x - w2 - 72 sin 2w2x), 
q3 = eX(1 + Wl - 71 sin 2WlX - 71 cos2wlx) ,  
q4 = eX(1 + 022 - 72 sin 2w2x - 72 cos 2w2x), 
and 71 = 200, 72 = 50, 73 = 10, Wl = 1, w2 = 25. The BCs are yl(0) = 1, y2(O)+4ys(O)+y3(1) = 
5 + e, -5y1(0)  + yl(1) = -5  + e, 3y2(0) - y3(1) + y4(1) = 3, -4y2(1)  + 5y5(1) = e; the solution 
is eX(1, 1, 1, 1, 1) r .  
For large numbers of mesh points k, PCG does not solve the discretized Prob lem 6, yet CG 
solved it in fewer than N iterations; see Table 5. CG converges lowly for a small  number of 
meshpoints  but  the rate of convergence improves as the mesh is refined. In contrast,  PCG solves 
it quickly for a coarse mesh but  diverges when the mesh is refined. The rate of convergence is
closely l inked to the condit ion number; see Table 6. 
Table 5. Comparison of CG and PC(2 iterations for Problem 6. 
order of CG PCG 
k 
matrix iterations iterations 
6 35 73 19 
10 55 129 16 
15 80 187 26 
16 85 177 53 
17 90 157 147 
18 95 137 did not converge 
20 105 137 " 
100 505 173 " 
200 1005 329 " 
500 2505 784 " 
1000 5005 1556 " 
Table 6. Infinity norms for Problem 6. 
k [[yTy[[ [[y- ly-X[[ [[BTB[[ HB-1B-T[[ 
10 4.04 +02 1.94 +04 4.03 +02 7.84 +09 
15 1.79 +02 3.29 +03 1.79 +02 7.02 +i0 
16 1.57 +02 2.36 -{-03 1.57 +02 3.65 +18 
17 1.39 +02 2.06 +03 1.39 +02 3.63 +25 
18 1.24 +02 1.86 +03 1.24 +02 oo 
I00 4.69 +01 5.66 +03 5.03 -bOO oo 
The linear systems (7) have characteristics arising from discretizing an IVP. We utilize the 
stability analysis for IVPs [1] to gain further insight. Consider the linear IVP 
y '=A(x)y+q(x) ,  y (a )=a,  x>a.  (13) 
Its stabi l i ty  may be analyzed using the homogeneous system 
y '  = A(z )y ,  y(a)  = c~, x > a. (14) 
Let T(x) E C nxn be defined for each x > a as the (kinematic) s imi lar i ty matr ix  which brings 
A(x) into Jordan canonical form, where Ai -- Ai(x), the eigenvalues of A(x), 1 < i < n, are on 
the diagonal of h (x )  = T- l (x )A(x )T (x ) .  T(x) consists of the principal vectors of A(x). Define 
w(x)  = T - l (x )y (x ) ,  x _> a, 
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where y solves the homogenous IVP (14). Assuming T(x) is differentiable, 
w' = (A(x) - T- l(x)T'(x))w - Y(x)w, w(a) = T- l (a)a,  x >_ a. (15) 
We assume cond(T;z,t):= IIT(x)[I IIT-l(t)ll uniformly bounded for x _ t, then (14), (15) have 
the same uniform stability properties. 
THEOREM 2. (Uniform Asymptotic Stability [1]) Suppose that the homogeneous ODEs (14), (15) 
are kinematically similar with Y(x) upper triangular and that [[A(x)[[ and I[T'(x)[] are uniformly 
bounded in x. Let H(x) be any fundamental solution for (15); then 
[[H(x)H'(t)[[ <_ he -x(x-t), for x _> t, (16) 
for constants 5, A > O, if and only if there are constants c, A > 0 such that Ai(x), i = 1, 2 , . . . ,  n, 
satisfy 
(f ) Re Ai(s) ds) < -A(x - t) for all x - t > c. 
The parameters Vi control the growth of the modes, and the parameters wi control the rotation. 
When wi < 7i, the eigenvalues ofA(x) are real and display the dichotomy of the associated ODE. 
Now, ico 0 nix°!] 0 cos w2x 0 sin w2x 
T(x) = -s inwlx  0 coswlx 0 , 
0 - sinw2x 0 cos w2x 
0 0 0 0 
Y(x) = diag(-71, -72, ')'1, "}'2, 73). 
The eigenvalues of A(x) are those of V + T- 'T ' ;  that is, q-V~12- w~, ±V~22-  w~, and 73. The 
kinematic eigenvalues are the diagonal entries of V(x). For Theorem 2 to apply, all eigenvalues 
of V(x) must be negative; then the IVP is stable. But three eigenvalues are positive, and large. 
The linear systems (7) are ill-conditioned since solving them corresponds to solving the unstable 
discretized linear IVP (13). Preconditioning dominates the computation. However, PCG can 
solve Problem 6 for small 7~. 
Now reconsider Problem 5. A(x) is constant so the kinematic eigenvalues qual the eigenvalues, 
-1.166 and 0.833. The positive eigenvalue, which is not small relative to the longer integration 
intervals, induces instability. 
3.3.  A l te rnat ive  Con jugate  Grad ient  Imp lementat ions  
For all the numerical results presented above, we used a careful implementation f Algorithm 1. 
At no point did we explicitly form yTy  or BTB; that is we only formed matrix-vector products 
with Y and yT  and solved block triangular linear systems with matrices B and B T. However our 
algorithm may be viewed as equivalent to forming these products. So, we have also used standard 
CG software, QMRPACK [3,13], to check our results. Particularly we aimed to determine if using 
a standard algorithm in a robust implementation would give significantly different results to our 
CG implementation. Note QMRPACK does not permit internal preconditioners, o to use a 
preconditioner we formed B -1 for B defined in (5) and used it externally. We observed some 
differences in convergence properties between PCG in Algorithm 1 and the three-step look ahead 
CG algorithm implemented in QMRPACK; particularly 
(i) in cases where PCG converges easily so does QMRPACK and with a similar number of 
matrix-vector multiplies; 
(ii) in cases where PCG diverges o does QMRPACK; 
(iii) in cases where PCG converges but slowly, for example k = 17 in Table 5, QMRPACK 
terminates (seemingly successfully) after a small number of iterations. The converged 
result gives a large residual, though the scaled residual returned from QMRPACK is 
small. 
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4. CONCLUSION 
We have presented a new preconditioner based on a matr ix splitt ing technique. The resulting 
PCG method is proved to converge in 2n + 1 iterations. For some discretized two-point BVPs, 
this precondit ioner is i l l-conditioned and PCG no longer converges. Exponential  growth factors 
are observed which, in effect, compare with those obtained when solving the linear system by 
Gaussian el imination without interchanges. 
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