Abstract-We investigate the incremental stability properties of Itô stochastic dynamical systems. Specifically, we derive a stochastic version of nonlinear contraction theory that provides a bound on the mean square distance between any two trajectories of a stochastically contracting system. This bound can be expressed as a function of the noise intensity and the contraction rate of the noise-free system. We illustrate these results in the contexts of nonlinear observers design and stochastic synchronization.
I. INTRODUCTION
Nonlinear stability properties are often considered with respect to an equilibrium point or to a nominal system trajectory (see e.g. [1] ). By contrast, incremental stability is concerned with the behavior of system trajectories with respect to each other. From the triangle inequality, global exponential incremental stability (any two trajectories tend to each other exponentially) is a stronger property than global exponential convergence to a single trajectory.
Historically, work on deterministic incremental stability can be traced back to the 1950's [2] - [4] (see e.g. [5] , [6] for a more extensive list and historical discussion of related references). More recently, and largely independently of these earlier studies, a number of works have put incremental stability on a broader theoretical basis and have clarified the relations with more traditional stability approaches [7] - [10] . Furthermore, it has been shown that incremental stability is especially relevant in the study of such problems as observer design or synchronization analysis.
While the above references are mostly concerned with deterministic stability notions, stability theory has also been extended to stochastic dynamical systems, see for instance [11] , [12] . This includes important recent developments in Lyapunov-like approaches [13] , [14] , as well as applications to standard problems in systems and control [15] - [17] . However, stochastic versions of incremental stability have not yet been systematically investigated.
The goal of this technical note is to extend some concepts and results in incremental stability to stochastic dynamical systems. More specifically, we derive a stochastic version of contraction analysis in the specialized context of state-independent metrics.
We prove in Section II that the mean square distance between any two trajectories of a stochastically contracting system is upper-bounded by a constant after exponential transients. In contrast with previous works on incremental stochastic stability [18] , we consider the case when the two trajectories are affected by distinct and independent noises, as detailed in Section II-B. This specificity enables our theory to have a number of new and practically important applications. However, the fact that the noise does not vanish as two trajectories get very close to each other will prevent us from obtaining asymptotic almost-sure stability results (see Section III-B). In Section III-D, we show that results on combinations of deterministic contracting systems have simple analogues in the stochastic case. Finally, as illustrations of our results, we study in Section IV the convergence of contracting observers with noisy measurements, and the synchronization of noisy FitzHugh-Nagumo oscillators.
II. STOCHASTIC CONTRACTION THEOREM

A. Background: Nonlinear Contraction Theory
Nonlinear contraction theory [8] provides a set of tools to analyze the incremental exponential stability of nonlinear systems, and has been applied notably to observer design [19] , [20] , synchronization analysis [21] , [22] and systems neuroscience modelling [23] . Nonlinear contracting systems enjoy desirable aggregation properties, in that contraction is preserved under many types of system combinations given suitable simple conditions [8] .
While we shall derive global properties of nonlinear systems, many of our results can be expressed in terms of eigenvalues of symmetric matrices [24] . Given a square matrix A, the symmetric part of A is denoted by A s . The smallest and largest eigenvalues of A s are denoted by min(A) and max(A). Given these notations, a matrix A is positive definite (denoted A > 0) if min (A) > 0. Finally, a time-and state-dependent matrix A(x;t) is uniformly positive definite if 9 > 0 8x; t min (A(x; t)) :
The basic theorem of contraction analysis, derived in [8] 
B. Settings
Consider a noisy system described by an Itô stochastic differential equation
where f is a n 2 + ! n function, is a (2) has on [0; 1) a unique n -valued solution a(t), which is continuous with probability one. In order to investigate the incremental stability properties of system (2), consider now two system trajectories a(t) and b(t).
Our goal will consist of studying the trajectories a(t) and b(t) with respect to each other. For this, we consider the augmented system x(t) = (a(t); b(t)) T , which follows the equation:
Important remark As stated in the introduction, the systems a and b are driven by distinct and independent Wiener processes W d 1 and
W d
2 . This makes our approach considerably different from [18] , where the authors studied two trajectories driven by the same Wiener process.
Our approach enables us to study the stability of the system with respect to differences in initial conditions and to random perturbations: indeed, two trajectories of any real-life system are typically affected by distinct realizations of the noise. In the deterministic domain, incremental stability with respect to different initial conditions and different deterministic inputs (incremental Input-to-State Stability or ISS) has been studied in [9] , [10] , [26] . Besides, it should be noted that our approach leads very naturally to nice results on the comparison of noisy and noise-free trajectories (cf. Section III-C), which are particularly useful in applications (cf. Section IV).
However, because of the very fact that the two trajectories are driven by distinct Wiener processes, one cannot expect the influence of the noise to vanish when the two trajectories get very close to each other. This constrasts with [18] , and more generally, with standard stochastic stability approaches, where the noise is assumed to vanish near the origin. The consequences of this will be discussed in detail in Section III-B.
C. Statement and Proof of the Theorem
We first recall a Gronwall-type lemma 
where the inequality is obtained by using (H1). Finally, combining (7) with (H2) allows to obtain the desired result
We can now state the stochastic contraction theorem Theorem 2 (Stochastic Contraction): Assume that system (2) verifies (H1) and (H2). Let a(t) and b(t) be two trajectories whose initial conditions are independent of the noise and given by a probability distribution p(1;2). Then 
In particular, 8t 0 ka(t) 0 b(t)k 
where inequality (10) is obtained by using lemma 2 and equality (11) by using Fubini's theorem (since s 7 ! x V (x(s);s) is continuous on [u; t], one has t u j 0 2 x V (x(s);s) + 2Cjds < 1). Denote by g(t) the deterministic quantity x V (x(t)).As and ka(t) 0 b(t)k 2 
(a(t) 0 b(t)) T M(t) (a(t) 0 b(t)) :
III. REMARKS
A. "Optimality" of the Mean Square Bound
Consider the following linear dynamical system, known as the Ornstein-Uhlenbeck (colored noise) process da = 0adt + dW: (12) Clearly, the noise-free system is contracting with rate and the trace of the noise matrix is upper-bounded by 2 . Let a(t) and b(t) be two system trajectories starting respectively at a 0 and b 0 (deterministic initial conditions). Then by theorem 2, we have 8t0 (a(t)0b(t)) 
Let us assess the quality of this bound by solving directly (12) . The solution of (12) Thus, this calculation shows that the upper-bound (13) given by theorem 2 is optimal, in the sense that it can be attained.
B. No Asymptotic Almost-Sure Stability
From the explicit form (14) of the solutions, one can deduce that the distributions of a(t) and b(t) converge to the normal distribution N (0; ( 
C. Noisy and Noise-Free Trajectories
Consider the following augmented system: 
This equation is the same as (3) except that the a-system is not perturbed by noise. Thus V (x) = ka 0 bk 2 represents the distance between a noise-free trajectory and a noisy one. All the calculations are the same as in Section III-C, with C being replaced by C=2. One can then derive the following corollary (for simplicity, we consider the case of identity metric; the general case can be easily adapted) Corollary 1: Assume that system (2) verifies (H1) and (H2) with M M M = I. Let a(t) be a noise-free trajectory starting at a0 and b(t) a noisy trajectory whose initial condition is independent of the noise and given by a probability distribution p( 2 ). 
Remarks:
• One can note here that the derivation of corollary 1 is only permitted by our initial choice of considering distinct driving Wiener process for the a-and b-systems (cf. Section II-B).
• Corollary 1 provides a robustness result for contracting systems, in the sense that any contracting system is automatically protected against noise, as quantified by (16) . This robustness could be related to the exponential nature of contraction stability.
D. Combination Properties
Stochastic contraction inherits naturally from deterministic contraction [8] its convenient combination properties. Because contraction is a state-space concept, such properties can be expressed in more general forms than input-output analogues such as passivity-based combinations [29] .
It should be noted that, in the deterministic domain, combination properties have been obtained for ISS systems [10] , [26] (for the definition of ISS, see Section II-B).
Consider two connected systems dx1 = f1(x1; x2; t)dt + 1(x1; t)dW1 dx 2 = f 2 (x 1 ; x 2 ; t)dt + 2 (x 2 ; t)dW 2
where system i (i = 1; 2) is stochastically contracting with respect to
, with rate i and bound C i (here, M M M i and 2 2 2 i are set to be constant matrices for simplicity; the case of time-varying metrics can be easily adapted).
Assume that these systems are connected by negative feedback [30] , i.e. the Jacobian of their coupling matrices verify • 
Taken together, the combination properties presented above allow one to build by recursion stochastically contracting systems of arbitrary size.
IV. SOME EXAMPLES
A. Effect of Measurement Noise on Contracting Observers
Consider a nonlinear dynamical system _ x = f(x; t): (19) If a measurement y = y(x) is available, then it may be possible to choose an output injection matrix K(t) such that the dynamics _ x = f(x; t) + K(t)(ŷ 0 y) (20) is contracting, withŷ = y(x). Since the actual state x is a particular solution of (20) , any solutionx of (20) will then converge towards x exponentially.
Assume now that the measurements are corrupted by additive "white noise". In the case of linear measurement, the measurement equation becomes y = H(t)x + 6(t)(t) where (t) is a multidimensional "white noise" and 6(t) is the matrix of measurement noise intensities.
The observer equation is now given by the following Itô stochastic differential equation (using the formal rule dW = dt) dx = (f (x; t) + K(t) (H(t)x 0 H(t)x)) dt + K(t)6(t)dW: (21) Next, remark that the solution x of system (19) is a also a solution of the noise-free version of system (21) . By corollary 1, one then has, for any solutionx of system (21) 8t 0 kx(t) 0 x(t)k Remark: The choice of the injection gain K(t) is governed by a trade-off between convergence speed () and noise sensitivity (C=) as quantified by (22) . More generally, the explicit computation of the bound on the expected quadratic estimation error given by (22) may open the possibility of measurement selection in a way similar to the linear case. If several possible measurements or sets of measurements can be performed, one may try at each instant (or at each step, in a discrete version) to select the most relevant, i.e., the measurement or set of measurements which will best contribute to improving the state estimate. Similarly to the Kalman filters used in [31] for linear systems, this can be achieved by computing, along with the state estimate itself, the corresponding bounds on the expected quadratic estimation error, and then selecting accordingly the measurement which will minimize it.
B. Synchronization of Noisy Fitzhugh-Nagumo Oscillators
We analyze in this section the synchronization of two noisy FitzHugh-Nagumo oscillators (see [21] for the references). The interested reader is referred to [32] for a more complete study.
The dynamics of two diffusively-coupled noisy FitzHugh-Nagumo oscillators is given by Thus, if the coupling strength verifies k > c then the projected system will be stochastically contracting in the diagonal metric M M M = diag(1;c) with rate min(k0c; b=c) and bound 2 . Hence, the average absolute difference between the two membrane potentials jv 1 0v 2 j will be upper-bounded by = min(1;c) min(k 0 c; b=c) after exponential transients (see Fig. 1 for a numerical simulation).
