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Cuaca merupakan faktor penting yang dipertimbangkan untuk berbagai pengambilan keputusan. Klasifikasi cuaca 
manual oleh manusia membutuhkan waktu yang lama dan inkonsistensi. Computer vision adalah cabang ilmu yang 
digunakan komputer untuk mengenali atau melakukan klasifikasi citra. Hal ini dapat membantu pengembangan 
self autonomous machine agar tidak bergantung pada koneksi internet dan dapat melakukan kalkulasi sendiri 
secara real time. Terdapat beberapa algoritma klasifikasi citra populer yaitu K-Nearest Neighbors (KNN), Support 
Vector Machine (SVM), dan Convolutional Neural Network (CNN). KNN dan SVM merupakan algoritma 
klasifikasi dari Machine Learning sedangkan CNN merupakan algoritma klasifikasi dari Deep Neural Network. 
Penelitian ini bertujuan untuk membandingkan performa dari tiga algoritma tersebut sehingga diketahui berapa 
gap performa diantara ketiganya. Arsitektur uji coba yang dilakukan adalah menggunakan 5 cross validation. 
Beberapa parameter digunakan untuk mengkonfigurasikan algoritma KNN, SVM, dan CNN. Dari hasil uji coba 
yang dilakukan CNN memiliki performa terbaik dengan akurasi 0.942, precision 0.943, recall 0.942, dan F1 Score 
0.942. 
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Weather is an important factor that is considered for various decision making. Manual weather classification by 
humans is time consuming and inconsistent. Computer vision is a branch of science that computers use to 
recognize or classify images. This can help develop self-autonomous machines so that they are not dependent on 
an internet connection and can perform their own calculations in real time. There are several popular image 
classification algorithms, namely K-Nearest Neighbors (KNN), Support Vector Machine (SVM), and 
Convolutional Neural Network (CNN). KNN and SVM are Machine Learning classification algorithms, while CNN 
is a Deep Neural Networks classification algorithm. This study aims to compare the performance of that three 
algorithms so that the performance gap between the three is known. The test architecture is using 5 cross 
validation. Several parameters are used to configure the KNN, SVM, and CNN algorithms. From the test results 
conducted by CNN, it has the best performance with 0.942 accuracy, 0.943 precision, 0.942 recall, and F1 Score 
0.942. 
 




1. PENDAHULUAN  
Dengan berkembangnya teknologi, komputer 
memiliki kemampuan untuk melakukan berbagai 
macam hal. Komputer dapat meramal cuaca dengan 
melakukan pengamatan terhadap gambar satelit dan 
menentukan cuaca pada hari tersebut dan melakukan 
ramalan untuk cuaca selanjutnya (Automotive 
Revolution & Perspective Towards 2030, 2016). 
Dengan koneksi internet semua komputer dapat 
mengakses informasi tersebut. Namun cuaca 
merupakan informasi yang memiliki perbedaan 
antara satu tempat dengan tempat lainnya. Walaupun 
komputer mendapatkan informasi cuaca dari internet 
belum tentu data tersebut sama dengan lokasi 
komputer tersebut. Sebagai contoh self-driving car 
dapat menggunakan data cuaca untuk mengatur 
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kecepatan dan mengaktifkan wiper. Data cuaca juga 
dapat digunakan untuk menginformasikan mobil 
dalam mengambil keputusan real time. 
Image classification merupakan salah satu 
bidang yang diminati karena mampu menggantikan 
kemampuan visual manusia (Javidi, 2002). Dengan 
menggunakan image classification maka komputer 
dapat mengetahui cuaca hanya berdasarkan gambar 
secara real time. Dengan aplikasi image classification 
dapat membantu dalam pengembangan self-
autonomous machine atau Advance Driver 
Assistance System (ADAS) (Kang, Chou and Fu, 
2019). 
(An, Chen and Shin, 2019) mengaplikasikan 
citra cuaca dengan menggunakan algoritma CNN 
untuk melakukan feature extraction dan 
mengkombinasikan dengan Multi-Class SVM. 
(Kang, Chou and Fu, 2019) melakukan klasifikasi 
cuaca menjadi 3 kelas yaitu hazy, rainy, dan snowy 
menggunakan CNN. (Xia et al., 2020) melakukan 
perbandingan terhadap beberapa arsitektur CNN 
yaitu AlexNet, VGG, dan GoogleNet untuk 
klasifikasi citra cuaca menjadi 4 kelas yaitu, foggy, 
rainy, snowy, dan sunny. (Elhoseiny, Huang and 
Elgammal, 2015) melakukan klasifikasi citra cuaca 
menggunakan CNN dengan arsitektur AlexNet. 
(Ibrahim, Haworth and Cheng, 2019) menggunakan 
CNN dengan arsitetur ResNet50 untuk klasifikasi 
cuaca menjadi 3 kelas, yaitu rainy, snowy, dan foggy. 
Dari beberapa penelitian tersebut belum ada 
perbandingan algoritma klasifikasi Deep Neural 
Network dengan algoritma klasik Machine Learning 
seperti SVM dan KNN untuk melihat berapa gap 
performa diantara keduanya. Selain itu waktu 
eksekusi untuk proses training dan testing juga perlu 
dianalisis untuk melihat seberapa efektif time to 
performance diantara ketiga algoritma tersebut. 
Penelitian ini mencoba membandingkan algoritma 
CNN dengan algoritma Machine Learning klasik 
yaitu KNN dan SVM untuk melihat perbandingan 
performa dan waktu eksekusi di antara ketiga 
algoritma tersebut. 
Sistematika penulisan pada penelitian ini terdiri 
dari 4 bagian. Pada bab 1 dijelaskan mengenai 
pendahuluan dan latar belakang permasalahan, pada 
bab 2 dijelaskan mengenai metode penelitian, pada 
bab 3 dijelaskan mengeai hasil dan pembahasan, dan 
bagian akhir yaitu bab 4 dijelaskan mengenai 
kesimpulan penelitian. 
2. METODE PENELITIAN 
Metodologi penelitian yang dilakukan terdiri 
dari pengumpulan dataset, pembentukan model 
klasifikasi, training model klasifikasi, testing, dan 




Gambar 1. Alur metodologi penelitian 
2.1. Pengumpulan Dataset 
Dataset yang digunakan dalam penelitian ini 
adalah citra cuaca yang didapatkan dari Multi-class 
Weather dataset for image classification pada 
repositori Mendeley (Ajayi, 2018). Terdapat empat 
kelas cuaca, yaitu cloudy, rain, shine, dan sunrise. 
Tabel 1 menunjukkan jumlah dataset dari setiap kelas 
cuaca. Gambar 2 menunjukkan contoh dataset dari 
masing-masing kelas. Dataset yang digunakan 
diresize menjadi ukuran 64x64 sebelum dilakukan 
training dan testing 
 








Gambar 2. Contoh dataset cuaca 
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2.2. Pembentukan Model Klasifikasi 
Pada tahapan ini setiap algoritma 
dikonfigurasikan menggunakan beberapa parameter. 
Tujuannya adalah untuk mengetahui pengaruh 
parameter terhadap performa yang dihasilkan.  
Pada algortima KNN parameter yang 
diujicobakan adalah tipe distance dan jumlah 
neighbors. Tabel 2 menunjukkan parameter dari KNN 
yang digunakan dalam penelitian ini. Jumlah 
neighbors yang digunakan adalah 5, 7, dan 9, 
sedangkan tipe distance yang digunakan adalah 
Euclidean (Dokmanic et al., 2015) dan Minkowski 
(Çolakoğlu, 2019). 
 
Tabel 2. Parameter KNN 
Parameter Deskripsi 
Jumlah Neighbors 5,7,9 
Tipe Distance Euclidean, 
Minkowski 
 
Pada algoritma SVM parameter yang 
diujicobakan adalah jenis kernel. Tabel 3 
menunjukkan parameter dari SVM. 
 





Pada algoritma CNN parameter yang 
diujicobakan adalah jumlah epoch, tipe convolution, 
tipe activation function, dan jumlah dense layer. 
Tabel 4 menunjukkan parameter dari CNN. 
Arsitektur CNN yang digunakan adalah LeNet 
(Lecun et al., 1998) 
 
 Tabel 4. Parameter CNN 
Layer (type)   Output Shape  Deskripsi 
conv2d (Conv2D)   (None, 62, 62, 32) Filter_size = 




(None, 31, 31, 32) Pool_size = 2 
conv2d_1 
(Conv2D)   
(None, 29, 29, 32) Filter_size = 




(None, 14, 14, 32) Pool_size = 2 
flatten (Flatten)   (None, 6272) - 
dense (Dense) (None, 128) Act = ReLu 
dense_1 (Dense) (None, 4) Act= Softmax 








Activation function yang digunakan pada proses 
convolution dan dense layer pertama adalah Rectified 
Linear Unit (ReLU) (Agarap, 2018). Persamaan (1) 
menunjukkan rumus activation function dari ReLu, z 
adalah nilai input activation function.  
𝑅(𝑧) = max(0, 𝑧) (1) 
Pada dense layer output activation function yang 
digunakan adalah Softmax (Zeiler and Fergus, 2014). 
Hal ini dikarenakan kelas klasifikasi yang dihasilkan 
berjumlah empat. Persamaan (2) menunjukkan rumus 
activation function Softmax dengan input 𝑥𝑖, jumlah 
label class 𝑛, dan label kelas ke-𝑗.  






Model klasifikasi yang dibentuk dalam 
penelitian ini dijalankan di sebuah perangkat keras 
komputer cloud dari Google Colaboratory (Google 
Colab, 2020). Detail spesifikasi dari perangkat keras 
komputer yang digunakan dapat dilihat pada Tabel 5. 
 
Tabel 5. Spesifikasi perangkat keras komputer 
Parameter Spesifikasi 
CPU  Intel® Xeon®, 2.30 
GHz, 2 cores 
RAM 12 GB 
Space of Disk 25 GB 
GPU Model Name Nvidia K80, 12 GB 
2.3. Training 
Pada tahapan ini dilakukan training pada model 
klasifikasi yang telah dibuat. Training dilakukan 
menggunakan 80% dari dataset secara acak. Training 
diulang dan dilakukan sebanyak 5 kali. Dari tiap kali 
training dilakukan uji coba menggunakan cross 
validation. Detail dari penggunaan cross validation 
akan dijelaskan lebih detail pada tahapan testing. 
Training algoritma KNN dilakukan 
menggunakan parameter yang dijelaskan pada Tabel 
2. Begitu pula untuk algoritma SVM dan CNN 
training dilakukan masing-masing menggunakan 
parameter seperti pada Tabel 3 dan 4. 
Model CNN yang digunakan dalam proses 
training ini juga menggunakan tahapan data 
augmentation dengan tujuan untuk mengindari 
overfitting. Data augmentation menggunakan library 
yang disediakan oleh keras (Chollet and &, 2020). 
Data augmentation yang digunakan terdiri dari 
horizontal flip, shear range dengan nilai 0.2 dan zoom 
range dengan nilai 0.2.  
Horizontal flip digunakan untuk membuat 
gambar lebih bervariasi karena data training 
ditambahkan dengan gambar yang dirotasi secara 
horizontal 90 derajat. Shear range menggunakan 
shear transformation (Goldman, 1991) untuk 
membuat gambar lebih bervariasi dengan derajat 
rotasi tertentu, dan zoom range digunakan untuk 
memperbesar gambar dengan persentasi tertentu 
terhadap gambar asli. 
2.4. Testing 
Testing dilakukan menggunakan 20% dari 
dataset cuaca secara acak. Testing dilakukan dan 
diulang sebanyak 5 kali. Testing dilakukan 
menggunakan cross validation. 
Pada tiap algoritma dilihat performa dari setiap 
cross validation. Hal ini dilakukan untuk melihat 
apakah performa yang dihasilkan stabil atau tidak.  
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Pada algoritma CNN di setiap epoch dilakukan 
proses validasi dengan data testing untuk dilihat 
akurasinya. Namun akurasi yang didapatkan dari 
proses validasi data testing tidak digunakan untuk 
memperbarui bobot pada layer. Sedangkan akurasi 
dari model yang didapatkan dari validasi data training 
digunakan untuk memperbarui bobot pada layer. 
Optimasi yang digunakan adalah Adam Optimizer 
(Kingma and Ba, 2015). 
2.5. Perhitungan Performa 
Pada tahapan ini dilakukan perhitungan 
performa dari algoritma KNN, SVM, dan CNN. 
Performa yang dihitung adalah akurasi, precision, 
recall, dan F1 Score. Persamaan (3) (4) (5) (6) 
berturut turut menunjukkan rumus perhitungan 
akurasi, precision, recall, dan F1 Score. TP adalah 
True Positive, TN adalah True Negative, FP adalah 
False Positive, dan FN adalah False Negative. 
















Studi kasus pada penelitian ini adalah klasifikasi 
multiclass, sehingga untuk menghitung performa 
precision, recall, dan F1 Score menggunakan 
weighted metric (Goutte and Gaussier, 2005). Hal ini 
dilakukan dikarenakan jumlah dataset dari tiap kelas 
berbeda. Persamaan (7) menunjukkan rumus 
perhitungan weighted metric, 𝑚𝑖 adalah metric 
precision, recall, atau F1 Score untuk class i, j adalah 
jumlah class, dan  𝑐𝑖 adalah jumlah data dari kelas i. 








3. HASIL DAN PEMBAHASAN 
3.1. KNN 
Tabel 6 menunjukkan hasil performa dari 
algoritma KNN. NN adalah Number Neighbors 
(Jumlah Neighbors), CV adalah Cross Validation, 
AVG adalah rata-rata performa dari tiap CV, dan 
AVG Perf adalah penjumlahan dari accuracy, 
precision, recall, dan f1 score dibagi dengan 4. AVG 
Perf untuk melihat rata-rata metric performa yang 




Tabel 6. Performa KNN 










5 acc 0.746 0.754 0.723 0.777 0.768 0.754 
0.766 
prec 0.794 0.783 0.769 0.806 0.802 0.791 
rec 0.746 0.754 0.723 0.777 0.768 0.754 
f1score 0.755 0.761 0.731 0.783 0.774 0.761 
7 acc 0.723 0.746 0.719 0.763 0.772 0.745 
0.757 
prec 0.775 0.769 0.768 0.802 0.801 0.783 
rec 0.723 0.746 0.719 0.763 0.772 0.745 
f1score 0.732 0.751 0.728 0.770 0.774 0.751 
9 acc 0.723 0.746 0.719 0.763 0.772 0.745 
0.760 
prec 0.794 0.783 0.769 0.806 0.802 0.791 
rec 0.723 0.746 0.719 0.763 0.772 0.745 









5 acc 0.746 0.754 0.723 0.777 0.768 0.754 
0.765 
prec 0.794 0.783 0.769 0.806 0.802 0.791 
rec 0.746 0.754 0.723 0.754 0.768 0.749 
f1score 0.755 0.761 0.731 0.761 0.774 0.756 
7 acc 0.723 0.746 0.719 0.763 0.772 0.745 
0.756 
prec 0.775 0.769 0.768 0.802 0.801 0.783 
rec 0.723 0.746 0.719 0.746 0.772 0.741 
f1score 0.732 0.751 0.728 0.751 0.774 0.747 
9 acc 0.723 0.746 0.719 0.763 0.772 0.745 
0.759 
prec 0.794 0.783 0.769 0.806 0.802 0.791 
rec 0.723 0.746 0.719 0.746 0.772 0.741 
f1score 0.732 0.751 0.728 0.751 0.774 0.747 
 
Berdasarkan perhitungan performa yang 
dilakukan, algoritma KNN dengan distance 
Euclidean dan jumlah neighbors 5 memiliki performa 
terbaik. Perbedaan performa memang tidak 
signifikan, namun KNN dengan distance Euclidean 
dan jumlah neighbors 5 akan dibandingkan 
performanya dengan SVM dan CNN. 
3.2 SVM 
Tabel 7 menunjukkan performa algoritma SVM. 
SVM dengan kernel RBF memiliki performa terbaik 
jika dibandingkan dengan kernel lain. Semua metric 
performa dari kernel RBF mengungguli kernel yang 
lain. SVM dengan kernel RBF akan dibandingkan 
performanya dengan KNN dan CNN. 
 
Tabel 7. Performa SVM 






 acc 0.857 0.871 0.804 0.862 0.804 0.839 
0.845 
prec 0.858 0.876 0.809 0.867 0.867 0.855 
rec 0.857 0.871 0.804 0.862 0.804 0.839 






acc 0.862 0.875 0.795 0.875 0.813 0.844 
0.849 
prec 0.863 0.877 0.799 0.877 0.877 0.859 
rec 0.862 0.875 0.795 0.875 0.813 0.844 





acc 0.875 0.848 0.813 0.888 0.862 0.857 
0.860 
prec 0.876 0.850 0.823 0.889 0.889 0.865 
rec 0.875 0.848 0.813 0.888 0.862 0.857 
f1score 0.875 0.848 0.815 0.888 0.862 0.858 
3.3 CNN 
Tabel 8 menunjukkan hasil performa dari 
algoritma CNN. Dapat dilihat bahwa CNN memiliki 
performa yang sangat baik, semua metric performa 
yang dihasilkan memiliki nilai di atas 0.92. 
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Tabel 8. Performa CNN 
Metric CV1 CV2 CV3 CV4 CV5 AVG AVG PERF 
acc 0.946 0.951 0.942 0.942 0.929 0.942 
0.942 
prec 0.947 0.953 0.946 0.943 0.928 0.943 
rec 0.946 0.951 0.942 0.942 0.929 0.942 
f1score 0.946 0.951 0.942 0.942 0.928 0.942 
3.4 Perbandingan Performa 
Tabel 9 menunjukkan perbandingan performa 
antara algoritma KNN, SVM, dan CNN. Untuk 
algoritma KNN, penelitian ini memilih KNN dengan 
distance Euclidean dan jumlah neighbors 5 
dikarenakan memiliki performa terbaik dibandingkan 
KNN dengan parameter lainnya. Sedangkan untuk 
algoritma SVM, penelitian ini memilih SVM dengan 
kernel RBF karena memiliki performa terbaik 
diantara SVM dengan parameter lainnya. Gambar 3 
menunjukkan grafik perbandingan performa antara 
algoritma KNN, SVM, dan CNN. 
 
Tabel 9. Perbandingan Performa 





acc 0.746 0.754 0.723 0.777 0.768 0.754 
0.766 
prec 0.794 0.783 0.769 0.806 0.802 0.791 
rec 0.746 0.754 0.723 0.777 0.768 0.754 
f1score 0.755 0.761 0.731 0.783 0.774 0.761 
SVM RBF 
acc 0.875 0.848 0.813 0.888 0.862 0.857 
0.860 
prec 0.876 0.850 0.823 0.889 0.889 0.865 
rec 0.875 0.848 0.813 0.888 0.862 0.857 
f1score 0.875 0.848 0.815 0.888 0.862 0.858 
CNN 
acc 0.946 0.951 0.942 0.942 0.929 0.942 
0.942 
prec 0.947 0.953 0.946 0.943 0.928 0.943 
rec 0.946 0.951 0.942 0.942 0.929 0.942 
f1score 0.946 0.951 0.942 0.942 0.928 0.942 
 
Penelitian ini juga membandingkan waktu 
eksekusi training dan testing dari tiap algoritma. 
Tabel 10 menunjukkan waktu eksekusi di setiap cross 
validation dalam satuan detik dari algoritma KNN 
dengan distance Euclidean dan jumlah neighbor 5, 
SVM dengan kernel RBF, dan CNN dengan jumlah 
epoch 50.  
 
Tabel 10. Waktu eksekusi training dan testing (detik) 
Algoritma CV1 CV2 CV3 CV4 CV5 AVG 
KNN 5.33 5.35 5.32 5.34 5.32 5.33 
SVM 10.54 10.58 10.22 10.82 10.52 10.54 
CNN 458.49 451.17 457.63 461.54 463.62 458.49 
 
Berdasarkan Tabel 10 terlihat bahwa algoritma 
CNN memiliki waktu eksekusi paling lama jika 
dibandingkan dengan KNN dan SVM. Hal ini 
bergantung dari jumlah epoch yang digunakan.  
Pada uji coba CNN, penelitian ini menggunakan 
epoch sebanyak 50. Berdasarkan uji coba rata-rata 
waktu eksekusi di tiap epoch adalah 9.82 detik dan 
menghasilkan rata-rata akurasi data testing mencapai 
0.88 di epoch pertama dengan batch size 8. Performa 
akurasi ini cukup meyakinkan jika dibandingkan 
dengan algoritma SVM yang membutuhkan waktu 
rata-rata 10.54 detik untuk mendapatkan rata-rata 
akurasi 0.857. Akurasi CNN akan terus membaik 
hingga epoch ke-50 dan mendapatkan rata-rata 
akurasi sebesar 0.942. 
CNN mendapatkan akurasi yang paling baik 
dibandingkan dengan KNN dan SVM. Walaupun 
waktu eksekusi CNN untuk mendapatkan akurasi 
maksimal membutuhkan waktu rata-rata 458.49 
detik, performa yang dihasilkan cukup signifikan jika 
dibandingkan dengan KNN dan SVM. 
Gambar 3. Perbandingan performa algoritma KNN, SVM, dan CNN di tiap Cross Validation 
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Gambar 4 menunjukkan grafik loss dan 
accuracy dari algoritma CNN. Dapat dilihat bahwa 
metric loss dan accuracy dari data training semakin 
membaik di setiap epoch. Accuracy yang membaik di 
setiap epoch untuk data testing menandakan bahwa 
model yang dibuat tidak overfitting. 
4. KESIMPULAN 
Berdasarkan uji coba yang dilakukan penelitian 
ini, algoritma CNN memiliki performa terbaik dalam 
melakukan klasifikasi pada dataset cuaca yang 
diperoleh dari Multi-class Weather dataset for image 
classification pada repositori Mendeley (Ajayi, 
2018). Performa yang didapatkan oleh CNN adalah 
accuracy sebesar 0.942, precision sebesar 0.943, 
recall sebesar 0.942, dan F1 score sebesar 0.942. 
Namun CNN membutuhkan waktu eksekusi paling 
lama dalam melakukan training dan testing untuk 
mendapatkan performa terbaiknya yaitu sebesar 
458.49 detik. 
Gambar 4. Grafik Loss dan Accuracy CNN 
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Rekomendasi untuk penelitian selanjutnya 
adalah fitur yang digunakan tidak hanya RGB color 
saja, namun bisa juga menggunakan ekstraksi fitur 
seperti edge detection, Principal Component 
Analysis, Fourier descriptor, dan Independent 
Component Analysis (Kumar and Bhatia, 2014). 
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