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Abstract
Previously, the last two authors found large families of decomposable Specht modules
labelled by bihooks, over the Iwahori–Hecke algebra of type B. In most cases we conjec-
tured that these were the only decomposable Specht modules labelled by bihooks, proving
it in some instances. Inspired by a recent semisimplicity result of Bowman, Bessenrodt and
the third author, we look back at our decomposable Specht modules and show that they
are often either semisimple, or very close to being so. We obtain their exact structure and
composition factors in these cases. In the process, we determine the graded decomposition
numbers for almost all of the decomposable Specht modules indexed by bihooks.
Keywords Specht modules · KLR algebras · Hecke algebras · decomposable Specht
modules · semisimple Specht modules
Mathematics Subject Classification (2010) 20C30 · 20C08 · 05E10
1 Introduction
The Specht modules are a natural family of modules for the symmetric group, indexed by
partitions, whose combinatorial construction has natural generalisations to Hecke algebras,
and more generally to cyclotomic Hecke algebras, where multipartitions play the corre-
sponding indexing role. In all of these cases, these modules are the ordinary irreducible
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modules for these algebras, and it is an open and difficult problem to determine their struc-
ture outside of the semisimple situation. One natural question one can ask is when these
important modules are decomposable. For the symmetric groups, an old result of James
[15, Corollary 13.18] tells us that the Specht modules are always indecomposable over fields
of characteristic not equal to 2; this has an analogue for their Hecke algebras too – the Specht
modules are indecomposable outside of quantum characteristic e = 2. Already in this
setting, it is an unresolved, hard problem to determine which Specht modules are decom-
posable when e = 2. Some progress has been made by Murphy [24] and the second author
[26], where decomposable Specht modules indexed by hook partitionswere classified in the
symmetric group and Hecke algebra cases, respectively. Some more decomposable Specht
modules for symmetric groups and their Hecke algebras can be found in [2, 7, 8].
The analogous question for cyclotomic Hecke algebras has not yet been studied, until
the prequel to this paper [27]. There, the second and third authors initiated this study for
(integral) Hecke algebras of type B, which may be seen as level 2 cyclotomic Hecke alge-
bras. These algebras have Specht modules Sλ that are now indexed by bipartitions λ, and it
is known (for example by [11, Corollary 3.12]) that all Specht modules are indecomposable
unless e = 2 or the bicharge is of the form κ = (i, i) for some i. (Up to isomorphism we
may assume that i = 0 in this case.) For κ = (0, 0), we found a large family of decom-
posable Specht modules indexed by bihooks, that is bipartitions where each component
consists of a hook, a natural generalisation of the hook partitions previously studied. The
main results are summarised in the below theorem, where p denotes the characteristic of
the ground field F.
Theorem 1.1 [27, Theorems 4.1 and 5.4] Let κ = (0, 0), and λ = ((ke + a, 1b), (je +
a, 1b)) or ((b+1, 1je+a−1), (b+1, 1ke+a−1)), for some j, k  1, 0 < a  e and 0  b < e
with a + b = e, or for a = b = 0.
1. For j, k > 1, if j + k is even and p = 2, or if j + k is odd, then Sλ is decomposable.
2. If j = 1 or k = 1, then Sλ is decomposable if and only if p  j + k.
As noted in the proof of [27, Theorem 5.4], if e = 2, then S((ke),(je)) ∼= S((ke),(1je)), since
the presentations of these two Specht modules are identical. This allows the above results to
also cover λ = ((2k + a, 1b), (a, 12j+b)) or ((a, 12k+b), (2j + a, 1b)). We conjectured [27,
Conjecture 4.2] that if e = 2 and p = 2, these are all of the decomposable Specht modules
indexed by bihooks.
As in the previous paper, our approach here uses the cyclotomic KLR algebras introduced
by Khovanov, Lauda and Rouquier [18, 25], via the now-famous isomorphism of Brundan
and Kleshchev [4]. This perspective allows for the study of the graded representation theory
of cyclotomic Hecke algebras.
We observed – using the LLT algorithm – that, over a field of characteristic 0, the above
Specht modules seemed to have all composition factors focussed in a single degree. A
recent result of Bowman, Bessenrodt and the third author [2, Theorem 3.2] then implies
that the Specht modules must be semisimple. The purpose of the current paper is to study
the structure of these decomposable Specht modules we found previously, and in particular
determine when they are semisimple.
Our first main result determines precisely when the Specht modules are semisimple, and
determines the summands (the composition factors, with grading shift). It appears in the
body of the paper as Theorem 5.2.
Decomposable Specht Modules Indexed by Bihooks II
Theorem 1.2 Suppose k  j  1. Then S((ke),(je)) is semisimple if and only if one of the
following holds:
 p = 2 and p does not divide any of the integers k + j, k + j − 1, . . . , k − j + 2;
 p = 2, j = 1, and k is even;
 p = 2, j = 2, and k ≡ 1 (mod 4).




From this, Theorem 5.6 and Corollary 5.10 give the corresponding result for the more
general bihooks of Theorem 1.1, by arguments using graded i-induction functors, which
were also key in the proof of Theorem 1.1.
Our methods for this use a Morita equivalence of Kleshchev and the first author [21],
that allows us to pass the Specht modules S((ke),(je)) to the tensor product of Weyl modules
(1k)⊗(1j ) over the usual Schur algebra S(k+j, k+j) – see Corollary 3.11. We are then
able to perform a large part of our analysis in the Schur algebra setting, pulling results back
through the Morita equivalence. This analysis on the Schur algebra side is supplemented
on the KLR algebra side by some structure that we are able to extract from Specht module
homomorphisms that we define along the way.
Recasting our problem in the Schur algebra setting allows us to also gain traction in some
of the non-semisimple cases. In particular we are able to give the complete structure of the
Specht modules appearing in Theorem 1.1 whenever j = 1 or 2, or p divides precisely one
of the integers k + j, k + j − 1, . . . , k − j + 2 (see Corollaries 5.12 and 5.13, Proposi-
tion 5.15 and Corollary 5.16, and Theorem 5.22, respectively). In most of these cases, our
analysis hinges on piecing together Weyl modules that are either simple or have only two
composition factors, which simplifies the situation. In future work, we hope to consider
such situations more generally, though the answer is less clean than our current results, for
instance see Example 5.23. Despite not determining their structure in complete generality,
along the way we obtain the graded decomposition numbers for all Specht modules indexed
by bihooks of the form found in Theorem 1.1 – see the remark after Lemma 5.14.
In Corollary 5.18, we determine precisely when our Specht modules are decomposable
for j, k > 1 and p = 2, filling a gap in Theorem 1.1.
In ongoing work, we are utilising the methods and results from this paper to yield presen-
tations and graded dimension formulae for some simple modules in level 2. In fact, we are
studying the simple modules appearing in Theorems 5.2 and 5.6, under the same conditions.
Our paper is organised as follows. In Section 2, we lay the foundations for our work,
recalling the necessary Lie theory setup, tableau-combinatorics, as well as definitions and
some properties of KLR algebras and their Specht modules. In Section 3, we recall work of
Kleshchev and the first author [20, 21] studying imaginary Schur algebras, and apply their
results to our situation. The main outcome of this section is a Morita equivalence that allows
us to largely transport our problem to the classical Schur algebra, where we only need to
work with Weyl modules indexed by two-column partitions. Section 4 is devoted to proving
Propositions 4.5 and 4.7, which provide homomorphisms between certain Specht modules.
These will provide the driving force for our proofs from one side of the Morita equivalence
of Section 3. Our main results come in Section 5, where we use our Morita equivalence to
combine information from our Specht module homomorphisms with some known results
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for Weyl modules (over the Schur algebra) indexed by two-column partitions and obtain
our main theorem on semisimple Specht modules, Theorem 5.2, as well as determine the
structures of some non-semisimple Specht modules.
2 Background
In this section we give an overview of KLR algebras, Specht modules labelled by bihooks,
and the associated combinatorics, as in our previous paper. For our methods here, we will
also need to recall some information about Weyl modules over Schur algebras, and their
connection to KLR algebras via Imaginary Schur–Weyl duality. Throughout, F will denote
an arbitrary field of characteristic p  0.
2.1 Lie Theoretic Notation
Let e ∈ {2, 3, . . . }, which we call the quantum characteristic. We set I := Z/eZ, which we
identify with the set {0, 1, . . . , e − 1}. We let  be the (type A(1)e−1) quiver with vertex set I
and an arrow i → i − 1 for each i ∈ I .
Following Kac’s book [17], we recall standard notation for the Kac–Moody algebra asso-
ciated to the generalised Cartan matrix (aij )i,j∈I . Explicitly, aij = 2δi,j − δi,j+1 − δi,j−1.
We have simple roots {αi | i ∈ I }, fundamental dominant weights {i | i ∈ I }, and the
invariant symmetric bilinear form ( , ) such that (αi, αj ) = ai,j and (i, αj ) = δi,j , for
all i, j ∈ I . Let 	+ be the set of positive roots, and let Q+ := ⊕i∈I Z0αi be the pos-
itive cone of the root lattice. We write δ := α0 + · · · + αe−1 ∈ 	+ for the null root. If
α = ∑i∈I ciαi ∈ Q+, then we define the height of α to be ht(α) =
∑
i∈I ci .
An e-bicharge is an ordered pair κ = (κ1, κ2) ∈ I 2. We define its associated dominant
weight  of level two to be  = κ := κ1 + κ2 .
2.2 The Symmetric Group
LetSn be the symmetric group on n letters. We let s1, . . . , sn−1 denote the standard Coxeter
generators, where si is the simple transposition (i, i+1) for 1  i < n. We define a reduced
expression for a permutation w ∈ Sn to be an expression si1 . . . sim such that m is minimal,
and call m the length of w, denoted 
(w).
For h, n ∈ N, we will let SF(h, n) denote the classical Schur algebra over F; see for
instance [3, §1] for definitions and representation theoretic details.
We define the Bruhat order  on Sn as follows. If x, w ∈ Sn, then we write x  w if
there is a reduced expression for x which is a subexpression of a reduced expression for w.
2.3 Bipartitions
A composition λ of n is a sequence of non-negative integers λ = (λ1, λ2, . . . ) such that
|λ| := ∑ λi = n. We say λ is a partition of n provided that the sequence is weakly decreas-
ing, i.e. λi  λj for all i  j . We write∅ for the empty partition (0, 0, . . . ). We will denote
the set of all compositions of n by Cn, and the set of all partitions of n by Pn. We also
define:
Cn(a) = {λ a composition of n | λi = 0 for all i > a}
Pn(a) = {λ a partition of n | λi = 0 for all i > a}
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for the sets of compositions and partitions of n, respectively, with a or fewer parts.
A bipartition λ of n is a pair λ = (λ(1), λ(2)) of partitions such that |λ| = |λ(1)| +
|λ(2)| = n. We refer to λ(1) and λ(2) as the 1st and 2nd component, respectively, of λ. We
abuse notation and also write ∅ for the empty bipartition (∅,∅). We denote the set of all
bipartitions of n by P2n .
Definition 2.1 We call a bipartition λ a bihook if it is of the form λ = ((a, 1b), (c, 1d)) for
some integers a, c  1 and b, d  0.





















The Young diagram of λ = (λ(1), λ(2)) ∈ P2n is defined to be
[λ] := {(i, j,m) ∈ N × N × {1, 2} | 1  j  λ(m)i }.
We refer to elements of [λ] as nodes of λ. We draw the Young diagram of a bipartition as
a column vector of Young diagrams [λ(1)], [λ(2)] from top to bottom. We say that a node
A ∈ [λ] is removable if [λ] \ {A} is a Young diagram of a bipartition, while a node A ∈ [λ]
is addable if [λ] ∪ {A} is a Young diagram of a bipartition. We say that the node (r, c,m) is
above the node (r ′, c′, m′) if either m < m′ or (m = m′ and r < r ′), which is equivalent to
saying that (r ′, c′, m′) is below the node (r, c,m).
If λ is a partition, the conjugate partition, denoted λ′, is defined by
λ′i = |
{
j  1 | λj  i
} |.
If λ ∈ P2n , then we define the conjugate bipartition, also denoted λ′, to be λ′ = (λ(2)′ , λ(1)′).
2.4 Tableaux
Let λ ∈ P2n . Then a λ-tableau is a bijection T : [λ] → {1, . . . , n}. We depict a λ-tableau T
by inserting entries 1, . . . , n into the Young diagram [λ] with no repeats; we let T(i, j,m)
denote the entry lying in node (i, j, m) ∈ [λ]. We say that T is standard if its entries increase
down each column and along each row, within each component, and denote the set of all
standard λ-tableaux by Std(λ).
The column-initial tableau Tλ is the λ-tableau where the entries 1, . . . , n appear in
order down consecutive columns, working from left to right, first in component 2, then in
component 1.
The symmetric group Sn acts naturally on the left on the set of all λ-tableaux. For T a
λ-tableau, we define the permutation wT ∈ Sn by wTTλ = T.
Suppose λ ∈ P2n . Let S and T be λ-tableaux with corresponding reduced expressions
wS and wT, respectively. Then we say that T dominates S, written as T  S, if and only if
wT  wS.
Fix an e-bicharge κ = (κ1, κ2). The e-residue of a node A = (i, j,m) ∈ N × N × {1, 2}
is defined to be
resA := κm + j − i (mod e).
We call a node of residue r an r-node.
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Let T be a λ-tableau. If T(i, j, m) = r , we set resT(r) = res(i, j,m). The residue
sequence of T is defined to be
iT = (resT(1), . . . , resT(n)).
We denote the residue sequence of the column-initial tableau Tλ by iλ := iTλ .
We now define the degree and codegree of a standard tableau, as in [6, §3.5]. Note that in
[27] we did not need the degree, and we thus used the word degree to refer to the codegree.
For λ ∈ P2n and an i-node A of λ, we define
dA(λ) : = # {addable i-nodes of λ below A} − # {removable i-nodes of λ below A} ;
dA(λ) : = # {addable i-nodes of λ above A} − # {removable i-nodes of λ above A} .
Let T ∈ Std(λ) with T−1(n) = A. We define the degree and codegree of T, denoted
deg(T) and codeg(T), recursively, by setting deg(∅) := 0 =: codeg(∅), and
deg(T) := dA(λ) + deg(T<n), codeg(T) := dA(λ) + codeg(T<n),
where T<n is the standard tableau obtained from T by removing the node A.
2.5 KLR Algebras and Their Cyclotomic Quotients
Suppose α ∈ Q+ has height n, and set
Iα = {i = (i1, i2, . . . , in) ∈ In | αi1 + · · · + αin = α}.
We define the Khovanov–Lauda–Rouquier (KLR) algebra or quiver Hecke algebra Rα to
be the unital associative F-algebra with generating set





yre(i) = e(i)yr ;
ψre(i) = e(sr i)ψr ;
yrys = ysyr ;
ψrys = ysψr if s = r, r + 1;
ψrψs = ψsψr if |r − s| > 1;
yrψre(i) = (ψryr+1 − δir ,ir+1)e(i);





0 if ir = ir+1,
e(i) if ir+1 = ir , ir ± 1,
(yr+1 − yr)e(i) if ir = ir+1 + 1,





(ψr+1ψrψr+1 + 1)e(i) if ir+2 = ir = ir+1 + 1,
(ψr+1ψrψr+1 − 1)e(i) if ir+2 = ir = ir+1 − 1,
(ψr+1ψrψr+1)e(i) otherwise;
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for all admissible r, s, i, j. When e = 2, we actually have slightly different ‘quadratic’ and
‘braid’ relations, which may be found, for example, in [22, §3.1]. We omit them here, as we
will not explicitly calculate with these relations when e = 2.
Recalling that  = κ , we define Rα by imposing one additional relation on Rα:
y
(,αi1 )
1 e(i) = 0,
for all i ∈ Iα .
Lemma 2.2 [5, Corollary 1] There is a unique Z-grading on Rα such that, for all
admissible r and i,
deg(e(i)) = 0, deg(yr ) = 2, degψr(e(i)) = −air ,rr+1 .





α , where the sum is taken over all α ∈ Q+ of height n.
These Z-graded algebras are connected to the Hecke algebras of type B via (a special
case of) Brundan and Kleshchev’s Graded Isomorphism Theorem.
Theorem 2.3 [4, Main Theorem] If e = char(F) or char(F)  e, then Rn is isomorphic
to the integral Hecke algebra Hn(ξ,Q1, Q2) of type B with parameters ξ ∈ F a primi-
tive eth root of unity, Q1 = ξκ1 , and Q2 = ξκ2 . That is, Hn(ξ,Q1,Q2) has generators
T0, . . . , Tn−1 satisfying type B Coxeter relations, with the quadratic relations replaced with
(T0 − ξκ1)(T0 − ξκ2) = 0 and (Ti − ξ)(Ti + 1) = 0 ∀ 1  i  n − 1.
Finally, we end the subsection by briefly recalling the sign isomorphism sgn : Rκn →
Rκ
′
n from [22, §3.3], where κ
′ = (−κ2,−κ1). It is the homogeneous algebra isomorphism
defined by
sgn : e(i1, i2, . . . , in) → e(−i1,−i2, . . . ,−in), yr → −yr , ψs → −ψs,
for all (i1, i2, . . . , in), r, s.
2.6 Basic Representation Theory of KLR Algebras
We begin by recalling some necessary definitions pertaining to graded modules. If M is any
graded Rn- (or Rn -)module, we let M〈r〉 denote the graded module obtained by shifting
the grading on M up by r; that is, M〈r〉d = Md−r . We let Msgn denote the same graded
vector space as M , with the action of Rn twisted by the sign isomorphism. For q an inde-
terminate, the Grothendieck groups of Rn and Rn are Z[q, q−1]-modules by letting qm act
by a degree shift by m. We let M denote the (ungraded) module obtained by forgetting the
grading on M . The (graded) dual of M is M := HomF(M,F) with Rn -action given by
(h · f )(m) = f (τ(h)m) for f ∈ M, m ∈ M , h ∈ Rn . Here, τ denotes the homogeneous
algebra anti-involution of Rn that sends each generator to themselves.
For any graded Rα-module, and i ∈ Iα , we write Mi := e(i)M , giving a vector space
decomposition M = ⊕i∈Iα Mi. If Mi = 0, we say that i is a word of M . The formal
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where qdimM ∈ Z[q, q−1] is the graded dimension of Mi. We have chq M = chq M ,
where the bar indicates the bar involution, i.e. the automorphism of Z[q, q−1] which swaps
q and q−1, extended linearly to
⊕
i∈Iα Z[q, q−1]i.
There is an induction functor Indα,β , which associates to an Rα-module M and an Rβ -
module N the Rα+β -module M ◦ N := Indα,β M  N for α, β ∈ Q+.
2.7 Specht Modules
The graded Rn -modules of prime importance to us are the Specht modules. We use the
following presentation of Specht modules from [22, Definition 7.11]; we give only the
presentations for the two families of bipartitions that we will explicitly need.
Definition 2.4 Let λ = ((ke, je − e + 1), (e − 1)) ∈ P2n for some j, k ∈ N. The (column)
Specht module Sλ is the cyclicRn -module generated by zλ of degree deg(zλ) := codeg(Tλ)
subject to the relations:
 e(iλ)zλ = zλ;
 yrzλ = 0 for all r ∈ {1, . . . , n};
 ψrzλ = 0 for all r ∈ {1, . . . , e − 2} ∪ {e, e + 2, e + 4, . . . , 2je − e} ∪ {2je − e +
2, . . . , ke + je − 1};
 ψrψr+1zλ = 0 for all r ∈ {e, e + 2, e + 4, . . . , 2je − e};
 ψrψr−1zλ = 0 for all r ∈ {e + 2, e + 4, . . . , 2je − e}.
Let μ = ((ke), (je)) ∈ P2n for some j, k ∈ N. The (column) Specht module Sμ is
the cyclic Rn -module generated by zμ of degree deg(zμ) := codeg(Tμ) subject to the
relations:
 e(iμ)zμ = zμ;
 yrzμ = 0 for all r ∈ {1, . . . , n};
 ψrzμ = 0 for all r ∈ {1, . . . , n − 1} \ {je}.
For each w ∈ Sn, we fix a reduced expression w = si1 . . . sim throughout. We define
the associated element of Rn to be ψw := ψi1 . . . ψim , which, in general, depends on the
choice of reduced expression for w. For λ ∈ P2n and a λ-tableau T, we define vT := ψwTzλ.
Whilst these vectors vT of Sλ also depend on the choice of reduced expression in general,
the following result does not.
Theorem 2.5 [6, Corollary 4.6], [22, Proposition 7.14 and Corollary 7.20] For λ ∈ P2n , the
set of vectors {vT | T ∈ Std(λ)} is a homogeneous F-basis of Sλ, with deg(vT) = codeg(T).
Assumption 2.6 In light of Theorem 1.1, whose Specht modules are those of interest in the
present paper, we will assume that κ = (0, 0) throughout the remainder of the paper.
We will compute homomorphisms of Specht modules, for which the following lemma
will be useful.
Lemma 2.7 [6, Lemma 4.4] Let λ ∈ P2n , and T ∈ Std(λ). Then e(i)vT = δi,iTvT.
The next lemma serves as a reduction result for analysing our Specht modules.
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Lemma 2.8 Suppose that k  j . Then S((je),(ke)) ∼= S((ke),(je))〈j + k〉.
Proof By examining the presentations, and noting that codeg(T((je),(ke))) = k while
deg(T((ke),(je))) = j + 2k, we see that
S((je),(ke))〈j + k〉 ∼= S((ke),(je)).
The definitions of the ‘row-initial tableau’ T((ke),(je)) and the ‘row Specht module’
S((ke),(je)) appearing here may be found in [22, Sections 2.3 and 5.4]. Next, [22, Theorem
7.25] and an easy degree calculation gives us that
S((ke),(je)) ∼= S((ke),(je))〈2j + 2k〉, (2.1)
and hence that
S((je),(ke)) ∼= S((ke),(je))〈j + k〉.
2.8 Regular Bipartitions and Simple Modules
Let λ ∈ P2n . We define the i-signature of λ by reading the Young digram [λ] from the
top of the first component down to the bottom of the last component, writing a + for each
addable i-node and a − for each removable i-node. We obtain the reduced i-signature of λ
by successively deleting all adjacent pairs +− from the i-signature of λ, always of the form
− · · · − + · · · +.
The removable i-nodes corresponding to the − signs in the reduced i-signature of λ are
called the normal i-nodes of λ, while the addable i-nodes corresponding to the + signs in
the reduced i-signature of λ are called the conormal i-nodes of λ. The lowest normal i-node
of [λ], if there is one, is called the good i-node of λ, which corresponds to the last − sign
in the i-signature of λ. Analogously, the highest conormal i-node of [λ], if there is one, is
called the cogood i-node of λ, which corresponds to the first + sign in the i-signature of λ.
We say that a bipartition λ ∈ P2n is regular, or conjugate-Kleshchev, if [λ] can be
obtained by successively adding cogood nodes to ∅. That is, we have a sequence ∅ =
λ(0), λ(1), . . . , λ(n) = λ such that [λ(i)] ∪ {A} = [λ(i + 1)], where A is a cogood node of
λ(i). Equivalently, λ is regular if and only if ∅ can be obtained by successively removing
good nodes from [λ]. Observe in level one that the set of all regular partitions coincides with
the set of all e-regular partitions.
For each regular bipartition λ ∈ P2n , the Specht module Sλ has a simple head, denoted
by Dλ.
Theorem 2.9 [5, Theorem 5.10] The modules {Dλ | λ ∈ P2n, λ regular} give a complete
set of graded simple Rn -modules up to isomorphism and grading shift. Moreover, each Dλ
is self-dual as a graded module.
There is a bijection me,κ : P2n → P2n such that (Dλ)sgn ∼= Dme,κ (λ). Strictly speak-
ing, the sign map actually takes a simple Rκn -module to a R
−κ
n -module, but we may
ignore this here as we only consider κ = (0, 0), so that the sign map really permutes sim-
ple Rκn -modules. This higher level analogue of the Mullineux involution was introduced
by Fayers in [10, §2] (see also [16]). More precisely, if λ ∈ Pκn is obtained from ∅ by
consecutively adding cogood nodes with residues i1, i2, . . . , in, respectively, then me,κ(λ)
is the multipartition obtained from ∅ by consecutively adding cogood nodes of residues
−i1, −i2, . . . , −in, respectively.
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2.9 Divided Power Functors
Let ϕi(λ) denote the number of conormal i-nodes of a multipartition λ, and f̃iλ the partition
obtained from λ by adding the cogood i-node. In [5, Sections 4.4 and 4.6], graded induction
functors and graded divided power functors are introduced. Here, we denote these by fi and
f
(n)
i , respectively. We refer to [5] for further details, and here only mention some key facts
that we will require later.
For a non-negative integer n, we define the quantum integer [n] := q−(n−1) + q−(n−3) +
· · · + qn−1 and the quantum factorial [n]! := [1][2] . . . [n].
Lemma 2.10 [5, Lemma 4.8, Theorem 4.12] There is an isomorphism f ni
∼= [n]!f (n)i .
Moreover, fiDλ is non-zero if and only if ϕi(λ) = 0, in which case fiDλ has irreducible
socle isomorphic to D
f̃iλ
〈ϕi(λ) − 1〉 and head isomorphic to Df̃iλ〈1 − ϕi(λ)〉.
2.10 Irreducible Weyl Modules over the Schur Algebra
It will be useful for us to knowwhichWeyl modules (over the usual Schur algebra – i.e. level
1, with e = p) (λ) indexed by two-column partitions are irreducible. In such cases, (λ)
is equal to its simple head, L (λ). Here, by Weyl modules, we mean the Weyl modules
used in [23]. The Schur functor maps these modules to ‘row Specht modules’. Because of
the distinction between level 1 and level 2 cases, this will not be problematic for us. For
(a, b) ∈ [λ], we denote by hλ(a, b) its hook length, i.e. hλ(a, b) = λa − b + λ′b − a + 1.
For a prime p, define νp(h) to be the largest power of p dividing h.
Theorem 2.11 [23, Theorem 5.42] Let λ  n, and let F be a field of characteristic
p. The Weyl module (λ) over the Schur algebra S(n, n) is irreducible if and only if
νp(h
λ(a, b)) = νp(hλ(a, c)) for every (a, b), (a, c) ∈ [λ].
Corollary 2.12 Let e = p.
1. If p = 2 and n  2j , the Weyl modules (1n),(2, 1n−2), . . . , (2j , 1n−2j ) are all
simultaneously irreducible if and only if p does not divide any of the integers n, n −
1, . . . , n − 2j + 2.
2. If p = 2, then the Weyl modules:
(a) (1n) and (2, 1n−2) are simultaneously irreducible if and only if n is odd;
(b) (1n) and (2, 1n−2), and (22, 1n−4) are simultaneously irreducible if and only
if n ≡ 3 (mod 4);
(c) (1n) and (2, 1n−2), (22, 1n−4), and (23, 1n−6) are never simultaneously
irreducible.
Proof We proceed by induction on j , with some special care needed for small j . If j = 1,
we want to know when (1n) and (2, 1n−2) are simultaneously irreducible. The former
module is always irreducible, and the latter is irreducible if and only if p  n. If p | n, then




, and a simple socle L (1n).
If j = 2, we use the fact that (1n) and (2, 1n−2) are simultaneously irreducible if
and only if p  n, and check when (22, 1n−4) is also irreducible. We apply Theorem
2.11, noting that we only need to check the valuations of hook lengths in the first two
rows. The nodes (1, 2) and (2, 2) of [(22, 1n−4)] have hook lengths 2 and 1, respectively. In
Decomposable Specht Modules Indexed by Bihooks II
characteristic p = 2, both give p-adic valuations 0. The nodes (1, 1) and (2, 1) have hook
lengths n − 1 and n − 2, respectively. Thus if p = 2, (22, 1n−4) is irreducible if and only
if p  n − 1, n − 2. If p = 2, then νp(hλ(1, 2)) = 1, so one easily checks that (22, 1n−4)
is irreducible if and only if n ≡ 3 (mod 4). If n ≡ 3 (mod 4), then one can easily see that
(23, 1n−6) is reducible, completing the proof when p = 2.
We now assume that p = 2, j > 2, and that the Weyl modules (1n), (2, 1n−2),
. . . , (2j−1, 1n−2j+2) are all simultaneously irreducible if and only if p does not divide
any of the integers n, n−1, . . . , n−2j +4. In particular, since these are 2j −3 consecutive
integers, we can assume that if the aforementioned Weyl modules are all irreducible, then
p > 2j − 3. We need to check when (2j , 1n−2j ) is irreducible. Since p > 2j − 3, the p-
adic valuations in the second column of [(2j , 1n−2j )] are all 0. The hook lengths in nodes
(1, 1), (2, 1), . . . , (j, 1) are n − j + 1, n − j, . . . , n − 2j + 2, respectively, and the result
follows from Theorem 2.11.
Next, we introduce a modular version of the Pieri rule. James [14] proves a more general
version of this (the Littlewood–Richardson rule) for the symmetric group, and outlines how
a version for Weyl modules over the general linear group follows. Since these Weyl modules
descend to our Weyl modules for the Schur algebra, we thus have the result below.
Lemma 2.13 [14, Sections 10 & 11] Let k, j  1. The tensor product of Weyl
modules (1k) ⊗ (1j ) has a filtration by the Weyl modules (1k+j ), (2, 1k+j−2),
. . . , (2j , 1k−j ).
We end this subsection with a result computing the composition factors of Weyl modules
indexed by two-column partitions. This result will be useful to us in Section 5. First we must
introduce some notation. Suppose that a and b are positive integers with p-adic expansions
a = a0 + pa1 + p2a2 + · · · and b = b0 + pb1 + p2b2 + · · ·
with 0  ai, bi < p for all i. Write a p b if, for all i either ai = 0 or ai = bi .
Theorem 2.14 [23, Section 6.4, Rule 15] Let λ = (2m, 1n−2m) and μ = (2j , 1n−2j ). Then




 p  n−2j+1p  and either p | m−j or p | n−m−j+1,
0 otherwise.
3 Imaginary Specht Modules
3.1 The Imaginary Schur Algebra
Here we import some useful results from [21]. Let  be a balanced convex preorder on 	+
(see for instance [19, §3.1]). Recall from Section 2.1 that δ = α0 + · · · + αe−1 denotes the
null root. By [19, Lemma 5.1, Corollary 5.3], there exists a unique simpleRδ-module Lδ,e−1
such that for all words j = (j1, . . . , je) in Lδ,e−1, we have j1 = 0 and je = e−1. The Specht
module S(e) is a simple one-dimensional Rδ-module with character i = (0, 1, 2, . . . , e−1).
Thus it follows that S(e) ∼= Lδ,e−1.
For ν = (n1, . . . , na) ∈ Cn(a) define the associated Gelfand–Graev words in Inδ via
g(n) = 0n1n . . . (e − 1)n, gν = g(n1) . . .g(na).
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In this notation, we collect identical terms so that for example 0n is used in place of a length
n string of zero residues. We also write ik to mean the concatenation of k copies of i. We
also define
c(ν) = ([n1]! . . . [na]!)e.
Following [21], for n ∈ N, denote the Rnδ-module Mn := L◦nδ,e−1, the imaginary
tensor space module (of colour e−1) and the finite-dimensional quotient algebra Sn :=
Rnδ/AnnRnδMn the imaginary Schur algebra. This quotient algebra earns its name via a
Morita equivalence with the classical Schur algebra SF(n, n). We view the Schur algebra
SF(n, n) as a graded algebra concentrated in degree 0, and thus let SF(n, n)-mod denote the
category of graded SF(n, n)-modules. We will freely considerSn-modules asRnδ-modules
via inflation. Theorem 3.1 below is a special case of [21, Theorems 4 & 5].
3.2 Imaginary Schur–Weyl Duality
Theorem 3.1 [21, Theorems 4 & 5] Let h  n ∈ N. There exists a projective generator Z
for Sn such that EndSn(Z) ∼= SF(h, n), and considering Z as a right SF(h, n)-module, we
have EndSF(h,n)(Z) ∼= Sn. This gives mutually inverse equivalences of categories:
Mh,n : Sn-mod → SF(h, n)-mod, V → HomSn(Z, V )
M̂h,n : SF(h, n)-mod → Sn-mod, W → Z ⊗SF(h,n) W .
This equivalence intertwines induction in the imaginary Schur algebra and the tensor prod-
uct in the classical Schur algebra, in the following sense. Let ν = (n1, . . . , na) ∈ Cn(a).
We have an isomorphism of functors:
Indnδn1δ,...,naδ(M̂h,n1(?)  · · ·  M̂h,na (?)) ∼= M̂h,n(? ⊗ · · ·⊗?)
from SF(h, n1)-mod × · · · × SF(h, na)-mod to Sn-mod.
In this paper we use the Morita equivalence above as a black box, and will not need to
be concerned with the specifics of the projective generator Z. We will write Mn for Mn,n,
and M for Mn when n is clear from context, and similarly for M̂ .
Let h  n. Recall (see [9]) that SF(h, n) is a finite-dimensional quasi-hereditary algebra
with irreducible, standard, and indecomposable tilting modules
Lh(λ), h(λ), Th(λ), (λ ∈ Pn).
We will omit the superscript h in the situation that h = n.
Via Theorem 3.1 we have that Sn is itself a finite-dimensional quasi-hereditary algebra
with irreducible, standard, and indecomposable tilting modules
M̂ (L(λ)), M̂ ((λ)), M̂ (T(λ)), (λ ∈ Pn).
Lemma 3.2 [21, Lemma 6.1.3] Let h  n, and λ ∈ Pn. Then we have M̂h,n(Lh(λ)) ∼=
M̂ (L (λ)) and M̂h,n(h(λ)) ∼= M̂ ((λ)).
Lemma 3.3 [21, Lemma 6.3.2] Let λ ∈ Pn. Then we have that M̂ (L(λ)) ∼= M̂ (L(λ)).
Since the characters of images of simple SF(n, n)-modules under M̂ are bar-invariant,
we have the following immediate result.
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Corollary 3.4 Let W ∈ SF(n, n)-mod. Then
chq M̂ (W) = chq M̂ (W) = chq M̂ (W).
Knowledge of the usual formal character chW of a module W over the classical Schur
algebra SF(n, n) (i.e., the dimension of the usual weight spacesWλ = e(λ)W for λ ∈ Cn(n),
provides partial information about the graded character of M (W):
Theorem 3.5 [21, Theorem 9] Let λ ∈ Cn(n) and W ∈ SF(n, n)-mod. Then
qdimM̂ (W)gλ = c(λ) dimWλ.
For λ ∈ Pn, μ ∈ Cn(n), let Kλ,μ denote the usual Kostka number; the dimension of the
μ-weight space (λ)μ in the standard module (λ), given by the number of semistandard
λ-tableaux of weight μ. Let kλ,μ denote the dimension of the μ-weight space L (λ)μ in the
simple module L (λ). If char F = 0, then Kλ,μ = kλ,μ. The following theorem, a special
case of [21, Theorem 10], provides important partial information about the character of
these modules:
Theorem 3.6 [21 Theorem 10] For λ ∈ Pn, μ ∈ Cn(n), we have
dimM̂ ((λ))gμ = c(μ)Kλ,μ and dimM̂ (L (λ))gμ = c(μ)kλ,μ.
Corollary 3.7 If L is a simple Sn-module, and there exists λ ∈ Pn such that dimLgλ > 0
and dimLgμ = 0 for all μ ∈ Pn with μ  λ, then L ∼= M̂ (L (λ)).
Proof Simple modules for SF(n, n) are distinguished by their highest weights (see for
instance [12, Theorem 3.5a]), so if L′ is a simple SF(n, n)-module such that dimL′λ > 0
and dimL′μ = 0 for all μ  λ, it follows that L′ ∼= L (λ). Then Theorem 3.6 implies the
result.
We now show that the self-duality of tilting modules is preserved by M̂ :
Proposition 3.8 Let λ ∈ Pn. Then we have M̂ (T(λ)) ∼= M̂ (T(λ)).
Proof By [9, 3.3(1)], the tilting module T(λ) arises as an indecomposable summand of
W = Ln(1μ1) ⊗ · · · ⊗ Ln(1μn) for some μ ∈ Pn, and moreover, all indecomposable
summands of W are tilting modules T (ν), where ν ∈ Pn. Now we note that
M̂ (W) = M̂ (Ln(1μ1) ⊗ · · · ⊗ Ln(1μn)) ∼= (M̂ (Ln(1μ1)) ◦ · · · ◦ M̂ (Ln(1μn)))
∼= M̂ (L(1μn)) ◦ · · · ◦ M̂ (L(1μ1)) ∼= M̂ (L(1μn)) ◦ · · · ◦ M̂ (L(1μ1))
∼= M̂ (Ln(1μ1)) ◦ · · · ◦ M̂ (Ln(1μn)) ∼= M̂ (Ln(1μ1) ⊗ · · · ⊗ Ln(1μn)) = M̂ (W),
where the second isomorphism follows from Lemma 3.2 and [21, Lemma 3.4.2], the
third isomorphism follows from Lemma 3.3, and the fourth isomorphism follows from
Lemma 3.2 and [21, Lemma 6.2.2]. Since M̂ (W) ∼= M̂ (W), it follows that we must
have M̂ (T(λ)) ∼= M̂ (T(ν)) for some tilting module T (ν) which is an indecomposable
summand of W . But then by Corollary 3.4 we have
chq M̂ (T(λ)) = chq M̂ (T(ν)) = chq M̂ (T(ν)).
Then by Theorem 3.5 we have that ch T(λ) = ch T(ν). Then, as noted in [9, Remark 3.3(i)]
we must have λ = ν, so the result follows.
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3.3 Imaginary Specht Modules





Proof We have Resδ,...,δS(ke) ∼= V1  · · ·  Vk for some Rδ-modules V1, . . . , Vk . But,
since S(ke) is a simple one-dimensional module with character g(1
k) = ik , it follows that
V1, . . . , Vk each have character i, so by consideration of Section 3.1, Vi ∼= Lδ,e−1 for
i = 1, . . . , k. Thus Resδ,...,δS(ke) ∼= Lkδ,e−1, so by reciprocity there is a nonzero Rkδ-
homomorphism fromMk ∼= L◦kδ,e−1 to S(ke). As S(ke) is simple, this map is a surjection. Thus
(AnnRkδMk)S(ke) = 0, and so we have a well-defined action of Sk = Rkδ/AnnRkδMk on




), and M̂ ((1k)) ∼= M̂ (L (1k)) as




as SF(k, k)-modules. Then inflation along the quotient
map Rkδ → Sk gives the result.
Lemma 3.10 Let k, j ∈ N, and write n = k + j . Then we have
S((ke),(je)) ∼= M̂ (n(1j ) ⊗ n(1k))〈j〉 ∼= M̂ (Ln(1j ) ⊗ Ln(1k))〈j〉
as Rnδ-modules.
Proof We have
S((ke),(je)) ∼= S(je) ◦ S(ke)〈j〉
∼= M̂ ((1j )) ◦ M̂ ((1k))〈j〉 by Lemma 3.9
∼= M̂n,j (n(1j )) ◦ M̂n,k(n(1k))〈j〉 by Lemma 3.2
∼= M̂ (n(1j ) ⊗ n(1k))〈j〉 by Theorem 3.1,
where the first isomorphism follows by combining Eq. 2.1, [22, Theorems 7.25 & 8.2],
[21, Lemma 3.4.2]. As (1a) ∼= L (1a) for all a ∈ N, this completes the proof.
Now, if V ∈ Rnδ-mod is such that V ∼= M̂ (W) for some W ∈ SF(h, n)-mod (where
we again consider M̂ (W) as an Rnδ-module via inflation), it necessarily implies that
(AnnRnδMn)V = 0. Therefore Lemmas 3.9 and 3.10 imply the immediate
Corollary 3.11 Let n = j +k. We have (AnnRnδMn)S((ke),(je)) = 0, so that S((ke),(je)) may
be naturally considered as an Sn-module. Moreover,
M (S((ke),(je))) = n(1j ) ⊗ n(1k) ∼= n(1k) ⊗ n(1j ) ∈ SF(n, n)-mod.
3.4 Indecomposable Summands of Imaginary Specht Modules
Next, it will also be useful to us to know a little about the indecomposable summands of
Young permutation modules of the formM (k, j) over the symmetric group in characteristic
p. These summands are by definition Young modules, and the information we need is the
following result of Henke.
Suppose that a and b are positive integers with p-adic expansions
a = a0 + pa1 + p2a2 + · · · and b = b0 + pb1 + p2b2 + · · ·
with 0  ai, bi < p for all i. Write a p b if, for all i, ai  bi . It will sometimes be helpful
to compactly write the p-adic expansions in the form [a0, a1, a2, . . . ].
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Theorem 3.12 [13, Theorem 3.3] Let λ = (n − j, j) and μ = (n − m, m). Then the Young
module Y (μ) appears as a summand of M (λ) exactly once if j − m p n − 2m, and does
not appear otherwise.
Lemma 3.13 The number of indecomposable summands of S((ke),(je)) is equal to that of the
permutation moduleM (k, j), which may be computed using Theorem 3.12.
Proof As in the proof of Proposition 3.8, the module j+k(1k) ⊗ j+k(1j ) = Lj+k(1k) ⊗
Lj+k(1j ) may be naturally decomposed as a sum of tilting modules. Applying the Schur
functor to j+k(1k)⊗j+k(1j ) yields the module M (k, j)⊗sgn, which is a signed version
of the Young permutation module M (k, j). This decomposes as a direct sum of signed
Young modules of the form Y (λ) ⊗ sgn, which are the images of the tilting modules T(λ)
under the Schur functor. As tensoring with sign preserves indecomposable modules and
direct sums, the result follows by application of Lemma 3.10.
Proposition 3.14 For any j, k  1, any e  2, and over any field F,
S((ke),(je)) ∼= S((ke),(je))〈−2j〉.
Moreover, if M is an indecomposable summand of S((ke),(je)), then M ∼= M〈−2j〉.
Proof The indecomposable summands of Lj+k(1j ) ⊗ Lj+k(1k) are tilting modules, so the
result follows immediately from Lemma 3.10 and Proposition 3.8.
4 Specht Module Homomorphisms
The main results of this section are the homomorphisms in Propositions 4.5 and 4.7. The
reader may want to skip ahead to the next section, where these homomorphisms are applied
– the computations carried out in order to prove that these maps are indeed homomorphisms
are not so instructive.
In light of Lemma 2.8, we can assume that k  j as we determine the structure of
S((ke),(je)). In computing homomorphisms, we inherently make use of Lemma 2.7 through-
out this section – it enables us to write the image of the cyclic generator zλ in terms of
standard tableaux with residue iλ.
We recall the necessary notation and results from [27], in preparation for computing
Specht module homomorphisms with domain S((ke),(je)).













:= ψxψx−1 . . . ψy and ψ
x↓
y
:= ψyψy+1 . . . ψx
if x  y, and set both equal to 1F if x < y.
We now introduce notation for the basis vectors vT of S((ke),(je)). Observe that a standard
λ-tableau T is determined by the entries ar := T(1, r, 2) lying in its second component, for
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In order to distinguish our standard tableaux compactly, we will often write v(a1, a2, . . . ,
aje) for the standard λ-tableau with entries a1, a2, . . . , aje in the second component.
We recall from [27, §4] the notions of e-bricks, e-brick tableaux and brick transpositions.
Let T be a standard ((ke), (je))-tableau. We define an e-brick to be a sequence of e adjacent
nodes containing entries je + 1, je + 2, . . . , (j + 1)e for j  0. We say that T is an e-
brick tableau if all entries of T lie in e-bricks. For any e-brick tableau T, we number the
e-bricks in the order of their entries, i.e. T comprises of bricks 1, 2, . . . , j +k. Then we have
brick transpositions and their corresponding ψ expressions, which we will denote by r . In










As with our ψ generators, we introduce the shorthand 
x↓
y




yy+1 . . . x .
The following results will be crucial in our computations.
Lemma 4.1 [27, Lemma 6.8] Let e > 2, T ∈ Std(λ), vT = v(a1, . . . , aje), 1  r < n, and
1  s < je such that r ≡ 2s (mod e).
1. If as = r , as+1 = r + 1, then ψrv(a1, . . . , aje) = 0.
2. If s is maximal such that as  r − 1, and r, r + 1 /∈ {a1, . . . , aje}, then ψrv(a1, . . . ,
aje) = 0.
Lemma 4.2 [27, Lemma 6.14 part 1 & 2] Let e > 2, 0  s  je − e and vT =
v(a1, . . . , aje).
1. If as+e = r for some 1  r  n such that r ≡ 2s, 2s +1 (mod e) and r −1, r +1, r +
2, r + 3, . . . , r + e − 2 ∈ {a1, . . . , aje}, then yr−1vT = 0.
2. If as+e = r for some 1  r  n such that r ≡ 2s, 2s +1 (mod e) and r +1, r +2, r +
3, . . . , r + e − 2 ∈ {a1, . . . , aje}, then yrvT = 0.
Analogues for the previous two lemmas hold for e = 2, but were not proved in [27].
They can be proved by similar computations, and are needed to prove that Proposition 4.7
also holds for e = 2.
Next, we note properties of brick transpositions, KLR generators and basis vectors.
Lemma 4.3 [27, Lemma 4.11]
1. If |r − s| > 1, then rs = sr .
2. If λ = ((ke), (je)), for some j, k  1 and r = j , then rzλ = 0.
Proposition 4.4 [27, Lemmas 4.9 and 4.10 and Proposition 4.12] Let λ = ((ke), (je)), for
some j, k  1. If v ∈ e(iλ)Sλ, and 1  r  j + k − 1, then
1. ysv = 0 for all 1  s  (k + j)e;
2. ψsv = 0 for all 1  s  (k + j)e − 1 with s ≡ 0 (mod e);
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3. ψrerv = −2ψrev;
4. for r < j + k − 1, ψrer+1rv = ψrev;
5. for r > 1, ψrer−1rv = ψrev.
Now we are ready to compute our first homomorphisms. The image of the cyclic gen-
erator under the homomorphism below is seen to be a linear combination of basis vectors
indexed by brick-tableaux.
Proposition 4.5 Let k  j  1. There exists a degree 1 Specht module homomorphism









Proof Let λ = ((ke + e), (je − e)) and μ = ((ke), (je)). We know from parts 1 and 2 of
Proposition 4.4 that we need only show that ψreαk,j (zλ) = 0 for each r ∈ {1, 2, . . . , j −
2} ∪ {j, j + 1, . . . , k + j − 1}. This is obvious if r ∈ {1, . . . , j − 2}. We now suppose that
r ∈ {j, j + 1, . . . , k + j − 2}.





























ψreαk,j (zλ) = ψre
(
(k − r + j − 1) r+1↓
j
+(k − r + j) r↓
j
















































The degree of the homomorphism being 1 follows from an easy check that codegT = j for
any T ∈ Std(ke), (je) with resT = i((ke),(je)).
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Lemma 4.6 Let k  j  1. Let r = 2je − e − 2i for i  1. Then
0 = ψrv(1, . . . , r+e2 , r + 3, r + 5, r + 7, . . . , 2je − e + 1) ∈ S((ke),(je)).
Proof We proceed by induction on i. Suppose that i = 1. By applying part 1 of
[27, Corollary 6.9], we have
ψ2je−e−2v(1, . . . , je − 1, 2je − e + 1) = ψ2je−eψ2je−e−2v(1, . . . , je − 1, 2je − e)












Now suppose that the statement holds for some i > 1. Then by applying part 1 of [27,
Corollary 6.9], we have
ψrv(1, . . . , r+e2 , r + 3, r + 5, r + 7, . . . , 2je − e + 1)
= ψr+2ψrv(1, . . . , r+e2 , r + 2, r + 5, r + 7, . . . , 2je − e + 1)




ψr+2v(1, . . . , r+e+22 , r + 5, r + 7, . . . , 2je − e + 1)
= 0 by the above inductive hypothesis.
We now come to our second family of homomorphisms. Unlike αk,j in Proposition 4.5,
the image of the cyclic generator under a homomorphism γk,j below is not a linear combi-
nation of basis vectors indexed by brick-tableaux, as the generator has a different residue
sequence.
Proposition 4.7 There is a degree j Specht module homomorphism
γk,j : S((ke,je−e+1),(e−1)) −→ S((ke),(je))
z((ke,je−e+1),(e−1)) −→ v(1, 2, . . . , e − 1, e + 1, e + 3, e + 5, . . . , 2je − e + 1).
Proof We will prove this for e = 2, and omit the proof for e = 2 – it is similar enough in
spirit, but rather lengthy.
Let λ = ((ke), (je)). We show that v(1, 2, . . . , e−1, e+1, e+3, e+5, . . . , 2je−e+1)
satisfies the relations that z((ke,je−e+1),(e−1)) satisfies in Definition 2.4.
1. We first show that all y terms kill v(1, 2, . . . , e−1, e+1, e+3, e+5, . . . , 2je−e+1).
 For r ∈ {1, . . . , e − 1} ∪ {2je − e + 2, . . . , ke + je}, it is obvious that
yrv(1, 2, . . . , e − 1, e + 1, e + 3, e + 5, . . . , 2je − e + 1) = 0.
 Suppose that r ∈ {e, e+2, e+4, . . . , 2je−e}, and let r = e+2i for 0  i  je−e.
Observe that
yrv(1, 2, . . . , e − 1, e + 1, e + 3, e + 5, . . . , 2je − e + 1)









































for all a ∈ {0, . . . , j − 1}. We proceed by reverse induction on a. For a = j − 1,




zλ = ψjeyje+1zλ = 0.
Now assuming the above statement holds for some a − 1 < j − 1, we have






























































































































































= 0 by the inductive hypothesis.
The second term is































The first term of this expression is zero by Lemma 4.1 part 1., while the second
term is zero by a computation analogous to Lemma 4.6.
 Suppose that r ∈ {e + 1, e + 3, . . . , 2je − e + 1}, and let r = e + 2i + 1 for
0  i  je − e. Observe that
yrv(1, 2, . . . , e − 1, e + 1, e + 3, e + 5, . . . , 2je − e + 1)
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If i > 0, then the above becomes













































ψr−1v(1, . . . , i + e, r + 2, r + 4, . . . , 2je − e + 1)
= 0 by Lemma 4.6.
































yr−2v(1, . . . , i + e − 1, r − 2, r + 2, r + 4, . . . , 2je − e + 1) = 0,
by Lemma 4.2 part 2. If e > 5, we have
























































Now assuming that i > 2, the expression is
ψr−1ψr−2ψr−3yr−3v(1, . . . , i + e − 1, r − 3, r + 2, r + 4, . . . , 2je − e + 1) = 0




y2i+4v(1, . . . , i + e − 1, 2i + 4, r + 2, r + 4, . . . , 2je − e + 1) = 0
by Lemma 4.2 part 2.
2. We now show that v(1, . . . , e − 1, e + 1, e + 3, . . . , 2je − e + 1) satisfies each of the
ψ relations in Definition 2.4.
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 For all r ∈ {1, . . . , e − 2} ∪ {2je − e + 2, . . . , ke + je − 1}, it is obvious that ψr
kills v(1, . . . , e − 1, e + 1, e + 3, . . . , 2je − e + 1).
 Suppose that r ∈ {e, e+2, e+4, . . . , 2je−e}, and let r = e+2i for 0  i  je−e.
Then







. . . ψ
r−2↓
e+i−1
ψrv(1, . . . , e + i − 1, r + 2,
r + 3, r + 5, r + 7, . . . , 2je − e + 1)
= 0 by Lemma 4.1 part 2.
 Suppose that r ∈ {e+2, e+4, . . . , 2je−e}, and let r = e+2i for 1  i  je−e.
Then







. . . ψ
r−4↓
e+i−2
ψrv(1, . . . , e + i − 2, r, r + 1,
r + 3, r + 5, . . . , 2je − e + 1)
= 0 by Lemma 4.1 part 1.
 Suppose that r ∈ {e, e + 2, e + 4, . . . , 2je − e}, and let r = e + 2i for some
0  i  je − e. Observe that

























































. . . ψ
r−2↓
e+i−1




















. . . ψ
r−2↓
e+i−1














and the first term can be shown to be 0, as at the end of part 1. of this proof. We
now let
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Then the second y term of the expression above becomes
η · ψ r−1↓
e+i














= η · ψ r−1↓
e+i
























zλ = 0 by Lemma 4.6. We thus have




















































zλ = 0 as in the proof of the yr
relations above.
Finally, we prove that γk,j has degree j . If e = 2, then T((ke,je−e+1),(e−1)) has degree 2j and
the degree of the tableau corresponding to v(1, 2, . . . , e − 1, e + 1, e + 3, e + 5, . . . , 2je −
e + 1) is 3j . If e > 2, the above degrees are 1 and j + 1, respectively.
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5 Main Results
To begin with, we introduce some notation. We will write
M ∼= L1|L2| . . . |Lr
to mean that the module M is uniserial with composition factors L1, . . . , Lr listed from
socle to head. We will write
M ∼= L1| . . . |Lr ⊕ · · · ⊕ N1| . . . |Nr
to mean that the module is isomorphic to the direct sum of uniserial modules
L1| . . . |Lr, . . . , N1| . . . |Nr . We will also have occasion, in Proposition 5.15 part 6 and
Example 5.23, to indicate module structure via Alperin diagrams, see [1].
We will assume that k, j  1 throughout, otherwise the Specht module S((ke),(je)) is
simple. First, we handle the case where j = 1.
Proposition 5.1 Suppose k  1, and let n = ke + e. Then if p  k + 1, S((ke),(e)) is
semisimple and is isomorphic to D((ke,1),(e−1))〈1〉 ⊕ D((n),∅)〈1〉. If p | k + 1, then
S((ke),(e)) ∼= D((n),∅)〈1〉|D((ke,1),(e−1))〈1〉|D((n),∅)〈1〉.
Proof Using the Morita equivalence M of Section 3, we have that M (S((ke),(e))) ∼=
(1k) ⊗ (1), which has a filtration by the modules (1k+1) = L (1k+1) and (2, 1k−1),
by Lemma 2.13. By Corollary 2.12, (2, 1k−1) is irreducible if and only if p  k + 1. Since
taking tensor products commutes with duality, and all simple modules of Schur algebras are
self-dual, (1k) ⊗ (1) = L (1k) ⊗ L (1) must be self-dual. It follows that if p  k + 1,
(1k) ⊗ (1) ∼= L (1k+1) ⊕ L (2, 1k−1). This implies that M (S((ke),(e))) must also be a
direct sum of two simple modules, since it is the Morita pre-image of (1k)⊗(1). Finally,
by Propositions 4.5 and 4.7, we know that D((ke,1),(e−1))〈1〉 and D((n),∅)〈1〉 are composition
factors of M (S((ke),(e))), which completes the proof if p  k + 1.
If p | k + 1, then (2, 1k−1) ∼= L (1k+1) |L (2, 1k−1). Since (1k) ⊗ (1) must
be self-dual, it follows that (1k) ⊗ (1) ∼= L (1k+1) |L (2, 1k−1) |L (1k+1). Proposi-
tion 4.5 tells us that D((n),∅)〈1〉 is a submodule of S((ke),(e)), while Proposition 4.7 implies
that D((ke,1),(e−1))〈1〉 is a composition factor of S((ke),(e)). It follows that S((ke),(e)) ∼=
D((n),∅)〈1〉|D((ke,1),(e−1))〈1〉|D((n),∅)〈r〉 for some r ∈ Z. To see that r = 1 as claimed, we
apply Proposition 3.14.
5.1 The Semisimple Cases
In this section, we will handle all the semisimple Specht modules and determine their
decompositions.
Theorem 5.2 Suppose k  j  1. Then S((ke),(je)) is semisimple if and only if one of the
following holds:
 p = 2 and p does not divide any of the integers k + j, k + j − 1, . . . , k − j + 2;
 p = 2, j = 1, and k is even;
 p = 2, j = 2, and k ≡ 1 (mod 4).
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When semisimple, S((ke),(je)) is isomorphic to






Proof For j = 1, the result is contained in Proposition 5.1. So assume now that j > 1.
Note that under the Morita equivalence M , our Specht module is mapped to a module
that is filtered by the Weyl modules (1k+j ),(2, 1k+j−2), . . . , (2j , 1k−j ), by Lemma
2.13. Since Weyl modules are always indecomposable, S((ke),(je)) cannot possibly be
semisimple unless each of those Weyl modules is irreducible. By Corollary 2.12, this hap-
pens exactly in the cases of our theorem statement, which proves the ‘only if’ part of the
theorem.
For the ‘if’ part, it suffices to note that under the stated conditions, M (S((ke),(je)))














Finally, we prove the stated decomposition by induction on j , keeping k + j fixed. For





We also know that













































it suffices to note that S((ke+e),(je−e)) ⊆ S((ke),(je)), and that these two Specht modules only





tion 4.7 tells us that D((ke,je−e+1),(e−1))〈j〉 is a composition factor of S((ke),(je)). Since this
simple is not already accounted for, the result follows. To see the grading shifts of the other
simple factors, we may argue the same as in the proof of Proposition 5.1.
Example 5.3 For e = 3, k = 7, and j = 5,
S((21),(15))〈−5〉 ∼= D((36),∅) ⊕ D((33,1),(2)) ⊕ D((30,4),(2)) ⊕ D((27,7),(2)) ⊕ D((24,10),(2))
⊕D((21,13),(2)).
It will be useful to introduce some notation for the combinatorial map on labels matching
an L (λ) with Dμ that is implicit in the above proof.
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Definition 5.4 We let T denote the combinatorial map that sends a two-column partition
μ to a bipartition λ precisely when M (Dλ) = L (μ). In particular, given a two-column
partition μ of n, we define
T (μ) :=
{
((ne),∅) if μ = (1n);
(((n − m)e, (m − 1)e + 1), (e − 1)) if μ = (2m, 1n−2m) with m  1.
Example 5.5 For any e, T (17) = ((7e),∅), T (2, 15) = ((6e, 1), (e − 1)), T (22, 13) =
((5e, e + 1), (e − 1)), and T (23, 1) = ((4e, 2e + 1), (e − 1)).
From Theorem 5.2, applying i-induction functors yields:
Theorem 5.6 Let λ = ((ke + a, 1b), (je + a, 1b)), for some k  j  1, with 0 < a  e
and 0  b < e with a + b = e, or for a = b = 0 and set n := |λ|. Suppose that p does
not divide any of the integers k + j, k + j − 1, . . . , k − j + 2, or else that p = 2 = j and






r=1 D((n−re−a,(r−1)e+1+a),(e−1))〈j〉 ⊕ D((n−a),(a))〈j〉 if b = 0,
⊕j
r=1 D((n−re−a−2b,(r−1)e+1+a,1b−1),(e,1b))〈j〉 ⊕ D((n−a−2b,1b),(a,1b))〈j〉 if b  1,
Proof The proof is in essence a similar argument to that of [27, Propositions 4.3 and
4.4]. As there, we apply the divided power functors of Section 2.9 to S((ke),(je)), whose





e−b+1 . . . f
(2)
e−1 · f (2)a−1f (2)a−2 · · · f (2)0 S((ke),(je)),





e−b+1 · · · f (2)a−3f (2)a−2 · f (4)a−1 · f (2)a f (2)a+1 . . . f (2)e−1 · f (2)a−2f (2)a−3 · · · f (2)0 S((ke),(je)).
By the cyclotomic analogues of the arguments used in the proof of [26, Theorem 3.2], if
ϕi = ϕi(Sμ) is the number of addable i-nodes of μ, then f (ϕi )i Sμ is the Specht module
labelled by the bipartition obtained by adding all of these addable i-nodes toμ. At each step,
we apply a divided power f (2)i to a Specht module Sμ, where μ has exactly two addable
i-nodes and no removable i-nodes, and thus f (2)i Sμ = Sν , where ν is obtained from μ by
adding both of these i-nodes. The only exception is that if a + b > e, there is one step at
which μ has exactly four addable i-nodes, and f (4)i Sμ = Sν , where ν is obtained from μ
by adding all four of these i-nodes. So each case above yields the Specht module Sλ.
Now, Theorem 5.2 gives the decomposition of S((ke),(je)), and so it suffices to check
the result of applying our series of divided power functors (which are exact) to the simple
modules appearing in the decomposition. Indeed, we will show that for each simple sum-
mand and at each step, we have f (2)i Dμ = Dν for some ν, eventually leading to the desired
decomposition.
First, we begin with the case b = 0, and examine the summand D((ke+je),∅)〈j〉. At
each step in f (2)a−1f
(2)
a−2 · · · f (2)0 D((ke+je),∅), we have some f (2)i Dμ, where μ has exactly
two addable i-nodes (one at the end of the first row of each component), and no removable
i-nodes. Thus both addable i-nodes are conormal, and it follows from Lemma 2.10 that
f 2i Dμ = Df̃i2μ〈−1〉 ⊕ Df̃i2μ〈1〉, and thus f
(2)
i Dμ = Df̃i2μ.
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A similar argument applies to the other summands, noting that if i < e − 2, then the
bipartition (((j + k − r)e + i, (r − 1)e + 1 + i) , (e − 1)) has exactly two addable i-nodes
– in the first two rows of the first component – and no removable i-nodes. If i = e − 2,
then the above bipartition has an addable i-node in each of the first three rows of the first
component, and a removable i-node at the end of the first row of the second component. In
both cases, there are exactly two conormal i-nodes.
The case b = 0 is almost identical, with conormal nodes now appearing in the first
column of each component in many of the steps. The only non-trivial difference is when





a−3 · · · f (2)0 Dμ. In each case, we are applying f (4)a−1 to a module Dν = f (2)a f (2)a+1
. . . f
(2)
e−1 · f (2)a−2f (2)a−3 · · · f (2)0 Dμ indexed by a bipartition ν that has exactly four addable
(a−1)-nodes and no removable (a−1)-nodes; in particular, ν has exactly four conormal
(a−1)-nodes. Applying the functor fa−1 to the head four times tells us that the desired




〈−6〉 and a similar application to the socle tells us that the desired




〈6〉, both by Lemma 2.10. Since f 4i ∼= [4]!f (4)i , it follows that
f
(4)
a−1Dν = Df̃ 4a−1ν . Finally, the degree shifts are unchanged by application of these functors,
since f (r)i (Dμ〈k〉) = f (r)i (Dμ)〈k〉, as f (r)i is a graded functor.
It will be useful to introduce some notation for the combinatorial map on simple labels
taking labels of composition factors of S((ke),(je)) to the corresponding labels of composition
factors of Sλ as in the above proof.





f̃ 2e−bf̃ 2e−b+1 . . . f̃ 2e−1 · f̃ 2a−1f̃ 2a−2 · · · f̃ 20 μ if a + b<e,
f̃ 2e−bf̃ 2e−b+1 · · · f̃ 2a−3f̃ 2a−2 · f̃ 4a−1 · f̃ 2a f̃ 2a+1 . . . f̃ 2e−1 · f̃ 2a−2f̃ 2a−3 · · · f̃ 20 μ if a + b>e.
More explicitly on the bipartitions appearing in Theorem 5.6
Fa,b : ((ke + je),∅) → ((ke + je + a, 1b), (a, 1b)) and
Fa,b : ((ke + je − re, re − e + 1), (e − 1))
−→
{
((ke + je − re + a, re − e + 1 + a), (e − 1)) if b = 0,
((ke + je − re + a, re − e + 1 + a, 1b−1), (e, 1b)) if b > 0.
We define −Fa,b as above but with all residue subscripts replaced by their negatives.
Example 5.8 Let e = 4. Then Theorem 5.2 tells us that S((4),(4)) ∼= D((4,1),(3))〈1〉 ⊕
D((8),∅)〈1〉. We get from ((4), (4)) to ((6, 1), (6, 1)) by applying F2,1 = f̃ 23 f̃ 21 f̃ 20 , depicted
as follows.
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Theorem 5.6 tells us that S((6,1),(6,1)) ∼= D((6,3),(4,1))〈1〉 ⊕ D((10,1),(2,1))〈1〉. Now we
focus on the first summand, letting μ = ((4, 1), (3)). It follows from above that the first
summand of S((6,1),(6,1)) is obtained by applying F2,1 to μ, depicted as follows.
Similarly, we may apply F2,3 = f̃ 41 f̃ 22 f̃ 23 f̃ 20 to ((4), (4)) to obtain ((6, 13), (6, 13)),
depicted as follows.
Now Theorem 5.6 tells us that S((6,13),(6,13)) ∼= D((6,3,12),(4,13))〈1〉 ⊕ D((10,13),(2,13))〈1〉, so
the first summand of S((6,13),(6,13)) is obtained by applying F2,3 to μ, depicted as follows.
We next introduce and extend some notation from [28, Definition 3.1] in order to work
with bihooks that are the transpose of those handled in Theorem 5.6.
Definition 5.9 For x ∈ N, we define the following weakly decreasing sequence of e − 1
non-negative integers summing to x.
{x} :=
⌊





x + e − 3
e − 1
⌋





If λ = (λ1, λ2, . . . , λr ) is a partition, then we define {λ} := ({λ1}, {λ2}, . . . , {λr }), and
analogously if λ = (λ(1), λ(2)) ∈ P2n , then {λ} := ({λ(1)}, {λ(2)}).
Example 5.10 Let e = 3, λ = ((5e),∅) = ((15),∅) and μ = ((3e, e + 1), (e − 1)) =
((9, 4), (2)). Then {λ} = ((8, 7),∅) and {μ} = ((5, 4, 22), (12)).
Corollary 5.11 Let λ = ((b + 1, 1je+a−1), (b + 1, 1ke+a−1)), for some k  j  1, with
0 < a  e and 0  b < e with a + b = e, or for a = b = 0 and set n := |λ|. Suppose that
p does not divide any of the integers k + j, k + j −1, . . . , k − j +2, or else that p = 2 = j
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D−Fa,b{((n−re,(r−1)e+1),(e−1))}〈2k + j〉 ⊕ D−Fa,b{((n),∅)}〈2k + j〉.
Proof We assume that a = b = 0, and observe that by [22, Theorems 7.25 and 8.5], we
have
((S((ke),(je)))






where the sum is over all ν appearing in Theorem 5.2.
Thus we must compute the images of the bipartitions ν under the Mullineux map. First,
it is simple to check that
me,κ(((n),∅)) = (f̃1f̃2 . . . f̃−1f̃0)k+j∅ = {((n),∅)}.
Likewise, it’s not so difficult to see that
me,κ ((((k + j − r)e, (r − 1)e + 1), (e − 1))) = (f̃ 21 f̃ 22 . . . f̃ 2−1f̃ 20 )r (f̃1f̃2 . . . f̃−1f̃0)k+j−2r∅.
Note that
f̃ 22 . . . f̃
2−1f̃ 20 (f̃1f̃2 . . . f̃−1f̃0)k+j−2r∅ = {(((k + j − 2r + 1)e − 1), (1e−1))}
and that applying (f̃ 21 f̃
2
2 . . . f̃
2−1f̃ 20 )r−1f̃ 21 to this adds two conormal nodes, one in one of
the first e−1 rows of the first component and the other in one of the next e−1 rows of the
first component.
Now we note that −Fa,b(((1je), (1ke))) = λ, and that −Fa,b is well-behaved on all
bipartitions we are applying it to in the statement of the corollary; by this, we mean that
at each step we add the maximal number of conormal nodes, so that the corresponding
sequence of i-induction functors sends a simple module Dν to a simple module D−Fa,b(ν).
The result follows.
Remark In the corollary above, and its proof, we essentially applied the twist by sign and
then applied −Fa,b. We could have done these the other way round, taking our bipartitions
in Theorem 5.2 and applying Fa,b first, followed by the sign-twist.
5.2 Some Non-Semisimple Cases: Small j
Here, we further examine some of the non-semisimple cases, once again starting with the
Specht modules S((ke),(je)). Once the structures of these modules are determined, we can
argue as in Theorem 5.6 and Corollary 5.11 to determine the structure of the other decom-
posable Specht modules that are obtained by applying divided power functors, and then a
sign-twist. We already completely determined the structure of S((ke),(je)) when j = 1 in
Proposition 5.1, and for j > 1 Theorem 5.2 tells us exactly when S((ke),(je)) is not semisim-
ple. Of course, we have more bihooks corresponding to decomposable Specht modules for
this ‘j = 1 situation’. We can apply the argument from Theorem 5.6 to the j = 1 case in
Proposition 5.1 to yield the following.
Corollary 5.12 Suppose k  1, and let λ = ((ke + a, 1b), (e + a, 1b)), for some k  1,
with 0 < a  e and 0  b < e with a + b = e, or for a = b = 0. Then if p  k + 1, Sλ is






D((ke+e+a),(a))〈1〉 ⊕ D((ke+a,a+1),(e−1))〈1〉 if b = 0,
D((ke+e+a,1b),(a,1b))〈1〉 ⊕ D((ke+a,a+1,1b−1),(e,1b))〈1〉 if b  1.





D((ke+e+a),(a))〈1〉|D((ke+a,a+1),(e−1))〈1〉|D((ke+e+a),(a))〈1〉 if b = 0,
D((ke+e+a,1b),(a,1b))〈1〉|D((ke+a,a+1,1b−1),(e,1b))〈1〉|D((ke+e+a,1b),(a,1b))〈1〉 if b  1.
Proof If p  k + 1, this is just a special case of Theorem 5.6. If p | k + 1, then we apply
divided power functors as in the proof of Theorem 5.6, noting that they are exact functors
that send simple modules to simple modules.
Thus in the non-semisimple cases we may apply the corresponding (composition of)
functors to the module S((ke),(je)) ∼= D((n),∅)〈1〉|D((ke,1),(e−1))〈1〉|D((n),∅)〈1〉 to obtain the
result, using the following simple observation.
Note that if we have a module M ∼= A|B|A, for simple modules A and B, and an exact
functor F such that F(A) and F(B) are simple modules, then we may apply F to the short
exact sequences
0 → A → M → B|A → 0 and 0 → A|B → M → A → 0
to yield
0 → F(A) → F(M) → F(B|A) → 0 and 0 → F(A|B) → F(M) → F(A) → 0.
If we additionally assume that F preserves non-split extensions for all modules we are
applying it to, it is easy to see that F(A|B) ∼= F(A)|F(B) and F(B|A) ∼= F(B)|F(A). It
follows that F(M) must have submodules isomorphic to F(A) and F(A)|F(B) and quo-
tients isomorphic toF(A) andF(B)|F(A), and thus thatF(M) ∼= F(A)|F(B)|F(A). The
result now follows by applying this (with F being the appropriate composition of divided





D((ke+e+a),(a))〈1〉 if b = 0,




D((ke+a,a+1),(e−1))〈1〉 if b = 0,
D((ke+a,a+1,1b−1),(e,1b))〈1〉 if b  1;
and that the non-split extensions are by assumption preserved by our divided power functors.
If they were not preserved, we would have a split extension that we could then apply an
appropriate composition of (exact) divided power functors e(r)i , that would yield S((ke),(je))
as a decomposable module, which is a contradiction. The result now follows.
As in Corollary 5.11 and the remark thereafter, we may twist our Specht modules by sign
to obtain the result for the conjugate bipartitions.
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Corollary 5.13 Suppose k  1, and let λ = ((b + 1, 1e+a−1), (b + 1, 1ke+a−1)), for some
k  1, with 0 < a  e and 0  b < e with a + b = e, or for a = b = 0. Then Sλ is
semisimple if and only if p  k+1, and the structure of Sλ is given by applying the Mullineux
map me,κ to all of the bipartitions appearing in Corollary 5.11.
Remark When j = 1, observe that the set of all decomposable Specht modules indexed by
bihooks coincides with those that are semisimple.
The next natural case to handle is j = 2, since this will leave us with a uniform condition
for the non-semisimplicity in the remaining cases. The following lemma will enable us to
apply results for the Schur algebra to our Specht modules when they are not semisimple.
Lemma 5.14 Over an arbitrary field F, we have L (μ) ∼= M (DT (μ)) for all two-column
partitions μ ∈ Pn.
Proof Consider the simpleRnδ,C-module DT (μ),C. Following [5, §5.6], we select a Z-form
M ⊂ Dλ,C such that M⊗ZC = DT (μ),C, and define the Rnδ,F-module JT (μ) = M⊗ZF.
By [5, Theorem 5.17], we have
[JT (μ) : Dν,F] =
{
1 if ν = T (μ);
0 if ν  T (μ).
(5.1)
As DT (μ),C ∼= M̂ (L (μ)C), it follows from [20, Lemma 7.1] that all simple factors of
JT (μ) are of the form M̂ (L(γ )F), where
[JT (μ) : M̂ (L (γ )F)] =
{
1 if γ = μ;
0 if γ  μ.
(5.2)
Now, going by induction on dominance order on two-column partitions, we show that
M̂ (L (μ)F) ∼= DT (μ),F. Make the induction assumption on μ. By (5.2), the simple factors
of JT (μ) are M̂ (L (μ)F) and modules of the form M̂ (L (γ )F) ∼= DT (γ ),F for γ  μ. But
we have DT (μ),F ∼= DT (γ ),F when γ  μ, so it follows from (5.1) that M̂ (L (μ)F) ∼=
DT (μ),F, as required.
Remark If we combine Theorem 2.14, Corollary 3.11, Lemma 5.14 and Lemma 2.13, we
now have a formula for readily computing all composition factors of S((ke),(je)), and their
multiplicities. We remark that by Lemma 3.10 and Theorem 3.5, all simple factors of
S((ke),(je)) are relatively unshifted with respect to each other; i.e., if one simple is shifted by
j , all shifts must be by j .
Proposition 5.15 Suppose k  2, and let n = ke + 2e. Then
1. if p = 2 and p does not divide any of the integers k +2, k +1, k, or if p = 2 and k ≡ 1
(mod 4), then
S((ke),(2e)) ∼= D((ke,e+1),(e−1))〈2〉 ⊕ D((ke+e,1),(e−1))〈2〉 ⊕ D((n),∅)〈2〉;
2. if 2 = p | k + 2, then
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3. if 2 = p | k + 1, or if p = 2 and k ≡ 3 (mod 4) then









5. if p = 2 and k ≡ 0 (mod 4), then
S((ke),(2e)) ∼= D((n),∅)〈2〉 ⊕(
D((ke+e,1),(e−1))〈2〉|D((n),∅)〈2〉|D((ke,e+1),(e−1))〈2〉|D((n),∅)〈2〉|D((ke+e,1),(e−1))〈2〉
) ;
6. if p = 2 and k ≡ 2 (mod 4), then S((ke),(2e)) is indecomposable, and
Proof Part 1 is completely handled in Theorem 5.2. For part 2 we apply Theorem 2.14 to





, (2, 1k), and (22, 1k−2). We may check that (2, 1k) ∼= L (1k+2) |L (2, 1k)
and (22, 1k−2) = L (22, 1k−2). Given that S((ke),(2e)) is decomposable and that each
summand is self-dual, it follows that
































, by Lemma 5.14, the ungraded result follows.
To see the grading shifts, we note that S((ke+e),(e)) ∼= D((n),∅)〈1〉|D((ke+e,1),(e−1))
〈1〉|D((n),∅)〈1〉 by Theorem 5.2. It is easy to check that dim(imαk,2) > 1. Indeed, ψe
kills the ‘leading’ term (k + 1)z((ke),(2e)) of αk,2(z((ke+e),(e))), while mapping all other
terms in αk,2(z((ke+e),(e))) to new basis vectors that are more dominant, with coefficients
k, k − 1, . . . , 1, at least some of which are nonzero modulo p. It easily follows that αk,2 is
injective: imαk,2 must have simple head D((n),∅)〈2〉, and, up to grading shifts, it must be a
submodule of D((n),∅)|D((ke+e,1),(e−1))|D((n),∅). Propositions 4.5 and 4.7 thus give us the
required shifts for all simple factors.
Parts 3 and 4 are almost identical, and the details of the ungraded result are left to the
reader. For the grading, we now have that S((ke+e),(e)) ∼= D((n),∅)〈1〉⊕D((ke+e,1),(e−1))〈1〉 in
both cases, so that Proposition 4.5 provides us the necessary grading shift for the non-trivial
simple submodule (which is a summand in the case of part 3, but not for part 4). It is difficult
to directly check that the homomorphism αk,2 is injective in this case, so a priori, it may kill
the trivial factor. Applying Proposition 4.7 gives the grading shift for D((ke,e+1),(e−1)). In
part 3, this also gives us the grading shift on the simple submodule, and the grading shift for
the remaining simple factor (the one-dimensional simple head of the non-simple summand)
follows by Proposition 3.14, as in the proof of Proposition 5.1. In part 4, Proposition 4.7
gives the grading shift for D((ke,e+1),(e−1)) and the non-trivial simple module below it, from
which we can once again deduce the grading shift on the simple head of the non-simple
summand. In order to obtain the grading shift on the trivial summand in this case, we note
that αk,2 ◦ αk+1,1 : S((n),∅) → S((ke),(2e)) is a non-zero degree 2 homomorphism – this can
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be seen by noting that the leading term is (k + 2)(k + 1)z((ke),(2e)), and that this cannot
appear when reducing any of the products of  terms that arise when composing the two
homomorphisms.
For part 5, one can check using Theorem 3.12 and Lemma 3.13 that the Schur functor
maps (1k) ⊗ (12) to M (k, 2), which has two indecomposable summands when p = 2














composition factors. There is a unique way to combine these modules to make one with two




























Matching labels as in Theorem 5.2 and applying Lemma 5.14 yields the ungraded version
of the stated result. For the grading shifts, Propositions 4.5 and 4.7 give us the required
information as in part 2.
In part 6, one can check using Theorem 3.12 that M (k, 2) is indecomposable when p = 2









as a submodule. With
the fact that (1k) ⊗ (12) has a filtration by the Weyl modules (1k+2), (2, 1k), and
(22, 1k−2), it follows that there are only two ways to construct this indecomposable self-
dual module with these factors, namely
By [9, Lemma A3.1],(1k)⊗(12)must have(1k+2) = L (1k+2) appearing as a quotient
module, which rules out the first configuration above. The ungraded result follows as before.
The gradings follow from Propositions 4.5 and 4.7 as before.
Remark For the Specht modules in parts 5 and 6 of the above proposition, the second and
third authors did not determine in [27] whether or not they were decomposable, so that even
this coarser information is new.
Applying the map Fa,b to the labels of the above decomposable Specht modules, the
observation in the proof of Corollary 5.12 immediately yields the following.
Corollary 5.16 Suppose k  2, and let n = ke+2e. For λ = ((ke+a, 1b), (2e+a, 1b)), for
some k  2, with 0 < a  e and 0  b < e with a + b = e, or for a = b = 0, the structure
of Sλ is obtained from Proposition 5.15 by replacing each simple moduleDμ〈2〉 therein with
DFa,b(μ)〈2〉, and the structure of Sλ′ is obtained from Proposition 5.15 by replacing each
simple module Dμ〈2〉 therein with D−Fa,b({μ})〈2〉 = Dme,κ◦Fa,b(μ)〈2〉.
5.3 Decomposability in Characteristic 2
With the Specht modules for j = 1 and j = 2 completely understood, we will shift away
from examining cases of small j . First, we will build on parts 5 and 6 of Proposition 5.15.
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Observe that the condition in the next result is remarkably similar to that of Murphy [24,
Theorem 4.5], which determines the decomposability of level 1 Specht modules indexed by
hooks.
Proposition 5.17 Let k  j  1, p = 2, and let l be such that 2l−1  j < 2l . Then
S((ke),(je)) is decomposable if and only if k ≡ j (mod 2l ).
Proof Using the Morita equivalence M as before, it suffices to show that M (k, j) ∼=
Y (k, j) if and only if k ≡ j (mod 2l ). In other words, we will show that if 0  m < j ,
some Y (k + j − m, m) is a summand of M (k, j) if and only if k ≡ j (mod 2l ). We
use Theorem 3.12 and Lemma 3.13 at length and we proceed to determine if j − m 2
k + j − 2m.
Set m = j − 2a for a ∈ {0, 1, . . . , l − 1}. In order for Y (k + j − m, m) to not be a
summand of M (k, j), we must have k − j ≡ 0, 1, . . . , 2a −1 (mod 2a+1). In order for this
to hold simultaneously for all a ∈ {0, 1, . . . , l − 1}, we must have k − j ≡ 0 (mod 2l ). We
thus have shown that if k ≡ j (mod 2l ), then S((ke),(je)) is decomposable.
It remains to show that when k ≡ j (mod 2l ), no Y (k + j − m, m) appears as a sum-
mand of M (k, j), for m not of the form considered above. If k ≡ j (mod 2l ), then
k + j − 2m ≡ 2(j − m) (mod 2l ). It follows immediately that j − m 2 k + j − 2m and
the result follows.
By applying i-induction functors, we deduce the following corollary.
Corollary 5.18 Let p = 2, λ = ((ke + a, 1b), (je + a, 1b)) or ((b + 1, 1je+a−1), (b +
1, 1ke+a−1)), for some j, k > 1, 0 < a  e and 0  b < e with a + b = e, or for
a = b = 0, and let l be such that 2l−1  j < 2l . Then Sλ is decomposable if and only if
k ≡ j (mod 2l ).
Remark The above corollary fills a gap in [27, Theorem 4.1], where we were unable to
determine the decomposability of Sλ when p = 2 and j + k is even. This also strengthens
[27, Conjecture 4.2]: if e = 2, we conjecture that [27, Theorems 3.8 and 4.1] and Corollary
5.18 provide a complete list of decomposable Specht modules indexed by bihooks.
5.4 Almost-Semisimple Specht Modules
Next, we examine cases that are ‘close to being semisimple’, in the sense that every direct
summand contains few simple factors. We saw in Theorem 5.2 that S((ke),(je)) is semisimple
when p does not divide any of the integers k + j, k + j − 1, . . . , k − j + 2. The next case
we look at is when p divides exactly one of these integers.
Proposition 5.19 Let k  j > 1, m ∈ {0, . . . , j}, λ = (2m, 1n−2m) where n = k + j ,
and suppose that p divides exactly one of the integers n, n − 1, . . . , n − 2j + 2, so that n ∈
{ap, ap+1, . . . , ap+2j−2} for some a ∈ N. We write n = ap+i for i ∈ {0, 1, . . . , 2j−2}.
1. If (m, j) = (p, p), then
(λ)∼=
{




) |L (λ) if m∈{ i+12  + 1, . . . , i + 1}.
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2. If i = j − 1 and (m, j) = (p, p), then
(λ) ∼=
{
L (λ) if k + 1 ≡ p (mod p2);
L (1n) |L (λ) if k + 1 ≡ 0 (mod p2).
Proof Let μ = (2l , 1n−2l ) for 0  l  m and compute [(λ) : L (μ)]. Since [(λ) :
L (λ)] = 1, we suppose that l < m and apply Theorem 2.14 to determine [(λ) : L (μ)],
which is either 0 or 1.
Since p divides exactly one of n, n − 1, . . . , n − 2j + 2, it follows that p  j  m >
l  0. Thus, with the exception of the special case where p = j = m, l = 0, we have
that m−l
p
 = 0 p  n−2l+1p  and p  m − l. Hence [(λ) : L (μ)] = 1 if and only if
p | n − m − l + 1. The exceptional case only occurs when p | k + 1 (so that i = j − 1),
and there we are looking at whether L (1n) occurs as a composition factor of (2j , 1n−2j ).
Applying Theorem 2.14 again, we see that in this case it is a composition factor precisely
when 1 p a + 1, or in other words exactly when p | a. Since k + 1 = ap here, this is
equivalent to p2 | (k + 1). This situation occurs in case (ii) of the proposition statement,
which completes the proof of that case. We now treat the remaining case.
First suppose that i ∈ {0, 1, . . . , j − 2}. Then
i − m − l + 1  i − m + 1  j − 1 − m < j − m < j  p
and
i − m − l + 1  i − 2m + 2  −2m + 2  −2j + 2 > −2p.
It follows that −2p < i − m − l + 1 < p, and thus p | n − m − l + 1 if and only if
l = i −m+1 or l = i −m+1+p. Since i ∈ {0, 1, . . . , j −2}, the condition that p divides
k + j − i and no other integers in [k − j + 2, k + j ] implies that p  2j − i − 1, and hence
that i −m+1+p  m. Since 0  l < m, it follows that p | n−m− l +1 can only happen
when l = i − m + 1 and m ∈ { i+12  + 1, . . . , i + 1}.
Now suppose that i ∈ {j − 1, j, . . . , 2j − 2}. Then
i − m − l + 1 < i + 1  2j − 1 < 2p
and
i − m − l + 1  j − m − l  −l > −p.
So −p < i − m − l + 1 < 2p, and thus p | n − m − l + 1 if and only if l = i − m + 1 or
l = i−m+1−p. Since i ∈ {j −1, j, . . . , 2j −2}, the condition that p divides k+j −i and
no other integers in [k−j +2, k+j ] implies that p  i +1, and hence that i −m+1−p 
−m  −1. Once again, we use that 0  l < m to see that p | n−m− l +1 can only happen
when l = i − m + 1 and m ∈ { i+12  + 1, . . . , i + 1} ∩ {0, 1, . . . , j} = { i+12  + 1, . . . , j}.
Hence for any i ∈ {0, 1, . . . , 2j − 2}, we have [(λ) : L (μ)] = 1 if and only if
l = i − m + 1 and m ∈ { i+12  + 1, . . . , i + 1}.
Remark Note that the case (m, j) = (p, p) only occurs when i = j − 1, which follows
from the lower bounds on p given in the above proof.
Next, we decompose M (n − j, j) into its indecomposable summands.
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Proposition 5.20 Let k  j > 1, k + j = n = ap + i for i ∈ {0, . . . , 2j − 2}, and assume
that p divides exactly one of n, n − 1, . . . , n − 2j + 2. Then
M (n − j, j) ∼=
i−j⊕
m=0
Y (n − m,m) ⊕
j⊕
m= i+12 
Y (n − m, m) ,
unless j = p, i = j − 1 (so that p | k + 1), and k + 1 ≡ p (mod p2), in which case
M (n − j, j) ∼= Y (n) ⊕
j⊕
m= i+12 
Y (n − m, m) .
Proof We apply Theorem 3.12 to determine if Y (n − m, m) is a direct summand of
M (n − j, j) for all m ∈ {0, . . . , j}.
It is clear that Y (n − j, j) is a summand of M (n − j, j), so we suppose that m < j .
Now, 1  j − m  j  p. Then the p-adic expansion of j − m is [j − m, 0, 0, . . . ] except
for when j = p (and thus p | k + 1 and i = j − 1) and m = 0, in which case j − m has
p-adic expansion [0, 1, 0, 0, . . . ].
If i ∈ {0, 1, . . . , j − 1}, then the condition that p divides k + j − i and no other integers
in [k − j + 2, k + j ] implies that p  2j − i − 1, and therefore that
p + i − 2m  2j − 1 − 2m  1.
Similarly, if i ∈ {j − 1, j, . . . , 2j − 2}, we have that p  i + 1, and therefore
p + i − 2m  2i + 1 − 2m  2(i − j) + 3.
Thus if i ∈ {0, 1, . . . , 2j −2} and m ∈ {i +1, i +2, . . . , j −1}, we have 0 < p + i −2m 
p − 2. So the p-adic expansion of p + i − 2m is [p + i − 2m, 0, 0, . . . ], and j − m p
p + i − 2m p n − 2m. It follows that Y (n − m, m) is always a summand of M (n − j, j)
when m ∈ {i + 1, i + 2, . . . , j − 1}.
Next, suppose that i ∈ {0, 1, . . . , j −1} and m ∈ {0, 1, . . . , i}. Then 0  i −m  i < j ,
so −m  i − 2m < j − m  p.
If m  i/2, then 0  i − 2m so that the p-adic expansion of i − 2m = n − ap − 2m is
[i − 2m, 0, 0, . . . ], and it follows that j − m p n − 2m, except in the case that j = p and
m = 0. In this exceptional case, we must look at the second entry in the p-adic expansion
of n. In particular, if k + 1 ≡ 0 (mod p2), then n ≡ p − 1 (mod p2), so that the first two
entries of the p-adic expansion of n are p − 1 and 0, and thus j − m p n − 2m again.
But if k + 1 ≡ p (mod p2), then n ≡ 2p − 1 (mod p2), so that the first two entries of the
p-adic expansion of n are p − 1 and 1, and thus j − m p n − 2m in this case. This is the
exceptional case in the statement of the proposition.
If m > i/2, then 1  p + i − 2m < p, so that the p-adic expansion of p + i − 2m =
n − (a − 1)p − 2m is [p + i − 2m, 0, 0, . . . ]. Since j  p  p + i − m, it follows that
j − m  p + i − 2m, so that j − m p p + i − 2m p n − 2m.
Finally, suppose that i ∈ {j, j + 1, . . . , 2j − 2} and m ∈ {0, 1, . . . , i}. Then, as above,
p  i + 1, so that we have
−p < −i  i − 2m  i < p or, equivalently, 0 < p + i − 2m < 2p.
If m  i/2, then the above becomes 0  i−2m < p, so that the p-adic expansion of i−2m
is [i − 2m, 0, 0, . . . ], so that j − m p n − 2m if and only j − m p i − 2m, if and only
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if m  i − j . If instead, m > i/2, then the above becomes 0 < p + i − 2m < p, and the
result follows as before. This completes the proof.
We now combine the above results to obtain the decomposition of the tensor prod-






Theorem 5.21 Let k  j > 1 and suppose that p divides exactly one of the integers
k + j, k + j − 1, . . . , k − j + 2, so that n = k + j ∈ {ap, ap + 1, . . . , ap + 2j − 2} for
some a ∈ N. We write n = ap + i for i ∈ {0, 1, . . . , 2j − 2}. For r ∈ {0, 1, . . . , i/2},
define the uniserial module
Nr := Li/2−r |Li/2+1+r |Li/2−r .
First we assume that we are not in the case that j = p and k + 1 ≡ p (mod p2).
1. Suppose that i ∈ {0, 1, . . . , j − 1}.
(a) If i is odd, then









(b) If i is even, then







2. Suppose that i ∈ {j, j + 1, . . . , 2j − 2}.
(a) If i is odd, then









(b) If i is even, then







Finally, in the exceptional case that j = p, i = j − 1, k + 1 ≡ p (mod p2). Then








Nr ⊕ Lj if j = p > 2.
Proof We know from Proposition 5.19 that the Weyl module (λ) is simple if m ∈
{0, 1, . . . ,  i+12 } ∪ {i + 2, i + 3, . . . , j}, whereas if m ∈ { i+12  + 1, . . . , i + 1}, then
(λ) ∼= L (μ) |L (λ), where μ = (2i−m+1, 1n−2i+2m−2). Moreover, we obtain a self-dual
module by stacking the Weyl modules (λ) and (μ) = L (μ) to give L (μ) |L (λ) |L (μ).
Examining the five cases in turn, along with knowing the number of summands we must
obtain – by Lemma 3.13 and Proposition 5.20 – the result follows.
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Applying the map T from Definition 5.4 and the observation in the proof of
Corollary 5.12 immediately yields the following.
Theorem 5.22 Let k  j > 1 and suppose that p divides exactly one of the integers
k + j, k + j − 1, . . . , k − j + 2, so that n = k + j ∈ {ap, ap + 1, . . . , ap + 2j − 2} for
some a ∈ N. We write n = ap + i for i ∈ {0, 1, . . . , 2j − 2}.
1. Then the structure of S((ke),(je)) is obtained from Theorem 5.21 by replacing each simple
module L (μ) therein with DT (μ)〈j〉.
2. Let λ = ((ke + a, 1b), (je + a, 1b)), for some k  j  1, with 0 < a  e and
0  b < e with a + b = e, or for a = b = 0. Then the structure of Sλ is obtained from
Theorem 5.21 by replacing each simple module L (μ) therein with DFa,b◦T (μ)〈j〉.
3. Let λ = ((b+1, 1je+a−1), (b+1, 1ke+a−1)), for some k  j  1, with 0 < a  e and
0  b < e with a + b = e, or for a = b = 0. Then the structure of Sλ is obtained from
Theorem 5.21 by replacing each simple module L (μ) therein withD−Fa,b({T (μ)})〈j〉 =
Dme,κ◦Fa,b◦T (μ)〈j〉.
We finish with an example to illustrate that even when all of the relevant Weyl modules
have at most two composition factors, we do not have to go so far to see some difficult
module structures appear. With this example in mind, it is unclear how much further one
can hope to push the results of Theorems 5.21 and 5.22.
Example 5.23 Let p = 3, k = 7, and j = 3. Using Theorems 2.14 and 3.12, we deduce that
(17) ⊗ (13) (and therefore S((ke),(je))) has two summands, composed from the simple
Weyl modules (110) = L (110) and (2, 18) = L (2, 18), as well as the Weyl modules

















By checking residues, one can see that (2, 18) lies in one block, while the other three Weyl





, while the other one comprises of the remaining three Weyl modules, or five
simple modules, and must be self-dual. It follows that this summand has one of the following
two structures.
But, as in the proof of Proposition 5.15 part 6, by [9, Lemma A3.1], (17) ⊗ (13)
must have (110) = L (110) appearing as a quotient module, which rules out the first
configuration above.
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