Abstract-Resource-constrained data mining introduces many constraints when learning from large datasets. It is often not practical or possible to keep the entire data set in main memory and often the data could be observed in a single run in the order in which they are presented. Traditional reservoirbased approaches perform well in this situation. One drawback of these approaches is that the examples not included in the final reservoir are often ignored. To remedy this situation we propose a modification to the baseline reservoir algorithm. Instead of keeping the actual target values of reservoir examples, an estimate of their conditional expectation is kept and updated online as new data are observed from the stream. The estimate is obtained by averaging target values of the similar examples. The proposed algorithm uses a paired t-test to determine the similarity threshold. Thorough evaluation on generated two dimensional data shows that the proposed algorithm is producing reservoirs with considerably reduced target noise. This property allows training of significantly improved prediction models as compared with the baseline reservoir-based approach.
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I. INTRODUCTION IN many real-life domains the amount of available data
greatly exceeds the computational and storage capacity of devices used for learning from it. This challenge is often complicated by having data access only through a single sequential pass through the data. There are two major approaches in addressing this problem. The first is online learning that considers algorithms that are able to improve their quality as new examples arrive [1] . While some reasonably efficient algorithms exist [2, 3] , they tend to be sensitive to the order in which examples are presented and there are often no guarantees that the learned model approaches the accuracy of the batch-mode alternatives [3] .
The second, reservoir-based, approach relies on maintaining a representative sample of the observed data in memory and on applying standard batch-mode learning algorithms on the reservoir data. Assuming a reservoir with capacity to hold R examples, the simplest procedure [4] is to replace the t-th observed example from a stream with a randomly chosen reservoir example with probability min(l, Rlt). This procedure guarantees that the resulting reservoir is an unbiased sample of the observed data. The appeal of this approach is in its simplicity and insensitivity to example ordering. The 
and by observing from (2) and (1) 
where p(uj) is probability density at uj and K is data dimensionality. From (6) and (7) it can be concluded that the quality of z estimate increases with data size N and local data density and decreases with original data noise variance &2. It can be noted that, as N-*oo, the first two terms approach zero, while the third term remains constant. Additionally, the estimation quality is inversely proportional to gradient and Hessian of the regression function at uj.
The influence of distance radius rj on the estimation is more complex. Increasing the distance radius increases Ij and decreases the first term in (6). For K > 2 it also decreases the second term in (6). However, the third term in (6) is a bias term and it does not depend on Ij l; it rapidly increases for sufficiently large rj. It is evident that there is an optimal value of rj that provides the best tradeoff between these two effects.
To derive the optimal rj, we would need to know (1) the regression function, (2) the noise variance, and (3) the size of the available data. If the whole data set could be stored in the memory, these quantities could be estimated in an iterative manner similar to locally weighted regression [5] approach. However, in the reservoir sampling scenario, none of these quantities could be estimated due to memory constraints. Clearly, only heuristic approaches for estimation of the distance threshold rj are acceptable in the streaming scenario. In the following section, we propose a statisticallymotivated method for determination of the distance threshold. Figure 1 . To update ajl, mjl is replaced with mj1+yi, sj1 with sjI + yi2, and njl with nj1+l. The t-test is evaluated by finding the p-value of the t-statistics T = (p,l -!t,2)/Gj with n,±+n,2-2 degrees of freedom, where cj is calculated as the total standard deviation of targets in aj, and aj2.
III. EXPERIMENTAL REUSLTS A. Data Description
We generated 2-dimensional data sets to evaluate the proposed reservoir algorithm. Input variables x1 and x2 were generated as uniformly distributed in a range between -1 and 1. The target variable y was generated using the following generating process: y = sin(20x1)1(20x1) + X2 + g, where E is Gaussian additive noise with zero mean and standard deviation ca. The resulting regression function, with c=O, is illustrated in Figure 2 .
B. Experimental Design
The evaluation was performed on data streams of size 20,000 with three levels of noise, c = 0, 0.2, 1, which represented noise-free, low noise, and high noise learning scenarios. We used two reservoir sizes, R = 100 and R = 500. This resulted in six combinations of reservoir size and noise levels in training data sets. For each of the 6 combinations we constructed 30 data sets and run the reservoir sampling algorithm on each of them.
For each reservoir example, we monitored three different labels. The first was the conditional mean value estimated by our algorithm. The second was the original target value from the training set that is maintained by the baseline reservoir algorithm. The third was the noise-free target value obtained / X~~~~~X Figure 3 , the vertical axis is MSE accuracy. For very noisy data with c = 1 (Figs 3.a, 3.d) we observe significant improvement in learning accuracy as more examples are being observed by the algorithm. Initially, the accuracy is equal to that achievable by the traditional reservoir sampling. Very rapidly, it approaches the accuracy achievable when learning on a noise-free data set. The performance with R = 100 (Fig 3.a) and R = 500 (Fig 3.d) is qualitatively similar. For smaller noise levels with c = 0.2 ( Figs 3.b, 3 .e) the improvement in accuracy is evident with increase in the number of observed examples, and again, it approaches the noise-free scenario rather quickly and becomes superior to the traditional reservoir approach. In Figure 4 we show the Reservoir Noise levels and for both ca = 1 (Fig 4.a) and c = 0.2 (Fig 4.b) and observe a strong decrease in noise levels that approaches zero in both cases.
The behavior for noise-free scenario with c = 0 (Figs 3.c, 3 .f, and 4.c) is expected. The averaging within a small radius introduces noise to the original noise-free target values. However, the algorithm is quickly realizing that the original data has low noise and is rapidly reducing the distance threshold. As a result, as the number of observed examples becomes large, the algorithm is approaching the performance of the noise-free scenario. This result shows that the proposed algorithm is robust even in noise-free scenarios.
IV. CONCLUSION
We proposed a reservoir-based algorithm that achieves accurate estimation of conditional expectation for each reservoir example. The reduction of target noise of reservoir examples leads to more accurate learning from them. The proposed statistical method for determining distance threshold for the estimation of conditional expectation is robust in both low and high noise scenarios. The algorithm is computationally efficient because it is proportional with the size of the reservoir and the number of observed examples. It introduces a slight memory overhead with each reservoir example due to the need to store ancillary information for the conditional expectation estimation.
While the experimental results on low-dimensional data are promising, the algorithm in its current form is likely to be less successful for the high dimensional data due to the curse of dimensionality. Future work is needed to design an algorithm suitable for high dimensional data. Such an algorithm would most likely have to rely on the sensitivity analysis of the regression function to the input variables. An interesting question would be how to perform the sensitivity analysis in the streaming data scenario.
