Abstract
Introduction
These Several engineering problems will result in optimization problems where one or several objectives have to be considered along with constraints. Generally, such a problem can be mathematically described as follows:
( ) ≥ 0, = 1, … ,
where a solution is represented by a n-dimensional vector of = [ , , … , ]. In the above equation, f 1 ,…f m represent the various objectives of the study. In the case of single-objective problems, which are the most common types, there exist only f 1 .
The other common type of optimization problem is a bi-objective problem where f 1 and f 2 should be considered at the same time. These two objectives are most likely are in conflict. Although, the case of multiobjective problems (more than two objectives) is scarce, it is common to call the bi-objective problems are also categorized as multi-objective ones and hence in this article bi-objective algorithm are not mentioned separately. A desired solution, which is called a feasible one, is a solution among all possibilities, where not only the objective(s) is minimum but also all the constraints are satisfied. If only a single constraint is violated, then the solution is called infeasible. The feasible and infeasible regions of a typical optimization problem are given in Fig. 1 . Evolutionary algorithms (EAs) have been amazingly successful in a wide range of engineering applications [1] - [90] .
However, one of the main drawbacks and difficulties of using them is that they do not offer any strategy for constraint handling as they have been basically developed for unconstrained optimization problems [2] , [3] . Since most, if not all, of the real-world engineering applications incorporate constraints, it is crucial to enable the EAs with constraint handling capabilities in order to make use of their potentials. The most common strategy is to incorporate the constraints into the fitness function.
This method, known as penalty function method, is widely popular due to their simplicity, though there are concerns regarding to the selection of proper penalties which is the main drawback of these methods [4] . Not only, numerous studies have been carried out to find proper ways of penalty factor selection but also more novel constraint handling strategies have been proposed for EAs.
However, given the very important role of constraint handling in the engineering-related optimization problems, this aspect have not received due attention when EAs are employed in engineering applications.
Most available engineering works in this field have been used the most straight-forward, and probably the least effective, methods to handle the constraints. Many of the constraint handling methods are unknown for researchers working with EAs as a tool to optimize engineering problems, therefore the main aim of this study is to shed light on different available constraint handling strategies, and provide, although briefly, a comparison of their advantageous and disadvantageous alike. A search space and feasible solution regions are shown in Fig. 1 . 
II. Brief Description of EAs
It has been proved through various studies that nature is a great source of innovative and inspiring ideas for solving complex multi-faceted problems [5] . Considering animals as a fine example, their organs and skills have been considerably evolved to enable them fighting for their territories and surviving in the fighting or dying competition of food finding.
These optimized skills and organs have been introduced as evolutionary algorithms (EAs). Generally an evolutionary algorithm needs some basic elements to be able to run and solve an optimization problem (generally any mathematical problem) [5] .
-A proper representation of the candidate solutions.
-A method to generate the initial candidate solutions that is generally done stochastically, though other methods such as deterministic can be employed. -A method to evaluate the candidate solutions and rate them accordingly. It generally is referred to as "fitness function" that acts as the environment in which the solutions are evolving in it.
-A selection method for choosing the proper individuals to be mated and reproduce offspring. -Proper operators to act on the selected parents and change them to achieve the offspring (in GA, as the center-piece of the EAs, these operators are crossover and mutation) -Various parameters of the EA such as population size, crossover probability, mutation probability, termination criterion etc. Among various employed EAs, most notable and widely used ones are genetic algorithm (GA), particle swarm optimization (PSO), harmony search algorithm (HS) and imperialist competitive algorithm (ICA).
GAs, which are the very early and most known EA, have been inspired by the concept of natural evolution [6] . Fig 2 represents a schematic diagram of basic operation of GAs. Some of the engineering applications of GAs could be seen in [1] , [7] . Fig. 2 . The typical stages of a GA [6] Kennedy and Eberhard [8] introduced particle swarm optimization (PSO) was introduced inspired by the behavior of a group of fish or a flock of birds looking for food. The main difference of PSO and GA is that in the former new populations are not generated in each generation and only the available individuals are updated based on the PSO rules to form the next generation. PSO has become so popular among researchers because of its simplicity and high convergence rate [9] - [14] .
Another highly used EA is inspired by musical improvisation [15] . In the HS algorithm, the solution vector is analogous to musical harmony, and the local and global search processes are analogous to musical improvisation. 
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III. Constrain Handling Approaches

III.1. Reject Strategy
The easiest, simplest way to handle the constraints in EAs is the reject strategy where the infeasible solutions, the one that cannot satisfy the problem requirements known as the constraints, are dismissed from the search space and will not be regarded in the reproduction phase.
The strategy can be easily employed in any engineering application since for each solution the feasibility could be usually checked without much problem; however, this strategy degrades the search efficiency of the EAs since it is possible that the eliminated solution could lead the algorithm to the optimum solution if it is allowed to participate in the mating process [36] , [37] .
III.2. Penalty Function Methods
Before being employed extensively in EAs, penalty functions were designed and utilized in sequential unconstrained minimization techniques (SUMT) [37], [38] . A penalty function method transfers a constrained problem into an unconstrained one by manipulating the objective function to include an extra element related to the level of constraint violation.
By doing so, the optimization will be carried out on an unconstrained problem with a new pseudo-objective function.
Generally, a constrained minimization problem is defined mathematically as follows:
The equality and inequality constraints can be described as:
To deal with equality constraints, they are altered to inequality ones by considering a very small amount of tolerance, ε, as below:
The problem subjects to the limitations of variable search space as follows:
The new unconstrained problem is formulated as follows:
where  is a function defined by user. When the problem is altered the unconstrained category, any conventional and EA-based optimization method could be employed to solve it. The difficulty of using the penalty function methods is to find a proper way to relate the objective function and the constraint violation and the questions are "how severe a penalty should be for a specified constraint violation and " how the level of punishment could change through the evolution process?".
The first question is a crucial one since in case of assigning light penalties; the final result could lie in the infeasible zone of the search space while extremely harsh penalties could degrade the search efficiency to the level of a reject strategy as the infeasible solutions will not have a chance to participate in the mating process.
Moreover, the level of the punishment could change throughout the evolution to reach more efficient search strategies.
It has been advised by Wu and Lin [39] , and Barbosa and Lemonge [40] that a light penalty in the early stages can help the diversity of the search while at the final stages the penalty could be altered to a more severe one to avoid a possible final infeasible solution. In the early days of evolutionary computation, Richardson et al. [41] presented general guidelines for the choice of penalty parameters in genetic algorithms. 1-The amount of penalty is better to be related to the distance to the feasible region and not only a function of the number of violated constraints for all points of the infeasible domain. 2-If a problem has few numbers of constraints and few feasible solutions, a type of penalty which is defined by the number of constraint violation is liable in finding any feasible solution.
3-A proper penalty function should be created by both the maximum 'completion cost" and the expected "completion cost". Here "completion cost" is the distance to the feasible region. Therefore, considering various strategies for penalizing the objective function different classes of penalty functions exist. -Static penalty function: The static penalty function is described by Eq. (9) . The penalty parameter, R that plays an undeniable role in the success of the method, is usually larger than the fitness value,   f x and is set through a trial-and-error process. Moreover, the penalty parameter is problem-dependent and should be changed if the objective function has been changed:
-Dynamic penalties: This category incorporates any penalty scheme in which the punishment is related to the number of generation in the evolution process. 
III.3. Repairing Strategy
The aim of the repair strategy is to replace an infeasible solution to its nearest feasible solution. The applicability of this strategy is challenged by the availability of methods to find the feasible solution.
Although, it may seem practical in small-size problems and the problems that do not contain a lot of constraints, it is not practical in all types of problems, especially when the optimization is highly constrained.
As an example of repair strategies, Chootinan and Chen [48] (2006) presented a gradient-based approach for repairing the infeasible solutions.
A survey of well-known repair methods for constraint handling is presented by [49] .
III.4. Decoding
The decoding strategy is referred to those that map the feasible region of a constrained problem to an easier-tohandle space where the EA is able to perform well in finding a solution. A proper mapping strategy should have the followings. 1-It should be guaranteed that any feasible solution in the original search space is incorporated in the encoded space and each solution in the mapped space corresponds to a unique one in the search space 2-The mapping process should be fast 3-It is an additional advantage if small changes in the mapped solutions results in small changes in the original search space The decoding approaches are appealing theoretically to the researchers, however they are not widely used because they usually involve huge computational time which makes them unfavorable. An example of these methods is the work of Li and Du [50] where a boundary simulation method is proposed mainly for inequality constraints. Fig. 3 depicts the process of decoding for constraint handling. 
III.5. Multi-objective Approaches
These methods, such as the studies of Coello Coello [51] and Zixing and Yong [52] , use the concept of multiobjective evolutionary algorithms (MOEAs) for handling the constraints as additional objectives of the problems; therefore a single-objective constrained problem is altered to an unconstrained multi-objective problem.
The problem of these methods is similar to the existing difficulties of MOEAs.
To solve a multi-objective problem (MOP) with evolutionary algorithms, there are several approaches exist in the literature. The easiest method is to convert the MOP to a single-objective problem by assigning proper weights to the various objectives of the study. The weighted evolutionary algorithms have been employed in a variety of problems, however, using this type of solution for the constraint handling problem will completely spoil the purpose of using MOEAs as assigning the weights would be an additional burden and is somehow similar to a penalty function method.
Another type of MOEAs is based on the concept of Pareto optimality which presents a set of solutions based on trade-off among all the objectives.
Among various proposed algorithms, the most popular Pareto optimally-based MOEA is NSGA-II proposed by Deb et al [53] .
To prevent the problems of Pareto optimization, which ranks the solutions only based on dominance and not preference, Fonseca and Fleming [54] and Gan et al. [55] used external decision making strategies for handling the constraints by an MOEA. However, the proposed methods are basically penalty functions and could be categorized as adaptive penalty strategies.
III.6. Feasibility Rules
The constraint strategies based on feasibility rules are among the most desirable and promising ones as they do not impose any additional parameters or computational burden. The basic idea of feasibility rule for constraint handling can be seen in the work of Deb [56] .
When solving a COP with an EA the main difficulty, as stated before, is to determine which individuals are the best one in order to be selected for the mating process. Deb [56] solved this problem by proposing a tournament selection, as the crossover operator, and the following feasibility rules for the comparison process. -The feasibility is the dominant characteristics of a solution which means each feasible solution is superior to each infeasible solution. -When comparing two feasible solutions, they are compared based on their objective values and the one having the smaller value (for a minimization problem) is "better". -Two infeasible solutions are compared based on their sum of constraint violations. The individual that has the smaller violation value is the "better" one. Prior to Deb's work, Powell and Skolnick [36] and Michalewicz [57] used feasibility rules in this domain; however, their approaches relied on the use of penalty parameters.
Although the proposed method was parameter-setting free and had shown reasonable performance in solving some benchmark problems and engineering applications (according to the reported results) , the presented method of comparing infeasible solutions based on their sum of violations was not practical since the constraints could have different orders of magnitude and therefore their violations are not comparable. This is the case in heat exchanger design where for example pressure drop and heat duty are the constraints and obviously summing their corresponding violations is not only wrong but also does not provide much information.
III.7. Constrained Handling in Multi-Objective EAs
As many industrial and practical applications of EAs, if not say all, involve multi-objectives, the use of MOEAs has been increased significantly over the past decade and this field has attracted much attention among researchers and practitioners alike. Therefore, the need for more efficient tools for handling the constraint in these algorithms has been more exposed [58] - [60] . The objective of different practical problems are usually cost minimization, weight minimization, reliability, safety and overall performance.
Although it is most favorable to find the exact Paretofront for a specific problem, it is extremely hard except for some simple cases. Therefore, a near-optimum Pareto-front is to obtain in most cases. GAs, specifically, and EAs in general have a high search ability and their population-based feature is a great asset for them in finding a suitable Pareto-front. A single-objective EA can be set to do the task with minor modifications. One of the easiest method to do that is to use a weighted sum objective to represent all objectives as a one and then the single objective is to be optimized. The population-based ability helps the EA search in various regions of feasible solution and therefore could find diverse solutions from or close to different regions of targeted Pareto-front.
Although numerous studies have been done on constraint handling for single-objective problems, the same study in MOEAs is relatively scarce. One of the most used MOEAs was introduced by Deb [53] and named NSGA-II which stands for non-dominated sorting genetic algorithm II. NSGA-II has inherited the same problem regarding the constraint handling as the nondominated sorting does not include the merit of constraint violation in the comparison of different solutions.
Basically, the methods that can be used for constrained handling in MOEAs should include the same features and generally the exact same methods are being modified to suit a particular MOEA. As an example, Woldesenbet [61] used an adaptive penalty function combined with and distance measure of a solution to deal with constraints.
Due to the extreme importance of the matter, a special section of Congress on Evolutionary Computation (CEC) on 2009 was dedicated to constraint-handling strategies for multi-objective algorithms where researchers reported their, then latest developments in the field [62] - [65] .
The congress was concluded ranking the best presented strategies for constraint handling in multiobjective EAs as DMOEADD [66] , LiuliAlgorithm [65] and MTS [67] .
More recently, Qu and Suganthan [68] presented ECHM for MOEA constraint handling where three different strategies were worked together. The ECHM was implemented in a multi-objective differential evolution algorithm (MODE).
In a recent attempt, the diversity and closeness of solutions to the Pareto-front and the feasibility of solutions were the center of attention for devising the constraint handling strategy [69] .
In each generation, the merit of all individuals is assigned based on the three-mentioned criteria and all solutions are sorted (see Fig. 4 ). 
III.8. Novel Evolutionary Approaches
Recently, researchers have tried to incorporate the constraint handling strategies into the EAs when they are being developed. However, basically the same constraint handling approaches have to be employed, though they may not be visible to the user. Such an effort was presented in [70] where a hybrid of artificial bee colony (ABC) and bees algorithm (BA), which are both swarmbased algorithms, was developed for optimization of constrained problems. The algorithm was tested on several equality benchmark constrained optimization problems. A hybrid of differential evolution and adaptive constraint handling strategies was proposed in [71] .
Similarly, [72] tried to incorporate the concept of constraint-handling into a new algorithm which was called, Mine blast algorithm. Hybridizing genetic algorithm and penalty function, rough penalty genetic algorithm (RPGA) was introduced in [73] for solving constrained optimization problems. As mentioned earlier, these types of algorithms are essentially employing one the previously introduced approaches for handling the constraints though manipulating the solutions, which could be the Chromosomes for this case. In [50] such an attempt was made for constrained multi-objective problems and the algorithm was called, BSTBGA: A hybrid genetic algorithm for constrained multi-objective optimization problems.
[18] and [74] introduced constrained optimization algorithms based on harmony search algorithm and differential evolution respectively.
IV. Conclusion
This study presents a review of the current constraint handling strategies that are being employed in evolutionary computation. The strategies can be as simple as a reject strategy or as sophisticated as decoding or multi-objective approaches. In this study, however, only the prominent methods and previous works are considered.
The Evolutionary algorithms cannot handle the constraints by themselves, and the growing application of EAs in various fields of engineering and science, which are mostly highly constrained, has made the use of efficient, easy-to-implement and comprehensive constraint handling strategies inevitable.
The popularity of evolutionary algorithms in solving engineering problems, and the constrained nature of these problems has made the topic of constrained handling very appealing to the researchers and practitioners in this field alike. 
