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ABSTRACT
The MACHO Project is a search for dark matter in the form of massive compact halo
objects (Machos). Photometric monitoring of millions of stars in the Large Magellanic
Cloud (LMC), Small Magellanic Cloud (SMC), and Galactic bulge is used to search for
gravitational microlensing events caused by these otherwise invisible objects. Analysis
of the first 2.1 years of photometry of 8.5 million stars in the LMC reveals 8 candidate
microlensing events. This is substantially more than the number expected (∼ 1.1) from
lensing by known stellar populations. The timescales (t̂ ) of the events range from 34
to 145 days. We estimate the total microlensing optical depth towards the LMC from
events with 2 < t̂ < 200 days to be τ 2002 = 2.9
+1.4
−0.9×10−7 based upon our 8 event sample.
This exceeds the optical depth, τbackgnd = 0.5 × 10−7, expected from known stars, and
the difference is to be compared with the optical depth predicted for a “standard” halo
composed entirely of Machos: τhalo = 4.7×10−7. To compare with Galactic halo models,
we perform likelihood analyses on the full 8 event sample and a 6 event subsample (which
allows for 2 events to be caused by a non-halo “background”). This gives a fairly model
independent estimate of the halo mass in Machos within 50 kpc of 2.0+1.2−0.7 × 1011 M⊙,
which is about half of the “standard halo” value. We also find a most probable Macho
mass of 0.5+0.3−0.2 M⊙, although this value is strongly model dependent. Additionally, the
absence of short duration events places stringent upper limits on the contribution of
low-mass Machos: objects from 10−4 M⊙ to 0.03M⊙ contribute ∼< 20% of the “standard”
dark halo.
Subject headings: dark matter - gravitational lensing - Stars: low-mass, brown dwarfs,
white dwarfs
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1. Introduction
Following the suggestion of Paczyn´ski (1986), many
groups are now engaged in searches for dark matter
in the form of massive compact halo objects (Machos)
using gravitational microlensing, and many candidate
microlensing events have been reported. Detailed re-
views of microlensing are given by Roulet & Mollerach
(1996) and Paczyn´ski (1996).
The expected microlensing rate towards the Mag-
ellanic Clouds due to a Macho-dominated halo com-
fortably exceeds the expected microlensing rate from
known populations of low-mass stars. Thus, our LMC
survey directly probes the Macho content of the halo.
We have previously reported 4 microlensing candi-
dates towards the LMC (Alcock et al. 1993, 1994,
1995a, 1996a, hereafter A96); the EROS group has
reported 2 candidates (Aubourg et al. 1993), but
1 of these is an eclipsing binary star (Ansari et al.
1995) and hence is suspect. These events have char-
acteristic timescales t̂ ∼ 20 − 60 days; searches for
short-timescale events with 1 hour ∼< t̂ ∼< 10 days
have revealed no candidates to date (Aubourg et al.
1995; Alcock et al. 1996d) and set interesting limits
on low-mass Machos.
The results from the two groups are consistent af-
ter accounting for the different sample sizes and de-
tection efficiencies; a robust result is that substellar
Machos from 10−6 to 10−2M⊙ cannot make up the
entire ‘standard’ halo mass of 4.1 × 1011M⊙ within
50 kpc.
However, it is very interesting that the number
of previously detected LMC events appears signifi-
cantly higher than expected from lensing by known
stellar populations; thus, there were a range of plau-
sible explanations outlined by A96. These included a
halo containing∼ 20%Machos, a ‘minimal’ all-Macho
halo, Machos in a thick disk or spheroid, a statistical
fluctuation in the stellar lensing rate, or variable stars
masquerading as microlensing events.
A larger sample can help to distinguish between
these alternatives. In this paper we present analysis
of our first 2.1 years of observations of 8.5 million
stars in the LMC; this dataset comprises the same set
of stars analyzed in Alcock et al. (1995a) and A96,
but with twice the timespan and improved selection
criteria.
The role of the unexpectedly large number of
events (currently > 100) seen in the direction of the
Galactic bulge (Udalski et al. 1994a; Alcock et al.
1995b; Alcock et al. 1996b; Alard et al. 1995a) is
indirect. While these results are very interesting as
a verification of microlensing, as a probe of Galac-
tic structure and the mass functions of the disk and
bulge, and as a possible avenue for detection of plan-
ets (Mao & Paczyn´ski 1991; Gould & Loeb 1992; Ben-
nett & Rhie 1996; Tytler 1995), bulge microlensing
does not directly probe halo dark matter. Our expe-
rience with bulge microlensing has taught us much,
however, and has helped us to refine our event selec-
tion criteria.
The plan of the paper is as follows: in § 2 we outline
the observations and photometric reductions, and in
§ 3 we describe microlensing event selection, and the
resulting candidates; in § 4 we estimate our detection
efficiency. In § 5 we show the distributions of the
selected events in the color-magnitude diagram, on
the sky, and according to impact parameter. In § 6 we
provide various analyses of the sample, using both the
total number of events and the individual timescales.
We discuss our conclusions in § 7.
Note that many of the reduction and analysis pro-
cedures used here are very similar to those in A96, to
which we refer extensively. The reader is encouraged
to consult that paper to understand the details of the
experiment, but we repeat the main points here for
clarity.
2. Observations and Photometric Reductions
The MACHO Project has had full-time use of the
1.27-meter telescope at Mount Stromlo Observatory,
Australia, since 1992 July; an extended run until 1999
December has recently been approved. Details of the
telescope system are given by Hart et al. (1996) and
of the camera system by Stubbs et al. (1993) and
Marshall et al. (1994). Briefly, corrective optics and
a dichroic are used to give simultaneous imaging of a
42× 42 arcmin2 field in two colors, using eight 20482
pixel CCDs.
As of 1996 June, over 44000 exposures have been
taken with the system, over 3 TBytes of raw image
data. About 60% are of the LMC, the rest are of fields
in the Galactic center and SMC.
In this paper, we consider the first 2.1 years of data
from 22 well-sampled fields, located in the central ∼
5o×3o of the LMC; field centers are listed in Table 1,
and shown in Figure 1.
The observations described here comprise 10827
images distributed over the 22 fields. These include
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Fig. 1.— An R-band image of the LMC, 8.2 degrees on a side (G. Bothun, private communication), showing the
locations of the 22 MACHO fields used here.
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virtually all of our observations of these fields in the
time span of 769 days from 1992 September 18 to
1994 October 26 as well as a fraction of our observa-
tions taken between 1992 July 22 and 1992 August 23
when our system was still in an engineering phase. We
obtained at least one observation on 556 of the 769
nights. The mean number of exposures per field is
10827/22 = 492, with a range from 300 to 785. The
sampling varies between fields (Table 1), since the
higher priority fields were often observed twice per
night with a ∼ 4 hour spacing. There was a 50-day
gap in observations after 1993 November 29, follow-
ing a fire in an electronics box in the control room.
The telescope and CCD cameras were not affected,
so there is no systematic difference in the data before
and after the fire.
The photometric reduction procedure was very
similar to that described in A96; briefly, a good-
quality image of each field is chosen as a template,
and used to generate a list of stellar positions and
magnitudes. All other images are aligned with the
template using fiducial stars, and a PSF is measured
from these. Then, the flux of all other stars is fitted
using the known positions and PSF. For each mea-
surement we also compute an error estimate and six
quality flags; these flags are the object type, the χ2
of the PSF fit, a crowding parameter, a local sky esti-
mate, and the fraction of the star’s flux rejected due
to bad pixels and cosmic rays. The resulting data are
reorganized into stellar lightcurves, and searched for
variable stars and microlensing events.
There is a minor complication to which we will
refer later. For software-related reasons, we used dif-
ferent templates for the first and second year’s reduc-
tions of 6 of our fields. Thus there is not a one-to-
one correspondence between the set of stars in the
2 distinct years, and the 2 years had to be analyzed
separately. We chose to make this split between the
pre-fire and post-fire data to minimize the chance of
an event spanning the 2 data sets.
3. Event Detection
The data set used here comprises some 9 billion in-
dividual photometric measurements. Discriminating
genuine microlensing from stellar variability and sys-
tematic photometry errors is not an easy task. The
significance of the results we report in this paper is
critically dependent upon the event selection criteria
we employ.
The determination of our event selection criteria
could not be made before looking in detail at the
lightcurves. The selection criteria should accept ‘true’
microlensing events, and reject events due to intrin-
sic stellar variability and instrumental effects. The
MACHO Project is the largest survey of astronomi-
cal variability in history, which means that we had to
learn how to perform event selection from the data
we gather; it was not possible to develop meaningful
selection criteria independent of the data.
The first step in the event selection process is to use
the photometry quality flags (defined above) to reject
suspect data points, and to require a combination of
good time coverage and high significance such that
systematic photometry errors do not produce false
detections. These steps leave us with lightcurves in
which we can expect to separate microlensing events
from intrinsic stellar variability. We exploit the fea-
tures of microlensing that distinguish it from intrinsic
stellar variability, and also to explicitly exclude from
our sample stars that reside in regions of the color-
magnitude diagram that are prone to variability.
We compute for each light curve a set of temporal
variability statistics, and we have developed a set of
criteria (“cuts”) that we use to distinguish microlens-
ing from the noise. These criteria have evolved over
the course of the experiment. The cuts used to detect
the 3 LMC events reported in Alcock et al. (1995a)
and A96 were derived from Monte Carlo simulations
of microlensing events added to our early data. We
have refined these cuts for the analysis reported here.
In this regard, our experience with the Galactic
bulge has been especially helpful. Since our previous
analysis of a smaller set of LMC data (Alcock et al.
1995a, A96), we have analyzed a large set of data to-
wards the Galactic bulge (Alcock et al. 1996b; Pratt
et al. 1995), which has yielded over 80 microlensing
events. These observations provide a more realistic
set of microlensing events than the artificial events we
have used previously to test our analysis procedures.
Of the 43 bulge events from the 1993 bulge season
(Alcock et al. 1996b), 14 would have failed the cuts
used in our previous LMC analysis. A number of these
events fail the cuts described in A96 because they
are not well described by the “normal” microlensing
light curve which assumes a single point lens, constant
velocities, and an unblended source star. Using the
nomenclature of Alcock et al. (1996b), events 119-
A and 104-C have large deviations from the “normal”
microlensing lightcurves due to a binary lens (for 119-
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A) and the orbital motion of the Earth (for 104-C).
Event lightcurves can also deviate from “normal” if
the lensed star’s image is blended with another star
which is within the same seeing disk but is not lensed.
The lightcurves of events 115-A, 128-A, 159-B, and
162-B appear to indicate significant blending which
causes them to fail the LMC year-1 cuts on the fit
χ2ml, the fit χ
2
ml in the peak region, and/or the event
chromaticity. Two other 1993 bulge events also fail
the fit χ2ml or fit “peak” χ
2
ml cuts. These are event
119-B which appears to have a couple of photomet-
ric outliers which barely pass our photometric quality
cuts, and event 128-B which has excess scatter in the
unmagnified portion of the lightcurve for reasons that
are not yet understood. We also find that events 101-
D, 111-A, 111-B, 124-A, and 159-A fail our cuts on
lightcurve coverage while event 104-B fails our LMC
year-1 crowding cut.
Many of these bulge events which fail the LMC
year-1 cuts, such as events 101-D, 119-B, 128-A and
159-B as well as the exotic microlensing events 104-C
and 119-A appear by eye to be very high quality mi-
crolensing events. In contrast, LMC events 2 and 3
of (Alcock et al. 1995a) which passed the year-1 cuts
appear far less striking. Our data clearly indicate
that these stars have brightened, but the signal-to-
noise for these events is too low to say much about
the shape of their lightcurves. Thus, we are more con-
fident that these bulge events are actual microlensing
events than we are that LMC events 2 and 3 were
caused by microlensing. This has motivated us to
modify our selection criteria for this combined year 1
and 2 data. As described below, we have modified our
cuts so as to allow more “high quality” events similar
to the events seen towards the bulge.
Note that as long as the experiment’s event detec-
tion efficiency is calculated properly, and the selection
criteria are sufficiently stringent to accept only real
microlensing events, changes in the selection criteria
will be accounted for in the efficiency calculations,
and the details will not affect the final results, i.e.
the microlensing optical depth, the halo mass, and
macho mass estimates.
We have made the following changes to the selec-
tion criteria. We have loosened a cut on stellar crowd-
ing which removed stars which are severely blended
with their neighbors under typical seeing conditions,
and we have loosened our cuts on the stellar object
type defined by our photometry code. We loosened a
cut on the average photometric error, allowing sensi-
tivity to high magnification events on very faint stars.
We have also dropped our previous cut on event chro-
maticity. Although theoretical microlensing events
must be achromatic, our target stars are often blended
with stars of different colors, so observed microlens-
ing events can appear to have some color dependence.
(There is a generalization of the chromaticity test that
allows for blending. It is used below to check each se-
lected event, but we do not use this procedure for
event selection.)
As a result of these changes, we have found it nec-
essary to increase some of our signal-to-noise cuts
to compensate for the increased background that the
above changes allow. This reduces the chances of de-
tecting low signal-to-noise lensing events.
Another change in our analysis procedure was mo-
tivated by the fact that ∼ 5% of the microlensing
events seen toward the bulge show significant devia-
tions from the normal point source, point lens, con-
stant velocity microlensing light curve. These effects
include binary lenses (Udalski et al. 1994b; Bennett
et al. 1995a; Pratt et al. 1995; Alard et al. 1995b),
an event showing asymmetry due to the orbit of the
Earth (Alcock et al. 1995c), and an event showing the
effect of the finite source size (Alcock et al. 1996g).
These are often quite spectacular examples of gravi-
tational microlensing events, but they are poorly fit
by a normal microlensing light curve. As a result,
cuts on the χ2ml of the normal microlensing event fit
can preferentially remove these exotic events result-
ing in a microlensing detection efficiency that is lower
than predicted based upon a set consisting of “nor-
mal” events. In the present analysis, we have taken
some steps to reduce our dependence on χ2ml in the
region of lensing magnification, and this has paid off
with the discovery of a binary microlensing event, but
our efficiency for detecting exotic microlensing events
is probably still somewhat lower than for “normal”
lensing events.
We have summarized the old and new selection cri-
teria in Table 2; these are described in more detail
below.
3.1. Selection Criteria
Before starting the microlensing search, measure-
ments with questionable PSF chi squared, crowding,
missing pixel, or cosmic ray flags are flagged as sus-
pect measurements and removed from further consid-
eration. We require that stars have an acceptable
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template measurement, and at least 7 simultaneous
red-blue data pairs, to be searched for microlensing.
The reddest ≈ 0.5% of stars, those with V −R > 0.9,
are excluded from the microlensing search because
they are usually long-period variables. The event de-
tection then proceeds in two stages. The first stage,
to define a loose collection of candidate events, is very
similar to that described in A96; a set of matched fil-
ters of timescales 7, 15 and 45 days is run over each
lightcurve. If after convolution, a lightcurve shows a
peak above a pre-defined significance level in both
colors, it is defined as a ‘level-1 candidate’, a full
5-parameter fit to microlensing is made, and many
statistics describing the significance of the deviation,
goodness of fit, etc. are calculated. We use the stan-
dard point-source, point-lens approximation, in which
the magnification A is given by (Refsdal 1964)
A(u) = u
2+2
u
√
u2+4
u = b/rE (1)
rE =
√
4Gml(L−l)
c2 L
where b is the separation of the lens from the unde-
flected line of sight, rE is the Einstein radius (in the
lens plane), l, L are the distances to the lens and
source, and m is the lens mass. Assuming also uni-
form motion, the fit to microlensing takes the form
fR(t) = A(t)f0R, fB(t) = A(t)f0B
A(t) = A(u(t)) (2)
u(t) =
[
u2min +
(
2(t−tmax)
t̂
)2]0.5
where the 5 free parameters are the baseline flux in
red and blue passbands f0R, f0B, and the 3 parame-
ters of the microlensing event: the minimum impact
parameter in units of the Einstein radius umin , the
Einstein diameter crossing time t̂ ≡ 2rE/v⊥, and the
time of maximum magnification tmax. Later, we will
often quote the more observable fit maximum magni-
fication Amax ≡ A(umin) instead of umin.
Lightcurves passing loose cuts on these statistics
are defined as ‘level-1.5’ candidates, and are output
as individual files along with their associated statis-
tics. In the present analysis, there were approxi-
mately 390,000 level-1 candidates, of which about
29,000 passed the level-1.5 criteria. More stringent
cuts are then applied to select final ‘level-2’ candi-
dates.
As explained above, the criteria for ‘final’ mi-
crolensing candidates have been modified from those
used in A96. An important parameter that is used
for a number of the cuts is ∆χ2 ≡ χ2const−χ2ml where
χ2const and χ
2
ml are the χ
2 values for the constant flux
and (unblended) microlensing fits respectively; ∆χ2 is
the effective ‘significance’ of the event summed over
all data points. χ2peak refers to the χ
2 of the microlens-
ing fit in the “peak” region where Afit > 1.1. Ndof
refers to the number of degrees of freedom in a par-
ticular fit. We use the following criteria to select can-
didate microlensing events:
1) The fitted time of peak magnification tmax must
be within the time span of the observations, and
the event duration t̂ < 300 days.
2) We require that the star should show a roughly
constant baseline: there must be at least 40
‘baseline’ points outside the time interval tmax±
2t̂ , and the reduced χ2 of the microlensing fit
outside this interval must be χ2ml−out/Ndof < 4.
3) We require that Amax > 2× the mean estimated
error of the data points.
4) We require at least 6 data points > 1σ above me-
dian brightness in the peak region tmax ± 0.5t̂ .
This excludes candidate events which may be
caused by one or two discrepant observations,
most commonly un-flagged cosmic rays, satel-
lite tracks, poor telescope tracking etc.
5) We exclude stars brighter than V < 17.5 which
contain a class of bright blue variables known
as “bumpers” (Alcock et al. 1996f).
6) We exclude stars in a 10′×10′ region surrounding
SN 1987A in order to avoid spurious microlens-
ing triggers due to the supernova light echo.
7) We remove events with low signal to noise or a
poor peak fit by requiring ∆χ2/(χ2peak/Ndof) >
200.
8) We remove stars that may have crowding related
spurious photometry; those stars for which over
5% of the measurements have been rejected due
to crowding.
9) We require a crowding dependent signal/noise cri-
teria: crowding measure< 70 log10[∆χ
2/(χ2ml/Ndof)]−
45. This cut requires extra signal-to-noise for
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stars with very close neighbors and removes a
class of spurious triggers caused by PSF anoma-
lies due to transient problems with the telescope
optics.
10) Our main signal-to-noise cut is ∆χ2/(χ2ml/Ndof) >
500.
11) We require a fit Amax > 1.75.
These cuts are summarized in Figure 2, which il-
lustrates cuts (10) and (11) for all events that pass
cuts (1)-(4) and (6).
Events that pass all cuts except for (10) and (11)
are indicated with circles, while the open symbols and
crosses indicate events which failed 1 or more of cuts
(5), (7)-(9). Open squares indicate events which fail
cut (5), and open triangles indicate events which fail
cut (7). The crosses indicate events which fail cuts
(8) or (9). Note that while most of these events were
discovered prior to the selection of the final set of
cuts, the event closest to the cut boundaries was not
discovered until this set of cuts was run. This is the
binary lens event with a single lens fit Amax = 1.86.
The lightcurves passing all of these selection criteria
are further investigated, as outlined below. The ef-
fect of the variation of these cuts on our results are
discussed in Section 6.3 below.
3.2. Microlensing Candidates
Twelve lightcurves passed the cuts discussed above,
indicated by the open and closed circles in the upper
right hand region of Figure 2. The lightcurves are
shown in Figure 3, their fit parameters are listed in
Table 3, and finding charts for each star are shown in
Figure 4. Parameters for fits including the possibility
of blending with an unlensed star in the same seeing
disk as the lensed star are given in Table 4. Four
of these lightcurves (1a, 1b, 12a and 12b) actually
correspond to two stars which occur in field overlap
regions; the two lightcurves for each star are based on
independent data and reductions.
We are very confident that these events are of as-
trophysical origin and not due to systematic photom-
etry errors. First, they show very significant changes
in brightness over each of many individual CCD im-
ages over many weeks. Due to pointing variations, a
given star moves by many pixels between exposures,
and may move to different chips when the telescope
moves across the mounting pier; so the events cannot
be due to uncatalogued CCD defects. Two of these
events are independently detected in field overlaps,
event 1 has been confirmed in the EROS plate data
(Aubourg et al. 1993), and event 4 was confirmed by
E. Giraud at ESO (Giraud 1994).
Once again the experience with the Galactic bulge
is helpful. A number of bulge events which have been
observed from multiple sites. We re-discovered the
events OGLE#1 and OGLE#7 in our data (Alcock
et al. 1996b). OGLE rediscovered our Alert 95-11,
Most of our ∼ 40 bulge “alert” events were observed
at other sites (Alcock et al. 1996c; Pratt et al. 1995;
Szymanski et al. 1994); so far, none has turned out to
be due to observational error, even though the criteria
for an alert event are less stringent than those used
for this sample. These multi-site detections convince
us that the events we describe are astrophysical in
origin.
We now give a brief discussion of the individual
events, with follow-up observations and a subjective
quality classification.
Event 1 was our first discovery (Alcock et al. 1993),
and has remained constant as expected in the follow-
ing year. The star’s spectrum is that of a normal
clump giant at the radial velocity of the LMC (Della
Valle 1994). In view of the high signal to noise, achro-
maticity, and good fit to microlensing, we classify this
as an excellent microlensing candidate.
The low signal-to-noise candidates 2 and 3 from Al-
cock et al. (1995a) and A96 do not pass the final cuts
used for this data set; thus, they are not included in
Table 3, but we have numbered the present set of 10
candidates 1, 4 . . . 12 to avoid possible ambiguity. As
shown in Figure 2, event 2 fails cut (10) and event 3
fails cuts (10) and (11); this is due to the changes
that have been made in our cuts as noted above. Al-
though the star involved in event 2 appeared constant
during the second year data, the EROS group has in-
formed us that it may have brightened in 1990, and it
has shown indication of further brightening episodes
in our data in 1995 January & December; thus it is
probably a variable star. The star involved in event 3
has not shown further variation, and may have been
a microlensing event, but it does not pass our revised
selection criteria.
Event 4 was the first LMC microlensing candidate
detected in progress; it was detected by our real-time
Alert system (Pratt et al. 1995) on 1994 October 8,
and announced in IAU Circular 6095. This accounts
8
Fig. 2.— The final cuts for selection of microlensing candidates. The x-axis is ∆χ2/χ2ml, where ∆χ
2 ≡ χ2const−χ2ml
is the improvement in χ2 between a constant brightness fit and a microlensing fit. The y-axis is the fitted maximum
magnification. The symbols are explained in § 3.1. The solid lines show the final cuts (10) and (11); the circles in
the upper right are the 12 events (10 stars) discussed in § 3.2. Events 2 and 3 from A96 are also indicated.
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Fig. 3.— The lightcurves for the 12 candidates (10 stars) in § 3.2. For each object, the upper and lower panels
show blue and red passbands. Flux is in linear units with 1σ estimated errors, normalized to the fitted unlensed
brightness. For clarity, the points shown are averages in time bins roughly matched to the event timescales, as
indicated on each panel. For events 1a, 6 and 8, the wavy lines indicate that different templates were used before
and after day 330; thus a separate baseline normalization has been used for each portion; see § 2 .
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Figure 3 (continued)
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Fig. 4.— A mosaic of 2 images centered on each candidate event; the labelled image shows the event near maximum
observed brightness, and the un-labelled image shows the event at normal brightness. These are R-band CCD
images, with a scale of 0.63′′/pixel. Each box is 40 arcsec square; North is up and East is left.
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for the increased frequency of observations during the
event. We also obtained photometry from CTIO, and
several observers obtained additional photometry and
spectra of the star near maximum (Giraud 1994). We
classify this as an excellent microlensing candidate.
Event 5 is a very high magnification event (Amax ≈
60) in a faint star. Note that this event occurred dur-
ing the period examined in Alcock et al. (1995a) and
A96 but did not pass the cuts then employed (too
crowded and detected color change). Some deviations
from the microlens fit are seen in the wings, and the
event exhibits clear color variation (see Figure 11).
Neither phenomenon is unexpected in such a faint
star: there are possible systematic photometry errors
due to crowding when the star is near minimum, and
the star is very probably blended with another star
of different color. This is reflected the substantial
improvement in the reduced χ2 from 1.680 in the fit
without blending to 0.965 in the fit including blend-
ing. The symmetry of the lightcurve and the good
fit around the peak strongly suggest that this is a
microlensing event. We classify this as an excellent
microlensing candidate.
Event 6 is a moderate magnification candidate. We
classify this as a good microlensing candidate.
Event 7 is a moderately high amplitude microlens-
ing event located well away from the LMC bar. The
light curve is quite symmetric, but some small sys-
tematic deviations from the fit can be seen in the
wings of the light curve. These deviations are proba-
bly due to a known systematic error of our photome-
try code: since stars are fitted in order of descending
template brightness, when the seeing is poor the flux
from a faint star may be ‘stolen’ by a brighter neigh-
boring star.13 Once the photometry code has detected
a > 7σ deviation brightness variation of a given star,
the star and all its close neighbors undergo another
iteration of fitting. This reduces the effect of this
‘stolen flux’ problem when the magnification is large.
This star also exhibits some color variation that can
be explained by blending. We classify this event as a
good microlensing candidate.
Event 8 is a moderate magnification microlensing
candidate located in the LMC bar. It occurred just
after the gap due to the fire, but we still have a rea-
sonable portion of the light curve’s rise. We classify
13We are currently working in collaboration with P. Stetson to de-
velop an improved photometry code to use on detected events,
which should avoid this systematic error.
this as a good microlensing candidate.
Event 9 passes our objective data cuts, but it ap-
pears to be quite different from a normal microlensing
event. The red baseline data contains a great deal of
scatter, but we have determined that this is due to
a previously uncatalogued CCD defect: a low level
trap that causes images to be smeared across the col-
umn with the trap. This defect is responsible for the
scattering of low measurements in the red. In an at-
tempt to remove the contaminated observations, we
have eliminated all the red observations in which this
defect comes within 6 pixels or 1.5 times the image
FWHM of the centroid of this star. This procedure
should remove most, but probably not all of the pho-
tometric contamination due to this CCD defect. The
corrected lightcurve of this star is shown in Figure 5.
This lightcurve includes data through early 1996, and
it was used to obtain a good fit to a binary lens light
curve (Bennett et al. 1996; Alcock et al. 1996e),
shown in Figure 6. This fit has a χ2 of 1.76 per degree
of freedom which is quite typical of other microlensing
events. It also requires that a significant amount of
the total light comes from an unlensed star in order
to obtain a good fit. This is also the case for many
of the other binary lensing events which have been
observed (Udalski et al. 1994b; Alard et al. 1995b;
Bennett et al. 1995a; Pratt et al. 1995).
The multiple peaks in the lightcurve with the
‘U-shaped’ structure are quite typical of binary mi-
crolensing events (Mao & Paczyn´ski 1991), but would
be unexpected for a variable star. In particular, the
gradual rise before the first sharp peak would be very
unusual for an eruptive variable. We therefore classify
this as an excellent microlensing candidate.
The two measurements on the rising portion of the
first caustic crossing (the first sharp feature in the
event) are potentially very useful. In principle, this
will give us an estimate of the angular velocity of the
lens and thus a constraint on the location of the lens
along the line of sight. Our analysis of this event sug-
gests that the lens is located in the LMC (but note
that there are two data points on the caustic cross-
ing). It has been estimated (Bennett et al. 1996; Al-
cock et al. 1996e) that there is an a priori probability
of about 10% that the source star is also a binary
with parameters that would affect the apparent caus-
tic crossing time. The observed caustic crossing time
could reflect the time it takes the caustic to cross the
orbit of a binary rather than the stellar disk of a sin-
gle star, so the possibility that this lens system is in
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Fig. 5.— The full lightcurve of event 9, including
data from additional observations taken after 1994
October. Many of the red data points corrupted by
a CCD trap have been removed as described in the
text.
Fig. 6.— Lightcurve of event 9 in the peak region,
with the best-fit binary lens lightcurve. Red data
points corrupted by a CCD trap have been removed.
the Milky Way halo cannot be ruled out.
Event 10 passes all of our cuts. The asymmetry
seen in the light curve, a rapid rise with a more grad-
ual fall, is typical of an eruptive variable star. On the
other hand, asymmetric light curves can also arise
from binary lensing events and from deviations from
the constant velocity assumption. Although event 10
is not close to any of our cut boundaries, we consider
it to be our weakest candidate because of the lack of
a direct explanation of its light curve asymmetry. If
this star is indeed a variable, our experience suggests
that it will undergo another outburst in the future.
The inclusion or exclusion of this event has little in-
fluence on our results. We classify it as a marginal
microlensing candidate.
Lightcurves 11 and 12a/b are indicated with open
circles in Figure 2 because while they were present in
our reference template images, they are now no longer
detectable in images that go somewhat deeper. Thus,
the unbrightened images of these objects would not
have been bright enough for these stars to be detected
had we selected template images which were taken
later.
Star 11 is superimposed on a background galaxy
(see Figure 4) which is at a redshift of 0.021 (spectrum
courtesy of J.P. Beaulieu of the EROS collaboration).
As noted above, it was invisible on CTIO images to
V > 22 in 1995 December. Since obvious galaxies
cover a very small fraction of our images (< 0.01%),
this is very unlikely to be a chance superposition. The
event was almost certainly a supernova in the back-
ground galaxy, probably of type II. There is some
indication of a plateau or secondary peak about 25
days after maximum. For H0 = 75 km/secMpc
−1, it
had a peak brightness of about MV ≈ −17.5.
It is possible that event 12 is actually a microlens-
ing event of a star that is normally below our de-
tection threshold, but since we have only detected
this star because it was brighter than normal in our
template frame, it is not proper to include it as a
microlensing candidate. Our detection efficiency cal-
culations do not allow for lensing of stars which are
too faint to have been detected in the template image
unless they contribute light to a blended composite
object that is above the threshold.
Although events 11 and 12 appear to have signifi-
cantly positive baseline fluxes in Figure 3, this is due
to crowding-related systematic errors, and the pres-
ence of the underlying galaxy for event 11. If a star
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was present in our template image, our photometry
code will estimate its flux in all other images even if
it is not significantly detected in them. The points
shown in Figure 3 are averages in 4-day bins; most of
the individual data points are within 2σ of zero flux,
but the averaging tends to enhance the apparent sig-
nificance of the systematic errors.
In summary, we classify events 1, 4, 5, and 9 as ‘ex-
cellent’ microlensing candidates, 6, 7 and 8 as ‘good’
candidates, and 10 as a ‘marginal’ candidate. Events
11 and 12 must be rejected as explained above, and
events 2 & 3 from A96 do not pass the current cuts.
3.3. Comparison with Previous Cuts
It is worth noting that of the above candidates,
numbers 1, 5, 6, 10, 11, 12 occurred in the A96 data
set. but only event 1 passed the old cuts; we discuss
the others below. Event 5 failed cuts on crowding (1)
and chromaticity (4) in the year-1 analysis. As noted
above, we expect events in faint stars to be somewhat
chromatic due to blending, which is why the achro-
maticity cut has been relaxed. Event 6 failed cuts on a
SoDOPHOT object type for individual measurements
in the year-1 analysis. This cut was made inadver-
tently in the year-1 analysis and was corrected after
it was noticed in the bulge alert events 95-5 and 95-
7.14 (Note that this type cut was taken into account
properly in the year-1 LMC efficiency calculations.)
Event 10 failed year-1 cut (3) on χ2peak which has been
relaxed. Event 11 also failed the year-1 timescale cut
(6) as well as the χ2peak cut, and event 12 failed the
year-1 achromaticity cut (4).
Events 10 and 12 were noted by eye as ‘near-miss’
candidates in our previous analysis, but the star and
photometry quality cuts were applied at an early
stage and so events 5 and 6 were not discovered in
the year-1 analysis. Since the lightcurves of events 10,
11 and 12 differ substantially from normal single lens
microlensing, it is not surprising that these failed the
old cuts; but events 1, 5 and 6 are strong microlensing
candidates, and it appears disconcerting that only 1
of these 3 events passed the old cuts. Based on our
efficiency estimates below, we would expect the A96
cuts to reject around 15% of single-lens events which
pass the new cuts. The binomial probability of ≤ 1
‘success’ out of 3 ‘trials’ given an 85% probability is
14Information on MACHO microlensing alerts can be found
at URL: http://darkstar.astro.washington.edu/ on the
WWW.
≈ 6%, so this appears unlucky but not unusually so
given the small-number statistics.
3.4. How Many Events?
The 12 lightcurves that pass our revised event se-
lection criteria represent 10 objects, as two of them
(events 1 and 12) occur in field overlap regions and
were independently detected. The supernova (event
11) is not microlensing. Event 12 was detected only
because of its being magnified above our object de-
tection threshold in the template frame. As our de-
tection efficiency determination does not include this
effect, event 12 will be excluded from further consid-
eration.
This leaves a set of 8 apparent events (1 and 4-10),
one of which appears to be a binary lens (9), that we
will use to estimate the total optical depth towards
the LMC. As shown below, the result we obtain ex-
ceeds the optical depth expected from known Galactic
and LMC populations. It is therefore useful to define
a subset of the events that excludes lensing by known
objects, as their distribution of timescales contains in-
formation about the mass, velocity and spatial distri-
butions of the new lensing population. The difficulty
is in choosing which events to include as members of
the subsample. Fortunately all the events have, in a
broad sense, comparable values of t̂ so the number of
events in the subsample is more important than the
exact choice of which ones to include.
Given the anticipation of just over one event in the
sample from known Galactic and LMC populations,
we have elected to construct a somewhat conservative
subsample that contains 6 of the 8 events. The binary
lensing event (9) was excluded for two reasons: 1) our
analysis shows that it may come about from lensing
by a binary within the LMC, and 2) it is the longest of
the events, and therefore is the most conservative one
to exclude. We have also chosen to eliminate event 10
from the subsample. This preserves the average value
of t̂ for the two samples. We also think on subjective
grounds that it is the weakest of the 8 events. The 6
event subsample containing events 1 and 4-8 is then a
reasonable estimate of the events from unknown lens-
ing populations.
3.5. Blending Effects
Many of our detected ‘objects’ actually consist of
double or multiple stars within the seeing disk. This
is unavoidable at the high stellar density in our fields.
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Since the angular Einstein radius is much smaller than
the seeing disk, only one star in a blend will typi-
cally be lensed; this distorts the observed lightcurve
from the shape given in eq. 2. We may model this
by adding two parameters to represent the flux of the
unmagnified component in each color. Specifically,
fR(t) = fuR +A(t)flR, (3)
fB(t) = fuB +A(t)flB ,
where A(t) is as in eq. 2, fuB, fuR are the flux of the
unlensed component in each passband, and flB, flR
are the baseline flux of the lensed star in each pass-
band. We use instrumental flux units which roughly
correspond to 100 detected photo-electrons in a 300
second exposure.
The results of these fits are shown in Table 4; we
see that for events 1, 6, 8, 10 the best fit is quite close
to the unblended case, while for events 4,5 and 9 the
best fit contains substantial blending. This is impor-
tant because blending causes a significant change in
the parameters; if an event exhibits significant blend-
ing, the single-lens fit will systematically underesti-
mate Amax and t̂ relative to the true values. Clearly,
we can correct for this effect by using the blend fit
values for t̂ when we calculate the microlensing op-
tical depth or the most likely lens mass. These t̂
values are the most accurate estimate of the true t̂
value for each event, but we are concerned that small
systematic errors in our photometry might cause us
to systematically overestimate t̂ . Therefore, we have
chosen a less accurate, but unbiased method for esti-
mating t̂ . We use the t̂ values from the unblended fits
and then apply a statistical correction to each of our
observed t̂ ’s. This average correction has been de-
termined from our Monte Carlo simulations, and the
resulting values are shown in Table 7. This technique
works for all events except for the binary event which
was not represented in our Monte Carlo calculations.
The blended, binary lens fit t̂ value is used for this
event.
We previously imposed the condition that there be
no color variation in a microlensing event (Alcock et
al. 1993, 1994, 1995a; A96). A convenient graphical
illustration of the color test is a plot of fR(t)/fB(t)
versus time. Event 1 shows no variation of this flux
ratio with time (Alcock et al. 1993). Event 5, how-
ever, would show clear color variation. One virtue of
this graphical presentation is that the test is indepen-
dent of the magnification A(t).
Eq. 3 suggest an obvious generalization. A plot
of fB(t) versus fR(t) should be a straight line. This
should be true for any functional form ofA(t), and can
be applied equally to single, binary, or more general
microlensing events as long as the multi-color mea-
surements are simultaneous. Figure 7 shows these
plots for our 8 candidate events. There is no evidence
for systematic deviation from straight line behavior
in any of these plots. The straight lines plotted in
Figure 7 are derived from the best fit of eq. 3 to each
event.
4. Detection Efficiency
In order to draw quantitative conclusions, we clearly
need reasonably accurate knowledge of our detection
efficiency. The detection probability for individual
events depends on many factors, e.g. the 3 event pa-
rameters Amax, t̂ , tmax, and the unlensed stellar mag-
nitude, as well as our observing strategy and weather
conditions. However, we can average over the known
distributions in Amax and tmax and stellar magnitude,
using the known time-sampling and weather condi-
tions, to derive our efficiency as a function only of
event timescale E(t̂ ).
We have computed our detection efficiency us-
ing an essentially identical method to that outlined
in A96, simply generating simulated microlensing
events with t̂ logarithmically distributed in the range
0.3–1000 days over the wider time interval, JD −
2, 449, 000 = −176.5 to 663.5, and adding these sim-
ulated events into the extended timespan of observa-
tions. The Monte-Carlo procedure takes into account
the actual spacing and error bars of the observations,
so any variations in sampling frequency, weather, see-
ing etc. between the first and second year data are
automatically accounted for.
There are two levels of detail in these calculations;
firstly a ‘sampling’ efficiency, in which we neglect stel-
lar blending and assume that all the additional flux
in a microlensing event is recovered by the photom-
etry code; and secondly a ‘photometric’ efficiency,
where we add artificial stars to a representative set
of real images, re-run the photometry code and cre-
ate look-up tables of added vs. recovered flux. These
look-up tables are then used to generate artificial mi-
crolensing lightcurves in the same way as above. This
‘photometric’ efficiency is more realistic, and is typ-
ically ∼ 20% lower than the ‘sampling’ efficiency for
timescales less than 200 days.
The photometric efficiency is based on all stars in
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Fig. 7.— The blue flux is plotted against the red flux for all the simultaneous measurements within 1 t̂ for all of the
events passing our microlensing cuts. The solid lines indicate the flux ratios predicted by the blended microlensing
fits listed in Table 4.
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our fields, even those not uniquely identified because
of S/N or crowding effects. These are accounted for
by integrating the detection efficiency per star over a
corrected luminosity function (LF) as in A96. This
corrected LF is truncated about one magnitude be-
yond where our measured LF becomes seriously in-
complete. However, the real LF continues to rise as
100.5m for several magnitudes (m) beyond this cutoff
so there should be an additional contribution to our
exposure from these fainter stars. We have tried sev-
eral different magnitude cutoffs and it appears that
our exposure is converging near or below the cutoff
used in this paper for events with t̂ < 150 days. Any
additional contribution should be relatively insignifi-
cant for reasons discussed in the appendix.
Efficiency results are shown in Figure 8. We de-
fine our efficiency as the fraction of input events with
umin < 1 which pass our cuts; since we use a cut
of Amax > 1.75 or umin < 0.661, our efficiency is
constrained to be less than 0.661. This efficiency is
defined relative to an ‘exposure’ of E = 1.82 × 107
star-years, which arises as follows: there are 9.2 mil-
lion lightcurves in our total sample, of which 8% have
insufficient valid data points to be used in the simula-
tions, and 6.5% occur in field overlaps. The relevant
timespan is the 840-day interval over which we add
the simulated events; thus the exposure is 7.9 × 106
stars ×840 days = 1.82× 107 star-years.
The efficiency for timescales t̂ ∼ 10 − 60 days is
lower than that from A96 by ∼ 10%; this is because
we gain around 10% from loosening the goodness-of-
fit and star quality cuts, but we lose about 20% from
the tighter Amax and ∆χ
2 cuts. A more operational
comparison of the 1-year and 2-year samples is seen
in Figure 9 which shows ‘effective exposure’ EE(t̂ ).
The most substantial difference occurs at long
timescales, where the ‘new’ efficiency is significantly
higher than in A96. This occurs partly as a conse-
quence of the longer timespan which allows longer
events to fit within our observing window; and partly
because we have relaxed the year-1 cut t̂ < 250 days,
tFWHM < 100 days to simply t̂ < 300 days. The
main motivation for the tFWHM < 100 days cut was
to give a second redundant cut, in addition to the
positional cut, to reject the clump of ‘nebulosity vari-
ables’ in 30 Dor, which we earlier suspected to be T
Tauri stars. These events have now been recognized
as arising from the light echo around SN 1987A (c.f.
Xu, Kunkel & Crotts 1995); they seem to arise from
small ‘knots’ of nebulosity illuminated by the light
echo, hence the smearing of the echo by the light-
crossing time results in roughly symmetrical bright-
ening events for some of these objects. Since we know
that there have been no other LMC supernovae in re-
cent years, we can simply reject all candidate events
from this small patch of sky, and the timescale cut
can be relaxed.
There are a number of shortcomings of the present
efficiency analysis. One problem is that the luminos-
ity function used for the simulated events in the effi-
ciency analysis does not go as deep as we would like.
We are not very sensitive to short timescale events for
very faint stars, so our truncation of the luminosity
function is not a problem, but for longer timescale
events we get significant detection probabilities at
faint magnitudes. For t̂ > 200 days it appears that
there may be a significant contribution to the over-
all detection probability from stars fainter than the
ones we have included in our efficiency calculations,
so our ‘photometric’ efficiency is probably an under-
estimate for these long events. For detected events
with t̂ < 75days, we expect that the systematic error
in our ’photometric’ efficiency due to the truncated
Monte Carlo LF is less than 5%. For events with
t̂ < 150 days this error is expected to be less than
10% of our final efficiency values.
The efficiency determination also depends upon
how well the Monte Carlo simulations represent re-
alistic distributions of microlensing events. The main
shortcoming of our Monte Carlo simulations is that
all events are assumed to be “normal” microlensing
events with a single lens, a point source, and constant
velocities. There are, of course, observed microlens-
ing events (such as event 9) which violate these as-
sumptions, and our detection efficiency estimates are
clearly overestimates of our actual efficiency of detect-
ing these exotic lensing events. This will cause our ef-
ficiencies to be overestimated perhaps by as much as
5%. (The factor may be larger than this for the year-1
analysis which relied more heavily on fit χ2 cuts than
the present analysis does.) Since two main shortcom-
ings of our efficiencies have opposite signs and magni-
tudes of 10% or less, we feel that the total systematic
error in our efficiencies is probably less than 10%. A
somewhat more conservative estimate of the system-
atic efficiency error is just the difference between the
photometric and sampling efficiencies which is about
15% for events with timescales in the observed range.
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Fig. 8.— Microlensing detection efficiency (normal-
ized to umin < 1) for the 2-year Macho data, as a
function of event timescale t̂ . The dotted line shows
the ‘sampling’ efficiency, and the solid line shows the
‘photometric’ efficiency as described in § 4. For com-
parison the corresponding curves from year-1 (A96)
are shown.
Fig. 9.— ‘Effective exposure’ EE(t̂ ) to microlensing
(normalised to umin < 1) for the 2-year Macho data.
The solid line is the best estimate using ‘photomet-
ric’ efficiency; the dotted line is an upper limit using
‘sampling’ efficiency. For comparison, the dot-dash
line shows the value for the 1-year analysis using the
“photometric” efficiency.
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5. Event Distributions
There are a number of statistical tests that can
be performed on microlensing event distributions to
test the hypothesis that our events are indeed gravi-
tational microlensing, or to test hypotheses regarding
the lens population. With only 8 events, these tests
are not conclusive, but they do support the interpre-
tation that we have observed gravitational microlens-
ing by a new population.
5.1. Impact Parameters
An important model independent test of the hy-
pothesis that we have observed gravitational microlens-
ing is to compare the distribution of peak magnifica-
tions to the theoretical prediction. It is convenient
to switch variables from the maximum magnification
(Amax) to the minimum distance of approach between
the Macho and the line of sight, in units of the Ein-
stein radius, umin = b/rE. Events should be uni-
formly distributed in umin; this distribution is then
modified by the experimental detection probability
which is higher for small umin (high Amax). This
comparison was previously performed with a larger
sample of bulge events and the data were found to be
consistent with the microlensing hypothesis (Alcock
et al. 1996b). The observed and predicted distribu-
tions for our LMC events are shown in Figure 10; a
KS test shows a probability of 96.6% of getting a KS
deviation worse than the observed value 0.177. (The
binary event 9 is excluded from this comparison be-
cause the dependence of the detection efficiency on
umin is substantially different for binary events.) We
conclude that the distribution of events in umin is con-
sistent with the microlensing interpretation.
The umin distribution and the high magnification
events may be used to lend support to the interpre-
tation of our lower magnification events.The higher
magnification events are striking, and are clearly sep-
arated from the background in Figure 2. They are
distinct from any known type of intrinsic stellar vari-
ability, so they are very likely to be lensing events.
Microlensing predicts a uniform distribution in umin
(with a slight modification due to nonuniform detec-
tion efficiency), so we expect that (at least) some of
the lower magnification events must also be caused
microlensing.
This argument can be made quantitative. Consider
the event subsets {1,5}, {1,5,7}, and {1,4,5,7}. These
sets contain the highest 2, 3, and 4 magnification
events respectively. For each subset of n events, we
evalulate the mean umin value: 〈umin〉. We then use a
Monte-Carlo simulation using the efficiency-corrected
umin distribution from Section 4 to compute the prob-
ability that a sample of n events will have a 〈umin〉
value as small as the observed value. For example,
〈umin〉 = 0.080 for events 1 & 5, but only 3.2% of sim-
ulated 2 event data sets have 〈umin〉 values this small.
Thus, it is unlikely that events 1 and 5 are the only
microlensing events which pass our cuts, so at least
one of the other events should also be microlensing.
Table 5 shows the results of this test for a number
of different data subsets. This table indicates that
it is also unlikely that the 3 or 4 highest magnifica-
tion events are the only real microlensing events which
pass our cuts. When we consider event subsets which
include one or more of the events with Amax < 2.5,
then the 〈umin〉 values are much closer to the expected
value of 〈umin〉 = 0.310. In particular, the set of all
non-binary microlensing candidates, {1, 4-8, 10}, and
the set of all non-binary events classified as excellent
or good microlensing candidates, {1, 4-8}, both give
quite acceptable values for 〈umin〉. If we consider the
set of non-binary ‘excellent’ microlensing candidates,
{1, 4, 5}, we find that their 〈umin〉 is marginally in-
compatible (at the 90% c.l.) with the hypothesis that
they are the only microlensing events to pass our cuts.
Thus, when we add in the binary event (which is clas-
sified as excellent) we find that the 〈umin〉 test indi-
cates that at least 5 of our microlensing candidates
are likely to be actual microlensing events. If the
“5th” real microlensing event is event 7, then the set
of non-binary candidates {1, 4, 5, 7} still have an un-
expectedly small value of 〈umin〉. Thus, if the number
of real lensing events is < 6, then it is probably the
case that event 7 which has a symmetric lightcurve
with Amax ≈ 6 is a variable star of a previously un-
known class. The microlensing interpretation seems
more likely than this.
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5.2. Color-Magnitude Diagram
The gravitational microlens does not distinguish
between types of star. The stars which have un-
dergone microlensing should be “democratically” dis-
tributed over the color magnitude diagram for the
LMC. Figure 11 shows a color magnitude diagram
with each of the 8 microlensing candidates along with
all the stars in a 5 ′×5 ′ region around each candidate.
Most of the events are along the faint main sequence
where most of the observed LMC stars reside. Using
the Monte Carlo simulations that were run to deter-
mine our microlensing event detection efficiencies, we
have computed the fraction of lensing events in which
the source star appears to be a clump giant star (the
clump giants are defined for this purpose by the box
indicated in Figure 11). For events with timescales
of t̂ ≈ 75 days, this fraction is 10% which is quite
consistent with the 1 of our 8 events which resides
in the clump. Event 5 appears to lie in a sparsely
populated region of the diagram, but this is because
the magnified star (which lies on the main sequence)
is blended with a much redder object. We conclude
that the distribution of events is not clustered in the
color magnitude diagram and is consistent with the
microlensing interpretation.
5.3. Spatial Distribution
For microlensing by Machos smoothly distributed
in the Galactic halo, we expect the detected events
to be distributed across our fields in proportion to
the local exposure, E. In contrast, models in which
LMC objects dominate the lensing population predict
that the lensing events will be concentrated within the
LMC bar (Wu 1994; Sahu 1994).
Figure 1 indicates that the detected events are ap-
parently spread evenly across our 22 fields. To quan-
tify this impression, we consider a simple model for
the LMC bar: the bar is an ellipse with semi-major
axis of 70 arcmin and axis ratio 4:1. We define a
“distance” of a point from the center of the bar to be
the semi-major axis of a similar ellipse which passes
through that point. We consider the expected distri-
bution of events over this distance from the bar, un-
der three models: (1) the microlensing optical depth
does not vary over our fields (pure Galactic halo mi-
crolensing); (2) the microlensing optical depth is 4
times greater inside the bar than outside (large con-
tribution from LMC lenses); and (3) the microlensing
optical depth is 12 times greater inside the bar than
outside (huge contribution from LMC lenses). Mod-
els (2) and (3) bracket the models proposed by Sahu
(1994) who suggested that the microlensing optical
depth inside the bar should be 4-12 times larger than
the optical depth outside the bar. The cumulative dis-
tributions of bar distances resulting fromMonte Carlo
realizations of these three models are compared with
our 8 and 6 events samples in Figure 12.
We use non-parametric statistical tests to quantify
the match of the observations to the models. Specif-
ically, we have used one- and two-sided Kolmorogov-
Smirnov tests and the Wilcoxon two sample test
(Kendall & Stuart 1988). This latter test utilizes only
the rank ordering of the data and is especially pow-
erful for testing whether one distribution is system-
atically shifted from another. As we apply this test,
the null hypothesis is that the distributions of bar dis-
tances are identical between model and observation,
while the alternative hypothesis is that the bar dis-
tances for the observations are greater than those for
the model. The probability of the null hypothesis is
given for each model in Table 6. We note that as this
probability decreases, the likelihood that the model is
correct decreases.
The results show that the most extreme LMC lens
model is ruled out at roughly a 90% confidence level
by the most powerful statistical tests, with the less ex-
treme being ruled out at only about 70% confidence.
Clearly, this result is not yet conclusive, but with the
additional data that will be available within a few
years, it should be possible to determine whether or
not LMC microlensing makes a significant contribu-
tion to the total.
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Fig. 11.— The locations of the 8 candidate microlensing events on the color-magnitude diagram. The events at
normal brightness are shown as numbered circles, with bars indicating their locations at peak brightness. The
small dots show all stars from a 5′ × 5′ box around each event. The regions of the color-magnitude diagram which
are excluded from the microlensing search (V > 17.5 and V − R > 0.9) are indicated with straight lines, and the
“giant branch region” is indicated by the closed figure.
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Fig. 10.— The solid line shows the cumulative distri-
bution in umin of 7 candidate events (excluding the
binary event 9). The dashed line shows the expected
distribution, i.e. a uniform distribution modified by
our efficiency.
Fig. 12.— Cumulative distributions of the “dis-
tances” of the events from the center of the LMC bar
are shown for the 8 and 6 event samples (long dashed
and solid curves respectively) as well as for the “pure
halo lensing” (dotted curve) and the extreme bar lens-
ing models (short dashed curve).
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6. Implications
In this section we examine the consequences of the
observed candidate microlensing events for the dark
matter in the Milky Way. We start with the inferred
microlensing optical depth, which is compared with
the optical depth expected from a “standard” dark
halo comprised entirely of Machos. We discuss the
sensitivity of our conclusions to the detection efficien-
cies, and to the selection criteria. We then discuss the
observed microlensing rate, and the durations of the
events we have seen. We are able to obtain a plausible
estimate of the total mass in Machos, and to place a
strong upper bound on the contribution of low mass
Machos. We employ maximum likelihood estimators
to infer typical masses and probable Macho fractions
for various model halos. Finally, we discuss the possi-
bility that some or many of our observed events arise
from objects not in the dark halo of the Milky Way.
6.1. Optical Depth Estimates
The simplest measurable quantity in a gravita-
tional microlensing experiment is the microlensing op-
tical depth, which is defined to be the instantaneous
probability that a random star is magnified by a lens-
ing object by more than a factor of 1.34. This is
related to the mass in microlensing objects along the
line of sight to the source stars by
τ =
4πG
c2
∫
ρ(l)
l(L− l)
L
dl (4)
Thus, it depends only on the density profile of lenses,
not on their masses or velocities. Experimentally, one
can obtain an unbiased estimate of the optical depth
as
τmeas =
1
E
π
4
∑
i
tˆi
E(t̂ i)
. (5)
where E is the total exposure (in star-years), t̂ i is
the Einstein ring diameter crossing time, and E(t̂ i) is
the detection efficiency. Here, and below, we use the
average blend corrected values of t̂ bl from column 3
of Table 7. These take into account the fact that our
typical star is blended, and so the fit t̂ is typically
underestimated. As above, our total exposure is E =
1.82× 107 star years.
It is also convenient to define the function
τ1(t̂ ) =
1
E
π
4
tˆ
E(t̂ ) , (6)
which is the contribution to τmeas from a single ob-
served event with timescale t̂ . τ1 values for each of
our events are also listed in Table 7. Confidence lev-
els on our measured value of τmeas are determined
with the following procedure. We consider sets of
events chosen according to Poisson statistics with
event timescales randomly selected from the observed
set of timescales. The Poisson distribution has a pa-
rameter, the number of events expected (Ne), which
is adjusted so that some fixed fraction of the gen-
erated data sets (say, 16%) have ‘measured’ optical
depths that are larger than our actual value of τmeas.
The mean optical depth for the selected value of Ne
is then selected as the confidence limit value. (In our
example, the confidence level would be 16%–or a 1-σ
lower limit on τmeas.) Our results for τmeas and con-
fidence intervals are shown in Table 8. As explained
below, this procedure can underestimate the errors
when events much longer than those detected are not
highly unlikely, but it gives a reasonable estimate for
the lower limit on τmeas.
Using our full sample of 8 events, we find an op-
tical depth for events of duration 2 days < t̂ < 200
days of τ2002 = 2.9
+1.4
−0.9 × 10−7. If we subtract the
predicted background microlensing optical depth of
τbackgnd = 0.5× 10−7 (from Table 10 below), we find
that the observed excess is about 50% of the predicted
microlensing optical depth for a “standard” all-Macho
halo of equation 8 below. Alternatively, we can esti-
mate the optical depth due only to the halo by using
the 6 event subsample defined in section 3.2, for which
τ2002 = 2.1
+1.1
−0.7×10−7, about 45% of the optical depth
predicted by a “standard” all-Macho halo.
This optical depth estimate has the virtue of sim-
plicity; however, since the events are “weighted” ∝ τ1,
it is hard to assign meaningful confidence intervals
to τ without assuming some particular t̂ distribu-
tion. This is illustrated in Figure 13, which shows
the contribution to the sum in eq. 5 from events in
various bins of t̂ . Within each individual bin, the
events have similar ‘weights’ and the uncertainties are
well approximated by Poisson statistics. The confi-
dence intervals in Fig. 13 are derived as follows: for
each bin, we derive upper and lower limits Nup, Nlo
on the expected number of events in the bin in the
usual way, from the observed number of events in
the bin and Poisson statistics. Then, we evaluate the
maximum and minimum contribution to τmeas from
a single hypothetical event in the timescale bin, i.e.
τmin1 = min(τ1(t̂ ); t̂ ∈ bin) and likewise for τmax1 .
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This gives limits τlo = Nloτ
min
1 and τup = Nupτ
max
1 for
each bin, which are actually somewhat conservative.
This figure illustrates two important points: firstly,
the absence of short events with 2 < t̂ < 30 days
places strong upper limits on the optical depth from
events in this interval. Although the efficiency is
smaller here, an observed event would contribute
τ1(t̂ ) ∝ t̂ i/E(t̂ i) which is small. Thus, the effective
“sensitivity” of the experiment, in terms of number of
detected events per unit optical depth, is proportional
to E(t̂ )/t̂ , not just E(t̂ ). This function is maximal
at around t̂ ∼ 7 days.
Secondly, the uncertainties become very large at
longer timescales, due to the combination of increas-
ing t̂ and decreasing E(t̂ ). Thus the overall uncer-
tainty in τ is considerably greater than simple Pois-
son statistics based on 6 or 8 events. For example, if
we should expect to have observed on average 1 ad-
ditional event with t̂ ∼ 300 days, but we happened
to observe no such event, the real τ would be 2× the
above estimate, and we clearly cannot exclude such a
possibility with any confidence. Thus, it is dangerous
to quote any optical depth result as an ‘upper limit
on Machos’ without specifying a mass or timescale
interval to which this limit applies.
6.2. Optical Depth Efficiency Dependence
Table 8 includes a number of estimates in addi-
tion to our best estimate of the optical depth con-
fidence levels, which is given in bold face type and
uses the photometric efficiency with the average t̂
corrections. While the photometric efficiency is the
best estimate of our detection efficiency, it is a slight
underestimate of our detection efficiency for ‘normal’
(single lens, constant velocity) events because we have
not included the contribution due to very faint stars
as explained above. This leads toward a slight un-
derestimate of E , while our efficiency for detecting
exotic microlensing events has been overestimated.
Thus, there are two known systematic efficiency er-
rors which tend to cancel. To get some idea how much
these problems might affect our optical depth calcu-
lations, we have calculated τmeas using the sampling
efficiencies which are expected to be overestimates of
the true detection efficiencies for events in the range
20 days < t̂ < 150 days. Thus, we expect that the
sampling efficiency τmeas confidence levels given in
Table 8 are likely to be underestimates of the true
microlensing optical depth.
Fig. 13.— The contribution to the optical depth of
eq. 5 from events binned in timescale. The solid line
shows the observed values from the 8-event sample;
the dashed and dot-dash lines show the 90% confi-
dence upper and lower limits (see text). The dotted
curve shows the contribution to τ which would arise
from a single observed event with timescale t̂ .
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Another variation of our τmeas values that are
shown in Table 8 is due to our choice between t̂ cor-
rection methods due to blending. We have used the
average t̂ corrections given in Table 7 for our ‘official’
results, but another choice would be to use the blend
fit values given in Table 4. The blend fit values are
certainly more accurate on an event-by-event basis,
but we are concerned that they might tend to sys-
tematically overestimate the true t̂ value. As shown
in Table 8, this choice has little effect on our results.
Also included in Table 8 are two lines using sam-
pling efficiencies with no t̂ correction at all. This is
likely to give rise to a substantial underestimate of
τmeas, but we include it because (as discussed above)
it gives a firm lower limit on τmeas. A reasonable es-
timate of our 1-σ systematic error in our efficiency
determination is given by the scatter of all the t̂ cor-
rected values listed in Table 8. This is about 10%
which is much smaller than the statistical errors.
The last two rows of Table 8 give confidence limits
on τ for the 6 event subsample. These are included to
allow the reader to assess the effect of removing some
of the selected events from the sample. Event 10, for
example, has a lightcurve asymmetry that resembles
that of a variable star. If we remove this event, and
the longest event (event 9), we have our 6 event sam-
ple. Table 8 indicates that even with 6 event sample
and the upper limit efficiencies (i.e., sampling effi-
ciencies with no t̂ correction), the 97.5% confidence
level lower limit on the microlensing optical depth
is still larger than total microlensing optical depth
of τbackgnd = 0.54 × 10−7 given in Table 10 below.
Thus, the excess microlensing optical depth over the
background prediction is not sensitive to the uncer-
tainties in our microlensing detection efficiencies or to
the possibility that a small fraction of our candidate
microlensing events might actually be variable stars.
6.3. Optical Depth Cut Dependence
Figures 14 and 15 show the dependence of the mea-
sured optical depth on the umin and ∆χ
2/(χ2ml/Ndof)
cuts. The heavy curves indicate τmeas for the full
8 event sample while the light curves give τmeas for
the 6 event subsample. For the binary event we have
assigned a umin value of 0.609 which is the value ob-
tained for the single lens fit. Another option would
have been to use the binary fit value of |umin| = 0.054.
This is not appropriate, however, because the binary
fit includes blending whereas our cut used the un-
blended single lens fit value. Strictly speaking, the
single lens fit value would be correct if we had used a
binary event detection efficiency in order to calculate
the binary event’s contribution to to τmeas.
We have also adjusted the ∆χ2/(χ2ml/Ndof) values
used in Figure 15 for the binary event and the alert
event (event 4). For the binary event ∆χ2 = 7191
while χ2/Ndof = 6.868 for the single lens fit and
χ2/Ndof = 1.755 for the binary lens fit. For Fig-
ure 15 we have used the binary fit value of χ2/Ndof
implying ∆χ2/χ2ml/Ndof = 5018 for the binary event.
The alert event was detected in progress substan-
tially before peak magnification, and this resulted us
obtaining more observations than normal of field 13
(which includes this star). We have taken up to 4
observations of field 13 per night when we would nor-
mally have taken only 1 or 2. Thus, for event 4,
∆χ2/(χ2ml/Ndof) = 6728 is larger than we would
get with our normal observing strategy by a factor
of ∼ 3. Therefore, we have reduced the value of
∆χ2/(χ2ml/Ndof) used for event 4 in Figure 15 to 2243.
Figures 14 and 15 clearly indicate that our optical
depth results are not very sensitive to our choices of
cut values. The τmeas values generally do not vary
by more than the 1-σ statistical error bars for umin
and ∆χ2/(χ2ml/Ndof) cuts in the ranges 0.1 ≤ umin ≤
0.661 and 500 ≤ ∆χ2/(χ2ml/Ndof) ≤ 5000.
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Fig. 14.— The measured microlensing optical depth
is plotted as a function of the umin cut for the 8 event
sample (thick line) and the 6 event ‘halo’ sample (thin
line). The error bars are indicated at our selected cut
umin ≤ 0.661 (Amax ≥ 1.75.)
Fig. 15.— The measured microlensing optical depth
is plotted as a function of the ∆χ2/(χ2ml/Ndof) cut for
the 8 event sample (thick line) and the 6 event ‘halo’
sample (thin line). The error bars are indicated at
our selected cut ∆χ2/(χ2ml/Ndof) ≥ 500.
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6.4. Microlensing Rate
The event rate Γ is more model-dependent than
the optical depth τ , since it depends on the event
timescales via the mass function of Machos and their
velocity distribution, but the uncertainties on Γ are
given purely by Poisson statistics and thus can give
very robust limits once the halo model is specified.
The number of observed events is given by Poisson
statistics with a mean of
Nexp = E
∫ ∞
0
dΓ
dt̂
E(t̂ ) dt̂ (7)
where E = 1.82 × 107 star yr is our total ‘expo-
sure’. As in A96, we have compared our results with
the commonly used model of the dark halo (hereafter
model S)
ρH(r) = ρ0
R20 + a
2
r2 + a2
(8)
where ρH is the halo density, ρ0 = 0.0079M⊙ pc−3
is the local dark matter density, r is Galactocentric
radius, R0 = 8.5 kpc is the Galactocentric radius of
the Sun, and a = 5kpc is the halo core radius. We
assume a Maxwellian distribution of Macho velocities
with an 1-D rms velocity of 155 km/s, and (initially)
assume a delta-function Macho mass function of arbi-
trary mass m. The resulting microlensing rate dΓ/dt̂
is given by equation (A2) of A96, and the total rate
is Γ = 1.6 × 10−6(m/M⊙)−0.5 events/star/yr. Thus
if our efficiency were 100%, we would expect about
30(m/M⊙)−0.5 events in the present data set; note
that this implies over 1000 events if the halo is made
of Jupiters, but only 10 (of longer duration) if it were
made of 10M⊙ black holes; thus, although the op-
tical depth is independent of Macho mass, in a real
microlensing experiment the limits on the Macho con-
tent of the halo will be strongly dependent on the
Macho mass.
It is convenient to define N˜(m) to be the number
of expected events for an all-Macho halo and unique
Macho mass m ; this function is shown in the up-
per panel of Figure 16. It is roughly 1.8 times higher
than the corresponding curve in A96, due to the dou-
bling in the exposure and the slightly reduced effi-
ciency for the new selection cuts. As before, there are
two competing effects; for Macho masses ∼> 0.01M⊙,
most events have timescales t̂ ∼> 10 days where our
efficiency is quite good, but the event rate is falling
∝ m−0.5. For small masses m ∼< 10−3M⊙, the the-
oretical event rate is very high but most events are
shorter than t̂ ∼ 3 days where our efficiency is very
low. The product of these two effects causes the peak
in N˜(m) ≈ 45 at m ∼ 10−3M⊙.
Assuming that we have detected not more than 8
microlensing events passing our selection cuts, Pois-
son statistics exclude at 95% confidence level any
model which predicts a mean number of eventsNexp >
14.5; i.e. we may obtain an upper limit on the frac-
tion of the halo made of Machos of massm, flim(m) =
14.5/N˜(m); this is shown in the lower panel of Fig-
ure 16. This limit also applies to arbitrary mass
functions within an appropriate interval; if we define
ψ(m)dm to be the fraction of halo density comprised
of Machos in the mass interval [m,m+ dm]; then we
have
Nexp =
∫ ∞
0
ψ(m)N˜(m) dm; (9)
thus as pointed out by Griest (1991) and A96, if we
set a limit f < f0 for some constant f0 for a δ-
function Macho mass function over some mass interval
m1 < m < m2, we also limit the total halo fraction
contained within the same interval for any mass func-
tion, i.e.
∫m2
m1
ψ(m) dm < f0; thus if we draw a line
at f0 = 0.5, we see from Figure 16 that Machos from
2 × 10−4 to 0.04M⊙ contribute less than 50% of our
standard halo. (We derive a stronger limit below us-
ing the event timescales).
We can usefully constrain the total mass of Machos
interior to 50 kpc. The above model halo has a mass of
4.1 × 1011M⊙ within 50 kpc. Thus, the limit on the
Macho fraction may be expressed as a limit on the
total mass of Machos interior to 50 kpc, Mlim(m) =
4.1 × 1011M⊙(14.5/N˜(m)). This latter formulation
is very useful, because A96 showed that the limits on
the Macho fraction are quite sensitive to the choice of
halo model, but the limits on the total mass of Machos
within 50 kpc are much less sensitive.
6.5. Limits on Low-Mass Machos
The above analysis utilized only the observed num-
ber of events Nobs. However, there is additional infor-
mation available in the set of event timescales {t̂ i}.
For the halo of equation 8 the expected timescale of
microlensing events depends on the mass of the lens
as
〈
t̂
〉 ≈ 140√m/M⊙days (Griest 1991). The fact
that all 8 of our candidate events have t̂ ≥ 34 days
means that they are unlikely to result from low-mass
Machos with m ∼< 0.01M⊙; thus, we can obtain con-
siderably stronger limits on such objects by using this
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Fig. 16.— Upper panel: expected events for halo
model S, for an all-Macho halo with delta-function
Macho mass function. The solid line shows the ex-
pected total number, the dotted line shows expected
number of events with t̂ < 20 days. Lower panel:
Upper limits on Macho fraction of halo model S. Re-
gions above the curves are excluded at 95% CL. The
solid line is derived from 8 observed events, the dot-
ted line from 0 observed events with t̂ < 20 days, and
the short-dash line from the ‘80% interval’ analysis of
§6.5.
information.
We have approached this in two complementary
ways: firstly, we can simply note that we have no
candidate event with t̂ < 20 days (where 20 days is
an arbitrary cut conservatively smaller than 34 days);
so we can define N<20 to be the expected number of
events shorter than 20 days, and exclude at 95% CL
any halo model which predicts N<20 > 3.0 . This
limit is shown as the dotted line in Figure 16; for low-
mass Machos it is much more restrictive than the limit
in §6.4, since for Macho masses < 0.01M⊙ nearly
all the events are predicted to have t̂ < 20 days, so
N<20 ≈ Nexp, and the resulting limit on Machos be-
comes stronger by a factor of 3.0/14.5 ≈ 0.2.
While the above approach is very simple, it is sub-
jective, since our choice of the 20-day cut is made
a posteriori. We have therefore added an alterna-
tive approach in which the timescale cuts are defined
objectively for each Macho mass using the theoret-
ical distributions. In detail, for each Macho mass,
we evaluate the cumulative distribution of expected
timescales,
N(t̂ ;m) = E
∫ t̂
0
dΓ
dt̂
(m) E(t̂ ) dt̂ (10)
G(t̂ ;m) = N(t̂ ;m)/N(∞;m) (11)
i.e. G(t̂ ;m) is the average fraction of observed events
shorter than t̂ for mass m. We then compute t1(m),
t2(m) such thatG(t1;m) = 0.1,G(t2;m) = 0.9; i.e. an
interval such that for Macho mass m, 80% of detected
events would have t1 < t̂ < t2. Then we count the
observed number of events in this timescale interval,
which we call N80(m), and compute the correspond-
ing Poisson upper limit L80(m). This gives a limit on
the halo fraction flim,80(m) = L80(m)/0.8N˜(m), and
we repeat this procedure for each value of m.
For example, given a Macho mass of m = 0.1M⊙,
we find that t1 = 20 days and t2 = 79 days. We
have N80(m) = 4 observed events in this interval,
so L80(m) = 9.2 using Poisson statistics. We would
expect 0.8N˜(0.1M⊙) = 16.6 events in this interval.
Thus flim,80(0.1M⊙) = 0.55.
This limit is shown as the dashed line in Fig-
ure 16; the ‘steps’ in the curve occur as events move
in and out of the 80% timescale window. We see
that this limit is quite similar to the limit derived
from N<20 < 3 for low masses, and approaches the
limit from Nexp < 14.5 for high masses, as expected
since our observed timescales are most consistent with
high Macho masses ∼> 0.1M⊙. The disadvantage to
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this approach is that the argument of A96 extending
the limits to a continuous mass function is no longer
valid, since the “observed” number of events is now
a function of the assumed m. However, this analysis
is useful in that it confirms the short-timescale limit
from N<20 < 3 in an objective way.
We conclude that Machos in the mass interval
8 × 10−5 − 0.03M⊙ contribute less than 20% of the
‘standard’ halo; we extend this to other halo models in
§ 6.7. In a companion paper (Alcock et al. 1996d), we
apply a complementary search for very short events
(0.1 day < t̂ < 3 days) to the current data set; after
applying suitable selection criteria, we find no candi-
dates, and thus we extend these limits to lower masses
∼ 3× 10−7M⊙.
6.6. Likelihood Analysis and Lens Masses
In the above section, we have presented upper lim-
its on low-mass Machos which are valid regardless of
the cause of our detected events. However, given that
we have a substantial number of events, and the op-
tical depth is a significant fraction of that expected
from an all-Macho halo, we need to assess the impli-
cations if our observed candidates do result from mi-
crolensing by halo objects. Unlike the previous limits
on Machos, the conclusions of the next 2 sub-sections
depend on the assumption that all 6 or 8 events are
due to microlensing by objects in the halo. As dis-
cussed in § 6.9, the expected microlensing contribu-
tion from all non-halo populations is about 1 event.
For simplicity, we perform likelihood analyses based
upon the 6 and 8 event samples similar to those done
in A96. A more detailed analysis that includes in the
likelihood function models for the density and veloc-
ity distribution of background lenses is in progress
and will be published elsewhere. As discussed in Sec-
tion 3.4, the 6 event sample is a reasonable choice for
a “halo only” subsample.
Since the timescale of a lensing event is propor-
tional to
√
m, we may use the observed timescales to
estimate the lens masses, using a maximum-likelihood
method as in A96. We use a 2-parameter model
where a fraction f of the dark halo is made of Ma-
chos with a unique mass m (the remaining 1 − f of
the halo is assumed to be in Machos outside our mass
range, or particle dark matter). The likelihood of
finding a set of Nobs detected events with timescales
t̂ i, i = 1, . . . , Nobs is given by
L(m, f) = exp(−fN˜(m))
Nobs∏
i=1
(
fEE(t̂ i)dΓ
dt̂
(t̂ i;m)
)
,
(12)
where dΓ/dt̂ is the theoretical rate of microlensing
derived from a halo model. The results are dependent
on the model so in § 6.7 we explore a range of possible
halos. For model S, the resulting likelihood contours,
assuming a delta-function mass function, are shown
in Figure 17; the probabilities are computed using
a Bayesian method with a prior uniform in f and
logm. We show plots for both our 6 event sample
and our 8 event sample. We think the the 6 event
sample gives the more reliable estimate for halo lenses,
but we also show the results of the 8 event sample
to span the range of possibilities. The peak of the
likelihood contours gives the most probable mass and
halo fraction for this model and for the 6 event sample
we find m2D = 0.41M⊙, and f2D = 0.51.
We calculate the one-dimensional likelihood func-
tion by integrating over the other parameter and find
(for the 6 event sample) a most likely Macho mass
mML = 0.46
+0.30
−0.17M⊙, and most likely halo fraction
fML = 0.50
+0.30
−0.20. The errors given are 68% CL. The
values for the 8 event sample are also given in Table 9.
It is important to note the large extent of the contours
in Figure 17. This is mostly due to the small number
of events. For model S, the 95% CL contour includes
halo fractions from 17% to 100%, and Machos masses
from 0.12 to 1.2M⊙.
The most probable mass and halo fraction are
both larger than our results from year-1, which were
m = 0.06M⊙ and f = 0.2, though there is a rea-
sonable degree of overlap of the contours. The year-1
90% CL contour is shown as the light line in Figure 17.
The most probable value of each analysis lies outside
the 90% CL contour of the other analysis. This is due
to the fact that events 2 & 3 from A96 (with t̂ = 20
and 28 days) have dropped out of our new sample,
and all of the new events are longer than all the A96
events. This probably reflects small-number statis-
tics, and the improved efficiency for longer-timescale
events with the 2-year data.
A notable feature with the new results is that a
delta-function mass of 0.1M⊙ is marginally excluded.
This would exclude brown dwarfs as the dominant
lens population, since a realistic brown-dwarf popu-
lation cannot include a significant fraction of objects
above 0.1M⊙ due to star-count data (e.g. Bahcall
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Fig. 17.— Likelihood contours of Macho mass m and
halo Macho fraction f for a delta-function mass dis-
tribution, for halo model S. The most likely value
is indicated with a +, and the contours enclose to-
tal probabilities of 34%, 68%, 90%, 95%, 99%, using a
Bayesian method as described in § 6.6. The light line
shows the 90% contour from A96.
et al. 1994; Hu et al. 1994), while it should include
smaller masses which would worsen the likelihood.
Given the importance of such a conclusion, we next
ask how dependent are the results obtained here to
the halo model and to delta-function mass distribu-
tion assumption.
6.7. Power-Law Halo Models
Although the halo model of eq. 8 is a widely used
baseline for comparison, there are few tracers of the
mass distribution in the outer Galaxy and thus a con-
siderable uncertainty in the real halo parameters. To
check the model dependence of our results, we have
repeated our analysis for a wide range of ‘power-law’
halo models (Evans 1993). For simplicity, we have
used the same set of models as in Table 2 of A96,
and they are described in detail there. The set of
models used span an extreme set of probable halo
masses, so any conclusions which hold for this set of
models are probably quite robust. Briefly, the models
consist of extremes which match the measured Milky
Way rotation curve at r0 and 2r0, and which have a
range of disk masses. They do not include the Galac-
tic bulge or bar. Model A is a power-law equivalent
of model S; model B has a very massive halo with
rising rotation curve; model C has a light halo with a
falling rotation curve, and model D has the same ro-
tation curve as model A but a halo flattened to about
E6. Models E, F and G have more massive disks and
less massive halos, with model E being an extreme
‘maximal disk/minimal halo’ model and models F, G
being more realistic ‘heavy disk’ models.
The expected number of events Nexp for each
model is shown in Figure 18, and the resulting up-
per limits on halo Macho fraction are shown in Fig-
ure 19. The expected number of events with t̂ < 20
days N<20 is shown in Figure 21; the correspond-
ing limits on halo fraction flim = 3/N<20 are shown
in Figure 22, and the limits on total mass of Ma-
chos interior to 50 kpc are shown in Figure 23. As in
§ 6.5, the latter limit is much stronger for small Macho
masses. Except for the unlikely model E, we find that
for all the models, Machos between ∼ 2 × 10−5M⊙
and 0.01M⊙ contribute less than 1011M⊙ to the halo
mass within 50 kpc.
The maximum likelihood estimates of Macho mass
m, halo fraction f , and total mass of Machos for
the 8 models are shown in Figure 24 and listed in
Table 9. As in A96, we find that both the limits
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Fig. 18.— Expected number of events for the 8
halo models S, A-G, with all-Macho halo and delta-
function mass function. The 95% CL upper limit is
for the 8 event sample.
Fig. 19.— Upper limits (95% CL) on the fraction of
the halo made of Machos for the 8 halo models S,
A-G based upon 8 observed events. Line coding as
Figure 18.
Fig. 20.— Upper limits (95% CL) on the total mass of
Machos within 50 kpc for halo models S, A-G, based
upon 8 observed events. Line coding as Figure 18.
Fig. 21.— Expected number of events with t̂ <
20 days for halo models S, A-G, with delta-function
Macho mass function. Line coding as Figure 18.
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Fig. 22.— Upper limits (95% CL) on the fraction of
the halo made of Machos for models S, A-G, based on
no observed events with t̂ < 20 days. Line coding as
Figure 18.
Fig. 23.— Upper limits (95% CL) on the the to-
tal mass of Machos within 50 kpc for models S,A-G,
based on no observed events with t̂ < 20 days. Line
coding as Figure 18.
flim(m) and the most probable halo fraction fML
and Macho mass mML are quite model-dependent,
with most probable halo fractions ranging from 30%
to 100%, and most probable Macho masses ranging
from less than 0.1M⊙ to almost 0.6M⊙ (in the 6
event sample which is the best to use for this pur-
pose). Thus the uncertainty introduced due to the
halo model is almost as great as the Poisson errors
due to the small number statistics. However, when
we scale the results by the total halo mass within
50 kpc, giving Mlim(m) = flim(m)MH(50 kpc) and
MML(m) = fMLMH(50 kpc), the results are rather
insensitive to changes in the halo model. For limits
this is shown in Figure 23. The most probable halo
masses are shown in column 6 of Table 9. Thus for the
6 event data set, we find a most probable halo mass
in Machos within 50 kpc of 2+1.2−0.7 × 1011M⊙ almost
independent of the halo model. As discussed in A96,
this model independence is not too surprising, since
our experiment is not sensitive to the total halo mass,
but only to the mass in Machos. It is worth noting
that this is several times the mass of all known stel-
lar components of the Milky Way. If the bulk of the
lenses are located in the halo, then they represent the
dominant identified component of our Galaxy, and a
major portion of the dark matter.
The model independence of the total halo mass
in Machos contrasts with the model dependence of
the most probable lens mass. One notes that that
the lighter halo models such as C, E, F, G have a
smaller implied Macho mass mML. This arises be-
cause lighter halos have a smaller velocity disper-
sion and thus we expect longer timescale microlensing
events for a given mass, i.e. smaller implied masses
for a given observed timescale. Also, the lighter ha-
los tend to have larger core radii, thus the lenses are
on average more distant, which also goes in the di-
rection of lengthening the events. Since t̂ ∝ √m, i.e.
m ∝ t̂ 2, this effect can be quite substantial. The 95%
CL contours of models C, E, F, and G overlap con-
siderably the brown dwarf mass range m < 0.1M⊙.
We note that the implications for the formation of
the halo could be dramatically different in this case.
We also note that rotation of the halo could lower
the expected lens mass range, but these results will
presented elsewhere.
Also shown in column 7 of Table 9 are the opti-
cal depths calculated from the halo fraction for each
model. These values and their confidence intervals
are simple to interpret statistically, since each model
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Fig. 24.— (a) Likelihood contours for Macho mass
m and halo fraction f for halo models S, A-G, from
the 6-event sample. The + shows the maximum like-
lihood estimate, and the contours enclose regions of
34%, 68%, 90%, 95% and 99% probability. For model
S, the 90% contour for year 1 LMC data (A96) is also
shown. The models are described in A96.
Figure 24 (b) – As (a) for the 8-event sample.
provides a distribution of event durations. Thus the
subtleties discussed in Section 6.1 are absent. We
note that these values are quite independent of the
halo model, and are very close to the values we ob-
tained in our direct estimates.
36
6.8. Other Mass distributions
Delta function mass distributions are simple to an-
alyze and easy to understand, but a priori are quite
unlikely, so we explored a range of other options. We
repeated our likelihood analysis using a power-law
mass distribution,
ψ(m) = Amα (mmin < m < mmax) (13)
= 0 (otherwise)
with the normalization constant A determined from∫mmax
mmin
ψ(m) dm = f , where ψ(m)dm is the mass frac-
tion between m and m+ dm. Here we take the slope
α, cut-off mass mmin and halo fraction f as the free
parameters in the likelihood function. We fixed the
maximum mass at 12M⊙, since our results did not
much depend on its value. For the 6 event sample
we found that the slope became as negative as pos-
sible, and that the minimum mass approached the
delta-function mass model most probable mass. Thus
the most probable power-law is the one which most
closely approximates the delta-function mass distri-
bution used earlier! This can be understood by exam-
ining the predicted distribution of events. As shown
in Figure 25a, the most likely delta function mass
model (m2D = 0.41, f2D = 0.51) predicts a distri-
bution of durations that matches well the observed
distribution. A non-delta mass distribution would
necessarily have a more spread out duration distribu-
tion, which would be a worse fit to this rather narrow
observed event set. However, we note that the differ-
ence in likelihood between the delta-function model
and the most likely power-law model with α fixed at
−2 (with its most likely mmin = 0.23 and f = 0.54)
is only 16%. Thus, our data are not really capable
of distinguishing these two cases, as can be seen from
the dashed curve in Figure 25a.
For the 8 event sample, the most likely distri-
bution is a non-delta function distribution with the
very steep slope α = −3.9, mmin = 0.30M⊙, and
f = 0.66. This model is favored over the most likely
delta-function model (m2D = 0.40M⊙, f2D = 0.65)
by only 2% in likelihood. A single event of longer du-
ration makes the more spread out duration distribu-
tion a slightly better fit to this wider observed event
set, as can be seen in Figure 25b. The 6 and 8 event
sample sets have the same best fit delta-function mass
because the two samples have approximately the same
mean t̂ . The two samples do not have the same most
likely fraction. In fact, by setting the derivative with
Fig. 25.— Distribution of durations (t̂ ) for maximum
likelihood models. In part (a) (6 event sample), the
solid line is for the best fit model with a delta-function
mass (m2D = 0.41, f2D = 0.51), while the dashed line
is for the best power law mass distribution with slope
fixed at α = −2 (mmin = 0.23, f = 0.54). The large
dots indicate the observed t̂ ’s. The delta-function
model has a larger likelihood. In part (b) (8 event
sample), the solid line is for the best fit power law
mass distribution (α = −3.9,mmin = 0.30, f = 0.66),
which has a slightly higher likelihood than the dashed
line best fit delta-function model (m2D = 0.40, f2D =
0.65).
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respect to f of Equation (12) equal to zero, we can
show that the most likely f for given mmin and α is
that f which makes the expected number of events
equal to the observed number of events. It is for this
reason that the plots on Figures 25a and b normalize
to 6 and 8 expected events respectively.
6.9. Microlensing by Non-Halo Populations
The implications of the above sections are very
striking. We clearly need to assess the significance
of the difference between our estimate of the optical
depth, and the optical depth due to known popula-
tions of objects. In particular, could all of our can-
didate microlensing events arise from microlensing by
known populations of low-mass stars? As noted by
Wu (1994), Sahu (1994), De Rujula et al. (1995) and
A96, low-mass stars in the Galaxy and LMC may give
rise to microlensing events. These authors find that
the optical depth from known stars is only ∼< 10%
of that from an all-Macho halo, but is not negligible.
This may be understood qualitatively since the mi-
crolensing ‘tube’ is wider in the middle and narrow
near the Sun and LMC (Griest 1991).
For obtaining confidence intervals, it is better to
work with microlensing rates rather than optical depth;
thus, we have repeated the estimates of stellar lens-
ing rates of A96, using the same model parameters
for the thin and thick disks, the spheroid and the
LMC disk, assuming a Scalo Present Day Mass Func-
tion (PDMF) for all populations, and simply updating
the efficiency curves and the total exposure for our 2-
year dataset. Two values are given in Table 10 for
the LMC disk, first at the center and secondly aver-
aged over our fields assuming a 1.6 kpc scale length.
The values for halo S are also shown for comparison,
though a Scalo PDMF for the halo is implausible.
The results are shown in Table 10; the expected
number of events is ≈ 2× higher than in A96. We
see that in our present sample, we would expect to
observe 0.71 events from stars in the LMC disk, 0.29
from the Milky Way thin disk, and only 0.075 from
the thick disk and 0.066 from the spheroid. This gives
a total ‘background’ of 1.14 expected events from all
known stellar populations and a total background op-
tical depth of 0.54× 10−7.
For a Poisson distribution with a mean of 1.14,
the probabilities to observe Nobs ≥ 3, 4, 5, 6, 7 are
10.7%, 2.9%, 0.6%, 0.11%, 0.02% respectively. Thus
we see that if only 3 of our events are genuine mi-
crolensing, the evidence for an excess is modest,
whereas if ≥ 4 of our events are microlensing there
is very strong evidence for an excess over stellar lens-
ing alone.
Since we have 4 ‘excellent’ microlensing candidates,
it might be tempting to adopt the ‘null hypothesis’
that these 4 result from lensing by stars (which is
only improbable at the 3% level); the other candidates
are not microlensing (e.g. they are variable stars),
and then there is only weak evidence for Machos in
the halo. However, as noted in Section 3.2 there is
a flaw in this argument, in that the distribution of
microlensing magnifications is given a priori, and the
‘excellent’ microlensing candidates are preferentially
the high-magnification ones. Thus, we should expect
to find a mixture of ‘excellent’, ‘good’ and ‘moderate’
candidates, and it is unlikely that all events would be
‘excellent’ (whatever the exact definition).
We can use this argument in two ways: firstly,
we can add an additional selection cut Amax > 2.5,
which leaves 4 microlensing candidates (1,4,5,7) in-
cluding 3 ‘excellent’ ones; this cut reduces the de-
tection efficiency (normalized to the event rate with
Amax > 1.34) by a factor of 0.71, so the expected
number of stellar lensing events is reduced to 0.81,
and the probability of ≥ 4 such events is then only
0.9%.
Secondly, we can use the results in Table 5 for
the impact parameter distribution; if we assume that
events 1, 4, 5 are microlensing, the observed impact
parameter distribution is improbable at the 10% level
unless at least one other event is also microlensing.
Since the binary event does not count in this table but
is almost certainly microlensing, this suggests that we
have observed at least 5 microlensing events in total,
which is improbable at the 0.6% level from our model
of the stellar populations.
Thus, we have seen that there appears to be a sig-
nificant excess of lensing events above the expectation
from stellar lensing; this is true regardless of whether
we have observed 4, 5, 6 or 7 real lensing events, so
does not depend sensitively on the lower-quality mi-
crolensing candidates.
The main caveat here is that there is some uncer-
tainty in the stellar lensing predictions. For the thick
disk and spheroid, this is not important since their
contributions are very small. For the thin disk, we
have assumed a local column density of 50M⊙ pc−2
for the lens population. Dynamical constraints limit
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the total local column density to ∼< 80M⊙ pc−2, and
part of this is in bright stars which will not give de-
tectable lensing, and part in gas which does not lens.
Thus the optical depth from the thin disk cannot be
much higher than our model value.
For lensing by LMC stars, the uncertainties are
substantially larger. The optical depth is propor-
tional to Σh sec2 i, and the event rate is proportional
to Σ
√
h sec i/σ where Σ is the face-on column density,
h is the scale height and σ is the transverse velocity
dispersion.
In Table 10 assume Σ0 = 363M⊙ pc−2, h = 250 pc,
i = 30o and σ = 25 km/s for the LMC, so the impor-
tant question is how much we could increase these
numbers without conflicting with dynamical obser-
vations. For the above Σ0 and an exponential scale
length of 1.6 kpc, the LMC rotation curve peaks at
77 km/s, close to the observed value. Thus, it is un-
likely that Σ0 is much higher than our estimate, but
the constraints on h are considerably weaker. How-
ever, Gould (1995a) has proved a very general relation
τ = 2
〈
v2
〉
sec2 i/c2 between the optical depth from
a self-gravitating disk and the observed line-of-sight
velocity dispersion. For old populations in the LMC,
the observed
〈
v2
〉
∼< 30 km/s; this gives an optical
depth of ∼< 2.6 × 10−8 from LMC self-lensing, which
is somewhat smaller than our estimate.
If we assume conservatively that the expected num-
ber of events from LMC stars could be twice the
above estimate i.e. 1.42, this gives a total of 1.85 ex-
pected stellar lensing events in our data (this would
seem to require a large velocity dispersion ∼> 60 km/s
for the old LMC population). The probability of
Nobs ≥ 3, 4, 5, 6, 7 is then 28%, 11%, 4%, 1%, 0.3% re-
spectively, so if 5 or more events are microlensing
there is still a significant excess, but if 4 or fewer
events are microlensing it is only slightly improbable.
Thus, it is not impossible to explain our results by
stellar lensing alone, but we have to stretch in several
directions simultaneously; we have to push the ob-
served number down to 4 microlensing events, adopt
a non-standard LMC model to get the expected num-
ber up close to 2, and bridge the remaining gap with
a statistical fluctuation.
7. Summary and Discussion
If the observed 8 candidate events are microlensing,
the implied optical depth is considerably higher than
expected from known stars alone. In comparison with
our A96 results, the implied event rate is similar (∼
7 events in 2.1 years compared with 3 events in 1.1
years), but the longer timescales for the new sample
lead to considerably higher optical depth and halo
mass estimates. While the uncertainties are still large,
the observed lensing rate is a significant fraction of
that predicted in the standard model of the Galactic
dark matter halo.
Using a likelihood analysis to extract information
from the distribution of event timescales shows a sig-
nificant model dependence in the derived halo fraction
and the individual lens masses. The total inferred
mass in lenses within 50 kpc is quite insensitive to the
model parameters, however, as is the optical depth
found via likelihood analysis. These optical depth
estimates and the corresponding confidence intervals
are quite close to our directly estimated optical depth
value, and are statistically simple to interpret.
The experiment’s sensitivity to long duration events
will improve over time, and the event tally will pre-
sumably increase as well. Prospects for refining our
knowledge of the optical depth are therefore promis-
ing.
One natural explanation of the results presented
here is that a substantial fraction of the Galactic dark
halo may be made of compact objects. We now spec-
ulate as to what astrophysical objects might be re-
sponsible for the observed signal. The fact that the
observed events have relatively long timescales sug-
gests that (for standard halo models) the lenses have
masses above ∼ 0.1M⊙, with a most probable mass
∼ 0.5M⊙. If so, they cannot be ordinary hydrogen-
burning stars since there are strong direct limits on
such objects from counts of faint red stars (e.g. Bah-
call et al. 1994; Hu et al. 1994; Flynn, Gould & Bah-
call 1996); thus stellar remnants such as white dwarfs
appear to the the most obvious possibility. However,
our exploration of halo models also showed that for
‘minimal’ halos, the timescales may still be consistent
with substellar Machos just below 0.1M⊙. Also, mod-
els with a substantial degree of halo rotation may lead
to smaller mass estimates, since the rotation could
reduce the transverse component of the Macho ve-
locities. Thus, brown dwarfs cannot be ruled out as
yet, but they would require both a non-standard halo
model and a mass function concentrated close to the
H-burning limit.
There are some theoretical difficulties with the
white-dwarf hypothesis (Carr 1994 & refs. therein);
firstly, the initial mass function must be fairly sharply
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peaked between ∼ 2 − 6M⊙ to avoid overproducing
either low-mass stars (which survive to the present)
or high-mass stars (which explode as type-II SNe and
overproduce metals). The second difficulty is that the
high luminosity of the B and A stars which are the
WD precursors may exceed the observed faint galaxy
counts (Charlot & Silk 1995), though this may possi-
bly be evaded by dust.
Primordial nucleosynthesis can also provide inter-
esting constraints on baryonic dark matter. The pri-
mordial deuterium abundance is, in principle, a sen-
sitive indicator of the total baryonic density of the
universe. The observational situation is unclear at
present with some measurements indicating a low
deuterium abundance (Tytler, Fan, & Burles 1996;
Burles & Tytler 1996) and other observations indicat-
ing a high abundance (Songaila et al. 1994; Carswell
et al. 1994; Rugers & Hogan 1996). If the low abun-
dance measurements indicate the actual primordial
deuterium abundance, then a substantial amount of
baryonic dark matter must exist. On the other hand,
if the primordial deuterium abundance is low, then
there is probably not enough baryonic dark matter
to explain galactic rotation curves. Nevertheless, as
Rugers & Hogan (1996) point out, even if the primor-
dial deuterium abundance is high, primordial nucle-
osynthesis predicts that the total baryonic mass in our
Galaxy is ∼ 2.4× 1011M⊙ (for H0 = 70 km/sMpc−1)
which is consistent with a Macho component of the
dark halo as the source of the bulk of the microlensing
events.
On the positive side, white dwarfs (along with neu-
tron stars and neutrinos) are the only dark matter
candidates which are known to exist in large numbers.
Also, it has recently become clear (e.g. White et al.
1993) that the mass of hot gas in rich galaxy clusters
greatly exceeds that in stars, and furthermore this
gas is relatively metal-rich with an iron abundance
∼ 0.3 solar (Mushotzky 1996). This might suggest
that most of the baryons have been processed through
massive stars, which have since died leaving a popu-
lation of remnants and metal-rich gas. This scenario
has been explored by Fields, Mathews & Schramm
(1996), who suggest that it may be natural to have
40-100% of the Galactic dark matter in white dwarfs.
The observational limits on the local density of
white dwarfs are a strong function of their age (e.g.
Liebert, Dahn & Monet 1988); until recently, for ages
∼> 12 Gyr expected for dark-matter white dwarfs, the
present limits were an order of magnitude above the
halo density. These limits were mostly derived from
plate-based proper motion surveys, and with mod-
ern CCD arrays sensitive in the I-band, they could
be improved by a large factor. Very recently, a limit
from the Hubble Deep Field has been given by Flynn,
Gould & Bahcall (1996); they find that white dwarfs
with MI < 16 contribute < 100% of the halo density,
and those with MI < 15 contribute < 33%.
These limits, while tantalizing, are still not strin-
gent enough to conflict with a large population of
old white dwarfs in the halo as an explanation of our
microlensing results; but if such a population exists,
their local counterparts should be detectable in the
fairly near future.
However, it is worth noting that microlensing is
sensitive to any compact objects, irrespective of com-
position, as long as they are smaller than their Ein-
stein radii ∼ 3 AU. Thus, more exotic objects such
as primordial black holes, strange stars or ‘shadow
stars’ are possible, and these would be virtually un-
detectable by direct searches.
There are a number of prospects for clarifying the
origin of our events: firstly, we have now implemented
real-time data processing for most of our fields, so we
hope that most future events should be detected in
real time. Follow-up observations such as frequent
high-precision photometry and spectroscopy should
help to check that our events are not due to intrin-
sic stellar variability. For example, our second LMC
‘alert’ event 96-LMC-1 was detected on 1996 Febru-
ary 11 and announced in IAU Circular 6312; follow-
up at CTIO shows a good fit to microlensing, with
Amax = 2.4 and t̂ = 90 days.
Secondly, we can discriminate between microlens-
ing by halo or LMC objects using the spatial distri-
bution of events, as in § 5. Although the current
sample does not provide a strong test, enlarging the
sample by a factor ∼ 2 − 3 should clarify this. Our
project will continue until 1999 December, and since
late 1994 we have modified our observing strategy to
observe more fields less frequently than the current
sample. This should increase the detection rate for
events with t̂ ∼> 30 days, and since the additional
fields are further from the center of the LMC, it will
also provide a better ‘lever arm’ for testing the spa-
tial distribution. Also the EROS and OGLE groups
plan to have new telescopes operating in Chile by late
1996, which should increase the detection rate.
Thirdly, it should be possible to improve the pre-
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dictions of the microlensing rate from LMC stars by
direct observation; for example, radial velocity mea-
surements for a large sample of LMC RR Lyrae stars
would provide an important check of the dynamics
of the old LMC population. If these show a velocity
dispersion ∼< 60 km/s, it would exclude LMC stars as
the main contribution to the observed lensing (Gould
1995a).
Finally, the ideal method for locating the lens pop-
ulation is to get ‘parallax’ measurements by following
up the events from a small telescope in Solar orbit
(Gould 1994b; Gould 1995b). This measures the ve-
locity of the lens projected to the Solar system, which
provides a definitive proof of microlensing, and can
discriminate between disk, halo and LMC lenses on
an event-by-event basis.
To summarize, we have two main conclusions:
firstly, Machos in the mass range ∼ 10−4 to 0.03M⊙
do not contribute significantly to the galactic dark
matter. Secondly, our results indicate a microlensing
optical depth of ≈ 3 × 10−7 or a Macho mass within
50 kpc of ≈ 2×1011M⊙. This provides evidence that
Machos with masses in the range 0.05 − 1M⊙ con-
tribute a substantial fraction of the galactic dark halo.
Continued observations from this and other projects
should clarify this in the next few years.
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Appendix A
We believe that the blending efficiencies shown in
Figure 8 are a reasonably accurate estimate of our
actual microlensing detection efficiencies, E , but it is
also worthwhile to establish an absolute upper limit
on our detection efficiency. An absolute upper limit
on E(t̂ ) translates into a firm lower limit on the mi-
crolensing optical depth that will be free of systematic
errors due to blending effects.
The upper limit efficiency that we will consider
will be an “optical depth” efficiency, Eτ (t̂ ), rather
than the event detection efficiency described in the
previous section. The optical depth, τ , is defined
to be the probability that a given source star is lo-
cated within the Einstein radius of any lensing ob-
ject, or equivalently the probability, P (A ≥ 1.34),
that a lens has magnified the source star by a fac-
tor ≥ 1.34. One could also consider the probabil-
ity that a star is magnified by a factor of more than
some threshold AT . The optical depth would then be
given by P (A > AT )/u
2
T where uT is related to AT
by AT = (u
2
T + 2)/(uT
√
u2T + 4). For a microlens-
ing experiment which observes many stars for a finite
period of time this becomes
τobs =
1
E
∑
i
Ti(A > AT )
u2T ǫi
, (A1)
where E is the total stellar exposure (in star-years)
and Ti(A > AT ) is the amount of time that event
i is magnified by a factor larger than AT , and ǫi is
the efficiency for detecting event i. Equation (A1) is
correct assuming unblended stellar images, but now
let us consider the effect of blending. In cases when
our lightcurves are derived from blends of two or more
unresolved stellar images, there are two effects: a)
The detection threshold is effectively raised because
the lensed star must be magnified by a larger factor
to compensate for the fact part of the “source” is not
lensed, and b) there is more than one source that can
be lensed. Clearly, these two effects tend to cancel.
We will show, however, that as long as AT > 1.34
(uT < 1), the effect of blending will always be to
reduce the optical depth estimate of equation (A1).
Let’s consider a blended stellar image consisting
of N stars each contributing a fraction, fi, of the
total flux so that
∑
fi = 1. We’ll try to estimate
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the optical depth using equation (A1), and we will
see how the contribution of the image blend to equa-
tion (1) compares to the contribution of an unblended
source. Each member of the image blend now has
a different effective magnification threshold given by
ATi − 1 = (AT − 1)/fi. These effective magnification
thresholds can be translated into threshold radii, uTi
using equation (1). Then, the contribution of all the
stars in the blend to the optical depth is just given by
the ratio of the sum of the areas of the circles of radius
uTi for each actual star to the area of the single cir-
cle corresponding to the unblended source that was
originally assumed. This means that the apparent
microlensing optical depth is modified by the multi-
plicative factor
∑
u2Ti/u
2
T . This is just the change
due to blending of the area on the sky that can have
a (blended) magnification > AT . Figure 26 shows
the blend inefficiency factor, u2Ti/(fiu
2
T ), as a func-
tion of fi and uT . For uT < 1, this factor is always
< 1. This means that each blended star will con-
tribute a fraction < fi toward the total optical depth
as compared to the optical depth in the unblended
case. Since
∑
fi = 1, this implies that the blended
stars will contribute less to the optical depth than an
unblended star would. Thus, blending can only serve
to decrease the observed microlensing optical depth.
There are a few caveats regarding applying this ar-
gument to our experiment. First, we do not use equa-
tion (A1) to determine our measured optical depth.
Instead, we use the t̂ values from unblended mi-
crolensing fits which are shown in Table 3 and Fig-
ure 3. Inspection of this figure indicates that these
fit values do not seriously underestimate the time
that the stars are magnified by more than (say) 1.75.
Thus, this detail should not affect our conclusion. An-
other caveat that we must consider is that this argu-
ment implicitly assumes that blending does not make
events easier to detect. The one case in which blend-
ing does make an event easier to detect is the case
of events with t̂ > 300 which are excluded by our
timescale cuts. With a blended event, the fit t̂ values
from the unblended fits used in our event selection
analysis generally underestimate the actual t̂ values,
so an event with t̂ > 300 days might appear to be
an (unblended) event with t̂ < 300 days which would
pass our cuts. E(t̂ ) only enters the optical depth cal-
culation evaluated at the measured t̂ values, so this
point has no effect on our optical depth estimate be-
cause our longest detected event has t̂ < 150 days.
Fig. 26.— The blend inefficiency factor: u2Ti/(fiu
2
T )
is plotted as a function of fi for uT = 0 (bottom), 0.2,
0.4, 0.6, 0.661 (dashed), 0.8, 1.0 (thick), 1.2, 1.4 and
1.6 (top). The dashed line corresponds to our event
detection threshold of AT = 1.75. These curves indi-
cate how much the optical depth efficiency is reduced
by blending as a function of fi and uT . For uT < 1
blending always decreases the optical depth efficiency.
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Table 1
Field Centers
a
Field No. Center: RA Dec (2000) Observations
1 05 05 21.3 -69 05 13 650
2 05 12 58.2 -68 28 16 456
3 05 22 36.3 -68 26 00 416
5 05 11 13.0 -69 41 00 501
6 05 19 54.4 -70 18 49 509
7 05 28 47.4 -70 29 46 618
9 05 11 07.4 -70 23 42 446
10 05 04 20.8 -69 53 56 363
11 05 37 07.6 -70 32 34 567
12 05 45 42.6 -70 34 44 435
13 05 19 41.7 -70 52 38 383
14 05 35 58.1 -71 09 20 379
15 05 45 46.4 -71 15 31 398
18 04 57 49.1 -68 55 46 313
19 05 06 10.3 -68 18 45 378
47 04 52 56.6 -68 00 27 300
77 05 27 27.1 -69 45 41 785
78 05 19 17.6 -69 43 39 745
79 05 12 53.1 -69 05 15 684
80 05 22 55.0 -69 04 00 634
81 05 36 19.0 -69 48 00 441
82 05 33 06.0 -69 03 00 426
a This table lists the 22 well-sampled fields used in the
current analysis. We observe 82 LMC fields in total, but
the remaining 60 were observed much less often (∼ 60 ob-
servations each) in the first 2 years.
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Table 2
Selection Criteria
Description Old New Change
Crowding fCRD < 1.67 fCRD <
(
∆χ2/(χ2/Ndof)
)10/9
/520 Loosened
SN echo 10′ × 10′ square excl. 10′ × 10′ square excl. Unchanged
Coverage ≥ 3 pts. on rise & fall ≥ 1 pt. on rise & fall Loosened
High points 8 points > 1σ high 6 points > 1σ high Loosened
Baseline fit χ2ml/Ndof < 3 χ
2
ml−out/Ndof < 4 Loosened
Peak fit χ2peak/Ndof < 4 ∆χ
2/(χ2peak/Ndof) > 200 Loosened
Chromaticity Pachrom < 0.997 None Loosened
Peak significance ∆χ2/(χ2ml/Ndof) > 200 ∆χ
2/(χ2ml/Ndof) > 500 Tightened
Amplification Amax > max(1.50, 1 + 2σ) Amax > max(1.75, 1 + 2σ) Tightened
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Table 3
Candidate Microlensing Events
Event a RA Dec (2000) V V-R tmax t̂ Amax f0R f0B χ
2/Ndof
1a 05 14 44.3 -68 48 01 19.6 0.6 57.08(3) 34.7(3) 7.2(1) 93.4(3) 63.0(3) 1.420
1b 05 14 44.3 -68 48 01 19.6 0.6 57.26(4) 34.3(3) 7.5(3) 77.7(2) 47.8(2) 1.134
4 05 17 14.6 -70 46 59 20.0 0.2 647.2(2) 46(2) 3.00(4) 35.6(2) 40.6(3) 1.416
5 05 16 41.1 -70 29 18 20.7 0.4 24.0(3) 82(2) 58(5) 26.5(4) 20.5(3) 1.680
6 05 26 14.0 -70 21 15 19.6 0.3 197.5(7) 87(4) 2.14(4) 57.1(5) 59.3(5) 0.873
7 05 04 03.4 -69 33 19 20.7 0.4 463.0(3) 115(3) 6.16(10) 23.2(3) 23.3(3) 1.447
8 05 25 09.4 -69 47 54 20.1 0.3 388.4(5) 62(2) 2.24(5) 35.1(4) 39.4(3) 2.218
9b 05 20 20.3 -69 15 12 19.3 0.3 597.1(8) 147(3) 1.86(15) 77.5(4) 81.0(3) 6.868
10 05 01 16.0 -69 07 33 19.4 0.2 205.3(3) 42(1) 2.36(5) 67.4(3) 79.8(3) 1.982
11 05 34 21.8 -70 41 07 21.5 0.4 -8.6(3) 266(9) 11.9(4) 74(2) 64(2) 2.964
12a 05 33 51.7 -70 50 59 21.2 0.3 -10.0(3) 138(5) 7.2(4) 14.3(3) 14.6(3) 1.487
12b 05 33 51.7 -70 50 59 21.2 0.3 -11.4(8) 162(8) 6.8(2) 12.6(3) 11.5(2) 1.536
aEvents 1-3 appeared in A96, but 2 & 3 are not in the sample used here. We number the current sample 1, 4
. . . 12 to avoid ambiguity.
bEvent 9 is the binary microlensing event; the parameters here are those resulting from a single-lens fit, and are
not strictly appropriate.
The magnitudes and colors are based on an approximate transformation from our non-standard passbands. Time
of peak magnification tmax is in JD - 2,449,000. The microlensing fit parameters tmax,t̂ , Amax are defined in eq. 2.
Units of f0B, f0R are arbitrary but are given for comparison with Table 4. The figure in brackets gives the formal
1σ uncertainty of the least significant digit(s).
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Table 4
Microlensing Fits with Blending
Event tmax t̂ Amax flR flB fuR fuB χ
2/Ndof
1a 57.08(3) 34.9(4) 7.25(16) 93(2) 62.0(9) 0(2) 1.2(1.0) 1.422
1b 57.26(4) 34.3(8) 7.5(3) 78(3) 48(2) 0(3) 0(2) 1.136
4 646.8(2) 79(13) 6.4(1.2) 14(4) 15(4) 21(4) 26(4) 1.383
5 24.0(3) 111(3) 220(70) 15.4(5) 15.6(4) 17.4(7) 0.0(2) 0.965
6 197.5(7) 94(3) 2.37(9) 47(3) 51(2) 10(3) 8(2) 0.875
7 463.0(3) 128(3) 7.1(2) 18.1(5) 21.7(3) 6.6(7) 0.0(2) 1.318
8 388.4(5) 62(3) 2.28(11) 35(3) 38(2) 0(3) 2(2) 2.227
9a 603.04(2) 143.4(2) () 20.57(13) 14.48(8) 58.8(3) 68.82(15) 1.755
10 205.3(3) 42.7(1.3) 2.40(5) 66(2) 78(3) 2(2) 2(3) 1.989
aFor the binary microlensing event (9) the fit parameters given are for the binary lens fit described
in (Bennett et al. 1996; Alcock et al. 1996e) Not all of the these parameters are appropriate for this
fit.
Time of peak magnification tmax is in JD - 2,449,000. The microlensing fit parameters tmax, t̂ ,
and Amax are defined in eq. 2. The figure in brackets gives the formal 1σ uncertainty of the least
significant digit(s).
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Table 5
Impact Parameter Distribution
Event Subset 〈umin〉 P (< umin) a
1,5 0.080 0.032
1,5,7 0.109 0.024
1,4,5,7 0.169 0.061
1,4-7 0.237 0.194
1,4-8 0.279 0.343
1,4-8,10 0.304 0.466
1,4,5 0.170 0.097
aThis is the probability that, given a
number of detected events equal to that
in the subsample, the mean umin would
be smaller than the observed value in the
previous column.
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Table 6
Spatial Distribution Statistical Tests
Events bar bias KS distance PKS PKS (1-sided) PWilcoxon
8 1 -0.268 0.546 0.273 0.83
8 4 +0.233 0.717 0.358 0.35
8 12 +0.386 0.140 0.070 0.12
6 1 -0.258 0.754 0.388 0.68
6 4 +0.318 0.495 0.243 0.28
6 12 +0.417 0.176 0.088 0.12
The results of the Kolmorogov-Smirnov 2-sided and 1-sided tests, and that
of the Wilcoxon test on the distribution of distances from the lensing event
locations to the center of the LMC bar for our 8 and 6 event samples are
shown for models with ‘bar biases’ of 1 (halo lensing), 4, and 12. The ‘bar
bias’ refers to the factor by which the microlensing optical depth in the bar
exceeds the optical depth outside the bar. The sign on the KS distance is
positive if the observed distribution is more uniform than the model. The
1-sided KS probabilities refer to 1-sided KS tests of bias= 1 models against
the bias> 1 hypothesis and the bias= 4 or 12 models against the bias< 4
or bias< 12 hypotheses. The Wilcoxon probability is that the bar distances
from the observations are not systematically greater than those predicted by
the models.
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Table 7
Single Event Optical Depths
Event t̂ t̂ bl τ1
1 34.7 38.8 1.8× 10−8
4 46 52 2.3× 10−8
5 82 88 3.5× 10−8
6 87 100 4.1× 10−8
7 115 131 6.0× 10−8
8 62 70 2.8× 10−8
9 147 143 6.6× 10−8
10 42 47 2.1× 10−8
The quantity t̂ bl is the average actual event
timescale for events in our Monte Carlo calcula-
tions which are detected with an unblended fit
timescale of t̂ . t̂ bl can be used as an unbiased
estimator of the actual t̂ value. For the binary
event, # 9, the blended fit t̂ value is used instead.
τ1 indicates the contribution of each event to the
total microlensing optical depth, computed using
equation (6).
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Table 8
Optical Depth Confidence Intervals
E type # of events τ(10−7) for confidence level:
0.025 0.05 0.16 measured 0.84 0.95 0.975
photometric 8 1.24 1.47 1.99 2.93 4.30 5.28 5.82
sampling 8 1.12 1.31 1.77 2.59 3.79 4.66 5.12
photometric t̂ -fit 8 1.33 1.55 2.10 3.06 4.49 5.53 6.07
sampling t̂ -fit 8 1.18 1.38 1.85 2.71 3.95 4.85 5.32
sampling no t̂ -cor. 8 1.00 1.17 1.60 2.34 3.44 4.23 4.67
photometric 6 0.77 0.93 1.33 2.06 3.18 4.00 4.44
sampling no t̂ -cor. 6 0.61 0.74 1.04 1.59 2.43 3.06 3.40
The table entries show limits at various confidence levels on the microlensing optical depth τ
in units of 10−7, with different assumptions for the detection efficiency E , different t̂ corrections
(due to blending), and 6 or 8 events assumed to be microlensing. Our photometric efficiencies
are considered the most accurate estimate of the true microlensing detection efficiency, and the
average t̂ correction is preferred because it is unbiased. The photometric efficiency results with
the average t̂ correction are displayed in bold face type. The ‘no t̂ correction’ values are to be
considered extreme lower limit values.
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Table 9
Maximum Likelihood Fits
Events a Model b Halo mML(M⊙) c fML fMLMH(1010M⊙) τML(10−8)
6 S med. 0.46+0.30−0.17 0.50
+0.30
−0.20 20
+12
−7 24
+14
−8
6 A med. 0.32+0.25−0.11 0.41
+0.25
−0.17 19
+11
−8 23
+14
−9
6 B large 0.55+0.38−0.21 0.30
+0.19
−0.12 22
+14
−9 24
+15
−10
6 C small 0.21+0.12−0.08 0.61
+0.36
−0.25 14
+8
−6 18
+11
−8
6 D E6 0.31+0.18−0.11 0.37
+0.22
−0.15 17
+10
−7 22
+13
−8
6 E max disk 0.04+0.02−0.01 2.8
+?
−? 22
+?
−? 24
+?
−?
6 F big disk 0.13+0.08−0.05 1.2
+0.70
−0.47 25
+14
−10 23
+13
−9
6 G big disk 0.21+0.12−0.08 0.71
+0.44
−0.29 23
+14
−9 23
+14
−10
8 S med. 0.45+0.24−0.15 0.68
+0.33
−0.23 28
+13
−9 32
+16
−11
8 A med. 0.32+0.20−0.09 0.55
+0.28
−0.20 25
+13
−9 31
+16
−11
8 B large 0.56+0.31−0.20 0.41
+0.21
−0.15 29
+15
−11 33
+17
−12
8 C small 0.21+0.11−0.07 0.83
+0.40
−0.29 19
+9
−7 25
+12
−9
8 D E6 0.31+0.16−0.11 0.50
+0.25
−0.18 23
+12
−8 30
+15
−11
8 E max disk 0.04+0.02−0.01 > 1 ? ?
8 F big disk 0.13+0.06−0.04 1.67
+0.70
−0.52 34
+14
−11 32
+14
−10
8 G big disk 0.20+0.11−0.07 0.97
+0.49
−0.34 31
+16
−11 32
+16
−11
a This column shows the number of events assumed to result from halo microlensing. The
8-event sample is 1,4. . . 10 ; the 6-event sample excludes events 9 & 10.
bThe models are defined as in A96; in summary, model S is given by eq. 8, the others are
Evans models. Model A is similar to model S. Models B and C have more and less massive halos;
model D is similar to A but flattened to E6. Model E is an extreme maximal disk/minimal halo
model, while F and G are more realistic heavy disk/ light halo models.
cColumns 4 & 5 show the maximum likelihood Macho mass and halo fraction from Section 6.6.
Columns 6 & 7 show the implied total mass of Machos within 50 kpc of the Galactic center, and
the resulting optical depth. For model (E) some entries are marked “?” indicating that the halo
fraction became unreasonably large and the numerically calculated error estimates were therefore
inaccurate. 53
Table 10
Microlensing by Stars a
Population τ(10−7)
〈
t̂
〉
(days) 〈l〉 ( kpc) Γ(10−7yr−1) Nexp
Thin disk 0.15 112 0.96 0.62 0.29
Thick disk 0.036 105 3.0 0.16 0.075
Spheroid 0.029 95 8.2 0.14 0.066
LMC center 0.53 93 49.8 2.66 (1.19)
LMC average 0.32 93 49.8 1.60 0.71
Halo S 4.7 89 14.4 24.3 11.2
aThis table shows microlensing quantities for model stellar populations, with
Scalo PDMF and the density and velocity distributions given in A96. 〈l〉 is the
mean lens distance. Γ is the total theoretical microlensing rate. The expected
number of events Nexp includes our detection efficiency averaged over the t̂
distribution. For the LMC, two rows are shown; firstly at the center, and
secondly averaged over the location of our fields; only the averaged Nexp is
relevant.
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