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We demonstrate how the physics of multiboson correlation interference leads to the computational
complexity of linear optical interferometers based on correlation measurements in the degrees of
freedom of the input bosons. In particular, we address the task of MultiBoson Correlation Sampling
(MBCS) from the probability distribution associated with polarization- and time-resolved detections
at the output of random linear optical networks. We show that the MBCS problem is fundamentally
hard to solve classically even for nonidentical input photons, regardless of the color of the photons,
making it also very appealing from an experimental point of view. These results fully manifest the
quantum computational supremacy inherent to the fundamental nature of quantum interference.
Motivation. The interference of multiple bosons
based on high-order correlation measurements [1–3] in
a linear network is a phenomenon that is fundamental
in atomic, molecular, and optical physics. The richness
of its features gives rise to a wide variety of applications
in quantum information processing [1, 4, 5], quantum
metrology [6–8], and imaging [9]. Already correlated de-
tections of two bosons after the interaction with a bal-
anced beam splitter reveal an interference effect of truly
quantummechanical origin [10–13]: both particles always
end up in the same output port due to the destructive in-
terference of the two-boson quantum paths in which the
bosons are either both reflected or both transmitted.
Going to higher-order correlation measurements in op-
tical networks of large dimensions, multiboson interfer-
ence becomes increasingly complex, promising a compu-
tational power that is not achievable classically [14, 15].
Multiphoton correlation experiments with more than two
photons have already been performed [16–26], providing
an important milestone towards experiments of higher
orders [27, 28].
These experiments are usually based on joint measure-
ments at the interferometer output ports “classically” av-
eraging over the photons’ degrees of freedom (e.g. time,
polarization). In this context, Aaronson and Arkhipov
argued the computational hardness of multiboson inter-
ference in linear optics for identical bosons by introduc-
ing the well-known boson sampling problem [14]. Does
this computational hardness also occur for nonidentical
photons? While the computational complexity for par-
tially distinguishable photons is still not known [15], it is
clear that boson sampling becomes computationally triv-
ial for fully distinguishable photons when the information
about the detection times and polarizations is completely
ignored.
However, recent technological advances have enabled
experimentalists to produce arbitrarily polarized single
photons with near arbitrary spectral and temporal prop-
erties [29–31] which can be “read out” by time- and
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polarization-resolving measurements [1, 32–35] with ex-
tremely fast detectors [36]. This makes it possible to
encode entire “quantum alphabets” in the degrees of free-
dom of multiple photons [37, 38] and to retrieve the en-
coded information by correlation measurements in those
degrees of freedom, representing a valuable tool in quan-
tum information processing [1, 39–52].
All these remarkable technological achievements now
allow experimentalists to fully address the following fun-
damental questions about the interplay between the
physics and the complexity of multiboson interference:
How do the spectral distributions of N nonidentical pho-
tons determine the occurrence of N -photon interference
events in time- and polarization-resolving correlated mea-
surements? How and to what degree is this occurrence
connected with computational complexity? Does compu-
tational hardness really disappear for input bosons that
are completely distinguishable in their spectra? This let-
ter aims to answer all these important questions, from
both a fundamental and an experimental point of view,
demonstrating the inherent computational complexity of
the physics of multiboson correlation interference even
for nonidentical photons.
MultiBoson Correlation Sampling (MBCS).
We consider N single photons prepared at the N input
ports of a linear interferometer (see Fig. 1) with 2M 
2N ports. The interferometer unitary transformation U
is chosen randomly according to the Haar measure and
is implemented by using a polynomial number (in M)
of passive linear optical elements [53]. The state of N
single photons injected in a set S of N input ports s ∈ S
is given by
|S〉 ..=
⊗
s∈S
|1[ξs]〉s
⊗
s/∈S
|0〉s,
with the single photon states
|1[ξs]〉s ..=
∑
λ=1,2
∞∫
0
dω (eλ · ξs(ω)) aˆ†s,λ(ω)|0〉s, (1)
where {e1, e2} is an arbitrary polarization basis and
aˆ†s,λ(ω) is the creation operator for the frequency mode
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FIG. 1. General setup for multiboson correlation sampling.
N single photons are injected into an N -port subset S of the
M  N input ports of a random linear interferometer. At
the output of the interferometer, they are detected in one
of the possible port samples D containing N of the M out-
put ports at corresponding detection times and polarizations
{td,pd}d∈D. For each output port sample D and given input
configuration S, the evolution through the interferometer is
fully described by a N ×N submatrix U (D,S) of the M ×M
interferometer matrix U .
ω and the polarization λ [54]. The complex spectral am-
plitude
ξs(ω) ..= vs ξs(ω − ωs) eiωt0s (2)
is defined by the spectral shape ξs(ω−ωs) ∈ R (centered
around the central frequency (photon color) ωs and with
normalization
∫
dω |ξs(ω)|2 = 1), the polarization vs,
and the time t0s of emission of the photon injected in
the port s ∈ S. For simplicity, we consider input-photon
spectra satisfying the narrow bandwidth approximation
and a polarization-independent interferometric evolution
with equal propagation time ∆t for each possible path
from an input source to a detector at the interferometer
output.
Given such a multiboson interferometer and assuming
identical photons, ξs = ξ ∀s ∈ S, the boson sampling
problem [14] was defined by Aaronson and Arkhipov as
the task of sampling from the probability distribution
over the output port samples D, regardless of detection
times and polarizations. We address here an interesting
generalization of this famous problem by introducing the
problem of MultiBoson Correlation Sampling (MBCS)
[1, 55]. The MBCS problem is defined as the task of
sampling at the interferometer output from the probabil-
ity distribution associated with time- and polarization-
resolving correlation measurements. Each possible sam-
ple corresponds to an N -photon detection event at an N -
port subset D of the M output ports at given times and
polarizations {td,pd}d∈D, with pd ∈ {e1, e2} [56]. The
N -photon detection probability rate corresponding to a
sample (D, {td,pd}d∈D) depends [1] on both the N ×N
submatrix
U (D,S) ..= [Ud,s]d∈D
s∈S
of the M ×M unitary matrix U describing the interfer-
ometer, and the Fourier transforms
χs(t) ..= F [ξs](t−∆t)
= vs χs(t− t0s −∆t) eiωs(t−t0s−∆t) (3)
of the single-photon spectra ξs(ω) in Eq. (2) (with χs(t)
being the Fourier transform of ξs(ω)). Defining the ma-
trices
T (D,S){td,pd} ..=
[Ud,s (pd · χs(td))]d∈D
s∈S
and using the definition
permM ..=
∑
σ∈ΣN
N∏
i=1
Mi,σ(i)
of the permanent of a matrixM, where the sum runs over
all permutations σ in the symmetric group ΣN , the prob-
ability rate of an N -fold detection event (D, {td,pd}d∈D)
is
G
(D,S)
{td,pd} =
∣∣∣perm T (D,S){td,pd}∣∣∣2 , (4)
for ideal photodetectors.
By considering an integration time TI short enough
such that
∀td : χs(t−t0s−∆t)χs′(t−t0s′−∆t) ei(ωs−ωs′ )t ≈ const.
∀t ∈ [td − TI , td + TI ],∀s, s′ ∈ S, (5)
we obtain, for a detection sample (D, {td,pd}d∈D), the
probability
P
(D,S)
{td,pd} = (2TI)
N
∣∣perm T (D,S){td,pd}∣∣2 (6)
of an N -fold detection in the time intervals {[td−TI , td+
TI ]}d∈D, where the detection time axes are discretized
with step width 2TI .
We emphasize that, for each possible sample
(D, {td,pd}d∈D), the probability in Eq. (6) is at most
exponentially small in N , as demonstrated in Theorem 1
in the Supplemental Material [57].
Exact MBCS . Obviously, the complexity of sam-
pling exactly from the probability distribution defined
by Eq. (6) depends on the N -tuples {ξs}s∈S of single-
photon input spectra in Eq. (2) [58].
With that in mind, in order to establish the complex-
ity of exact MBCS, it is useful to define the N -photon
interference matrix with elements
a(s, s′) ..= |vs · vs′ |
∞∫
−∞
dt |χs(t− t0s)| |χs′(t− t0s′)| ≤ 1,
(7)
with s, s′ ∈ S, depending on the pairwise overlaps of the
absolute values of the temporal single-photon detection
3amplitudes [59] χs(t− t0s −∆t) eiωs(t−t0s−∆t) and of the
polarizations vs in Eq. (3) . For non-vanishing elements
0 < a(s, s′) ≤ 1 ∀s, s′ ∈ S, (8)
there exists a time interval T and at least a polarization
eλ¯ ∈ {e1, e2}, such that
eλ¯ · χs(td) 6= 0 ∀td ∈ T, ∀s ∈ S,∀d ∈ D.
It is then ensured that for each detection sample
(D, {td,pd}d∈D), with td ∈ T,pd = eλ¯ ∀d ∈ D, the input
photons are indistinguishable at the detectors: this leads
to the interference of all possible N ! N -photon quantum
paths manifested by the coherent superposition of all cor-
responding, non-vanishing N ! N -photon detection ampli-
tudes in Eq. (4). Therefore, only the conditions (5) and
(8) for the nonidentical input spectra {ξs}s∈S in Eq. (2)
are enough to ensure the occurrence of N -photon corre-
lation interference events.
Even more interestingly, the same simple conditions
lead to the computational hardness of the exact MBCS
problem, establishing a connection between the occur-
rence of multiphoton correlation interference and com-
plexity. Indeed, for approximately equal detection times
td ≈ t ∈ T and equal polarizations pd = eλ¯, ∀d ∈ D, the
multiphoton detection probabilities in Eq. (6) become
P
(D,S)
{td,pd} =
∣∣∣permU (D,S)∣∣∣2 (2TI)N ∏
s∈S
|eλ¯ · χs(t)|2 . (9)
The interference of all N -photon quantum paths in
Eq. (9) depends, apart from an overall factor, only on
the permanent of a submatrix U (D,S) of the interferom-
eter random unitary matrix U . For N  M , these ma-
trices have elements given by approximately independent
and identically distributed (i.i.d.) Gaussian random vari-
ables and the approximation of their respective perma-
nents is a #P-hard task [14]. We emphasize that the
presence of only an arbitrarily small fraction of samples
with probabilities as in Eq. (9) would be enough to en-
sure the hardness of the exact MBCS. This can be shown
analogously to the hardness proof of the original prob-
lem of exact boson sampling in [14]. Indeed, the ability
to perform exact MBCS with a polynomial number of
resources would imply that the task of approximating
any given, fixed permanent associated with the proba-
bility distribution (6) is in the complexity class BPPNP.
Since this would also include the task of approximating
the #P-hard permanents emerging in Eq. (9), the poly-
nomial hierarchy would collapse to the third level, which
is strongly believed to be highly unlikely. We refer to
section II of the Supplemental Material for more details
[57].
Interestingly, differently from the original boson sam-
pling problem [14], the classical intractability of exact
MBCS is not conditioned on input photons with approx-
imately identical spectra ξs in Eq. (2). Only the simple
conditions (5) and (8) on the spectra are enough to guar-
antee its computational hardness.
Approximate MBCS. Is approximate MBCS also
not tractable with a classical computer? Such a ques-
tion is obviously of fundamental importance from an ex-
perimental point of view, since it takes into account the
inevitable experimental errors in an MBCS quantum in-
terferometer which make only approximate sampling pos-
sible [58]. We consider, for simplicity, the case of an N -
photon interference matrix in Eq. (7) with unit elements
a(s, s′) ∼= 1 ∀s, s′ ∈ S. (10)
This corresponds to two possible scenarios. Either all the
input photons are completely identical or they differ only
by their color, i.e. central frequency. In these cases the
input photons have equal polarizations and are always
indistinguishable at the detectors independently of the
detection times and polarizations.
To simplify the expressions, we consider here
polarization-insensitive-detectors.
a. Identical input photons. For approximately iden-
tical frequency spectra
ξs(ω) ∼= ξ(ω) ∀s ∈ S,
by using Eq. (6), the polarization-insensitive detection
probability reads
P
(D,S)
{td}
..=
∑
{pd}∈{e1,e2}N
P
(D,S)
{td,pd}
=
∣∣∣permU (D,S)∣∣∣2 (2TI)N ∏
d∈D
|χ(td)|2 ,
where we used the property
∑
pd=e1,e2
|pd · v| = |v|2 = 1.
Of course the only possible events occur within a
detection-time interval where the function |χ(td)| =
|F [ξ](td −∆t)| is not negligible. Here, independently
of the detection times {td}d∈D, all the probability rates
associated with each possible sample (D, {td}d∈D) are
given, apart from a prefactor, by the permanents ofN×N
submatrices U (D,S) of the interferometer transformation
U .
When the observer ignores the information about the
detection times the approximate MBCS problem reduces
to the well known standard formulation of the approx-
imate boson sampling problem, which Aaronson and
Arkhipov argued to be intractable with a classical com-
puter [14]. Therefore, the approximate MBCS problem
is at least as complex as the original approximate boson
sampling problem.
b. Photons of different colors. We now address the
case of input photons in Eq. (1) with spectral distribu-
tions
ξs(ω) = v ξ(ω − ωs) eiωt0 ,
with equal emission times t0s = t0 and equal polariza-
tions vs = v but different colors ωs. For simplicity, we
consider spectral shapes
ξ(ω) =
1√
pi∆ω
sinc
( ω
∆ω
)
4with equal bandwidths ∆ωs = ∆ω . |ωs − ωs′ | ∀s, s′,
where sincx ..= sinx/x. The N -photon interference at
the detectors is therefore characterized by the Fourier
transforms
χs(t) = v
√
∆ω
2
rect
(
∆ω(t− t0 −∆t)
2
)
eiωs(t−t0−∆t),
with the rectangular function
rectx ..=

1 |x| < 1
2
1
2
|x| = 1
2
0 else
.
Therefore, the condition (10) is satisfied, and the proba-
bility rates in Eq. (4) are non-vanishing only for detection
times td ∈ T ..= [t0 +∆t−1/∆ω, t0 +∆t+1/∆ω] ∀d ∈ D.
Moreover, Eq. (5) is fulfilled for integration times
TI  |ωs − ωs′ |−1 ∀s, s′ ∈ S, (11)
where (TI∆ω)−1 defines the number of discrete steps
of length 2TI along the time interval T . As is known,
detectors with such high time-resolution cannot distin-
guish photons of different colors ωs and multiphoton in-
terference can be observed. Indeed, from Eq. (6), the
polarization-independent detection probabilities are
P
(D,S)
{td} = (∆ω TI)
N
∣∣∣∣perm([U (D,S)d,s eiωstd ]d∈D
s∈S
)∣∣∣∣2(12)
for all possible detection time intervals [td−TI , td+TI ] ⊂
T . Such probabilities are proportional to permanents
of matrices whose elements are the elements of U (D,S)
multiplied by the complex phases exp(iωstd).
Since the elements U (D,S)d,s of the submatrices U (D,S) are
i.i.d. Gaussian random variables and the phase factors
eiωstd only rotate such elements in the complex plane, the
entries of the matrices [U (D,S)d,s eiωstd ]d∈D
s∈S
are also i.i.d.
Gaussian random variables as shown in App. C of the
Supplemental Material [57]. Therefore, the probability
distribution of the interferometer output interestingly de-
pends, for all possible samples, on permanents whose ap-
proximation to within a multiplicative factor is a #P-
hard problem [14]. Consequently, even for input photons
of different colors, it is possible to show in analogy with
Ref. [14] that approximate MBCS is of at least the same
complexity as the standard boson sampling with identi-
cal photons [60]. As a “bonus”, the number of possible
samples (D, {td}d∈D) is exponentially larger (by a factor
(TI∆ω)
−N with TI∆ω  1 according to Eq. (11)) with
respect to the standard boson sampling problem.
Does approximate MBCS retain its complexity even for
photons which are completely pairwise distinguishable in
their colors ωs (i.e. ωs − ωs′  ∆ω ∀s 6= s′)? We first
emphasize that, since these photons are characterized by
a pairwise overlap
∞∫
0
dω ξs(ω) · ξs′(ω) ∼= 0 ∀s 6= s′, (13)
the approximate boson sampling problem is trivial [14].
Indeed, in this case, by averaging the rate in Eq. (4) over
all possible detection times and polarizations, one finds
that the boson sampling probability [1]
P (D,S) = perm
[∣∣U (D,S)d,s ∣∣2]d∈D
s∈S
,
for an output port sample D, is given by the permanent of
a non-negative matrix that can be approximated with a
polynomial number of resources [61]. Consequently, one
might guess that also the approximate MBCS is compu-
tationally trivial. Nonetheless, the complexity emerging
from the result in Eq. (12) is independent of the colors
ωs of the input photons, demonstrating that also in this
case approximate MBCS is classically intractable.
Two essential physical aspects are behind the demon-
strated complexity of approximate MBCS: all possible
detection-time events can be an outcome of the sam-
pling experiment (none of the events is disregarded) and
all these time samples arise from the interference of N !
multiphoton quantum paths. In conclusion, the physics
of sampling among all possible N -photon interference
events behind our proposal is at the heart of the com-
plexity of approximate MBCS.
Discussion . In this letter, we demonstrated how and
to what degree the occurrence of multiphoton interfer-
ence in time- and polarization-resolving correlation mea-
surements leads to computational hardness in linear op-
tical interferometers.
The definition of an N -photon interference matrix
a(s, s′) in Eq. (7) allowed us to formulate the simple suffi-
cient condition (8) on the spectra of the input photons for
the occurrence of N -photon interference, provided suffi-
ciently small integration times (see Eq. (5)).
Remarkably, these two simple conditions are also suf-
ficient to guarantee the complexity of exact MBCS. In
contrast, the complexity of the original exact boson sam-
pling problem has only been proven for identical input
photons.
For approximate MBCS on the other hand, not only
the existence of samples exhibiting full N -photon inter-
ference (guaranteed by (8)) is important but also their
fraction with respect to the total number of samples. In-
terestingly, this is encoded in the magnitude of the entries
a(s, s′) of the N -photon interference matrix in Eq. (7).
It was thus natural to consider the simple case of full
overlap of the modulus of the single-photon detection am-
plitudes (a(s, s′) = 1) where all possible detection events
correspond toN -photon interference samples [62]. In this
case, corresponding to identical input photons or photons
with arbitrary colors, approximate MBCS is at least of
5the same complexity as boson sampling with identical
photons.
This is particularly interesting if the differences in the
central frequencies are much larger than the width of the
single photons’ spectral shapes, corresponding to fully
distinguishable photons in the sense of Eq. (13). While
approximate boson sampling becomes trivial in this case
[14], approximate MBCS is at least as complex as when
perfectly identical input photons are used.
Since detectors with high temporal resolution (< 1ns)
and single photons with large coherence times (> 1µs)
are readily available today experimentally [36], the re-
quirement of time-resolved measurements in the imple-
mentation of the MBCS problem can be readily ful-
filled. Moreover, an implementation of MBCS has the
advantage to ease the difficulties faced in the produc-
tion of identical photons. Indeed, photons of approxi-
mately equal colors (∆ω  |ωs − ωs′ | ∀s 6= s′) are not
needed any more, unlike in the original approximate bo-
son sampling problem. This furthermore paves the way
towards the use of photons of arbitrarily small bandwidth
∆ω, where the indistinguishability in the emission times
(1/∆ω  |t0s − t0s′ | ∀s, s′) can be easily achieved.
In conclusion, all these results represent an important
stepping-stone towards a full fundamental understanding
of the complexity of multiphoton interference of photons
of arbitrary spectra in linear optical networks, when the
information about detection times and polarizations is
not ignored. This may lead to “real world” applications
in quantum information processing [52] and in quantum
optics overcoming the experimental challenge in the pro-
duction of identical bosons.
Finally, our results can be extended to bosonic inter-
ferometric networks with atoms [12, 13, 63], plasmons
[64] or mesoscopic many-body systems [65] and are also
relevant to the study of the complexity of multiboson cor-
relation interference for different input states [2, 66, 67]
and different correlation measurements [68].
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IFrom the Physics to the Computational Complexity of Multiboson Correlation
Interference: Supplemental Material
I. THE MULTIBOSON CORRELATION SAMPLING (MBCS) PROBLEM
Here, we formally define the MultiBoson Correlation Sampling (MBCS) problem in linear interferometers described
by a unitary M ×M matrix chosen randomly according to the Haar measure.
We first introduce the notion of families of interferometer input states {|1[ξs]〉s}s∈S , at the input ports s ∈ S,
defined by the sets {ξs}s∈S of N complex spectral distributions
ξs(ω) ..= vsξs(ω − ωs) eiωt0s , (S1)
with square integrable spectral shapes ξs(ω − ωs) centered around ω = ωs, polarizations vs, central frequencies ωs,
and emission times t0s:
Definition 1 (Families of input states). Let I be the set of square normalized, complex spectral distributions which
fulfill the narrow-bandwidth approximation. For given sets FN ⊆ IN , with N ∈ N, of N -tuples {ξs}s∈S ∈ FN of
single-photon spectra, we define the family F ..= {FN}N∈N. Further, we denote as F the set of all possible families
F .
Secondly, we formally define all the possible samples that can be detected at the interferometer output in the
MBCS problem by discretizing the detection-time axis into bins of width 2TI (integration time) much smaller than
the temporal widths of the photons and centered at times tk ..= 2TIk. Here, k = kmin, kmin + 1, . . . , kmax, where
kmin, kmax ∈ Z define the temporal interval where detections can occur. From now on, we will refer to the time
samples {td}d∈D only in terms of the N integers {kd = td/(2TI)}d∈D and define each possible overall sample as
S ..= (D; {kd}, {pd}), with pd ∈ {e1, e2} for a fixed orthonormal polarization basis {e1, e2}.
The probability distribution
PF = PF ({ξs} ∈ FN , A ∈ UM,N ) (S2)
associated with all the possible samples S is defined by a given rectangular M ×N submatrix
A ..= [Ud,s]d=1,...,M
s∈S
∈ UM,N
of the interferometer matrix U , where UM,N is the set of M ×N matrices with orthogonal columns, and by a given
set of complex spectral distributions {ξs} ∈ FN for the N input photons, with F = {FN}N∈N ∈ F .
As shown in the main letter, defining the matrices
T (D,S){kd,pd} = T
(D,S)
{tkd ,pd}
..=
[
Ud,s
(
pd · χs(2TIkd)
)]
d∈D
s∈S
, (S3)
where
χs(t) = vsχs(t− t0s −∆t) eiωs(t−t0s−∆t) (S4)
are the Fourier transforms of the spectra ξs(ω) in Eq. (S1) (∆t is the delay the photons pick up in the interferometer),
the probability pS associated with the sample S, when sampling from the distribution PF in Eq. (S2), is
pS ..= PrPF
[S] = P
(D,S)
{tkd ,pd}
= (2TI)
N
∣∣∣perm T (D,S){kd,pd}∣∣∣2 . (S5)
For samples Sid with identical detection times kd = k ∀d ∈ D and polarizations pd = p ∀d ∈ D, this simplifies to
pSid = (2TI)
N
∏
s∈S
|p · χs(2TIk)|2
∣∣∣permU (D,S)∣∣∣2 . (S6)
Following Aaronson and Arkhipov in [S1], it is reasonable to represent the elements of the interferometer matrix as
rational numbers (x+iy)/2poly(N) with integers x and y. Analogously, the same holds for the values TI , χs(td−t0s−∆t),
pd · vs, and exp(iωs(td − t0s − ∆t)), with s ∈ S (notice that this representation is reasonable since all these given
complex values describing an MBCS experiment can be approximated with high enough precision by choosing poly(N)
sufficiently large).
We emphasize that, while we will prove the hardness of the MBCS problem assuming the rational representation of
these numbers, this proof can easily be generalized to a representation in terms of algebraic numbers which are dense
in C (more information can be found in App. B).
II
Theorem 1 (Exponential size of the probabilities). Assume that the interferometer matrix and the temporal dis-
tributions are given in a rational representation, as described above. Then, independently of the specific choice of
A ∈ UM,N , F = {FN} ∈ F , and {ξs}s∈S ∈ FN , all the probabilities (S5) in the probability distribution PF are at most
exponentially small,
pS ≥ 2−poly(N) ∀S.
Alternatively, the same result holds if we instead assume that the values are represented by algebraic numbers (which
are dense in C).
Proof. This is demonstrated in App. A. 
Furthermore, the probabilities can be represented as (see App. A)
pS =
wS
2poly(N)
with an integer wS, which ensures that an MBCS oracle as it will be defined in Definition 2 (using a random input
string r of length at most polynomial in N) is able to sample from a probability distribution equal or arbitrarily close
to the exact probability distribution in Eq. (S2) where the probability for each sample S is defined by Eq. (S5).
We can finally define an MBCS oracle as:
Definition 2 (Definition of an MBCS oracle in analogy to [S1]). Let OF be an oracle that takes as input an M ×N
matrix A ∈ UM,N , an N -tuple {ξs}s∈S ∈ FN from a given family F ∈ F , an error bound β > 0 (encoded in
unary as 01/β to ensure a scaling of resources with 1/β)), and a string r ∈ {0, 1}poly(N) which is its only source
of randomness. Let POF = POF ({ξs}, A;β) be the distribution over the outputs of OF if A, {ξs}, and β are
fixed but r is uniformly random. Then, OF is called an exact MBCS oracle for the family F if POF ({ξs}, A;β) ≡
PF ({ξs}, A) for all N ∈ N, A ∈ UM,N , {ξs} ∈ FN , and β > 0. Further, OF is an approximate MBCS oracle for
the family F if ‖POF ({ξs}, A;β) − PF ({ξs}, A)‖ ≤ β for all N ∈ N, A ∈ UM,N , {ξs} ∈ FN , and β > 0, where
‖POF ({ξs}, A;β)− PF ({ξs}, A)‖ ..= 1/2
∑
S
∣∣PrPOF [S]− PrPF [S]∣∣.
II. THE COMPLEXITY OF THE EXACT MBCS PROBLEM
Here, we formally demonstrate the complexity of the exact MBCS problem for the set E of families E defined as:
Definition 3 (Set E of “complex” families in the exact MBCS problem). We define E ⊆ F (with F defined in
Definition 1) as the subset of families E ..= {EN}N∈N which fulfill the condition
∀N ∈ N,∀{ξs} ∈ EN : 0 < a(s, s′) ≤ 1 ∀s, s′ ∈ S, (S7)
with a(s, s′) ..= |vs · vs′ |
∫∞
−∞ dt |χs(t− t0s)| |χs′(t− t0s′)|.
We first introduce the following theorem:
Theorem 2. Let E = {EN}N∈N ∈ E. It is then ensured that a sequence
{
(kN ,pN )
}
N∈N of time-polarization tuples,
with kN ∈ {kmin, . . . , kmax} and pN ∈ {e1, e2}, exists such that
|pN · χs(2TIkN )|2 > 0 ∀s ∈ S.
For any given N , the tuple (kN ,pN ) can be found in polynomial time.
Proof of Theorem 2. As already discussed in the main letter, the condition (S7) for a fixed N directly implies the
existence of at least one time bin kN and one polarization pN for which all N amplitudes pN ·χs(2TIkN ), with s ∈ S,
are non-vanishing.
Moreover, due to the finite number L ..= kmax − kmin + 1 of time bins in the interval [kmin, kmax], (kN ,pN ) can be
found in polynomial time. 
We can now formulate the main theorem on the complexity of exact MBCS:
Theorem 3 (Main theorem on the complexity of exact MBCS). If OE is an exact MBCS oracle for a given family
E ∈ E, then P#P ⊆ BPPNPOE . This implies that the polynomial hierarchy collapses to the third level if the exact
MBCS problem for states in the family E can be solved in polynomial time by a classical computer.
III
Proof of Theorem 3. If a matrix X ∈ RN×N and a parameter g ∈ [1 + 1/poly(N), poly(N)] are given, it is #P-hard
to approximate |permX|2 to within a multiplicative factor g [S1].
We now show that, given an MBCS oracle OE for a family E ∈ E (with E defined in Definition 3), it is possible to
perform this approximation in FBPPNP
OE .
As shown in [S1], given γ ..= 1/‖X‖ ≥ 2−poly(N), it is possible for any M ≥ 2N to find in polynomial time a unitary
M ×M matrix U which contains γX as its top-left N ×N submatrix, i.e.
γX = [Ud,s]d=1,...,N
s=1,...,N
.
Given S ..= {1, 2, . . . , N}, the matrix A = [Ud,s]d=1,...,M
s∈S
∈ UM,N and the spectra {ξs}s∈S ∈ EN induce the probabil-
ity distribution PE = PE({ξs}, A). From Theorem 2, a tuple (kN ,pN ) exists such that
∏
s∈S |pN · χs(2TIkN )|2 > 0.
For the sample
S∗ ..= (D∗; {kN , . . . , kN︸ ︷︷ ︸
N times
}, {pN , . . . ,pN︸ ︷︷ ︸
N times
}),
with
D∗ ..= {1, 2, . . . , N},
the probability in Eq. (S6) becomes
pS∗ = PrPE
[S∗] = γ2N (2TI)N
∏
s∈S
|pN · χs(tN )|2 |permX|2 . (S8)
According to Definition 2, the exact MBCS oracle OE samples from the probability distribution POE ({ξs}, A;β) ≡
PE({ξs}, A) returning the value OE({ξs}, A, r) = S∗ with probability
pS∗ = Pr
r∈{0,1}poly(N)
[OE({ξs}, A, r) = S∗].
Defining the Boolean function
f : {0, 1}poly(N) → {0, 1}, r 7→
{
1 OE({ξs}, A, r) = S∗
0 OE({ξs}, A, r) 6= S∗ , (S9)
we can also express this probability as
pS∗ =
1
2poly(N)
∑
r∈{0,1}poly(N)
f(r). (S10)
Therefore, we can use Stockmeyer’s algorithm [S2] to approximate pS∗ to within a multiplicative factor g ∈ [1 +
1/poly(N), poly(N)] in FBPPNP
OE in time polynomial in N . Consequently, from Eq. (S8), we can approximate
|permX|2 in FBPPNPOE as well. Since performing such an approximation is a #P-hard problem [S1], P#P ⊆
BPPNP
OE . If the MBCS problem could be solved in polynomial time by a classical computer this would imply
P#P ⊆ BPPNP, which, by Toda’s theorem [S3], would lead to a collapse of the polynomial hierarchy to the third
level. 
III. THE APPROXIMATE MBCS PROBLEM
We consider, for simplicity, a multiboson correlation experiment with polarization-insensitive detectors and states
from a family R := {RN}N∈N ∈ F (with F defined in Definition 1) of input states {|1[ξs]〉s}s∈S defined by input
spectra
{ξs(ω)}s∈S =
{
v
1√
pi∆ω
sinc
(
ω − ωs
∆ω
)
eiωt0
}
s∈S
IV
with equal emission times t0s = t0, equal polarizations vs = v, and equal bandwidths ∆ωs = ∆ω
but different colors ωs. For these spectra, the elements of the N -photon interference matrix a(s, s′) ..=
|vs · vs′ |
∫∞
−∞ dt |χs(t− t0s)| |χs′(t− t0s′)| fulfill the condition
a(s, s′) ' 1 ∀s, s′
of full temporal overlap. As in section II, we discretize the detection-time axis into time bins of width 2TI . Here,
as described in the main letter, in each output port a detection can only occur in the time bins tk ..= 2TIk ∈ T ..=
[t0 + ∆t − 1/∆ω, t0 + ∆t + 1/∆ω], with k ∈ {kmin, kmin + 1, . . . , kmax}, where kmin ..= (t0 + ∆t − 1/∆ω + TI)/(2TI)
and kmax ..= (t0 +∆t+ 1/∆ω − TI)/(2TI). Therefore, the total number of time bins in which a detection is possible
is L ..= 1/(TI∆ω). Given the output probability distribution
PR ..= PR({ξs}s∈S ∈ RN , A ∈ UM,N ),
for a given sample S ..= (D; {kd}), the probability
pS ..= PrPR
[S] = P
(D,S)
{tkd}
= (TI∆ω)
N
∣∣∣∣perm([U (D,S)d,s eiωstkd ]d∈D
s∈S
)∣∣∣∣2 ,
derived in the main letter, takes the form
pS =
1
LN
∣∣∣∣perm([U (D,S)d,s e2iTIωskd ]d∈D
s∈S
)∣∣∣∣2 . (S11)
We can now formulate the following theorem on the computational power of an approximate MBCS oracle for the
family R:
Theorem 4 (Computational power of an approximate MBCS oracle for the family R of input states). Let OR be an
approximate oracle for the MBCS problem for the family R and ε, δ > 0 given error bounds. It is then possible to
approximate the modulus square of the permanent of a random Gaussian N × N matrix to within an additive error
±εN ! and with success probability larger than 1− δ in FBPPNPOR in time polynomial in N , 1/ε, and 1/δ.
Proof of Theorem 4. Let X be a complex N ×N matrix whose entries are randomly picked according to a standard
complex normal probability distribution N (0, 1)C. We will adapt the arguments found in [S1] to give an algorithm in
FBPPNP
OR that performs the required approximation in polynomial time. The main idea is to introduce an M ×N
matrix A = [Ud,s]d=1,...,M
s∈S
∈ UM,N (as in the exact case, A is a rectangular submatrix of a Haar-random unitary
interferometer matrix U corresponding to the input configuration S ..= {1, 2, . . . , N}) such that a specific sample
S∗ ..= (D∗, {k∗d}) occurs with probability pS∗ ∝ |permX|2, which can be estimated using the approximate MBCS
oracle defined in Definition 2.
1. In order to rule out the possibility that the oracle can willingly sabotage the output probability of the sample
S∗ in which we are interested, S∗ has to be picked randomly. Therefore, the time sample {k∗d} is generated
by randomly picking N time bins tk∗d = 2TIk
∗
d ∈ T according to a uniform probability distribution. Given the
structure of the probabilities in Eq. (S11), it is useful to define a matrix X˜ which incorporates the inverse of
the phase factors corresponding to the randomly chosen time sample {k∗d}, i.e.
X˜i,j ..= Xi,j e
−2iTIωsj k∗di ,
where di and si are the i-th elements of D and S, respectively. Since the elements of X are i.i.d. Gaussian
random variables, the same holds for the elements of X˜, as shown in App. C.
2. An M × N matrix A ∈ UM,N is generated with the following properties: A is distributed like the submatrix
[Ud,s]d=1,...,M
s∈S
of a Haar-distributed M ×M unitary matrix U and it contains X˜ ′ ..= X˜/√M as a uniformly
random submatrix. As shown in [S1], since X˜ is a Gaussian matrix this is possible to achieve in BPPNP with a
failure probability
Pr[hiding failed] ≤ δ
4
, (S12)
Vprovided
M = K
N5
δ
log2
N
δ
(S13)
with a sufficiently large constant K. The random output-port sample that corresponds to the position of
X˜ ′ = [Ud,s]d∈D∗
s∈S
inside of A is denoted as D∗. Thus, for the random sample S∗ ..= (D∗; {k∗d}), Eq. (S11)
becomes
pS∗ =
1
LN
∣∣∣∣perm([M−1/2X˜i,j e2iTIωsj k∗di ]i=1,...,N
j=1,...,N
)∣∣∣∣2 = 1LNMN |permX|2 . (S14)
3. While pS∗ describes the probability for the sample S∗ within the exact probability distribution PR =
PR({ξs}, A), we define
qS∗ ..= PrPOR
[S∗] = Pr
r∈{0,1}poly(N)
[OR({ξs}, A, r;β) = S∗]
as the probability for the sample S∗ within the probability distribution POR = POR({ξs}, A;β) of the approx-
imate MBCS oracle OR (as shown in App. A, all probabilities pS are at most exponentially small and it is
thus ensured that an oracle OR as defined in Definition 2 can sample according to a probability distribution
POR({ξs}, A;β) arbitrarily close to PR({ξs}, A)).
In analogy to Eqs. (S9) and (S10), we can also define a Boolean function
f : {0, 1}poly(N) → {0, 1}, r 7→
{
1 OR({ξs}, A, r;β) = S∗
0 OR({ξs}, A, r;β) 6= S∗ ,
and write
qS∗ =
1
2poly(N)
∑
r∈{0,1}poly(N)
f(r).
This makes it evident that Stockmeyer’s algorithm [S2] can be used to find a value q˜S∗ in FBPPNP
OR that
approximates qS∗ to within a multiplicative factor (1 + α) ∈ [1 + 1/poly(N), poly(N)], such that
Pr [qS∗/(1 + α) ≤ q˜S∗ ≤ (1 + α)qS∗ ] ≥ 1− 1
2M
(S15)
in time polynomial in M and 1/α [S2].
4. By using Definition 2 of the approximate MBCS oracle and Eq. (S15) for α = εδ/16, we show in App. D that
the estimate LNMN q˜S∗ of the squared permanent of X satisfies the condition
Pr
[∣∣∣|permX|2 − LNMN q˜S∗ ∣∣∣ > εN !] < δ
2
+
1
2M
. (S16)
Adding to Eq. (S16) the probability of failure for the hiding of X˜ ′ from Eq. (S12) and recalling Eq. (S13) which
ensures 2−M < δ/4, we find that the total probability of failure is smaller than δ, as required.
Further, the algorithm runs in a time polynomial in N , 1/δ, and 1/ε since the hiding procedure in step 2 is
polynomial in time with respect to N and 1/δ and the running time of Stockmeyer’s algorithm (used in step 3) is
polynomial in N and 1/α, where α = εδ/16 was chosen. 
In [S1], the authors argue that approximating the modulus square of the permanent of a Gaussian matrix is a
#P-hard problem if two reasonable conjectures are true. Under this assumption, the following theorem holds:
Theorem 5. Let OR be an approximate MBCS oracle for the family R. If the approximate MBCS problem for R can
be solved in polynomial time by a classical computer, the polynomial hierarchy collapses to the third level.
Proof of Theorem 5. Theorem 4 states that it is possible to approximate the modulus square of a permanent in
FBPPNP
OR , given an oracle OR for the family R. If this approximation is indeed #P-hard, as argued in [S1], it
follows that P#P ⊆ BPPNPOR . Further, if the MBCS problem for states of this family can be solved in polynomial
time by a classical computer, then P#P ⊆ BPPNP which implies, by Toda’s theorem [S3], that the polynomial hierarchy
collapses to the third level. 
VI
Appendix A: Exponential lower bound on the MBCS probabilities
Here, we show that the assumption of a rational representation (x+ iy)/2poly(N) (with integers x, y) of the elements
of the interferometer matrix and of the values of the temporal distributions for all possible time bins results in an
exponential lower bound on the non-vanishing detection probabilities pS.
Using the expression (S5), the definitions of a matrix permanent and of the matrix T (D,S){kd,pd} in Eq. (S3), and the
explicit expression Eq. (S4) for the functions χs(t), we find
pS = (2TI)
N
∑
σ,σ′
[ ∏
d∈D
U∗d,σ′(d)Ud,σ(d)(pd · vσ′(d))∗(pd · vσ(d))
×
∏
d∈D
(χσ′(d)(td − t0σ′(d) −∆t))∗χσ(d)(td − t0σ(d) −∆t)
×
∏
d∈D
e−iωσ′(d)(td−t0σ′(d)−∆t) eiωσ(d)(td−t0σ(d)−∆t)
]
Since all 8N + 1 numbers TI , Ud,s and c.c., (pd · vs) and c.c., χs(td − t0s −∆t) and c.c., exp[iωs(td − t0s −∆t)] and
c.c. are represented as (x+ iy)/2poly(N) (x,y integers), it is immediately clear that the probability has the form
pS =
1
2poly(N)
wS,
with a non-negative integer wS and is therefore at most exponentially small. This guarantees that Stockmeyer’s
algorithm can be used to approximate these probabilities.
The probabilities are also at most exponentially small if these values are represented by algebraic numbers. Indeed,
it was shown in [S5] that
pS ≥ 2−r(N), (SA1)
with a polynomial r(N).
Appendix B: Using algebraic numbers instead of rational numbers with polynomial precision
Here, we will show that, instead of assuming that the values Ud,s, TI , χs(td− t0s−∆t), and exp[iωs(td− t0s−∆t)]
are represented as rational numbers (x+ iy)/2poly(N) as in [S1], the hardness of MBCS sampling can also be proven if
these values are represented by algebraic numbers [S4]. This is appealing because it is possible to find an arbitrarily
close algebraic approximation of any complex number since the algebraic numbers are dense in C.
We emphasize that, in general, an MBCS oracle as defined in Definition 2 now cannot sample from the exact
probability distribution PF in Eq. (S2) any more. However, as we will demonstrate in the following, the hardness
proof in section II is still valid if we define an “exact” MBCS oracle as an oracle which samples from a probability
distribution POF with
‖POF ({ξs}, A)− PF ({ξs}, A)‖ ≤ 2−s(N), (SB1)
where the polynomial s(N) is assumed to dominate the polynomial r(N) from Eq. (SA1) (s(N)− r(N) grows mono-
tonically, and s(1) > r(1) + 2). Such an approximation of the exact probability distribution can however still be
achieved by an oracle as defined in Definition 2.
Defining the probabilities qS ..= PrPOF [S], Eq. (SB1) implies that
|pS − qS| ≤ 2 · 2−s(N)
⇔ pS − 2 · 2−s(N) ≤ qS ≤ pS + 2 · 2−s(N)
⇒ pS
(
1− 22
−s(N)
pS
)
≤ qS ≤ pS
(
1 + 2
2−s(N)
pS
)
,
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which with Ineq. (SA1) becomes
pS
(
1− 22
−s(N)
2−r(N)
)
≤ qS ≤ pS
(
1 + 2
2−s(N)
2−r(N)
)
⇒ pS
(
1− 2−(s(N)−r(N)−1)
)
≤ qS ≤ pS
(
1 + 2−(s(N)−r(N)−1)
)
.
Using the inequality 1− x ≥ 1/(1 + 2x) for 0 < x < 1/2, we find that
pS
1
1 + 2−(s(N)−r(N)−2)
≤ qS ≤ pS
(
1 + 2−(s(N)−r(N)−2)
)
, (SB2)
i.e. that qS is multiplicatively close to pS to within a factor 1 + 2−poly(N).
The approximation of pS to within a multiplicative factor g ∈ [1 + 1poly(N) , poly(N)] can therefore be achieved
by approximating qS to within a factor g′ ..= g/(1 + 2−(s(N)−r(N)−2)). Since g − 1 is at most polynomially small,
g′ ∈ [1+ 1poly(N) , poly(N)] as well. Therefore, Stockmeyer’s algorithm tells us that a value q˜S can be found in BPPNP,
such that
qS
g′
≤ q˜S ≤ g′qS.
Then, Ineq. (SB2) implies that
pS
g
=
pS
g′(1 + 2−(s(N)−r(N)−2)
≤ q˜S ≤ pSg′(1 + 2−(s(N)−r(N)−2)) = pSg.
and the arguments in the hardness proof for the exact MBCS in section II still hold if we define “exact” in the sense
of Ineq. (SB1).
Further, the proof for the hardness of the approximate MBCS problem from section III is still completely valid in the
algebraic number representation since an approximate MBCS oracle as defined in Definition 2 is still able to sample
from a probability distribution that is polynomially close in variation distance to the exact probability distribution.
Appendix C: The distribution of the elements of X˜
We will now show that, under the assumption that the elements Xi,j , i, j = 1, . . . , N , of a complex N ×N matrix
X are i.i.d. random variables with a complex standard normal distribution, the same holds for the elements of X˜
which are defined as
X˜i,j = Xi,j e
iϕi,j .
If the elements of X are i.i.d. N (0, 1)C variables, their joint probability distribution is
fX({Xi,j}) =
N∏
i,j=1
1
pi
e−|Xi,j |
2
.
Noting that the Jacobi determinant for the change of variables between the {Xi,j} and the {X˜i,j} is detJ = 1, we
find that the common probability distribution for the elements of X˜ is
fX˜({X˜i,j}) = fX({X˜i,j e−iϕi,j}) · detJ︸ ︷︷ ︸
=1
=
N∏
i,j=1
1
pi
e−|X˜i,j|2 ,
where we used that the complex Gaussian distributions are independent of the complex phase.
Therefore, the elements of the matrix X˜ are still i.i.d. N (0, 1)C random variables if the elements of X were.
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Appendix D: Bound on failure probability of approximation
As in [S1], we define ΦM,N as the set of all port samples D and GM,N as the set of bunching-free port samples, i.e.
as the set of port samples D which consist only of pairwisely different output port indices. Further, let ΩL,N be the
set of all time samples {kd}.
We will now proceed to derive three inequalities which combined yield Ineq. (S16).
1. With ∆S ..= |pS − qS|, we find the expectation value
E
S∈GM,N⊗ΩL,N
[∆S] ..=
∑
S∈GM,N⊗ΩL,N ∆S
|GM,N | |ΩL,N | ≤
∑
S∈ΦM,N⊗ΩL,N ∆S
|GM,N | |ΩL,N |
def
=
2
∥∥POR − PR∥∥
|GM,N | |ΩL,N | =
2
∥∥POR − PR∥∥(
M
N
)
LN
≤ 2β(
M
N
)
LN
< 3β
N !
(LM)N
,
where, in the penultimate step, we used the Definition 2 of an approximate MBCS oracle and, in the last step,
the fact that M = ω(N2) (M asymptotically grows faster than N2) [S1]. Therefore, Markov’s inequality gives
Pr
S∈GM,N⊗ΩL,N
[
∆S > 3β
N !
(LM)N
4
δ
]
<
δ
4
which, by choosing β = εδ/24, simplifies to
Pr
S∈GM,N⊗ΩL,N
[
∆S >
ε
2
N !
(LM)N
]
<
δ
4
. (SD1)
The MBCS oracle only knows A but has no information whatsoever about which sample S∗ has been chosen
from GM,N ⊗ΩL,N . Thus, Eq. (SD1) implies
Pr
X,A
[
∆S∗ >
ε
2
N !
(LM)N
]
<
δ
4
. (SD2)
2. As shown in step 3 of the proof of Theorem 4, we can apply Stockmeyer’s algorithm [S2] to find an approximate
q˜S∗ of qS∗ in FBPPNP
OR . The algorithm guarantees that, for an arbitrary α > 0 and a runtime polynomial in
1/α and M ,
Pr[|q˜S∗ − qS∗ | > αqS∗ ] ≤ Pr[q˜S∗ > (1 + α)qS∗ ∨ q˜S∗ < qS∗/(1 + α)] < 1
2M
,
where the first inequality follows from 1− α < 1/(1 + α) and the second inequality is equivalent to Ineq. (S15).
With the choice α = εδ/16, this becomes
Pr[|q˜S∗ − qS∗ | > εδ
16
qS∗ ] <
1
2M
. (SD3)
3. Lastly,
E
S∈GM,N⊗ΩL,N
[qS] =
∑
S∈GM,N⊗ΩL,N qS
|GM,N | |ΩL,N | ≤
1
|GM,N | |ΩL,N | =
1(
M
N
)
LN
< 2
N !
(LM)N
and thus by invoking Markov’s inequality
Pr
S∈GM,N⊗ΩL,N
[
qS > 2
N !
(LM)2
4
δ
]
<
δ
4
.
With the same arguments leading to Ineq. (SD2), this implies
Pr
X,A
[
qS∗ > 2
N !
(LM)2
4
δ
]
<
δ
4
. (SD4)
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Indeed, by using the inequalities
Pr[|a− b| > c] ≤ Pr
[
|a| > c
2
]
+ Pr
[
|b| > c
2
]
(c > 0) (SD5)
and
Pr[|a− b| > c] ≤ Pr
[
b >
c
k
]
+ Pr [|a− b| > kb] (c, k > 0), (SD6)
demonstrated in App. E, we obtain
Pr
[
|q˜S∗ − pS∗ | > ε N !
(LM)N
]
≤ Pr
[
|q˜S∗ − qS∗ | > ε
2
N !
(LM)N
]
+ Pr
[
|qS∗ − pS∗ | > ε
2
N !
(LM)N
]
≤ Pr
X,A
[
qS∗ >
8
δ
N !
(LM)N
]
+ Pr
[
|q˜S∗ − qS∗ | > εδ
16
qS∗
]
+ Pr
X,A
[
∆S∗ >
ε
2
N !
(LM)N
]
<
δ
4
+
1
2M
+
δ
4
=
δ
2
+
1
2M
,
where in the last step, we inserted Ineqs. (SD2), (SD3), and (SD4). This inequality is equivalent to Ineq. (S16), as
can be seen by inserting the expression for pS∗ from Eq. (S14).
Appendix E: Inequalities for probabilities
Here, we want to prove the inequalities (SD5) and (SD6).
Proof. First, observe that
|a| ≤ c
2
∧ |b| ≤ c
2
⇒ |a− b| ≤ c
and therefore
Pr
[
|a| ≤ c
2
∧ |b| ≤ c
2
]
≤ Pr [|a− b| ≤ c] . (SE1)
Second, for two events A and B, we know that
Pr[A ∩B] = Pr[A] + Pr[B]− Pr[A ∪B]
and it follows that (A¯, B¯ denote the complement of A,B)
1− Pr[A ∩B] = 1− Pr[A]− Pr[B] + Pr[A ∪B] ≤ 2− Pr[A]− Pr[B] = Pr[A¯] + Pr[B¯]. (SE2)
Now, Ineq. (SD5) follows as
Pr[|a− b| > c] = 1− Pr[|a− b| ≤ c] ≤ 1− Pr
[
|a| ≤ c
2
∧ |b| ≤ c
2
]
≤ Pr
[
|a| > c
2
]
+ Pr
[
|b| > c
2
]
,
where we used Ineq. (SE1) and Ineq. (SE2) in the second and third step, respectively.
Ineq. (SD6) can be proved in a similar way. 
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