Discovering new trends and co-occurrences in massive data is a key step when analysing social media, data coming from sensors, etc. Although, nowadays Data Mining is very useful and widely used for the industry, business and government, the main problem of application of machine learning or data mining in other fields is the interpretability and complexity of obtained results for non-expert users in computer or data science. For this reason in the KDD process one of the most important phases is the interpretation and evaluation. In the case of association rules is essential that results are interpretable for experts. One of the most useful tools for this goal is the visualization, because it clarifies the interpretation of results, being easier to understand in order to take a decision or explaining the behaviour of data.
Introduction
Many organizations, buildings or social networks generate a large amount of data on a daily basis, such as the tweets about a particular topic, sales in Amazon, or sensors in large buildings such as for instance an airport. All of these kinds of data can be analysed by means of Data Mining techniques. Association rule mining [2] is one of the major techniques to detect and extract useful information from huge datasets such as sensors [8] , recommendation systems [19] or social networks [14] . In this kind of algorithms, frequent itemset and association rule mining, are specially interesting to search relationships between events, courses and students, as for instance in MOOC courses [5] . Additionally, frequent itemsets can then be employed for discovering other types of patterns such as sequential patterns [20] , gradual dependencies [17] or exception and anomalous rules [12] to discover meaningful and different patterns amongst them. However, the nature of the data can be diverse and can be described in numerical, categorical, etc. In case of numerical variables a first approximation could be to categorise them so that, for example the value of a temperature sensor may be given by a range to which it belongs as for instance [18 o C, 24 o C]. However, based on how the interval is defined, the result can change. To avoid this, the use of linguistic labels such as "Warm" represented by a fuzzy set is a good option to represent the temperature of a room, having at the same time a meaningful semantic to the user. As a consequence of the above, fuzzy association rules are an useful and important technique for extracting knowledge. Nevertheless the results obtained when applying association rule mining are, sometimes, very difficult to understand due to the large amount of rules and itemsets generated. In the literature we can find studies on revisions on tools to visualize association rule [9] . Besides, these kinds of visualizations do not allow the use of fuzzy association rules. In this paper, we first review existing visualizations tools for frequent itemsets and association rules in the crisp and the fuzzy case, and afterwards we present several proposals to improve the visualization techniques presented when displaying fuzzy association rules. This paper is structured as follows: in Section 2 we explain the basic concepts about association rules and fuzzy association rules. In Section 3, we study the different tools in the literature to visualize association rules. In Section 4, we propose a new way to visualize fuzzy association rules. Finally, we present some conclusions and future works.
Preliminary concepts
This section introduces all the major foundational concepts required to understand the concepts around crisp and fuzzy association rules presented in this paper.
Association rules
Association rules were formally defined for the first time by Agrawal et al. [1] .
The problem consists in discovering implications of the form A → B where A, B are subsets of items from I = {i 1 , i 2 , ..., i m } fulfilling that A ∩ B = ∅ in a database formed by a set of n transactions D = {t 1 , t 2 , ..., t n } each of them containing subsets of items from I. A is usually referred as the antecedent and B as the consequent of the rule. The most commonly used measures to extract frequent itemsets and association rules are:
• The support [6] is the measure of the frequency with which an item appears in the database. In general, the most interesting association rules are those with a high support value.
• Given the itemsets X and Y , and the database D, the confidence of the rule X → Y [6] , represented as Conf D (X → Y ), is the conditional probability of Y appearing in those transactions in D that contain X.
The problem of uncovering association rules is usually developed in two steps:
• Step 1: Finding all the itemsets above the minimum support threshold. These itemsets are known as frequent itemsets.
• Step 2: Using the frequent itemsets, association rules are discovered by imposing a minimum threshold for an assessment measure such as confidence.
Fuzzy Association rules
To deal with uncertain and imprecise data we introduce the concept of fuzzy transaction and fuzzy association rule defined in [7, 11] .
Definition 1 Let I be a set of items. A fuzzy transaction, t, is a non-empty fuzzy subset of I in which the membership degree of an item i ∈ I in t is represented by a number in the range [0, 1] and denoted by t(i).
By this definition a crisp transaction is a special case of fuzzy transaction. We denote byD a database consisting in a set of fuzzy transactions.
Definition 2 Let A ⊆ I be an itemset, i.e. a subset of items in I, the degree of membership of A in a fuzzy transaction t ∈D is defined as the minimum of the membership degree of all its items:
Definition 3 Let A, B ⊆ I be itemsets in the fuzzy databaseD. Then, a fuzzy association rule A → B is satisfied inD if and only if t(A) ≤ t(B) ∀t ∈D, that is, the degree of satisfiability of B inD is greater than or equal to the degree of satisfiability of A for all fuzzy transactions t in inD .
The support and confidence measures are then defined using a semantic approach based on the evaluation of quantified sentences as proposed in [7, 11] using the GD-method [11] and the quantifier Q M (x) = x,which represents the quantifier "the majority".
Definition 4
The support of a fuzzy rule A → B is defined as:
where Λ = {α 1 , α 2 , . . . , α p } with α i > α i+1 and α p+1 = 0 is a set of α-cuts.
Definition 5
The confidence of a fuzzy rule A → B is defined as:
3 Association rules visualization.
Previous works and comparison
In its first subsection, basic concepts and terminology from visualization and data structure models, and its second subsection is devoted to the previous works and applications developed till the date for visualizing association rules. Afterwards, we also explain the principal advantages and drawback of these tools and we analyse the interpretability of each of them.
For visualizing association rules it can be used different ways. However we have to take into account the structure of obtained results and what we want to see in the graphic representation in order to help help the user to discover hidden insights or interpreting the results. These techniques can be classified in different subgroups so that it is clarified the different ways and structures used to represent association rules. Consequently, we analysed the tools for visualizing association rules attending to different categories, such as data structure or kind of visualization. To sum up, in the next sections, we divide the available visualization tools in three big groups: table representation, visualization via charts like a matrix or scatter plots and graph-based methods.
Table visualization
Firstly, one simple method for visualizing association rules is to use a table. Although it is a simple representation, it is useful for small sets of rules since it enables the expert to observed the sets of rules ordered by antecedent, consequent take into account their measurements, such as support, confidence or lift for example. In Figure 1 , we can see an example Figure 1 : Table visualization of table visualization for association rules, using the ArulesViz package. In this case, the method used allows to display the rules and rank them according to their antecedent and consequent values.
Advantages
The main advantage of this visualization is its simplicity, it is very easy to add and remove new assessment measures and it is very intuitive for ranking by their value. In addition, it is easily adaptable for fuzzy association rules.
Disadvantages
The greatest disadvantage of table representation is that it is not suitable for interpreting and understand-ing big set of rules, because it is very difficult to observe all rules and relationships between itemsets at the same time.
Matrix-based visualization
In a second place, we have grouped some techniques similar to charts. In these cases the visualization approaches use different charts for representing the association rules. In Figure 2 we can see the different ways for visualizing rules using scatter plot [4] or a Matrix in 2D [16] or 3D.
In these techniques the information to be visualized can be organized in two ways. Firstly, the rules can be displayed by antecedent and consequent in one of the axis (Figure 2a, 2c) . The interest measure can be shown at the intersection of the antecedent and the consequent of rules. Another way is to display only the measures (e.g. support and confidence) in the axis and to use an interactive box [21] to know which rules corresponds to that pair of values. An example is shown in Figure 2b .
In Figure 2a we can see an example of the matrix technique where we distribute the antecedents and consequents in the axes of the graph. This tool has an interactive component and by positioning ourselves in the intersection that represents a rule we can see the different measures stored for that rule. Finally, Scatter plot allows us to visualize the rules by two measures of the rule that are represented in the axes. In this case we can determine which rules have similar values and study the set of general rules.
Advantages
One of the main advantages is that we can easily know which itemsets are more frequent, or which itemsets appear in more rules. In addition, these methods display this information joint with the interest measures for improving the comprehension of results. These techniques can be turned in different ways using different colours, shapes or lengths.
Disadvantages
However, this kind of displaying have some drawbacks. Firstly, it is very difficult to see the relationships between items and rules. In addition, we can not display results obtained from large datasets because it is difficult to display a high number of items or rules with this type of charts.
Grouped Matrix-based visualization
In this section, we explain a mixed technique named the grouped matrix-based visualization. In the previous case, Matrix-based, were limited to the number of rules it can be visualized effectively and it presented a difficult understanding of relationships between items and rules [22] . Using the grouped version we can explain better the relation between rules and itemsets.
In Figure 3 we can see an example of this type of visualization using the ArulesViz package [15] . The representation in three dimensions is similar to the one explained for two dimensions for figure 2a, but the third axis is used to visualize a measure of the rule. With this, it gains inperpretability but it is even more complex to determine which itemsets belong to a visualized rule.
Advantages
Its principal advantage is that it enables the display of large sets of rules. It is a good technique for analysing rule by antecedent, since rules having the same an-tecedent can be grouped together.
Disadvantages
However although it is a useful technique, its main weakness is that it cannot be easily adaptable to display rules with more than one consequent. In addition to that, this technique has some problems when visualizing very frequent itemsets. In this situation this kind of tools are not very useful since very frequent rules filled almost all the available space.
Graph-based visualizations
Finally, the last type of techniques are those based in a graph representation. In this way, we need to transform association rules into a graph. In the literature we can find different ways to transform rules in to graphs [24, 13] . One way is to represent each item as a node and for each rule adding an edge connecting the items belonging to the rule. We can observe different kinds of graphs in Figure 4 . They can be divided into two groups attending to the type of layout. Within the first group we can distinguish the paracoord (parallel coordinates) [3] the WiFIsViz [10] and VisAR [23] (see the Figures 4c, 4b, 4d respectively).
In the case of WiFIsViz, we can see that this tool is very complex to understand because the representation divides the rule into antecedent and consequent difficulting to visualize the rule together. VisAR and Paracoord are very similar and they allow to understand very good the relation between itemsets in the rules, but the drawback is when we have a large set of rules or items. In these cases the tools do not have mechanisms to show all rules. The second group contains graph without layouts restrictions (see Figure 4a and 4b). Different layout can be used and customized like the nodes colour, shapes, etc.
Advantages
As a result of using a graph structure, we can improve the visualization of association rules customizing the available layout. This can improve the representation and increase the interoperability when visualizing large sets of rules. Besides, the graph representation is suitable for visualizing rules with several consequents and antecedents.
Disadvantages
Nevertheless, the graph-based visualizations have some drawbacks when working with large sets because depending on the layout used, some rules are lost behind other rules. In addition, this type of visualization is not prepared to handle with different measures at the same time, since using more than two layouts (e.g. size and colour intensity) to represent them may cause some confussion to the user. Additionally, they are not prepared to represent fuzzy association rules.
Comparison of tools
In this section, we compare and analyse some characteristics of the reviewed visualization techniques. In table 1 the reader can find a summary of such characteristics.
Firstly, the basic representation as a table, is useful to observe a fragment of the complete set of rules, coming, for instance, from a query but not for a complete view for all of the discovered rules. For a broader observation of the complete set of rules it can be used the Scatter or the Matrix plot. These two methods allow, in a second step, to focus on determined rules for a detailed inspection. These visualizations are very useful to know the overall result of the mining process. In addition, it is very easy to inspect what are the main itemsets and rules together with their measures. Besides that, it can be used the grouped matrix visualization for grouping the rules by itemsets and knowing the number of rules found for each consequent and antecedent. Lastly, it can be used the graph-based visualizations Table  2D Measures and rule * 1000 arulesViz [15] Scatter plot 2D Measures and set of rules 3(interactive information) 1000 arulesViz [15] Tow-key plot 2D Rule length 2+order < 1000 arulesViz [15] Matrix 2D and 3D Antecedent and Consequent 1(interactive information) and 1 100000 arulesViz [15] Grouped Matrix 2D Antecedent and Consequent 2 1000 arulesViz [15] Graph 2D Items 2 100 FpVAT [18] RDViz(Raw data visualization module) 2D Rules relationship 3 1000 WiFIsViz [10] Orthogonal Graph 2D Rules and frequent itemsets 3 1000 VisAR [23] Orthogonal Graph 2D Rules and frequent itemsets 3 1000 Table 1 : Comparative table of tools for visualizing association rules. for more complex and complete displaying of rules. In this way, they can be used for more complex set of rules, enabling the visualization of different groups of rules related by itemsets. Besides, they enable to use more than two measures due to the use of different layouts configuration.
As a summary, we have found different tools for visualizing association rules, but not all of them are easily adaptable for visualizing fuzzy association rules. For this reason in next section we propose a new way for displaying fuzzy association rules.
A Proposal for Fuzzy Association Rules visualization
After the state of the art about the visualization tools for association rule made, we found that not all of the tools are suitable for displaying fuzzy association rules. For this reason we propose a new way to display this kind of rules. The procedure (that can be seen in Figure 5 ) is describe in more attention to the transformation of itemsets and rules into nodes and edges respectively. Consequently, we fit the transformation by adding a new layer representing the same type of fuzzy-label as it can be seen in blue and green areas in Figure 6 like a new kind of node. Then, by means of these layers in the graph structure we can visualize the rules grouping them attending to the same type of label. For instance, if we represent the temperature, the labels "cold", "warm", and "hot" belong to the same group. We can see an example of this proposal in Figure 6 , where the nodes coloured in the same cluster belong to the same type of attribute.
Conclusions and future works
To sum up we have reviewed different kinds of techniques to visualize association rules. Some of these techniques can be adapted for fuzzy association rules visualization.
The new proposal uses a Graph-Based visualization with some improvements to adapt the graph structure to represent fuzzy association rules. In this way, fuzzy association rules can be visualized by a graph, representing in addition some interesting features like the type of attributes. As regards future research, we want to make some experimentations with large sets of fuzzy association Figure 6 : An example of graph visualization for fuzzy association rules.
rules. Additionally, we plan to improve the proposal made in this paper for fuzzy association rules combining different layers and/or layouts.
