Design of experiments is a fundamental topic in applied statistics with a long history. Yet its application is often limited by the complexity and costliness of constructing experimental designs in the first place. For example, in optimal design, constructing an experimental design involves searching the high-dimensional input space -a computationally expensive procedure that only guarantees a locally optimal solution. This is a difficult problem that, typically, can only be "solved" by changing the optimality criterion to be based on a simplified model. Such approximations are sometimes justifiable but rarely broadly desirable. In this work, we introduce a novel approach to the challenging design problem. We will take a probabilistic view of the problem by representing the optimal design as being one element (or a subset of elements) of a probability space. Given a suitable distribution on this space, a generative process can be specified from which stochastic design realizations can be drawn. We describe a scenario where the classical (point estimate) optimal design solution coincides with the 1 arXiv:1804.02089v1 [stat.ME] 6 Apr 2018 mode of the generative process we specify. We conclude with outlining an algorithm for drawing such design realizations, its extension to sequential design, and applying the techniques developed to constructing space-filling designs for Stochastic Gradient Descent and entropy-optimal designs for Gaussian process regression.
Introduction
Optimal design of experiments (DOE) is a fundamental topic in statistics with a long history [e.g. Fedorov, 1972 , Silvey, 1980 , Kiefer et al., 1985 , Atkinson et al., 2007 , Dean et al., 2017 ]. Yet more recently, DOE has seemed to attract less attention from theoreticians, methodologists, and practitioners. One reason for this decreased use may be due to an increased reliance on observational data, but this ignores current challenges in the statistical analysis of data. Datasets are becoming ever larger and more complex. Statistical models are more complicated than they once were. Uncertainty quantification is more challenging. As the challenges increase, DOE should play an important role in modern statistical analyses.
Typically DOE targets a particular aspect of a model which is deemed "important", such as the prediction error in a spatial model, or the variance of some set of parameters of a regression model. Given n input settings ξ 1 , . . . , ξ n drawn from some set χ ⊂ R d , a design criterion J (ξ 1 , . . . , ξ n ) is specified, and the n-run optimal design involves finding the input settings Ξ n that minimize this criterion:
Ξ n = arg min ξ 1 ,...,ξ n J (ξ 1 , . . . , ξ n ).
In many settings, solving this problem is challenging. Assuming χ is a discretized candidate set of size N , the number of possible designs to explore is N n . The (Federov) Exchange Algorithm [Fedorov, 1972] is the most popular approach to solving this problem, which performs one-at-a-time updates to the design. Unfortunately, the optimization problem is notoriously difficult due to the large number of possible designs and the multi-modality of the optimization problem. More recently, modern optimization alogrithms such as particleswarm methods and simulated annealing [Chen et al., 2013] have been applied, but these can be difficult to implement reliably in modern settings.
When the dimensionality of the input space is high or the number of design points desired is large, performing optimal design remains practically infeasible. This is because constructing a designed experiment involves searching the d-dimensional input space χ ⊂ R d , and, for each plausible solution, calculating an optimality criterion which itself can be computationally expensive. This challenging problem has typically only been made tractable by changing the optimality criterion to one based on a simplified model that is more computationally amenable. This approach is sometimes justifiable but rarely broadly desirable.
The goal of this work is to introduce a novel approach to the challenging problem of constructing optimal designs. Our focus in particular are designs for Gaussian process (GP) regression models, which have broad applications in spatial statistics, computer experiments and statistical/machine learning [Sacks et al., 1989 , Furrer et al., 2006 , Cressie and Johannesson, 2008 , Banerjee et al., 2008 , Higdon et al., 2008 , Guhaniyogi et al., 2011 , Sang et al., 2011 , Katzfuss, 2013 , Pratola et al., 2013 , Gramacy and Apley, 2015 , Katzfuss and Hammerling, 2017 . We take a probabilistic view of the problem that is more general than the traditional probabilistic view in DOE [Kiefer et al., 1985 , Müller, 2007 . We represent the collection of points that form an optimal design as being one element (or a subset of isometrically equivalent elements) of a stochastic process defined on the space of point patterns. By specifying an appropriate generative point process (PP) for this distribution, we introduce the idea of an optimal design emulator, where the classical optimal design solution typically coincides with the mode of this generative stochastic process. The idea is that since the generative process can be specified in terms of a low-dimensional parameter space, constructing an optimal design reduces to drawing a realization of this process given appropriately tuned parameter settings of the process rather than performing a difficult optimization problem. Among other things, this approach lends itself to a wide selection of Markov Chain Monte Carlo (MCMC) tools for efficient computation, and also gives a measure of how optimal the design drawn actually is. As such, our work draws a connection between PP models and optimal designs for GPs while taking a distinctively Bayesian perspective on the design problem.
GP Regression and Design
The Gaussian process (GP) regression model is used extensively in modern applications as a model of an unknown, potentially smoothly varying, process f (x), observed at continuous inputs x ∈ R d . Note that we distinguish the continous inputs x where our process may be observed and/or predicted from the discrete, countable, candidate set of input settings, χ ⊂ R d , from which n-run experimental designs Ξ n = {ξ 1 , . . . , ξ n } may be constructed, where ξ i ∈ χ, i = 1, . . . , n. The process f (x) may or may not be observed with noise (x), leading to a model for the observations,
The error term is often assumed to be independent and identically distributed (i.i.d.) normal with mean zero and error variance σ 2 . In the simplest case, the unknown process f (x) is modeled as a stationary GP,
with mean model µ(x), process scale σ 2 , and positive definite correlation function c(x, x ).
The choice of mean function can be as simple as a constant or can include covariates that are related to f . The popular choice of an isotropic Gaussian correlation function [Stein, 2012] , c(x, x ) = ρ ||x−x || 2 , assumes a smooth, continuous, and infinitely differentiable response, where ρ is the correlation parameter of the GP. Given n observations Y = (y(x 1 ), . . . , y(x n )), and assuming µ(x) = 0, the GP model is
where R ij = c(x i , x j ) is the (i, j) entry of the correlation matrix R.
In the setting of spatial statistics or computer experiments, the two most popular modelbased design criteria are the integrated mean squared prediction error (IMSPE) optimal
2 dx and the entropy optimal designs, J =
where f Y is the usual multivariate Gaussian density corresponding to Equation (2). The former designs are useful as they minimize the error in out-of-sample predictions, while the latter designs provide improved estimates of the GP correlation parameter, ρ, which can be important for accurately quantifying prediction uncertainties, interpreting which variables are active in a variable selection problem [Morris et al., 1993 , Linkletter et al., 2006 , or improved estimation of the variogram [Cressie, 1993] .
Both the IMSPE and entropy-based criteria involve O(n 3 ) operations on the potentially large n × n correlation matrix R, which makes an already challenging optimization problem even more difficult. An alternative approach is to use model-robust designs that are geometrically motivated. McKay et al. [1979] motivate Latin hypercube sampling (LHS) designs as a variance reduction approach, while Johnson et al. [1990] motivate minimax distance designs as the limiting form of entropy optimal designs as the correlation ρ decays to 0. Empirically, both approaches lead to designs exhibiting "space-fillingness", and in practice a combined criterion is often used, such as the space-filling LHS implemented in the popular R package fields [Nychka et al., 2015] .
Motivated by entropy optimal designs, in Section 2 we will propose a probability model for optimal designs for GPs based on PPs. A PP is a stochastic process that assigns a probability measure to the space of point patterns. Given a PP model, one can draw realizations of point patterns from this process. Section 3 makes a connection between determinantal point processes and entropy optimal designs that supports this perspective. Section 4 describes our design emulator, and outlines an efficient sampling algorithm. Section 5 explores examples of our design emulator applied to the popular stochastic gradient descent algorithm and for sequential GP regression. We conclude in Section 6. All proofs are relegated to the Appendix.
Point Processes for GP Designs
A point process is a stochastic process that assigns a probability measure to an observed point pattern, where the point pattern is described by the number, n, of points making up the realization, and the location of these points [Geyer and Møller, 1994 , Diggle, 2006 , Lavancier and Møller, 2015 . Typical applications of PP modeling are in spatial statistics [e.g. Diggle, 2006] where the locations are coordinates in a subregion of R 2 , but we consider more generally the location of points in a subregion of R d . We also assume stationary PP models throughout, although this is not necessary in general.
More generally, let Z(x) represent a stochastic point process defined on all x ∈ R d . The point patterns that such a process generates will depend on the particularities of the probability model for the process, but generally can be classified into 3 groups: random, clustering and regular. A random PP generates point patterns where the location of any given point is independent of the other points making up the point pattern. We first consider this question from an empirical standpoint by looking at descriptive statistics of point patterns for LHS designs and entropy optimal designs.
Pattern of LHS Designs
A common summary measure of PPs are the nearest-neighbour distribution functions F (h) and G(h) defined as functions of distance, h, where F (h) denotes the probability a design point has nearest grid neighbour less than h units away and G(h) denotes the probability a design point has nearest neighbour design point less than h units away. These measures can be used to categorize point patterns as follows:
F (h) = G(h) ⇒ complete spatial randomness;
To investigate this classification of PPs, we generated 100 simulations of LHS designs in p = 2 dimensions with n = 20 design points using the R package lhs [Carnell, 2016] . For each of these LHS point patterns, we calculated empirical estimates of the functions F and G along with the empirical 95% pointwise confidence intervals over the replicates. Figure 1 (a) displays the mean and associated pointwise confidence intervals, from which one concludes that F (h) > G(h). This suggests that space-filling designs belong to the class of regular PPs rather than clustering, or random, PPs. x ∈ Ω ⊂ R d } that are simple spatial PPs defined on the closed subset Ω (a maximum of one observation at each potential design point making up the candidate set of design points Ω).
A realization from Z generates the point pattern Ξ. Respectively, the first order intensity function, λ Z , and second order intensity function, λ 2,Z , of a PP are
One can also classify the type of PP using these intensity functions [Diggle, 2006] : 
Intensity functions provide a more direct connection to LHS designs. In particular, McKay et al. [1979] proves a result about variance reduction for estimators of the form
. . , X id ) is assumed to be monotonic in each of its arguments, the designed inputs. McKay et al. [1979] shows LHS designs have less variability than random designs for such estimators; i.e., Var(T L ) ≤ Var(T R ), where T L is the estimator T calculated using an LHS design while T R refers to T calculated using random sampling (a uniform random sample from the underlying distribution of input variables). Based on the ideas presented in McKay et al. [1979] , the following holds.
Theorem 1. LHS designs belong to the class of regular PPs satisfying
Theorem 1 shows appropriate designs for GP regression are those generated from the class of regular PPs. However, besides the geometrical and variance reduction motivations for using LHS designs in GP regression, a more fundamental connection to PPs can be found by considering entropy optimal designs for GPs, which we explore next.
Pattern of Entropy Optimal Designs
Let us consider the simplest case of our GP regression model defined in Section 1.1, with a mean trend of µ(x) = 0 and noise-free observations, i.e. σ 2 = 0. The GP model in this case is commonly used in computer experiments and in spatial statistics where a "nugget" term is not required. In this setting, the entropy optimal criterion for an n-run design, ξ 1 , . . . , ξ n , drawn from the discrete candidate set χ ⊂ R d can be shown to reduce to [Shewry and Wynn, 1987 ]
where the n×n matrix R has entries R ij = c(ξ i , ξ j ). Johnson et al. [1990] , Morris et al. [1993] , Mitchell et al. [1994] established that entropy optimal designs for GPs are asymptotically equivalent to maximin designs as the correlation becomes weaker, i.e. as ρ → 0 in the correlation function c(ξ, ξ ). This is a convenient result as typically the correlation parameter ρ is not known a-priori. This asymptotic result provides a justifiable approach for designing experiments, particularly before data has been observed: one can use space-filling designs to emulate entropy optimal designs for GPs. Subsequently, the initial space-filling design can be updated using the entropy criterion based on a data-informed estimate of the correlation parameter.
To illustrate the connection between PPs, space-filling designs, and entropy optimal designs for GPs, a motivating simulation experiment is again considered. For reasons which will shortly become clear, entropy optimal designs for our simplified GP model will generate point patterns that are stationary and isotropic. When a PP is stationary and isotropic with constant first-order intensity function, one can use Ripley's K function [Diggle et al., 2010] to measure spatial dependence, defined to be
where E Z (r) is the expected number of points within a distance of radius r of an arbitrary point. The simulation experiment proceeds by generating 100 replicates of entropy optimal designs of size n = 30 in p = 2 dimensions. Each of these entropy optimal designs is constructed by starting with a random initial design which is then optimized using the Figure   1 (b) shows the estimated average K Z function and 95% pointwise uncertainty intervals for the generated optimal designs. As a reference, the K R function for a completely random (Poisson process) point pattern is also shown. The estimated K Z function is less than the K R function, which indicates evidence of a regular structure to the point pattern.
The evident connection between entropy optimal designs and a regular point pattern is relevant to our goal of emulating designs because of a connection between entropy optimal designs and a particular stochastic process model for a regular PP, which we explore in the next section.
Optimal Design Emulator
While the criterion-based view of design introduced in Section 1 is the popular interpretation in the literature, a more formal probabilistic exposition [Kiefer et al., 1985 , Müller, 2007 is nonetheless informative. The idea is as follows. Define the set
to be the exact design of the experiment where N = |χ|. The discrete design is then spec-ified as a continuous function of x, ξ(x) which satisfies the discrete probability measure x∈χ ξ(x) = 1, such that ξ(x) > 0 for x ∈ S and ξ(x) = 0 for x ∈ χ\S. Here, S ⊂ χ is a finite set of support points [Kiefer et al., 1985] , and the optimum results in the p i 's placing all their weight on the points, x's, that minimize our criterion, with the interpretation being that "the weights may be regarded as precision or duration of the measurements" [Müller, 2007] .
More broadly, we can cast the design problem as one of needing to define a probability model on any finite collection of points which could make up our design. Given such a model, one can imagine our design problem as simply being equivalent to sampling, that is drawing a realization of, a point pattern distributed according to our model. In the probabilistic exposition from the design literature, this probability model, represented discretely by the p i 's above, places non-zero weight only on the optimal design points. Formally, we can think of this as a conditional distribution, where the conditionality arises from the criterion function of the design, J (ξ 1 , . . . , ξ n ) achieving a particular value, J * , where
Unconditionally, we can imagine a corresponding probability model for a fixed cardinality, n, of the resulting point pattern. That is, unconditionally our model will define the probability of all n-run point patterns over the (discrete) sample space χ. The optimal design is one (or a small subset, say, due to isometries) of the point patterns which collectively form the sample space. Denote the stochastic process generating these point patterns by Z, and let f Z represent the probability mass function of this process.
Definition:
We call the probability model represented by the mass (or density) function f Z a design emulator if f Z ∝ J , where f Z and J are defined on the same support χ.
Note that this notion of a design emulator is in terms of the probability representation of a design. In other words, we aim to introduce a statistical model to emulate the probability of the proposed designs. Leveraging this alternative representation, our task will be to arrive at an appropriate emulator for the probability of design points and to use this model as a means of sampling the optimal design from the stochastic point process Z without resorting to the brute-force optimization techniques that are prevalent in optimal design.
In order to construct a PP-based design emulator for our GP regression model of interest, we are motivated by the so-called determinantal point process model from the point process literature, which we introduce in the next section. This model generates point patterns that fall in the regular pattern class of point processes, as introduced in Section 2. Later, we will explore a variant of this model which will motivate a computationally cheap algorithm for emulating the optimal design from our stochastic point process model.
Determinantal Point Processes
An increasingly popular PP model that generates regular point patterns is the determinantal point process (DPP). The DPP was introduced to the statistics literature only recently [Hough et al., 2006 , Kulesza and Taskar, 2011 , Lavancier et al., 2014 . It has been applied to sparse variable selection problems [Rocková et al., 2015, Mutsuki and Fumiyasu, 2016] and statistical and machine learning [e.g., Kulesza and Taskar, 2013 , Kang, 2013 , Affandi et al., 2014 , Dupuy and Bach, 2016 , Xu et al., 2016 .
For entropy optimal designs of GP models, the following result on discrete, finite DPPs due to Kulesza and Taskar [2013] motivates the use of DPP models.
Lemma 1. [Kulesza and Taskar, 2013] For a determinantal point process defined over a discrete candidate set χ ⊂ R d with the positive semi-definite kernel function K(ξ, ξ ; θ) with ξ, ξ ∈ χ and known kernel function parameter θ, the probability mass function for a point pattern realization of cardinality n is given by f Z ∝ det(K Z ), where the n × n positive
Based on this result, we immediately have the following.
Corollary. The entropy-optimal design for GP regression model (2) with σ 2 = 1, σ 2 = 0 and correlation function c(·, ·; ρ) corresponds to the mode of a determinantal PP with kernel
These results provide an elegant connection between entropy optimal designs for GP regression and using DPP models to essentially emulate the point pattern associated with the optimal design by placing a DPP prior on the space of point patterns to which the optimal design belongs. However, on the surface, finding the mode of the DPP is no easier than the usual optimization problem associated with finding the entropy optimal design. A key result, due to Hough et al. [2006] , leads to the following approximation to the DPP, known as the Determinantal Projection Point Process (DPPP).
Lemma 2. [Hough et al., 2006] Suppose Z is a DPP with kernel K defined over χ and
where φ k 's are orthonormal eigenvectors of K with eigenvalues λ k (k = 1, . . . , N ). Define Z to be a DPPP with kernel given by
This result shows that any DPP can be represented as the weighted combination of so-called DPPP's. Hough et al. [2006] show that this result implies a sampling algorithm where one first generates the Bernoulli random variables B 1 , . . . , B N where the number of points in the realization is n = N i=1 B i , and then the locations of the points are generated by (suitably orthonormalized) vectors, whose L 2 norm is interpreted as a discrete probability measure.
In other words, sampling from the DPPP is simplified by the separation of how many points make up a realization and the location of points for a realization of a given size; that is
where n = N i=1 B i is the total number of points appearing in a particular realization.
For our purposes, the generation of point patterns of a random cardinality is not relevant, however the approximation introduced by the DPPP gives us the tools to specify a conditional framework that eventually can be used to give an (approximate) emulator of the entropy optimal design. Kulesza and Taskar [2011] outline the notion of what they term a k-DPPP, a DPPP with a fixed sample size k. That is, the sampling of the B i 's is conditional on
Fixed Rank Determinantal Projection Point Process
While technically elegant, their approach is less interpretable from a statistical modeling perspective. In our approach, we recognize the distribution of B 1 , . . . , B N given B i = n as a conditional Bernoulli distribution [Chen and Liu, 1997] . The advantage of this approach is two-fold. First, we can define a clear hierarchical statistical model for defining a k-DPPP. Second, Chen and Liu [1997] provide no less than 4 algorithms for sampling from this conditional Bernoulli distribution, with differing computational and memory complexity tradeoffs. This allows one to provide a more efficient implementation of a k-DPPP algorithm for constructing entropy optimal designs.
Conditioning on B i = n, we have the following hierarchical model for the k-DPPP,
where S is the subset of indices of {1, . . . , N } of cardinality |S| = n. Calculation of the first term comes from L 2 -norms of appropriate orthonormalizations of the vectors as shown in Algorithm 1. The conditional Bernoulli probability can be calculated sequentially as
using the recursive method of Chen and Liu [1997] which is summarized in the Appendix.
Generating a k-DPPP realization using conditional Bernoulli sampling then proceeds similarly as in [Hough et al., 2006] , as shown in Algorithm 1. Note that K χ denotes the kernel matrix constructed for the candidate set χ.
Algorithm 1: Generating a k-DPPP realization.
Input : φ 1 , . . . , φ N and λ 1 , . . . , λ N from e ig en de co mp os it io n of
// Draw from the conditional Bernoulli distribution Set S 0 = {} and j = 0
With probability P (j, r) ( see Appendix )
T Let e j be the vector of 0 ' s except 1 in the j th position , j = 1, . . . , n // Draw the point pattern for j in n, . . . , 1
Orthonormalize φ 1 , . . . , φ j−1 with respect to e j // Return the drawn fixed rank point pattern realization
Emulating the Optimal Design with Approximate k-DPPP Mode Sampling
Algorithm 1 will generate k-DPPP realizations with a fixed number of points, and while these points should generally exhibit a regular pattern, there is no guarantee that any particular realization would be of especially high quality in terms of the regularity of the point pattern.
That is, much like any stochastic process, it is always possible to draw a "bad" realization that has low probability.
Since the entropy optimal design for GP regression corresponds to the mode of a DPP by the corollary to Lemma 1, this suggests taking
where
as our (approximate) emulator of the optimal design.
Theorem 2. The index set given by (4) is S * = {1, . . . , n}.
Algorithm 2: Drawing a fixed rank design from the design emulator.
Input : φ 1 , . . . , φ n from the e ig en de co mp os it io n of
T Let e j be the vector of 0 ' s except 1 in the j th position // Draw the point pattern for j in n, . . . , 1
Orthonormalize φ 1 , . . . , φ j−1 with respect to e j // Return design drawn from the entropy optimal design emulator
Theorem 2 shows that selecting the set S * amounts to calculating the first n (eigenvector, eigenvalue) pairs (i.e. such that λ 1 > λ 2 > . . . > λ n ) of the N × N kernel matrix K χ . This eliminates the computational burden of conditional Bernoulli sampling, leading to a fast algorithm for emulating the optimal design. We refer to this fast sampling algorithm for the mode of the k-DPPP as our optimal design emulator of entropy designs for GP regression.
The proposed pseudo-code for drawing from the design emulator is shown in Algorithm 2.
Note that the inputs to Algorithm 2 depend on the matrix K χ having been formed with a "suitable" value of the correlation parameter ρ. As noted earlier, space-fillingness occurs as ρ → 0 [Mitchell et al., 1994] ; in practice we choose a suitably small setting of ρ to construct space-filling designs using the design emulator.
An example of the design obtained from the design emulator in 2 dimensions is shown in Figure 2 along with 2 random realizations of the k-DPPP drawn according to Algorithm 1 and a design constructed using the space-filling design function cover.design of Nychka et al. [2015] . Comparisons in terms of the determinants of the correlation matrices for the resulting designs as well as their runtimes are summarized in Table 1 . Since it is typically recommended to perform random restarts of cover.design to obtain a solution closer to the global optima, we report the runtime for 0 and 100 restarts. Note that for any random realization of the k-DPPP there is no guarantee that the sampled points will be especially good in terms of space-fillingness; here the two samples drawn seem poor. However, the design emulator results in a design that empirically fills the space well and also produces the best criterion value. At the same time, the design emulator was the fastest of all methods (even using unoptimized R code). While running random restarts of cover.design improved the criterion, it also significantly increases the computational cost. , a space-filling design constructed by 100 random restarts of the cover.design function from R package fields, and the optimal design emulator constructed as the (approximate) mode of the k-DPPP with isotropic Gaussian correlation function in p = 2 dimensions with correlation parameter ρ = 0.01. All are n = 21 point designs. 
Batch Sequential Design via Design Emulator
The design drawn from the design emulator requires specification of the correlation function parameter, ρ, of the GP. Due to the emulator's speed, it becomes feasible to sample designs for different values of this parameter, or to sequentially update designs with refined estimates of ρ as data are collected. Here we will demonstrate a batch-sequential approach in the case of an isotropic GP.
From Theorem 2, we have that f Z ∝ det(K Z ). Suppose an initial design of size n 1 has already been selected consisting of locations Ξ 1 = ξ 1 , . . . , ξ n 1 with the corresponding kernel sub-matrix K Ξ 1 from the overall kernel matrix K χ defined on the candidate set χ.
Then,
where det(
where K Z\Ξ 1 is the submatrix of K Z excluding rows, columns associated with the design points Ξ 1 and k Ξ 1 ,Z\Ξ 1 is the (rectangular) cross-kernel matrix between design points Ξ 1 and the set of points Z \ Ξ 1 .
The above decomposition allows for a simple sequential updating scheme. Suppose n a design points Ξ a have been selected so far (perhaps in a one-shot arrangement, or perhaps as a result of some previous sequential design point selection iterations). To select n b additional design points, say Ξ b , one performs the following steps.
1. Construct K χ\Ξa . Note that this matrix assigns probability 0 to (re)selecting any of the first n a points.
2. Apply Algorithm 2 using the constructed kernel matrix K χ\Ξa . This will sample the next n b sequential points, Ξ b , conditional on already having selected the first n a points.
3. The updated design of n = n a + n b points can then be returned as
The sequential selection steps could then be iterated again to perform further updates.
This conditional approach to sequential design construction is very elegant. We note two situations where application of the approach is useful, and which will be demonstrated in Section 4.2. First, consider sequential designs for GP regression. An initial design would be constructed using a small setting of ρ to emulate a space-filling design. However, in subsequent sequential design updates, data will have been collected giving information on a data-supported value of ρ. At each iteration, the kernel matrix can be updated using the most recent point estimate of ρ, thereby resulting in sequential designs that start off as space-filling but which evolve to extract more meaningful information from the process being observed:
where the initial "space-filling" value ρ 0 is subsequently updated based on the data collected.
Another relevant scenario is the desire to enforce certain projection properties of designs.
Typically, the desired projection property is to enforce space-fillingness or non-collapsingness in all marginal dimensions as well as in the full d-dimensional design space. For instance, it is well known that Latin hypercube designs preserve space-fillingness of the 1-dimensional marginals but do not enforce this constraint on the higher-order marginals. Generally, adding this constraint to design construction has been a challenge, both in formulating an appropriate mathematical criterion and in optimizing the resulting criterion. Recently, Joseph et al. [2015] proposed a criterion that aims to preserve the space-fillingness constraint in all marginal sub-spaces when constructing d-dimensional designs, but in general there has been little work in this area due to the computational difficulty of finding such designs.
Our sequential formulation allows one to easily enforce the non-collapsing projection property constraint -that is, to remove the possibility of design points overlapping in their marginal projections. Let S 1 = {ξ ∈ χ \ Ξ | ξ j = ξ j where ξ ∈ Ξ for at least one j ∈ 1, . . . , d}, S 2 = {ξ ∈ χ \ Ξ | ξ j = ξ j ∩ ξ k = ξ k where ξ ∈ Ξ for at least one pair (j, k) ∈ 1, . . . , d},
where ξ ∈ Ξ for at least one tuple (j, k, l) ∈ 1, . . . , d}, and so on, where the higher-order sets S 4 , . . . , S d−1 are similarly defined. Then, it is clearly the case that
Therefore, to find the subset of candidate points that would violate the desired projection constraint in all marginal dimensions, it is sufficient to find the set S 1 alone. Notably, this is an operation that is O(N nd) in the worst case (where N is the cardinality of χ, n is the number of design points and d is the dimension of the input space), exhibiting no combinatorial explosion with dimension. Our batch-sequential design algorithm satisfying the non-collapsing constraint is outlined in Algorithm 3.
Algorithm 3: Batch-Sequential Design Emulator with Non-Overlapping Projections.
Let Ξ a be the n a existing d-dimensional design points ξ 1 , . . . , ξ na Let χ be the original ( full ) set of candidate points
Initialize S = Ξ a // Construct the set of points violating the non -collapsing // projection constraint of the existing design for i in 1, . . . , n a for j in 1, . . . , d
for k in 1, . . . , N if ξ ij == χ kj and χ k / ∈ S S = S ∪ χ k // Calculate the conditional kernel matrix
// Draw n b batch -sequential points using Algorithm 2 with the // first n b eigenfunctions φ 1 , . . . , φ n b from the eig en de co mp os it io n // of kernel matrix
Examples
To motivate the interesting possibilities of using a fast design emulator, we consider a designed variant of the popular Stochastic Gradient Descent (SGD) algorithm as well as sequential designs for GP regression.
Designed Stochastic Gradient Descent
As mentioned earlier, one motivation for space-filling designs is as a variance-reduction technique when calculating statistical estimators. To demonstrate the potential for a computationally cheap design emulator for constructing space-filling designs in a modern context, we motivate possible modern applications in the big data setting involving the stochastic gradient descent (SGD) algorithm [Bottou, 2010] . SGD is used extensively in statistical machine learning to scale model training to big data for a variety of applications including linear models, clustering, GP regression and deep neural networks [e.g. Zhang, 2004 , Sculley, 2010 , Dean et al., 2012 , Hensman et al., 2013 , Wan et al., 2013 , Sutskever et al., 2014 , Badrinarayanan et al., 2015 . SGD works by using small random subsets of the data, called batches, to estimate the gradient. The essential idea of SGD is to sacrifice an increase in estimator variance for computational gain so the parameter space of the model can be more efficiently explored when fitting models to big data. Due to the speed of the proposed design emulator, we can replace SGD's random susbset selection with a space-filling subset selection at each iteration of the algorithm, thereby recovering some of this variance tradeoff.
A small simulation was carried out by generating observations from a 5-dimensional linear regression model (similar to the popular Friedman function [Friedman, 1991] ),
where the regression coefficients β 0 , . . . , β 5 were generated as Unif(−10, 10) and the obser-Subset Size Table 2 : Ratio of MSE of parameter estimates for random subsets (Ξ R ) versus designed subsets (Ξ) when using SGD to fit the model (5). Values greater than 1.0 indicate the multiplicative factor by which random subsets had larger MSE relative to the designed subsets.
vational error was taken to be ∼ N (0, 1). The model was fit using SGD with batches of size batchsize = {23, 43, 63, 83}. SGD iterates over all the batches of data in random order and repeats this entire process a number of times, called epochs. We used 200 epochs in this example. The total dataset size was 50 × batchsize and each study was replicated 100 times, using randomly drawn coefficients for each replicate. To evaluate the quality of the SGD solution, we compared the ratio of the average squared error of the regression coefficients for random subsets versus the designed subsets. For example, a ratio of 2 indicates the estimation error was twice as large as that of using SGD with the design emulator.
The results summarized in Table 2 show that even in such a simple example, the resulting error is usually 1.5-3 times worse based solely on how the subsets are selected from the dataset. This demonstrates a novel application of experimental design in the modern big data modeling setting that is enabled by the computationally cheap design emulator.
Batch-Sequential Designs in GP Regression
Our second demonstration of the proposed technique considers constructing sequential designs for GP regression using Algorithm 3. As outlined in Section 1.1, we assume a stationary GP regression model with mean zero and Gaussian correlation function with no measurement error. First, consider this model in 2 dimensions and look at batch-sequential designs constructed 3-at-a-time and 4-at-a-time, shown in Figure 3 . In this figure, the design points are denoted by solid dots and the light gray circles denote available candidate points which, if selected, would negatively impact the space-fillingness of marginal projections. The black circles denote available candidate points that would not negatively impact the marginal projections.
Initial designs were constructed with n = 3 (respectively n = 4) points and sequentially updated until n = 9 + 3 (respectively n = 12 + 4). For comparison, the single-shot designs constructed using Algorithm 2 are labelled as n = 12 (respectively n = 16). The examples shown in Figure 3 show that the sequential approach appears to construct space-filling designs that end up with a similar spread of points as the single-shot design. However, as the projection property is not enforced in this sequence, the marginal projections of the sequential designs are as poor as the single-shot designs. This is easily seen by comparing the number of black circles falling on each marginal dimension for n = 9 + 3 versus n = 12 and n = 12 + 4 versus n = 16. In particular, for the 3-at-a-time case, the marginal projections of the sequential and single-shot designs are equally bad.
Next, we consider batch-sequential designs that incorporate the constraint that the marginal projections should not overlap as described in Section 3.4. The 3-at-a-time and 4-at-atime designs are shown in Figure 4 . Enforcing this constraint did not have a noticeable computational effect, but the quality of designs is noticeably improved. For instance, theThe single-shot designs (n = 12 and n = 16) are shown in the rightmost column. Solid dots denote designs while empty circles are candidate points. The gray circles denote candidates which would negatively impact the marginal projections. These sequential designs were constructed without regard to the marginal projections. n = 9 + 3 design now has only 2 settings in the marginal projections which are unoccupied by design points as compared to the n = 12 single-shot design which has 3 and 5 settings of the input dimensions unoccupied by design points. In the 4-at-a-time designs, the n = 12 + 4 design has no unoccupied marginal projections while the single-shot n = 16 design has 2 and 6 unoccupied marginal projections. These examples demonstrate the efficacy of applying Algorithm 3 to enfore the desired projection properties.
The designs constructed in Figures 3 and 4 use a correlation parameter of ρ = 1 × 10 −10 to essentially be constructed as space-filling designs. However, in practice a sequential design could benefit from improved estimates of the GP correlation parameter from data collected at each step in the sequence. Using Algorithm 3, we can construct designs which sequentially take this into account, becoming less space-filling while still preserving the desired projection Note how the final sequential designs (n = 9 + 3 and n = 8 + 4) have few overlapping 1d projections while the single-shot designs (n = 12 and n = 16) have many.
properties. We consider an evolution of ρ over the 4 updates as ρ = 1 × 10 −10 → ρ = 1 × 10 −5 → ρ = 0.001 → ρ = 0.001. The resulting sequential designs are shown in Figure   5 . The evolution of both design sequences demonstrate a more centralized pattern to the points as the correlation is updated to represent an observed process that is smooth and slowly varying. Yet, the marginal projection property is still satisfied, with no unoccupied marginal projections for the n = 9 + 3 and n = 12 + 4 designs as compared to the single-shot designs with n = 12 and n = 16 runs. Solid dots denote designs while empty circles are candidate points. The gray circles denote candidates which would negatively impact the marginal projections. These sequential designs were constructed to preserve the marginal projection constraint, and assume the correlation parameter is sequentially updated as ρ = 1×10 −10 → ρ = 1×10 −5 → ρ = 0.001 → ρ = 0.001. The single-shot designs (n = 12 and n = 16) were constructed using ρ = 1 × 10 −10 .
Discussion
In this article we have introduced a novel probabilistic approach to constructing optimal designs by taking a point-process approach. In particular, we considered entropy-optimal designs, which have a clear connection to the popular space-filling designs used in computer experiments and spatial statistics, and we establish their connection to determinantal point processes (DPP's). By using a discrete version of this representation, we arrive at a computationally friendly algorithm to (approximately) sample the mode of this process, which corresponds to the optimal design. Subsequently, we extend the method to allow for sequential design construction and allow one to incorporate a popular marginal projection property constraint without losing the computational benefits of our basic algorithm. Since our ap-proach to enforcing such constraints amounts to specifying a conditional kernel matrix, other constraints not considered in this paper could be easily implemented using the same basic approach described.
The design algorithm introduced in this paper was demonstrated on the popular Stochastic Gradient Descent (SGD) algorithm applied to fitting a model to the popular Friedman test function. SGD essentially works by approximating the model gradient with a small batch sample from the overall dataset -essentially trading off reduced computation time for increased variance in the estimation of these gradients -and is hugely popular in fitting complex statistical and machine learning models. However, the batches used in SGD are usually selected using simple uniform sampling. The ability to have a fast design construction algorithm allowed us to construct space-filling batches for the SGD algorithm, which noticeably improved its performance.
We also demonstrated the sequential variant of our algorithm for GP regression designs that incorporate marginal space-filling projections and/or incorporate updated parameter estimates in a sequential model-fitting excercise. The designs constructed clearly show the effect of incorporating the marginal projection property constraint and the effect of updating the parameter to move the focus of the design from a purely space-filling construction when we have not yet observed any information, to one which places greater focus on estimating the model as observational information becomes sequentially available.
The ideas described in this work take a very different view of design construction and are, as far as we know, the first general approach to constructing designs from a probabilistic perspective motivated by much earlier work in the literature. While we have focused on designs for stationary GP models, our approach would also apply to non-stationary GP models specified by a closed-form correlation function. The methods outlined in this paper will soon be available on CRAN in the R package demu, and we aim to further develop this approach to handle more complex scenarios such as high-dimensional design construction and high-dimensional statistical learning algorithms.
Calculating P (j, r) in Algorithm 1 Chen and Liu [1997] derive the formula for P (j, r) as well as the conditional Bernoulli sampler based on P (j, r). The procedures is as follows. Let C be any subset of S N = {1, . . . , N } and let 1 ≤ j ≤ |C|. Let S j = {1, . . . , j} and S Chen and Liu [1997] show that P (B = b) is given by
where σ k = k j=1 b j with σ 0 = 0, P (k, σ k ) is as defined above and w k = p k /(1 − p k ) with p k being the (independent, unconditional) probability of success for the kth Bernoulli. But from Kulesza and Taskar [2011] , this is just
, so substituting we have P (B = b) ∝ k∈S λ k . But, since the λ k 's are monotone decreasing, k∈S λ k > k∈S\j λ j λ l for any l > j which implies n k=1 λ k > k∈S λ k for any S = {1, . . . , n}.
