




































日CR(HistoricalCharacter Recognition)ブOロジェクトは、平成 11年度の開始からすでに 5年が経
とうとしている。初期の研究を支えた4つの科学研究費補助金(平成 11"'-'1:3年度基盤研究(B)(l)r古
文書解読フ。ロセスの知能情報学的解明」、同 f古文書 OCRの試論的研究J、同「手書き文字 OCR技
術を援用した古文書翻刻支援システムの開発j、平成 12"'-'14年度基盤研究(B)(l)r古文書解読支援シ
ステムの開発と電子辞書技術の応用に関する研究J)が一昨年度までに終了し、プロジェクトは第 1
























平成 14年度 2，900 。 2，900 
平成 15年度 4，700 。 4.700 
平成 16年度 4，700 。 4，700 
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3.3 射影ヒストグラム法による標題抽出. • 
3.4 射影ヒストグラム法とラベリング法による標題抽出. • . 
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名称 内容 採字元 字種 文字数 画像
HCD1 年齢表記文字 宗門改帳 16 ，3，066 2値
HCD1a 単位表記文字 宗門改帳 16 3，200 2値
HCD1b 単位表記文字 宗門改i援 8 1，600 2値
HCD1c 親族関係表記文字 宗門改帳 8 1，600 21直
HCD1d 村役人表記文字 宗門改帳 8 1，456 21直
HCD1e 貸地に関する文字 宗門改!援 8 1，600 2値
HCD2 借金証文標題行 伏見屋文書 200行 1，378 2値
HCD2a 借金証文標題行 伏見屋文書 200行 1，378 256階調
HCD2b 借金証文標題行 伏見屋文書 200行 1，378 24bitカラー
HCD3 借金証文標題文字 伏見慮文書 183 4，933 2値









































之 653 6.8 
事 645 13.4 
申 348 17.0 
り 307 20.2 
子 306 23.4 
預 290 26.4 
金 274 29.2 
品見ι 270 32.0 
文 256 34.6 
詮 229 37.0 
一 225 39.3 
請 211 41.5 
屋 183 43.4 
キし 182 45.3 
銀 156 46.9 
月 154 48.5 
年 136 49.9 
家 125 51.2 
状 124 52.5 
イ昔 105 53.6 











ツ 200 八 200 
一 200 九 200 
一 200 十 200 一
一 200 'でE三~ 200 一
四 200 弐 200 
五 200 年 200 
開1、4 200 拾 200 
七 200 廿 66 
表1.4:HCDla収録の字種とサンプノレ数
字種|サンプノレ数 1宇種|サンプル数
田 200 両 200 
畑 200 分 200 
高 200 朱 200 
石 200 家 200 
斗 200 軒 200 
升 200 間 200 
メ口b、 200 馬 200 
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データの使用条件等については， ) 1口氏のホームページ http://kawaguchi.tezukayama-u.ac必/を参照され
たい.
2.1.1 歴史研究上の意義



























































具体的には，カメラ (NIKONF2， NIKOR 55mm/F3.5)を照明台の上に国定して，ハロゲンランプで照明を
当て， FUJICOLOR SUPER G ACE 400のフィルムで，史料の見開き 2ページを 1画像として写真撮影した.
次に，ブイノレムを PHOTO田CDに書き込んだ.PAINT SHOPを用いて， PHOTO-CDから 1536x 1024 DOTS 
の解像度で画像を読み込み，グレイスケール (256階調)に調整，ノーマノレフィルター(シャープ強)をかけ， 1世
















77年間にわたる小松川村の「宗門家別人別改書上帳jのうち，寛政4(1792) ~寛政 12 (1800)年の名主は多
蔵，享和 2(1801) ~文政 6 (1823)年の名主は太郎兵衛，文政7(1824) ~安政 4 (1857)年の名主は忠左衛門，




























Recordl I Record2 I Record3 




Linel I Magic Number I Pl 
Line2 I Comment 
Line3 I Size 
# CharacterID SJIS JIS(ASCII) 
Width Height 
Line4時 IBinary Image I ASCII Encoded Binary Image 






















































































































































































































HCD2 2値画像 PBM 
HCD2a 階調画像 PGM 






















































































































































































































書』について、不明文字がない 900標題の全4，933文字(184字種)を 1文字づ、つ切り出して、その 2値画像と翻
刻文字情報を収録している。











































νi=LP(i，j) (i=0，1，..，m-1) (3.1) 
j=O 




行抽出のために式 (3.1)に基づく関値を九(tcど0)とし，町三 tcの条件を満たす連続した変数 iを縦書き 1行
と定め，isくtく九の範囲を抽出する.ここで，isは連続したの始点， Zeは終点を表す.ここで，抽出された各々
の行を k(ただし，k = 1，2，・・ ，kmax)とする.
つぎに得られたそれぞれの行kに対して水平射影ヒストグラム hkjをとる.hkjは，












全画像 1987枚に対して標題が抽出できたのは 712枚，全体に対して抽出できた割合は 36%である.しかし抽
出できなかった画像数の中には封筒，裏書などもともと標題が存在しない画像が 993枚含まれている.それらを
全体から除き，標題が存在している画像だけで考えると抽出できなかった画像は 282枚である.よって標題が存























































qn川1= (i仏nlm“山tin釘 ，jnl何川i九山n叫lmax，jnは山山lma (3.4) 
qη2立(i九n叫2問 n，j叫 mi灼n，i九n2mαx，jn2mαx)
とする.ただし叫く凶とする.
このとき，qnlに対して qn2が以下の 3つの条件を満たすとき，n2のラベルを n1に変換する.







in 1min :sin2maxさら1mαz (3.6) 
かつ
in2max -in 1min三(in2maxー ら2min)/2 (3.7) 
上記の各々は，図 3.8(a) (b) (c) に対応する.または
jnは山山1rr作m九Zば山川tか加TηL三j 叫 mηni向n三jn山1υma (3.8) 
かつ
in1min :sin2minとら1max (3.9) 
かつ
in1maxー ら2minど(in2maxー ら2min)/2 (3.10) 
ここで，式 (3.7)の場合，n1の左端と n2の右端の距離(図 3.8(c)参照)を A，n2の左端と右端の距離を B

















前章で、求めたラベノレ枠を用いてそのラベル枠の左上の座標を (imin，jmin) 1 右下の座標を(imax， jmax)とし，
それによって求められる行Qnを



















注釈 1(標題より右側上部にある行): C1 
注釈2(標題より右側下部にある行): C2 
標題 :T， 本文:B， 日付 :D，
差出人:S， 受取人 :R， 追記 :P
とする.これを要素という.
また，概略画像の水平射影ヒストグラムをとり，その上端と下端の中心をち，上端と九の中心を日，九と下





imax ~ Y1のとき，Qn = C1 








Qn = C1，Qn = C2，の iminをそれぞれ ，iClmin， iC2min， Qn = C1， Qn = C2を除く他の行 Qnの iminを
iOminとすると，
imin < iClmin，または imin< iC2min 
かつ
imin > iOmin 
のとき Qn=Tとする.
3)本文 (B)








九三 jmin:; Y2かつY2:; jmax :; Y3のとき，Qn =Rとする.
7)追記 (p)
Qn = D，Qn = S，Qn = Rの iminをそれぞれ iDminliSmin， iRminとすると，
imin < iDminまたは imin< iSminまたは imin< iRmin 
かつ








































































































































































































字種 ファイノレ名 W H 位置前後文字列
預， f0001井01.pbm，95，135書f0001書01，預り申銀子之事
り， f0001持02.pbm，46事 41，f0001， 02，預り申銀子之事
申， f0001如3.pbm，29，63， f0001，03，預り申銀子之事
銀， f0001枠04.pbm，77，102， f0001，04，預り申銀子之事


















最大 最小 " 






』 ? ? ? ? ? ?








? ? ↑? ?????
文字数
図4.11:文字ノfターンのサイズ特徴
金~ 1.594059: 0.23913 0.882304: 195: 0.04219 
日目白....“"“日目白山"“・・・..;....................日目日目白日日目白日同町日目白・・・・・・・・・・・・・・・..u・・““・・・・・・・・・・明・・・・・・吋・・ ・ー・・ ・・ ・・・・・・・・...............““““““・・・・・・・・“"“"“・・・・・・・・・・・・・・・・・・























































































予真り 申 銀 子 立 事 f支 者 手 間t3登 文 住 一 本し *13 用 泣ノ、工 見ム~ 歌
951 258 O O G O O G 3 O 12 2 5 01 33 O 71 。31204 19 
顎 O 01 276 8 O O G O O O O G O O O O O O G O 。G G 
り O 01251 O O 2 O O G O O 4 O O 5 O O O O O O 
申 O O 01 70 O O O 18 。2 O 01 21 O O O 01184 O O 
皇居 O O O 01 70 2 O O O O O O O O O O O O O O O O 
子 7 O G 。O 01 242 G O O O 2 。Q O O O G O 。O 
之 22 O 。O O 01521 O O 。O O 。む O O G O O O O O 
事 525 O む O O 。O G O O O O O G O O O 。。O G O O 
f受 O O O む O O O O 01 22 O O O O O O O G O O G O O 
者 O O O O O O O O O O O O O 01 19 O O O O O O G 
手 O O O O O O O O O O O 37 O O O O O O O O O O O 
F村 2 D G O O O G O O O O 01 33 O O O O O O G 3 O G 
5壷 2 G O G O O O O O O O O 89 O 。O O O O 。G 
三t主Z 12 G G O O 01 73 G O O 2 
。O O G O O O O O G O O 
G O O 3 O O 。G O G 。む 。O 。O O 。O O O O 
一 2 O O O O O O O O O O O O O G 01142 O O O O O O 
本| 45 O O O O 01 99 O O O O O O O G O O O O O O O O 
:t~ O O O O O O O O G G O O O 3 O O G G 。O O O 
{昔 O O O O O G O O O G O 2 O O O O O G 17 む G O 
標題総数:908 総文字種(文字パターン数):196 総文字数:5，628字(空白 878字を含む〉
図4.18:2-gramによる標題文字の出現頻度
預 り 申ケ
285 276 8 
申渡ー謹之受預金余
274 251 7 5 4 2 2 
申 金銀一手家誼頼 子事年約畑
308 184 70 21 18 5 2 2 
銀 子請之 諸
77 70 3 2 
子 之 設事憧年
254 242 7 2 
之 事 内り 通


















































































主に，文字認識に用いられるニューラノレネットワークモデルとして， MLP(Multi Layerd Perceptron)[15]， 













入力ベクトノレを X，隠れ層ニューロン iの重みベクトルを Wi，出力層ニューロンの重みベクトルを W とする
と，ネットワークの出力 Oは以下の式で定義される.









































るネットワーク構成は図 5.3に示されるように 2入力 1出力で隠れ層ニューロン数は 2とした.学習データは一
様な分布の中からランダムに選出し，
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右上斜め(/)，左上斜め(¥)の 4種類を割り当てる.次に，これを 8ドット x8ドットの正方領域に分割し，
その隣り合う 4偲ずつを一つの小領域とする.全部で49個の小領域となる.各小領域毎に線素の数を重み付きで


































入力層，隠れ層，出力層の 3層構成で，ニューロン数は，それぞれ， 196， 30， 1とした.図 5.7に示されるよ
うに，各字種に一つの MLPモジュールが割り当て，最大の出力を得たモジュールに割り当てられた字種を認識結
果とする.各モジューノレは，割り当てられた字種に対し教師信号を1.0，それ以外の字穫に対し教師信号を 0.0と
して学習を行う.学習率が 0.00001，教師信号との誤差絶対値の平均が 0.02以下，または学習回数が 100回を越





ここで，b， x， uは，それぞ、れバイアスと入力ベクトノレ，標準パターンベクトノレを表し， ejは，固有値入jに対す
る圏有ベクトルで，入jfE入j+lである.
共分散行列から算出できる固有ベクトル数は，学習サンプノレ数によって決定され，サンプル数が 80個の場合
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宇種 正読数 誤読数 認識率[%]
ツ 117 3 97.50 
一 120 。 100.00 
一 116 4 96.67 一
一 120 。 100.00 一
四 117 3 97.50 
五 114 6 95.00 
-ノL¥ゅ 111 9 92.50 
七 115 5 95.83 
八 116 4 96.67 
九 117 3 97.50 
十 117 3 97.50 
rて~ 118 2 98.33 
弐 114 6 95.00 
年 116 4 96.67 
拾 119 l 99.17 
廿 25 8 75.76 
|合計 I1772 I 61 I 96.67 
表5.2:各宇種の認識率(改良型マハラノピス距離を用いた場合)
字種 正読数 誤読数 認識率[%]
ツ 117 3 97.50 
一 116 4 96.67 
一 110 10 91.67 一
一 116 4 96.67 一
四 118 2 98.33 
五 111 9 92.50 
-/A¥ 4 109 1 90.83 
七 106 14 83.33 
八 106 14 83.33 
九 113 7 94.17 
十 117 3 97.50 
'セ百まt 115 5 95.83 
弐 112 8 93.33 
年 113 7 95.17 
拾 117 3 97.50 
廿 27 6 81.82 
















































































































































































前章の実験では，設定したすべての探索範囲に対して候補文字の抽出を行った.しかし本稿では図 6.7(a) ，(b )，( c) 
の失敗パターンを対象として，正解率を向上させるために前処理を行った.そこで今回の実験では， (d)のパター
ンについては候補文字抽出の対象としないこととした.









































処理なし 1378 814 751 
処理あり






























第 10候補までの累積正解率では， 200標題の場合で 70.4%， 151標題の場合で 83.1%の結果が得られた(図
6.14，6.15) .どの候補順位においても，処理ありの方が良い結果が得られているのが分かる.そして第 10候補ま

























































































































































































ここで tj，lは用例中に登場する n文字のつながりの 1文字目，tj，2はn文字のつながりの 2文字自，んはその n
文字のつながりの頻度である.
Iトgramテーブノレからの不明文字の正解検索は，前方一致の場合と後方一致の場合にわけられる.前方一致は























































































援のためのユーザインタフェース (GetAMojiマクロ)を試作した.ユーザ、インタフェースは， Microsoft Word 



































被験者A 被験者B 被験者C 平均
使用前 使用後 使用前 使用後 使用前 使用後 使用前 使用後
正解文字数 47(69.1) 55(80.9) 23(33.8) 26(38.2) 22(32.4) 30( 44.1) ( 45.1) (54.4)牢
不正解文字数 5(7.4) 5(7.4) 13(19.1) 12(17.6) 22(32.4) 26(38.2) (19.6) (21.1) 

































































. Ci -1 CiCi+ 1・
と表現され，一方Iトgramテー プノレは，
tj1 tj2・ tjn，ん





Ff(Ci)ロ {(tk3，!k)ltk1= Ci-2，tk2 = ci-d 
-中間一致した集合:
Fm(Cd = {(tI2，!I)ltl1 = Ci-btl3 = Ci+d 
-後方一致した集合:



































































































試験データもある.図 9.1は， OCRで得られた正解候補のうち， 20位以内に正解があった例の累積割合で、ある.
OCRの結果，正解が 1位にきた例は，試験データ全体の 6.41%にあたる 225例あり，上位 10位に入った例は












2 5 10 1 12 13 14 15 16 17 18 19 20 
正解剖到町立
図9.1:OCRによる正解出現順位の累積割合











if ranking of t付く Thresholdl
OScorel(t材)= ED(t材)
else 
OScorel(t**) = NON E 
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9.3によると，Threshold1 = 15付近で平均順位が 4.77位となることがわかる.この付近の整数値を調べたとこ














10 1 12 13 14 15 16 17 18 19 20 
iE解畠現照位
図9.6:n-gramとOCRの併用による不可読文字の正解!頃位の分布(Threshold1土 15，Threshold2 = 4) 
つぎに n-gram情報により候補が得られなかった 715文字について検討する.n四gram情報で候補が得られない










きい値で正解が 1位となる文字数は，全体の 17.98%にあたる 631文字，正解が 10位以内に入る文字数は，全体
の74.35%にあたる 2，609文字， 20位以内だと全体の 79.77%にあたる 2，799文字である.この結果は， n-gram 








































































lI I・I1・r11 1 I・I11 J・II 
ll・I1 ¥ -1I I II IJII 
11II I I・rl，-r -1 I I 1I・l
(a) (b) (c) (d) [・I11 rn-l f i-l・Ir. t-I t 
ll・1Ir -J・i11・!・1I I・1II 
1I I I ILl IlI I._JLL.J・l
(e) (。 (g) (h) 
図10.2:二つの方向をもっ線素(文献[24]より引用)
...・， R・，.-・-f・ ，..，..f'..，.・r..'..-， ・・・・・・ e ・1、1_ ---L.I--L--I--I--I..-..Iト・・・・ E ・・ n-. 
・.
a  -・. . ・，. 
















(Xl' X2， X3， X4) 
で定義する.ただし，
Xi = 4Xli十3X2i十 2X3i+ X4i(i = 1 '"'-'4) 
ここで添字tはそれぞれ，縦，横， +45度， -45 度の方向線素を意味する • Xli， X2i， X3i， X4iはそれぞれ中心から外
側に向けて 4つの各部分領域で、の方向線素tの個数をあらわす.
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「辞書を開くJダイアログが表示されたら，翻刻中の文
書と同じような用語が使われている文書から作成した
GAM辞書を開く.
「つぎの口へJrまえの口へ」をクリックすると口J
を検索して正解候補文字を表示する.候補文字のなか
に正解とおぼしき文字があれば，それを選択してダブ
ノレクリックするか「置換Jをクリックすると「口Jと置
き換わる.まえの置換を取り消したいときは「置換取
る消」を， GAM辞書を入れ替えたいときあ「辞書選択J
Eをクリックする.
? ?
? ?
?ー
?????????。???
?
? ? ?
???????? ?????????
?
? ? ?
?
?
?????????? ????
? ?
???????
効果的な使い方
翻刻対象にあったGAM辞書があればそれに越したことはないが，なかなかそうはし、かないだろう.そこであ
なたが翻刻したい古文書を，不明文字を口にしたままとりあえず最後まで入力しておく.そしてその翻刻文から
GAM辞書を作成する.作成した辞書を使ってGetAMojiを起動すれば，口に正しい候補文字を出してくれる可
能性がたかまる.
13.3 
