Introduction {#Sec1}
============

In this paper, we report on the development and validity of the Professional Decision-Making in Research (PDR) measure, a vignette-based test that examines decision-making strategies used by investigators when confronted with challenging situations in the context of empirical research. This introductory section explains how professionalism in research is related to research ethics, explores the importance of decision-making for professionalism and ethics, identifies impediments to appropriate decision-making, presents compensating strategies for impediments, and explains the need for a new measure of professional decision-making in research.

Two Core Features of Professionalism {#Sec2}
====================================

While professionalism has been described in many different ways (van Mook et al. [@CR99]), two key components are commonly mentioned. First, professionalism refers to behaviors that protect the trust that clients and the public place in professionals (ABIM Foundation [@CR31]; Stern and Papadakis [@CR85]; Swick [@CR89]). This is the core idea behind the concept of professional "fiduciary" obligations (Garner [@CR32]). At a minimum, this involves giving priority to professional goals (such as fostering client well-being or discovering new knowledge) over personal interests (such as financial gain or career promotion). Second, professionalism refers to the traits that make individuals "good professionals," such that they achieve the goals of the profession (Swick [@CR89]; van Mook et al. [@CR99]). In the field of research, the immediate goal is generating new knowledge through systematic activities that allow for replication (Department of Health and Human Services [@CR22]). Thus, professionalism in research requires traits such as being competent, honest, collegial, persistent, and compliant with the rules of funding agencies; such traits are required to generate new knowledge in a systematic manner in modern complex research environments (DuBois [@CR25]; Institute of Medicine [@CR45]).

What is the relationship of professionalism to ethics? We suggest that they are overlapping, but not identical domains. The boundaries between the domains are often circumscribed intuitively and differently depending on who addresses the question. For Aristotelian virtue theorists, the overlap might be nearly complete because the ethical virtues of a researcher are identified by answering the question, "What traits help an individual to achieve the aims (*telos*) of the profession?" (Pellegrino [@CR66]). Thus, consistent with the American Psychological Association's *Code of Ethics*, which phrases key elements of the code as "Psychologists do *x*," competence would be a requirement of both professionalism and ethics (Fisher [@CR30]). For Kantian deontologists who focus on universal rights and maxims, the overlap of professionalism and ethics would be relatively incomplete (Sullivan [@CR87]). For example, routinely ignoring the comments of peer reviewers that appear overly harsh might not be unethical, but it could be deemed unprofessional insofar as it is unlikely to lead to funding or the acceptance of publications necessary to thrive as a research professional. In what follows, we assume that professionalism in research encompasses professional ethics as well as any other traits necessary (a) to ensure the trust of research participants and the public or (b) to achieve the aim of producing generalizable knowledge.

The Importance of Professional Decision-Making {#Sec3}
==============================================

People make thousands of decisions in a day. Although some daily decisions are mundane and relatively inconsequential, many of the decisions made by professionals have significant implications. Researchers' decisions directly affect the accuracy of data, the protection of research subjects, the quality of collaborations, and the objectivity of peer review, among other things (Shamoo and Resnik [@CR75]; Steneck [@CR83]). When unprofessional decisions are made, suffering can be caused to research subjects, staff, colleagues, institutions, science, and the broader society (De Cremer and van Dijk [@CR21]; Olson [@CR63]). Furthermore, professionals' decisions, and the thinking patterns underlying them, affect their own work productivity, career success, and overall well-being (Dolbier et al. [@CR24]; Marques-Quinteiro and Curral [@CR50]; Roche et al. [@CR71]; Spreitzer et al. [@CR81]).

At times, decision-making as a professional is straightforward---the "right" or best option is clear. At other times, however, professional decision-making can require navigating complex, dynamic circumstances, considering diverse constituencies, wrestling with conflicting ethical principles, and selecting from multiple options---options that do not present a clear, optimal choice (Mumford et al. [@CR57]; Weick et al. [@CR102]; Thiel et al. [@CR93]).

Given that decision-making is a central hallmark of human life, decision-making processes have been the focus of numerous research studies across many fields (e.g., psychology, organizational behavior, economics, marketing, neuroscience, and medicine) (Breiter et al. [@CR18]; Gino et al. [@CR33]; Greene and Haidt [@CR35]; Hahn et al. [@CR38]; Messick and Bazerman [@CR52]; Milkman et al. [@CR53]; Oppenheimer and Kelso [@CR64]; Stone and Moskowitz [@CR86]; Yang et al. [@CR103]). The findings from this work provide several robust implications for professional decision-making and how professionals might strive to make the best decisions (Bazerman [@CR12]; Bornstein and Emler [@CR17]).

Impediments to Professional Decision-Making {#Sec4}
===========================================

Several characteristics of situations and problems commonly encountered by professionals threaten the quality of their decision-making. Professionals are particularly at risk for flawed decision-making when they face new, unfamiliar circumstances. In unfamiliar situations, an individual may misinterpret rules, norms, and cues and fail to consider the full range of alternatives and possible outcomes (Palazzo et al. [@CR65]; Thiel et al. [@CR93]).

In addition, professionals routinely encounter complexity in their work. This presents an obstacle because complex situations present ambiguous or conflicting rules, goals, or stakeholder interests and can involve missing, incomplete, and complicated facts. Thus, it is a considerable challenge for professionals to analyze the facts of a situation fully, accurately, and fairly and arrive at a prudent decision (Bazerman and Moore [@CR15]; De Cremer and van Dijk [@CR21]). While professionals expect to encounter new and complex problems in their work, even the most experienced, intelligent, and well-intentioned individuals are subject to the natural limitations of human decision-making that arise from how the brain processes information (Campbell et al. [@CR19]; Hammond et al. [@CR40]; Bazerman and Gino [@CR13]). For example, people tend to focus upon information that conforms to their existing beliefs and preconceived conclusions, ignoring contradictory evidence (Kunda [@CR49]; Nickerson [@CR62]). This confirmation bias manifests in decisions about political candidates, purchases, selecting employees, and new business ventures (Bazerman and Moore [@CR15]). Furthermore, individuals tend to be overconfident in their reasoning ability, exacerbating biases and minimizing the use of strategies that might offset biases (Boiney et al. [@CR16]; Pronin et al. [@CR67]). Kahneman ([@CR46]) discusses many other errors in judgment (often called biases or cognitive distortions) that have been identified through empirical studies.

When professional relationships and roles present competing interests, professionals are at risk for self-serving biases that contribute to poor decision-making (Dana and Loewenstein [@CR20]). Many professional organizations and societies apply policies and rules as structural safeguards against the influence of conflicts of interest (AAMC-AAU [@CR1]; DuBois et al. [@CR28]). It is important to note that self-serving and other biases typically operate outside an individual's conscious awareness (Epley and Caruso [@CR29]; Haidt [@CR39]; Moore and Loewenstein [@CR55]). Wanting to make the "right" or "best" choice does not ensure it will happen; people are not fully rational decision makers (Kahneman et al. [@CR47]; Tenbrunsel et al. [@CR91]).

In addition to environmental factors such as conflicting interests or novel and complex situations, emotions and stress influence reasoning processes and can impinge upon effective decision-making (Angie et al. [@CR5]; Gross [@CR37]). Professionals are at particular risk when negative emotions are heightened and they remain unregulated (Thiel et al. [@CR94]). High stress presents a similar challenge (Selart and Johansen [@CR74]; van Zyl and Lazenby [@CR100]). Notably, even in the absence of a situation-specific stressor, generalized stress and negative emotions can affect decision-making (Andrade and Ariely [@CR4]). Emotions and stress exhaust cognitive and emotional resources, leading to hasty, even unethical decisions (and actions) and to significant reductions in the capacity to filter out the effects of biases (Gino et al. [@CR34]; Mead et al. [@CR51]).

A final risk for professional decision-making exists when an individual falls into patterns of distorted cognitions that go beyond the ordinary human biases described above. Self-serving cognitive distortions include, for instance, blaming others, assuming the worst, euphemistic labeling, or minimizing the consequences of certain decisions (Tenbrunsel and Messick [@CR92]; Barriga and Gibbs [@CR11]). This thinking can lead to defensive, retaliatory, and other undermining behaviors, including decisions and behaviors marked by moral disengagement (Bandura [@CR9]; Moore et al. [@CR54]). Different factors can occasion such patterns, including contextual cues (e.g., competition) and personality characteristics (e.g., cynicism and inflated self-confidence) (Detert et al. [@CR23]). Even though these patterns do not serve an individual well, they are difficult to abandon once they have become habitual (Alexander et al. [@CR2]).

In sum, although professionals' usual decision-making approaches often serve them well, the challenges and risk factors described above can impact effective decision-making. It is important to note, however, that our points are not meant to imply that emotions and intuition are always problematic. Indeed, they can play an adaptive role in human functioning (Gross [@CR36]). Furthermore, cognitive errors arise from mental short-cuts that help us simplify and understand reality and act accordingly. As Sunstein ([@CR88]) suggests, heuristics or short-cuts such as "punish, and do not reward, betrayals of trust" often work fine in navigating moral situations (Sunstein [@CR88]). However, such heuristics can also prove too simple to serve us well in complex situations. Thus, professionals can benefit from a structured approach to navigating professional decision-making.

Compensating Strategies {#Sec5}
=======================

A structured approach to professional decision-making can help professionals learn to employ strategies that activate thinking associated with higher quality, more ethical choices that offset biases, harmful emotions, stress, and destructive thought patterns (Neck and Manz [@CR60], [@CR61]; Thiel et al. [@CR93]; Bazerman and Moore [@CR15]). Awareness of the challenges and risk factors alone may help, but a structured decision making aid offers a proactive, systematic tool (Bornstein and Emler [@CR17]). In addition to minimizing mistakes and potential decisional weaknesses, a structured approach affords professionals a mechanism for self-reflection. This allows professionals to leverage their strengths and grow from their experiences (Ashford and DeRue [@CR7]; Sonenshein et al. [@CR80]).

When confronted with a new, unfamiliar, or complex situation, several strategies support analysis of the situation and evaluation of potential decisions. Seemingly obvious, but neglected strategies include seeking additional information and speaking to others who can challenge dysfunctional assumptions (Sonenshein [@CR79]). Such information search strategies allow overlooked, discounted, or misinterpreted information to be uncovered (Mumford et al. [@CR57]). Other assumption testing strategies, such as reflecting on personal goals, further assist with these aims (Reynolds [@CR70]). Individuals should also consider as many options and potential outcomes as possible, especially focusing on likely consequences of a decision (Hsee et al. [@CR43]; Stenmark et al. [@CR84]; Watley and May [@CR101]). Ultimately, these compensatory strategies increase the likelihood of making appropriate connections between facts, contextual cues, alternatives, and likely outcomes (Thiel et al. [@CR93]).

A key strategy when faced with competing interests that might engender self-serving biases is shifting from fast, reactive processing to slower, deliberative processes (Sonenshein [@CR79]). Strategies aimed at examining one's motivations and requesting feedback from others induce such a shift (DuBois et al. [@CR28]). In the case of heightened negative emotions and stress, primary compensatory strategies include emotion and stress management. For instance, emotion management involves identifying emotions and then responding to them with techniques such as reappraisal or relaxation or combinations of such strategies (Barrett et al. [@CR10]; Searle [@CR72]; Sidle [@CR77]; Unsworth and Mason [@CR96]). When stress is high or emotions are charged, important secondary strategies may include realistically assessing the situation (e.g., causes, alternatives, potential consequences, roles, and responsibilities) and seeking help (Bazerman et al. [@CR14]; Hülsheger et al. [@CR44]; Searle et al. [@CR73]; Thiel et al. [@CR94]).

Compensatory strategies can also aid in diminishing and overcoming cognitive distortions. Here, it is essential to pursue greater awareness and understanding through testing assumptions and motives, especially comparing one's viewpoint to the perspectives of others (Taylor et al. [@CR90]). Additionally, it is important to seek input from others, in particular inviting corrective feedback that might challenge one's mindset (Hauer and Kogan [@CR41]; Sommer and Kulkarni [@CR78]; van der Rijt et al. [@CR97]). Emotion and stress management strategies may be critically important secondary strategies when stress or emotions serve as triggers for cognition distortions. Growing evidence for mindfulness and meditative training programs suggests these, too, are promising techniques for shifting perceptions, improving work-related stress, and improving overall functioning (Hawkins [@CR42]; Shonin et al. [@CR76]; Van Gordon et al. [@CR98]).

Of course, a decision aid is only useful if it is recalled and applied when necessary. Thus, it is important for decision strategies to be structured in a practically useful, memorable fashion. The SMART Strategies™ developed by the Professionalism and Integrity in Research Program (PI Program) illustrates such a tool (DuBois [@CR26]). The PI Program was developed with funding from the National Institutes of Health (NIH) to provide education for researchers who have had compliance or research integrity challenges within their labs (<http://integrityprogram.org>). Drawing from the literature referenced above, the PI Program developers packaged compensatory strategies for professional decision-making according to five domains: Seek help; Manage your emotions; Anticipate consequences; Recognize rules and context; and Test your assumptions and motives. Table [1](#Tab1){ref-type="table"} summarizes the link between professional challenges, compensatory strategies, and the discrete facets of the SMART Strategies™. This approach has been used successfully with participants in the PI Program. (We expect to publish outcome data in 2016.)Table 1Linking challenges, strategies, and the SMART™ toolProfessional challenges and risk factorsCompensatory strategiesS.M.A.R.T.™ toolSeek helpManage emotionsAnticipate consequencesRecognize rules and contextTest assumptions and motivesNew, unfamiliar situation or problemSearch for information\
Analyze causes, norms, and rules\
Test assumptions\
Integrate facts, cues, options, and outcomes✔\*✔✔\*✔\*Complex situation or problemSearch for information\
Analyze causes, norms, and rules\
Test assumptions\
Integrate facts, cues, options, and outcomes✔\*✔✔\*✔\*Relationships or roles with competing interestsShift from automatic to deliberative processing\
Examine personal motivations\
Seeking objective input✔\*✔✔✔✔\*Heightened negative emotions or stressRecognize and downgrade emotions\
Employ stress management techniques\
Assess the situation or problem realistically\
Seek outside perspectives and help✔\*✔\*✔✔✔Cognitive distortions or biased thinking patternsReflect on the actual problem or issue at hand\
Assess the perspective of others\
Examine personal motivations\
Seek external guidance, support, and input\
Employ stress and emotion management techniques✔\*✔\*✔✔\*✔\*  primary strategy; ✔ secondary strategy

Rationale for a New Measure {#Sec6}
===========================

The ethical decision-making measure (EDM) developed by Mumford and colleagues is a well-validated test that focuses on the use of decision-making strategies. It presents realistic professional and ethical problems that include factors such as incomplete knowledge, power discrepancies, and urgency---factors that may interfere with ethical decision-making (Mumford et al. [@CR56]). Thus, the EDM can be considered a measure of professional decision-making in research. Its validity has been supported by studies demonstrating negative correlations with personality traits known to compromise ethical decision-making (such as cynicism and narcissism) and positive correlations with research integrity training that focuses on the use of sense-making strategies (Antes et al. [@CR6]; Kligyte et al. [@CR48]; Mumford et al. [@CR56]). It exists in versions tailored to different scientific specialties, which can increase the accuracy of professional assessments.

Nevertheless, the EDM has several limitations. First, its scenarios are written at a very high reading level (some scenarios exceed a Lexile score of 1400 or a FLESCH grade 13.8). While researchers have a high level of education, high Lexile scores can present difficulties for those with English as a second language (ESL). This poses a problem in the field of research because according to both the National Science Foundation (NSF) and the National Institutes of Health (NIH), approximately half of all post-doctoral fellows working in the US were born outside the US, primarily in non-native English speaking nations (National Science Foundation [@CR59]).

Second, the EDM is time-consuming to complete, making it challenging to use as a pre- and post-test in educational settings. Each version (pre and post) consists of 25 vignette items built around 5 core scenarios and requires test-takers to make 50 choices after reading 200 options (totaling more than 8000 words per form). This makes the EDM particularly problematic when used in educational settings that involve non-native English speakers.

Third, the EDM scoring matrix is based on minimizing harm to self and others, and ratings of the degree to which each of seven decision-making strategies is embodied in each option. While this approach has obvious advantages insofar as one behavior may embody multiple strategies to differing degrees, it makes it difficult to rate options that illustrate the use of one strategy but violate the use of another (e.g., an option that considers consequences and minimizes harms while violating a rule---or vice versa). Thus, even if the EDM has adequate inter-rater reliability on its overarching ethicality score (which classifies responses as high, medium, or low in ethicality), it is not ideally suited to presenting scores focused on the use of specific strategies. We wanted a measure focused on assessing the tacit use of professional problem-solving strategies in research for several reasons:They can be taught in a straightforward manner. It is questionable whether one can teach or inculcate values in a short course on research ethics, but the use of strategies has been taught successfully (Kligyte et al. [@CR48]).The use of problem-solving strategies is a skill that can be applied to many diverse contexts and challenges. They are equally relevant to researchers who work with databases, animals, or humans, or who struggle with privacy rules, animal care protocols, or informed consent procedures.As noted above, the specific problem-solving strategies that we assess have a strong foundation in the empirical literature for enhancing the quality of decision-making.

Finally, the EDM asks investigators to identify "the best" responses. It is meant to assess ethical decision-making as a cognitive task. In contrast, we wanted to develop a measure that explores behavioral intentions by asking what options participants would be "most likely to choose" if they were really in the challenging situation described.

Accordingly, we identified the need for a professional decision-making in research (PDR) measure that (a) is written at a moderate reading difficulty level, (b) requires less time to complete, (c) has items that clearly illustrate a primary decision-making strategy, and (d) focuses on behavioral intentions.

Methods {#Sec7}
=======

Sampling and Recruitment {#Sec8}
------------------------

For our initial validity study, we recruited a convenience sample of 300 researchers funded by the National Institutes of Health (NIH), working in the United States (US), who were diverse in terms of career stage and reflective of the overall NIH-funded population in terms of gender, age, native language, and field of study. Recruitment was guided by the NIH RePORTER database, which can be sorted by funding mechanisms and identifies the principal investigators of all grants awarded. In order to represent diverse career stages, we targeted individuals who had received at least one of two types of funding: Training grants (T, K) or independent investigator grants (R01 s). In order to increase the number of eligible trainees, we also contacted the principal investigators of institutional research training programs funded through the Clinical and Translational Science Award (CTSA) program with the request that they share our recruitment email with their NIH-funded trainees.

From February through May 2014, potential participants were contacted by email with an invitation to participate in a study that aimed to evaluate a measure of how researchers make professional decisions. We estimated that participation would require 75--120 min and offered \$100 in payment. Potential participants received two email reminders at approximately 1 and 3 weeks following initial contact.

Instrument Development {#Sec9}
----------------------

Instrument development involved writing items to represent the use of SMART Strategies™ (Table [1](#Tab1){ref-type="table"}), testing their Lexile scores to ensure basic readability, and subsequent review aimed at establishing content validity by team members, EDM authors, and cognitive interviewing.

### Writing Items {#Sec10}

In an effort to examine the full range of professional issues in research, we wrote items to represent matters of concern to four oversight offices found in all major research universities: Institutional review boards (IRBs), which oversee human subjects protections; institutional animal care and use committees (IACUCs); research integrity offices (RIOs), which pursue allegations of plagiarism and data fabrication and falsification; and conflict of interest committees (COICs). In addition, we wrote items that pertained to general research practices, such as peer review and interpersonal relationships within research teams. We further developed storylines representing diverse kinds of research: human subjects, animals, biological field research, wet lab science, and data analysis (dry lab).

We produced parallel forms of the PDR (a pre- and a post-test version). Each form consists of 4 scenarios that describe a particular researcher and research project. Each scenario is followed by four vignette-based items that describe a specific challenge faced by the researcher. Each item presents six options and asks participants to provide two different responses, which are described in Table [2](#Tab2){ref-type="table"}, "Sample PDR Item."Table 2Sample PDR item(Scenario) You are a developmental psychologist who studies violence in elementary school children. Your lab includes several PhD students who work as research assistants. Your current project examines whether children with a certain genetic makeup are especially susceptible to the effects of television violence. Part of the project requires obtaining a cheek swab for DNA analysis. After the swab, you interview the children and their parents to determine their television viewing habits. You also observe them in the classroom and interview teachers and principals about the students' history of violent behavior. Your work depends heavily upon having good relationships with the local schools(Item) You consider your project's sensitive nature. You are concerned that parents will be reluctant to allow their children to participate. You are writing the informed consent form and fear that too much detail might discourage participation. Consider the following options.(Instructions) Predict your behavior by identifying the two options you would be most likely to choose if you were really in the challenging situation(Response options)\
1. Tell the institutional review board (IRB) and parents that you are studying the influence of television; downplay the role of violence. (Less professional)2. Along with the consent form, send a handout approved by your IRB that addresses parents' common questions and concerns. (More professional, Anticipating Consequences/Recognizing rules)3. Ask colleagues who have successfully recruited students to similar research how they deal with this challenge. (More professional, Seeking help)4. Ask yourself what is the worst thing that could happen in this study to explore whether the risks are really as trivial as you think. (More professional, Testing assumptions)5. Mention only those risks that are likely to occur. (Less professional)6. Disclose every risk in the consent form, but send a follow up letter to parents who do not give permission explaining that the risks are small. (Less professional)

Of the six options that follow each item, three were written to represent "less" professionally effective choices, and three were written to represent "more" professionally effective choices. Less effective choices violate at least one of the five professional decision-making strategies presented in Table [1](#Tab1){ref-type="table"}; more effective choices illustrate use of one of the strategies. The number of options illustrating each strategy varied according to the strategy illustrated. For example, we had fewer managing emotion options than seeking help options, because we wanted options to fit naturally with the vignettes. A managing emotions option was presented only if the vignette mentioned an emotional dimension such as "You feel upset and worried that this accusation will blemish your reputation." Nevertheless, the parallel forms contain identical numbers of options representing each of the strategies (13 seeking help, 6 managing emotions, 17 anticipating consequences/recognizing rules, and 12 testing assumptions).

### Lexile Analysis {#Sec11}

All scenarios and item stems were submitted to Lexile analysis following the NIH PROMIS guidelines (National Institutes of Health [@CR58]). The overall PDR (combining both forms) had a mean Lexile score of 930 with a range from 720 to 1100 for individual items. To provide a frame of reference, eighth graders in the US demonstrate an interquartile range from 805 to 1100 (<https://www.lexile.com/about-lexile/grade-equivalent/grade-equivalent-chart/>).

### Establishing Content Validity of Items and Codes {#Sec12}

The first author drafted all items. Approximately half of the PDR scenarios are based on EDM storylines; the other scenarios are novel. Content validity was established through three methods that are described more fully below: (1) meetings of the authorship team, which was comprised of four individuals with significant expertise in research and research ethics; (2) review by the EDM authors' research team; and (3) cognitive interviews conducted by the project coordinator with a cohort of 6 experts in research, research ethics, and compliance.

### Authorship Team Meetings {#Sec13}

The first four authors hold doctoral degrees in psychology; all have served on IRBs and as principal investigators of federally-funded grants; one directs a research ethics center, one serves as a chief research officer, and two have chaired an IRB. This team of four met face-to-face to review draft items (vignettes and options) on three occasions to refine items for clarity and content validity. Review of the response options focused on revising responses until consensus was achieved that each represented its intended strategy (e.g., seeking help or managing emotions), and each "less" effective choice in fact violated a strategy while remaining plausible as a choice.

### EDM Team Review {#Sec14}

Next, the members of the research team that developed the EDM reviewed all items and the coding system. They were asked to code items as "more" or "less" professional, and to consider whether items were plausible. Items were revised again based on a report from the EDM team that suggested the need for a greater number of plausible distractors to increase variance; this led the authors to re-write some of the "less" professional options to make them less obviously unprofessional.

### Cognitive Interviewing {#Sec15}

Finally, using a guide developed by the first four authors, the research coordinator conducted cognitive interviews with six individuals in a variety of professional backgrounds and levels of experience, including compliance and IRB professionals (Willis 2006). Two of the individuals were born abroad and spoke English as a second language. These interviews led to some changes in wording for selected items.

Finally, prior to distributing the PDR to the target sample, it was sent to a small pilot sample of 10 participants to ensure that the survey system was working properly and the survey contained no critical errors. The many layers of feedback and revision resulted in a tool that was deemed clear and understandable with items that are relevant and realistic.

Construct Validation Measures {#Sec16}
-----------------------------

Construct validation focused on identifying constructs that prior research suggests should correlate negatively with professional decision-making, identifying appropriate tests of these constructs, and testing the correlations of PDM scores with these test scores.

### Narcissism {#Sec17}

Past research found that narcissism is negatively correlated with professional practices (Antes et al. [@CR6]). We assessed narcissism using the NPI-16, a 16-item test with strong reliability and validity (Ames et al. [@CR3]; Raskin and Terry [@CR68]).

### Cynicism {#Sec18}

Based on prior data indicating that higher levels of cynicism are correlated with lower levels of ethical decision-making (Mumford et al. [@CR56]), we expected a valid measure of PDR to correlate negatively with cynicism. We assessed levels of cynicism using the 11-item Global Cynicism Scale (GCS) which has demonstrated validity and reliability (Turner and Valentine [@CR95]).

### Moral Disengagement {#Sec19}

Bandura and colleagues have described moral disengagement as "psychological maneuvers by which moral self-sanctions can be disengaged" from unethical conduct (Bandura [@CR8]). Such maneuvers include the use of cognitive distortions such as euphemistic labeling, victim blaming, and minimizing harms. We hypothesized that individuals who were high in moral disengagement would score lower on the PDR because they are at risk of distorted perceptions of consequences, others, and rules. We assessed levels of moral disengagement using the Propensity for Moral Disengagement Scale (MDS), an 8-item test that has demonstrated validity and reliability (Moore et al. [@CR54]).

### Compliance Disengagement {#Sec20}

Because the MDS focuses on disengagement from general moral sanctions, we investigated the relationship of PDR scores to disengagement from research compliance using a new measure initially validated with the same group of participants. The How I Think about Research (HIT-Res) scale is a 45-item test that is modeled on the How I Think (HIT) test. The HIT has demonstrated excellent validity and reliability in multiple studies assessing levels of self-serving cognitive distortions (Stams et al. [@CR82]). The HIT-Res changed the behavioral referents of items from antisocial behaviors (such as lying and stealing) to behaviors that deviate from research integrity or compliance. The HIT-Res demonstrated excellent construct validity and reliability in this study (DuBois et al. [@CR27]).

### Social Desirability {#Sec21}

We included the 13-item Marlowe-Crowne Social Desirability Scale (SDS) (Reynolds [@CR69]) to determine and control for the degree to which PDR scores might be associated with socially desirable response sets.

Procedures {#Sec22}
----------

All tests were uploaded into Qualtrics survey software. A link to the online survey (test battery) was sent to potential participants by email with an invitation to participate. The informed consent form comprised the first four pages of the survey. We used the forced-choice option to ensure complete data. Data from a participant were used only when the entire survey was completed. All participants completed both forms of the PDR as well as all validation measures and the demographic survey.

Analytical Approach {#Sec23}
-------------------

We examined the reliability of the PDR in this study by generating overall alpha values and by examining the correlation of the two parallel forms (split half reliability). We then generated descriptive data for the PDR (mean, standard deviation, range). We awarded one point for each item on which the participant's two choices *both* illustrated use of a SMART strategy, yielding a total score range 0-16 for each parallel form. This scoring approach was theoretically most consistent with our goals, because selecting even one "less professional" option can lead to harm. Additionally, when given two choices for each item, picking just one option that illustrates the use of SMART Strategies™ can be accomplished through random guessing, which we did not want to reward. We additionally generated four subscores to reflect how frequently a participant selected a specific SMART Strategy™ when presented with it and called these "strategy preference profile" scores. Because the PDR cannot be factor analyzed (given its "pick 2" format), we did not test the extent to which the subscales functioned as anything other than a priori constructs (validated through expert ratings).

We examined the correlation of social desirability with the PDR to determine if it should be used as a control variable in the analyses. Correlations between the PDR and cynicism, narcissism, compliance disengagement, and moral disengagement were then examined. Next, we examined the association of demographic variables such as years of experience conducting research and English as a second language (ESL) with PDR scores. Variables with statistically significant effects were considered for inclusion in a forward selection regression analysis to identify which variables independently predicted PDR scores. Finally, we conducted a cluster analysis to examine whether test-takers clustered into distinct groups. Specifically, we wanted to determine whether the PDR would identify outlier groups, as this would increase its value as an outcome measure for training programs.

Research Ethics {#Sec24}
---------------

The Institutional Review Board at Washington University in St. Louis approved the study. The survey included a 4-page consent form. Participants indicated consent by clicking a button to proceed to the test items.

Results {#Sec25}
=======

We received 300 completed test batteries from NIH-funded researchers. Because we used a force-choice approach, we had no missing data on any of the test instruments.

Basic Descriptive Statistics and Reliability {#Sec26}
--------------------------------------------

The PDR demonstrated adequate reliability with a Cronbach's alpha reliability coefficient of .84 and a parallel forms correlation of .70. We observed a range of 4--32 "items correct" out of a possible total of 32 with a mean score of 26.37 (SD = 4.57). The mean score indicates that participants' two choices on an item *both* illustrated the use of SMART Strategies™ approximately 81 % of the time. Mean scores on the parallel forms were nearly identical (*M* = 13.04 and 13.33 respectively, SD = 2.31 and 2.65 respectively).

Demographics {#Sec27}
------------

Table [3](#Tab3){ref-type="table"} presents the demographics of the sample and the results of ANOVAs and t-tests, which established whether PDR scores differed significantly between demographic groups. The sample included a wide distribution of ages, years of experience doing research, and career stage (with 51 % designating themselves as trainees, which included pre-doctoral and post-doctoral fellows, and early career development scholars). The sample also included diverse kinds of researchers. Researchers could designate their activities using more than one category. The largest groups were clinical (46 %), wet lab (44 %), animal (37 %), and social-behavioral (32 %) investigators. Seventy-eight percent of participants designated themselves as White, 16 % as Asian, and 6 % as African American; 7 % identified their ethnicity as Hispanic, the remainder (per NIH reporting policy) as non-Hispanic. Sixteen percent spoke English as a second language; of these, 48 % identified as White and 48 % identified as Asian. The sample was 57 % female and 43 % male.Table 3Demographics and differences among subgroupsVariableN%PDR meanSDF/t value*p* value*Age*20--29933126.324.97F = .31.8630--391344526.254.3340--49521726.404.73\>5021727.293.90*Gender*Male1284325.595.31t = −2.57.01Female1725726.953.84*Years doing research*0--51043526.005.48F = .57.646--101194026.783.8711--20571926.254.1820+20726.254.38*Funding status: trainee*Yes1525126.554.75t = −.69.49No1484926.194.38*Current research funded by pharmaceutical, medical device or other health care industry*Yes401326.784.76t = .58.57No2602726.314.54*Human subjects research: social or behavioral*Yes963227.503.89t = −2.97.003No2046825.844.77*Human subjects research: clinical*Yes1384627.293.64t = −3.26.001No1625425.595.11*Animal research*Yes1113725.394.83t = 2.81.005No1896326.954.31*Dry lab*Yes541826.334.60t = .71.94No2468226.384.57*Wet lab*Yes1314425.454.46t = 3.13.002No1695627.094.53*Racial categories*White2357826.734.30t = .−2.58.01Other652225.095.26*Native language*Native English speaker2528426.974.14t = 4.56.000English as a second language481623.235.39

Analysis of Predictor Variables {#Sec28}
-------------------------------

Table [4](#Tab4){ref-type="table"} presents mean scores, standard deviations, correlations with the PDR, and multiple regression weights for the construct validation and control variables. The PDR was significantly negatively correlated (*p* \< .001) with all of the construct validation measures: narcissism (*r* = −.15), cynicism (*r* = −.26), moral disengagement (*r* = −.32), and compliance disengagement (*r* = −.38). It was not correlated with social desirability (*r* = −.02, *p* = .68); thus, the subsequent regression analysis did not control for social desirability.Table 4PDR predictor variables: initial effect sizes and multiple regression weightsScaled variablesMeasureMean (scale range)SDPearson's rbβMoral disengagement (PMD)1.91 (0--7).73−.32\*\*\*----Cynicism (GCS)3.30 (0--11).90−.26\*\*\*----Narcissism (NPI-16).26 (0--1).18−.15\*\*\*−2.54\*−.10\*Compliance disengagement (HIT-Res)2.48 (0--6).63−.38\*\*\*−2.35\*\*\*−.32\*\*\*Social desirability (MCSDS)\*6.49 (0--13)3.04−.02n/an/aDichotomous demographic variables% Yes% No*t* testbβWhite7822−2.58\*\*----Native English speaker84164.56\*\*\*2.78\*\*\*.22\*\*\*Clinical research4654−3.26\*\*\*1.35\*\*.15\*\*Social-behavioral research3268−2.97\*\*----Animal research47632.81\*\*----Wet lab4456−3.13\*\*----Female5743−2.57\*\*----\* *p* \< .05, \*\* *p* \< .01, \*\*\* *p*\<.001Interpretation: Pearson's r and *t* test values indicate the relationship of the variable to PDR scores without controlling for the influence of other variables. The b and beta (β) values indicate whether the variable has independent predictive value after controlling for the influence of other values. SPSS does not report b or beta values for variables that are not statistically significant in a forward entry regression model

Several demographic variables corresponded with statistically higher scores on the PDR: Being female, conducting human subjects research, being White, and speaking English as a native language (which produced the largest difference: *M* = 27.0 vs 23.2, *t* = 4.56, *p* \< .001).

Statistically significant correlates (compliance disengagement, moral disengagement, cynicism, narcissism, and demographic variables) were considered for inclusion in a forward entry multiple regression model to predict PDR scores. Table [4](#Tab4){ref-type="table"} presents the regression results: *R*^2^ = .24, *F*(4, 295) = 22.6, *p* = .001. Four variables were included as predictors of PDR scores: compliance disengagement (β = −.32, *p* \< .001), ESL (β = −.22, *p* \< .001), conducting clinical research with human subjects (β = .15, *p* \< .01), and narcissism (β = −.10, *p* \< .05).

Preference Profiles {#Sec29}
-------------------

Given the PDR's high overall alpha (.84) and the high correlations of all strategy subscores both within and across parallel forms (.32--.54, *p* \< .001), it is reasonable to interpret the test as having one underlying construct: The use of SMART Strategies.™ Nevertheless, the mean scores for items reflecting any one strategy (e.g., the mean "seeking help" score) are more strongly correlated with their own parallel form (.55--.67, *p* \< .001) than with any other mean strategy score, and each strategy received strong content validation through expert review of items. The subscores are calculated as a percentage (number of selections/number of appearances of the strategy). The mean percentage scores from our validation sample on the four subscores are seeking help (*M* = .77, SD = .13); managing emotions (*M* = .57, SD = .22); anticipating consequences/recognizing rules (*M* = .79, SD = .13); and testing assumptions (*M* = .67, SD = .16). Thus, we consider subscores to provide meaningful information that reflects the use of each strategy in a manner likely to yield strategy profiles that differ across test-takers.

Cluster Analysis {#Sec30}
----------------

A two-step cluster analysis generated 2 clusters. Our sample was split into 99 (33 %) and 201 (67 %) participants, with the former group performing significantly worse on the PDR and all construct validation measures except for narcissism and social desirability. Cluster 1 had a mean PDR of 21.21 (SD 4.23) and cluster 2 had a mean PDR of 28.91 (SD 1.65), t = −22.59, *p* \< .001. Similarly, cluster 1's HIT-Res compliance disengagement scores were significantly higher (worse) than those of cluster 2 (2.76 vs 2.16, t = 5.49, *p* \< .001). Thus, the PDR effectively produced two groups in this sample: those who select a less professional option on only 10 % of items and have relatively low levels of compliance disengagement; and those who select a less professional option on 29 % of items with relatively high levels of compliance disengagement.

Discussion {#Sec31}
==========

Study results indicate that we met our initial goals of producing a shorter test of professional decision-making in research written at an 8th grade reading level that demonstrates strong construct validity and reliability (alpha and parallel forms). We expect that the PDR will be useful as an educational assessment measure and as a research instrument.

Using the PDR in Educational Contexts {#Sec32}
-------------------------------------

The findings in this study indicate that the PDR is likely to be an effective assessment measure for outcomes of research ethics and professionalism training. First, it is sufficiently brief (approximately 30 min) to administer alongside other measures. Second, the PDR has parallel forms with adequate reliability, thus making the PDR suitable for pre- and post-test designs without memory bias for previously seen items. Third, the PDR is written at approximately the eighth-grade reading level, making it suitable for use with native English speakers as well as graduate students and researchers who speak English as a second language. Fourth, the PDR assesses a skill---the use of good professional decision-making strategies (which includes recognizing rules frequently taught in research ethics courses)---that can be taught and learned within the confines of a brief course (Kligyte et al. [@CR48]), unlike such developmental traits as moral reasoning. Finally, the PDR is not correlated with socially desirable responding, making it difficult for participants to "fake high" or respond in ways that they expect their instructors would desire.

The PDR also opens up the possibility of examining the effects of research ethics instruction on those individuals in most need of development. The PDR clearly separated participants into two groups that differed in their professional decision-making. This division of participants into two groups was confirmed by performance on the construct validation measures; for example, the bottom third demonstrated greater disengagement from compliance and higher levels of cynicism. Those in the bottom one-third of test-takers are arguably the individuals of greatest concern for the field of research; the choices that illustrate violations of SMART Strategies™ also typically illustrate breaking rules in science, causing unnecessary harm, or acting impulsively or with incomplete knowledge. Thus, instructors may want to calculate separately the effects of training, such that those scoring in the bottom one-third are considered separately from the whole roster of course participants. We believe that demonstrating improvements with the former group is more important than with the latter.

In Table [5](#Tab5){ref-type="table"}, we contrast the PDR to the EDM, the original test upon which the PDR was largely modeled. As indicated in the table and in our introduction, despite their superficial similarity, the PDR and EDM are quite different in substance. We consider the PDR to be a useful alternative to the EDM, but not a replacement as each provides different information suitable for different contexts.Table 5Comparison of the ethical decision making (EDM) and professional decision-making (PDM) measuresReadability^a^Items and choices/bookTime^b^Primary scoresSecondary scoresFieldsAssessesConstruct validation^d^Reliability*EDM*Ave: 1260\
Upper range: 1400\
Grade 1525 items\
50 choices\
200 options\
8128 words40--70 minEthicality score\
Range: 0--30--3 point sub-scores for:\
Business practices\
Data management\
Professional practices\
Study conductSeparate versions for:\
Health\
Biological\
Social\
Engineering\
HumanitiesCognitive ability to identify "best" options with a focus on harm reduction to self and others and use of sensemaking strategiesSignificant correlation (*p* \< .05) with:\
Narcissism: not significant overall^c^\
Cynicism: −.25\
Exposure to unethical events: −.32Alpha: Not reported\
Split half: .74*PDM*Ave: 930\
Upper range: 1100\
Grade 816 items\
32 choices\
96 options\
3898 words25--35 minProfessional decision-making\
Range: 0--16A preference profile for:\
Seeking help\
Managing emotions\
Anticipating consequences/Recognizing rules\
Testing assumptionsOne version:\
General empirical research illustrated by diverse fieldsBehavioral intentions vis-à-vis options that illustrate either use of or violation of SMART strategiesSignificant correlation (*p* \< .01) with:\
Narcissism: −.15\
Cynicism: −.26\
Compliance disengagement: −.38Alpha: .84\
Split half: .70^a^Readability calculated using Lexile analysis of item stems only following NIH PROMIS guidelines (National Institutes of Health [@CR58])^b^Estimated average time requirements for diverse group of participants^c^Only the Professional Practices subscore of the EDM was negatively correlated with narcissism (*r* = −.22, *p* \< .05)^d^This reporting of construct validation of the EDM is partial and emphasizes areas of overlap with the PDR. The EDM has been validated in further studies using multiple outcomes

The Value of the PDR as a Research Instrument {#Sec33}
---------------------------------------------

Apart from its use in assessing outcomes of research training programs, the PDR demonstrated its potential usefulness as a tool for conducting research on professional decision-making. While several trait and demographic variables were significantly correlated with higher PDR scores, four variables demonstrated independent predictive value in a regression analysis: engagement with compliance-related issues, speaking English as a native language, conducting clinical research, and exhibiting lower levels of narcissism.

In this study of NIH-funded researchers, ESL participants were evenly divided by race with 48 % identifying as White and 48 % as Asian. This raises the possibility that cultural variation in what is considered to be professionally adaptive may explain differences in PDR scores more than English fluency per se, especially considering that the PDR was intentionally written at the 8^th^ grade reading level and nearly all of our test-takers held PhD or MD degrees and all worked in the US. We believe this finding merits further investigation into the possible effects of language, culture, and acculturation on professional decision-making in research. Related to this line of investigation is exploration of the role of research experience. It is notable that experience---measured both as a dichotomous variable (trainee vs. non-trainee) and as a continuous variable (years of experience conducting research)---had no association with PDR scores. This could be due to the nature of the trainees in this study---they were all in NIH-funded training programs, which require training in the responsible conduct of research and close work with mentors, typically in research-intensive environments. But it also indicates that other factors are stronger determinants of PDR than experience alone.

Conducting clinical research with human subjects rather than other forms of research was associated with higher PDR scores. We do not think this is due to the nature of the items, as vignettes were written to represent research across various disciplines and only 1 in 4 vignettes in each of the parallel forms illustrates clinical research with humans. Rather, it is possible (a) that human subjects researchers receive more frequent and longer training than other researchers, or (b) that clinical research effectively puts a human face on matters of research professionalism and compliance, increasing the importance attached to such matters. We believe this finding merits further investigation into the role of research ethics education and values in research on professional decision-making in research.

The validation of the PDR in this study was supported by the US Office of Research Integrity (6 ORIIR130002-01-01). The effort of the principal investigator in conducting literature reviews was also supported by the National Center for Advancing Clinical and Translational Science (2UL1 TR000448-06). Individuals interested in using the PDR measure for non-profit educational or research purposes may contact the corresponding author.
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