Channel Prediction in High-Mobility Massive MIMO: From Spatio-Temporal Autoregression to Deep Learning by Wu, Chi et al.
1
Channel Prediction in High-Mobility Massive
MIMO: From Spatio-Temporal Autoregression to
Deep Learning
Chi Wu, Student Member, IEEE, Xinping Yi, Member, IEEE, Yiming Zhu, Student Member, IEEE,
Wenjin Wang, Member, IEEE, Li You, Member, IEEE, and Xiqi Gao, Fellow, IEEE
Abstract—While massive multiple-input multiple-output
(MIMO) has achieved tremendous success in both theory and
practice, it faces a crisis of sharp performance degradation
in moderate or high-mobility scenarios (e.g., 30 km/h), due
to the breach of uplink-downlink channel duality. Such a
“curse of mobility” has spurred the research on channel
prediction in high-mobility scenarios. Instead of predicting
channel response matrix in the space-frequency domain, we
investigate it in the angle-delay domain by utilizing the high
angle-delay resolution of wideband massive MIMO systems.
Specifically, we study the general angle-delay domain channel
characterization and obtain that: 1) the correlations between
the angle-delay domain channel response matrix (ADCRM)
elements are decoupled significantly; 2) when the number
of antennas and bandwidth are limited, the decoupling is
insufficient and residual correlations between the neighboring
ADCRM elements exist. Then focusing on the ADCRM, we
propose two channel prediction methods: a spatio-temporal
autoregressive (ST-AR) model-driven unsupervised-learning
method and a deep learning (DL) based data-driven supervised-
learning method. While the model-driven method provides a
principled way for channel prediction, the data-driven method is
generalizable to various channel scenarios. In particular, ST-AR
exploits the residual spatio-temporal correlations of the channel
element with its most neighboring elements, and DL realizes
element-wise angle-delay domain channel prediction utilizing
a complex-valued neural network (CVNN). Simulation results
under the 3GPP non-line-of-sight (NLOS) scenarios indicate
that, compared to the state-of-the-art Prony-based angular-delay
domain (PAD) prediction method [1], both the proposed ST-AR
and the CVNN-based channel prediction methods can enhance
the channel prediction accuracy.
Index Terms—Massive MIMO, channel prediction, machine
learning, autoregressive model, angle-delay domain.
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I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is a key
technique for the fifth generation (5G) wireless communi-
cation. By deploying a large number of antennas on the
base station (BS), massive MIMO can provide high angular
resolution and boost spectral and energy efficiency [2]–[4].
Then combined with the orthogonal frequency-division mul-
tiplexing (OFDM), it can reduce the intersymbol interference
(ISI) in multipath environment [5]. For massive MIMO-OFDM
wireless transmission, many techniques highly rely on accurate
channel state information (CSI) acquisition, e.g., beamforming
[6] and precoding [7]. However, in the moderate to high
mobility scenarios, the acquired channel at the BS tends to
be outdated, provided the short coherent time against the
data processing and feedback delay. Even worse, the CSI
staleness becomes more severe in the high-mobility scenarios,
e.g., unmanned aerial vehicle (UAV) and vehicle-to-everything
(V2X) communications, where the channel changes rapidly
due to the Doppler effect and multipath propagation, making
the estimated CSI unusable.
To resolve the transmission issues caused by CSI staleness,
several techniques have been proposed, e.g., orthogonal time
frequency space (OTFS) modulation [8], robust precoding [9],
and channel prediction [1]. Among them, channel prediction
is the most natural way which predicts the current and future
channels by exploiting the possible temporal correlation from
those in the past. This is underpinned by the fact that, when
modeling the time-varying channel due to stationary scattering
environment as a continuous-time process, there should exist
certain temporal correlations between the sampled channels
across time. A variety of channel prediction methods have been
investigated in the literatures, e.g., the autoregressive (AR)
model-based method [10]–[13], the sum-of-sinusoids model-
based method [14], and the linear extrapolation-based method
[15]. As an unsupervised statistical learning method, the AR
model is commonly used for time series analysis that treats
time-varying variables (e.g., channel states) as a wide-sense
stationary (WSS) stochastic process [16]. When treating time-
varying channel as a time series, machine learning is a natural
choice for channel prediction in either an unsupervised or a
supervised manner, by exploiting channel temporal correlation
explicitly or implicitly from the previous channel data [17].
Compared with other methods that require accurate model
parameter estimation, the AR can obtain model parameters by
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a learning-to-predict strategy. In particular, as an unsupervised
learning method, the AR establishes a model with parameters,
which can be learned by fitting the model with the previous
channel data and the underlying temporal correlation, thereby
avoiding the estimation error in mathematical modeling. Nev-
ertheless, due to the complex caused by the superposition
of multipath, it is difficult to implement accurate channel
prediction in conventional communication systems with a
small number of antennas or narrow bandwidth. When it
comes to modern massive MIMO systems, accurate channel
prediction becomes more feasible thanks to the large number
of antennas and wide bandwidth.
Configured with large antenna array, massive MIMO-
OFDM systems bring a high resolution of multipath angle
and delay, which offer new opportunities for accurate channel
prediction. Very recently, various channel prediction methods
have been proposed for massive MIMO/MIMO-OFDM sys-
tems [1], [10], [11], [18]. In [10], two AR-based channel
prediction methods are proposed which utilize the spatio-
temporal correlation across antennas. In [18], the fading coef-
ficient of each path is first tracked, followed by a first Taylor
(FIT) model to predict the variations of fading coefficients.
The massive MIMO-OFDM channel in the space-frequency
domain can be transformed into that in the angle-delay domain
via inverse discrete Fourier transform (IDFT) [3], [19], thus
the multipaths with different angles or delays can be decoupled
significantly. Based on such transformation, [1] assumes that
the channel is superimposed by multipath sine waves with
determined path gains and proposes a Prony-based angle-
delay domain (PAD) prediction method. It significantly im-
proves the channel prediction accuracy and relieves the “curse
of mobility” when the number of antennas and bandwidth
are large. Meanwhile, by utilizing channel sparsity in the
angle-delay domain, an AR-based channel prediction method
with reduced computational complexity is proposed in [11].
However, the previous angle-delay domain prediction methods
do not consider the IDFT leakage introduced by the limited
number of antennas and bandwidth, which causes aliasing
in the angle and delay domain and therefore degrades the
prediction accuracy. While the above model-based methods
provide analytical guarantees, it requires to frequently update
model parameters to fit the change of environment, which
incurs huge extra computational complexity. To make the
channel prediction more adaptive to various environments, it
calls for robust and generalizable approaches.
Deep learning (DL) is known for its excellent generalization
performance in the sense that once a deep neural network
is well-trained with sufficient data, the trained model is able
to work well for unseen data [20]. This is most suitable for
adaptive designs of physical layer wireless communications
[21]. By treating the time-varying channel as a time series,
the channel prediction can be cast into a sequence learn-
ing problem, thereby motivating many DL-based prediction
methods [13], [22]–[28]. In [22], a multi-layer perceptron
(MLP)-based channel predictor is proposed for massive MIMO
systems. [25] proposes a recurrent neural network (RNN)-
based channel predictor using the whole vectorized channel
matrix as the input and [23] proposes a multi-step RNN that
can flexibly tune the number of prediction steps for mas-
sive MIMO systems. In [13], a convolutional neural network
(CNN)-AR/RNN channel predictor is proposed, where the
CNN extracts the autocorrelation function (ACF) pattern to
determine the coefficients of the AR or RNN channel predictor.
However, the above learning-based methods are implemented
in the space/frequency domain channel without exploiting the
angle-delay resolution from large-scale antenna array and wide
bandwidth, thereby still facing the accuracy problem brought
by complicated multipath superposition.
In this paper, we address the above problems by exploiting
the structural properties of channel characterization in the
angle-delay domain under the massive MIMO-OFDM con-
figurations. Specifically, with the transformed channel matrix
from space-frequency to angle-delay domain via IDFT, we
propose a spatio-temporal AR (ST-AR)-based channel predic-
tion method and a complex-valued neural network (CVNN)-
based channel prediction method. The main contributions of
our paper are as follows:
• Considering the impact of IDFT leakage, we develop a
general angle-delay domain channel characterization for
a finite number of antennas and bandwidth. We prove
that: 1) When the number of antennas and bandwidth
are infinite, the different angle-delay domain channel
response matrix (ADCRM) elements are uncorrelated
with each other in the time domain. 2) When the number
of antennas and bandwidth are limited, there exist residual
temporal correlations between the adjacent elements of
ADCRM brought by IDFT leakage.
• According to the sparse structure of ADCRM, we propose
an adaptive selection method of the significant elements
of ADCRM according to the signal-to-noise ratio (SNR)
to eliminate the influence of noise contamination, so that
the predictions can only be implemented on the signifi-
cant elements to reduce the computational complexity.
• We propose a ST-AR-based channel prediction method
by leveraging the residual temporal correlations between
the neighboring elements of the ADCRM. Differently
from the channel modeling with deterministic multipath
gains as in [1], [14], we treat multipath gain as a
stochastic process, which captures both randomness of
path gain and temporal correlation over time. By such
modeling, we are able to decompose the channel into
independent multipaths distinguished by delay or angle
in the ADCRM. Going beyond the conventional AR
model, we propose a ST-AR channel prediction method
which comprehensively considers the IDFT leakage for
finite antennas and bandwidth. The ST-AR works in
an unsupervised learning way—the predicted current or
future channels are directly learned from the previous
channel data without training.
• We propose a data-based channel prediction method by
constructing a CVNN architecture, leveraging the advan-
tageous generalization performance of DL. Motivated by
the path decoupling of the angle-delay domain channel,
we construct a unified CVNN model to fit the pattern of
changes of all ADCRM significant elements. Once trained
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efficiently, the CVNN with high generalization ability can
realize prediction in different scenarios. Notably, with the
proposed CVNN-based channel prediction, it is ready
to realize flexible predictions, e.g., consecutive channel
prediction, by simply changing the output size of CVNN.
The rest of this paper is organized as follows: In Section
II, we introduce the massive MIMO-OFDM channel model.
In Section III, we investigate the angle-delay domain channel
prediction. Then we propose the ST-AR and CVNN-based
channel prediction methods in Sections IV and V, respectively.
Finally, simulation results are shown in Section VI.
Notations: We use ̄ =
√
−1 to represent the imaginary
unit. Vectors and matrices are in lowercase boldface and
uppercase boldface, respectively (e.g., vector a and matrix A),
with the element’s index starts from 0. [·]i denotes the ith
element of a vector or the ith column of a matrix, and [·]i,j
denotes the (i, j)th element of a matrix. (·)T , (·)∗, and (·)H
represent the transpose, conjugate, and conjugate-transpose of
a vector or matrix, respectively. The complex number field is
represented by C. The symbol ⊗ denotes the Kronecker prod-
uct. E{·} denotes the expectation operation. bxc represents
the maximum integer not greater than x, and 〈·〉N represents
the modulo-N operation. δ(·) is the delta function. Given an
integer M , we define [M ] ∆= {0, 1, · · · ,M − 1}.















Fig. 1: Massive MIMO-OFDM system with moving UT.
We consider the uplink transmission shown in Fig. 1, where
the BS is equipped with a uniform planar array (UPA) with
one-half wavelength antenna spacing, and the user terminal
(UT) is equipped with an omni-directional antenna. The UPA
comprises M antennas in each column and N antennas in each
row with the number of antennas Na = MN . Given a certain
angle of arrival (AOA) which can be decomposed into the
elevation AOA θ ∈ [0, π] and the azimuth AOA ϕ ∈ [0, π], the
corresponding three dimensional (3D) array response vector
a(θ, ϕ) can be written as [2], [29], [30]
a(θ, ϕ) = a(v)(θ)⊗ a(h)(ϕ; θ), (1)
where
a(v)(θ) = [1, e−̄π cos θ, · · · , e−̄π(M−1) cos θ]T , (2)
a(h)(ϕ; θ) = [1, e−̄π sin θ cosϕ, · · · , e−̄π(N−1) sin θ cosϕ]T .
(3)
Before transmission, the signal is modulated by OFDM
comprising Nc sub-carriers and Ng-length (Ng < Nc) cyclic
prefix (CP). Denote Ts as the system sampling interval and
B = 1Ts as the signal bandwidth. We use Tc = NcTs and
Tg = NgTs to represent the OFDM symbol duration and the
CP duration, respectively. Therefore the frequency spacing is
∆f = 1Tc . Generally, we assume the CP duration Tg is larger
than the maximum UT’s channel delay, i.e., Tg > τmax [3],
[31]. Given a certain delay τ ∈ (0, τmax], the delay response












Consider the time-varying MIMO-OFDM channel where
the variation of the channel is caused by the movement of
the UT, and the signal from the UT to the BS propagates
through the multipath environment. We first define the AOA-
delay tuple as (θ, φ, τ), by which we specify a certain path.
Different from the channel modeling in [1] that considers
each physical path separately, we merge multiple physical
paths with similar AOA-delay tuples into one single virtual
path. The virtual path can be seen as a stochastic process
with realizations being those merged physical paths. By doing
so, the AOA-delay tuples are distinguishable for different
virtual paths, so that the physical paths are grouped and then
decoupled to a certain extent. The complex gain, Doppler
shift, and initial phase of a certain path of the kth UT can
be defined as the functions of the tuple (θ, φ, τ) represented
by ck(θ, ϕ, τ), νk(θ, ϕ, τ), and φk(θ, ϕ, τ), respectively. We
assume the uncorrelated Rayleigh scattering environment in
which the different paths are mutually independent, so that
the complex path gain satisfies [3], [32]
E {ck(θ, ϕ, τ)ck∗(θ′, ϕ′, τ ′)}
= Sk (θ, ϕ, τ) δ (θ − θ′) δ (ϕ− ϕ′) δ (τ − τ ′) ,
(5)
where Sk (θ, ϕ, τ) is the power angle-delay spectrum. Since
the scattering environment is stationary in a period of time, the
angle between the path with respect to the AOA-delay tuple
(θ, φ, τ) and the motion direction of the kth UT ψk(θ, ϕ, τ)
remains unchanged. Given the velocity of the kth UT as vk,
the Doppler shift νk(θ, ϕ, τ) can be represented as [33]
νk(θ, ϕ, τ) =
fcvk cos (ψk(θ, ϕ, τ))
c
, (6)
where fc is the carrier frequency, and c is the light speed.
We assume that the initial phase φk(θ, ϕ, τ) is uniformly
distributed in [−π, π), i.e., φk(θ, ϕ, τ) ∼ U [−π, π), and
independent of φk(θ′, ϕ′, τ ′) for (θ, ϕ, τ) 6= (θ′, ϕ′, τ ′).
Generally, the variations of the multipath angles and delays
are much slower than that of the fading coefficients [1], [18].
We assume the multipath angles and delays can be regarded to
be time-invariant compared with the fading coefficients. Then
based on the above modeling of the complex gain, Doppler
shift, and initial phase, we describe the time-varying space-
frequency domain channel response matrix (SFCRM) of the
4








ck (θ, ϕ, τ)a (θ, ϕ)
· bT (τ)e̄2πνk(θ,ϕ,τ)t+̄φk(θ,ϕ,τ)dτdϕdθ.
(7)
B. General Angle-Delay Domain Channel Characterization
Based on the time-varying SFCRM in (7), we next investi-
gate the general angle-delay domain channel characterization
for massive MIMO systems with general configurations, i.e.,
a large yet finite number of antennas and bandwidth. Let us






























where (a) follows from (1) and uses the Kronecker product
property (A⊗B) (C⊗D) = (AC)⊗ (BD), VM ∈ CM×M
and VN ∈ CN×N are phase-shift DFT matrices with the












N , respectively. Then the ith ele-














































respectively, with the following definition
fM (x)
∆
= e−̄π(M−1)x · sin (πMx)
M sin (πx)
. (11)







where FNc×Ng ∈ CNc×Ng is the matrix composed of the first
































1Such a channel modeling approach is also generally used in previous
literature, refer to [3], [34]–[36].
To summarize, the IDFT counterparts of the three response
vectors, i.e., ã(v)(θ), ã(h)(ϕ; θ), and b̃(τ) share the same
representation of (11), and hence possess some common
properties which will be described in Lemma 1.





is a function of the
elevation angle θ with the following properties:




















































, respectively, when M is sufficiently large2,
i.e.,






is asymptotically equal to δ (θ − θi) when







− δ (θ − θi)
)
= 0. (15)






as a function of the azimuth angle


















Proof: See Appendix A.
Combining the IDFTs of the array response vector and delay
response vector, we transform the SFCRM Gk (t) into the






(VM ⊗VN )HGk (t) F∗Nc×Ng . (16)
By substituting (7), (8), and (12) into (16), we calculate the








































where (a) follows from the definition of Kronecker product
with the auxiliary symbols iM
∆
= bi/Nc and iN
∆
= 〈i〉N .
Then the representation of (17) asymptotically converges to a
closed-form, as demonstrated in Lemma 2 below.
2In practice, M ≥ 8 is a sufficiently large number according to simulations.
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Fig. 2: The curve of the amplitude
∣∣[ã(v)(θ)]
i
∣∣ varying with θ. (a) M=8 with i = 3 and 4. (b) M = 16 with i = 7 and 8.
Lemma 2: When M , N , and Nc tend to infinity, the (i, j)th
























=Sk (θiM , ϕiN , τj)
· ej2πνk(θiM ,ϕiN ,τj)t+jφk(θiM ,ϕiN ,τj).
(19)
Proof : By substituting P4 in Lemma 1 into (17), (19) can
be immediately obtained and hence omitted here.
Provided with the insights of the asymptotic results in
Lemma 2, we take a closer look at (19) in the angle-delay
domain for finite M , N , and Nc. Fig. 2(a) and Fig. 2(b)









is constituted with one
main lobe and many side lobes, and as the number of the










in (17) by confining its value within the main
lobe. For an integer iM ∈ [M ], we define the following
partition of the elevation angle θ as
Oθ,iM
∆
= [θiM+∆1 , θiM−∆1) . (20)
where ∆1 is defined to partition the elevation angle do-




exists with θ ∈ [θiM+1, θiM−1). Hence, ∆1 is
confined as 0 < ∆1 ≤ 1. Note that
∣∣∣[ã(v) (θiM+∆1)]iM ∣∣∣ =∣∣∣[ã(v) (θiM−∆1)]iM ∣∣∣ holds due to the definitions in (9), (11),
and (14). Given a threshold 0 ≤ ζ < 1, ∆1 is determined by
the following equation∣∣∣∣[ã(v) (θiM+∆1)]
iM
∣∣∣∣ = ∣∣∣∣[ã(v) (θiM−∆1)]
iM
∣∣∣∣ = ζ. (21)
Analogously, we also make the following partitions of the
azimuth angle ϕ and delay τ . For an integer iN ∈ [N ],
Oϕ,iN
∆
= [ϕiN+∆2 , ϕiN−∆2) , (22)
and for an integer j ∈ [Nc],
Oτ,j
∆
= [τj−∆3 , τj+∆3) , (23)
where 0 < ∆2 ≤ 1 and 0 < ∆3 ≤ 1 are defined to partition the
azimuth angle and delay domains, respectively, and determined
by the following equations∣∣∣∣[ã(h) (ϕiN+∆2 ; θ)]
iN
∣∣∣∣ = ∣∣∣∣[ã(h) (ϕiN−∆2 ; θ)]
iN
∣∣∣∣ = ζ, (24)
and ∣∣∣∣[b̃ (τj−∆3)]
j
∣∣∣∣ = ∣∣∣∣[b̃ (τj+∆3)]
j
∣∣∣∣=ζ, (25)
respectively. Specifically, ∆1, ∆2, and ∆3 have the following
asymptotic representations.
Lemma 3: Given a certain threshold ζ, ∆1, ∆2, and ∆3
are the same for all iM ∈ [M ], iN ∈ [N ], and j ∈ [Nc],
respectively, and equal to sinc−1 (ζ) ∈ (0, 1] when M , N ,
and Nc tend to infinity, i.e.,
∆1 = ∆2 = ∆3 = sinc
−1 (ζ) ∈ (0, 1] as M,N,Nc →∞,
(26)
where sinc−1 (·) ∈ (0, 1] is the inverse of the function
sinc (x)
∆
= sin(πx)πx with x ∈ (0, 1].
Proof : See Appendix B.
For simplicity, we define the set
Ōi,j
∆
= {(θ, ϕ, τ) : θ ∈ Oθ,iM , ϕ ∈ Oϕ,iN , and τ ∈ Oτ,j} ,
(27)
where Oθ,iM , Oϕ,iN , and Oτ,j are defined in (20), (22), and
(23), respectively. Then by setting the appropriate threshold ζ,




















It is worth noting that the above approximation is also consid-
ered for sufficiently large M , N , and Nc in [4], [32], in which
∆1, ∆2, and ∆3 are all set to 12 directly with the corresponding
ζ = 2π according to Lemma 3, as such the paths contained in
different ADCRM elements are not aliased according to P3 in
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Lemma 1. In addition, (19) in Lemma 2 is also a special case
of (28) by setting ζ → 1 when M , N , and Nc tend to infinity.
The approximation in (28) is established for general cases of
finite M , N , and Nc, when the IDFT leakage leads to aliasing
between [Hk (t)]i,j and [Hk (t)]i′,j′ in the angle-delay domain
with (i, j) 6= (i′, j′).
III. CHANNEL PREDICTION IN THE ANGLE-DELAY
DOMAIN
A. Channel Temporal Correlation in Angle-Delay Domain
As channel temporal correlation plays a crucial role in
channel predictin, we start with the investigation of temporal
correlation of ADCRM. Given the definition of temporal cor-











we show that RADi,j,i′,j′ has a compact support, as in Theorem
1.
Theorem 1: Given any two elements of time-varying AD-
CRM, e.g., [Hk (t+ ∆t)]i,j and [Hk (t)]i′,j′ , the temporal
correlation between them yields
RADi,j,i′,j′ (∆t) = 0, if |iM − i′M | ≥ 2∆1
or |iN − i′N | ≥ 2∆2 or |j − j′| ≥ 2∆3,
(30)
where ∆1, ∆2, and ∆3 are defined as the partitions in (20),
(22), and (23), respectively. When M → ∞, N → ∞,





RADi,j,i′,j′ (∆t)− Sk (θiM , ϕiN , τj)




which indicates that the temporal correlation of each element
of ADCRM is disentangled from other elements.
Proof : See Appendix C.
Theorem 1 reveals that the temporal correlation RADi,j,i′,j′
is bounded within a compact support. As such, the temporal
correlation between two ADCRM elements that are far enough
from each other is zero. Theorem 1 also gives the asymptotic
representation of RADi,j,i′,j′ for the infinite number of antennas
and bandwidth. For the finite case, we further give explicit
compact support of RADi,j,i′,j′ in Corollary 1.
Remark 1: From Theorem 1, when M → ∞, N → ∞,
and Nc → ∞, the temporal correlations between different
ADCRM elements are decoupled. Thus, the prediction of one
ADCRM element does not rely on other ADCRM elements,
which inspires the element-wise prediction method for the
massive MIMO-OFDM channel.
Remark 2: Compared with the SFCRM, the ADCRM has a
much smaller dimension. In addition, due to the finite number
of multipath components, most of the elements in the ADCRM
are close to zeros which yields the property of channel sparsity.
Therefore the number of elements that need to be predicted is
even smaller.
Corollary 1: When M , N , and Nc are limited/finite, the
prediction of the (i, j)th element of the ADCRM is uncorre-
lated with the historical values of the (i′, j′)th element of the
ADCRM for all (i′, j′) /∈ Λi,j , i.e.,
RADi,j,i′,j′ (∆t) = 0, ∀(i′, j′) /∈ Λi,j , (32)





(i′, j′) : |i′M − iM | ≤ 1,




Proof : For finite M , N , and Nc, ∆1, ∆2, and ∆3 are
bounded no larger than 1, hence (32) can be obtained by
substituting ∆1,∆2,∆3 ≤ 1 into (30).
Remark 3: Corollary 1 reveals that when M , N , and Nc
are finite, the temporal correlation only exists between one
ADCRM element and a few of its neighboring ones. Hence, we
can exploit such a property of locality in temporal correlation
to promote the accuracy of the prediction of the current
ADCRM element by only considering the neighboring ones.
B. Channel Prediction Using Channel Sparsity
Fig. 3: The power density of ADCRM in the case of M = 8,
N = 16 , and B = 30 MHz.
From Fig. 3, we observe that the power of the most
elements of ADCRM equals or approaches to zero in the
practical scenarios. It is evidenced that the channel sparsity
still exists when the number of antennas and bandwidth are
limited. It suggests that the prediction could be dedicated to
the significant elements, while the non-significant ones (those
close or equal to zero) can be ignored without much loss of
prediction accuracy. Besides, the changes of the delay and
angle over time are much slower than the change of the fading
coefficient over time. Therefore, in the process of channel
prediction, the indices of the significant element determined
by the channel delays and angles are fixed. To this end, we
introduce a criterion to distinguish the significant elements
from the non-significant ones. Define Ωs = {(is, js)}Ns−1s=0
as the set of the indices of the significant elements of the
ADCRM, where Ns = |Ωs| denotes the number of the
significant elements. By selecting the ADCRM elements with
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the largest power, the set Ωs is determined by
















where λ is the percentage of the sum power of the significant
elements accounting for that of the overall elements in AD-
CRM. Setting λ to be close to 1 will still yield a small Ns
in practice, because the power of ADCRM is dominated by
a few most significant ones. Generally, Ns is much smaller
than original size of the ADCRM Hk (t), i.e., Ns  NaNg .
Thus the computational complexity can be greatly reduced by
implementing prediction only on these significant elements.
In addition, when the acquired channel is contaminated with
noise, the ratio λ can be set adaptively according to the SNR.
We represent the estimated channel with noise as
G̃k (t) =Gk (t) + Zk (t) , (35)
where Zk (t) ∈ CNa×Nc denotes the noise contamination,
whose elements are assumed to be identically and indepen-




with σ2z being the noise











Proposition 1: For the noisy ADCRM with SNR in dB, a
proper percentage value of λ can be approximately set to
λ ≈ Nc · 10
SNR
10




Proof : See Appendix D.
From Proposition 1, the ratio λ can be chosen adaptively
using (37). By doing so, it not only reduces computational
complexity of the prediction phase, but also mitigates noise
contamination in ADCRM, resulting in robust channel predic-
tion performance against noise.
IV. SPATIO-TEMPORAL AUTOREGRESSIVE CHANNEL
PREDICTION METHOD
By modeling the time-varying ADCRM element as a
stochastic process in Section II, we adopt AR model to capture
the channel fading dynamics [10], [37]. Theorem 1 and Corol-
lary 1 reveal that the temporal correlations between different
ADCRM elements are decoupled significantly, and only exist
between the neighboring ADCRM elements when the number
of antennas and bandwidth are limited. Using these temporal
correlations between neighboring ADCRM elements can help
improve the accuracy of channel prediction. Therefore, we
propose an element-wise ST-AR channel prediction method in
the angle-delay domain which predicts one ADCRM element
by comprehensively using its neighboring ones.
In practice, the channel samples are usually obtained using
the sounding reference signal (SRS). Given the period of SRS
∆T , the ADCRM of the kth UT at time t = n∆T is
Hk [n]
∆
= Hk (n∆T ) . (38)
When the BS is equipped with a UPA, the ADCRM Hk actu-
ally contains three physical dimensions: delay, elevation angle,
and azimuth angle. To determine the closest neighboring ele-
ments of the ADCRM in these three dimensions, we reshape
the two-dimensional (2D) ADCRM into a 3D angle-delay
domain channel response tensor (ADCRT) Tk ∈ CM×N×Ng ,
which is expressed by the following formula
[Tk [n]]q,i,j
∆
= [Hk [n]]qN+i,j , (39)
where the index (q, i, j) represents the qth elevation angle, ith
azimuth angle, and jth tap of delay, respectively. Correspond-
ingly, the set of the indices of significant elements of ADCRT
is denoted as Ω̄s = {(q̄s, īs, j̄s)}
Ns−1
s=0 with q̄s = bis/Nc,
īs = 〈is〉N , and j̄s = js for (is, js) ∈ Ωs.
To describe the proposed ST-AR channel predictor, we take
the prediction of the (q, i, j)th element of the ADCRT for the
kth UT at the nth SRS period [Tk [n]]q,i,j as an example. We
use V1, V2, H1, H2, D1, and D2 to define the ranges of the
indices of the neighboring elements. According to Corollary
1 and verified by simulation, it is sufficient for the ST-AR to
select V1, H1, and D1 from {−1, 0} and V2, H2, and D2 from
{0, 1}. Combining the P -order AR model [37], the proposed














· [Tk[n− p]]〈q+v〉M ,〈i+h〉N ,〈j+d〉Nc ,
(40)
where {aq,i,j,v,h,d,p} is the parameters of the ST-AR channel
predictor, and the number of the parameters is denoted by
P ′ = (V2 − V1 + 1) (H2 −H1 + 1) (D2 −D1 + 1)P .
For simplicity, we rewrite (40) into a matrix form, given as
[Tk[n]]q,i,j = a
T
q,i,jhq,i,j [n] , (41)
where aq,i,j ∈ CP
′×1 and hq,i,j [n] ∈ CP
′×1 are defined as the
ST-AR parameters vector and the historical channel elements
vector with respect to the (q, i, j)th element. For v ∈ [V1, V2],
h ∈ [H1, H2], d ∈ [D1, D2], and p = 1, 2, · · · , P , the






= [Tk[n− p]]〈q+v〉M ,〈i+h〉N ,〈j+d〉Nc , (43)
where p′ is the auxiliary index, given by
p′ = (v − V1) (H2 −H1 + 1) (D2 −D1 + 1)P + (h
−H1) (D2 −D1 + 1)P + (d−D1)P + p− 1.
(44)
In what follows, we introduce the parameters learning
process for the ST-AR model using the latest S channel
samples. We use the minimum mean square error (MMSE)






{∥∥∥[Tk[n]]q,i,j − aTq,i,jhq,i,j [n]∥∥∥2} . (45)
According to the orthogonal principle [38], the optimal ST-AR






































As shown in (48) and (49), Rq,i,j and vq,i,j are composed of
the ACFs of the element [Tk[n]]q,i,j and the cross-correlation
functions (CCFs) between [Tk[n]]q,i,j and its neighboring
elements. To approximate them, we use the historical time
series samples {[Tk[m]]}n−1m=n−S of length S, where S > P .
Then by averaging the (S−P ) time samples, the estimation of
ACF/CCF is given in (50), shown at the bottom of the page,
where (q, i, j) = (q′, i′, j′) is for the ACFs and (q, i, j) 6=
(q′, i′, j′) is for the CCFs. As such, each element of Rq,i,j
and vq,i,j can be obtained by estimating the corresponding
ACF/CCF.
After calculating the parameters of the ST-AR model,
we use (40) to predict the channel at the next moment.
To reduce the computational complexity, the predictions are
only implemented on the significant elements while the
other elements are directly set to zero. Further, through
iterative prediction, the ST-AR model can also realize the
consecutive channel prediction. Suppose the number of
consecutive predicted channels is L. Firstly, the channels
{Tk[n− P ],Tk[n− P + 1], · · · ,Tk[n− 1]} at the first P
SRS periods are inputted to predict the channel T̂k[n] at the
nth SRS period. Next, the channels at the previous (P − 1)
SRS periods and the predicted channel at the nth SRS period{
Tk[n− P + 1], · · · ,Tk[n− 1], T̂k[n]
}
are inputted to pre-
dict the channel T̂k[n+ 1] at the (n+ 1)th SRS period. Each
iteration uses the predicted channels of previous iterations until
T̂k[n+L−1] is predicted. To summarize, we present the ST-
AR channel prediction method in Algorithm 1.
Compared with the linear model PAD, the ST-AR compre-
hensively considers the temporal correlation between adjacent
Algorithm 1 The ST-AR channel prediction method
1: Obtain the time series of ADCRM
{Hk[n− P ],Hk[n− P + 1], · · · ,Hk[n− 1]} at the
first P SRS periods according to (16);
2: Transform the ADCRM Hk into its 3D counterpart Tk
using (39);
3: Determine the set Ω̄s = {(q̄s, īs, j̄s)}
Ns−1
s=0 of the indices
of the significant elements of the ARCRT using (37) and
(34);
4: for all (q, i, j) ∈ Ω̄s do
5: Determine the ACFs and CCFs contained in Rq,i,j and
vq,i,j according to (48) and (49);
6: Estimate the ACFs and CCFs using (50), then obtain
Rq,i,j and vq,i,j ;
7: Calculate the MMSE estimate of the ST-AR parameters
vector âq,i,j using (47);





at the nth SRS period
using (40);
9: end for
10: Set the non-significant elements to zero and obtain the
prediction T̂k[n];
11: if The L-length consecutive channel prediction is needed
then
12: for l = 1, · · · , L− 1 do
13: Update time series of ADCRT by removing the oldest
one and appending the newest predicted one;
14: for all (q, i, j) ∈ Ω̄s do






(n+ l)th SRS period using (40);
16: end for
17: Set the non-significant elements to zero and obtain
the prediction T̂k[n+ l];
18: end for
19: end if
elements, at the cost of more channel samples to learn model
parameters. It is worth noting that although PAD only uses
twice the order of channel samples to learn the parameters [1],
the model order is dependent of the number of antennas and
bandwidth. This directly affects the performance of prediction
which will be shown in Section VI.
V. COMPLEX-VALUED NEURAL NETWORK CHANNEL
PREDICTION METHOD
In this section, we propose a DL-based angle-delay channel
















q′,i′,j′ , ∆n = 0,−1, · · · ,−P + 1,
(50)
964×2 256×2 1024×2 4096×2 1024×2 256×2 64×2 OutputInputTime series of the significant elementsTime series of the ADCRMs Predicted ADCRMSignificant elements selection Reshape into the 2D real-valued vector CVFC CVFC without activationPut the predicted significant element into the ADCRMThe proposed CVNN structureReal parts of the complex-valued neurons Imaginary parts of the complex-valued neurons
Fig. 4: The overall structure of the CVNN predictor.
the conventional model-driven channel predictors, the data-
driven channel predictors have two benefits: 1) By leveraging
the advantageous generalization performance of DL, the well-
trained network can realize prediction in different scenarios
without retraining; 2) The length of the network output can
be tuned to realize more flexible prediction, e.g., consecutive
channel prediction, as such the error brought by iterative
prediction is avoided.
According to Theorem 1, the temporal correlations between
different ADCRM elements are decoupled. The inherent rea-
son is that the superimposed multipath is decoupled into differ-
ent ADCRM elements. As such, we propose a unified neural
network to fit the pattern of all ADCRM significant elements
and implement the element-wise channel prediction. Sincethe
CVNN has advantages when dealing with the complex-valued
input and output (e.g., the complex-valued channel data),
as suggested and verified in [39], we adopt the CVNN to
realize the data-driven channel prediction. Specifically, given
the (i, j)th element of the ADCRM for the kth UT at the nth
SRS period [Hk [n]]i,j , we first disassemble and cascade the
imaginary and the real part of [Hk [n]]i,j into a 2D real-valued












Then we take time series {bk,i,j [n− P ] , · · · ,bk,i,j [n− 1]}
at the first P SRS periods as the input of the CVNN, and the
output is the predicted value of the time series at the nth SRS
period b̂k,i,j [n]. The CVNN itself can be regarded as a non-
linear function represented by fCVNN(·), such that the process
of the channel prediction can be written as
b̂k,i,j [n] = fCVNN(bk,i,j [n− P ] , · · · ,bk,i,j [n− 1]).
(52)
The overall structure of the proposed CVNN fCVNN(·) is
illustrated in Fig. 4. The network consists of two parts: a
generator, to gradually represent the input data in a higher
dimensional space so that the spatial correlation can be
gradually decoupled, and a compressor, to discard irrelevant
information and crystallize the most representative features.
The generator is made up of four complex-valued fully con-
nected layers (CVFLs) with increasing number of neurons
from 64, to 256, 1024, and finally 4096. The complex-
valued fully connection (CVFC) contains a complex-valued
multiplication and complex-valued activation function, which
will be detailed later. The compressor is comprised of three
CVFLs with decreasing number of neurons from 4096, to
1024, 256, and finally 64. The gradual representation in the
generator/compressor is to capture/retain as much informa-
tion of the input as possible, where the nonlinear activation
functions at each layer help increase the capacity of the
generator/comperssor.
To describe the realization of complex-valued multiplication
in CVNN, we first give a complex-valued weight matrix of
W = A + ̄B and a complex-valued input feature vector of
h = x + ̄y. Then the complex-valued multiplication can be
given as [39]
W · h = A · x−B · y + ̄ (A · y + B · x) . (53)
Inspired by (53), we constitute the real-valued weight matrix
W′ and the real-valued input vector h′ to replace their
complex-valued counterparts W and h, and use the real-
valued matrix multiplication to replace the complex-valued
multiplication, given as [39][
< (W · h)

















After the complex-valued multiplication, a complex-valued
activation is followed to introduce nonlinearity to the CVNN.
We apply two rectified linear units (ReLU) on the imaginary
and real part of the complex value respectively to implement
the complex-valued activation, i.e., complex-valued ReLU.
Specifically, given a complex value of z, the complex-valued
ReLU can be written as [39]
CReLU(z) = ReLU(<(z)) + ̄ReLU(=(z)). (55)
Since the non-significant elements of the ADCRM reveal
little information of temporal correlation, we construct the
training dataset using the significant channel elements to make
the training of the CVNN efficient. The number of ADCRMs
used in the training phase is Ktrain and the number of the
significant elements is Ns. By letting θ be the set of trainable
10
TABLE I: Complexity of the proposed channel predictors
Method Parameter learning On-line predicting
On-line learning








































parameters of the CVNN, we employ the mean absolute error












where ‖·‖1 denotes the `1-norm, and {bk,is,js [n]}
Ns−1
s=0 is
the set of the significant elements of kth ADCRM selected
according to (34).
Since the length of the CVNN’s output is flexible, we can
exploit the CVNN-based predictor to realize the prediction of
consecutive L channels. To be specific, by extending (52) we
modify the length of the last layer as L, then the output of
CVNN predictor is given as[
b̂k,i,j [n] , · · · , b̂k,i,j [n+ L− 1]
]
= fCVNN−L(bk,i,j [n− p] , · · · ,bk,i,j [n− 1]),
(57)
where fCVNN−L(·) is the function of CVNN for consecutive L
channels prediction. The structure of fCVNN−L(·) is the same
with that of fCVNN(·) except different output lengths when
L > 1.
After training, the CVNN-based channel predictions are
implemented on the significant elements of the ADCRM while
the non-significant elements are set to zero directly. Different
from the SR-AR channel predictor, the CVNN channel pre-
dictor can realize the consecutive channel prediction directly
without any iterative computations. To summarize, the CVNN-
based channel prediction method is presented in Algorithm 2.
VI. COMPLEXITY ANALYSIS AND SIMULATION RESULTS
In this section, we first analyze the computational com-
plexity of the proposed channel prediction methods. Then
we give the simulation setup and evaluate the performance
of the proposed ST-AR and CVNN-based channel prediction
methods through intensive simulations.
A. Complexity Analysis
We first analyze the computational complexity of the ST-
AR channel predictor. According to (48) and (49), it can
be verified that the least number of CCFs/ACFs needed to









= (V2 − V1 + 1) (H2 −H1 + 1) (D2 − D1 + 1) is the
number of the neighboring ADCRM elements used in ST-
AR channel predictor. Then the estimation of Rq,i,j and vq,i,j
Algorithm 2 The CVNN-based channel prediction method
1: Obtain the time series of ADCRM {Hk[n − P ],Hk[n −
P + 1], · · · ,Hk[n − 1]} at the first P SRS periods
according to (16);
2: Determine the set Ωs = {(̄is, j̄s)}
Ns−1
s=0 of the indices of
the significant elements of the ADCRM using (37) and
(34);
3: for all (q, i, j) ∈ Ω̄s do
4: Obtain the time series {bk,i,j [n − P ],bk,i,j [n − P +
1], · · · ,bk,i,j [n − 1]} at the first P SRS periods ac-
cording to (51);
5: Compute the predictions of current channel or consec-
utive L channels using the trained CVNN of (52) or
(57);
6: end for
7: Set the non-significant elements to zero and obtain the
prediction Ĥk[n+ l], l = 0, · · · , L− 1.








(S − P )
)
.




′3) due to the matrix inversion. Hence, the














′3) where P ′ = JP .
The prediction of L-length channels using the ST-AR has
complexity of O(NsP ′L).
When it comes to the CVNN channel predictor, the com-
plexity of CVNN can refer to that of the MLP in [22],
because the CVFL has the same complexity order as the fully
connected layer. With the number of training epochs Nepoch,
the complexity of the CVNN in the parameters learning phase










where I is the number of hidden layers of CVNN and hi is
the number of complex-valued neurons in the ith hidden layer.











We compare the complexity of the proposed channel pre-
dictors with some benchmark methods in Table I. It is worth
noting that when applied to channel samples in new scenarios,
the well-trained CVNN does not need re-training while the
other methods need to frequently update the model parame-
ters to adapt to the change of environment through on-line
parameter learning. For simplification, we approximate the
11





































































































































































Fig. 5: The CDF of the channel prediction error with different methods. (a) v = 5 km/h and ∆T = 20 ms; (b) v = 30 km/h
and ∆T = 4 ms; (c) v = 60 km/h and ∆T = 2 ms.
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(c)
Fig. 6: The average channel prediction error versus (a) the SRS period ∆T , (b) the sequence number of predicted channel of
consecutive L = 5 channel prediction, and (c) the SNR.















Through further network optimization, the number of neurons
can be assigned by hi = αiP for i = 1, 2, · · · , I , where αi is a
scaling constant. In this way, the on-line complexity of CVNN





. Therefore, by relegating com-
putation to the off-line training, the CVNN has the lowest
on-line complexity compared to other channel predictors.
B. Simulation Results
QuaDRiGa is a general channel simulator for simulating the
time-varying channel and has been verified by field tests [40].
Besides, it can generate channels that meet 3GPP standards,
e.g., 3GPP new radio (NR) [41]. Thus we employ QuaDRiGa
for simulation. We consider the 3GPP urban macro (UMa)
NLOS scenario. The carrier frequency fc is set to 3.5 GHz
and the signal bandwidth B is 30.72 MHz. The number of
sub-carrier Nc is set to 1024, and the sub-carrier frequency
spacing ∆f is 30 kHz. The BS is equipped with a UPA with
column antennas number M = 4 and row antennas number
N = 8. The UT is equipped with an omni-directional antenna.
Unless otherwise specified, the UT’s velocity v and the SRS
period ∆T are set to 60 km/h and 2 ms, respectively. To build
the training dataset of CVNN, we regenerate the scattering
environment 10 times, each scattering environment includes
30 UTs with each UT containing one training samples, so
the size of training dataset is Ktrain = 300. Note that since
one ADCRM training sample contains hundreds or thousands
of significant elements, Ktrain = 300 is sufficient for the
training of CVNN. The test dataset is generated in a new
scattering environment with the same velocity and SRS period.
It includes 10 UTs with each UT containing 100 test samples,
so the size of test dataset is Ktest = 1000.
To evaluate the performance of the proposed channel pre-







where ‖·‖F represents the Frobenius norm, G ∈ CNa×Nc and
Ĝ ∈ CNa×Nc are the SFCRM and its prediction respectively.
And the average channel prediction error in dB is calculated
as ē = 10 log{E{e}}. To demonstrate the superiority of the
proposed channel prediction methods, we choose the PAD
channel prediction method [1] and the AR channel prediction
method [11] as benchmarks. For the sake of fairness, we
implement all these methods in the angle-delay domain. As
suggested in Section III-B, the prediction of the entire channel
12
Test dataset (v, ∆T ) Error
(60 km/h, 2 ms) -6.60 dB
(45 km/h, 2 ms) -8.15 dB
(30 km/h, 2 ms) -8.93 dB
(15 km/h, 2 ms) -11.00 dB
(60 km/h, 1.5 ms) -8.67 dB
(60 km/h, 1 ms) -9.21 dB
(60 km/h, 0.5 ms) -10.86 dB
TABLE II: The average channel prediction error
of the trained CVNN predictor on different test
datasets.

















































Fig. 7: The prediction error of the AR channel
predictor with different Tu and CVNN channel
predictor.
TABLE III: Comparisons of the channel prediction methods
Method Accuracy Feasibility On-line complexity Generalization
AR [11] Low Middle High Weak
PAD [1] High Low Middle Weak
ST-AR High Middle High Weak
CVNN Middle High Low Strong
is obtained by predicting the significant elements in the angle-
delay domain. When channel prediction is not applied, the
previous channel is usually treated as the current one, i.e.,
Ĥ[n] = H[n− 1]. So, we also simulate this treatment for the
purpose of illustration. We consider the two ST-AR channel
predictors with different scopes of the adjacent elements as
follows:
1) The ST-AR with D1 = −1 and D2 = 1. The other
parameters, i.e., V1, V2, H1, and H2 are all set to zero,
such that only the nearest elements in the delay dimension
are considered.
2) The ST-AR with V1 = H1 = −1 and V2 = H2 = 1.
The other parameters, i.e., D1 and D2 are all set to zero,
such that the nearest elements in both the vertical and
horizontal angle dimensions are considered.
We consider that the length of available channel time series
S for the above methods is limited, e.g., S = 14. For the
PAD channel predictor, we set the order as P = 7 and the
length of the time series it needed for parameter calculation is
exactly S′ = 2P − 1 = 13 according to [1]. For the AR and
ST-AR channel predictors, we set a proper order P = 5 by
considering the trade-off that at least S−P = 9 time samples
are needed to calculate the model parameters accurately in our
simulations. For the CVNN channel predictor, the channel time
series are all put into the predictor, hence the order P equals
to the length S, i.e., P = S = 14.
Fig. 5(a), Fig. 5(b), and Fig. 5(c) present the cumulative
distribution function (CDF) of the prediction error with differ-
ent methods. The UT’s velocity and SRS period, i.e., (v, ∆T ),
are set to (5 km/h, 20 ms), (30 km/h, 4 ms), and (60 km/h, 2
ms) in Fig. 5(a), Fig. 5(b), and Fig. 5(c), respectively. It can
be observed that the proposed two ST-AR channel predictors
reach the highest prediction accuracy for all scenarios, and the
proposed CVNN channel predictor also consistently obtains
the higher accuracy compared to the AR and PAD channel
predictors.
Fig. 6(a) shows the average prediction error versus the SRS
period with different methods. The increase of SRS period
leads to the increase of average prediction error of each
channel predictor. Especially for the PAD channel predictor,
when the SRS period reaches 2 ms, the PAD channel predictor
with P = 7 can hardly achieve accurate prediction. Fig. 6(b)
shows the performance of the consecutive L = 5 channel
prediction with different methods. When the sequence number
of predicted channel l ≥ 1, the proposed CVNN channel
predictor can achieve the best prediction accuracy compared
with other predictors because it avoids the prediction error
brought by the iterative calculation. The proposed ST-AR
channel predictors obtain the worst prediction performance
because they use the most channel elements in the prediction
phase, which will aggravate the error introduced by iterative
prediction. Fig. 6(c) shows the average channel prediction
error versus SNR with different methods. Compared to setting
fixed λ = 1, the error of AR channel predictor is significantly
reduced at low SNRs by setting the ratio λ adaptively using
(37) in Proposition 1. Combined with the adaptive λ, the
proposed ST-AR and CVNN channel predictors can achieve
higher prediction accuracy than the AR channel predictor with
λ = 1 in all SNR regimes, and are more robust to noise
contamination.
To demonstrate the generalization ability of the CVNN, we
train the CVNN using the training dataset at v = 60 km/h
and ∆T = 2 ms, and evaluate the average channel prediction
error of the trained CVNN on the test dataset at different v
and ∆T , as shown in Table II. The trained CVNN can still
predict the channel at different v and ∆T accurately, while
the AR can only predict the channel at v = 60 km/h and
13
∆T = 2 ms with the average error of -5.90 dB as in Fig. 6(a),
because its parameters are quite different when v and ∆T
change. The generalization ability of CVNN is also reflected
in the time stability of its parameters. In Fig. 7, we show
the prediction error of the CVNN channel predictor without
parameter update and AR channel predictor with different
parameter update period Tu. It can be observed that when
Tu increases, the accuracy of the AR predictor decreases
gradually, while the CVNN does not require parameter update
and always maintains higher prediction accuracy.
Finally, we summarize the performance of different channel
prediction methods in Table III. In particular, “feasibility”
is referred to the effectiveness of the channel predictor in
different scenarios with, e.g., different SRS periods. In con-
clusion, the ST-AR reaches the highest accuracy at the cost
of complexity, and is more feasible than the PAD method,
whilst the CVNN is superior with respect to feasibility, on-
line complexity, and generalization.
VII. CONCLUSION
In this paper, we studied the channel prediction problem
for massive MIMO-OFDM systems with high-mobility user
terminals, by leveraging unsupervised and supervised machine
learning techniques. We first investigated a general angle-
delay domain channel characterization and the temporal corre-
lation of the angle-delay domain channel for massive MIMO-
OFDM systems. Then we proposed two angle-delay domain
channel prediction methods: a model-driven one, i.e., the ST-
AR channel prediction method, and a data-driven one, i.e.,
the DL-based channel prediction method. Whilst the former
provides a principled way for channel prediction, the latter is
generalizable to a wide range of channel scenarios. Simulation
results demonstrated that both the proposed ST-AR and the
CVNN-based channel prediction methods can enhance the
channel prediction performance compared with state-of-the-
art channel prediction methods.
APPENDIX A
PROOF OF LEMMA 1
P1, P2, and P3 can be derived immediately by substituting
the definition in (14) into that in (9), so we omit the detailed
derivations. Besides, it is worth noting that when M → ∞,
lim
M→∞
fM (x) 6= 0 holds if and only if sin (πx) = 0, i.e.,
x = 0,±1,±2, · · · . Hence, put the constraint of 0 ≤ i ≤
M − 1 into consideration, lim
M→∞
[ã(θ)]i 6= 0 holds if and only
if 12 (cos θ + 1)−
i
M = 0. According to the definition in (14),
we further have that lim
M→∞
[ã(θ)]i 6= 0 holds if and only if











fM (0) δ (θ − θi)− lim
M→∞
δ (θ − θi)
= lim
M→∞
δ (θ − θi)− lim
M→∞
δ (θ − θi) = 0.
(59)









can be derived in a similar way.
This completes the proof.
APPENDIX B
PROOF OF LEMMA 3
We first calculate





























where (a) follows from (9) and (11), and (b) follows from














∣∣∣∣ = sin (π∆1)π∆1 = sinc (∆1) . (63)
Then substituting (63) into (21), when M →∞ yields
∆1 = sinc
−1 (ζ) ∈ [0, 1]. (64)
In addition, the representation in (61) does not contain iM ,
which means ∆1 is the same for all iM ∈ [M ]. The property
of ∆2 and ∆3 can be proved similarly. This completes the
proof.
APPENDIX C
PROOF OF THEOREM 1
Substituting (5) and (28) into (29), since the initial phase
φk(θ, ϕ, τ) is uniformly distributed in [−π, π) and indepen-
dent of φk(θ′, ϕ′, τ ′) for (θ, ϕ, τ) 6= (θ′, ϕ′, τ ′), we calculate
(60) shown at the bottom of the next page, where (a) is from











e̄φk(θ,ϕ,τ)−̄φk(θ,ϕ,τ)dφkδ (θ − θ′)
· δ (ϕ− ϕ′) δ (τ − τ ′)
= δ (θ − θ′) δ (ϕ− ϕ′) δ (τ − τ ′) .
(65)
From the definition in (27), Ōi,j ∩ Ōi′,j′ can be represented
as
Ōi,j ∩ Ōi′,j′ =
{
(θ, ϕ, τ) : θ ∈ Oθ,iM ∩Oθ,i′M ,


























, iM ≥ i′M .
(67)
From (67), Oϕ,iN ∩ Oϕ,i′N = ∅ if and only if θiM+∆1 ≥
θi′M−∆1 or θi′M+∆1 ≥ θiM−∆1 . According to the definition in
14
(14), the above two inequalities are equivalent to
arccos
(



























respectively. By solving (68) and (69), we obtain that Oϕ,iN ∩
Oϕ,i′N = ∅ if and only if |iM − i
′
M | ≥ 2∆1. Similarly,
Oϕ,iN ∩ Oϕ,i′N = ∅ and Oτ,j ∩ Oτ,j′ = ∅ if and only if
|iN − i′N | ≥ 2∆2 and |j − j′| ≥ 2∆3, respectively. Therefore
Ōi,j ∩ Ōi′,j′ = ∅ if |iM − i′M | ≥ 2∆1 or |iN − i′N | ≥ 2∆2 or
|j − j′| ≥ 2∆3, and (30) is obtained from (60).






according to Lemma 2. Since we
have illustrated that (19) in Lemma 2 is a special case of
(28) when M , N , and Nc tend to infinity, then similar to the
derivation process of (60), (31) can be obtained immediately
by substituting (5) and (19) into (29). This completes the proof.
APPENDIX D
PROOF OF PROPOSITION 1




(VM ⊗VN )HG̃k (t) F∗Nc×Ng
= Hk (t) +
1√
MNNc




Based on channel sparsity, the power of ADCRM P (AD)k can
be approximated by the total power of the significant elements
while the power of noise Pn can be approximated by the
total power of the noise on the non-significant elements. Thus

































· vecH {Zk (t)}
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(VM ⊗VN )HGk (t) F∗Nc ∈ C
Na×Ng ,
(73)
with its (i, j)th element sharing the same representation of
that in (17). Since the maximum delay τmax > NgTs, then





= 0 for j > Ng when














































































Sk (θ, ϕ, τ) δ (θ − θ′) δ (ϕ− ϕ′) δ (τ − τ ′)
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vec {Gk (t)} vecH {Gk (t)}
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By substituting (72), (75) and (36) into (71), we obtain (37).
This completes the proof.
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