Abstract-To embed a ring in a hypercube is to find a Hamiltonian cycle through every node of the hypercube. It is obvious that no 2 nnode Hamiltonian cycle exists in an n-dimensional faulty hypercube which has at least one faulty node. However, if a hypercube has faulty links only and the number of faulty links is at most n − 2, at least one 2 n -node Hamiltonian cycle can be found. In this paper, we propose a distributed ring-embedding algorithm that can find a Hamiltonian cycle in a fault-free or faulty n-dimensional hypercube (Q n ), and the complexity is O(n) parallel steps. The algorithm is based on the recursion property of the hypercube and the free-link dimension concept. In some cases, even when the number of faulty links is larger than n − 2, Hamiltonian cycles may still exist. We will show that the largest possible number of faulty links that can be tolerated is 2 n−1 − 1.
INTRODUCTION
THE hypercube is a topology with large connectivity. A vertex in a hypercube graph is connected to n adjacent vertices by n edges, where n is the dimension of the hypercube. Therefore, many other topologies can be embedded in a hypercube, such as the linear array, mesh, binary tree, ring, etc. For many applications on multiprocessors, selecting an appropriate and adequate topological structure of multiprocessors is a critical issue. The reason is that most applications have their own intrinsic communication patterns. By means of embedding, applications that are originally suitable for multiprocessors of other topological structures can be executed on hypercube multiprocessors.
It is well known that systems with a large number of components are more prone to failures. Accordingly, it is not uncommon that there are some link and/or node failures in a hypercube system. Under such circumstances, straightforward embedding may not be possible. Thus, fault-tolerant embedding has become an intriguing issue. Many researchers have addressed this topic [1] , [2] , [3] , [4] , [5] , [6] extensively, but most of them considered node failures only. In [3] , centralized algorithms are devised for optimal ring embedding in an n-dimensional hypercube Q n with at most n − 2 faulty links. The goal of the work in [3] is to find a Hamiltonian cycle through every fault-free node of a hypercube Q n . Their algorithms take O(n 2 ) time to compute the characterization of a
Hamiltonian cycle and, then, O(2 n ) time to construct a Hamiltonian cycle, i.e., O(n 2 + 2 n ) time totally. Our goal is the same, but we achieve this goal in a different and more efficient manner. In this paper, we present distributed algorithms for ring embedding and dynamic reconfiguration. Hence, our work is applicable on MIMD hypercube multiprocessors. Our approach is based on the recursion property of the hypercube and the free-link dimension concept. The free-node dimension concept in [7] applies to node failures while we deal with link failures. The free-node dimension is defined in [7] as that a dimension in a hypercube is said to be free if no pair of nodes across any link in that dimension are both faulty. The concept of free-node dimension was used to embed a ring in a Q n with faulty nodes [5] . In [5] , the embedding procedure is briefly described. A six-node or eightnode subring is first embedded onto each partitioned Q 3 and, then, all the embedded subrings are merged in a distributed manner. However, the details about the internode communications are omitted in [5] . Considering link failures, we say that a dimension is free if all links of this dimension are nonfaulty. We use the concept of free-link dimension to construct subrings, and then these subrings are recursively merged to form larger subrings until the desired largest ring is obtained. Although our approach is motivated by the ring embedding method described in [5] , the concentration on faulty links is very different and unique. Furthermore, we utilize the recursion property of the hypercube to merge subrings efficiently.
The organization of this paper is as follows. In Section 2, the basic concepts regarding ring-embedding are given. In Section 3, we propose a distributed fault-tolerant ring-embedding algorithm for hypercubes. Detailed analysis and comparisons are also provided in this section. Section 4 presents a dynamic reconfiguration algorithm for an embedded ring. Conclusions are given in Section 5.
PRELIMINARIES
An n-dimensional hypercube denoted as Q n has 2 n (= N) nodes and n2 n−1 links. Each node is labeled with an n-bit binary number such that the binary labels of two adjacent nodes differ in only one bit position. The bit positions are numbered from 0 to n − 1, with the least significant bit as bit 0. If the labels of two nodes differ only in bit i, the two nodes are said to be connected by an i-link, i.e., a link on dimension i. It is easy to see that there are 2 n−1 links on each dimension. Cutting all links on an arbitrary dimension, a Q n can be partitioned into two subcubes, each with 2 n−1 nodes. A A fault-free hypercube is also called a healthy hypercube. A dimension i is said to be injured if one or more i-links are faulty. The level of injury of a dimension is defined as the number of faulty links on that dimension. The dimensions can then be ranked according to their level of injury. If all the links on a certain dimension are fault-free, this dimension is said to be free. In a Hamiltonian cycle, each vertex has exactly two edges. Consequently, if the number of faulty links in a hypercube is less than or equal to n − 2, at least one Hamiltonian cycle exists. By this assumption, at least two dimensions are guaranteed to be free. That is to say, a faulty hypercube can be partitioned along those injured dimensions into 2 n−2 subcubes, each two-dimensional. A two-dimensional subcube is itself a four-node subring. Recursively merging these subrings, a 2 n -node ring can be eventually constructed.
The following notations will be used in the rest of this paper. : a k-bit binary word with all bits = don't care. pq: a binary word formed by concatenating binary words p and q. mask: an n-bit binary word used for masking node labels. It is initialized to be 0 n .
curr: the label of the current node, i.e., the node executing the algorithm. neib: the label of a neighbor of the current node. u-v: a ring connection between nodes u and v. ⊕: bitwise exclusive-OR operator. ∧: bitwise AND operator.
H(a, b):
the Hamming distance between binary words a and b, i.e.,
DISTRIBUTED RING-CONSTRUCTION ALGORITHM FOR Q n

Algorithm
The algorithm presented in this section is capable of finding a ring (Hamiltonian cycle) in Q n with faulty links (up to n − 2 faulty links). We assume each node has the locations of all faulty links. This assumption is reasonable because an optimal broadcasting algorithm which takes n + 1 steps in a hypercube with faulty links has been developed [10] . Therefore, it is possible for nodes in a hypercube with faulty links to broadcast the fault information to other nodes. Thus, each node can make a decision based on the information in its own memory instead of performing communications with other nodes. The dimensions are divided into two groups: free dimensions and injured dimensions. The free dimensions are stored in a stack called E. The injured dimensions are sorted by the number of faulty links and kept in a stack called F, with the top of F being the dimension with the smallest number of faulty links. More details will be given later.
The algorithm has n steps numbered from 0 to n − 1. Stack E or F is popped to give a dimension in each step. Since at most n − 2 faulty links are assumed to exist in Q n , at least two dimensions are free. Consequently, in Step 0, 3.
where is the dimension poped in
Step Before further discussion, we introduce the concept of pseudofaulty links. The introduction of pseudofaulty links is to maintain the uniformity of the structures of subrings formed in Step i. That is, all node labels of a formed subring must be the same as those of another subring in bit positions g 0 through g i . This property must be maintained so that we can guarantee that subrings can be recursively merged. If a certain g i -link is faulty, the corresponding g ilinks in all other merging groups are treated as pseudofaulty. That is, a faulty link makes an "image" in each merging group. Algorithm RingConstruct does not care whether a link is faulty or pseudofaulty. Fig. 3 illustrates the concept of pseudofaulty links. By the introduction of the pseudofaulty link concept, the operations in each merging group are uniform.
The condition for a node N that can involve in merging operations in Step i is:
the g i -links connected to node N and at least one of its ring neighbors are nonfaulty or nonpseudofaulty.
For the convenience of presenting Algorithm RingConstruct, this condition is refered as the merging condition. Note that two g ilinks are required for merging operations in Step i because they are used as ring connections in the merged ring. Each node can check easily if itself and other nodes in the subring satisfy the merging condition since it has the information about the locations of all faulty links. The node with minimal label is chosen to initiate the merging operations. As an example, in Fig. 2 , nodes 001, 011, and 010 satisfy the merging condition in the inner subring and nodes 101, 111, and 110 satisfy the merging condition in the outer subring. Node 001 (101) knows that it is the node to initiate the merging operations. And, then, node 011 (111) is informed to delete connection 001-011 (101-111). Finally, connections 001-101 and 011-111 are established. Algorithm RingConstruct is shown in Fig. 4 .
In a ring, each node has two connections to its adjacent nodes. In iterations from i = 2 to n − 1, subrings are recursively merged. To merge two subrings, one connection of each subring must be broken and two new connections are established. A node simply deletes the corresponding connection record to break a connection. 2). Since we sort the injured dimensions, the probability that the algorithm will fail is reduced. , the two subrings are guaranteed to be merged across dimension g. Fig. 5 shows an example that two subrings cannot be merged.
Analysis
o
Therefore, the total number of faulty g i -links must be smaller than 2
. Although this number is independent of i, yet the distribution of the locations of faulty g i -links is crucial. It may be the case that the total number of faulty g i -links is smaller than 2 n−2 , but two 2 i -node subrings cannot be merged. This occurs if the number of faulty g i -links corresponding to the two 2 i -node subrings is greater than or equal to PROOF. Let the number of injured dimensions be t. Then, the number of elements in stack F is t and the number of elements in stack E is n − t. Hence, dimensions g 0 through g n−t−1 are free dimensions, while dimensions g n−t through g n−1 are injured dimensions. Let f g i be the total number of faulty g i -links
and m be the total number of faulty links. We have:
Equation (2) 
However, we will show that this cannot occur. According to (3), it can be easily seen that the maximum value of f g n t
−
is m/t ≤ (n − 2)/t. This happens when f g i is either m/t or m/t. If t = 0, it's a fault-free case, so we consider just the case 1 ≤ t ≤ n − 2. And, in this interval (1 ≤ t ≤ n − 2), it is true that (n − 2)/t < 2 n − t − 1 . Let's check the boundary conditions:
Besides, (n − 2)/t and 2 n−t−1 are both decreasing functions of t. Consequently, (n − 2)/t < 2 n−t−1 is true for 1 ≤ t ≤ n − 2. We can therefore conclude that f g
The theorem is proven. When there are no faulty links (stack F is empty), the faulttolerant portion of Algorithm RingConstruct is not reached and Algorithm RingConstruct can be easily modified to find a large number of distinct Hamiltonian cycles for fault-free hypercubes. Since the order of dimension we push into stack E can be any permutation of integers from 0 to n − 1, i.e., (g 0 , g 1 , …, g n−1 ), and if the condition in line 10 is modified to curr
is an arbitrarily selected i-bit binary string, the total number of distinct Hamiltonian cycles can be found by our recursively merging approach is tremendous, much larger than by GC (n! × 2 n ).
THEOREM 3. The number of distinct Hamiltonian cycles that can be found by the modified Algorithm RingConstruct for healthy hy-
PROOF. Let R(n) be the number of distinct Hamiltonian cycles. The ring is formed in a bottom-up manner. However, we analyze R(n) in a top-down manner. Partitioning Q n along one of the n dimensions, we get two Q n−1 s. Thus, R(n) can be represented by R(n − 1). Moreover, to merge two 2 n−1 -node subrings, we have 2 n−1 candidate links to break. Accordingly, we have the following recurrence equation:
Reading the node labels of a ring clockwise and counterclockwise gives two node-label sequences, i.e., two nodelabel sequences stand for just one ring. So, the term 1/2 is necessary. By solving the recurrence equation, we get 
Comparisons
There are many differences between our approach and that of [3] . The major difference is that our approach is distributed and theirs is centralized. They utilized the concept of Gray code to solve the problem, while our approach is based on the free-link dimension concept. If there are more than n − 2 faulty links in at most n − 2 dimensions, a 2 n -node Hamiltonian cycle may still exist. This fact was briefly mentioned in [3] , but they left this as an open problem.
Although originally we assume at most n − 2 faulty links exist in Q n , our distributed approach still works if there are more than n − 2 faulty links in at most n − 2 dimensions. This can be easily verified by tracing Algorithm RingConstruct. From the proof of Theorem 3, we know that Algorithm RingConstruct will work successfully if
The situation that there are more than n − 2 faulty links in at most n − 2 dimensions means that t ≤ n − 2 and Since
The upper bound of m can be determined as follows: 
Because the conditions under which Algorithm RingConstruct works are not tight, it can be applied to most cases. Latifi et al.'s work [3] just theoretically/mathematically gives the node sequence of a fault-free Hamiltonian cycle, but how this information is used to form a ring on a real hypercube system has not been addressed. That is, when someone wants to run a ringbased application on a hypercube system, how does he/she configure the nodes of the hypercube to simulate a ring-based multiprocessor using the node sequence? On the contrary, at the end of execution of Algorithm RingConstruct, a ring is formed and all the connections for the ring have been established, i.e., each node knows who its neighbors are. Then, the hypercube can be used as a ring-based multiprocessor.
There is one more advantage of our approach. With our strategy, Algorithm RingConstruct always strives to find Hamiltonian cycles of largest possible size even when a 2 n -node cycle cannot be found. Table 1 shows the comparison results of our approach to that of [3] .
DYNAMIC RECONFIGURATION
Embedding is a static fault tolerance strategy since the faulty links are identified before the fault-tolerant-embedding algorithm starts. In this section, we will show how an embedded ring is reconfigured when a new link failure occurs.
Our embedding approach is based on the recursive merging. In the last merging step, two subrings are merged into the final ring. When a link which is part of a ring connection becomes faulty, the ring is broken into a chain. The reconfiguration process first constructs two subrings from the chain and, then, remerges the two subrings.
Recall Fig. 7 ). The two subrings can then be remerged into a ring. The remerging operations are the same as the operations of Algorithm RingConstruct in the last step. Thus, we focus on constructing two subrings from the faulty ring.
When a new link failure occurs, the end nodes of this faulty link broadcast this information to all other nodes. Hereby, all nodes will always have the most recent fault information. Based on this fact, the two constructed subrings can be remerged as performed by Algorithm RingConstruct. After each node obtains the new fault information, the reconfiguration algorithm is invoked. The reconfiguration algorithm for constructing subrings is shown in Fig. 8 .
In line 2, the current node checks if one of its ring connections is faulty. If yes, the current node will initiate the reconfiguration operations. For example, nodes b and d in Fig. 7 Since remerging the two subrings needs another parallel step, our reconfiguration strategy requires only two (i.e., O(1)) parallel steps in total.
CONCLUSIONS
In this paper, we have proposed distributed algorithms for ringembedding and dynamic reconfiguration in hypercubes. Algorithm RingConstruct works in faulty or fault-free hypercubes with O(n) parallel steps. The number of distinct Hamiltonian cycles which can be identified in a healthy hypercube by our approach is larger than that by using GC. If the number of injured dimensions does not exceed n − 2, Algorithm RingConstruct can tolerate up to 2 n − 1 − 1 faulty links. The conditions under which Algorithm RingConstruct works are analyzed and discussed. Therefore, Algorithm RingConstruct can be applied even when a large number of faulty links exist in the hypercube. In addition, comparisons with previous research results are given. Last, but not least, Algorithm RingReconfig takes only two parallel steps to reconfigure a faulty embedded ring and it is thus good for maintaining the integrity of an embedded ring. One of the applications on ring-based multiprocessors is solving long-range problems [11] . Examples are molecular dynamics calculations, Newtonian gravitational n-body simulations, and the product of two large polynomials. In algorithms for solving these problems, computations must be performed on all pairs of objects. Thus, the communication patterns are ring-based. Our algorithms are devised for real application from the beginning. After executing the algorithms, the connections for a ring are formed and each node has the information about who are its ring neighbors. Moreover, even when the fault-tolerant algorithm cannot complete the embedding successfully, the intermediate results can still be utilized for the simulation of ring-based multiprocessors. Therefore, our approach is practical and useful in terms of performance and fault tolerance capability.
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Abstract-In this paper, we study the pyramid network (also called pyramid), one of the important architectures in parallel computing, network computing, and image processing. Some properties of pyramid networks are investigated. We determine the line connectivity and the fault diameters in pyramid networks. We show how to construct a path between two nodes in the faulty pyramid networks in polynomial time. A polynomial-time algorithm is also given for generating the containers in pyramid networks. Our results show that pyramid networks have very good fault tolerance properties.
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INTRODUCTION
IN the design of networks, one of the most important topics is their reliability. Connectivity and edge connectivity are widely used as measurements. In practice, we are often interested in a collection of multipaths between a pair of nodes. Some new concepts were proposed to study the collections of multipaths in graphs and networks [9] . The classical approach to studying routing in interconnection networks is to try to find the shortest path between the sending station and the receiving station. Whenever some stations are faulty on the path between the sending station and the receiving station, the management protocol has to find a way to bypass those faulty stations and set up a new path between them. Similarly, if this new path is disconnected again, a third path needs to be set up if it is possible (the network is still connected or there still exists a path between the sending station and the receiving station).
The current Internet provides end-to-end routing as above [16] . If any router on the shortest path becomes congested or goes down, the performance will be dramatically decreased due to routing overhead. IP multicasting [4] faces the same problem. The current routing protocols for IP multicasting, such as DVMRP, MOSPF, and PIM, cannot provide better services in a faulty interconnection networks.
One issue is missing in all the previous management protocols in terms of minimizing the lengths of the new paths in such a faulty interconnection network. It is not enough to only try to make the first connection as short as possible. In order to achieve better performance of communications, it is necessary to consider how to optimize the routing of alternative paths while searching for first connections in case the first connection is broken down, and so on.
This reflects one important aspect of the fault tolerance properties of the interconnection networks which has not been studied for most network topologies. The network researchers want to know what the effects of the faulty stations are, such as increasing the maximum delay in a faulty network. For real-time applications, such real-time control, multimedia applications, and image processing, the propagation delay must meet the time constraints. In a faulty system, connectivity only tells us if the system is still connected. But, people want to know what the longest delay in such a faulty system is and how to do efficient routing to meet the deadlines. In this paper, we answered these questions for pyramid networks.
In the following, we will introduce some concepts to study these effects quantitatively, such as w-distances, fault diameters.
Some of the important networks have been studied in terms of these concepts. For example, Hsu and Lyuu showed the exact bounds of the w-distance for directed toruses [10] . Butterly networks and optical passive stars networks were studied by Cao [1] and Cao et al. [2] .
The pyramid network is one of the important structures in parallel and network computing [14] , [18] and image processing [15] . In image processing, pyramid networks are used as both hardware architectures and software structures. In parallel and network computing, a lot of parallel algorithms are efficiently implemented on pyramid networks. For example, some parallel algorithms are implemented in supercomputers like Cray T3D and T3E and each processor acts as a node in the pyramid network. Other parallel algorithms are implemented by involving by several workstations, each workstation acting as a node in the pyramid network.
To support real-time applications, such as network computing and image processing in pyramid networks, communication among the nodes are very essential. The propagation delay must meet the time constraints. This becomes even more important in a faulty pyramid network for the longest delay in such a faulty environment determines if the pyramid network is suitable to support real-time applications. An answer also needs to be found as to how to efficiently do routing between any working nodes in such a faulty pyramid network.
In this paper, we study the fault tolerance properties of pyramid networks quantitatively in terms of the new concepts such as fault diameter and w-wide diameter, which will be defined in the rest of this section.
A pyramid network (also called a pyramid) is a hierarchy structure based on meshes. A mesh, M[a, b], is a set of nodes V(M[a, b] and two nodes, (x 1 , y 1 ) and (x 2 , y 2 ) , are connected by an edge iff |x 1 − x 2 | + |y 1 − y 2 | = 1 .
A pyramid network of n levels, denoted by PM[n], is a set of nodes V(PM[n])
, is said to be a node at level k. All the nodes in level k
is also connected to (k + 1; 2x − 1, 2y), (k + 1; 2x, 2y − 1), (k + 1; 2x − 1, 2y − 1), and (k + 1; 2x, 2y) for 0 ≤ k < n. The node (k − 1; x, y) is said to be P((k; x 1 , y 1 )) if (k; x 1 , y 1 ) and (k − 1; x, y) are connected by an edge. The root of PM[n] is (0; 1, 1). The node (k; x 2 , y 2 ) is said to be a neighboring node of (k; x 1 , y 1 ) iff they are connected by an edge in level k and P((k; x 2 , y 2 )) = P ((k; x 1 , y 1 ) ). It is easy to see that the diameter of PM[n] is 2n (see Fig. 1 ).
In this paper, we use graph and network interchangeably. A network or graph G = (V, E) consists of a set of nodes and a set of ordered pairs of nodes called edges. Denote by d(G) its diameter and by k(G) its connectivity. A container C(x, y) between two distinct nodes x and y in G is a set of node-disjoint paths between x and y. The width of C(x, y), written as w (C(x, y) ), is its cardinality. The length of C(x, y), written as l (C(x, y) ), is the length of the longest path in C(x, y). For example, w(C(A, B) ) = 2 and l (C(A, B) 
The w-wide distance between x and y, denoted by d w (x, y), is l (C(x, y) ), where C(x, y) is the minimum length container between x and y with width w. The w-wide diameter of G, written as d w (G), is the maximum of w-wide distance among all pairs of distinct nodes.
The fault diameter between two nodes, x and y, in G and the fault diameter of G are defined below: The w-wide distance and w-wide diameter are defined by Hsu [9] . The notation of D w (G) was first defined by Krithnamoorthy and Krishnamurthy [13] . By the definition, we have
For a general network G, the computation for d w (G) is NP-hard [9] . This paper is organized as follows: In Section 2, we give the exact bounds of the line connectivities. In Section 3, we study fault diameters in pyramid networks PM[n] with n ≥ 1. In Section 4, we design polynomial-time algorithms for generating the containers of pyramid networks PM[n] with n ≥ 1. Based on these algorithms, we give the estimation of the w-wide distances. The conclusion is made in Section 5. 
LINE CONNECTIVITY
In this section, we show that the line connectivity of PM[n] is three.
To motivate our proof, we first give a lemma about the line connectivity of the mesh graph. The line connectivity of a connected network is defined to be the maximum number of links whose removal doesn't affect the connectness of the network. It is easy to see the line connectivity of a mesh. PROOF. If n = 1, it is easy to see that the line connectivity of PM [1] is three. Assume that n ≥ 2.
To prove by contradiction, we assume that there are A, B ≠ ∅ such that V(PM[n]) = A ʜ B and there are at most two edges between A and B. Since the line connectivity of PM [1] 
Suppose this is not the case. Then, there exists i such that L i ʝ A ≠ ∅ and L i ʝ B ≠ ∅. There are at least two edges in level i between L i ʝ A and L i ʝ B. But, any node in both L i ʝ A and L i ʝ B is connected to the root by a path which intersects with L i only at the node itself. That means there must exist the third edge between A and B, which contradicts with our assumption.
Thus, there exists a subset I of {0, 1, .
But, the edges between any two consecutive levels are at least four. This contradicts our assumption. Because the degree of (n; 2 n , 2 n ) is only three, the line connectivity of
PM[n] is three. o
For the node connectivity, the following lemma can be proven by a simple induction on n for PM[n]: LEMMA 2.3. The node connectivity of PM[n] is three.
FAULT DIAMETER
In this section, we give a constructive algorithm to find a path between two nodes in PM [n] in which there are two faulty nodes. Th objective is to minimize the length of such a path. We first give a lower bound on the fault diameters of PM [n] .
≥ 2n + 2 is similar.
Let S = (n; 1, 1), T = (n; 2 n , 2 n ), A = (n − 1; 1, 1), and B = (n − 1;
). Consider the shortest distance between S and T in PM[n] −{A, B}, i.e., A and B are faulty nodes.
Let l be a path between S and T in PM[n] − {A, B}. If (k; x, y) ∈ l, we add P ((k; x, y) ) and delete all the nodes in l in level k except the first node in level k which is the nearest to S in l and the first node in level k which is the nearest to T in l for k ≤ n − 1. We get a new path l′ and the length of l′ is no more than that of l.
Thus, a shortest path between S and T is S n n n n n n n n T n n n n n n n n Consider the path L:
The length of L is l 1 +l 2 . Let A and B be two faulty nodes in PM [n] . Without loss of generality, assume that at least one of A and B, say A, is on L. Otherwise, L is the path in PM[n] − {A, B} and its length is no more than 2n. If k < l 1 , there are two node-disjoint paths which does not traverse A beween P k−1 (S) and P k+1 (S) with length four.
Since only A and B are faulty, we can find a new path L′ with length no more than l 1 + l 2 + 2. Thus, the new path L′ is no more than 2n + 2.
Case 2: A ∈ L and B ∈ L. By the symmetric property, we only need to consider the following three cases (see Fig. 2b ). By simple case analysis, we can show it is true for PM [2] and PM [3] .
Thus, the new path L′ is no more than 2n + 4. o
The proof for the above theorem gives a constructive algorithm for routing a path between any two nodes in a pyramid network with two faulty nodes. 
CONTAINERS
PROOF. It is easy to verify it is true for n = 1, 2. Suppose it is true for PM[n − 1] and the sum of lengths of two node-disjoint paths, l 1 and l 2 , between S = (n; 1, 1) and T = (n; 2 n , 2 n ) is less than 6n − 2 in PM [n] . Let S′ = (n − 1; 1, 1)
and T′ = (n − 1; 2 n−1 , 2 n−1 ). By the previous lemma, we assume that, for any node A = (k; x, y) ∈ l 1 , x ≤ y; for any node B = (m; z, w) ∈ l 2 , z ≥ w.
Let A = (n − 1; c, d) ∈ l 1 be the node nearest to S in l 1 , reroute a path from A to S′ in the level n-1 with the node C = (n − 1; s, t) satisfying x < y. We get a new path ′ Since l 1 and l 2 are node-disjoint, the sum of the lengths of ′ l 1 and l 2 ′ is at least (1 + 2 + 1 + 2) less than the sum of the lengths of l 1 and l 2 .
Thus, we get two node-disjoint paths ′ l 1 and l 2 ′ between S′ and T′ in PM[n − 1], and the sum of their length is at most 6n − 3 − 6 = 6(n − 1) − 3. This contradicts the hypothesis. o By this lemma, we have
PROOF. We only need to show that d 2 
Based on induction on n. It is true for n = 1, 2. Suppose it is true for PM[n − 1]. Let A = (k 1 ; x, y) and B = (k 2 ; s, t) be two nodes in PM [n] . If both k 1 and k 2 are less than n, there exist two node-disjoint paths between A and B in PM[n − 1] with length less than 3(n − 1). Assume k 1 = n. Define
If n > k 2 ≥ 0 and s 1 = 1, it is easy to see that there are two paths between A and B with length 2. If n > k 2 ≥ 0 and s 1 ≥ 2, there are two node-disjoint paths, l 1 and l 2 , between B and P(A). We can assume that there exists a neighboring node of P(A) in If there are no neighboring nodes of P(A) and P(B) in l 1 , P 2 (A) is in l 1 and there is a neighboring node of P(A) and a neighboring node of P(B) in l 2 . We can assume that there is only one neighboring node of P(A) in l 2 . So, we add the edge between B and P(B), the edge between P 2 (A) to the other neighboring node of P(A), and tree edges from the other neighboring node of P(A) to A to form a new path ′ l 1 between A and B. We also add the edge between A and P(A) and three edges connecting a neighboring node of P(B) to B to form another new path ′ l 2 between A and B. ′ l 1 and ′ l 2 are node-disjoint. The lengths of ′ l 1 and ′ l 2 are at most 3(n − 1) + 3 = 3n − 1.
Thus, it is true for PM [n] . o From the proof of the above theorem, we actually give a recursive polynomial-time algorithm for constructing a container between any two nodes in PM[n] with width two and length no more than 3n − 1. COROLLARY 4.5. A recursive O(n 2 ) algorithm is given for constructing a container between any two nodes in PM [n] with width two and length no more than 3n − 1.
In the following, we give an algorithm for constructing a container between any two nodes in PM[n] with width three and length no more than 10 3 2 n + . Constructing a container between a pair of nodes in PM[n] depends on the relative positions of the two nodes, the conditions such as two nodes are already connected by an edge or they share the same parent node can make the construction easier. But in most cases, it is not obvious. We provide a general algorithm for all different relative positions between the two nodes. Let A = (k 1 ; x, y) and B = (k 2 ; x, y) be two nodes in PM [n] . Define 1 6 1 6 > C 1 6 1 6 > C
If l 1 = 3k 1 + 2 and l 2 = 3k 2 + 2:
Step 1: (See Fig. 3a) for i = 0 to k 1 − 2 do PathOne: the edge between P i (A) and P i+1 (A)
PathTwo: The two edges between one neighboring of P i (A) and one neighboring node ofP i+1 (A).
PathThree: The two edges between the other neighboring node of P i (A) and the other neighboring node of P i+1 (A). endfor Step 2: For PathOne, PathTwo and PathThree, we do routing as Fig. 3b and Fig (A). PathThree: the edge between P i (A) and P i+1 (A)
Step 6: Similarly, we construct three paths from B to P B For other cases of l 1 and l 2 with k 1 and k 2 no less than two, it is similar except that we can do one or two more iterations in Step 1. If k 1 and k 2 are both less than two, A and B are in a PM [5] . It is easy to construct a container between A and B with width three and length no more than 15. If k 1 ≥ 2 and k 2 < 2, or k 1 < 2 and k 2 ≥ 2, we construct three paths from A or B according to Step 1 to Step 5, and connect them into B or A. PROOF. Consider the container obtained by the above algorithm. If k 1 and k 2 are no less than two, for Step 1, the length of PathOne is at most k 1 − 1, the length of PathTwo is at most 2k 1 − 1, the length of PathThree is at most 2k 1 − 1. In Step 2, the length of PathOne is three, the length of PathTwo is at most seven, the length of PathThree is four. Similarly, we also count the rest parts of the three paths.
The maximum length among the three paths are at most 10 3 6 n + .
CONCLUSION
In this paper, we study the pyramid network, one of the important architectures in parallel computing, network computing, and image processing. We determine the line connectivity and the fault diameters in pyramid networks. We show how to construct a path between two nodes in the faulty pyramid networks in polynomial time. We also give a polynomial-time algorithm for generating the containers in pyramid networks. The above results show that pyramid networks have very good fault tolerance properties.
