Abstract. We consider an incremental gradient method with momentum term for minimizing the sum of continuously differentiable functions. This method uses a new adaptive stepsize rule that decreases the stepsize whenever sufficient progress is not made. We show that if the gradients of the functions are bounded and Lipschitz continuous over a certain level set, then every cluster point of the iterates generated by the method is a stationary point. In addition, if the gradient of the functions have a certain growth property, then the method is either linearly convergent in some sense or the stepsizes are bounded away from zero. The new stepsize rule is much in the spirit of heuristic learning rules used in practice for training neural networks via backpropagation. As such, the new stepsize rule may suggest improvements on existing learning rules. Finally, extension of the method and the convergence results to constrained minimization is discussed, as are some implementation issues and numerical experience.
1. Introduction. Consider the problem of minimizing, over the n-dimensional real space ℜ n , a function f : ℜ n → ℜ of the form
where f i , i = 1, ..., m, are continuously differentiable functions from ℜ n to ℜ. Our interest in this problem stems from an important special case, that of nonlinear neural network training, in which x is the vector of weights in the neural network and f i (x) is the corresponding output error for the ith training example. (See [8] , [9] , [12] , [13] for more detailed discussions of this connection.) Extension of our results to the constrained minimization of f will be discussed in section 5.
We will focus on the following iterative method for solving the preceding problem whereby, for a given x 
where α t is a positive scalar (the "stepsize") and is a weighted sum of the previous direction (the "momentum term") and the gradient of f i at x t i . Thus, unlike conventional gradient methods, this method does not use the gradient of f to take a step but only the gradient of one of the f i . In the special case where m = 1, this method reduces to the steepest descent method for ζ = 0 and to the heavy-ball method [17, p. 65] for ζ ≥ 0. For general m and ζ = 0, this method is reminiscent of a nonlinear least square algorithm of Davidon [5] , which has been further studied by Pappas [15] and Bertsekas [2] . When applied to neural network training, this method reduces to the very popular on-line backpropagation algorithm with a momentum term (with "training/learning rates" identified with stepsizes), as conceived by Werbos [20] , Le Cun [11] , Parker [16] , and Rumelhart, Hinton, and Williams [18] (see the discussions in [21] ). Numerical experience suggests that it is typically beneficial to choose ζ > 0. (In [18, p. 330 ], a value of ζ ≈ .9 is recommended.) An interesting one-parameter generalization of this method for ζ = 0 and of the steepest descent method is recently studied in [3] .
A key issue concerns the stepsizes {α t } t=0,1,... which, to quote from [14] , "are often crucial for the success of the algorithm." In the case of neural network training, various heuristic rules for choosing the stepsize have been proposed, the most popular of which entail keeping the stepsize fixed for as long as "progress" is made and decreasing the stepsize if otherwise. However, these heuristic rules are justified only by extensive experimentation (see [10, p. 124] , [19] , and references therein and in [6] ). More recently, stepsize rules have been proposed for the special case of ζ = 0, for which global convergence can be shown under mild assumptions on f, f 1 , ..., f m . One such rule, studied in [3] , [8] , [12] , [13] , [22] , [23] , requires the stepsizes {α t } t=0,1,... to be square summable but not summable, i.e.,
The reference [8] also considers the more general stepsize rule in which square summability of {α t } t=0,1,... is replaced by α t → 0. These rules, however, always require the stepsize to tend to zero. To see the drawback of this, suppose f 1 , ..., f m are identical with Lipschitz continuous gradients. Then the method (2)-(3) with ζ = 0 is just the steepest descent method for minimizing f , for which it is well known that convergence does not require the stepsize to tend to zero (and that a stepsize tending to zero yields slow convergence). A second rule, proposed in [12] , requires that
This rule uses information about f , but it still requires the stepsize to tend to zero (the right-hand side tends to zero as x t−1 1 , ..., x t−1 m all tend to a stationary point of f ) and in practice the convergence seems to be slow. A third rule, proposed in [9] , chooses α t to be the largest element of {α t−1 , ωα t−1 , ω 2 α t−1 , ...} for which the following sufficient descent condition is satisfied:
where ω ∈ (0, 1), ǫ 1 ∈ (0, 1), ǫ 2 > 0 are parameters. This rule uses information about f and does not always require the stepsize to tend to zero. Moreover, it is in the spirit of heuristic rules used in practice in that it keeps the stepsize fixed for as long as sufficient descent is made and decreases the stepsize if otherwise. On the other hand, this rule still tends to make the stepsize very small since it requires sufficient descent at every iteration and when the term
2 is bounded away from zero, the stepsize must necessarily tend to zero. In addition, the preceding stepsize rules apply to the case of ζ = 0. It is unclear whether these rules can be extended to the case of ζ > 0, which is the case of practical interest. (The work of [13] considers a version of the method that uses a momentum term. However, the momentum term uses only the history of the method from the start of the current iteration.) In this paper, we propose a new rule (see (5)- (6) and (7)- (9)) for choosing the stepsizes {α t } t=0,1,... for which convergence of the method (2)-(3) can be shown for any ζ ∈ [0, (.5) 1/m ). (Note that (.5) 1/m > .9 for m ≥ 8, so the restriction on ζ is mild.) This new rule, like the rule proposed in [9] for the case of ζ = 0, does not always require the stepsize to tend to zero and keeps the stepsize fixed for as long as descent in an overall sense is achieved and decreases the stepsize if otherwise. Unlike the rule of [9] , this new stepsize rule does not require descent at every iteration and, as such, the stepsize tends to remain large which is essential for good convergence.
We show that the method (2)-(3) using this stepsize rule has desirable global convergence properties (see Proposition 3.4). Moreover, in the case where ∇f 1 , ..., ∇f m grow at most linearly in norm with ∇f (which, in the context of neural network training, amounts to the neural network being trainable so to achieve zero output error on the training examples), either the method is linearly convergent in some sense or the stepsize is bounded away from zero (see Proposition 4.2). The method and the convergence results can also be extended, with suitable modifications, to the problem of constrained minimization of f (see section 5). We note that neither d t 1 , ..., d t m nor their sum need be a descent direction for f , so conventional convergence arguments cannot be applied here. Moreover, for ζ > 0, the proofs are further complicated by the dependence of d t i on the entire past history of the method up to then. And while some of our proof ideas are adapted from [12] and [13] , much of the arguments are new due to the use of a new stepsize rule and the presence of the momentum term. In section 6, we discuss implementation issues and numerical experience with the method.
A few words about our notations: For any x, y ∈ ℜ n , x, y denotes the usual inner product of vectors x and y and x denotes the Euclidean norm of x, i.e., x = x, x 1/2 . For any continuously differentiable function h : ℜ n → ℜ, we say that ∇h, the gradient of h, is Lipschitz continous (with constant λ ≥ 0) on a subset X of
For any two positive integers t > τ and any scalar θ > 0, we denote
Thus, θ Thus i ⊖ j = i − j for j = 1, ..., i − 1 and i ⊖ j = i − j + m for j = i, ..., i + m − 1 and so on.
Method description.
In this section, we describe in detail the method (2)-(3) for the unconstrained minimization of f given by (1) and the new rule for choosing the stepsize α t adaptively. To describe this new stepsize rule, we follow [12] and make the following assumption about f, f 1 , ..., f m and the initial iterate x 0 1 . Assumption A. There exist scalars η > f (x 0 1 ) and ρ > 0 such that, for i = 1, ..., m, ∇f i is bounded and Lipschitz continuous (with some constant λ i ≥ 0) on the set
where B = { x ∈ ℜ n : x ≤ 1 }. Assumption A is quite mild and, in particular, is satisfied when f 1 , ..., f m are twice differentiable and the level set { x ∈ ℜ n : f (x) ≤ η } is bounded for some η > f (x The new stepsize rule for choosing α t depends on η, ρ, and λ 1 , ..., λ m and, in the spirit of the Armijo-Goldstein stepsize rule for gradient descent methods, periodically checks if a certain descent condition is satisfied since the previous check was made and, if not, decreases the stepsize and restarts the method from when the previous check was made. Below, we formally state the method (2)-(3) using this stepsize rule. Following [3] , we will call this method the incremental gradient method.
Incremental gradient method (with momentum term). Choose any x 0 1 ∈ ℜ n such that Assumption A holds for some η, ρ and λ 1 , ..., λ m . Choose any ζ ∈ [0, (.5) 1/m ) and let given by (2)-(3) with t = 0 satisfy the following two conditions:
where β 0 is given by (10).
Step 1. For each s ∈ T , let h = min{t ∈ T : t > s} and we generate (x given by (2)-(3) with α t = α h−1 , t = s, ..., h−1, satisfy the following three conditions:
where, for t = s, ..., h − 1, we define
(11)
with p 1 := u 1 := a 1 := q 0 := v 0 := b 0 := 0. Roughly speaking, the stepsize rule checks at each iteration s ∈ T whether the current stepsize is acceptable (i.e., satisfies (7)- (9)) for all iterations between s and the next element h of T and, if not, it decreases the stepsize by ω and restarts the method from iteration s. Thus, if the elements of T are far apart, then the rule makes this check infrequently but it needs to backtrack further whenever the stepsize needs to be decreased. In our testing (see section 6), checking every 10 iterations, i.e., T = {1, 11, 21, 31, ...}, worked well. A more sophisticated strategy might be to check more frequently at the beginning, e.g., T = {1, 2, 5, 11, 21, 31, ...}. We remark that we can also increase the stepsize, provided that this is done only a finite number of times. For the other parameters in the stepsize rule, it suffices to choose ǫ 1 , ǫ 2 reasonably small, choose ǫ 3 , η, ρ reasonably large, choose ǫ 0 near 1, and choose ω, ζ away from 0 and 1. Only the parameter λ 1 + · · · + λ m , which is problem dependent, requires significant fine tuning (if this is too large, then the stepsize becomes too small; if this is too small, then the stepsize remains large but the method experiences large oscillations). In our testing (see section 6), the choice of ǫ 1 = ǫ 2 = .00001, ǫ 3 = 1000, η = 1.5f (x 0 1 ) + 100, ρ = ∞, ǫ 0 = 1, ω = .5, ζ = .8, and λ 1 + · · · + λ m = 1 worked well. However, to solve a wider range of problems, we would need to update λ i on-line by, for example, ∇f i (x
Of the three conditions (7)-(9), both (7) and (9) are quite unrestrictive since ρ is typically large (e.g., in [8] and [13] , it is assumed that ρ = ∞) and we can choose ǫ 3 arbitrarily large. To see that (8) is also unrestrictive, first note that (8) does not require f -value to be monotonically decreasing in any sense but only that the f -value be less than η by some positive quantity. This positive quantity, which is easily computable using the updating formula (11), depends on f, f 1 , ..., f m and is increasing with t only in a long-run sense. More precisely, by using a straightforward calculation from (11), we see that (12) 
Since ζ
, so the right-hand side of (8) may increase or decrease with h, depending on how α τ g τ 2 and (α τ β τ ) 2 change with τ , though in the long run the tendency is towards a decrease. To see this, we note from (12) and ζ
The second term on the right-hand side, which is the dominant term there, is decreasing with h.
Global convergence analysis.
In this section we show that the incremental gradient method of section 2 has desirable global convergence properties (see Proposition 3.4). Throughout, we will assume that Assumption A holds. First, we have the following technical lemma.
LEMMA 3.1. For any t ∈ {0, 1, ...}, any α t > 0 and any
satisfying (2), we have
for 1 ≤ i, j ≤ m + 1, where β t is given by (10). Proof. By (2) and (10), for any 1 ≤ j ≤ i ≤ m + 1, we have
2A similar argument shows the above inequality also holds for any 1
are in R η ρ , the above inequality, together with ∇f i being Lipschitz continuous (with constant λ i ) on R η ρ for i = 1, ..., m, yields the desired inequality.
Under Assumption A, there exist positive scalars β 1 , ..., β m such that
The next lemma shows that, for α t sufficiently small,
satisfying ( Proof. First, we claim that
for l = 1, ..., m + 1. We prove this by induction on l. Clearly, (16) holds for l = 1. Suppose (16) holds for l = 1, ..., i for some i ∈ {1, ..., m} and we show below that it also holds for l = i + 1. For l = 1, ..., i, since (16) holds and the right-hand side of (16) is bounded above by ρ, we have
where the first inequality follows from x 
Proof. Fix any t ∈ {1, 2, ...}. Since the line segment joining x 
where the second equality follows from interchanging the order of the summations over i and j and then making the substitution k = i + j − m (respectively, k = i + j) in the first (respectively, second) summation inside the doubly nested parentheses; the third equality follows by letting
the fifth equality uses the fact g τ +1 m = g τ +1 ; the second inequality follows from (15) and the following consequence of (10) and Lemma 3.1 (since
for j = 1, ..., m − 1 and for τ = 0, 1, ..., t − 1. By a similar argument, we have that
Using (20)- (24) to bound the right-hand side of (19) and then using β t to bound g t (cf. (10)) yields
where the second inequality follows from using ab ≤ .5(a 2 + b 2 ) and the equality uses properties of ζ (18) is very similar.
Below, we state and prove the main global convergence result for the incremental gradient method of section 2. The proof uses Lemmas 3.1-3.3 to show that the method is well defined and uses the observation (13) to show that (29) holds (unless ∇f (x Proof. We will show by induction on t that α t is well defined for t = 0, 1, .... small, so α 0 , being the largest element of {ǫ 0 , ωǫ 0 , ω 2 ǫ 0 , ...} for which (6) holds, is well defined. Now assume that, for some s ∈ T , α t is well defined for t = 0, 1, ..., s −
for any α s = · · · = α h−1 sufficiently small. We claim that, whenever (25) holds, then (17) holds. Using the second and third inequalities in (25) together with the fact α t ≤ α τ , for τ = 0, 1, ..., t − 1, to bound the right-hand side of (17) yields
for t = s, ..., k. Also, we have that the inequality (8) holds for h = s. (For s = 1, this follows from (6); for s > 1, this follows from α s−1 being chosen in Step 1 such that (8) holds with h = s.) By using (12), we can rewrite this inequality equivalently as
Summing (27) over all t ∈ {s, ..., k} and then adding to it the above inequality, we obtain
where the equality follows from exchanging the order of summation and using the definition of ζ j i ; the last inequality follows from the facts ζ
The right-hand side of the above inequality is less than η, so the claim (26) holds for t = k. By induction on k, it follows that (26) holds for t = s − 1, ..., h − 1.
Thus, if (25) holds, then (26) holds for t = s − 1, ..., h − 1, so that (7) holds. In addition, our argument showed that (28) holds for k = s, ..., h − 1, so that, upon letting k = h − 1 in (28) and using (12), we obtain (8) . Also, we have from (24) with t = s and the last inequality in (25) that
so (9) holds. Thus (7)-(9) hold whenever α s = ... = α h−1 are sufficiently small. Then, α s , ..., α h−1 , being the largest element of {α s−1 , ωα s−1 , ..., } such that (7)- (9) hold, are well defined. This completes the induction step and shows that α t is well defined for all t = 0, 1, ...
There are three cases: either (i) ∇f (x s 1 ) = 0 for some s ∈ T or else, since (8) holds and hence (13) holds for all h ∈ T , (ii) lim inf t→∞ f (x
Also, we have from f (x 0 1 ) < η and (5) and (7) (with h = min{t ∈ T : t > s}) for all s ∈ T that
We claim that in case (iii), {g t } → 0. Since {α t } is monotonically decreasing, either lim inf t→∞ α t > 0 or {α t } ↓ 0. In the first case, (29) yields {g t } → 0. Consider now the second case. We showed earlier that, for each s ∈ T , (7)-(9) hold whenever 
Since (30) holds, then for t = 0, 1, ... we have from (10) and (14)- (15) that
and from (3) and (14)- (15) 
so (10) yields β t ≤ β/(1 − ζ). Since {α s } ↓ 0 so that (31) holds for all s in some subsequence of T , it follows that g t → 0 for t along some subsequence of {0, 1, ...}. We now argue that g t → 0 for t along the entire sequence {0, 1, ...}. Suppose this is not the case so there exists ǫ > 0 such that g t > ǫ for all t along some subsequence of {0, 1, ...}. The following argument is a modification of the proof of [13, Theorem 2.1]. Consider any t such that g t ≥ ǫ. Since { g t } t=0,1,... contains a subsequence that tends to zero, there exists a smallest integer t ′ > t such that g
where the equality uses (2) and (10); the fourth inequality follows from (30) and Lemma 3.1; the last inequality follows from (15), β τ ≤ β/(1 − ζ) for all τ and the monotone decreasing property of {α τ } τ =0,1,... . We also have that g τ ≥ ǫ/2 for τ = t, ..., t ′ − 1, which together with the above relation yield
Since the number of such t is infinite, it follows that
Since {g t } → 0 and (9) holds for all s ∈ T , it follows that {∇f (x s 1 )} s∈T → 0.
Convergence rate and stepsize analysis.
In this section, we show that under a growth assumption on ∇f 1 , ..., ∇f m (see Assumption B below), the incremental gradient method either is linearly convergent in some sense or has its stepsize bounded away from zero (see Proposition 4.2). This result gives an explanation of the observed behavior that on some problems, the stepsize remains bounded away from zero (see the numerical experience reported in section 6).
To establish our result, we first need the following technical lemma. (3), for t = 0, 1, . .., we have
for i = 1, ..., m and t = 0, 1, ..., where we let
Proof. Clearly, (32) holds for t = 0 and i = 1. Suppose that, for some s ≥ 0 and some 1 ≤ j ≤ m, (32) holds for i = 1, ..., m if t < s and for i = 1, ..., j if t = s. First, consider the case j = m. Then, by (3) with t = s + 1 and (32) with t = s and i = m,
Since ζ ≤ µ m , this implies (32) holds for t = s + 1 and i = 1. Second, consider the case j < m. Then, by (3) for t = s and i = j + 1,
where the second inequality follows from x Assumption B roughly says that the size of ∇f 1 , ..., ∇f m should grow no faster than linearly with the size of ∇f . In particular, this assumption requires that ∇f 1 (x) = · · · = ∇f m (x) = 0 at any stationary point x of f . This requirement, though restrictive, is not entirely unrealistic for certain applications. For example, for the application of neural network training, this requirement amounts to being able to train the neural network to achieve zero output error on the learning examples. In fact, it is possible for this requirement to fail to hold and still have the stepsize bounded away from zero. Consider the example of n = 1, m = 2 and f 1 (x) = x, f 2 (x) = −x. Then, f ≡ 0 and Assumption A holds with η = ρ = ∞ and λ 1 = λ 2 = 0. Upon applying the incremental gradient method with, say, ζ = 0 and any choice of x 0 1 , ω, T , and ǫ 0 , ǫ 1 , ǫ 2 , ǫ 3 satisfying ǫ 1 < 1, we find that δ 2 = δ 3 = g t = p t = 0 and, in particular, α t = ǫ 0 for all t = 0, 1, ... In contrast, the other stepsize rules mentioned in section 1 would require the stepsize to tend to zero on this example. (This example is degenerate in the sense that every x ∈ ℜ is a stationary point of f . However, it can be easily modified so that x 0 1 is not a stationary point, etc.) In general, if the iterates are in a region where f 1 , ..., f m are nearly linear, then the stepsize will tend not to decrease.
By using Lemma 4.1 and the fact (see the proof of Proposition 3.4) that (31) holds whenever α s = α s−1 , we have the following convergence rate and stepsize result for the incremental gradient method. The result roughly says that, under Assumption B, either h t given by (33) tends to zero linearly in some sense or α t is bounded away from zero. The proof of this uses the idea that if h t does not tend to zero linearly, then neither does ∇f (x (35) ). This in turn can be used to show that the right-hand side of (31) is bounded away from zero. PROPOSITION 4.2. Assume Assumption B (in addition to Assumption A) is satisfied and let {(x t 1 , ..., x t m+1 )} t=0,1,... and {α t } t=0,1,... be generated by the incremental gradient method (2)-(3) and (4)-(13) (which, by Prop. 3.4, are well defined) with α 0 chosen sufficiently small so that µ given by (33) is less than 1. If there exists a c 2 ≥ 1 and σ ∈ (µ, 1) such that
for t = 1, 2, ..., where h t is given by (33), then lim inf t→∞ α t > 0. Proof. Fix any t ∈ {1, 2, ..}. Since (30) holds, then Lemma 4.1 and c 2 ≥ 1 and σ < 1 show that, for each i = 1, ..., m, d t i given by (3) satisfies
where the second inequality follows from (34); the third inequality follows from the fact ( (10) and (15) yield
where d t i is given by (3), the second inequality follows from ∇f i being Lipschitz continuous on R η ρ (with constant λ i ) and the equality follows from (2). Thus,
and, by (10) and (35)-(36),
Thus, if {α s } ↓ 0, then (31) must hold for all s along some subsequence of T . On the other hand, the above two inequalities and g t ≤ β (which hold for all t) show that the right-hand side of (31) is bounded away from zero, which implies α s is bounded away from zero for all s along this subsequence, a contradiction to {α
) . Thus, under Assumption B, (34) is equivalent to
for some constant c ′ 2 . In the very special case where f 1 = · · · = f m (so Assumption B holds trivially), the above proof can be modified to show that α t generated by the incremental gradient method with ζ = 0 (i.e., steepest descent) is always bounded away from zero.
5.
Extension to constrained problems. In this section, we consider an extension of the incremental gradient method of section 2 to the problem of minimizing, over a nonempty closed convex set X of ℜ n , the function f given by (1). Such constrained problems arise in neural network training where bounds are placed on the weights of the neural network and which corresponds to X being a box. Due to the presence of the constraint set X , the formula for updating x t i and d t i need to be modified much as in [12] . We show that, analogous to Proposition 3.4, this extended method has desirable global convergence properties (see Proposition 5.4) .
Consider the following iterative method for solving the preceding problem whereby, for a given x 0 1 ∈ X , we generate a sequence (x t 1 , ..., x t m+1 ), t = 0, 1, ..., according to
where α t is a positive scalar and is a weighted sum of the K (K ≥ 1 and constant) most recently computed gradients though, for simplicity, we will not consider this more general case here. It is an open question whether our results can be extended to the case where (38) is replaced by (3) . Also, we note that in the case where ζ = 0, the method (37)-(38) reduces to the approximate gradient-projection method studied in [12] . Our preliminary numerical experience suggests that ζ > 0 (e.g., ζ = .1) is typically preferable.
As with the incremental gradient method of section 2, we propose a new rule for choosing the stepsize α t adaptively. To describe this new stepsize rule, we make the following assumption, analogous to Assumption A, about f, f 1 , ..., f m , X and the initial iterate x 
where B = { x ∈ ℜ n : x ≤ 1 }. Assumption C is quite mild and, in particular, is satisfied when f 1 , ..., f m are twice differentiable and the level set { x ∈ X : f (x) ≤ η } is bounded for some η > f (x 0 1 ). The new stepsize rule for choosing α t , analogous to the one of section 2, depends on η, ρ and λ 1 , ..., λ m and periodically checks if a certain descent condition is satisfied since the previous check was made and, if not, decreases the stepsize and restarts the method from when the previous check was made. Below, we formally state the method (37)-(38) using this stepsize rule. We will call this method the incremental gradient-projection method.
Incremental gradient-projection method (with 1-memory momentum term). Choose any x 0 1 ∈ X such that Assumption C holds for some η, ρ and λ 1 , ..., λ m . Choose any ζ ∈ (0, ∞). Choose any ω ∈ (0, 1) and any subsequence T of {1, 2, ...} containing 1. Choose any positive scalars ǫ 0 , ǫ 1 , ǫ 2 satisfying ǫ 1 < 1 + ζ.
Step 0 given by (37)-(38) with t = 0 satisfy the following two conditions:
Step 1. For each s ∈ T , let h = min{t ∈ T : t > s} and we generate (x given by (37)-(38) with
.., h − 1, satisfy the following three conditions:
with g t and β t given by (10) . Like the stepsize rule of section 2, the above stepsize rule checks at each iteration s ∈ T whether the current stepsize is acceptable (i.e., satisfies (41)-(43)) for all iterations between s and the next element h of T and, if not, it decreases the stepsize by ω and restarts the method from iteration s. Note that the conditions (40) and (42) are much simpler than their counterpart (6) and (8) 
and that
, where β t is given by (10) .
where the last inequality follows from (47) with l = m + 1 and then bounding the right-hand side of (47) from above by ρ/2. Thus, 
where β t is given by (10) andr t is given by (44). Similarly, for any α 0 ∈ (0, 1/(1 + ζ)] and any x 
where the first inequality follows from the Cauchy-Schwarz inequality and the followSince (57) holds, then for t = 0, 1, ... we have from (44), (10), (45), and (15) that
and from (38), (45), and (15) that
Since the number of such t is infinite, this implies
Since {r t } → 0 and (43) holds for all s ∈ T , it follows that {r s } s∈T → 0. We may ask whether a convergence rate and stepsize result analogous to Proposition 4.2 holds for the incremental gradient-projection method. This, however, appears unlikely since the proof of Proposition 4.2 requires that ∇f 1 (x) = · · · = ∇f m (x) = 0 at a stationary point x of the problem. Such an assumption is reasonable for an unconstrained problem but not for a constrained problem.
6. Implementation issues and numerical experience. To gain some insight into the implementation issues associated with the incremental gradient(-projection) method and its practical performance, we implemented the method to train a singlehidden-layer feedforward neural network, and compared the performance of the method (which, in this case, is effectively on-line backpropagation) with the conjugate gradient method using Polak-Ribiere update and Armijo stepsize rule. In this section we report our findings.
First, we briefly describe the problem of training a single-hidden-layer feedforward neural network (see [12, section 3] for a more detailed discussion). In this problem, we are given a collection of vectors (I(1), O (1) on a Decstation 5000. Table 1 gives the number of gradient and function evaluations for the three methods, averaged over three runs (all with a standard deviation of less than 20 percent). From Table 1 , it can be seen that ALG1 requires fewer gradient evaluations and function evaluations (which are the most expensive operations) than either ALG2 or ALG3. Since gradient evaluation requires roughly equal work as function evaluation so that the total work is roughly equal to the sum of gradient and function evaluations, we see that ALG1 requires less than one-third the total work of either ALG2 or ALG3, while ALG3 requires the most total work. Thus, for our test problems at least, we can draw the following conclusions: (i) the incremental gradient method using an unlimited-memory momentum term is more efficient than the conjugate gradient method using Polak-Ribiere update and Armijo stepsize rule; (ii) the incremental gradient method using an unlimited-memory momentum term is more efficient than that using a one-memory momentum term (which in turn is more efficient than that using no momentum term at all). We note that the stepsize rule is also crucial to the efficiency of the incremental gradient method. When we took ALG1 and replaced its stepsize rule by the well-known (nonadapative) stepsize rule of α t = c/t (which produces stepsizes that are square summable but not summable), the convergence became agonizingly slow, regardless of the choice of the constant c > 0. In contrast, the stepsizes in both ALG1 and ALG2 remained at the value .5 after an initial decrease (the large stepsizes, as well as the presence of the momentum term, appear to be key to the good performance of ALG1), while the stepsizes in ALG3 varied between .125 and 1. On the other hand, we caution that these results are for some small test problems only and much more extensive testing is needed to determine the efficiency of the incremental gradient(-projection) method in general.
