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CHARACTERIZATION OF THE TANGENT SPACE OF
MONOTONE TRANSPORT PLANS IN R ×R WITH
PRESCRIBED FIRST PROJECTION.
MARC SEDJRO AND MICHAEL WESTDICKENBERG
Abstract. We provide a complete description of the tangent space of the cone
of monotone plans in R × R with prescribed first projection. We show that
elements of this tangent space are essentially made of two simple building-block
types of measures.
1. Introduction.
The study of continuity equation has shown that an appropriate notion of tangent
space in the 2-Wasserstein space P2(R
d), at ̺ ∈ P2(R
d) is given by:
Tan̺P2(R
d) = {∇ϕ : ϕ ∈ Cc(R)}
L2(̺,Rd)
d ∈ N. (1.1)
While this notion of tangent space has proven to be a valuable tool in many prob-
lems, it has also shown its limit especially when dealing with tangent space at non-
regular measures. For instance, when ̺ is equal to the average of n delta masses
sitting at n distinct points, Tan̺P2(R
d) is isomorphic to Rnd, which makes it too
small to be of great interest.
In [2] and [6], the authors introduced a broader notion of tangent spaces called
geometric tangent cone :
Tan̺P2(R
d) := {γ ∈ P̺(R2d) : (π1, π1 + επ2)#γ optimal for some ε > 0}
W̺
(1.2)
Here, P̺(R
2d) denotes the set of transport plans whose first marginal is ̺ and
W̺, its associated metric; see Definition 2.1. π1, π2 denote respectively, the first
and second projection maps. It is important to note that Tan̺P2(R
d) is con-
structed by using the geodesics with respect to the 2-Wasserstein distance. Even
though the two tangent spaces come from different perspectives, it was shown that
Tan̺P2(R
d) is isometrically embedded in Tan̺P2(R
d). As a consequence, the
geometric tangent cone offers a richer supply of elements. Behind the well-behaved
nature of Tan̺P2(R
d) hides the fact that this cone adapts well to the possibility
of mass splitting that is precisely missing in (1.1).
In spite of the gain the tangent space concept in (1.2) offers over the former
concept in (1.1), it is still far from being satisfactory. In the recent work [10], the
authors extended the Lagrangian formulation of the one dimensional pressureless
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Euler equations to the multidimensional case. It turns out that the configuration
space is better described bymonotone transport plans, that is transport plans whose
support is a monotone set. This means that relying on geodesics could be too re-
strictive when it comes to describing the configuration space.
In this work, we propose a slightly different concept of tangent cone from convex
analysis point of view : the tangent cone of the cone of monotone transport plans
whose first projection is ̺ in the space P̺(R
2d). It is noteworthy to mention that
in dimension one, the set of optimal maps coincides with the set of monotone maps.
We initiate the study of the tangent cone of this cone of monotone transport plans
and give a complete characterization for d = 1. In the framework developed in [6],
we show that this tangent cone is convex. As a result, elements of the tangent cone
are linear combinations of two basic types of measures so that on the diffuse part
on ̺, an element of the tangent cone is induced by a map and, at each atomic point
its support can be any closed subsets of R.
This paper is organized in the following way: section 2 provides some notation,
definitions, and general results related to P̺(R
2) and its associated metric. In
Section 3, we give some convergence results and state the main theorem of the
paper. In Section 4, the tangent space of the monotone transport plans is proven
to be a convex cone in P̺(R
2d). Section 5 deals with the complete description of
the tangent space of monotone plans in P̺(R
2d).
2. Notation and Definitions.
In this section we introduce some notations and recall some standard definitions
and state some main results from previous work.
• P(R) is the set of all Borel probabilities on R.
• Pp(R) (1 ≤ p <∞) is the set of all probability measures µ ∈ P(R) such
that ˆ
R
|x|pdµ <∞.
• Given µ and ν ∈ Pp(R), we denote by Γ(µ, ν) the set of all Borel measures
on R ×R whose first and second marginal are respectively µ and ν.
• We say that a Borel map T pushes µ forward to ν and write T #µ = ν if
ν(A) = µ(T −1(A)) for any Borel subset A of R.
• Let µ, ν be two Borel measures of finite p−moments. Then, the p-th
Wasserstein distance between µ and ν is defined by
Wpp(µ, ν) = min
{ˆ
Rd×Rd
|x− y|pdγ : γ ∈ Γ(µ, ν)
}
. (2.1)
The set of minimizers in (2.1) is denoted by Γ0(µ, ν).
• A subset S ∈ R × R is monotone if 〈x1 − x2, y1 − y2〉 ≥ 0 for any
(x1, y1), (x2, y2) ∈ S .
Definition 2.1 (Distance on P̺(R)). Given ̺ ∈ P2(R), we define
P̺(R2) :=
{
γ ∈ P2(R
2) : π1#γ = ̺
}
.
The space P̺(R) has a structure that looks like the one of Hilbert spaces and is
endowed with a distance in the following way : For any γ1,γ2 ∈ P̺(R2) with the
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disintegration γk(dx, dy) =: γkx(dy) ̺(dx) with k = 1..2, the distance W̺(γ
1,γ2) is
defined by
W̺(γ1,γ2)2 :=
ˆ
Rd
W(γ1x, γ
2
x)
2 ̺(dx).
Definition 2.2 (Transport Plans). Let ̺ ∈ P2(R) be given.
(i.) Admissible Plans. For any γ1,γ2 ∈ P̺(R2) we define
ADM(γ1,γ2) :=
{
α ∈ P(R3) : (π1, π2)#α = γ1, (π1, π3)#α = γ2
}
.
(ii.) Optimal Plans. For any γ1,γ2 ∈ P̺(R2) we define
OPT(γ1,γ2) :=
{
α ∈ ADM(γ1,γ2) :
W̺(γ1,γ2)2 =
ˆ
R3d
|y1 − y2|2α(dx, dy1, dy2)
}
.
In the following theorem, we collect some fundamental results obtained in [6]
about the distance in P̺(R).
Theorem 2.3. Let ̺ ∈ P2(R) be given.
(i.) The function W̺ is a distance on P̺(R2) and lower semicontinuous with
respect to the weak convergence in P(R2). We have
W̺(γ1,γ2)2 = min
α∈ADM(γ1,γ2)
ˆ
R3
|y1 − y2|2α(dx, dy1, dy2)
for all γ1,γ2 ∈ P̺(R2), and thus OPT(γ1,γ2) is nonempty.
(ii.) The set (P̺(R2),W̺) is a complete metric space.
The space P̺(R) enjoys some vector space like properties when endowed with
the following algebraic structure; see[6].
Definition 2.4 (Operations in P̺(R2)). Let ̺ ∈ P(R) be given.
(i.) Scalar multiplication. For any γ ∈ P̺(R2) and s ∈ R let
sγ := (π1, sπ2)#γ ∈ P̺(R2).
(ii.) Addition. For any pair γ1,γ2 ∈ P̺(R) and β ∈ ADM(γ1,γ2), we define
the addition with respect to β by
γ1 +β γ2 = (π1, π2 + π3)#β.
We denote the collection of all additions as β varies in ADM(γ1,γ2) by
γ1 ⊕ γ2 :=
{
(π1, π2 + π3)#β : β ∈ ADM(γ1,γ2)
}
⊂ P̺(R).
Note that if either of γi is induced by a map, then γ1 ⊕ γ2 reduces to a
singleton.
We introduce the following subset of P̺(R2) :
C̺ :=
{
γ ∈ P̺(R2) : sptγ is a monotone subset of R ×R
}
. (2.2)
It is shown in [10] that C̺ is a closed convex cone with respect to the algebraic
structure and the distance above. We recall the following theorem in [6] the proof
of which uses the completeness of the metric space (P̺(R2),W̺).
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Proposition 2.5 (Metric Projection). Let ̺ ∈ P2(R
d) be given and C̺ ⊂ P̺(R
2d)
a closed. For any γ ∈ P̺(R2d) there is a unique PC̺(γ) ∈ C̺ with
W̺
(
γ,PC̺(γ)
)
6W̺(γ,η) for all η ∈ C̺.
3. Preliminary.
In this section, we consider the scaling map Sλ : x 7−→ λx and the translation
map Tu : x 7−→ x − u where u ∈ R and λ ∈ R. We state standard results on the
actions of these maps on the Wasserstein distance.
Lemma 3.1. Let µ, ν ∈ P2(R) and assume λ > 0. Then
W2
(
S
λ#µ, Sλ#ν
)
= λW2 (µ, ν) and W2 (T
u#µ, Tu#ν) = W2 (µ, ν)
Proof. Let γ ∈ Γ0(µ, ν). Note that (S
λ, Sλ)#γ ∈ Γ(Sλ#µ, Sλ#ν). Thus,
ˆ
|x− y|2d(Sλ, Sλ)#γ =
ˆ
|Sλ(x)− Sλ(y)|2dγ =
ˆ
|λx − λy|2dγ = λ2W22 (µ, ν)
Thus, as (Sλ, Sλ)#γ ∈ Γ(Sλ#µ, S
λ#ν),
W22
(
S
λ#µ, Sλ#ν
)
≤ λ2W22 (µ, ν) (3.1)
By Symmetry, we have
W2 (µ, ν) ≤
1
λ2
W2
(
S
λ#µ, Sλ#ν
)
(3.2)
We combine (3.1) and (3.2) to obtain the first equality. We establish the second
equality in a similar manner. 
Lemma 3.2. For λ > 0, γ1, γ2 ∈ P̺(R), we have
W̺
((
π1, λ(π2 − π1)
)
#γ1,
(
π1, λ(π2 − π1)
)
#γ2
)
= λW̺(γ1,γ2)
Proof. Note that if γ ∈ P̺(R) and γ¯ =
(
π1, λ(π2 − π1)
)
#γ then we have the
following disintegration:
γ¯ =
ˆ
γ¯xd̺ with γ¯x = λ(id− x)#γx
for ̺ almost every x. In other words,
γ¯x = S
λ ◦ T x#γx. (3.3)
We use lemma 3.1 above to compute
W2
(
S
λ ◦ T1x#γ1x, S
λ ◦ T2x#γ2x
)
= λ2W2 (γ1x,γ2x) .
This, in view of (3.3), yields
W2̺(
(
π1, λ(π2 − π1)
)
#γ1,
(
π1, λ(π2 − π1)
)
#γ2) = λ
2W2̺(γ1,γ2)

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Proposition 3.3. Let λ > 0, µ ∈ P̺(R2). Set γλ :=
(
π1, π1 + λπ2
)
#µ and
denote by PC̺(γλ) its metric projection onto C̺ as provided by Proposition 2.5. If
m ∈ C̺ then
W̺
((
π1,
π2 − π1
λ
)
#P(γλ), µ
)
≤W̺
((
π1,
π2 − π1
λ
)
#m, µ
)
(3.4)
In particular, for {mλ}λ ∈ C̺(
π1,
π2 − π1
λ
)
#mλ
W̺
−−→ µ =⇒
(
π1,
π2 − π1
λ
)
#P(γλ)
W̺
−−→ µ
Proof. By definition of the projection,
W̺ (P(γλ),γλ) ≤W̺ (m,γλ) (3.5)
Applying lemma 3.2 to (3.5) we obtain (3.4). 
Let µ ∈ P̺(R
2) and set
Λµ :=
{
τ ∈ R : τ > 0 and
(
π1, π2 + τπ1
)
#µ ∈ C̺
}
. (3.6)
The next lemma states that either Λµ is empty or is an open interval.
Lemma 3.4. If τ0 ∈ Λµ and 0 < τ < τ0 then τ ∈ Λµ.
Proof. Let τ, τ0 > 0 and set
γ0 =
(
π1, π2 + τ0π
1
)
#µ and γ =
(
π1, π2 + τπ1
)
#µ
Note that, as π1, π2 are continuous,
suppγ0 = (π1, π2 + τ0π1) [suppµ].
Let (A1, B1), (A2, B2) be in the image of suppµ by
(
π1, π1 + τπ2
)
and choose
(x1, y1), (x2, y2) ∈ suppµ such that
A1 = x1, A2 = x2, B1 = x1 + τy1, B2 = x2 + τy2.
We set,
R := (A2 −A1)(B2 − B1) = (x2 − x1)
2 + τ(y2 − y1)(x2 − x1).
We claim that R ≥ 0 provided that τ0 ∈ Λµ. To see this, assume
τ0 ∈ Λµ and (y2 − y1)(x2 − x1) < 0.
Thus,
R > (x2 − x1)
2 + τ0(y2 − y1)(x2 − x1)
Therefore, as (x1, x1+τ0y1), (x2, x1+τy2) belong to the image of suppµ by
(
π1, π1 + τπ2
)
,
the monotonicity of the support of
(
π1, π2 + τ0π
1
)
#µ implies that
(A2 −A1)(B2 −B1) = R > (x2 − x1)
2 + τ0(y2 − y1)(x2 − x1) ≥ 0 (3.7)
Since (3.7) holds for any (A1, B1), (A2, B2) is in the image of suppµ by
(
π1, π1 + τπ2
)
,
we conclude that the image of suppµ by
(
π1, π1 + τπ2
)
, is monotone. As a result
suppγ = (π1, π2 + τπ1) [suppµ]
is monotone by a density argument. It follows that γ ∈ C̺ and so τ ∈ Λµ.
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Lemma 3.5. Let µ ∈ P̺(R
2). Then, there exists a sequence {µn}n ⊂ P̺(R
2)
such that the support of µn in contained in R × [−n, n] and,
µn
W̺
−−→ µ
Proof. Write µ =
´
µxdρ and define Pn(ξ) := ξχ|ξ|≤n. Consider a sequence of
measures {µn}n ⊂ P̺(R
2) such that µxn = Pn#µ
x. Clearly, the support of µn in
contained in R × [−n, n] and
W 2(µxn, µ
x) ≤
ˆ
R
|Pn(ξ)− ξ|
2dµx =
ˆ
|ξ|>n
|ξ|2dµx
As, x −→
´
|ξ|>n |ξ|
2dµx ∈ L1(̺) and converges to 0, by the Lebesgue dominated
convergence theorem, W̺(µn, µ) converges to 0. 
In the sequel, let us write ̺ ∈ P2(R
2) as
̺ =
∞∑
i=1
miδxi + ¯̺.
where {xi}
∞
i=1 ⊂ R is the set of atoms of ̺ and ¯̺ is the diffuse part of ̺ and mi ≥ 0
so that
∞∑
i=1
mi + ¯̺(R) = 1.
Lemma 3.6. Let µ ∈ P̺(R
2) such that
µ =
∞∑
i=1
νi × δxi + (id, u)#¯̺. (3.8)
for some u ∈ L2(¯̺) and Borel measures νi on R. Set
µN =
N∑
i=1
νi(ξ)× δxi +
∞∑
i=N+1
δ0(ξ)× δxi + (id, u)#¯̺.
Then,
µN
W̺
−−→ µ
Proof. Note that
W2(δ0, νi) =
ˆ
R
|ξ|2dνi (3.9)
Using (3.8), we obtain that
∞∑
i=1
ˆ
R
|ξ|2dνi ≤
ˆ
R
|ξ|2dµ (3.10)
Since
W2̺(µN , µ) =
∞∑
i=N+1
W2(δ0, µ
xi) =
∞∑
i=N+1
W2(δ0, νi). (3.11)
As µ is of finite second moment, we combine (3.9)-(3.11), to obtain that
lim
N−→∞
W2̺(µN , µ) = 0.

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In order to state our main result, we introduce the tangent space of the monotone
transport plans:
TC̺ := {µ ∈ P̺(R2) : (π1, π1 + τπ2)#µ ∈ C̺ for some τ > 0}
W̺
Theorem 3.7. TC̺ is a closed convex cone with respect to the algebraic structure
given in Definition 2.4 . Furthermore, µ ∈ TC̺ if and only if µ has the following
representation :
µ = (id, g)#¯̺+
∞∑
i=1
(νi × δyi) (3.12)
for some g ∈ L2(¯̺), a sequence {yi}
∞
i=1 ⊂ R and some family of Borel probability
measures {νi}
∞
i=1 on R.
The proof of this theorem follows:
4. The tangent cone of monotone transport plans is convex.
In this section we prove the part of the main theorem that is concerned with the
fact the tangent space is a convex cone.
Lemma 4.1. Let µi, µ¯i ∈ P̺(R
2) i = 1, 2 and µ ∈ µ1 ⊕ µ2. Then there exists
µ¯ ∈ µ¯1 ⊕ µ¯2 such that
W̺(µ, µ¯) ≤W̺(µ¯2, µ2) +W̺(µ1, µ¯1)
Proof. we refer the reader to ([6] Proposition 4. 24). 
Proposition 4.2. (1) TC̺ is a cone.
(2) TC̺ is convex : if µ1, µ2 ∈ TC̺ then µ
1 ⊕ µ2 ⊂ TC̺ .
.
Proof. (i) λ ∈ R+ and µ ∈ TC̺ . Then, there exist {µn}
∞
n=1 and {τn}
∞
n=1 such that
{µn}
∞
n=1 converges to µ with respect to W̺ and τn ∈ Λµn . Set νn = (π
1, λπ2)#µn
and note that
(
π1, π1 +
τn
λ
π2
)
#νn =
(
π1, π1 + τnπ
2
)
#µn ∈ C̺
Thus, τn
λ
∈ Λνn . On the other hand, using lemma 3.1, we easily show that
W̺(νn, ν) = λW̺(µn, µ)
with ν := (π1, λπ2)#µ. Thus, {νn}
∞
n=1 converges to ν with respect to W̺. So,
λµ ∈ TC̺ . we conclude that TC̺ is a cone.
(ii) µi ∈ TC̺ i = 1, 2. There exists a positive sequence {τn}
∞
n=1 and
{
µin
}∞
n=1
⊂∈
P̺(R2) i = 1, 2 such that
{
µin
}∞
n=1
converges to µi with respect to W̺ and
γin =
(
π1, π1 + τnπ
2
)
#µin ∈ C̺.
Let µ ∈ µ1 ⊕ µ2. Then, by lemma 4.1, there exists µn ∈ µ
1
n ⊕ µ
2
n such that
µn
W̺
−−→ µ. (4.1)
Let βn ∈ ADM(µ
1
n, µ
2
n) so that
8 MARC SEDJRO AND MICHAEL WESTDICKENBERG
µ1n = (π
1, π2)#βn, µ
2
n = (π
1, π3)#βn, and µ
1
n +
βn µ2n = (π
1, π2 + π3)#βn,
We use the identities(
π1, π1 + τnπ
2
)
◦ (π1, π2) =
(
π1, π1 + τnπ
2
)
and (
π1, π1 + τnπ
3
)
◦ (π1, π2) =
(
π1, π1 + τnπ
3
)
to get respectively
γ1n =
(
π1, π1 + τnπ
2
)
#βn and γ
2
n =
(
π1, π1 + τnπ
3
)
#βn
Note that (
π1, π1 +
τn
2
π2
)
#µn =
(
π1, π1 +
τn
2
π2
)
#(π1, π2 + π3)#βn
=
(
π1, π1 +
τn
2
(π2 + π3)
)
#βn
That is,(
π1, π1 +
τn
2
π2
)
#µn =
1
2
(
π1, π1 + τnπ
2
)
#βn +
1
2
(
π1, π1 + τnπ
3
)
#βn
=
1
2
(γ1n + γ
2
n)
(4.2)
As, γin ∈ C̺ and C̺ is convex, (4.2) implies that(
π1, π1 +
τn
2
π2
)
#µn ∈ C̺.
This combined with (4.1) yields that µ ∈ TC̺ . And so, µ
1 ⊕ µ2 ⊂ TC̺ . 
5. Characterization of the Tangent space.
In this section, we give a complete characterization of the tangent space of mono-
tone plans. Using the convexity property established in the previous section, we
show that elements of the tangent cone of monotone plans are made essentially of
two basic components.
We recall
̺ =
∞∑
i=1
miδxi + ¯̺.
where {xi}
∞
i=1 ⊂ R is the set of atoms of ̺ and ¯̺ is the diffuse part of ̺ and mi ≥ 0
so that
∞∑
i=1
mi + ¯̺(R) = 1.
Lemma 5.1. Let γ ∈ C̺. Then, there exists monotone function u, a countable set
B := {yi}
∞
i=1 ⊂ R and a family of Borel probability measures {νi}
∞
i=1 such that
u ∈ L2(¯̺) and γ = (id, u)#¯̺+
∞∑
i=1
νi × δyi . (5.1)
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Proof. Let Γ be a maximal monotone extending set for spt(γ) and u the corre-
sponding set valued map. Let A be the set of all points x at which u(x) has more
than one point. As u(x) is a closed interval in R, A has at most countably many
points, that is, A = {mi}
∞
i=1. Let K be a ̺ measurable set such that ̺(K
c) = 0
and the disintegration of γ with respect to ̺ is uniquely given as γ =
´
γxd̺ with
{γx}x∈K . Let x ∈ A
c so that u(x) is a singleton. If, in addition, x ∈ K then
γx = δu(x). Clearly
γ =
ˆ
δu(x)d̺+
∞∑
i=1
γi × δmi
for some family of Borel probability measures {γi}
∞
i=1 . As ̺ =
∑∞
i=1miδxi + ¯̺, we
have
γ =
ˆ
δu(x)d ¯̺+
∞∑
i=1
νi × δyi
for some {yi}
∞
i=1 ⊂ R. The fact that γ has a finite second moment ensures that
u ∈ L2(¯̺).

Proposition 5.2. If µ ∈ TC̺ then µ has the following representation :
µ = (id, g)#¯̺+
∞∑
i=1
(νi × δyi) (5.2)
for some g ∈ L2(¯̺) and family of Borel probability measures {νi}
∞
i=1 on R.
Remark 5.3. We are going to show below that any g ∈ L2(¯̺) and any choice of
family of Borel probability measures {νi}
∞
i=1 will give rise to elements of TC̺
Proof. Let µ ∈ TC̺ . Then, there exists {µn}
∞
n=1 ⊂ P̺(R
2) converging to µ and a
sequence of positive numbers {τn}
∞
i=n such that
γn := (π
1, π1 + τnπ
2)#µn ∈ C̺.
By lemma 5.1,γn have the representation (5.1). Since µn =
(
π1, π
2−π1
τn
)
#γn, µn
have the same representation as (5.1) without u being necessary monotone. Thus,
there exists a family of functions {un}
∞
i=1 ⊂ L
2(¯̺), An = {y
n
i }
∞
i=1 ⊂ R and a family
of probability measures {νni }
∞
i=1 such that
µn =
ˆ
R
δun(x)d ¯̺+
∞∑
i=1
νni × δyni .
By setting A = ∪An, we rewrite γn as
µn =
ˆ
Ac
δun(x)d ¯̺+
∞∑
i=1
ν¯ni × δsi
where A = {si}
∞
i=1 and ν¯
n
j = ν
n
i if sj = y
n
i .
Note that
W2̺(µn, µm) =
ˆ
Ac
|un − um|
2d ¯̺+
∞∑
j=1
W 2(ν¯nj , ν¯
m
j ).
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As {µn}
∞
i=1 is Cauchy, using completeness of the L
2(¯̺) and P2(R), we obtain that
{µn}
∞
i=1 converges to
µ = (id, g)#¯̺+
∞∑
i=1
(νi × δsi) (5.3)
for some g ∈ L2(¯̺) and borel measures νi onR. The uniqueness of the limit ensures
the result. 
Lemma 5.4. Let g ∈ L2(̺). Then,
µ := (id, g)#̺ ∈ TC̺ (5.4)
Proof. There exists {gn}
∞
n=1 ⊂ C
∞
c (R) such that {gn}
∞
n=1 converges to g in L
2(̺).
Denoting µgn := (id, gn)#̺, we note that
W2̺ (µgn , µ) =
ˆ
R
|g − gn|
2d̺.
Thus, {µgn}
∞
n=1 converges to µ with respect to W̺. As {gn}
∞
n=1 ⊂ C
∞
c (R), we
choose a sequence of positive numbers {τn}
∞
n=1 such that 1 + τn‖g
′
n‖∞ > 0. Then,
we obtain that
γn = (π
1, π1 + τnπ
2)#µgn ∈ C̺.
We conclude that µ ∈ TC̺ . 
Lemma 5.5. Let x0 be an atom of ̺ and write ̺ = m0δx0+˜̺ so that m0+˜̺(R) = 1.
Set
µ := m0ν × δx0 + δ0 × ˜̺ (5.5)
where µ is a Borel probability measure with compact support. Then µ ∈ TC̺.
Proof. Let α > 0 such that [−α, α] is the smallest symmetric interval containing
the support of ν. We consider an increasing sequence {αn}
∞
n=1 ⊂ (0, α) such that
αn converges to α. Define
Sn(x) :=


x on (−∞, x0 −
αn
n
] ∪ [x0 +
αn
n
∞)
x0 −
αn
n
on (x0 −
αn
n
, x0)
x0 +
αn
n
on [x0, x0 +
αn
n
)
and
Pn(ξ) :=


x0 −
αn
n
on (−∞,−αn)
x0 +
ξ
n
on [−αn, αn]
x0 +
αn
n
on (αn,∞).
We note that Sn is monotone increasing with exactly one jump at x0 of gap the
interval [x0 −
αn
n
, x0 +
αn
n
],. We use Pn, Sn to construct the following measure :
mn := m0Pn#ν(dξ)× δx0(dx) + (id, Sn)#˜̺(dx).
As Sn is monotone and Pn has values in [x0 −
αn
n
, x0 +
αn
n
], it is immediate that
the support of mn is monotone.
We derive a truncation for µ, by setting
µn(dx, dξ) =
(
π1,+
π2 − π1
1
n
)
#mn.
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That is,
µn(dx, dξ) =
∞∑
i=1
miδS¯n(xi)(dξ)× δxi(dx) + P¯n#ν(dξ) × δxi(dx) +
(
id, S¯n
)
#ρ¯(dx).
Here,
S¯n =
Sn − id
1
n
and P¯n =
Pn − id
1
n
.
A simple computation gives
S¯n(x) :=


0 on (−∞, x0 −
αn
n
) ∪ (x0 +
αn
n
,∞)
x0−x
1
n
− αn on [x0 −
αn
n
, x0]
x0−x
1
n
+ αn on (x0, x0 +
αn
n
].
and
P¯n(ξ) :=


−αn on (−∞, αn)
ξ on [−αn, αn]
αn on (αn,∞).
Clearly, as αn converges to α,
lim sup
n→∞
W 2
(
P¯n#ν, ν
)
) ≤ lim sup
n→∞
ˆ
R
|P¯n#(ξ) − ξ|
2dν = 0. (5.6)
Observe that
|S¯n(x)| ≤ |
x0 − x
1
n
|+ αn ≤ 2α (5.7)
and
lim
n→∞
S¯n(x) = 0 ˜̺− a.e. (5.8)
By using the Lebesgue dominated convergence theorem, (5.7) and (5.8) lead to
lim
n→∞
ˆ
R
| S¯n(x) |
2 d ¯̺ = 0. (5.9)
Since
W2̺ (µn, µ) =
ˆ
R
| S¯n(x) |
2 d ˜̺+m0W
2
(
P¯n#ν, ν
)
, (5.10)
We use (5.6) and (5.9) to obtain
µn
W̺
−−→ µ.

Now, let us give a proof of the main theorem stated in section 3.
Proof of the main theorem.
The fact that TC̺ is a convex cone is established in Proposition 4.2. In view of the
results in Proposition 5.2, we only need to show the converse statement. Assume µ
has the representation (5.2). By lemma 3.5 and lemma 3.6, it suffices to show that
µ := (id, g)#¯̺+
N∑
i=1
(νi × δxi) +
∞∑
i=N+1
(δ0 × δxi) (5.11)
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for some positive integerN , g ∈ L2(¯̺) and Borel measures νi with support contained
in closed and bounded intervals, is an element of TC̺ . Furthermore, as TC̺ is a
convex cone, the proof reduces to showing that µ in (5.4) and (5.5) belong to TC̺ .
These are obtained respectively in lemma 5.4 and lemma 5.5. 
References
[1] G. Alberti and L. Ambrosio, A geometrical approach to monotone functions in Rn, Math. Z.
230 (1999), no. 2, 259–316.
[2] L. Ambrosio, N. Gigli, and G. Savare´, Gradient Flows in Metric Spaces and in the Space of
Probability Measures, Lectures in Mathematics, Birkha¨user Verlag, Basel, 2005.
[3] H. H. Bauschke and X. Wang, The kernel average for two convex functions and its application
to the extension and representation of monotone operators, Trans. Amer. Math. Soc. 361
(2009), no. 11.
[4] F. Cavalletti, M. Sedjro, and M. Westdickenberg, A Simple Proof of Global Existence for the
1D Pressureless Gas Dynamics Equations, Preprint (2014).
[5] W. Gangbo and M. Westdickenberg, Optimal transport for the system of isentropic Euler
equations, Comm. PDE 34 (2009), no. 9, 1041–1073.
[6] N. Gigli, On the geometry of the space of probability measures endowed with the quadratic
optimal transport distance, Ph.D. Thesis, 2004.
[7] R. T. Rockafellar, On the maximality of sums of nonlinear monotone operators, Trans. Amer.
Math. Soc. 149 (1970), 75–88.
[8] , Convex analysis, Princeton Landmarks in Mathematics, Princeton University Press,
Princeton, NJ, 1997. Reprint of the 1970 original, Princeton Paperbacks.
[9] E. H. Zarantonello, Projections on convex sets in Hilbert space and spectral theory. I. Projec-
tions on convex sets, Contributions to nonlinear functional analysis (Proc. Sympos., Math.
Res. Center, Madison, WI, 1971), Academic Press, New York, 1971, pp. 237–341.
[10] F. Cavalletti, M. Sedjro, and M Westdickenberg, A Time Discretization for the Pressureless
Gas Dynamics Equations, Preprint.
Marc Sedjro, Lehrstuhl fu¨r Mathematik (Analysis), RWTH Aachen University, Tem-
plergraben 55, D-52062 Aachen, Germany
E-mail address: sedjro@instmath.rwth-aachen.de
Michael Westdickenberg, Lehrstuhl fu¨r Mathematik (Analysis), RWTH Aachen Uni-
versity, Templergraben 55, D-52062 Aachen, Germany
E-mail address: mwest@instmath.rwth-aachen.de
