Abstract. An extension of the recently developed structured total least norm (STLN) problem formulation is described for solving a class of nonlinear parameter estimation problems. STLN is a problem formulation for obtaining an approximate solution to the overdetermined linear system Ax ≈ b preserving the given affine structure in A or [A | b], where errors can occur in both the vector b and the matrix A. The approximate solution can be obtained to minimize the error in the Lp norm, where p = 1, 2, or ∞. In the extension of STLN to nonlinear problems, the elements of A may be differentiable nonlinear functions of a parameter vector, whose value needs to be approximated. We call this extension structured nonlinear total least norm (SNTLN). The SNTLN problem is formulated and its solution by a modified STLN algorithm is described. Optimality conditions and convergence for the 2-norm case are presented.
Introduction.
A new algorithm called structured total least norm (STLN) has recently been developed [24] for obtaining an approximate solution to the overdetermined linear system Ax ≈ b, where errors may occur in both the vector b and in elements of the affinely structured (m × n) matrix A, where m > n. The STLN algorithm preserves the structure of A or [A | b] and minimizes, in a suitable norm, the residual and the change in the elements of A. This minimization can be done using the L p norm, where p = 1, 2, or ∞.
The STLN algorithm addresses the same class of problems as total least squares [30] , but has the advantage that it preserves the structure of A or [A | b] when they are perturbed in the solution. The theory, implementation, and some applications of the STLN algorithm are presented in several recent papers [24, 25, 21, 28, 20, 7] .
In this paper, we show that the STLN algorithm can be extended to solve a related, but more difficult, structured approximation problem, in which the elements of A may be nonlinear differentiable functions of a parameter vector α. We call this extension structured nonlinear total least norm (SNTLN). The SNTLN algorithm will be described, and the optimality conditions and convergence properties of the algorithm are also given for the L 2 norm. Its relationship to the Gauss-Newton method is shown. The details of the SNTLN algorithm for the Vandermonde structured problems are shown. Some computational tests of the algorithm, using the L 1 and L 2 norms are summarized. These tests were carried out on overdetermined systems for which an exact solution with zero residual is known. That is, an exact parameter α c , the right-hand side vector b c , and the exact solution x c are known so that
In typical applications, there is error in the vector b, and the parameter vector α c is not known but is to be estimated. In the SNTLN algorithm, an initial estimateα is needed to start the iterative solution. In some applications, an initial valueα is either given or can be estimated. In this case, the SNTLN algorithm is like the STLN algorithm in the sense that it solves the given overdetermined system preserving the given problem structure. The difference is that the SNTLN preserves nonlinear structures. In fact, when the SNTLN algorithm is applied to affinely structured problems, it becomes the STLN algorithm.
The computational results show that for both L 1 and L 2 , the algorithm converged from a range of initial valuesα, to α c for b = b c , and to a value close to α c for b − b c small. Furthermore, the robust behavior with respect to outliers in the vector b was demonstrated by the SNTLN algorithm using the L 1 norm. Such robust behavior has previously been observed by Barrodale and others [23, 4, 5, 17] for the simpler problem of finding an x such that the residual norm b − Ax 1 is minimized. The use of the L 1 norm for some nonlinear problems has also been investigated in [27, 31] .
Before describing SNTLN we briefly summarize the earlier STLN formulation and algorithm. The formulation takes full advantage of the special structure of the given matrix A. In particular, when there are q ≤ mn elements of A which are subject to error, a q × 1 vector α is used to represent the corresponding elements of the error matrix E, which gives
Note that for a sparse matrix, q mn. Furthermore, if many elements of E must have the same value, then q is the number of different such elements. For example, in a Toeplitz or Hankel matrix, each diagonal or antidiagonal consists of elements with the same value, respectively, so q ≤ m + n − 1.
The matrix E is specified by those elements of A which may be subject to error. Each different nonzero element of E corresponds to one of the α k , k = 1, . . . , q. Now, the residual vector r = b − (A + E)x is a function of (α, x). Let D ∈ R q×q be a diagonal matrix that accounts for the repetition of elements of α in the matrix E. 1. Set α = 0, E = 0, compute x from (1.4), construct X from x, and set
where · p is the vector p-norm, for p = 1, 2, or ∞.
In the iterative algorithm for solving the STLN problem, the vector Ex is represented in terms of α. This is accomplished by defining an m × q matrix X such that Xα = Ex. The matrix X consists of the elements of x, with suitable repetition, giving X a special structure. If E is Toeplitz and every diagonal in A is subject to error, then X can be arranged to be Toeplitz too. In fact, E and X have exactly the same number of nonzero elements.
In the minimization (1.1), a linear approximation to r(α, x) is used. Let ∆x represent a small change in x, and ∆E a small change in the variable elements of E. Then we have X(∆α) = (∆E)x, where ∆α represents the corresponding small change in the elements of α. Neglecting the second-order terms in ∆α and ∆x ,
The linearization of (1.1) now becomes min ∆α,∆x
To start the iterative algorithm, the initial values of E = 0 and the least norm value of x = x ln can be used, where x ln is given by
The STLN algorithm is summarized in Algorithm STLN.
SNTLN.
We now show how the nonlinear extension is formulated, and how Algorithm STLN can be modified to solve this nonlinear problem. We describe the extension to the case in which the matrix A is a differentiable function A(α) of an s × 1 parameter vector α and an approximate solution to the overdetermined system A(α)x ≈ b (2.1) Downloaded 11/07/17 to 128.61.71.139. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php is to be obtained. Any number of the elements of A may depend on α, but important properties of the solution will depend on m, n, and s. This is discussed in section 3. The residual vector r = r(α, x) is now defined by
and the parametric problem can be stated as
whereα is an initial estimate of the optimum parameter vector and D is a diagonal matrix of positive weights. For the assumptions on rank of A and Hessians of the elements of A, see section 3.
The nonlinear parameter estimation problem of minimizing the L 2 -norm of r(α, x), where the problem is linear in x but nonlinear in α, has been investigated in many earlier papers [10, 12, 18, 6, 16] . It is often designated as "separable nonlinear least squares" [6, 10, 12, 18, 13] . The method of solution presented here, as an extension of the STLN algorithm and called the SNTLN algorithm, is different from those presented earlier.
The problem (2.3) clearly reduces to those considered earlier when p = 2 and D = 0. More importantly, the solution method given here, the SNTLN algorithm, applies directly to the problem (2.3) with p = 1 or ∞, in addition to p = 2. As shown in section 5, the use of p = 1 has important practical applications because of its robustness with respect to outliers in the data.
The most closely related of these earlier methods is variable projection [10, 12] . However, variable projection is only valid for s ≤ m − n, whereas SNTLN, with positive D, is not similarly restricted. Furthermore, the SNTLN algorithm is valid for all three norms, p = 1, 2, ∞, while the variable projection method is limited to the L 2 norm. Starting with the same initial estimateα, the sequence of vectors {α k , x k } computed by SNTLN, with p = 2, will differ from those computed by the variable projection method. Specifically, variable projection x k will always be the least squares solution of A(α k )x ≈ b; this may not be true for SNTLN, except at termination. A complete statement on the increments (∆α, ∆x) used in SNTLN is given in section 3.
The more general nonlinear model
can also be solved by the SNTLN algorithm. With appropriate assumptions on f (y), this is shown in [26] . In this paper, we limit consideration to the separable case
Just as for the STLN algorithm, we compute the minimum solution to (2.3) iteratively by linearizing r(α, x): 
where J(α, x) is the Jacobian, with respect to α, of A(α)x. Let a j (α) represent the jth column of A(α). Then
The algorithm for the nonlinear extension is identical to the STLN algorithm as given above, except that now the matrix X is replaced by J(α, x), and A + E is replaced by A(α), wherever it is appropriate. The modification of STLN for nonlinear parameter estimation is given by Algorithm SNTLN. For the formulation of step 2(a) of Algorithm SNTLN for p = 1 and p = ∞ as a linear program, see [24, 26] .
It should be noted that STLN is a special case of SNTLN, and Algorithm SNTLN becomes Algorithm STLN for affinely structured problems. Specifically, for affinely structured problems, in Algorithm STLN, we have
whereα = 0 and E(0) = 0 according to step 1, which gives
Note that using a small D in Step 2(a) of Algorithm STLN or Algorithm SNTLN makes only a small change in the condition of the problem. This is due to the fact that
when D is small. Also, the stable algorithms for computing the QR decomposition, such as those based on Givens and Householder transformations, are not sensitive to having small rows ( 0 D ) placed at the bottom of the matrix. For details, see [2] . Downloaded 11/07/17 to 128.61.71.139. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Important applications of SNTLN include problems of estimating parameters. In some parameter estimation applications, it is assumed that the system, with no noise, can be represented by
where the f j (α, t) are specified functions of α and t. The functional dependence of the f j on α is known, and it is desired to estimate the "best" values of α and x. Measurements of the system at m > n + s points t i , i = 1, . . . , m, are taken, giving the m × 1 vector b that represents y. Note that with the SNTLN algorithm presented here there is no requirement that the t i be uniformly spaced.
This problem can immediately be put in the desired form by defining the elements of A(α) as
This type of problem arises in a variety of signal processing applications, such as frequency and exponential decay estimation [14, 22, 1] . In another potential application, the matrix A(α) is large and sparse, with only a few elements depending on α. An example of this kind of problem occurs in fitting scattered data in three-dimensional space [11] .
Another type of application involves solving an overdetermined system
where A is a nonlinear function of a vector α and the matrix A(α) is given. In this case, the SNTLN can be used to solve the system while preserving the given nonlinear structure in A(α). The only difference is that here the initial valueα, for α, is given.
Optimality conditions and convergence.
In this section we generalize the STLN convergence results presented in [24] to the SNTLN algorithm. These results hold for the SNTLN algorithm using the L 2 norm, where the function being minimized is differentiable.
Some additional assumptions on A(α) are needed in order to obtain the convergence results. We assume that with no noise (or error) in b = b c , there is a correct parameter vector α c , and corresponding x c , such that A(α c )x c = b c . A neighborhood Ω c in the s-dimensional space that contains the initial estimateα is assumed, with α c at its center. Also, it is assumed that A(α) has full rank and that all the elements a ij (α) have bounded Hessians for all α ∈ Ω c .
The function (2.3) being minimized, when p = 2, is equivalent to 
The first-order optimality conditions for a local optimum of ϕ(α, x) are the vanishing of the gradients ∇ α ϕ and ∇ x ϕ, where these gradients are given by
At each iteration of the SNTLN algorithm with the L 2 -norm, we compute the least squares solution to
The least squares solution is given by
where the last equality follows from (3.2). Since M has full rank, by the assumption on A(α), M T M is nonsingular and (∆α, ∆x) can only be zero when the gradient is zero. Therefore at termination, the algorithm gives (α, x), satisfying the first-order optimality conditions. Now consider the Hessian of ϕ(α, x) with respect to (α, x). Then,
we have
where
, and T M is a good approximation to H(α, x). The iteration (3.5) is therefore a good approximation to Newton's method, and in fact is equivalent to the Gauss-Newton method (see, for example, section 6.1 in [9] ). Based on the known convergence properties of the Gauss-Newton method, we can say that the SNTLN algorithm with p = 2 will converge to α c , provided α − α c and the residual norm r are both sufficiently small. Convergence of the SNTLN algorithm for p = 1 or ∞ is shown elsewhere [26] . To prove convergence, it is necessary to add a line search to the algorithm so that a strict decrease in the norm (2.3) can be shown at each iteration. The algorithm will then converge to a stationary point of (2.
We now give explicit expressions for the increments (∆α, ∆x) as computed at each iteration of the SNTLN algorithm. From (3.5) and (3.2) we have
Since A(α) has full rank, we can solve for ∆α and ∆x. These increments are given by Also note that the first-order optimality conditions ∇ α ϕ = ∇ x ϕ = 0 are satisfied when the increments (∆α, ∆x) given by (3.11) and (3.12) are zero. This is seen from (3.2) and the fact that A T r = 0 implies P r = r. The need to choose positive diagonal elements for the diagonal matrix D, and its relationship to m, n, and s, will now be summarized. Since rank(A) = n, the m × m projection matrix P has rank m − n. Therefore, rank(P J) ≤ m − n. Recall that ∆α ∈ C s , so if s > rank(P J) and D = 0, the value of ∆α is not uniquely determined by (3.11) . However, since J T P J is always positive semidefinite, the matrix J T P J +D 
where a 1 (α) = ( a 11 + α 1 a 12 + α 2 ) ∈ R 1×2 , B ∈ R 2×2 is a nonsingular, constant matrix, and (
) will make r 2 = r 3 = 0 and also give
Therefore, any values of α 1 and α 2 that give r 1 = 0 will produce a minimum solution to (2.3), with value zero.
The effect of the choice of D on the minimum solution to (2.3) is best understood by the requirement that ∇ α ϕ = 0, with ∇ α ϕ given by (3.2). To simplify the discussion, let D = µI, with µ > 0. First we observe that as µ is increased from zero, the term D(α −α) increasingly dominates the minimization, so the norm ᾱ −α will go to zero, whereᾱ is the value of α obtained by the SNTLN algorithm. Therefore, relative large values of µ should be used only when the initial estimateα is known to be reliable. The optimality conditions (3.2) require that
It follows from (3.14) that unless a very good initial estimateα is known, a value of µ J T should be used. For problems where s > m − n and a reliable estimateα is known, larger values for the elements of D may be chosen. Typical of such problems is STLN, as given by (1.1), whereα = 0. For these cases the elements of D are positive integers giving the multiplicity of the occurrence of each α i . Other examples include problems where A(α) has a structure (such as Vandermonde) to be preserved, and the values of its elements (possibly subject to error) are known.
SNTLN for Vandermonde matrices.
In this section, we give a detailed description of the SNTLN algorithm for solving overdetermined systems with a Vandermonde structure,
where . . .
The Vandermonde structure is one of the most frequently occurring nonlinear structures in applications [3, 8, 15, 22] . For example, in the exponential data modeling problems, m uniformly sampled data points y i are given and are to be fitted to the following model function:
where n is the model order and ∆t is the constant sampling interval. The objective is to estimate the frequencies f j , damping factors d j , amplitudes a j , and phases φ j , j = 1, . . . , n. The frequencies and damping factors can be found using one of several existing methods, e.g., the linear prediction method with the singular value decomposition [8] or the state-space-based method due to Kung et al. [8, 3, 15] , which circumvents polynomial root finding and root selection. Improved versions of both methods, based on total least squares (TLS), are presented in [29] . In [21] , we have shown that the STLN method further improves the accuracy of estimated frequencies and damping factors when it is used in the linear prediction method to preserve the Toeplitz structure. Once frequency and damping factors are found by using any of the methods mentioned above, they provide the estimateα for the parameter vector α. Then the linear parameters x j , which contain the amplitudes a j and phases φ j , 1 ≤ j ≤ n, are estimated from solving the overdetermined Vandermonde system
We may also start the SNTLN iteration without using the methods mentioned above which provide the estimateα. However, as in any nonlinear problem, a good initial estimate is needed to obtain convergence. In solving (4.1) using SNTLN, the perturbation on A will be found so that eachα i is perturbed to α i =α i +h i for some value h i and the perturbed matrix A(α) keeps the Vandermonde structure. The solution vector x and the perturbation h = (h 1 · · · h n ) T on the parameterα, which satisfy
will be found while minimizing ( In the next section, we present the numerical test results that compare the performance of SNTLN with p = 2 to that of LS and TLS for solving the Vandermonde overdetermined system. We also present results for two problems of the form (2.6) to show the effect of errors in the initial estimateα and the ability of SNTLN with p = 1 to handle outliers in the data.
Computational test results.
The SNTLN algorithm has been implemented in MATLAB in order to investigate its computational performance. We denote by SNTLN1 and SNTLN2 the SNTLN algorithm with p = 1 and p = 2, respectively. First, the accuracy of the solution computed by the SNTLN2 algorithm was compared to that of the LS and TLS methods in solving an overdetermined system A(α)x ≈ b, where A(α) is a Vandermonde matrix. In this test, we assume that the matrix A(α), i.e., the initial valueα, is given, since this is required in applying the LS and TLS methods. Therefore, the SNTLN2 algorithm is used to solve a linear overdetermined system while preserving the nonlinear structure of the given matrix. Second, we present the computational test results that illustrate the effect on the convergence of the initial choice ofα and L p norm on nonlinear parameter estimation problems. such that
Comparison of SNTLN2 to LS and TLS for
The test problems are constructed so that A(α c ), b c , and x c are known. Then random perturbations δ α on α c and δ b on b c are generated to give a Vandermonde matrix A(α c + δ α ) and b p = b c + δ b , where the components of δ α and δ b are uniformly distributed random variables in a given interval. The matrix A(α) and r, x p , satisfying (5.2) are then computed via LS, TLS, and SNTLN2. For LS, α =α; i.e., A(α) = A(α), since the matrix is not perturbed. For TLS, A(α) = A(α) + E for some matrix E since TLS does not preserve the structure or take the nonlinear dependence of A on α into account in computing the solution.
In Table 5 .1, we present the test results of the following problem. Each data point shown represents the average of 100 solutions, each with different random values in Downloaded 11/07/17 to 128.61.71.139. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Then ∆α ≤ e-6 and ∆x ≤ e-6
were satisfied. When this convergence test is not satisfied within 20 iterations, then the iteration was terminated and the result obtained at the 20th iteration is taken as the final solution. For most values of γ, this stopping criterion was always satisfied. However, when γ =1.0e-1, in 3 problems for case (i), 8 problems for case (ii), and 7 problems for case (iii), out of 100 test problems each, the iteration was terminated after 20 iterations since the convergence test was not satisfied. This explains the sudden deterioration of the performance of SNTLN2 in tests (i) and (ii) for γ =1.0e-1. However, the performance of SNTLN2 is still better than that of LS or TLS. When the average relative error of SNTLN2 was computed only for the cases converged within 20 iterations, the accuracy was increased to 8.6e-15 and 2.5e-8 in tests (i) and (ii), respectively, even for γ =1.0e-1.
Effect of errors in data and parameter estimates.
As discussed in the previous section, the SNTLN algorithm will converge to the desired minimum vector α c from an initial estimateα ifα is sufficiently close to α c . However, the practical question of how large a value of α − α c will give convergence can only be answered by computational testing. The preliminary computational testing summarized in this section was carried out to explore this property of SNTLN. In addition, we wanted to study two related properties:
1. The effect of data errors on the computed estimate α of the parameter vector. Specifically, the effect of the data errors on α − α c . We now present computational results which show the ability of the SNTLN algorithm to determine good values of the parameter vector α and the coefficient vector x, in spite of noise in the data and relatively poor estimates of α c . In order to carry out these computational tests, two different parameter estimation problems were used. For each test problem it is assumed that a noiseless signal f (t) is of the form given below. The measured signal at m values of t is assumed to have the form
where the η i represent noise or error in the measurement. The following two types of signal were chosen:
Given the corresponding noisy data f i , i = 1, . . . , m, it is desirable to get the best estimate of the true parameter vector α c and linear coefficient vector x c , which determine the undistorted signal f (t). We also know an initial estimateα of α c , which may also be in error.
The data for the signal of type 1 was obtained from that used by Osborne and Smyth [19] . Specifically, the values α c = ( 0 4 7) T and x c = ( 0.5 2 −1.5 )
T were used to give f (t) over the interval t ∈ [0, 1]. A total of 30 points t i were used so that m = 30, n = 3, and s = 3. The sum of Gaussian functions, type 2 signal, is similar to that used in [13] . With =5.0e-5, the relative error ᾱ−αc αc was 1.9e-3 using SNTLN1 and 9.0e-3 using SNTLN2. This is shown in the last row of Table 5 .2. Additional tests with uniformly distributed random errors showed that the relative error inᾱ is proportional to for both p = 1 and p = 2 and that the relative error for p = 1 is somewhat less than the relative error for p = 2. For = 0, as expected, we getᾱ = α c . The initial estimatê α = α c was used for all these tests, so the error inᾱ was due entirely to the error in the data. Downloaded 11/07/17 to 128.61.71.139. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The next set of tests were to determine the effect of outliers in the data on the computed parameter estimate. In addition to the random errors η i at each t i , a single outlier was introduced at one of the points t i . Its magnitude was 5.0e-3. The parameter estimateᾱ was then computed for a sequence of increasing values of . The value of was increased from 5.0e-9 to 5.0e-5. For each value of , the parameter estimate was computed using SNTLN with p = 1 and p = 2. The results are summarized in the first six rows of Table 5 .2. It is seen that for p = 2, the effect of the outlier dominated the error in the parameter estimate. In contrast, the use of SNTLN1 produces a parameter estimate which ignores the outlier and depends only on the size of the random errors η i . In particular, the parameter estimate error is essentially proportional to and is the same whether an outlier is present or not. Changing the location of the outlier had only a small effect on these results. Changing the magnitude of the outlier had no effect on the results with p = 1. This shows that SNTLN1 is very robust with respect to a single large error in the data.
Additional tests were made using more than one outlier with the type 1 signal. Outliers were introduced at randomly chosen time points t i , with all other values of
, that is, without error. Surprisingly, it was found that up to 10 outliers could be added, in some cases, with no adverse effect on the estimate α, using p = 1. That is, SNTLN1 almost always gave α = α c . However, when there were more than 10 outliers, the error α − α c was comparable to the norm of the outliers.
The effect of error in the initial parameter estimateα was investigated using a signal of type 2. In addition, the robustness, with respect to outliers, of SNTLN1 was further confirmed with this larger, and very different, type of test problem.
The ability of both SNTLN1 and SNTLN2 to converge to α c from different initial parameter estimatesα was tested. This was done by choosinĝ by o) shows the results for no outliers and represents both SNTLN1 and SNTLN2. It is seen that the percentage of convergence is the same for both, and in fact, all cases converged for γ ≤ .02. For γ = .07, the percentage of convergence drops to 75%. For no outliers, the error in the final computed estimateᾱ, is determined by the random errors η i in f i and was never greater than 3.3e-6 for either SNTLN1 or SNTLN2.
In order to investigate the effect of outliers, the values of γ used above were repeated, with 10 and then 25 outliers. The outliers each had a value of ±0.1 and were added to f i (in addition to η i ) at randomly selected positions. Thus the total error in the signal f i at t i consisted of a small random perturbation η i at every point t i and a much larger outlier at either 10 or 25 of the 64 total points. The results are shown in the lower two curves in Figure 5 The results show that for 10 outliers, the percentage of convergence is 100% for γ ≤ .02 and drops to 60% for γ = .07. For 25 outliers, the percentage of convergence is 100% for γ ≤ .01, and it drops to 50% for γ = .07. It is important to note that the converged value ofᾱ never had an error greater than 7.8e-6, even with 25 outliers. This means that when SNTLN1 converges, the error in the final estimate of α is determined completely by the values of the random errors η i and is unaffected by the outliers. Furthermore, when convergence took place it never required more than 6 iterations of SNTLN1. Based on these computational results, it appears that SNTLN1 is very robust with respect to outliers, provided that the total number of outliers is somewhat less than (m − n)/2. The explanation of this robust behavior is being investigated, both theoretically and computationally [26] .
