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Abstract
Gould et al. (Combinatorics, Graph Theory and Algorithms, Vol. 1, 1999, pp. 387–400)
considered a variation of the classical Tur6an-type extremal problems as follows: For a given
graph H , determine the smallest even integer (H; n) such that every n-term graphic sequence
 = (d1; d2; : : : ; dn) with term sum () = d1 + d2 + · · · + dn¿ (H; n) has a realization G
containing H as a subgraph. In this paper, for given integers k and ‘, ‘¿ 7 and 36 k6 ‘, we
completely determine the smallest even integer (kC‘; n) such that each n-term graphic sequence
 = (d1; d2; : : : ; dn) with term sum () = d1 + d2 + · · · + dn¿ (kC‘; n) has a realization G
containing a cycle of length r for each r, k6 r6 ‘.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A nonincreasing sequence  = (d1; d2; : : : ; dn) of nonnegative integers is said to
be graphic if it is the degree sequence of a simple graph on n vertices, and such
a graph is called a realization of . For a graphic sequence  = (d1; d2; : : : ; dn),
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deFne () = d1 + d2 + · · · + dn. For a given graph H , a graphic sequence  is
potentially (resp. forcibly) H -graphic if there exists a realization of  containing
H as a subgraph (resp. each realization of  contains H as a subgraph). More-
over, for given integers k and ‘, 36 k6 ‘, a graphic sequence  is potentially
(resp. forcibly) kC‘-graphic if there exists a realization of  containing a cycle of
length r for each r = k; : : : ; ‘ (resp. every realization of  contains a cycle of length r
for each r = k; : : : ; ‘).
Let e(G) be the number of edges in the graph G, and (G) the minimum degree
of G. One of classical extremal problems is to determine the smallest integer, denoted
by t(H; n), such that every graph G on n vertices with e(G)¿ t(H; n) contains H
as a subgraph. The classical Tur6an’s theorem (see [1, Chapter 6]) determined the
values t(Kr; n), where Kr is a complete graph on r vertices. In addition, the following
classical Woodall’s theorem (see [9] or [1], Chapter 3) determined the smallest integer
t(3C‘; ; n) such that each graph G on n vertices with (G)= and e(G)¿ t(3C‘; ; n)
contains a cycle of length r for each r = 3; 4; : : : ; ‘.
Theorem 1.1 (Woodall [9]). (1) If  = n2 or ‘6  12 (n + 3)(and 6 n=2), then
t(3C‘; ; n) = n2=4+ 1.
(2) If ‘¿ 12 (n+3) and max{ 12‘; n− ‘+1}¡¡n=2, then t(3C‘; ; n) =
(
n−
2
)
+(
+1
2
)
+ 1.
(3) If ‘¿ 12 (n + 3) and n − ‘ + 16 6 ‘=2, then t(3C‘; ; n) is the maximum of
the following three values:(
n− 
2
)
+
(
+ 1
2
)
+ 1;
(
‘ − 
2
)
+ (+ n− ‘) + 1;


[
‘
2
]
2

+ ⌊‘
2
⌋(
n−
⌈
‘
2
⌉)
+ 1;
where the last value is considered only if ‘ is odd.
(4) If ‘¿ 12 (n+3) and 6 n− ‘+1, then t(3C‘; ; n) =
(
‘−1
2
)
+
(
n−‘+2
2
)
+1. In
particular, if ‘ = n and 16 6 n=2, then
t(3Cn; ; n)
=


(
n− 
2
)
+ 2 + 1 if n is even;
max


(
n−
2
)
+2+1;


[n
2
]
2

+ ⌊n
2
⌋
(n−
⌈n
2
⌉
)+1

 if n is odd:
In terms of graphic sequences, the number 2t(H; n) is the smallest even integer such
that each n-term graphic sequence with ()¿ 2t(H; n) forciblyH -graphic. Gould et al.
[3] considered the following variation of the classical Tur6an-type extremal problems:
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Determine the smallest even integer (H; n) such that every n-term graphic sequence
=(d1; d2; : : : ; dn) with ()¿ (H; n) has a realization G containing H as a subgraph,
and determine the value (C4; n). If H=Kr , this problem was considered by Erdo˝s et al.
[2] where they showed that (K3; n) = 2n for n¿ 6 and conjectured that (Kr; n) =
(r − 2)(2n − r + 1) + 2 for suMciently large n. Gould et al. [3] also proved that the
conjecture holds for r=4 and n¿ 8. Recently, Li et al. [6,7] showed that the conjecture
holds for r = 5 and n¿ 10 and for r¿ 6 and n¿
(
r−1
2
)
+ 3. Now we consider the
following variation: For given integers k and ‘, 36 k6 ‘, determine the smallest even
integer (kC‘; n) such that each n-term graphic sequence  with ()¿ (kC‘; n) is
potentially kC‘-graphic. For k =3, Li and Ruo [5] determined (3C5; n) for n¿ 5 and
(3C6; n) for n¿ 6, Li and Yin [8] further determined (3C2m−1; n) for n¿ 3m−4 and
(3C2m; n) for n¿ 5m− 7, where m¿ 4. In this paper, the values (kC‘; n) for ‘¿ 7,
36 k6 ‘ and n¿ ‘ are completely determined (Theorem 2.5). In order to prove our
main result, the following notation and results are needed.
Let  = (d1; d2; : : : ; dn) be a nonincreasing sequence of nonnegative integers. Let
d′1¿d
′
2¿ · · ·¿d′n−1 be the rearrangement of d1−1; d2−1; : : : ; ddn−1; ddn+1; : : : ; dn−1.
Then ′ = (d′1; d
′
2; : : : ; d
′
n−1) is called the residual sequence of .
Theorem 1.2 (Kleitman and Wang [4]). Let =(d1; d2; : : : ; dn) be a nonincreasing se-
quence of nonnegative integers. Then  is graphic if and only if ′ is graphic. More-
over, every graph G′ with degree sequence ′ is a subgraph of some graph G with
degree sequence  obtained by adding an extra vertex to G′ with degree dn.
Theorem 1.3 (Li and Yin [8]). Let m¿ 4 and n¿ 2m, and let =(d1; d2; : : : ; dn) be
a graphic sequence with d1¿d2¿ · · ·¿dn¿m. Then  is potentially 3C2m-graphic.
Theorem 1.4 (Bollob6as [1, p. 148]). If a simple graph G on n vertices is Hamiltonian
and e(G)¿n2=4, then G is pancyclic.
2. Main result
For convenience, we denote
f(m; n) =


(m− 1)(2n− m) + 2 if n¿ 5m− 5
2
;
2n+ 4m2 − 14m+ 12 if 2m− 16 n6 5m− 5
2
and
g(m; n) =


(m− 1)(2n− m) + 4 if n¿ 5m− 1
2
;
2n+ 4m2 − 10m+ 6 if 2m6 n6 5m− 1
2
:
It is easy to see that f(m; n) and g(m; n) are two strictly increasing functions in n for
any given integer m(¿ 3).
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Theorem 2.1. Let ‘¿ 5, 36 k6 ‘ and n¿ ‘. Then
(kC‘; n)¿
{
f(m; n) if ‘ = 2m− 1;
g(m; n) if ‘ = 2m:
Proof. Let 1 = (n−1; (‘−2)‘−2; 1n−‘+1), where the symbol xy stands for y consecu-
tive terms x. It is easy to see that the only graph realizing 1 is (K‘−2∪Kn−‘+1)+K1,
where + denotes ‘join’. Since (K‘−2 ∪Kn−‘+1)+K1 contains no C‘, a cycle of length
‘, 1 is not potentially kC‘-graphic. Hence (kC‘; n)¿ () + 2¿ 2n + ‘2 − 5‘ +
6, i.e., (kC2m−1; n)¿ 2n + 4m2 − 14m + 12 and (kC2m; n)¿ 2n + 4m2 − 10m +
6. Now consider 2 = ((n − 1)m−1; (m − 1)n−m+1). It is easy to see that Km−1 +
Kn−m+1 is the only graph realizing 2, and has no cycle of length 2m − 1, so that
2 is not potentially kC2m−1-graphic. Hence (kC2m−1; n)¿ () + 2¿ (m − 1)(2n −
m) + 2. By a similar argument using the degree sequence 3 = ((n − 1)m−1; m2;
(m−1)n−m−1) of the graph obtained from Km−1+Kn−m+1 by adding an extra edge join-
ing two vertices of degree m−1, we get (kC2m; n)¿ ()+2¿ (m−1)(2n−m)+4.
Thus (kC2m−1; n)¿f(m; n) for n¿ 2m−1 and (kC2m; n)¿ g(m; n) for n¿ 2m.
Lemma 2.2. Let m¿ 4 and  = (d1; d2; : : : ; dn) be a graphic sequence with ()¿
(m − 1)(2n − m) + 2 and dn6m − 1. Denote t = max{i|di¿m} and n = t + x. Let
0 = , and for k =1; : : : ; x in turn, k = (d
(k)
1 ; d
(k)
2 ; : : : ; d
(k)
n−k) be the residual sequence
of k−1. Then for any k ∈{1; : : : ; x}, k satis9es
(1) (k) = ()− 2(dn + dn−1 + · · ·+ dn−k+1)¿ (m− 1)(2(n− k)− m) + 2,
(2) d(k)t ¿m and d
(k)
t+j = dt+j6m− 1 for 16 j6 n− t − k.
Proof. Use induction on k. Suppose Frst that k = 1. Then (1) follows from (1) =
()−2dn¿ (m−1)(2n−m)+2−2(m−1)=(m−1)(2(n−1)−m)+2. If dm−16m,
then ()6 (n−1)(m−2)+(n−m+1)m+m−1=(m−1)(2n−m)+1, a contradiction.
Hence d1¿ · · ·¿ddn¿ · · ·¿dm−1¿m+1. Thus d1 − 1¿ · · ·¿ddn − 1¿m. Since
ddn+1¿ · · ·¿dt¿m and m− 1¿dt+1 · · ·¿dn−1, (2) follows immediately from the
deFnition of 1. Now we assume that k−1 = (d
(k−1)
1 ; d
(k−1)
2 ; : : : ; d
(k−1)
n−k+1) satisFes (1)
and (2), where 16 k − 16 x− 1. Similarly, we can prove with k−1 playing the role
of  and k playing the role of 1 that k satisFes (1) and (2) too.
Lemma 2.3. Let m¿ 4, 36 k6 2m and n¿ 2m, and let  = (d1; d2; : : : ; dn) be
a graphic sequence with ()¿ g(m; n). Then  is potentially kC2m-graphic.
Proof. If dn¿m, then by Theorem 1.3,  is potentially kC2m-graphic. Now assume
that dn6m− 1. Let t =max{i|di¿m} and n= t + x, and denote 0 = . If d2m = 1,
then the largest number of edges that any realization G of  can have is(
2m− 1
2
)
+ (n− 2m+ 1) = n+ 2m2 − 5m+ 2:
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Hence ()=2e(G)6 2n2+4m2−10m+4, a contradiction. Thus d2m¿ 2. If d2m¿m,
then t¿ 2m. It follows from Lemma 2.2 that x=(d
(x)
1 ; d
(x)
2 ; : : : ; d
(x)
t ) satisFes d
(x)
t ¿m.
By Theorem 1.3, x is potentially kC2m-graphic, and hence so is k for k = x − 1;
x− 2; : : : ; 0 by Theorem 1.2. Now we assume that d2m=m−y, where 16y6m− 2.
Then t6 2m − 1 and x¿ n − 2m + 1. Denote x1 = n − 2m. By Lemma 2.2, x1 =
(d(x1)1 ; d
(x1)
2 ; : : : ; d
(x1)
2m ) satisFes (x1 ) = ()− 2(dn + dn−1 + · · ·+ d2m+1)¿ g(m; n)−
2x1(m − y) and d(x1)2m = d2m = m − y. Hence for any realization G of x1 , (G) =
=d(x1)2m =m− y. If G is pancyclic, then x1 is potentially kC2m-graphic, and hence so
is k for k = x1 − 1; x1 − 2; : : : ; 0 in turn. So it is enough to prove that G is pancyclic.
By Theorem 1.1 (case (4)), we only need to check that
2e(G)− 2M¿ 0; where M =
(
2m− 
2
)
+ 2 + 1:
Now we consider the following cases:
Case 1: 06 x16 (m− 1)=2. Then n= 2m+ x1 ∈ [2m; (5m− 1)=2]. We have
2e(G)− 2M = (x1 )− 2
[(
2m− 
2
)
+ 2 + 1
]
¿ 2(2m+ x1) + 4m2 − 10m+ 6− 2x1(m− y)
− ((2m− )(2m− − 1) + 22 + 2)
= (4m2 − 6m− 2x1m+ 2x1y + 2x1 + 6)
− (3m2 − m+ 3y2 − 2my − y + 2)
= m2 − 5m− 2mx1 + 2x1 + 4 + h(y);
where h(y) =−3y2 + (2m+ 2x1 + 1)y:
It is easy to see that h(y)¿min{h(1); h(m − 2)} for any y∈ [1; m − 2]. If h(m − 2)
¿ h(1), then 2e(G) − 2M¿m2 − 5m − 2mx1 + 2x1 + 4 + h(1) = m2 − 3m −
2(m− 2)x1 + 2¿m2− 3m− (m− 2)(m− 1)+ 2=0. If h(1)¿ h(m− 2), then 2e(G)−
2M¿m2−5m−2mx1+2x1+4+h(m−2)=4m−2x1−10¿ 4m−(m−1)−10=3m−9¿ 0.
Case 2: x1¿ (m− 1)=2. Then n= 2m+ x1¿ (5m− 1)=2. Thus
2e(G)− 2M = (x1 )− 2
[(
2m− 
2
)
+ 2 + 1
]
¿ (m− 1)(2(2m+ x1)− m) + 4− 2x1(m− y)
− (3m2 − m+ 3y2 − 2my − y + 2)
= −2m+ 2(y − 1)x1 + 2− 3y2 + 2my + y
¿−2m+ (y − 1)(m− 1) + 2− 3y2 + 2my + y
= −3y2 + 3my − 3m+ 3
¿−3× 1 + 3m× 1− 3m+ 3 = 0:
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Lemma 2.4. Let m¿ 4, 36 k6 2m− 1 and n¿ 2m− 1, and let = (d1; d2; : : : ; dn)
be a graphic sequence with ()¿f(m; n). Then  is potentially kC2m−1-graphic.
Proof. If n = 2m − 1 and dn¿m, then by Theorem 1.4, each realization of  is
pancyclic, and hence  is potentially kC2m−1-graphic. If n¿ 2m and dn¿m, then by
Theorem 1.3,  is potentially kC2m−1-graphic. Therefore we assume that dn6m − 1.
Let t=max{i|di¿m} and n= t+ x, and denote 0 = . If d2m−1 = 1, then the largest
number of edges that any realization G of  can have is(
2m− 2
2
)
+ (n− 2m+ 2) = n+ 2m2 − 7m+ 5:
Hence () = 2e(G)6 2n2 + 4m2 − 14m + 10, a contradiction. Thus d2m−1¿ 2. If
d2m−1¿m, then t¿ 2m− 1. It follows from Lemma 2.2 that x = (d(x)1 ; d(x)2 ; : : : ; d(x)t )
satisFes d(x)t ¿m. If t=2m−1, then by Theorem 1.4, each realization of x is pancyclic,
and hence x is potentially kC2m−1-graphic. Thus for k = x − 1; x − 2; : : : ; 0 in turn,
k is potentially kC2m−1-graphic. If t¿ 2m, then by Theorem 1.3, x is potentially
kC2m−1-graphic, and hence so is k for k = x− 1; x− 2; : : : ; 0 in turn. Now we assume
that d2m−1=m−y, where 16y6m−2. Then t6 2m−2 and x¿ n−2m+2. Denote
x1 = n− 2m+1. By Lemma 2.2, x1 = (d(x1)1 ; d(x1)2 ; : : : ; d(x1)2m−1) satisFes (x1 ) = ()−
2(dn + dn−1 + · · ·+ d2m)¿f(m; n)− 2x1(m− y) and d(x1)2m−1 = d2m−1 =m− y. Hence
for any realization G of x1 , (G) =  = d
(x1)
2m−1 = m − y. If G is pancyclic, then x1
is potentially kC2m−1-graphic, and hence so is k for k = x1 − 1; x1 − 2; : : : ; 0 in turn.
Thus it is enough to prove that G is pancyclic. By Theorem 1.1 (case (4)), we only
need to check that
2e(G)− 2M¿ 0; where M
=max


(
2m− 1− 
2
)
+ 2 + 1;


[
2m− 1
2
]
2


+
⌊
2m− 1
2
⌋(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1
}
:
Now we consider the following cases:
Case 1: 06 x16 (m− 3)=2. Then n= 2m− 1 + x1 ∈ [2m− 1; (5m− 5)=2].
If 

[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1
¿
(
2m− 1− 
2
)
+ 2 + 1;
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then
2e(G)− 2M
=(x1 )− 2




[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1


¿ 2(2m− 1 + x1) + 4m2 − 14m+ 12− 2x1(m− y)− (3m2 − 7m+ 6)
=m2 − 3m− 2mx1 + 2x1y + 2x1 + 4
¿m2 − 3m− 2mx1 + 2x1 + 2x1 + 4
=m2 − 3m− 2(m− 2)x1 + 4
¿m2 − 3m− (m− 2)(m− 3) + 4 = 2m− 2¿ 0:
If
(
2m− 1− 
2
)
+ 2 + 1¿


[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋
×
(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1;
then
2e(G)− 2M = (x1 )− 2
[(
2m− 1− 
2
)
+ 2 + 1
]
¿ 2(2m− 1 + x1) + 4m2 − 14m+ 12− 2x1(m− y)
− (3m2 − 3m+ 4 + 3y2 − 2my − 3y)
= m2 − 7m+ 6− 2mx1 + 2x1 + h(y); where h(y) =−3y2
+ (2m+ 2x1 + 3)y:
Clearly, h(y)¿min{h(1); h(m − 2)} for any y∈ [1; m − 2]. If h(m − 2)¿ h(1), then
2e(G)− 2M¿m2 − 7m+ 6− 2mx1 + 2x1 + h(1) =m2 − 5m+ 6− 2(m− 2)x1¿m2 −
5m+ 6− (m− 2)(m− 3) = 0. If h(1)¿ h(m− 2), then 2e(G)− 2M¿m2 − 7m+ 6−
2mx1 + 2x1 + h(m− 2) = 4m− 2x1 − 12¿ 4m− (m− 3)− 12 = 3m− 9¿ 0.
Case 2: x1¿ (m− 3)=2. Then n= 2m− 1 + x1¿ (5m− 5)=2.
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If 

[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1
¿
(
2m− 1− 
2
)
+ 2 + 1;
then
2e(G)− 2M
=(x1 )− 2




[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1


¿ (m− 1) (2(2m− 1 + x1)− m) + 2− 2x1(m− y)− (3m2 − 7m+ 6)
=2m+ 2x1y − 2x1 − 2¿ 2m− 2¿ 0:
If (
2m− 1− 
2
)
+ 2 + 1¿


[
2m− 1
2
]
2

+ ⌊2m− 1
2
⌋
×
(
2m− 1−
⌈
2m− 1
2
⌉)
+ 1;
then
2e(G)− 2M = (x1 )− 2
[(
2m− 1− 
2
)
+ 2 + 1
]
¿ (m− 1)(2(2m− 1 + x1)− m) + 2− 2x1(m− y)
− (3m2 − 3m+ 4 + 3y2 − 2my − 3y)
= −2m+ 2(y − 1)x1 − 3y2 + 2my + 3y
¿−2m+ (y − 1)(m− 3)− 3y2 + 2my + 3y
= −3y2 + 3my − 3m+ 3
¿−3× 1 + 3m× 1− 3m+ 3 = 0:
Theorem 2.5. Let ‘¿ 7, 36 k6 ‘ and n¿ ‘. Then
(kC‘; n) =
{
f(m; n) if ‘ = 2m− 1;
g(m; n) if ‘ = 2m:
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Proof. The result follows immediately from Theorem 2.1, and Lemmas 2.3 and 2.4.
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