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Úvod
Táto bakalárska práca si kladie za cie© oznámi´ £itate©a s modelovaním prená-
²ania nervových impulzov. Konkrétne je zameraná na ²túdium bodových procesov
v £ase. V práce sú popísané vybrané pravdepodobnostné modely a ich vhodnos´
je testovaná na reálnych dátach. Predov²etkým by sme chceli £itate©a presved£i´
o tom, ºe postupnos´ ak£ných potenciálov môºe sa chova´ ako bodový proces.
Z £lánku [7] môºeme dozvedie´ históriu skúmania postupnosti nervových im-
pulzov ako bodových procesov. Síce uº stredom 19. storo£ia bol objavený neurón
ale podrobnej²ie vy²etrova´ jeho chovanie za£ali iba na za£iatku 20. storo£ia. Ale
pokusy z týchto dôb, boli e²te ve©mi nevyspelé. Kvôli neexistencie precíznych
meracích prístrojov výboje neurónov výskumníci rozoznali uchom a zaznamenali
ceruzkou na papier. Napriek tomu, ºe pracovali s takými jednoduchými metóda-
mi, ich výsledky boli konzistentné. Nová vlna pokusov pri²la po roku 1950, ke¤ sa
roz²írili po£íta£e. Prostredníctvom týchto prístrojov mali moºnos´ hlb²ie skúma´
chovanie neurónov. Ukázalo sa, ºe úsudky, ku ktorých sa dostali na za£iatku sto-
ro£ia, boli správne. V týchto rokoch najznámej²ie postavy výskumu boli Brown,
Cox, Goldberg, Hagiwara, Katsuki, Lewis, Perkel a Stein. Po roku 1980 môºeme
pripomenú´ mená Abeles, Gat, Martínez a Segundo. Hlavný pokrok ich práce
je, ºe za£ali skúma´ nervové impulzy ako bododové procesy. V poslednej dobe
stále viac ©udí pracuje v tejto oblasti. Moºno, ºe pomocou ich práce dokonale
pochopíme fungovanie mozgu. To môºe predvída´ zaujímavú budúcnos´.
Práca je rozdelená do troch kapitol. V prvej kapitole sa stru£ne zoznámime
s neurofyziologickými základmi fungovania neurónov.
Druhá kapitola je zamerená na bodové procesy. V prvej £asti tejto kapitoly
sú denované základné pojmy, ako náhodný proces, striktne stacionárny proces,
proces so stacionárnymi a nezávislými prírastkami a bodový proces. V druhej
£asti kapitoly denujeme tri ²peciálne typy bodového procesu (Poissonov proces,
proces obnovy a Coxov proces). Napí²eme a dokáºeme základné vety súvisiace
s tými procesmi.
Tretia kapitola sa zaoberá s testovaním reálnych dát, ktoré boli simultánne na-
merané na 15 neurónoch. Testujeme, £i môºeme povaºova´ postupnos´ nervových
impulzov u jednotlivých neurónov za Poissonov proces alebo za proces obnovy.




V tejto kapitole zhr¬ujeme neurofyziologické základy fungovania neurónov
pod©a knihy [6].
Najprv si pripome¬me neuronovú sústavu. Je to sústava takých orgánov, kto-
ré zabezpe£ujú riadenie a spojenie celého organizmu. Vyhodnocuje informácie,
ktoré získava z vonkaj²ieho a vnútorného prostredia, a prostredníctvom svalov
a jednotlivých orgánov riadi £innos´ organizmu alebo jeho £astí. Aktívnymi £as-
´ami nervovej sústavy sú neuróny. Neuróny prijímajú vzruchy z jednej £asti ner-
vovej sústavy a odosielajú ich do inej £asti, alebo vyvolávajú nejakú £innos´.
Neuróny môºeme rozdeli´ pod©a ²trukturálnych a funk£ných odli²ností. Pod©a
funk£ných odli²ností rozli²ujeme senzorické neuróny, ktoré zaznamenajú a prená-
²ajú nervové impulzy, interneuróny, ktoré spracúvajú prijatú informáciu, a mo-
torické neuróny, ktoré vykonávajú reakcie na neurónové impulzy. Z ²trukturál-
neho poh©adu neuróny majú rozli£nú tvar a ve©kos´, ale základné zloºenie majú






Obr. 1.1: Znázornenie neurónu
Funkcie dentritov, tela, axónu a synapsov môºeme zhrnú´ s nasledovným spô-
sobom. Dentrity zhromaº¤ujú signály prichádzajúce od okolitých neurónov a pre-
ná²ajú ich do tela neurónu, môºeme ich povaºova´ ako vstupné zariadenia. Telo je
vyhodnocovacia jednotka, generuje výstupný signál v prípade, ke¤ celkový vstup
dosiahne nejakú istú hodnotu. Tento výstupný signál je prevzatý s axónom, ktorý
doru£uje pomocou synapsu signál k dal²ím neurónom.
Signálom v nervovej sústave rozumieme postupujúci ak£ný potenciál, s kto-
rým informácia je vºdy kódovaná. Presnej²ie môºeme poveda´, ºe neuronálne
správy sú kódované do postupnosti pulzu. Môºeme predpoklada´, ºe táto správa
je obsadená vo frekvencii alebo v £asovom usporiadaní pulzu, ale nie v tvare ak£-
ných potenciálov. Postupnos´ pulzu vysielaného s neurónom (spike train), ktorá
sa nastáva v pravidelných alebo nepravidelných intervaloch, povaºujeme za rad
udalostí. Neuróny emitujú pulzy aj bez vonkaj²ích vplyvov, preto za identických
podmienok môºeme povaºova´, ºe postupnosti ak£ných potenciálov majú charak-
ter stochastických bodových procesov.
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2. Bodové procesy v £ase
2.1 Základy náhodných procesov
Na za£iatku tejto kapitoly denujeme základné pojmy, tzn. náhodný proces,
striktne stacionárny proces, proces so stacionárnymi a nezávislými prírastkami
a bodový proces. V tejto a v nasledujúcich podkapitolách vychádzame z práce
[1], [3] a [4].
Denícia 1. Nech (Ω,A, P ) je pravdepodobnostný priestor, nech T j R. Sys-
tém reálnych náhodných veli£ín {Xt, t ∈ T} denovaných na (Ω,A, P ) sa nazýva
náhodný proces.
Poznámka. Ak T j Z, tak {Xt, t ∈ T} nazývame proces s diskrétnym £a-
som. Ak T j R je interval, hovoríme o {Xt, t ∈ T} ako o procese so spojitým
£asom.
Denícia 2. Náhodný proces {Xt, t ∈ T} je striktne stacionárny, ak pre kaºdé
t1, t2, . . . , tn ∈ T s vlastnos´ou t1 < t2 < . . . < tn a pre ©ubovo©né h ∈ R spl¬ujúci
tk+h ∈ T pre kaºdé k = 1, 2, . . . , n platí, ºe náhodné vektory (Xt1 , Xt2 , . . . , Xtn)
a (Xt1+h, Xt2+h, . . . , Xtn+h) majú rovnaké rozdelenie.
Denícia 3. Náhodný proces {Xt, t ∈ T} má nezávislé prírastky, ak pre kaº-
dé t1, t2, . . . , tn ∈ T s vlastnos´ou t1 < t2 < . . . < tn sú náhodné veli£iny
Xt2 − Xt1 , . . . , Xtn − Xtn−1 nezávislé. Ak pre kaºdé s, t ∈ T , s < t rozdelenie
prírastkov Xt−Xs závisí iba na t− s, potom proces {Xt, t ∈ T} má stacionár-
ne prírastky .
Poznámka. V nasledujúcich £astiach sa budeme venova´ náhodným procesom so
spojitým £asom. Budeme uvaºova´ T = R+.
Denícia 4. Náhodný proces {Nt, t = 0} taký, ºe nadobúda iba nezáporné
celo£íselné hodnoty pre kaºdé t = 0 a funkcia t → Nt(ω) je zprava spojitá
a neklesajúca pre skoro v²etky ω ∈ Ω, nazývame bodovým procesom.
Poznámka. Bodový proces môºeme reprezentova´ pomocou postupnosti
{Xn, n ∈ N0} náhodných veli£ín, takých, ºe 0 = X0 5 X1 5 . . .
a Nt = sup{n, Xn 5 t}. Náhodné veli£iny Xi predstavujú £asy výskytu jed-
notlivých udalostí, a Nt udáva po£et udalostí do £asu t. Doby medzi udalos´ami
denujeme ako Tn = Xn−Xn−1, n ∈ N. Znázornenie trajektórie bodového procesu



















Obr. 2.1: Znázornenie trajektórie bodového procesu
Budeme pouºíva´ zna£enie N(s, t] pre po£et udalostí v intervale (s, t],
tj. N(s, t] = Nt −Ns. Môºeme uvedomi´ vz´ah
[Nt 5 n]⇔ [Xn+1 > t] , n ∈ N0,
potom pre rozdelenie po£tu udalostí platí
P (Nt = n) = P (Xn 5 t < Xn+1), n ∈ N0.
V tejto práci sa budeme zaobera´ s tromi typmi bodových procesov, Poissono-
vým procesom (podkapitola 2.2) a dvoma jeho zobecnením: procesom obnovy
(podkapitola 2.3) a Coxovým procesom (podkapitola 2.4).
2.2 Poissonov proces
Poissonov proces je ²peciálnym typom bodového procesu, ktorý môºeme po-
písa´ s nasledujúcim spôsobom.
Denícia 5. Proces celo£íselných nezáporných náhodných veli£ín {Nt, t = 0}
nazývame Poissonov proces s funkciou intenzity λ(t), kde λ(t) je reálna
nezáporná funkcia, akN0 = 0 skoro iste, proces {Nt, t = 0}má nezávislé prírastky
a pre v²etky t = 0 a h > 0 platí:
• P (N(t, t+h] = 0) = 1− λ(t)h+ o(h), pravdepodobnos´, ºe v £asovom intervale
(t, t+ h] nenastane udalos´,
•P (N(t, t+h] = 1) = λ(t)h+o(h), pravdepodobnos´, ºe v £asovom intervale (t, t+h]
nastane práve jedna udalos´,
•P (N(t, t+h] = 2) = o(h), pravdepodobnos´, ºe v £asovom intervale (t, t + h]
nastane viac neº jedna udalostí,
kde symbol o(h) zna£í, ºe o(h)/h→ 0 pri h→ 0+.
Ak λ(t) = λ > 0, potom {Nt, t = 0} nazývame homogenným Poissono-
vým procesom s intenzitou λ.
Poznámka. Náhodná veli£ina N(t, t+h] udáva po£et udalostí vyskytujúcich v £a-
sovom intervale (t, t + h], kde h > 0. Z denície Poissonovho procesu s funkciou
intenzity λ(t) vyplýva, ºe po£et udalostí v disjunktných £asových intervaloch sú
nezávislé náhodné veli£iny, v¤aka tomu platí Markovova vlastnos´ a pravdepo-
dobnosti prechodu sú
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P (Nt+h = j|N t = i) = λ(t)h+ o(h), ke¤ j = i+ 1,
P (Nt+h = j|N t = i) = 1− λ(t)h+ o(h), ke¤ j = i,
P (Nt+h = j|N t = i) = o(h), ke¤ j > i+ 1 ,
P (Nt+h = j|N t = i) = 0, ke¤ j < i, kde j, i ∈ N0.
Intenzita homogénneho Poissonovho procesu predstavuje stredný po£et uda-
lostí, ktoré sa vyskytli za £asovú jednotku. Homogenný Poissonov proces je prí-
kladom homogenného Markovovho re´azca, a maticu intenzít prechodu, pozri tieº
[4], môºeme napísa´ v tvare
Q :=
 −l l 0 0 . . .0 −l l 0 . . .
. . . . . . . . . . . . . . .
 .
Pre homogenný Poissonov proces s intenzitou λ pripomenieme dve vety. Pr-
vá veta udáva, ºe po£et udalostí v intervale d¨ºky t má Poissonovo rozdelenie
s parametrom λt. Táto veta je znázornená na obrázku 2.2. Druhá veta udáva,
ºe doby medzi udalos´ami sa riadia exponenciálnym rozdelením s parametrom λ.
Táto veta je znázornená na obrázku 2.4.
Veta 1. Nech {Nt, t = 0} je homogenný Poissonov proces s intenzitou λ. Potom
pre absolutné pravdepodobnosti platí
P (Nt = j) =
exp(−λt)(λt)j
j!
, ∀ j ∈ N0, t = 0,
P (N(t, t+h] = j) =
exp(−λh)(λh)j
j!
, ∀ j ∈ N0, t = 0, h > 0.
Dôkaz. Z denície Poissonovho procesu vyplýva, ºe po£iato£né rozdelenie procesu
je P (N0 = 0) = 1 a P (N0 = j) = 0, pre kaºdé j ∈ N. Denujme:
pj(t) :=P (Nt = j), j ∈ N0, t = 0,
p(t) := (p0(t), p1(t), p2(t), . . .)
T, t = 0.





p(0) = (1, 0, 0, . . .)T.
Zapísané po zloºkách dostaneme
d p0(t)
dt
= − lp0(t), (2.1)
d pj(t)
dt
= − lpj(t) + lpj−1(t), ∀ j ∈ N. (2.2)
6
Najskôr vyrie²ime rovnicu (2.1)
d ln(p0(t))
dt


















) = − lt,
p0(t) = p0(0) exp(−lt). (2.3)
Rovnicu (2.3) môºeme chápa´ ako p0(t) = c0(t) exp(−λt), kde c0(t) = 1. alej
rie²ime rovnicu (2.2) tvaru
d pj(t)
dt
+ lpj(t) = lpj−1(t), ∀ j ∈ N. (2.4)
Najskôr rie²ime homogénny systém sústavy diferenciálnych rovníc (2.4) tvaru
d pj(t)
dt
+ lpj(t) = 0, ∀ j ∈ N. (2.5)




a túto rovnicu uº sme vyrie²ili nahore, tak okamºite dostaneme
pj(t) = pj(0) exp(−lt).
S metódou variácie kon²tánt zameníme pj(0) na cj(t), £iºe
pj(t) = cj(t) exp(−lt),
s podmienkou
cj(0) = 0, ∀ j ∈ N.
Dosadením do pôvodnej nehomogénnej rovnice (2.4) dostaneme
d cj(t)
dt
exp(−lt) + cj(t)(−l exp(−lt)) + cj(t)l exp(−lt) = cj−1(t)l exp(−lt).















cj−1(s) ds, ∀j ∈ N.




, ∀ j ∈ N0.
Potom absolutné pravdepodobnosti stavov majú tvar
pj(t) = P (Nt = j) =
(lt)j
j!
exp(−lt), j ∈ N0, t = 0.
Podobne
P (N(t,t+h] = j) =
(lh)j
j!





Obr. 2.2: Ilustrácia vety 1
Poznámka. Z vety 1 vyplýva, ºe stredný po£et udalosti, ktoré nastanú v intervale
[0, t] je λt. Pre Poissonov proces s funkciou intenzity λ(t) platí, ºe po£et udalostí




Veta 2. Nech {Nt, t = 0} je homogenný Poissonov proces s intenzitou λ. Potom
doby medzi udalos´ami sú nezávislé náhodné veli£iny a riadia sa exponenciálnym
rozdelením s parametrom λ.
Dôkaz. Zna£enie je zavedené na za£iatku kapitoly je pripomenuté na obrázku 2.3.
0 X1 X2 X3 X4
t
T1 T2 T3 T4
udalosti
doby medzi udalosİami
Obr. 2.3: Znázornenie dôb medzi udalos´ami
Zrejme platí vz´ah P (T1 > t) = P (Nt − N0 = 0) = P (Nt = 0), lebo z denície
Poissonovho procesu máme N0 = 0. Z vety 1 vyplýva, ºe P (T1 > t) = exp(−λt).
Pomocou úvahy
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FT1(t) = P (T1 5 t) = 1− P (T1 > t) = 1− exp(−λt)
dostaneme vz´ah pre hustotu
fT1(t) = λ exp(−λt), t = 0.
To znamená, ºe T1 má exponenciálne rozdelenie s parametrom λ. Môºeme uve-
domi´, ºe jav [T2 > t | T1 = τ ] je ekvivalentný s javom, ºe v £asovom intervale
[τ, τ + t] nenastala ºiadna udalos´ za podmienky T1 = τ a to môºeme napísa´
ako [Nt+τ −Nτ = 0 | T1 = τ ]. Z toho s vyuºívaním vlastnosti Poissonovho proce-
su vyplýva, ºe
P (T2 > t) =
ˆ ∞
0








P (Nt = 0)fT1(τ) dτ
= P (Nt = 0).
Z vety 1 máme P (T2 > t) = exp (−λt) . To znamená, ºe T2 má exponenciálne
rozdelenie s parametrom λ. S matematickou indukciou dostaneme, ºe náhodné
veli£iny T1, T2, . . . majú exponenciálne rozdelenie.
Teraz dokáºeme vzájomnú nezávislos´ Ti, i ∈ N. Pre T1 a T2 platí
P (T1 > t1, T2 > t2) =
∞̂
t1
P (T2 > t2 | T1 = τ)fT1(τ) dτ. (2.6)
Pod©a vety 3.4 zo skript [4] dostaneme vz´ah
P (T2 > t2 | T1 = τ) = P (Nτ+t2 = 1 | Nτ = 1, Nu = 0 pre u < τ)
= exp(−λt2). (2.7)
Z rovnice (2.6) a (2.7) platí vz´ah




= exp(−λt2) exp(−λt1) = P (T1 > t1)P (T2 > t2).
Odtia© máme, ºe náhodné veli£iny T1 a T2 sú nezávislé. Podobne môºeme ukáza´




Obr. 2.4: Ilustrácia vety 2
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2.3 Proces obnovy
Teraz sa budeme zaobera´ s dal²ím typom bodového pocesu, s procesom
obnovy. Proces obnovy je obecnej²í ako Poissonov proces, doby medzi udalos´ami
majú obecné rozdelenie.
Denícia 6. Nech {Tn, n ∈ N} je postupnos´ nezávislých náhodných veli£ín, kto-
ré nadobudnú iba nezáporné hodnoty, ¤alej predpokladajme, ºe T2, T3, . . . majú





Ti, n ∈ N.
Potom náhodný proces {Nt, t = 0} taký, ºe
Nt = sup {n, Xn 5 t} ,
sa nazýva proces obnovy .
Ak P (T1 > 0) > 0, potom náhodný proces {Nt, t = 0} nazývame procesom
obnovy s oneskornením.
Ak je T1 = X1 = 0, povaºujme po£iatok za £as obnovy. V tomto prípade
náhodný proces {Nt, t = 0} nazývame £istým procesom obnovy .
Ak hustota náhodnej veli£iny T1 je fT1(t) =
1−F (t)
µ
, potom náhodný proces
{Nt, t = 0} nazývame rovnováºnym procesom obnovy.
Poznámka. Náhodná veli£ina Xn udáva £as, kedy sa nastane n-tá udalos´,
Nt je po£et udalostí v £asovom intervale [0, t] . Náhodné veli£iny T2, T3, . . . sú
doby medzi udalos´ami. Z vety 2 pre homogenný Poissonov proces vyplýva, ºe
náhodné veli£iny T2, T3, . . . majú exponenciálne rozdelenie s parametrom λ. Ná-




= λ exp(−λt). Z toho vyplýva, ºe náhodná veli£ina T1 tieº má
exponenciálne rozdelenie s parametrom λ, kvôli tomu homogenný Poissonov pro-
ces je ²peciálnym prípadom rovnováºneho procesu obnovy, náhodné veli£iny Ti
majú exponenciálne rozdelenie s parametrom λ pre kaºdé i ∈ N.
V súvislosti s procesom obnovy môºeme pripomenú´ dve vety. Prvá je analógia
silného zákona ve©kých £ísel pre relatívny po£et obnôv v intervale [0, t] . Druhá je
analógia centrálnej limitnej vety pre po£et obnôv v intervale [0, t].










Dôkaz. Vetu budeme dokazova´ pod©a knihy [3], Proposition 6.10. Z denície Nt
vyplýva, ºe Nt ∈ N0. Potom (XNt , XNt+1) je £asový interval medzi výskytom
Nt-ho a (Nt + 1)-ho udalosti, z toho platí
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, ∀t = 0. (2.8)
Teraz dokáºeme, ºe Nt → ∞, ke¤ t → ∞ s pravdepodobnos´ou jedna. Pod©a





= µ) = 1. (2.9)
Pod©a predpokladu platí, ºe µ > 0 kvôli tomu Xn rastie do nekone£na ako
n → ∞. Preto jav {Xn < t} môºe nasta´ iba pre kone£ne mnoho n. Odtia©
dostaneme, ºe
P (Nt <∞) = 1, ke¤ t <∞. (2.10)
Pomocou úvahy




Nt > n) = P (Xn+1 <∞).
Ak Xn+1 = ∞, potom existuje m 5 n + 1 také, ºe Xm = ∞. Z rovnice (2.10)
dostaneme, ºe to nastane s pravdepodobnos´ou 0. Z toho máme
P ( lim
t→∞
Nt =∞) = 1. (2.11)
Z rovnice (2.9) vyplýva, ºe existuje
Ω1 =
{






, pre ktorú P (Ω1) = 1.
Z rovnice (2.11) dostaneme existenciu
Ω2 =
{




, pre ktorú P (Ω2) = 1.
Pre jav ω ∈ Ω1 ∩ Ω2 platí, ºe
XNt(ω)
Nt(ω)
−→ µ, ke¤ t→∞.
Podobne pre jav ω ∈ Ω1 ∩ Ω2 dostaneme
XNt+1(ω)
Nt(ω)
−→ µ, ke¤ t→∞.









S tým tvrdenie je dokázané.
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Veta 4. Nech P (T1 < ∞) = 1 a pre doby medzi obnovami T2, T3, . . . platí









5 x) = Φ(x),
kde Φ je distribu£ná funkcia normálneho rozdelenia.








5 x) = P (Nt 5 n− 1),














+ Θ, 0 < Θ 5 1.
S vyuºitím vz´ahu [Nt 5 n− 1]⇔ [Xn > t] , n ∈ N môºeme napísa´



















S vyuºitím Xn =
∑n
i=1 Ti a faktu, ºe náhodné veli£iny T2, T3, . . . sú nezávislé













) = 1− Φ(−x) = Φ(x).
Denícia 7. Doprednou rekuren£nou dobou B(t) nazývame dobu medzi
£asom t a £asom nasledujúcej udalosti, tj.
B(t) = XNt − t, ∀ t = 0.
Spätná rekuren£ná doba A(t) je doba medzi £asom poslednej udalosti a £asom
t, denové predpisom
A(t) = t−XNt−1, ∀ t = X1.
12





Obr. 2.5: Ilustrácia denície rekuren£ných dôb
2.4 Coxov proces
Teraz sa budeme zaobera´ s dal²ím typom bodového pocesu, s Coxovým
procesom. Tieº môºeme pripomenú´, ºe Coxov proces je obecnej²ím prípadom
Poissonovho procesu, funkcia intenzity môºe by´ náhodná.
Denícia 8. Nech {Λt, t = 0} je náhodný proces, ktorý nadobúda iba nezáporné
hodnoty. Potom náhodný proces {Nt, t = 0} pre ktorý platí, ºe podmienene pri
Λt = λ(t) ide o Poissonov proces s funkciou intenzity λ(t), nazývame dvojite
stochastický Poissonov proces alebo Coxov proces s vedúcou funkciou
intenzít Λt.
Ak Λt = tY pre kaºdé t = 0, kde Y je nezáporná náhodná veli£ina, potom Co-
xov proces s vedúcou funkciou intenzít Λt nazývame zmie²aným Poissonovým
procesom.
Poznámka. Náhodná veli£ina Nt udáva po£et udalostí v £asovom intervale [0, t].
Z denície Coxovho procesu s vedúcou funkciou intenzít Λt vyplýva, ºe Poissonov
proces s funkiciou intenzít λ(t) je ²peciálnym prípadom Coxovho procesu, kde
Λt = λ(t) je deterministický proces.
V súvislosti s Coxovým procesom pripomenieme tri vety. Prvá udáva strednú
hodnotu a druhá udáva rozptyl Coxovho procesu. V tretej vete dokáºeme, ke¤
proces {Λt, t = 0} je striktne stacionárny, potom rozdelenie prírastkov procesu
{Nt, t = 0} závisí iba na d¨ºke intervalov.
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Veta 5. Ak λ(t) ozna£íme ako strednú hodnotu náhodného procesu {Λt, t = 0}.






Dôkaz. Z denície Coxovho procesu vyplýva, ºe




Vieme, ºe λ(t) je stredná hodnota náhodneho procesu {Λt , t = 0}, preto môºeme








Tým tvrdenie je dokázané.
Veta 6. Nech {Nt, t = 0} je Coxov proces s vedúcou funkciou intenzít Λt. Potom





Dôkaz. Z denície rozptylu môºeme písa´
varNt = EN2t − (ENt)2.
Vieme, ke¤ náhodná veli£ina X sa riadí Poissonovým rozdelením s intenzitou λ
potom platí
EX2 = λ2 + λ (2.13)
Potom z denície Coxovho procesu a z rovníc (2.12) a (2.13) môºeme písa´















Tým tvrdenie je dokázané.
Poznámka. Pretoºe varNt
ENt
= 1 povieme, ºe Coxov proces je naddisperzný. Poisso-





Veta 7. Nech {Λt, t = 0} je striktne stacionárny nezáporný náhodný proces.
Potom Coxov proces s vedúcou funkciou intenzít Λt má stacionárne prírastky.
Dôkaz. Z denície Coxovho procesu vyplýva, ºe pre kaºdé k ∈ N0 platí
P (N(t, t+h] = k) = E[P (N(t, t+h] = k | {Λt, t = 0})].
Vieme, ºe pre Poissonov proces s funkciou intenzity λ(t) platí, ºe po£et udalostí
v intervale (t, t + h], kde t = 0 a h > 0, má Poissonovo rozdelenie s intenzitou´ t+h
t
λ(s) ds, preto môºeme pre kaºdé k ∈ N0 písa´













Pod©a predpokladu platí, ºe {Λt, t = 0} je striktne stacionárny nezáporný ná-


























Z toho vidie´, ºe rozdelenie prírastkov závisí iba na d¨ºke intervalov.
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3. Analýza dát
V tejto kapitole sa budeme zaobera´ analýzou dát, ktoré boli namerané
v sluchovej ²truktúre stredného mozgu experimentálneho zvierata. Pokusy bo-
li vykonané na potkanoch v laboratóriu Ústavu experimentální medicíny AV R,
za poskytnutie dát ¤akujeme RNDr. Ji°ímu Popelá°ovi, CSc. K dispozícii máme
záznam spontánnych aktivít simultánne nameraných na 15 neurónoch v £aso-
vom rozmedzí od 0 aº 4000 ms, ozna£me ∆ = 4000 ms. asy výskytu udalostí
(nervových impulzov) sú znázornené na obrázku 3.1.
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Obr. 3.1: asy nervových impulzov neurónov 1− 15
Najprv budeme testova´ £i postupnos´ udalostí u jednotlivých neurónov môºe-
me povaºova´ za homogenný Poissonov proces s intenzitou λ alebo proces obnovy.
alej ²tudujeme vzájomnú závislos´ postupností nervových impulzov u jednotli-
vých neurónov.
3.1 Test na homogenný Poissonov proces a proces
obnovy
3.1.1 Test nezávislosti
Z denície procesu obnovy máme, ºe {Tn, n ∈ N} je postupnos´ nezávis-
lých náhodných veli£ín, preto musíme testova´ £i doby medzi udalos´ami u na-
²ich nameraných dát sú nezávislé. My k testovaniu budeme pouºíva´ program
R [5] s knihov¬ou STAR (Spike Train Analysis with R). S na²ími dátami bude-
me pracova´ ako s postupnos´ami nervových impulzov (spike train), to v prog-
rame R uskuto£níme s funkciou as.spikeTrain. Nezávislos´ dôb medzi udalos´a-
16
mi u jednotlivých neurónov budeme testova´ pomocou príkazu renewalTestPlot.
Tento príkaz vytvorí ²tyri grafy vhodné k posudzovaniu nezávislosti dôb medzi
impulzmi (interspike intervals).




















































































































































































































































Obr. 3.2: Test nezávislosti dôb medzi udalos´ami pre neurón 1
K vytvoreniu grafov v hornom riadku na obrázku 3.2 je vyuºívané poradie in-
tervalov po usporiadaní pod©a d¨ºky. To znamená, ºe pre postupnos´
T2, T3, . . . , TN∆ , kde N∆ je po£et pozorovaných udalostí, denujeme poradové
£íslo intervalu Ti po zotriedení hodnôt T2, T3, . . . , TN∆ . Túto hodnotu ozna£íme




1 [Tj 5 Ti] , i = 2, 3, . . . , N∆.
Prvý graf znázor¬uje súvislos´ medzi Oi a Oi+1. To znamená, ºe poradový rozdie©
je 1 (Lag1). Druhý graf zobrazuje súvislos´ medzi Oi a Oi+2, v tom prípade
poradový rozdie© je 2 (Lag2). Ak doby medzi udalos´ami sú nezávislé, tieto grafy
by mali by´ rovnomerne zaplnené. Príkaz renewalTestPlot testuje nezávislos´ pre
kaºdý moºný poradový rozdie© pomocou Pearsonov χ2 testu. Grafy sa rozdelia
na d× d ²tvorce tak, aby kaºdý ²tvorec obsahoval priemerne aspo¬ 25 elementov,
ale d musí by´ minimálne 2. Takto rozdelené grafy sa povaºujú za kontingen£né
tabu©ky. V jednom ²tvorci týchto tabuliek by mali by´ priblíºne N∆/d2 elementy.
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Výsledky testov môºeme vidie´ na grafe v dolnej pravej £asti obrázku 3.2. Do ²edej
oblasti patria hodnoty, pre ktoré test nemôºeme zamietnu´, ozna£ené s kruhom.
V na²om prípade ide o Pearsonov χ2 test nezávislosti s hladinou významonosti
α = 5% a kvôli tomu, ºe pre na²e dáta platí, ºe d = 2, preto stupe¬ vo©nosti
je 1. Aj z tabuliek môºeme presved£i´ o tom, ºe kvantil χ2 rozdelenia v takom
prípade je 5,024. Hodnoty, pre ktoré test zamietneme, sú ozna£ené trojuholníkom.
Ak po£et trojuholníkov je men²ie neº 5% vzh©adom k po£tu testov, nemôºeme
nulovú hypotézu zamietnú´. To znamená, ºe nemôºeme tvrdi´, ºe na²e dáta nie
sú nezávislé. Nemôºeme zamietnú´ nulovú hypotézu pre neuróny 4, 5, 6, 7, 9, 13
a zamietneme pre neuróny 1, 2, 8, 10, 11, 12, 15. Neuróny, pre ktorých sme test
nevedeli spustit kvôli nedostato£ného po£tu pozorovaní, nie sú uvedené. Na dolnej
pravej £asti obrázku 3.2 môºeme vidie´ výsledok Pearsonov χ2 testu pre neurón
1.
V©avo v dolnej £asti obrázku 3.2 vidíme výberové autokorela£né koecienty.












i=2(Ti − T )2
, k = 0, 1, . . . , N∆ − 2,
kde R(k) = cov(Ti, Ti+k), R(0) = varTi. Program pomocou χ2 testu testuje kore-
lovanos´ medzi £asovými intervalmi Ti a Ti+k. Nulová hypotéza je, ºe autokorela£-
ný koecient sa rovná nule. Autokorela£ný koecient môºeme povaºova´ za nulový,






u1−α/2 je kvantil normovaného normálneho rozdelenia pre danú hladinu význam-
nosti α a N∆ je po£et pozorovaní. Na tre´om grafu preru²ovaná £iara ozna£uje




. Napr. u neurónu 1 po£et pozorovaní je 99
a program R testuje dáta na hladine významnosti α = 5%. Z toho dostaneme
kritické hodnoty −0,198 a 0,198. U neurónu 1 zamietneme nulovú hypotézu, teda
na²e dáta sú korelované a z toho vyplýva, ºe aj závislé. Nulovú hypotézu zamiet-
neme e²te u neurónov 2, 8, 13, 15. U neurónov 4, 5, 6, 7, 9, 10, 11, 12 nemôºeme
zamietnú´ nulovú hypotézu. To znamená, ºe nemôºeme tvrdi´, ºe dáta nie sú ne-
korelované. V tomto prípade tieº platí, ºe neuróny, pre ktoré sme test nevedeli
spusti´, nie sú uvedené.
3.1.2 Vo©ba modelu pre intervaly medzi udalos´ami
V tejto £asti sa budeme zaobera´ iba s neurónmi, u ktorých môºeme doby
medzi udalos´ami povaºova´ za nezávislé, lebo inak by nesplnili základné pred-
poklady procesu obnovy. V programe R v knihovne STAR príkaz compModels
s metódou maximálnej vierohodnosti odhaduje parametre ²iestich rozdelení, tie
sú: logaritmicko-normálne rozdelenie (lnorm), inverzné Gaussovo rozdelenie (inv-
gauss), gamma rozdelenie (gamma), Weibullovo rozdelenie (weibul), posunuté
exponenciálne rozdelenie (rexp) a log-logistické rozdelenie (llogis). Pomocou Akai-
kovho informa£ného kritéria (AIC) sa vyberie najlep²í model, ale nedostaneme
informáciu o tom, £i daný náhodný výber môºe patri´ do vybraného rozdelenia.
18































































Obr. 3.3: Výstup príkazu compModels spustené na neuróne 9
Na obrázku 3.3 môºeme vidie´ ²es´ tzv. Q-Q grafov, na ktorých sú znázornené
teoretické kvantily na osi x a výberové kvantily na osi y pre jednotlivé rozdelenia.
Diagonála grafov (£ervená £iara) ozna£uje situáciu, ke¤ pozorované hodnoty sa
rovnajú teoretickým hodnotám. ím menej sa výberové kvantily (£ierný graf)
odchy©ujú od £ervenej priamky, tým lep²í je súlad medzi empirickým a daným
rozdelením. Preru²ená £iara ozna£uje okraj intervalu spo©ahlivosti pre hladinu
významosti α = 1% a α = 5%. Napr. pre neurón 9, znázornený na obrázku 3.3,
AIC hodnoty pre jednotlivé rozdelenia sú nazna£ené v tabu©ke 3.1. Ako môºeme
vidie´, najmen²ia AIC hodnota vy²la pre log-normálne rozdelenie, to znamená,
ºe na²e dáta sú najviac v súlade s tým rozdelením.
lnorm invgauss weibull llogis gamma rexp
529,9057 532,6659 534,1605 535,4729 536,4884 580,7068
Tabu©ka 3.1: AIC hodnoty pre jednotlivé rozdelenia pre neurón 9
K tomu, aby sme zistili, £i spracované dáta môºeme povaºova´ za náhodný vý-
ber z rozdelenia, pre ktorý vy²la najmen²ia AIC hodnota v predchádzajúcej £asti,
pouºívame príkaz isiHistFit, ktorému musíme doda´ dva parametre. Jeden je po-
stupnos´ nervových impulzov a druhý je názov rozdelenia, ktoré chceme testova´.
Príkaz vytvorí histogram z nameraných dát a vykresluje hustotu poºadovaného
rozdelenia tak, ako je na obrázku 3.4.
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Isi histogram and fitted lnorm distribution for st9





















Obr. 3.4: Výstup príkazu isiHistFit spustené na neuróne 9 pre log-normálne roz-
delenie
Na osi x sú uvedené ve©kosti £asových intervalov medzi udalos´ami a na osi
y sú nazna£ené hodnoty hustoty. Na obrázku 3.4 £ervený graf ozna£uje hustotu
predpokladaného rozdelenia a úse£ky kolmé na osi x sú konden£né intervaly
s koecientom spo©ahlivosti 1 − α = 0,95. Môºeme vidie´, ºe napr. postupnos´
nervových impulzov neurónu 9 sa chová ako proces obnovy, lebo doby medzi
udalos´ami môºeme povaºova´ za nezávislé a rovnako rozdelené, log-normálnym
rozdelením.
Vhodnos´ modelu otestujeme aj Shapiro-Wilkovom testom normality. Vie-
me, ke¤ náhodná veli£ina Y má log-normálne rozdelenie, potom náhodná veli-
£ina X = ln(Y ) má normálne rozdelenie. Kvôli tomu budeme testova´, £i môºe-
me povaºova´ lnT2, lnT3, . . . , lnTN∆ za náhodný výber z normálneho rozdelenia.
V programe R test uskuto£níme príkazom shapiro.test. Pre neurón 9 vy²la kri-
tická hodnota p = 0,01. Kvôli tomu, ºe hodnota p je men²ia neº α = 0,05 nulovú
hypotézu zamietneme. To znamená, ºe nemôºeme povaºova´ T2, T3, . . . , TN∆ za
náhodný výber z log-normálneho rozdelenia.
Napriek tomu, ºe náhodný výber neurónu 9 gracky celkom zodpovedá log-
normálnemu rozdeleniu, Shapiro-Wilkov test sme zamietli. Kvôli tomu bolo by
treba h©ada´ iný model pre rozdelenie dôb medzi udalos´ami. Ako budeme vidie´
z ¤al²ej podsekcie exponenciálne rozdelenie môºe by´ vhodným modelom. Aby
sme sa presved£ili o tom, ºe exponenciálne rozdelenie je dobrým modelom, po-
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rovnáme distribu£né funkcie testovaných rozdelení s neparametickým odhadom
F , kde F je distribu£ná funkcia dôb medzi udalos´ami. Distribu£ná funkcia expo-
nenciálneho rozdelenia, ozna£ená zelenou farbou, a log-normálneho rozdelenia,
ozna£ená £ervenou farbou, a odhad F , ozna£ený s £iernou farbou, sú znázorne-
né na obrázku 3.5. Parametre exponenciálneho a log-normálneho rozdelenia sú
odhadnuté z dát.


















Obr. 3.5: Teoretická distribu£ná funkcia exponenciálneho (zelená) a log-
normálneho (£ervená) rozdelenia s parametrami odhadnutými z dát a nepara-
metrický odhad (£ierna) distribu£nej funkcie rozdelenie dôb medzi impulzami








kde N∆ je po£et pozorovaných udalostí neurónu 9. V denícii F̂ sme zanedbali
spätnú rekuren£nú dobu, tým aj doprednú rekuren£nú dobu. Odtia© F̂ nemô-







F̂ (t), t 5 A(∆),
F̂ (t), t > A(∆),
kde A(∆) = ∆−XN∆ je spätná rekuren£ná doba. V na²om prípade XN∆ ozna£uje
£as výskytu poslednej udalosti neurónu 9.
Distribu£ná funkcia exponenciálneho rozdelenia je vykreslená s parametrom






kde N∆ je po£et impulzov neurónu 9 a ∆ je d¨ºka vy²etrovaného intervalu.
V na²om prípade λ̂ = 0,016.
Distribu£ná funkcia log-normálneho rozdelenia je vykreslená s parametrami µ̂









i=2(ln Ti − µ̂)2
N∆ − 2
.
Pre na²e dáta platí, ºe µ̂ = 2,549 a σ̂2 = 4,363.
Z obrázku 3.5 môºeme vidie´, ºe pre malé £asové rozdiely log-normálne rozde-
lenie je vhodným modelom. Tomu odpovedá aj obrázok 3.4. Ale celkovo môºeme
vidie´, ºe exponenciálne rozdelenie je viac v sú©ade s neparametrickým odhadom
distribu£nej funkcie rozdelenia dôb medzi udalos´ami.
3.1.3 Test na homogenný Poissonov proces
V tejto £asti práce testujeme, £i môºeme povaºova´ u jednotlivých neurónov
postupnos´ nervových impulzov za homogenný Poissonov proces. To uskuto£níme
s dvoma spôsobmi, obidva testy môºeme nájs´ v knihe [1]. Prvá metóda skúma,
£i doby medzi udalos´ami sa riadia exponenciálnym rozdelením, druhá testuje, £i
po£et udalostí v danom £asovom intervale má Poissonovo rozdelenie.
Test rovnomernej podmienky
Teraz budeme skúma´, £i intervaly medzi udalos´ami u jednotlivých neurónov
sa riadia exponenciálnym rozdelením. Pri testovaní vyuºijeme, ºe pre Poissonov
proces pri podmienke N∆ = n £asy výskytu impulzov sú rovnomerne rozdelené na
intervale [0, ∆]. Na testovanie pouºívame Kolmogorov test, ktorý sa v programe R
zavolá príkazom ks.test. Ak výsledok testu bude, ºe hladina významnosti je men²ie
£íslo neº 0,05, tak zamietneme nulovú hypotézu, to znamená, ºe ná² náhodný
výber nepatrí do rovnomerného rozdelenia. Pomocou príkazu ks.test dostaneme
aj hodnotu D, ktorá ozna£uje maximálnu absolútnu odchýlku medzi empirickou
a teoretickou distribu£nou funkciou, ktorá je predpokladaná nulovou hypotézou.
Z výsledkov testov sme zistili, ºe napr. postupnos´ nervových impulzov neurónu 7
môºeme povaºova´ za Poissonov proces. Nulovú hypotézu sme nezamietli ani pri
testovaní nezávislosti dôb medzi udalos´ami, ani pri skúmaní £i sú £asy výskytu
udalostí rovnomerne rozdelené na hladine významnosti α = 5%.
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Obr. 3.6: Teoretická a empirická distribu£ná funkcia £asov impulzov neurónu 7
Empirická distribu£ná funkcia Fn(x) je nespojitá a jej graf, ktorý je na ob-
rázku 3.6 ozna£ený s £iernou farbou, je schodovitý. Body nespojitosti sú práve
£asy udalostí x1, x2, . . . , xn. Maximálna absolútna odchýlka D bude vzdialenos´
krivky F (x) bu¤ od päty schodov, alebo od vrcholu schodov, kde F (x) je teore-
tická distribu£ná funkcia rovnomerného rozdelenia na intervale ∆ (na obrázku 3.6
je ozna£ená £ervenou farbou). Kolmogorov test berie v²etky absolútne odchýlky
v bodoch nespojitosti, to znamená, ºe porovná hodnoty |Fn(xi)−F (xi)| pre kaºdé
i = 1, 2, . . . , n a vyberie z nich najvä£²ie. Táto hodnota sa rovná D, vypo£íta-
ná pomocou príkazu ks.test. Ak D je vä£²ie ako kritická hodnota Dn(α), potom
nulová hypotéza sa zamieta. V na²om prípade α = 5% a po£et pozorovaných
udalostí neurónu 7 je 89. Pre také dáta hodnota Dn(α) je 0,1442 a maximál-
na absolútna odchýlka vypo£ítaná v programu R je 0,0931. Kritická hodnota
p = 0,3989 je vä£²ia ako 0,05. Kvôli tomu nemôºeme nulovú hypotézu zamietnú´,
tak sme dostali k záveru, ºe ná² náhodný výber môºe patri´ do rovnomerného
rozdelenia.
V tabu©ke 3.2 sú uvedené kritické hodnoty p a maximálne absolútne odchýlky
D pre jednotlivé neuróny získané pomocou príkazu ks.test a hodnotyDn(α), ktoré
pre jednotlivé n sme získali z tabuliek.
Poznámka. Z tabu©ky 3.2 môºeme vidie´, ºe hodnota p pre neurón 9 (²tudovaný
v predchádzajúcej kapitole) je vä£²ia neº 0,05 a hodnota D je men²ia neº Dn(α).
To znamená, ºe z Kolmogorovho testu sme dostali k výsledku, ºe postupnos´ ner-
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vových impulzov neurónu 9 môºeme povaºova´ za náhodný výber z rovnomerného
rozdelenia.
neurón p-hodnota D-hodnota Dn(α)
1 0,0295 0,1441 0,1367
2 0,0088 0,1563 0,1291
3 0,1054 0,2230 0,2570
4 0,0108 0,2052 0,1756
5 0,0091 0,1231 0,1019
6 0,1195 0,1246 0,1449
7 0,3989 0,0931 0,1442
8 0,1170 0,1136 0,1297
9 0,3410 0,1215 0,1801
10 0,6393 0,0859 0,1614
11 0,1500 0,1300 0,1581
12 0,0076 0,1683 0,1388
13 0,0040 0,1665 0,1285
14 0,2169 0,1586 0,2099
15 0,1594 0,0897 0,1085
Tabu©ka 3.2: Hodnoty získané pomocou ks.testu a hodnoty Dn(α)
Test disperzie
Teraz testujeme, £i po£et udalostí v danom £asovom intervale má Poisso-
novo rozdelenie. asový interval, na ktorom boli dáta namerané, rozdelíme na
rovné d¨ºky. S týmto postupom získame k intervaly. Na jednotlivých intervaloch
zistíme po£et nastávajúcich udalostí a tie hodnoty postupne ozna£íme symbol-
mi n1, n2, . . . , nk. alej vypo£ítame o£akávaný po£et udalostí, tj. bodový odhad
n strednej hodnoty, ktorý je denovaný vz´ahom
n =
n1 + n2 + . . .+ nk
k
.
Môºeme vidie´ ºe n je aritmetický priemer n1, n2, . . . , nk. Testovú ²tatistiku







Pomocou χ2 testu na hladine významnosti α = 5% testujeme £i dmá χ2 rozdelenie
s k − 1 stup¬om vo©nosti.
Spracované dáta sú namerané v £asovom rozmedzí 0 aº 4000 ms. V na²om
prípade rozdelíme £asový interval na k = 8 rovných £asti. Pre kaºdý neurón


















Tabu©ka 3.3: Vypo£ítané hodnoty testovnej ²tatistiky d
Kvantil χ2 rozdelenia na hladine významnosti α = 5% so stup¬om vo©nosti 7
je 14,07. U neurónov, pre ktorých hodnota d je men²ia neº 14,07, nemôºeme test
zamietnú´. To znamená, ºe nemôºeme tvrdi´, ºe namerané dáta nepochádzajú
z Poissonovho rozdelenia. Tak postupnos´ nervových impulzov u takých neuró-
nov môºeme povaºova´ za Poissonov proces, napr. to sa dokázalo aj v tomto
prípade pre neurón 7. U neurónov, pre ktorých hodnota d je vä£²ia neº 14,07, test
zamietneme.
Poznámka. Z testov dostaneme na konklúziu, ºe postupnos´ udalostí neurónov 4,
7, 9 a 11 môºeme povaºova´ za Poissonov proces.
3.2 Kríºová korelácia
V tejto sekcií skúmame vzájomnú závislos´ postupností nervových impulzov
u jednotlivých neurónov. Najprv vytvoríme historgam kríºovej korelácie dvoch
neurónov. Histogram môºeme vytvori´ pre kaºdú dvojicu. My napí²eme postup
pre neurón 1 a neurón 2. Kon²trukcia u ostatných dvojíc prebieha rovnako.
Pre kaºdý impulz neurónu 1 vy²etrujeme tie udalosti neurónu 2, ktoré pad-








, kde X(1)i je £as výskytu i-tého






Obr. 3.7: Znázornenie výberu dvojíc udalostí v denície histogramu kríºovej ko-
relácie





i , ∀i ∈ {1, 2, . . . , N
(1)
∆ },
a pre kaºdé j, pre ktoré platí
|X(2)j −X
(1)
i | 5 h,
kde N (1)∆ je po£et udalostí neurónu 1 a X
(2)
j je £as výskytu j-tého impulzu neuró-
nu 2. V programe R pomocou príkazu hist z vektoru c pre h = 10 ms vytvoríme
histogramy kríºovej korelácie, ktoré sú pre neuróny 1 a 2 a pre neuróny 4 a 7
znázornené na obrázku 3.8. Pre ostatné dvojice histogramy vypadajú podobne.
Z histogramov môºeme vidie´, ºe naj£astej²ia hodnota Tij je v blízkosti nuly. Kvôli
tomu postupnosti nervových impulzov u jednotlivých dvojiciach neurónov sú vzá-
jomne korelované. To znamená, ºe výskyty udalostí prvého neurónu nedochádzajú
náhodne s oh©adom na druhý neurón.






































Obr. 3.8: Histogramy kríºovej korelácie
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Záver
V tejto práci sme sa najprv stru£ne zoznámili s neurofyziologickými základmi
fungovania neurónov. Potom sme denovali záklandné pojmy súvisiace s náhodný-
mi procesmi, tj. náhodný proces, striktne stacionárny proces, proces so stacionár-
nymi a nezávislými prírastkami a bodový proces. alej sme zamerali na koncízny
popis troch vybraných bodových procesov, tie sú: Poissonov proces, proces obnovy
a Coxov proces. Potom sme testovali vhodnos´ jednotlivých pravdepodobnostných
modelov na reálnych dátach.
Pri modelovaní sme predpokladali stacionaritu, £o sa pre spontánnu aktivitu
neurónu zdá ako priate©ný predpoklad. Pri tesovaní sme zistili, ºe pre niektoré
neuróny proces obnovy je dobrým modelom, ale bolo by treba nájs´ vhodnú vo©bu
pre rozdelenie dôb medzi udalos´ami. Pre niektoré neuróny sa hodí homogenný
Poissonov proces.
al²ie série merania (ne²tudované v tejto práci) ukazujú vysokú disperziu
po£tu udalostí v pozorovanom £asovom úseku d¨ºky ∆, tj. rozptyl varNt je nie-
ko©kokrát vä£²ie ako stredná hodnota ENt. Kvôli tomu by pre na²e dáta vhodným
modelom mohol slúºi´ Coxov proces. To môºe by´ predmetom pre ¤al²ie ²túdium.
V tejto práci tieº sme skúmali vzájomný vz´ah neurónov. Potvrdilo sa, ºe po-
stupnosti nervových impulzov u jednotlivých neurónov sú vzájomne silno závislé,




[1] DAVID ROXBEE COX, PETER A. W. LEWIS (1966): The Statistical Ana-
lysis of Series of Events, Methuen & Co. Ltd, London.
[2] ALAN F. KARR (1986): Point Processes and Their Statistical Interence,
Marcel Dekker, New York.
[3] RANDOLPH NELSON (1995): Probability, Stochastic Processes, and Que-
ueing Theory, Springer-Verlag, New York.
[4] ZUZANA PRÁKOVÁ, PETR LACHOUT (2001): Základy náhodných pro-
ces·, Nakladatelství Karolinum, Praha.
[5] R DEVELOPMENT CORE TEAM (2011): R: A Language and Environment
for Statistical Computing, R Foundation for Statistical Computing, Vienna.
URL: http://www.R-project.org/
[6] G. SAMPATH, S. K. SRINIVASAN (1977): Stochastic Models for Spike
Trains of Single Neurons, Lecture Notes in Biomathematics, Springer-Verlag,
Berlin.
[7] JOSÉ PEDRO SEGUNDO (2010): A history of spike trains as point proces-
ses in neural coding, Journal of Physiology 104, 156159.
28
A. Obsah CD
Sú£as´ou práce je priloºený CD-ROM. Jeho obsah je nasledovný:
• V adresári R-skripty sa nachádza súbor s dátami a skripty v jazyku R,
ktoré vykonávajú testy opísané v tejto práce:
data.txt  súbor vstupných dát
1casy.R  vykreslenie £asov nervových impulzov
2renewaltestCompmodelsIsihistfit.R  testovanie nezávislosti dôb me-
dzi udalos´ami, vykreslenie Q-Q grafov, vypo£et AIC hodnôt a pre najmen-
²ie AIC hodnotu vykreslenie odhadu hustoty poºadovaného rozdelenia
3ShapiroWilkov.R  Shapiro-Wilkov test
4neparametrickyOdhadDistFunkcieISI.R  neparametrický odhad distri-
bu£nej funkcie dôb medzi udalos´ami
5KolmogorovTest.R  Kolmogorov test
6disperzie.R  test disperzie
7histogram.R  histogramy kríºovej korelácie
• Súbor thesis.pdf obsahuje text tejto práce.
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