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0/).a b s t r a c t
This work is concerned with the statistical properties of the frequency response function of
the energy of a random system. Earlier studies have considered the statistical distribution
of the function at a single frequency, or alternatively the statistics of a band-average of the
function. In contrast the present analysis considers the statistical ﬂuctuations over a fre-
quency band, and results are obtained for the mean rate at which the function crosses a
speciﬁed level (or equivalently, the average number of times the level is crossed within the
band). Results are also obtained for the probability of crossing a speciﬁed level at least
once, the mean rate of occurrence of peaks, and the mean trough-to-peak height. The
analysis is based on the assumption that the natural frequencies and mode shapes of the
system have statistical properties that are governed by the Gaussian Orthogonal Ensemble
(GOE), and the validity of this assumption is demonstrated by comparison with numerical
simulations for a random plate. The work has application to the assessment of the per-
formance of dynamic systems that are sensitive to random imperfections.
© 2017 The Author. Published by Elsevier Ltd. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
The prediction of the response of a linear system to harmonic forcing is straight forward in principle: the governing
equations of most system components arewell established, and highly sophisticated computer software is widely available to
provide numerical solutions to these equations. A difﬁculty arises however if the system properties are random or otherwise
uncertain, since this requires the uncertainty to be quantiﬁed and then propagated through the system equations of motion to
yield the uncertainty in the response. Both aspects of this procedure are problematicale ﬁrstly it can be difﬁcult or impossible
to fully identify and quantify the system uncertainties (for example, in terms of probability density functions, or bounded
variables), and secondly the propagation of the uncertainty can require very signiﬁcant computational resources. For these
reasons there is considerable interest in alternative methods of predicting the uncertainty in the harmonic response of an
uncertain linear system, and in fact this has been a topic of research for more than half a century.
Early progress in predicting the response statistics of complex systems was made in the ﬁeld of room acoustics by
Schroeder and his co-workers. By 1954 expressions had been derived for a number of important statistical properties of the
frequency response function (FRF) of the pressure in a room, including the mean value of the trough-to-peak height and the
mean spacing between peaks [1,2]. It was assumed on the basis of the Central Limit Theorem (CLT) that the pressure has a
complex-Gaussian distribution, and further work along these lines then considered the frequency-correlation function of the
pressure FRF [3]. The application of the CLT rests on the assumption that many modes contribute to the response at any oner Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.
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beyond which this condition is met is known as the Schroeder frequency. In practice there is considerable interest in the
statistical properties of an FRF below the Schroeder frequency, and later authors have considered this problem. In 1969 Lyon
[4] developed a theory for the variance of the power input to a random structural or acoustic system, based initially on the
premise that the system natural frequencies form a Poisson point process, but then with some allowance for effect of
“repulsion” between natural frequencies. Lyon and his co-workers later considered the statistics of the phase of an FRF, and in
particular the way in which the poles and zeros of the FRF affect the mean phase progression (for example [5,6]). Research in
randommatrix theory [7] throughout the 1970s and 1980s led to the realisation that the modal statistics of a highly random
dynamic system might obey a universal distribution, and this fact was highlighted in 1989 by Weaver [8]. The universal
distribution is known as the Gaussian Orthogonal Ensemble (GOE), with the name arising from a particular type of random
matrix that is amenable to the derivation of closed-form eigenvalue statistics [7]. Much subsequent work on the topic of
random FRFs has exploited the occurrence of GOE statistics [9], and expressions are available (for example) for the variance of
both the frequency response [10,11] and the band-averaged response [12] of system components. The approach has also been
combined with Statistical Energy Analysis (SEA) methods to yield the variance of the response of complex built-up systems
[13,14]. As described below, the aim of the present work is to extend existing results to further properties of a random FRF. For
completeness, it should be noted that the occurrence of GOE statistics requires the system to be sufﬁciently random, and if
this is not the case then parametric uncertainties (for example [15]) may need to be considered, or alternatively themaximum
entropy approach developed by Soize [16] might be applied. The present work is exclusively concerned with systems that
might reasonably be assumed to display GOE statistics.
Previous work on the application of the GOE to FRF statistics has tended to focus on the prediction of the mean and
variance, and ultimately the probability density function, of the response at a single frequency. This enables the probability
that the response will exceed a particular level at a given frequency to be estimated, and conﬁdence bands for the response
can be established [17]. More general statistical questions that cannot be answered by using “single frequency” statistics
include: (i) the probability that the FRF will exceed a particular level at least once within a given frequency band, and (ii) the
average number of crossings of a particular level within a given frequency band. These questions would be of practical
interest, for example, if the frequency of excitation is uncertain but known to lie within a particular band. These questions are
addressed in the present work for the case of the FRF of the energy of a random system, and related questions such as the
mean rate of the occurrence of peaks, and the mean trough-to-peak height are also addressed. The work makes extensive use
of previous results from the randomvibration literature concerning themean rate at which a random process crosses a critical
level [18]; this requires a new result to be derived for the variance of the slope (i.e. the frequency derivative) of the FRF and
also for the conditional variance of the slope, meaning the variance at a prescribed value of the FRF. The prediction of themean
rate of the occurrence of peaks, and the mean trough-to-peak height, requires knowledge of the variance of the second
derivative of the FRF, and again a new result is derived here for this quantity.
Section 2 of what follows presents backgroundmaterial regarding the FRF of the energy of a random system; themean rate
at which this function crosses a speciﬁed level is then derived in Section 3. Various other statistical properties of the function
are then derived in Section 4, namely: the probability of crossing a speciﬁed level at least once, the mean rate of the
occurrence of peaks, and the mean trough-to-peak height. The theoretical results are then compared in Section 5 with
numerical results for a random plate.
2. Random frequency response functions
If a structural dynamic system is subjected harmonic forcing at frequency u and has proportional damping (or if the
damping can be reasonably approximated as being proportional) then the complex amplitude of a displacement response u at
some location x within the system can be written in the well-known form [19].
uðu; xÞ ¼
X
n
iu gnfnðxÞ
u2n  u2 þ ihu2n
; gn ¼
Z
R
PðxÞfnðxÞdx: (1,2)Here un is the nth natural frequency of the system, fn is the associated mode shape (scaled to unit generalised mass), and
PðxÞ describes the spatial distribution of the applied loading so that gn is the generalised force acting in the nth mode. The
time averaged kinetic energy of the system can be written as
TðuÞ ¼ ð1=4Þ
Z
R
rðxÞjuðu; xÞj2dx; (3)where rðxÞ is the mass density and R is the spatial region occupied by the system. For ease of notation Eqs. (1)e(3) are
explicitly concerned with the case of a scalar displacement variable and scalar mode shapes, although these results could
readily be generalised to the case of vector quantities if required. It follows from Eqs. (1)e(3), and the fact that the mode
shapes are mass-orthogonal, that the kinetic energy of the system can be written in the form
Fig. 1. Three realizations of the energy response of a plate with randomly placed masses. The horizontal line represents a level b, and the interest is in the number
of times this level is crossed by the energy. The properties of the plate are given in the text.
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X
n
anHðu;unÞ; (4)
wherean ¼ jgnj2; Hðu;unÞ ¼

u2

4


u2n  u2
2 þ hu2n2 : (5,6)
The present work is concernedwith the statistical properties of the kinetic energy over an ensemble of random systems. In
practice the randomness in a complex system may arise from manufacturing and assembly uncertainties, and an illustration
of the typical effect on the system response can be afforded by a very simple example of a plate that has a number of masses
attached at random locations. The natural frequencies and mode shapes of the systemwill differ for each arrangement of the
masses, and the function TðuÞwill therefore vary randomly across the ensemble of possible arrangements. An example of this
is shown in Fig. 1 for a simply supported steel plate of thickness 1 mm and planform dimensions 0:8m 0:67m, with 10
masses attached in random positions, each having 2% of the mass of the bare plate. The response of the system to a harmonic
point force of amplitude
ﬃﬃﬃ
2
p
N has been calculated using the Lagrange-Rayleigh-Ritz approach [19], and the computed kinetic
energy is shown as a function of frequency over the range 2000 rad/s to 4000 rad/s for three different arrangements of the
masses. The modal density of the system (i.e. the average number of modes in a unit frequency band) is n ¼ 0:0278, meaning
that there are around 55modes in the frequency band under consideration, and a frequency dependent loss factor in the form
h ¼ 0:0179 ð2000=uÞ has been employed, so that the modal overlap factor (deﬁned as m ¼ uhn) is unity across the whole
frequency range. It can be seen in the ﬁgure that there is considerable random variation in the response of the system. The
statistics of the response at a single frequency, and the statistics of frequency-band-averaged measures of the response, have
each been the subject of much previous research [8e12]. The present work is concerned with a different issue, namely the
average number of times the energy crosses a critical level within a speciﬁed frequency band, and the related problem of the
probability that the energy will cross the critical level at least once in the frequency band. This issue is illustrated in Fig. 1,
where the indicated response level is crossed at random positions by the different response curves, and it can readily be
imagined that the probability of crossing at least once will reduce signiﬁcantly as the level is increased. It is shown in the
following section that closed form expressions can be obtained for both themean rate of crossing the level and the probability
of crossing the level at least once. Although the example of a random plate has been introduced to focus ideas, the following
analysis is generally applicable to any system that displays a sufﬁcient degree of randomness in a sense that is described
below (in Section 3.2).
3. Crossing rates
3.1. General formulation
The solution to the problem of predicting the mean rate at which a stochastic process yðtÞ crosses a prescribed level has
long been established in the literature relating to random processes and randomvibration [18]. Rice [20] was the ﬁrst to show
that the mean rate nþb at which the process crosses a level b with positive slope (a so called “up-crossing”) can be written in
terms of the joint probability density function of the process and its velocity, pð _y; yÞ, in the form
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Z∞
0
_ypð _y; bÞd _y: (7)This result can be applied immediately to the present problem by identifying yðtÞ with TðuÞ and introducing an effective
“velocity” for the kinetic energy via the deﬁnition
sðuÞ ¼ vTðuÞ
vu
; (8)
so that mean crossing rate for the kinetic energy can be written in terms of the joint probability density function pðs; TÞ in the
form
nþb ¼
Z∞
0
spðs; bÞds: (9)
þNote that in general both the function pðs; TÞ and the crossing rate nb will be functions of u, but for ease of notation this
dependency is not expressed explicitly.
Given Eq. (9), the crossing rate problem is now reduced to ﬁnding pðs; TÞ for the kinetic energy function deﬁned by Eq. (4).
Progress can be made by noting that under certain conditions the marginal distribution of the kinetic energy tends to be
lognormal [21], so that
pðTÞ ¼ 1ﬃﬃﬃﬃﬃﬃ
2p
p
ðTc1Þ
exp
(
 1
2

ln T  c2
c1
2)
; (10)
wherec1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ln

1þ s2
.
m2
r
; c2 ¼ ln
0BBB@ mﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ s2
.
m2
r
1CCCA ; (11,12)
andm ¼ E½T ; s2 ¼ Var½T : (13,14)The conditions required for Eq. (10) to apply, together with closed form expressions for s and m, are given in Section 3.2. For
the present argument is is sufﬁcient to note at this stage that pðTÞ can be assumed to be known, and noting also that
pðs; TÞ ¼ pðsjTÞpðTÞ; (15)
then implies that the solution of the crossing rate problem reduces to ﬁnding an expression for the conditional probability
density function pðsjTÞ. The analogous function for the random vibration problem is pð _yjyÞ; in that case the interest is usually
in stationary Gaussian random processes, for which the displacement and velocity are statistically independent and pð _yjyÞ ¼
pð _yÞ is a Gaussian distribution. It is tempting to assume that independence will also apply in the present case, and as a test of
this hypothesis numerical results for pðs; TÞ have been generated for the random plate considered in the previous section.
These results are shown in Fig. 2 (for u ¼ 2000 rad/s), and it is immediately obvious that there is a strong dependency
between s and T; moreover, at a given value of T the distribution of s appears to be bounded, and the width of the bounds
grows linearly with T. As discussed in what follows, this phenomena can be explained by considering the nature of the
function Hðu;unÞ that appears in Eq. (4).
The kinetic energy is expressed in Eq. (4) as a sum of contributions from the system modes of vibration. The contribution
from the nth mode, anHðu;unÞ, will generally be important only in the vicinity of resonance, uzun, and in this vicinity it is
reasonable to make the approximation uþ unz2u in the denominator of Hðu;unÞ to give
Hðu;unÞz ð1=4Þ
4ðun  uÞ2 þ ðhunÞ2
: (16)The variable s is deﬁned as the frequency derivative of T, and s can therefore be expressed as a sum of the frequency
derivatives of the functions Hðu;unÞ. Now it follows from Eq. (16) that
Fig. 2. The joint probability density function pðs; TÞ of the energy and the energy rate (i.e. the frequency derivative of the energy) of a random plate at the
frequency 2000 rad/s. The plate has the same properties as that considered in Fig. 1.
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vu
z
"
8ðun  uÞ
4ðun  uÞ2 þ ðhunÞ2
#
Hðu;unÞ; (17)The maximum and minimum possible values of the term in the square brackets on the right of this expression can be
shown to be ±1=ðhunÞ, from which it follows that				vHðu;unÞvu
				   1hun

Hðu;unÞ: (18)Now given that the coefﬁcients an that appear in the series expansion of T are all positive, and that each term in the series
makes a signiﬁcant contribution in the vicinity of resonance, then Eqs. (4) and (18) imply that
jsj ¼
				vTðuÞvu
				   1hu

TðuÞ: (19)Clearly a number of approximations have been made in the derivation of Eq. (19), but nonetheless when plotted on a
contour map of pðs; TÞ, as shown in Fig. 3, the bounds indicated by the equation are in very good agreement with the bounds
observed in the numerical simulations. The slight asymmetry that can be seen in the numerical simulations is not picked up
by the present theory, due to the use of the symmetric approximation represented by Eq. (16). A key point is that the bounds
grow linearly with T, and a further question is whether the conditional standard deviation of s, sscðTÞ say, will also grow
linearly with T. Numerical results for sscðTÞ for the random plate example are presented in Fig. 4 and, focussing on the two
solid curves shown in the ﬁgure, it can be seen that a linear approximation is reasonable, particularly when T is not too small.
If a linear approximation is adopted, then the conditional variance can be written in the form
sscðTÞ ¼ cT ; (20)
and the question arises as to whether an analytical expression can be found for the constant c. Progress can bemade by noting
that if s is taken to have zero mean, then the unconditional (marginal) variance can be written in the form
s2s ¼
Z∞
0
s2scðTÞpðTÞdT ¼ c2

s2 þ m2

; (21)
from which it follows that
Fig. 3. Contour map of the joint probability density function of the energy and the energy rate of a random plate at the frequency 2000 rad/s. The two lines
indicate the bounds on the rate predicted by Eq. (19). The plate has the same properties as that considered in Fig. 1.
Fig. 4. The conditional standard deviation of the energy rate sscðTÞ plotted against the energy T, at the frequency 2000 rad/s. Solid irregular curve: numerical
simulation of sscðTÞ. Solid straight line: linear prediction of sscðTÞ given by Eq. (22). Chain dotted irregular curve: numerical results for the conditional mean value
of the energy slope s, for positive s, divided by the value b ¼ 0:3989 (this result would coincide with sscðTÞ were the energy rate to have a Gaussian distribution).
The plate has the same properties as that considered in Fig. 1.
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
s2 þ m2
1=2
ssT: (22)It is shown in Section 3.2 and the Appendix that a closed form expression for ss can be obtained, and thus Eq. (22) contains
the required closed form expression for c; in fact, the linear approximation to sscðTÞ shown in Fig. 4 has been calculated using
this equation. The fact that sscðTÞ is an increasing function of T can be explained physically by noting the asymmetry of the
typical response curves shown in Fig. 1. The troughs of the curves tend to be broad while the peaks tend to be narrow,
meaning that the rate of change is more likely to be large near to the higher values of the response.
Having derived an expression for the conditional variance of s, further progress can be made by noting that Eqs. (9) and
(15) imply that the crossing rate can be expressed as
nþb ¼ pðbÞ
Z∞
0
spðsjbÞds: (23)The integral on the right hand side of this expression yields half the conditional mean value of s for positive s (as opposed
to themean value over both positive and negative values, which can be taken to be zero). Were the conditional distribution of
R.S. Langley / Journal of Sound and Vibration 417 (2018) 19e37 25s Gaussian, then this integral would yield the value sscðbÞ=
ﬃﬃﬃﬃﬃﬃ
2p
p
¼ 0:3989sscðbÞ; were the conditional distribution exponential,
then the result would be sscðbÞ=ð2
ﬃﬃﬃ
2
p
Þ ¼ 0:3536sscðbÞ. It is therefore a reasonable approximation to write
Z∞
0
spðsjbÞds ¼ bsscðbÞ; (24)where b would take the values 0.3989 and 0.3536 for the two distributions mentioned earlier. Numerical results for the
conditional mean value of s are shown in Fig. 4 for the plate example, and these results indicate that the Gaussian value of b
yields a good approximation for this case. The adoption of Eq. (23) yields the following ﬁnal result for the crossing rate
nþb ¼ bss

s2 þ m2
1=2
bpðbÞ: (25)This result depends only on the level b, the constant b, and the three statistical parameters m, s, and ss. It is shown in the
following section that closed form expressions can be obtained for each of these parameters. It should be noted that although
a number of the approximations employed in the above analysis have been based on empirical evidence provided by the plate
example, the validity of these approximations is not restricted to this type of example e the principle of universality (dis-
cussed below) implies that similar results would be obtained for all systems that are sufﬁciently random.
The average number of crossings that occur between two frequencies uA and uB can readily be computed from Eq. (25),
although it should be noted that the crossing rate will in general be frequency dependent - this dependency can be expressed
explicitly as nþb ðuÞ. The number of crossings is then
Nþ ¼
ZuB
uA
nþb ðuÞdu: (26)3.2. The mean and variance parameters
Themean and variance of the kinetic energy, as deﬁned by Eqs. (4), (13) and (14), will clearly depend on the statistics of the
natural frequencies andmode shapes of the system. In general the statistical distributions of these quantities will depend in a
complex way on the statistics of the system uncertainties, and hence it may initially be thought that little progress can be
made in deriving general expressions for the parameters that are required in the crossing rate formula, Eq. (25). However,
there is much empirical evidence to suggest that if a dynamic system has a sufﬁcient degree of randomness and non-localised
modes, then the statistical distribution of the natural frequencies and mode shapes conform to the Gaussian Orthogonal
Ensemble (GOE) regardless of the detailed nature of the underlying uncertainty [9]. This “universal” behaviour tends to be
observed when the statistical overlap factor of the system is greater than unity, meaning that the random shifts in the natural
frequencies exceed the mean frequency spacing, so that there is a high degree of “mixing” of the modes across the ensemble,
i.e. a reasonable number of the modes of onemember of the ensemble are needed to represent a mode of a secondmember of
the ensemble [22]. The GOE distribution for the natural frequencies depends on only one parameter, themodal density, and so
very powerful results can be obtained fromvery little information about the system. The theoretical justiﬁcation for the use of
a lognormal distribution of kinetic energy, Eq. (10), also rests on the occurrence of GOE statistics e in Ref. [21] it is shown that
this distribution emerges for a GOE system with a sufﬁcient degree of modal overlap.
Previous work on GOE systems has led to expressions for the mean and variance of the kinetic energy (for example [23]).
The result for the mean is
m ¼ E½anpnðuÞ
8hu
; (27)where nðuÞ is the modal density. The modal density of standard structural components can be calculated using asymptotic
methods [24], and the average value of the coefﬁcient an can be obtained from the mode shape statistics associated with the
GOE, so that all of the information required by Eq. (27) can readily be established. Likewise, previous research has shown that
the variance of the energy is given by Ref. [25]:
s2 ¼ m2r2ðmÞ ¼ m2

½aþ ðgþ 1ÞqðmÞ
pm
þ g

; (28)where
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E
h
a2n
i
E½an2
; g≡
Cov½ar; as
E½arE½as ðrssÞ
; (29 e31)
1

1
qðmÞ ¼ 1þ
2pm
½1 expð  2pmÞ þ E1ðpmÞ coshðpmÞ  pm sinhðpmÞ : (32)Herem is themodal overlap factor, E1 is the exponential integral, and the parameters a and g can be calculated on the basis
of the statistics of the applied loading and the (GOE) statistics of the mode shapes.
The variance of the slope of the kinetic energy has not previously been derived; it is shown in the Appendix that the
following result can be found by using random point process theory in combination with GOE statistics:
s2s ¼ m2n2
v2
vm2

aþ ðgþ 1ÞqðmÞ
pm

: (33)If the modal overlap is greater than unity, then Eqs. (28) and (33) are well approximated by the simpliﬁed expressions
s2zm2

ða g 1Þ
pm
þ g

; s2sz

2
u2h2

s2 ; (34,35)
where it should be noted that Eq. (35) is only valid for small g. It follows from the equations in this section, together with
Eq. (25), that the calculation of the mean rate of crossing the level b can be computed given only the system mass, modal
density, and damping. The assumption of GOE statistics implies that the analysis is restricted to a system that that has non-
localised modes, and this will typically mean a single structural component, but as discussed in Section 6 the method can be
extended to built-up systems in a straight forward way.
3.3. The maximum crossing rate
It follows from Eqs. (10) and (25) that the crossing rate is a maximumwhen the exponent of the lognormal distribution of
the kinetic energy is zero. The resulting maximum crossing rate is
nþb

max
¼ bss
h
2pm2

1þ s2
.
m2

ln

1þ s2
.
m2
i1=2
: (36)If the modal overlap of the system is sufﬁciently high (saym>2) then the ratio s=mwill be small, and with the adoption of
the Gaussian value of b Eqs. (35) and (36) yield
nþb

max
z
1
2p
 ﬃﬃﬃ
2
p
uh
!
: (37)This result can be compared with that obtained for a stationary Gaussian random process [18].
nþb

max
z
1
2p

s _y
sy

: (38)
þIn this case the maximum crossing rate occurs at y ¼ 0 , and ðnb Þmax is interpreted as the mean frequency (in Hz) of the
randomprocess. This implies that s _y=sy is themean frequency of the random process whenmeasured in rad/s. By analogy, the
equivalent “circular frequency” of the kinetic energy is
ﬃﬃﬃ
2
p
=ðuhÞ; this quantity has units of time, and is similar to the quefrency
used in cepstral analysis [26]. It is a curious fact that the result depends only on themodal bandwidthuh and not on themodal
density; it might initially be thought obvious that the mean “circular frequency” should be 2pn, so that each mode is asso-
ciatedwith an up-crossing, but this is clearly not the case. The fact that ﬂuctuation rates are independent of themodal density
has previously been noted in the literature: the quefrency
ﬃﬃﬃ
2
p
=ðuhÞ is identically equal to the “mean rate of the phase rotation”
derived by Schroeder for the pressure at a point in a room [1], and the parameter also fully determines the frequency auto-
correlation function of the squared modulus of the pressure frequency response function [3]. The accuracy of Eq. (37) in the
present context is considered in Section 5, where a comparison is made with numerical simulations.
3.4. Summary of the assumptions and approximations employed in the analysis
The key result of the foregoing analysis is Eq. (25), which gives the mean rate at which a random frequency response
function crosses a level b with positive slope, and the three response parameters that appear in this result are detailed in
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summarised as follows:
1) It has been assumed that the system has a sufﬁcient degree of randomness for the natural frequencies andmode shapes to
display GOE statistics (as noted in Section 3.2).
2) It has been assumed that the marginal distribution of the kinetic energy is lognormal, as shown in Eq. (10), which is a
consequence of GOE statistics providing the modal overlap is not small [21].
3) On the basis of empirical evidence and the fact that pðsjTÞ has analytical bounds that grow linearly with T, it has been
assumed that the conditional standard deviation of s also grows linearly with T, as indicated in Eq. (20).
4) The conditional average value of s, for positive s, has been assumed to be proportional to the conditional standard
deviation of s, as indicated in Eq. (24). This assumption is true if the conditional distribution of s is a single-parameter
distribution, such as the Gaussian distribution or the exponential distribution, with the constant of proportionality
depending on the distribution.
5) It has been assumed that s has zero mean, so that the kinetic energy has essentially been considered to be a stationary
random process. This is generally not true, since the mean kinetic energy often varies with frequency; for example, if both
the loss factor and the modal density are independent of frequency, then the mean kinetic energy will be inversely
proportional to frequency [23]. In this case the assumption that s has zero mean can be rephrased as an assumption that
the mean value of s is very small compared to the standard deviation. It can be shown from Eqs. (27), (34) and (35) that if
the kinetic energy is inversely proportional to frequency then the mean value of s is of order h
ﬃﬃﬃﬃ
m
p
ss, which means that the
assumption will be valid if h
ﬃﬃﬃﬃ
m
p
< <1. This conclusion can also be expected in more general cases.
The validity and accuracy of these assumptions is explored by comparison to numerical benchmark results in Section 5.4. Other statistical properties
4.1. The probability of remaining below a critical level
The probability that a random process yðtÞwill remain below a critical level in a given time interval has beenmuch studied
in the randomvibration literature [18]; the results obtained in that ﬁeld can be applied directly to the present work, where the
interest is in the probability that a random frequency response function remains below a critical level b in a given frequency
band. The simplest approach is to assume that up-crossings of the critical level constitute a Poisson point process, in which
case the probability that the response will lie below b over the range uA  u  uB can be written as [18].
P ¼ P0ðbÞexp
8<:
ZuB
uA
nþb ðuÞdu
9=;; (39)
where P0ðbÞ is the probability that the response lies below b at u ¼ uA; this can be found by assuming a lognormal distri-
bution of the energy at this frequency, in accordance with Eq. (10). If Eq. (39) is employed with the value P0ðbÞ ¼ 1 then the
equation has the alternative interpretation that it yields the probability that the level bwill be neither up-crossed nor down-
crossed, regardless of the initial conditions at u ¼ uA.
In the study of randomvibration it has been found that the equivalent of Eq. (39) tends to underestimate P, and the result is
therefore conservative from a safe-design viewpoint. The reason for the underestimation is that randomvibrational crossings
of a critical level tend to occur in “clumps”, and this lowers the effective crossing rate [27]. Approximate methods of allowing
for the occurrence of clumps are given in Ref. [28], while more sophisticated analysis methods based on the Fokker-Plank-
Kolmogorov equation are described in Ref. [29]. In the present application it is not immediately clear if clumping will
occur; on the contrary, mode repulsion might actually reduce the tendency for peaks in the frequency response function to
occur near to each other, producing a form of “anti-clumping”. Although issues of this type could in principle be explored
analytically, it should be recalled that the present analysis is based on a number of approximations and assumptions, and
building amore exact theory on this foundation is not thought to be appropriate. In this work Eq. (39) will be adopted, and the
accuracy of the equation will be explored through numerical simulations in Section 5.4.2. The average rate of occurrence of peaks
The frequency response function of the kinetic energy exhibits a peak every time the energy rate s crosses zero with
negative derivative vs=vu. If the derivative of the energy rate is deﬁned as r, so that
rðuÞ ¼ v
2TðuÞ
vu2
; (40)
R.S. Langley / Journal of Sound and Vibration 417 (2018) 19e3728then the mean rate of occurrence of peaks can be expressed in terms of the joint probability density function pðr; sÞ in form
that is analogous to Eq. (9), i.e.
nP ¼
Z0
∞
jrjpðr;0Þdr: (41)Clearly the result will depend on the statistical distribution pðr; sÞ, which is not known in detail. The simplest way forward
is to assume that the variables are Gaussian, zero mean, and uncorrelated, in which case Eq. (41) yields
nP ¼
1
2p

sr
ss

; (42)
where sr is the standard deviation of r, which is derived in the Appendix in the forms2r ¼ m2n4
v4
vm4

aþ ðgþ 1ÞqðmÞ
pm

: (43)Equations (33), (42) and (43) can be combined to give an expression for the mean rate of occurrence of peaks, and if the
modal overlap is greater than unity then it can readily be shown that
nPz
1
2p
 ﬃﬃﬃﬃﬃﬃ
12
p
uh
!
: (44)By comparing Eqs. (37) and (44) it can be seen that
nP
.
nþb

max
z2:44; (45)
which means that the frequency response function of the energy is inherently broad-banded: on average there are more than
two peaks for each up-crossing of the most crossed level, whereas the corresponding result for a narrow-banded process
would be one peak per up-crossing. It is of interest to note from Eq. (45) that the extent to which the frequency response
function is broad-banded is independent of the level of damping in the system, at least within the range of validity of the
approximations employed in Eqs. (37) and (44).
Equation (44) can be compared to previous work by Schroeder by noting that in room acoustics the reverberation time can
be written as T60 ¼ 4:4p=ðhuÞ, so that Eq. (44) can be re-expressed in the form
nPz
1
2p

3:99
T60

: (46)Equation (46) is in agreement with Eq. (13) of reference [2] which concerns the rate of occurrence of maxima in the
modulus squared frequency response function of the pressure at a point in a room. Equation (42), together with Eqs. (33) and
(43), represents a more general result, and the accuracy of this equation in the present context is explored via numerical
simulations in Section 5.
4.3. The average trough-to-peak height
For a narrow-banded random process the statistical distribution of the peaks can be expressed in terms of the up-crossing
rates [18]. It was shown in the previous subsection that the frequency response function of the energy is broad-banded, and so
it is not possible to derive the distribution of the peaks in any simple way. However, one property that can be derived is the
average value of the trough-to-peak height, and this can be done by noting initially that
ZuB
uA
jsjduz
X
j
		Rj		; (47)
where Rj is the jth trough-to-peak height in the frequency response function over the range uA to uB, e.g. R1 is the distance
from the ﬁrst peak to the ﬁrst trough, R2 is the distance from the ﬁrst trough to the second peak, R3 is the distance from the
second peak to the second trough, and so on. It follows from Eq. (47) that the mean trough-to-peak height can be written in
the form
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1
2nPðuB  uAÞ
 ZuB
uA
E½jsjdu ¼

1
2nP

E½jsj: (48)Taking s to be Gaussian, as in the previous sub-section, and noting Eq. (44), leads to the result
E½R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=6
p
ðuhssÞ: (49)Now if the approximation represented by Eq. (35) is adopted then
E½R ¼ s
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=3
p
z1:023s; (50)
which can be compared with the corresponding result for a narrow-band Gaussian random process [18], s
ﬃﬃﬃﬃﬃﬃ
2p
p
z2:507s.
Clearly the broad-banded nature of the frequency response function is associated with the occurrence of a number of low
amplitude trough-to-peak cycles that reduce the average value of the ﬂuctuations. The accuracy of Eq. (49) is explored in the
following section via numerical simulations.
5. Numerical validations
In this section the accuracy of the foregoing theory is assessed by comparison with numerical results for a random plate.
The plate considered is the same as that described in Section 2. To recap: the plate is simply supported and made of steel
(Young's modulus E ¼ 2 1011N=m2, density r ¼ 7800 kg=m3, and Poisson ratio n ¼ 0:3) with thickness h ¼ 1mm and
planform dimensions 0:8m 0:67m. Ten masses are attached in random positions, each having 2% of the mass of the bare
plate. The response of the system has been calculated by using the Lagrange-Rayleigh-Ritz approach [19] employing themode
shapes of the bare plate as trial functions, and the kinetic energy in response to a point force of amplitude
ﬃﬃﬃ
2
p
N has been
computed over the frequency range 2000 rad/s to 4000 rad/s. The modal density of the plate can be computed from the
standard formula [24].
n ¼

A
4p
"
12r

1 n2
Eh2
#1=2
¼ 0:0278 s=rad; (51)
where A is the planform area, giving approximately 55 modes over the frequency range of interest. A frequency dependent
loss factor in the form h ¼ m=nu has been employed, so that the system has a constant speciﬁed value of the modal overlap
factorm across the whole frequency range. An ensemble of 5000 systems has been considered in the numerical simulations.
The analytical predictions for the mean energy, the variance of the energy, and the variance of the energy rate, as given by
Eqs. (27), (28) and (33), are compared with numerical simulations results in Figs. 5e7 respectively. In each case results are
shown for four values of the modal overlap factor,m ¼ 1, 2, 3, and 4. It can be noted that Eq. (27) requires the value of E½an to
be speciﬁed: for a point load an is equal to the square of the mode shape at the forcing point, and given that the modes areFig. 5. The mean energy of a random plate plotted against frequency for four levels of damping (modal overlap). Straight lines: analytical predictions. Irregular
curves: numerical simulations. The four values of modal overlap are m ¼ 1, 2, 3, and 4, and these values yield decreasing values of the mean energy (i.e. the
greatest results correspond to m ¼ 1).
Fig. 6. The variance of the energy of a random plate plotted against frequency for four levels of damping (modal overlap). Straight lines: analytical predictions.
Irregular curves: numerical simulations. The four values of modal overlap are m ¼ 1, 2, 3, and 4, and these values yield decreasing values of the energy variance
(i.e. the greatest results correspond to m ¼ 1).
Fig. 7. The variance of the energy rate s (i.e. the frequency derivative of the energy) of a random plate plotted against frequency for four levels of damping (modal
overlap). Straight lines: analytical predictions. Irregular curves: numerical simulations. The four values of modal overlap are m ¼ 1, 2, 3, and 4, and these values
yield decreasing values of the energy rate variance (i.e. the greatest results correspond to m ¼ 1).
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Eqs. (28) and (33) require the parameter a to be speciﬁed, as deﬁned by Eq. (30). Were the mode shapes perfectly Gaussian,
then the result would be a ¼ 3. Previous studies have found that in practice the value of a is less than this, and in the present
work it has been found numerically that a ¼ 2:85. This is consistent with the fact that Brody et al. [30]. have shown that the
occurrence of frame invariant GOE statistics in a system of ﬁnite size requires the mode shapes to be slightly non-Gaussian:
the statistical moments of the mode shapes are given as a function the system size N in Eq. (7.13) of reference [30]. The value
a ¼ 2:85 corresponds to N ¼ 38, and this can be interpreted as the number of modes that interact and “mix” across the
random ensemble. Equations (28) and (33) also employ the parameter g which is deﬁned by Eq. (31). The joint moments of
the mode shapes can be calculated from Eq. (7.14) of reference [30] and for N ¼ 38 this yields the value g ¼ 0:05. This value
of g, in conjunction with a ¼ 2:85, leads to the excellent predictions shown in Figs. 5e7.
The average number of up-crossings of a speciﬁed level b over the considered frequency range is shown as a function of b
in Fig. 8, for four values of the modal overlap factor, m ¼ 1, 2, 3, and 4. Two sets results are shown on each sub-plot: the
continuous curve is the analytical result given by Eq. (25) using the “Gaussian” value of the parameter b, and the star symbols
are the results yielded by the numerical simulations. The overall shape of the curves can be explained by reference to Fig. 1:
the energy is positive deﬁnite, and so the rate of crossing the level b ¼ 0 is zero; as the level is increased, the crossing rate
increases to a maximum value, and then decreases to give a low rate of crossing very high levels. The overall level of
agreement between the analytical predictions and the numerical simulations shown in Fig. 8 is considered to be very good,
particularly when it is recalled that the present theory relies on a number of assumptions and approximations, as listed in
Section 3.4. The most obvious assumption that might be questioned is that the system obeys GOE statistics. To explore the
effect of this assumption, the numerical results for the case m ¼ 1 have been recalculated by employing exact GOE statistics
for the plate: the natural frequencies were generated from the eigenvalues of a GOE matrix [7], and the mode shapes were
Fig. 8. The average number of up-crossings of the energy of a random plate over the frequency range 2000e4000 rad/s, plotted as a function of the crossing level
b, for various values of the modal overlap factor m. Solid curves - analytical prediction; star symbols (*) - numerical simulations.
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retical prediction to match this case has a ¼ 3:0 and g ¼ 0. The resulting numerical and analytical predictions are shown in
Fig. 9, together with the previous results drawn from Fig. 8. It can be seem that the level of agreement between the analytical
and numerical results is not improved by employing exact GOE statistics, suggesting that the mass loaded plate has GOE
statistics to an adequate degree. The disagreements shown in Fig. 8 therefore stem from the other assumptions and
approximations listed in Section 3.4; the development of a more sophisticated theory that would lift one or more of these
assumptions would be extremely challenging, and it can be argued that the present theory yields good agreement in return
for low analytical complexity.
The number of up-crossings of the most-crossed level is shown as a function of modal overlap in Fig. 10. These results
correspond to the peaks of the curves shown in Fig. 8, and the corresponding results for a perfect GOE system are also shown.
As found previously, the level of agreement between the analytical predictions and the numerical simulations is similar for
the original system and the perfect GOE system. Also shown in the ﬁgure is a result calculated using the approximate
maximum crossing rate given by Eq. (37). It can be seen that at high modal overlap this result approaches the perfect GOE
results rather than the actual plate results, and this can be traced to the effect of modal correlations, as measured by g. The
effect of gwas ignored in Eq. (35) and hence in Eq. (37), andwhile this is valid for the perfect GOE system ðg ¼ 0Þ it is not valid
for the original system ðg ¼ 0:05Þ. It follows that the maximum crossing rate for the original system is best estimated from
Eq. (36) rather than the more approximate result, Eq. (37).
Fig. 9. The average number of up-crossings of the energy of a random plate over the frequency range 2000e4000 rad/s, plotted as a function of the crossing level
b for the case m ¼ 1. Solid curve - analytical prediction for a plate with random masses; star symbol (*) - numerical simulations for a plate with random mass
attachements; dashed curve e analytical prediction for a plate with perfect GOE statistics; circle symbol (o) e numerical simulations for a plate with perfect GOE
statistics.
Fig. 10. The average number of up-crossings of the most crossed-level plotted as a function of the modal overlap. The results concern the energy of a random
plate over the frequency range 2000e4000 rad/s. Light solid curves with symbols e analytical predictions; dashed curves with symbols e numerical simulations;
circle symbol (o) e results for a plate with random mass attachments; star symbol (*) e results for a plate with perfect GOE statistics; heavy solid curve e
prediction from Eq. (37).
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case m ¼ 2. Here a “crossing” is deﬁned as either a down-crossing or an up-crossing, so the system may lie (respectively)
either above or below the speciﬁed level at the start of the frequency range. The analytical prediction of this probability is
1 P, where P is given by Eq. (39) with P0ðbÞ ¼ 1. Three sets of results are shown in the ﬁgure: (i) the analytical predictions
given by Eq. (39), (ii) the numerical results for the probability, and (iii) the results obtained by substituting the numerical
result for the average crossing rate into Eq. (39). In the discussion below Eq. (39) it was noted that in random vibration the
equation tends to underestimate P due to the phenomenon of clumping. An underestimation of P corresponds to an over-
estimation of 1 P, and in fact the reverse can be in seen in Fig. 11 if results (ii) and (iii) mentioned above are compared:
Eq, (39) underestimates the probability of crossing the speciﬁed level. As mentioned in Section 4, this is due to the “anti-
clumping” effect of mode repulsion, and this highlights a curious difference between the current application of crossing rate
theory and the normal ﬁeld of application. At high levels of b the predictions given by (ii) and (iii) agree, and this is consistent
known results in randomvibrations theory, where crossings of high levels are found to constitute a Poisson process, in which
case Eq. (39) is exact. Turning to the fully analytical prediction yielded by Eqs. (25) and (39), it can be seen from the ﬁgure
that reasonably good accuracy is obtained. The results at high levels of b are shown on a logarithmic scale in Fig. 12. If there
is interest, for example, in the level that is crossed with a probability of 0.01, then the ratio of the analytical result to the
numerical result is 1.17, representing a 17% error by this measure. This can be viewed as an acceptable error, given the
approximate nature of the present theory and the complexity of the underlying problem. Results for the probability of
Fig. 12. A zoomed view of the results presented in Fig. 11.
Fig. 11. Probability of crossing a speciﬁed level plotted as a function of the crossing level. The results concern the energy of a random plate over the frequency
range 2000e4000 rad/s, with modal overlap m ¼ 2. Solid curve e analytical predictions; dashed curve e numerical simulations; star symbols (*) e results
obtained using Eq. (39) in combination with numerical simulation results for the crossing rate.
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12, and in this case the error in predicting the level with a crossing probability of 0.01 is 8%.
The mean rate of occurrence of peaks is given by Eq. (42), and the maximum rate of up-crossing is given by Eq. (36); these
two equations have been used to produce the results shown in Fig. 15 for the mean number of peaks per up-crossing. The
theoretical predictions are shown as a function of the modal overlap factor for both the mass loaded plate and for the perfect
GOE system, and in each case a comparison is made with numerical simulations. In general the agreement between the
theoretical predictions and the numerical simulations is good, and the differences between the mass loaded plate and the
perfect GOE system can be traced to the effect of g, as in Fig. 10. Also shown in Fig. 15 is the constant value of 2.44 which is
predicted by Eq. (45). This result agrees most closely with the results relating to the GOE system, and this is because the
derivation of Eq. (45) employs Eq. (35), which neglects the inﬂuence of g.
The mean trough-to-peak height, as predicted by Eq. (49), is shown in Fig. 16 as a function of the modal overlap factor. The
results for both the mass loaded plate and the perfect GOE system are shown, and the results of the benchmark simulations
are also plotted for each case. It can be seen that all of the results agree extremely closely, and this is partly because Eq. (49)
depends only on ss and this parameter is very insensitive to the value of g. Furthermore, the close agreement between the
predictions and the numerical simulations justiﬁes the assumptions that were made in the derivation of Eq. (49).6. Conclusions
The main result of the present work is Eq. (25), which gives the mean crossing rate of the energy FRF of a random system
in terms of the mean value of the function, the variance, and the variance of the frequency derivative. These three items can
be evaluated on the basis of GOE statistics by using respectively Eqs. (27), (28) and (32), with Eq. (32) being a new result.
Fig. 13. Probability of crossing a speciﬁed level plotted as a function of the crossing level. The results concern the energy of a random plate over the frequency
range 2000e4000 rad/s, with modal overlap m ¼ 3. Solid curve e analytical predictions; dashed curve e numerical simulations; star symbols (*) e results
obtained using Eq. (39) in combination with numerical simulation results for the crossing rate.
Fig. 14. A zoomed view of the results presented in Fig. 13.
Fig. 15. The average number of peaks divided by the average number of up-crossings of the most crossed-level, plotted as a function of the modal overlap. The
results concern the energy of a random plate over the frequency range 2000e4000 rad/s. Light solid curves with symbols e analytical predictions; dashed curves
with symbols e numerical simulations; circle symbol (o) e results for a plate with random mass attachments; star symbol (*) e results for a plate with perfect
GOE statistics; heavy solid curve e the approximation represented by Eq. (45).
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Fig. 16. The mean trough-to-peak height as a function of modal overlap. The curves are labelled as in Fig. 15.
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seemingly restrictive nature of these assumptions, it has been found that Eq. (25) yields good accuracy for amass loaded plate,
and the same level of performance can be expected for any system that has global modes and has a sufﬁcient degree of
randomness (as deﬁned in Section 3.2).
The probability of crossing a speciﬁed level within a given frequency range can be estimated from the crossing rate by
using Eq. (39). Again, this equation has been found to show good accuracy when compared with numerical simulations. It has
been found that in contrast to the case of random vibration, the equation tends to underestimate the probability of crossing a
level, and physically this has been traced to an “anti-clumping” effect. In random vibration, crossings tend to occur in clumps,
which reduces the effective rate of crossing, while in the present application mode repulsion reduces the tendency for peaks
to occur in close proximity.
The mean rate of the occurrence of peaks has been derived in the form of Eq. (42), which leads to Eq. (44), and the mean
trough-to-peak height is given by Eq. (49). Both of these results has been found to show good agreement with numerical
simulations, which again justiﬁes the underlying approximations and assumptions.
In the course of the analysis, three approximate “rules of thumb” have arisen: (i) the quefrency of the FRF is (approxi-
mately) independent of the modal density and is given by
ﬃﬃﬃ
2
p
=ðuhÞ, (ii) the number of peaks per up-crossing of the most
crossed level is approximately 2.44, regardless of the level of damping, and (iii) the mean trough-to-peak height is
approximately 1.02 times the standard deviation, in contrast to the value 2.507 that occurs for a Gaussian random process. It
should be stressed that these results are approximations to the detailed values yielded by the present theory, but nonetheless
they yield an interesting physical insight into the nature of the statistics of the FRF.
The present work has been restricted to a single structural component (or equivalently, a system having global modes).
However, the results can readily be extended to a built-up system by following the approach taken in Ref. [13] e essentially
the variance theory can be combinedwith Statistical Energy Analysis to compute the three parameters required by Eq. (25) for
any subsystem of a complex system.
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Appendix. derivation of the variance of the slope
It is shown in Ref. [25] that the variance of the kinetic energy described by Eq. (4) can be expressed in the form
Var½T  ¼ E
h
a2n
i Z∞
0
½Hðu;unÞ2f1ðunÞdun þ Cov½an; am
8<:
Z∞
0
Hðu;unÞf1ðunÞdun
9=;
2
þ
n
Cov½an; am
þ E½an2
oZ∞
0
Z∞
0
Hðu;unÞHðu;umÞg2ðun;umÞdundum; (A1)where f1ðuÞ≡nðuÞ is the modal density of the system, and g2ðun;umÞ is known as the correlation function or cluster function,
arising from statistical correlations between the natural frequencies. This function is available in the GOE literature [7], and in
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Eq. (A1) by introducing the Fourier transform of the function H in the form
hðqÞ ¼
Z∞
∞
Hðu;unÞeiqundun; Hðu;unÞ ¼

1
2p
 Z∞
∞
hðqÞeiqundq: (A2),(A3)When written in terms of hðqÞ Eq. (A1) becomes
Var½T  ¼E
h
a2n
i f1
2p
 Z∞
∞
jhðqÞj2dqþ Cov½an; amf 21 h2ð0Þ þ
n
Cov½an; am þ E½an2
o

1
2p
2 Z∞
∞
Z∞
∞
hðq1Þhðq2ÞG2ð  q1;q2Þdq1dq2;
(A4)
whereG2ðq1; q2Þ ¼
Z∞
0
Z∞
0
gðun;umÞeiq1un eiq2umdundum: (A5)Now the value of the function g2ðun;umÞ depends only on the difference frequency un  um, and this has the following
implication regarding the form of the Fourier transform of the function:
gðun;umÞ ¼ bgðun  umÞ 0 G2ðq1; q2Þ ¼ 2pbGðq1Þdðq1 þ q2 (A6)
bHere G is the Fourier transform of bg . Eqs. (A4) and (A6) imply that the variance of the kinetic energy can be expressed in
the form
Var½T ¼ E
h
a2n
i f1
2p
 Z∞
∞
jhðqÞj2dqþ Cov½an; amf 21 h2ð0Þ þ
n
Cov½an; am þ E½an2
o 1
2p
 Z∞
∞
jhðqÞj2bG2ð  qÞdq: (A7)
It follows from the discussion leading to Eq. (16) that the function Hðu;unÞ can be approximated as
Hðu;unÞz ð1=4Þ
4ðun  uÞ2 þ ðhuÞ2
; (A8)
which differs slightly from Eq. (16), but not in a material way, since the approximation is required to be accurate only in the
region unzu. Eqs. (A2) and (A8) yield
hðqÞ ¼

p
8hu

exp



1
2

hujqj þ iuq

; (A9)
and hence Eq. (A7) can be written in the formVar½T  ¼ f 21 h2ð0Þ
8<:Eha2ni

1
2pf1
 Z∞
∞
ehujqjdqþ Cov½an; am þ

Cov½an; am þ E½an2
 1
2pf 21
! Z∞
∞
ehujqj bG2ð  qÞdq
9=;:
:
(A10)The term outside the curled brackets on the right of Eq. (A10) is the square of the mean response [23], and hence the
equation can be rewritten as
Var½T ¼ E½T2r2ðmÞ; (A11)
where r2ðmÞ is the term inside the curled brackets, which corresponds to the relative variance of the energy.
The above analysis has been concerned with the variance of the energy, whereas the ultimate aim of this Appendix to
derive an expression for the variance of the derivative of the energy. This can be done by replacing Hðu;unÞ by its frequency
derivative throughout the analysis, In particular, the Fourier transform is modiﬁed as follows
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eiqundun ¼ iqhðqÞ: (A12)By replacing hðqÞ in Eq. (A7) with iqhðqÞ it follows immediately that
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By comparing this result with Eqs. (A10) and (A11) it can be seen thatVar

vT
vu

¼ E½T 2 v
2
vðuhÞ2
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i
¼ E½T2f 21
v2
vm2
h
r2ðmÞ
i
: (A14)This result leads immediately to Eq. (33) in Section 3.2.
If the second derivative of the kinetic energy is of concern, then the right hand side of the equivalent of Eq. (A12) is
q2hðqÞ, and following through the subsequent analysis leads immediately to the result
Var
"
v2T
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#
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h
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i
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