ABSTRACT Brain storm optimization is a newly proposed meta-heuristic that has shown great success in many applications. However, it still suffers from slow convergence speed and population premature problems. To address these issues, this paper proposes a distributed brain storm optimization algorithm, namely DBSO, for both continuous and discrete optimization applications. In DBSO, problem solutions are located on several isolated groups, and they communicate with each other by a leader and literal learning strategies. By doing so, both exploitation and exploration abilities of the algorithm can be greatly enhanced. Experiments are conducted based on a set of continuous numerical benchmark functions and discrete graph planarization instances. The extensive experiments and statistical analysis indicate that DBSO can perform better or competitive results than other methods in terms of solution accuracy and convergence speed.
I. INTRODUCTION
In recent years, evolutionary computation has received great attention from researchers and practitioners due to its theoretical values for fundamentals of optimization and the flexibility of solving various problems arising from real-world applications. A great number of evolutionary computation algorithms have been proposed in the literature, including artificial immune systems [1] - [11] that imitate the adaptive immunological response mechanisms, differential evolution [12] - [14] , gravitational search algorithms [15] - [20] inspired by the Newton's law of gravity and motion, ant colony optimization that models the rules of ants when they find foods [21] , [22] , imperialist competition algorithm [23] - [26] inspired from a social-politically motivated strategy, artificial bee colony algorithm [27] , [28] inspired by the foraging behavior of the honey bee colony, etc. All these variants of evolutionary computation have achieved great success in solving many practical problems, such as artificial neural network learning [29] - [33] , protein structure prediction [34] - [38] , time series prediction [39] , [40] , dendritic neuron learning [41] , [42] , Internet of vehicles [43] - [45] , and so on. Specifically, brain storm optimization (BSO) proposed
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in 2011 [46] has shown great potential ability in solving various problems [47] , such as magnetics [48] , [49] , multiobjective optimization [50] , satellite formation reconfiguration [51] , wireless sensor networks deployment [52] , economic dispatch [53] , and so forth.
BSO is inspired by the human brain storming behaviors [46] which generate ideas (i.e., solutions) for solving problems. In a brainstorm procedure, human beings are clustered to make discussions to create new ideas for a given task, and thereafter those new ideas from each cluster are used to guide others for better solving the task. In recent years, BSO has attracted so many research interests from the computational intelligence community, and a great number of variants of BSO have been proposed in the literature. Some state-of-theart works of BSO have been summarized by Cheng et al. [47] . For example, Zhou et al. [54] proposed a new adaptive step size strategy and novel batch model selection method for BSO to improve its search performance. Yang et al. [55] developed BSO by using an advanced discussion mechanism via dividing it into inter-and intra-cluster discussion stages to enhance its optimization ability. Mostly recently, Yu et al. [56] proposed a memetic variant of BSO by incorporating a chaotic local search operator to make the exploration and exploitation ability well balanced. The proposed chaotic brain storm optimization (CBSO) can fully utilize the randomicity and ergodicity of chaos, and thus enables it to possess a more population diversity and powerful search ability. The work was further developed in ASBSO [57] where a memory-based adaptive step length mechanism and an improved evaluation and storage method of memory were proposed. It was verified that the state-of-the-art ASBSO performed remarkably better than many previous variants of BSO. In addition, some theoretical analysis of BSO has also been performed. For example, Wang et al. [58] theoretically showed than there was a power law distribution in the information flow of population interaction in BSO, which gave many insights into the search dynamics of BSO and thus opened the door to improve the performance of BSO by adjusting its population structure.
Motivated by the work of Wang et al. [58] , in this paper we for the first time propose a distributed computing framework for BSO from the perspective of population structure. Generally, in a distributed computing framework, the whole population will be divided into a couple of different subpopulations. Solutions (i.e., ideas in BSO) in each subpopulation will evolve itself by the original mutation/learning strategies, while a migration strategy is used to create a communication among these independent subpopulations to realize the information exchange. Thus, the whole population will evolve under a well-maintained population diversity and meanwhile keep its own search performance. Although several distributed model-based evolutionary algorithms have been proposed in the literature (see [59] for a recent review), to the best of our knowledge, a variant of BSO with distributed population structure has not been proposed yet. Thus, the main contributions of this work can be summarized as: (1) a novel distributed population structure based BSO is innovatively proposed; (2) the proposed DBSO is applied to solve both continuous and discrete optimization problems by adjusting the representation of solutions to the suitable data structures; (3) extensive experiments are conducted based a great number of problem instances to verify its superior performance in comparison with other previously proposed state-of-the-art methods.
The remainder of this paper is organized as in the following. Section 2 gives a brief description of the classical BSO and summarizes its characteristics. Section 3 describes the details of the proposed DBSO. Section 4 presents the experimental results of the continuous numerical CEC13 and CEC17 function optimization and discrete graph planarization problems. Finally, section 5 gives some conclusions and general remarks.
II. BRIEF INTRODUCTION OF BRAIN STORM OPTIMIZATION
BSO is inspired by the human brainstorming procedures, which includes (1) a clustering stage that groups peoples to make discussions and share different ideas, (2) a new idea generation stage that generate candidate solutions for the problem in hand, and (3) a selection stage that allows the promising solutions to survive into the next iteration.
A typical BSO is an iteration-based optimization method that iteratively uses the above three procedures to generate solution for solving problems until the pre-defined termination conditions are fulfilled.
In BSO, the clustering stage, from the perspective of optimization, is to converge similar solutions into small or compact regions. Most variants of BSO employ the well-known k-means clustering method to realize such a procedure, despite of some other ones should also be utilized, e.g., the affinity propagation clustering, simple grouping method, hierarchical clustering, etc. [47] . All solutions (i.e., ideas) will be randomly grouped into several clusters via the k-means clustering method. Solutions in each cluster possess similar properties, i.e., close genotypic values, and each cluster indicates an isolated search region of the optimization problem. With the lapse of iteration, solutions will converge to smaller and smaller ranges in the search space, thus reducing the number of redundant and similar solutions.
Then the best solution in each cluster is selected as the cluster center. To further maintain its population diversity, a random replacement scheme is adopted in the original BSO where a probability p c is used to determine whether the cluster center will be replaced by a randomly generated solution.
Suppose X ∈ R D be a possible solution for a D-dimensional optimization problem. A new solution X new is generated based on the current solution X = {x 1 , x 2 , . . . , x D } in the population according to the following mutation operators.
(1)
where N (0, 1) denotes a Gaussian distribution value with mean 0 and variance 1. φ is a step-size function which determines the evolution direction of the solutions' evolution, and it also evolves along with the interaction count. logsig() is the logarithmic sigmoid transfer function. T means the maximal iteration count which is predefined by users, and t denotes the current iteration number. rand(0, 1) represents a random value which is generated based on the uniformly distributed interval (0, 1).
The most distinct characteristic of BSO is the selection of the base solution X used in Eq. (1). First and foremost, it uses a probability p g to determine whether a new solution is generated by one or two other combined solutions, i.e., X is selected from one cluster, or is a combined one based on two solutions independently selected from two different clusters. If X comes from one cluster, the algorithm prefers to perform a local exploitation within that selected cluster; and on the other hand, if X is generated based on two solutions, it means the algorithm is devoted to performing a global exploration because it will place X far from these two clusters. Furthermore, two other probabilities p c1 and p c2 are used to determine whether the base solution is selected among the cluster centers (i.e., the best solution in the cluster) or the other usual solutions from one cluster and two clusters, respectively. Finally, the new generated solution X new is compared with its base solution, and the better one will survive to the next iteration, while the remaining one is eliminated from the population.
III. PROPOSED DISTRIBUTED BRAIN STORM OPTIMIZATION
In this paper, we for the first time propose a novel variant of BSO based on the distributed population structure. As observed in [58] that a power law distribution of information flow appears in the population interaction network, it suggests that only a small number of solutions with larger degree of interaction numbers quickly dominate the whole population and thus results in a premature convergence of search. The reason seems to be that the clustering scheme quickly enables the cluster center dominates the cluster in terms of the fitness which makes all other solutions in the cluster converge towards the center, thus leading a premature convergence. This work attempts to alleviate this limitation via dividing the whole population into several independent groups, within each one the original BSO is implemented. By doing so, the information exchange among different groups can be realized in an effective manner rather than being implemented with a high frequency. The whole conceptual framework of the proposed distribution brain storm optimization, namely DBSO, is illustrated in Fig. 1 .
In DBSO, the whole population has N solutions which are randomly initialized within the search domain
where L and U are the search lower and upper boundary of a given optimization problem. First of all, all these solutions are randomly placed at M = √ N different groups, where the function · returns the closest integer smaller than its variant. Thus, the number of solutions in each group is:
After division the whole population can be expressed as:
As shown in Fig. 1 , original BSO is implemented in each subpopulation from Group 1 to Group M . To maintain the convergence speed and exploration ability of the algorithm, the best-so-far solutions in each group are extracted as leaders. These leaders (i.e., L 1 , L 2 , . . . , L M ) constitute a top group and thus make the whole population structure be a hierarchical distribution. For each subpopulation, the worst solution, denoted as W i (i = 1, 2, . . . , M ), in the group is improved by learning from the leaders as: (6) where T i denotes the trial solution by the above learning approach, L r is a leader randomly selected from the top group, rand(0.5, 1) is a uniformly generated value in the interval (0.5, 1), R is another uniformly generated value in the interval (0, 1). By doing so, the trail solution is generated in the region between 0.5 × (L r + W i ) and L r , or the symmetric one to maintain the population diversity. Thereafter, a one-to-one survival selection is performed, that is, W i is updated by T i if the fitness of T i is better than W i , otherwise W i remains in the group and enters into the next iteration. Consequently, the leader solutions in the leader group influence each subpopulation by the above learning strategy, aiming to not only enhance the worst solution in each group, but also realize the information exchange among different groups in such an indirect manner.
On the other hand, a direct information exchange strategy is also designed by learning from the group centers of its contiguous group. First, the group center C i (i = 1, 2, . . . , M ) of each subpopulation is calculated via:
Then, the best solution B i (i = 1, 2, . . . , M ) in each group is identified. A literal learning strategy is performed using:
where N (0.5, 0.5 2 ) represents a randomly generated number obeying from a Gaussian function with mean 0.5 and variance 0.25. B i is the temporal solution generated based its base solution B i , and if its fitness is improved then the update is carried out, otherwise B i will survive into the next iteration. It is worth pointing out that such literal learning strategy can not only realize the information exchange among contiguous groups, but also can effectively improve the quality of the current best solution in each subpopulation. As N (0.5, 0.5 2 ) has a probability of 99.7% to generate a number from the interval [−1, 2], the difference between two adjacent group centers will be learned with a more positive concentration towards such difference. From the perspective of optimization, the resulting B i moves towards both central points of the two adjacent groups along with B i , and such movement should learn both characteristics of two groups simultaneously, thus possessing a great potential to improve the current best solutions' qualities effectively. The whole procedures of DBSO is summarized in Algorithm 1. In general, the solution update in DBSO is performed upon continuous valued positions in the search space. Specially, for a given discrete optimization problem, solutions should be updated across the corners of a hypercube by modeling the original continuous search space into an D-dimensional discrete lattice. In this paper, we use Softmax to obtain a Q-valued solution by:
Here the superscript j denotes the dimension of the solution in the search space. By using Softmax transfer function, the solutions are squashed between 0 and 1, and interpretable as relative probabilities. Thus, the continuous solution
} is re-encoded as a discrete solution S = {s 1 , s 2 , . . . , s D } and then re-sampled to be a Q-valued discrete solution via:
where α is a uniformly generated random number in the interval (0, 1). Consequently, through Eqs. (10)(11) the continuous-valued solutions are mapped into discrete-valued solutions as x j ∈ {R 1 , R 2 , . . . , R Q }, where R j is a discrete value.
Algorithm 1 DBSO
Initialization: N solutions are initially generated to institute the whole population and evaluated according to the fitness function of the given problem; Group Division: The whole population is randomly divided into M groups; Distributed Structure Construction: The best-so-far solution in each group is selected as leader solutions L i and make up a top group; while the termination criterion is not satisfied do
In each group, classify all solutions in this subpopulation into c classes via the k-means clustering algorithm; Identify the best solution in each class to be the cluster center; if rand(0, 1) < p c then A solution is randomly generated to randomly replace the cluster center; (1)(2); end end The selection is executed to keep the better solution to be survived into the next iteration; end Leader Learning Strategy: Realize the information exchange between each subpopulation and the top group using Eqs. (5)(6); Literal Learning Strategy: Realize the information exchange between every two adjacent groups using Eqs. (7)(8)(9); Discrete Transformation: Using transfer functions in Eqs. (10)(11) to map real-valued solutions into discrete-valued ones if encounters a give discrete optimization problem; Iteration count +1; Output the best solution; end
IV. EXPERIMENTS
To assess the performance of DBSO, both continuous and discrete optimization problems are applied. 
A. RESULTS OF CONTINUOUS NUMERICAL FUNCTION OPTIMIZATION
Two widely used competition benchmark functions in IEEE Congress on Evolutionary Computation, i.e., CEC13 and CEC17, are adopted in the first experiment. In total, 57 functions are used as the test suit, including unimodal functions which generally to assess the convergence speed of an algorithm, multimodal functions which can evaluate the ability of an algorithm that can jump out the local optimal solution, and hybrid and composition functions that are suitable to test the search capacity of an algorithm because these functions have not only plenty of local optimal solutions but also very complex landscape of the search space. Table 1 summarizes the characteristics and the known optimal solution values of these 57 benchmark functions. It should be noted that all these functions are minimization problems.
The performance of DBSO is compared with those of the original BSO, and two recently proposed variants, i.e., CBSO and ASBSO. The population size of all compared algorithms is N = 100 to make the comparison fair, and the other parameters of DBSO's competitors are set as suggested in the corresponding papers. According to the preliminary experimental results, the termination condition of DBSO is set to be that the maximum iteration count reaches 3000 since most of the algorithms have been convergent till then, as can be seen from Fig. 4 and Fig. 5 . Table 2 and Table 3 the final results of all compared algorithms for CEC13 and CEC17, respectively. In them, Mean and STD denote the average value and its standard deviation of the results over 30 independent runs, respectively. From these tables, it can be observed that DBSO generally find better solutions than its peers.
To give more insights into the solution distribution of these compared algorithms, Fig. 2 and Fig. 3 depict the box-andwhisker diagrams for functions F3, F17, F28 in CEC13, and functions F1, F15, F22 in CEC17, respectively. From them, we can find that DBSO generally possesses the smallest values in terms of medians, maximums, and interquartile range. Smaller medians and maximums values of DBSO suggest that DBSO can produce more accurate solutions. An interquartile range represents the distance between the first quartile and the third quartile of the obtained 30 final solutions. Shorter interquartile range of DBSO means that it has a stable performance of the search capacity over multiple independent runs, and has less sensitivities of the randomly generated initial solutions. These results indicate that DBSO has a more VOLUME 7, 2019 powerful and stable search capacity in comparison with its peers.
On the other hand, we also illustrate the convergence graphs for the same functions in CEC13 and CEC17 in Fig. 4 and Fig. 5 , respectively. Similar results can also be obtained for the other tested functions. The algorithms' search behavior on F3 in CEC13 is quite illuminating to elaborate the search dynamics of DBSO. From it, we find that that DBSO still has very powerful exploration ability in the latter search phase (e.g., over 1000 iteration counts) while its peers have already been trapped into local optimal solutions and cannot improve the solutions' quality any further. It suggests that DBSO has better exploration ability with the aid of its distributed population structure which enables DBSO to maintain the population diversity and effectively exchange the information among different solutions simultaneously.
Furthermore, Table 4 summarizes the non-parametric statistical analysis results by using Friedman test for all compared algorithms to detect the significant differences among these algorithms. The null hypothesis is that the obtained mean values among the compared algorithms are the same, and its alternative hypothesis negates the null hypothesis by accepting the right-side one. In Table 4 , the rank value is calculated by Friedman test, and the lower the rank, the better the algorithm. From it, we can find that DBSO obtains the lowest rank value of 1.52 for CEC13, 1.28 for CEC17, and 1.4 for both benchmark functions. The associated unadjusted p-values indicate that the DBSO performs significantly better than its peers if p ≤ α = 0.05. Thus, it can be concluded that DBSO performs significantly better or very competitive results in comparison with other typical variants of BSOs.
B. RESULTS OF DISCRETE GRAPH PLANARIZATION
To verify the search performance of DBSO for discrete optimization problems, the famous graph planarization problem (GPP) is used, not only due to its theoretical values related with computational geometry and complex networks' design and analysis, but also owing to its significant practical applications on automatic graph drawing, circuit board layout and facility layout designs [60] , etc. Given an arbitrary graph G = (V , E), GPP is to find and embed its maximum planar subgraph which is a minimum cardinality of its subset of edges such that the resulting graph is planar by removing this subset of edges. GPP is so difficult to be solved and has been shown to be NP-hard.
To solve GPP, DBSO adopts the well-known single-row routing representation (SRR) as the data structure [60] . More details of SRR can be referred in [60] and [6] , [61] , [62] . Initially, all the vertices of the given graph are put on a direct line using a Hamiltonian cycle generation method [63] , [64] . The resulting vertex sequence is expressed as {π (1), π(2), . . . , π (|V |)}. To be specific, a vertex is randomly selected from all vertices in G as the first one (i.e., π (1)) placed on the line. The remaining vertices of the sequence are determined as follows: π (k + 1) is placed after π (k) such that π(k + 1) has the least adjacency among the remaining vertices that are connected with π (k), or π (k + 1) is a vertex with the minimum degree with a homogeneous probability if it is not connected with π(k). Based on SRR, all edges in |E| are placed either upper (thus the edge is denoted as U ) the vertex line, or under (denoted as L) it, or eliminated (denoted as E) from the subset. It is apparent that the edges VOLUME 7, 2019 FIGURE 6. Obtained planar subgraphs for G1, G8, and G12 by DBSO.
of U are never cross with those of L, and the cardinality of U + L represents the solution value of an obtained maximum planar subgraph of a given G. Thus, it is clear that GPP using SRR is a tripe-valued discrete optimization problem [16] , and the discrete transformation function Eq. (11) in DBSO can be rewritten as:
The performance of DBSO is compared with those existing methods in the literature, including (1) PPA [60] which is a neural network based parallel planarization algorithm with O(1) time complexity, (2) EPA [65] which is a Hopfield neural network based method with a gradient ascent scheme to solve the local optimal problems in neural networks, (3) EGP [63] which is a two phrases graph planarization heuristic algorithm, (4) GRASP [64] which is a greedy randomized adaptive search procedure, (5) IGA [66] which is an improved genetic algorithm, (6) MAIS [6] which is a multi-layered immune system, (7) TGSA [16] which is a triple-valued gravitational search algorithm, (8) PSO [61] which is a discrete particle swarm algorithm, (9) PMPSO [61] which improved the original PSO by combing with a probability modeling technique, and (10) GSADE [62] which is a hybrid algorithm by incorporating differential evolution into gravitational search algorithm.
The experiments are conducted based on two test suits, the first one (test suit 1) has 19 GPP instances with generally small-sized graphs, while the second one (test suit 2) has 30 instances with middle-and large-sized graphs. Table 5 and  Table 6 summarize the experimental results of all compared 39778 VOLUME 7, 2019 FIGURE 7. Obtained planar subgraphs for rg50.5, rg100.3, and rg150.2 by DBSO.
algorithms for the two test suits, respectively. The results of the compared methods are taken from the corresponding published papers. From them, it can be found that DBSO generally performs better than its competitors. Also, the Friedman test is also carried out to detect the significant difference between DBSO and its peers. The rank values in Table 5 and Table 6 clearly demonstrate that DBSO is the most competitive method for solving GPP. More specially, it performs significantly better than PPA, EPA, EGP, IGA, MAIS and PSO for small-sized instances, while performs competitive results with GRASP, TGSA and PMPSO. For middle-and large-sized instances, DBSO performs much better than EPA, TGSA, and PMPSO, and slightly better than GSADE. Moreover, Figs. 6 and 7 depict several typical solutions obtained by DBSO by showing the original graph and the obtained planar subgraph. From these results, it can be concluded that DBSO is a very promising and competitive algorithm for solving GPP.
V. CONCLUSIONS
In this paper, we proposed a novel brain storm optimization method based on a distributed population structure. The information exchange among different groups (or layers) in such distributed structure is realized by performing a leader learning strategy which uses the best-so-far solutions to guide the search of solutions in each sub-populations, and a literal learning strategy which carries out information exchange among the cluster centers effectively. The performance of the proposed method DBSO is verified based on both continuous and discrete optimization problems. Extensive experimental results of CEC benchmark functions and graph planarization suggest that DBSO is very competitive in comparison with other traditional methods in terms of solution accuracy and convergence performance. In the future, we plan to apply DBSO on other engineering problems, such as vehicle routing problems, neuron learning problems, and so on.
