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QUANTIZATION SCHEME FOR MODULAR q-DIFFERENCE
EQUATIONS
SERGEY SERGEEV
Abstract. Modular pairs of some second order q-difference equations are considered.
These equations may be interpreted as a quantum mechanics of a sort of hyperelliptic
pendulum. It is shown the quantization of a spectrum may be provided by the condition of
the analyticity of the wave function. Baxter’s t −Q equations for the quantum relativistic
Toda chain in the “strong coupling regime” are related to the system considered, and the
quantization condition for Q-operator is also considered.
1. Introduction
The last few years in the theory of exactly integrable models there appeared several
important models with the local Weyl algebra as the algebra of observables with the special
values of Weyl’s parameter q [1, 2, 3]
(1) q = e2πi b
2
, b = eiθ , 0 < θ <
π
2
.
Remarkable feature of this regime, called “the strong coupling regime”, is that the complex
conjugation of q is equivalent to the Jacoby modular transform,
(2) q∗ = e−2πib
−2
.
(In this paper we will use the star as the complex conjugation sign.)
Let the coordinate x and the momentum p, forming the Heisenberg algebra
(3) [x,p] =
i
2π
,
are used for the definition of the Weyl pair u,v
(4) u = e2πbx , v = e2πbp , u v = q v u ,
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and the dual (i.e. conjugated) pair
(5) u† = e2πb
−1
x , v† = e2πb
−1
p , v† u† = q∗ u† v† .
Any elements of the first pair evidently commute with any element of the second one. The
physical meaning of the regime (1) is that any polynomial J(u,v) commutes with its conju-
gated,
(6) J(u,v) J(u,v)† = J(u,v)†J(u,v) ,
i.e. one may talk about commuting hermitian “hamiltonians” J+ J† and i(J− J†).
Since J is a polynomial with initially arbitrary coefficients, one may choose the spectral
problem as follows,
(7) 〈Ψ| · J(u,v) = 〈Ψ| · J(u,v)† = 0 .
These equations, being supplemented with an appropriate extra condition for Ψ, should
provide a quantization of coefficients of polynomial J. This quantization condition and its
realization as a set of well defined equations for a particular J(u,v) is the subject of this
paper.
2. Framework of quantum mechanics: q-hyperelliptic pendulum
Here we will consider the following operator-valued polynomial J(u,v):
(8) J(u,v) = v + v−1 + T (u) ,
where the “potential”
(9) T (u) = λu−L
2L∑
j=0
tj · (−u)
j , t0 = t2L = 1 ,
and all tj and λ are complex coefficients. This J may be considered evidently as a q-
deformation of Schroedinger’s kernel j = p2 + V (x) − E, and Ψ is a wave function. Note,
when q 7→ 1, J(u, v) = 0 defines the genus g = 2L− 1 hyperelliptic curve with g moduli tj ,
and mechanically the dynamic of u and v is a hyperlliptic pendulum.
Let us choose the coordinate representation,
(10) 〈Ψ|x〉 = Ψ(x) , 〈Ψ|x|x〉 = xΨ(x) , 〈Ψ|p|x〉 =
i
2π
Ψ′(x) .
3Therefore, due to (4) and (5),
(11)
〈Ψ|u|x〉 = e2πxbΨ(x) , 〈Ψ|u†|x〉 = e2πxb
−1
Ψ(x) ,
〈Ψ|v|x〉 = Ψ(x+ ib) , 〈Ψ|v†|x〉 = Ψ(x+ ib−1) .
For the shortness of all subsequent formulas, define the correspondence
(12) ∀ x ∈ C ⇔ u ≡ e2πxb and u˜ ≡ e2πxb
−1
.
Note, if x is complex, u˜ 6= u∗.
Turn now to equations (7) in this basis. For (8) they are
(13)


Ψ(x+ ib) + Ψ(x− ib) + Ψ(x) T (u) = 0 ,
Ψ(x+ ib−1) + Ψ(x− ib−1) + Ψ(x) T ∗(u˜) = 0 ,
where T ∗ means the complex conjugation of all coefficients of the Laurent polynomial T .
Function Ψ(x) when x ∈ R is the wave function, so that one condition for Ψ is evident:
(14) Ψ(x) ∈ L2(R) .
Clearly, the shifts of the argument of Ψ to the complex plane, corresponding to the second
line of (11), are to be understood as the complex continuation of the physical Ψ(x)x∈R. In
the framework of the quantum mechanics the primitive way to generate the complex shifts
is the series expansion (recall, ib = i cos θ − sin θ),
(15) Ψ(x+ ib) =
∞∑
n=0
Ψ(n)(x− sin θ)
(i cos θ)n
n!
,
so that (13) with x ∈ R is the coordinate representation of (7) only if Ψ(x) is analytical in
the strip
(16) − cos θ < ℑ(x) < cos θ .
Further we will see, this condition will provide the analyticity of Ψ(x) in the whole complex
plane.
Note, system (13) is not related to the well known theory of Harper’s equations because
of our |q| 6= 1.
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3. Holomorphic counterparts
The first key observation is that each equation of (13) may be modified to special forms,
having the holomorphic on u±1 or on u˜±1 solutions. Let
(17) t+(u) =
uL
λ
T (u) =
2L∑
j=0
tj · (−u)
j , t−(u) =
1
uLλ
T (u) =
2L∑
j=0
t2L−j · (−u)
−j ,
and consider two equations
(18) χ+(q
−1u) = t+(u)χ+(u)−Gu
2Lχ+(qu)
and
(19) χ−(qu) = t−(u)χ−(u)−Gu
−2Lχ−(q
−1u) ,
where
(20) G ≡ qLλ−2 .
Let χ+(u) be the holomorphic on u solution of (18), normalized as χ+(0) = 1. Let χ−(u)
be the holomorphic on u−1 solution of (19), normalized as χ−(∞) = 1. Both these functions
are uniquely defined. Expansion of e.g. χ+ may be estimated
(21) χ+(u) =
∞∑
n=0
χn · (−u)
n , |χn| < q
n2/4LXn ,
where X is defined by the set of tj and G. Besides, there exists a way to represent χ+ as
the semi-infinite matrix product. Let
(22) L(u) =


t+(u) −Gu
2L
1 0


and
(23) Ln(u) = L(u) · L(qu) · L(q
2u) · · ·L(qn−1u) .
For |q| < 1 the matrix function Ln(u) is absolutely convergent product, and
(24) L∞(u) =


χ+(q
−1u) 0
χ+(u) 0

 .
5This form of L∞ follows from the relation L∞(u) = L(u) · L∞(qu).
Analogous expressions may be written and for χ−. For example, if t−(u) = t+(u
−1) (i.e.
T (u) = T (u−1)), then χ−(u) ≡ χ+(u
−1).
Function ψ(u) =
∞∏
n=0
(1− qnu) is called sometimes as “quantum dilogarithm” since in the
limit q = e−ǫ 7→ 1 the leading asymptotic is ψ(u) = exp{ǫ−1
∫ u
0
log(1 − x)d log x + O(1)}.
In the same limit holomorphic solution of
(25) χ(q−1u) = t(u)χ(u)− p(u)χ(qu) ,
where polynomials t(u) and p(u) are normalized as t(0) = 1 and p(0) = 0 (cf. (18)), has the
asymptotic
(26) χ(u) = exp{ǫ−1
∫ u
0
log yd logx+O(1)}
where x, y belongs to the hyperelliptic curve
(27) y + p(x)y−1 = t(x) .
Initial point in the integral (26) is the point x = 0, y = 1 of the curve, integration is performed
in the neighborhood of this point.
4. Ansatz for the wave function
With the definition (12) taken into account, both
(28) ψ+(x) =
χ+(u)
n+(u)
and ψ−(x) =
χ−(u)
n−(u)
solve the first equation of (13) if
(29)
n+(u)
n+(q−1u)
= −λu−L ,
n−(u)
n−(qu)
= −λuL .
Solutions of the second equation of (13) are simply
(30) ψ∗+(x) =
χ∗+(u˜)
n∗+(u˜)
and ψ∗−(x) =
χ∗−(u˜)
n∗−(u˜)
.
Then a general solution of (13) is a linear combination of four terms,
(31) Ψ(x) ∼
∑
ε,ε′=±
ψε(u)ψ
∗
ε′(u˜)
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One may estimate the average asymptotic of any ψε(u)ψ
∗
ε′(u˜)
1 and conclude that ψ±(u)ψ
∗
±(u˜)
grow at x 7→ ±∞, while
(34) |ψ±(u)ψ
∗
∓(u˜)| ∼ e
−2πL cos θ|x| , x 7→ ±∞
Thus we come to the following ansatz for Ψ(x) ∈ L2(R):
(35) Ψ(x) =
χ+(u)χ
∗
−(u˜)
D1(x)
−
χ−(u)χ
∗
+(u˜)
D2(x)
where D1 ∼ n+n
∗
− and D2 ∼ n−n
∗
+ obey
(36)
D1(x)
D1(x− ib)
= −λu−L ,
D1(x)
D1(x− ib−1)
= −λ∗u˜L
D2(x)
D2(x+ ib)
= −λuL ,
D2(x)
D2(x+ ib−1)
= −λ∗u˜−L .
Suppose further
(37) −λ = eiπLb
2−πγb , G = e2πγb
with γ ∈ R. Then D1 and D2 may be specified as follows:
(38)
D1(x) = e−iπLx
2+iπγu−LW1(u) ,
D2(x) = e−iπLx
2−iπγu−LW2(u) ,
where
(39) W1,2(u) = u
2LW1,2(qu) .
Functions D1 and D2, and correspondingly W1 and W2 may be defined via (39) up to two
arbitrary double periodic functions. Equation (39) implies thatW1,2(u) as functions of x has
at least 2L zeros in the parallelogram of periods. In general, the zeros may be chosen to be
1Corollary: Let f(x) has the asymptotic difference properties
(32)
f(x)
f(x+ ib)
∼ ae2pixbε , f(x)
f(x− ib−1)
∼ a′e2pixb
−1ε′
when x is big, ε and ε′ are integers. Then the average asymptotic of |f(x)| with real x 7→ ±∞ is
(33) |f(x)| ∼ exp
(
pi
2
(ε+ ε′) cot θx2 + pi(ε+ ε′) cos θx+
log |aa′|
2 sin θ
x
)
.
7complex, so that such Ψ(x) ∈ L2(R) and nothing has been quantized. Therefore one should
turn to the second condition for Ψ(x), the analyticity in the strip (16).
The strip (16) contains the whole parallelogram of periods, so that there exists only one
way to provide the analyticity of Ψ(x) in the strip. This way is the following:
• at the first, W2 should be chosen proportional to W1 so that they give the common
denominator in (35),
(40) Ψ(x) = eiπLx
2 e−iπγxχ+(u)χ
∗
−(u˜)− ξe
iπγxχ−(u)χ
∗
+(u˜)
u−LW (u)
,
where ξ is a complex number.
• secondly W (u) should be chosen with the minimal set of zeros,
(41) W (u) =
2L∏
j=1
H(u/sj) ,
where the theta-function H(u) = −uH(qu) is given by
(42) H(u) = (u; q)∞(qu
−1; q)∞(q; q)∞ =
∑
n∈Z
qn(n−1)/2(−u)n ,
so that (39) provides
(43)
2L∏
j=1
sj = 1 ,
• and thirdly, one should provide the Gutzwiller principle [4]: the cancellation of zeros
of W (u) and zeros of the numerator of (40) in the whole strip.
5. Quantization equations
Let us in addition to the conventions (12) and (37) use
(44) sj = e2πσjb ,
2L∑
j=1
σj = 0 .
Zeros of denominator of (40) in the strip (16) are x = σj + inb− inb
−1, j = 1, ..., 2L, n ∈ Z.
This corresponds to u = qnsj and u˜ = q
∗ns˜j. Conditions of zero value of the numerator of
(40) in this points are the infinite set of equations
(45) ξ = e−2πiγσj
Gn
χ+(q
nsj)
χ−(qnsj)
G∗n
χ∗+(q
∗ns˜j)
χ∗−(q
∗ns˜j)
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There exists the unique way to satisfy all this infinite set. At the first, one has to demand
that both numerator and denominator of (45) do not depend on n, i.e.
(46) Gn
χ+(q
nsj)
χ−(qnsj)
=
χ+(sj)
χ−(sj)
def
= M(sj) ,
The special set of sj, obeying this relations, corresponds to the zeros of the q-Wronskian of
ψ+ and ψ−, (28). Excluding n±, we define q-Wronskian as
(47) W (u)
def
= χ+(q
−1u)χ−(u) − Gχ+(u)χ−(q
−1u) .
Due to the equations for χ±, (18,19),
(48) W (u) = u2LW (qu) ,
and since (47) by the definition is a convergent series in u, u−1, there exists the unique set
of sj , j = 1, ..., 2L, such that
(49) W (u) = C
2L∏
j=1
H(u/sj) ,
2L∏
j=1
sj = 1 ,
A constant C, depending on G and the set of tj , is unessential. The periodicity of the
Wronskian (47) provides (46).
Therefore, if sj are the zeros of the Wronskian (47), all the infinite set (45) reduces to
2N − 1 equations (since ξ itself is to be defined by these equations)
(50) ξ = e−2πiγσj
M(sj)
M∗(s˜j)
, j = 1, ..., 2L .
It is the set of equations for the coefficients tj of the “potential” (9), the number of equations
corresponds exactly to the number of unknown tj and to the number of independent sj . Due
to the definition (47,49), the set sj is the unique function of tj. From the other side, one may
show that tj are multivalued functions of sj with the infinite number of leafs, this provides
a discrete infinite set of solutions of (50).
A numerical investigation of (50) allows us to assume that all solutions of (50) correspond
to real σj , so that ξ is a pure phase. Besides, it provides that Ψ(x) (40) has a constant phase
when x ∈ R (since complex conjugation is equivalent to the modular transform). Also, if
the “potential” is symmetrical, T (u) = T (u−1), then ξ = ±1 is the parity.
Note finally, due to the definition of M , (46), the numerator of (40) is zero in the points
x = σj + inb− imb
−1, n,m ∈ Z, therefore Ψ(x) is analytical in the whole complex plane.
96. Quantum relativistic Toda chain
The quantum curve for the length N quantum relativistic Toda chain in one of possible
normalizations [5] is
(51) J(u,v) = v + (−)NGuNv−1 − t(u) ,
where
(52) t(u) =
N∑
j=0
tj · (−u)
j , t0 = tN = 1 .
Baxter’s equations for Q(x) = 〈Q|x〉 are 〈Q| J = 〈Q| J† = 0.
The conditions for Q(x) are the following [3, 6]:
• |Q(x)| ∼ 1 when x 7→ −∞ and |Q(x)| ∼ e−2πN cos θx when x 7→ +∞, and
• Q(x) is analytical in the whole complex plane.
Then, just modifying slightly all the previous considerations (they correspond actually to
even N = 2L), at the first define χ± as holomorphic on u
±1 solutions of
(53)
χ+(q
−1u) = t(u)χ+(u) − G (−u)
Nχ+(qu) ,
χ−(qu) =
t(u)
(−u)N
χ−(u) −
G
(−u)N
χ−(q
−1u) .
Formula (47) for their q-Wronskian is the same, but W (u) = (−u)NW (qu) and therefore the
decomposition is
(54) W (u) = C
N∏
j=1
H(u/sj) ,
N∏
j=1
sj = 1 .
As previously, let
(55) M(sj) =
χ+(sj)
χ−(sj)
,
and the quantization condition for real σj , sj ≡ e2πσjb, is
(56) e−2πiγσj
M(sj)
M(sj)∗
= ξ , j = 1, ..., N .
All notations here are the same as in (37,44, etc.)
Now Q(x), obeying all the conditions, is given by
(57) Q(x) =
e−2πiγxχ+(u)χ
∗
−(u˜)− ξχ−(u)χ
∗
+(u˜)
W (u)
.
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7. Conclusion
In this paper we have proposed the quantization scenario for some Baxter-type equations
in the strong coupling regime. The important observation has been made that certain second-
order q-difference equations may have holomorphic on u solutions (functions χ) in the same
way as the first order difference equations have the holomorphic solution – the compact
quantum dilogarithm [7]. These χ – functions (they are related to the Hill determinants
in the usual quantum Toda chain) are suitable for numerical analysis, contrary to the case
|q| = 1 [6]. Another important observation has been made that the zeros of q-Wronskian of
two χ-functions reduces the infinite set of residue relations to the finite one.
Quantization condition, the analyticity of the wave function or of the Baxter function Q
in the strip (16), is the set of transcendental equations (50) in the terms of the functions χ.
The number of equations (50) grows when the size of the system grows. We still did not find
a good method of investigation of these equations in the thermodynamical limit.
In this paper we have dealt with rather specific quantum curves J(u,v). In the both ex-
amples Ψ(x) and Q(x) are analytical in the whole complex plane, this is the specific feature
of Toda-type J(u,v). For more complicated examples (e.g. an appropriately reformulated
sine-Gordon model) it will not be so. We believe, the scheme proposed here, may be gener-
alized to the class of all quantum algebraic curves (not only hyperelliptic), corresponding to
the class of integrable models with the local Weyl algebra as the algebra of observables [8].
This will be the subject of forthcoming papers.
Acknowledgements I would like to thank V. Bazhanov, R. Kashaev and S. Pakuliak for
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