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Let 4 denote the set of all n x II Hadamard matrices. For HE Sz, , define the 
weight of H to be w(H) = number of l’s in H, and w(n) = max{w(H); HE S,}. 
In this paper, we derive upper and lower bounds for w(n). 
1. INTRODUCTION TO THE PROBLEM 
A Hadamard matrix, or simply a H-matrix, is an n x n (1, - I)-matrix H 
satisfying the condition that HHt = nZ where Z denotes the identity matrix 
of order n. It is well known that if H is such a matrix, then n = I, 2, or 
n = 0 (mod 4), and that ) det H 1 = nnf2 > 1 det A 1 for all n x n matrices 
A = (Q with / u,~ 1 ,< 1 for all i, j = 1, 2,..., II. The follwoing question was 
originally raised by the first author [6]: How strong a restriction does the 
condition HHt = nZ impose on the number of l’s in H? More specifically, 
what is the maximal number of l’s in an II x IZ H-matrix? 
The purpose of this paper is to derive some upper and lower bounds for 
this number and to determine the exact values for n = 2, 4, and 8. 
Throughout, Q, denotes the set of all y1 x n Hadamard matrices. Ri and Ci 
denote the ith row and column of an n x n matrix, i = 1, 2,..., n. a(A) 
denotes the sum of all entries of a matrix A. To avoid triviality, we assume 
that n > 1. 
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ThCorie des Graphes held at the University Paris Sud at Orsay, July 9-13, 1976. 
+ This research was supported by the National Research Council of Canada under 
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2. SOME UPPER AND LOWER BOUNDS 
DEFINITION I. For H E a, , the weight of H is defined to be the number 
of l’s in H and is denoted by w(H). We let w(n) = max{w(H); HE 52,). 
Note that w(n) is defined only for n = 2 and n = 0 (mod 4). It is also easy 
to see that w(n) is always even if n f 2. 
Our first result is a general lower bound for w(n). 
THEOREM 1. w(n) > ~;(n $ 4)(n - 1). 
Proof. Let HE Sz, be a normalized H-matrix. Negating RI and then 
G 3 G ,.‘.> C, successively, we obtain an H-matrix K such that w(K) = 
2(n - 1) + $?(n - 1) = $(n $ 4)(n - 1). 
Remark 1. The above bound, though rough it may seem, is in fact the 
best possible for the first three values of 12 since it will be shown later on that 
we get equality when n = 2, 4, and 8. 
The problem of getting a nontrivial upper bound for w(n) is a considerably 
more difficult one. To do this, we need a definition and a few known results. 
DEFINITION 2 [l]. Let A be an n x II matrix. The lambda number of A 
is h(A) = det(A + J) - det A where J denotes the matrix with all entries 
equal to 1. 
LEMMA 1 [l, Theorem 41. If the n x n matrix A is nonsingular, then 
h(A) = (det A) * a&P). 
Following the notations used in [3], we denote by f(n) and g(n) the 
maximum value of nth order determinants with entries 0 or 1 and - 1 or 1, 
respectively. 
LEMMA 2 [3, Theorem 21. 2”f(n) = g(n + 1). 
THEOREM 2. 
where [ ] denotes the greatest integer function. 
Proof. Let H E a, . Then HHt = nZ implies that H-l = (l/n) Ht and 
hence a(H-l) = (l/n)u(Ht) = (l/n)c(H). F rom Lemma 1, we get det(H+ J) - 
detH = X(H) = (det H) * a(H-l) = (l/n)(det H) . a(H). Hence (1 + (l/n)u(H)) 
det H = det(H + J) = 2” det(&(H + J)). Since &(H + J) is a (0, I)-matrix, 
we have, by Lemma 2 that : 2” det(H + J)I :.< 2”f(n) = g(n -t 1). Thus 
WEIGHTS OF HADAMARD MATRICES 259 
I(1 + (l/n) a(H)) det H j < g(n + 1). Since j det H ( = n’lp and since clearly 
a(H) can be assumed to be nonnegative, we get 1 $ (l/n) a(H) < g(n + 1)/n”‘” 
which together with the fact that a(H) = 2w(H) - n2 yields the desired 
result. 
Remark 2. The upper bound obtained above is not very useful in general 
since only four values of g(n + 1) are known: g(5) = 48, g(9) = 7 x 211, 
g(13) = 5 x 126, and g(25) = 7 x 2412. It will be shown later on, however, 
that the value of w(8) can be determined from Theorems 1 and 2. 
In order to obtain from Theorem 2 an upper bound which is workable 
for all n, we employ the following known result. 
LEMMA 3 [4, Satz 4. I]. If n > 1 is odd, then (g(n))” < (n - l)“-l(2n - 1). 
THEOREM 3. 
1v(n) < [; (n - 1 + p + 1)1/Z)] = !y + [ n(2n ; *Y 1. 
Proof. By Theorem 2 and Lemma 3. 
The following corollary is an immediate consequence of Theorems 1 and 3. 
COROLLARY I. w(2) = 3, w(4) = 12. 
THEOREM 4. w(8) = 42. 
Proof. By Theorems 1 and 2, 42 < w(8) < 44. Since w(8) is even, it 
suffices to shown that w(8) # 44. Suppose w(8) = 44. Then there exists 
HE Q, such that w(H) = 44 and thus o(H) = 24. Since g(9) = 7 x 211, 
we have g(9)/84 = S < 4 = 1 + Qa(H), a contradiction to the inequality 
1 + (I/n) a(H) < g(n + 1)/n”‘” (cf. proof of Theorem 2). 
Remark 3. It is interesting to note that the above argument does not 
work for the cases n = 12 and n = 24; i.e., it would not eliminate the 
possibilities that ~(12) = 96, ~(24) = 360 as given by the upper bound in 
Theorem 2; e.g., if HE Sz,, such that w(H) = 96 then o(H) = 48 and thus 
1 + (l/n) a(H) = 5. On the other hand, g(13)/126 = (5 x 123/126 = 5. 
Similarly, if HE QZ4 such that w(H) = 360, then u(H) = 144 and thus 
1 + (l/n) a(H) = 7. On the other hand, g(25)/2412 = (7 x 2412)/2412 = 7. 
Our next result shows that if n = 4t where t > 1 is odd, then the lower 
bound given in Theorem 1 can be improved slightly. 
THEOREM 5. If n = 4t, where t ) 1 is odd, then w(n) > $(n + 6)(n - 2). 
Proof. Let HE s1,, we partition the columns of H into four blocks 
each having t columns. Since any two distinct rows of H are orthogonal, 
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it is easy to see that after negating and interchanging columns, we obtain 
an HI E Qat of which the first three rows are as shown in the following matrix, 
where a + (-) sign indicates that all the entries in that block are l’s (( - 1)‘s): 
R, --f 
& - 
4 - 
‘- ;- i- + . 
+ -1 -- 
+ + 
qi l’s t - qi l’s t - qi l’s qi 1’s 
= HI. 
Now consider any Ri, 4 < i < n. Let P, , P, , P, , and P, denote the 
number of l’s in Ri which lie in blocks 1, 2, 3, and 4, respectively. By 
orthogonality, we obtain easily that P, + P, + P, + P4 = 2t, P, + Pz = 
P, + P, , and P, + P, = P, + P, . Hence P, = P, = qi and P, = P, ‘= 
t - qi . Negating the second and third blocks then yields a K E Sz,, of the 
following form where each block in Ri has qi l’s: 
R, - 
R, --+ 
R, - 
R, --f 
- 
qi l’s qi l’s 
For those Ri where qi < (t + 1)/2, we have qi < (t - 1)/2 and thus 
t - qi > (t + 1)/2. Hence, negating Ri if necessary, we can assume that 
qi >, (t + 1)/2 for all rows Ri . Therefore, w(K) = (3n/2) + 4 xFs=4 qi Z 
(3n/2) + 2(n - 3)[(n/4) + l] = $(n + 6)(n - 2). 
3. THE CASES n = 12 AND n = 16 
When n = 12, Theorems 3 and 5 yield 90 d ~(12) < 96. Using ortho- 
gonality of the rows, it can be shown that ~(12) # 96, 94. Unfortunately, 
the possibility that ~(12) = 92 can not be disposed of. In general, our 
argument is quite tedious for large n and is unlikely to close the gap between 
the lower and upper bound as given by Theorems 1 and 3. 
LEMMA 4. If H E 52, is such that one row (or column) has all entries equal 
to 1, then w(H) = tn(n + 1). 
Prooj This is a trivial consequence of the orthogonality of the row 
(column) vectors. 
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LEMMA 5. If H E Q, is such that for some constant k every row of H has 
precisely k l’s, then n is a square and k = $(n & n112). 
Proof. From the assumption, it is easy to see that HJ = JH = (n - 2k)J. 
Taking transpose, we get HtJ = (n - 2k)J. From HHt = nZ we get nJ = 
nZJ = HHtJ = (n - 2k) HJ = (n - 2k)2 J. Hence n = (n - 2k)2. Solving 
in terms of k, we get k = +(n f I@‘~). 
In the following, we use n, to denote the number of l’s in R, (thus 
W(H) = z ni) and let N = max{n, ; 1 < i < n}. 
THEOREM 6. ~(12) # 96. 
Proof. Suppose w(H) = 96 for some HE Q,, . Then clearly 8 < N < 12. 
By Lemma 4, N = 12 is impossible. If N = 8, then clearly ni = 8 for all i 
which is impossible in view of Lemma 5. It remains then to show that N # 9, 
10, 11. 
Case (i). IfN=9, wemayassumethat R,=(+++++++++---). 
For any Ri , i # 1, it is readily seen that ni = 3, 5, 7, or 9 depending on 
whether there are 0, 1, 2, or 3 I’s in the last three positions. Consider two 
rows that have three l’s in the last three positions. Each must have three 
(- 1)‘s in the first nine positions. From the orthogonality, it is easy to see that 
no two of these (- 1)‘s can lie in the same column and hence the number of 
such rows is at most three. Therefore w(H) < 4 x 9 + 8 x 7 = 92, a 
contradiction. 
Case (ii). If N= 10, we may assume that R, =( + + + + + + + + + + - -). 
For any Ri , i # 1, it is readily seen that ni = 4,6, or 8 depending on whether 
there are zero, one, or two l’s in the last two positions. Consider two rows 
that have two I’s in the last two positions. Each must have four (-1)‘s 
in the first 10 positions. From the orthogonality, it is easy to see that exactly 
two of these (- 1)‘s must lie in the same column. Simple computations then 
show that the number of such rows is at most five. Therefore w(H) < 
10 + 5 x 8 + 6 x 6 = 86, a contradiction. 
Case (iii). If N= 1 I, we may assume that R,=(+ + + + + + + + + + + -). 
For any Ri , i # 1, it is readily seen that ni = 5 or 7 depending on whether 
the last entry is - 1 or 1. In any case, we have w(H) < 11 + 11 x 7 = 88, 
a contradiction. 
THEOREM 7. w( 12) # 94. 
Proof. Suppose w(H) = 94 for some HE Q,, . Then again 8 < N < 12. 
The arguments used above show that N + 9, 10, 11, 12. It therefore suffices 
to show that N # 8. Suppose N = 8. Then we may assume that R, = 
(++++++++-----). For any Ri, i f 1, it is readily seen that 
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ni = 2, 4, 6, or 8 depending on whether there are zero, one, two, or three l’s 
in the last four positions. Consider rows that have three l’s in the last 
four positions. Each must have three (- 1)‘s in the first eight positions. 
If two such rows have identical patterns for the last four entries, say 
(+ + + -), then it is easy to see that no two of the (- 1)‘s in the first eight 
positions can lie in the same column, and hence there can be at most two 
such rows with identical patterns for the last four entries. Since there are 
only four possible patterns with three l’s among four entries, we get 
w(H) < 8 + 8 x 8 J- 3 x’ 6 -= 90, a contradiction. 
COROLLARY 2. w( 12) = 90 or 92. 
We now give an example of a matrix H in Q,, with w(H) = 90. 
EXAMPLE 1. Consider the following well-known matrix HE Sz,, due to 
Williamson (cf. [.5, pp. 216-2171): 
H= 
and 
where A-J 
Simple computations show that w(H) = 90. 
For w(l6), the lower and upper bound given by Theorems 1 and 3 are 150 
and 164, respectively. In order to narrow the gap, we introduce a method 
which sometimes yields a lower bound better than the one given in Theorem 1. 
THEOREM 8. Whenever w(n) and w(m) are defined, we have 
(i) w(mn) >, m2nz --. m2w(n) - n2w(m) $ 2w(m) w(n), 
(ii) w(n2) b (n2 - w(n))” + (w(n))“. 
Proof. It clearly suffices to show (i). Let H, E Q, and H, E 52, . Then 
it is well known that HI @ H2 E Qn,, where @ denotes the Kronecker 
product. Since w(H, @ H2) = w(H,) w(H,) + (m2 - w(H,))(n2 - w(H,)) = 
m2n2 - m2w(H2) - n2w(H,) + 2w(H,) w(H,), (i) follows immediately. 
COROLLARY 3. ~(16) = 160 or 162 or 164. 
Proo$ Since w(4) = 12, Theorem 8(ii) implies that ~(16) >, 
(16 - ~(4))~ + (~(4))~ = 160. On the other hand, Theorem 3 yields 
~(16) < 8 x 15 + [8(33)l’“] = 165. 
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In closing we mention that since the existence of Hadamard matrices is 
now generally believed to be true, it might be helpful in the construction 
of such matrices to know the extreme weights of them. 
Note added in proof Dr. M. R. Best of Amsterdam has shown that ~(12) = 90 and 
~(16) = 160. 
REFERENCES 
1. M. R. BICKNELL, The lambda number of a matrix: the sum of its n” cofactors, Amer. 
Math. Monthly 72 (1965), 26G264. 
2. J. BRENNER AND L. CUMMINGS, The Hadamard maximum determinant problem, Amer. 
Math. Monthly 79 (1972), 626-630. 
3. J. H. E. COHN, On the value of determinants, Proc. Amer. Math. Sot. 14 (1963), 581-588. 
4. H. EHLICH, DeterminantenabschPtzungen fiir bin&e Matrizen, Math. Z. 83 (1964), 
123-132. 
5. M. HALL, JR., “Combinatorial Theory,” Blaisdell, Waltham, Mass., 1966. 
6. K. W. SCHMIDT, Problem 863, Math. Mug. 46 (1973), 103. 
7. W. D. WALLIS, A. P. STREET, AND J. S. WALLIS, ‘Combinatorics: Room Squares, Sum- 
Free Sets, Hadamard Matrices,” Lecture Notes in Mathematics, Vol. 292, Springer- 
Verlag, Berlin/Heidelberg/New York, 1972. 
8. E. T. H. WANG, Comment on problem 863, Math. Mug. 47 (1974), 296297. 
+423/3-3 
