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Abstract. Identifying common patterns among events is a key ability
in human and machine perception, as it underlies intelligent decision
making. We propose an approach for learning semantic relational set
abstractions on videos, inspired by human learning. We combine visual
features with natural language supervision to generate high-level repre-
sentations of similarities across a set of videos. This allows our model to
perform cognitive tasks such as set abstraction (which general concept
is in common among a set of videos?), set completion (which new video
goes well with the set?), and odd one out detection (which video does not
belong to the set?). Experiments on two video benchmarks, Kinetics and
Multi-Moments in Time, show that robust and versatile representations
emerge when learning to recognize commonalities among sets. We com-
pare our model to several baseline algorithms and show that significant
improvements result from explicitly learning relational abstractions with
semantic supervision. Code and models are available online †.
Keywords: set abstraction, video understanding, relational learning
1 Introduction
Humans are extraordinary at picking out patterns between different events, de-
tecting what they have in common and organizing them into abstract categories,
a key reasoning ability. Our goal in this paper is to instantiate this ability into
a computer vision system. Learning the semantic relational abstraction between
a set of events (Figure 1) allows a model to perform cognitive-level tasks similar
to a person abstracting common patterns. If a model has learned that exercising
can take many forms (running, weightlifting, boxing), its feature representation
can naturally be used to select which new event is similar to the set, or detect
an incompatible exemplar. Enriching the learning of these abstractions with se-
mantic and verbal content, allows us to move one step closer to people’s ability
to combine visual and contextual relationships for deeper event understanding.
∗Equal contribution.
†Project website: abstraction.csail.mit.edu
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Fig. 1: Semantic Relational Set Abstraction and its Applications: We
propose a paradigm to learn the commonalities between events in a set (the set
abstraction) using a relational video model. Our model is trained to approximate
the semantic language-based representation of the abstraction and predict the
abstract class shared by the videos. Once trained, the model is able to identify the
abstraction that represents a set of videos, select videos that fit this abstraction,
and detect when a member of the set does not match the common theme.
In this paper, we propose an approach for learning semantic relational set
abstraction which recasts a single exemplar recognition task to the task of encod-
ing conceptual relationships shared among a set of videos. We apply our trained
model to solve a variety of operations, namely set abstraction (what is in com-
mon?), set completion (which new video goes well with the set?), and odd one
out detection (which video does not belong to the set?). Additionally, we com-
pare our abstraction model to human performance on a novel relational event
abstraction task where participants rank a set of query videos according to how
closely they align with the abstract semantic relationship found between a set
of reference videos. This human baseline provides a strong evaluation metric for
determining how well our model can encode semantic relationships and allows
us to measure the human ability to abstract common concepts from video sets.
By formulating the new set abstraction task in tandem with a language su-
pervision module, we aim to better approximate human cognitive-level decisions.
Importantly, we pioneer a data generation methodology which approximates hu-
man behavior in abstraction-related tasks. The semantic relational algorithm al-
lows us to sample training examples that categorize the commonalities between
sets of videos in a human understandable way. We root our experiments in event
understanding, leveraging the large scale video datasets Kinetics [19] and Multi-
Moments in Time [27], replicating all our results with these two benchmarks. To
summarize, the main contributions of this paper are:
1. A novel relational set abstraction model which generates representations
of abstract events relating a set of videos in a language-based geometric space
and assigns a human-understandable label to the common concept underly-
ing each set. This can be used for cognitive-level relation tasks, namely set
completion and odd one out detection, achieving human-level performance.
2. A novel paradigm, the Relational Event Abstraction task, which mea-
sures human performance on event abstraction. Given a set of reference
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videos representing specific events (e.g. digging, peeling, unwrapping), the
task involves finding the common abstract concept shared by the videos in
the set (e.g. removing in this case), and ranking a set of query videos based
on how close they align with the abstraction.
3. A dataset for Relational Event Abstraction built using a novel se-
mantic relational algorithmic methodology rooted in natural language which
correlates highly with human results on the relational event abstraction task.
This allows us to sample a large number of reference and query sets for train-
ing and evaluation, avoiding expensive human annotation.
2 Related Work
Concepts Organization. Concepts can be organized in a hierarchical structure
(i.e. trees), a chain (i.e. linear organization), or a ring (i.e. perceptual similari-
ties of colors)[34]. Computer vision work on visual classification most often uses
trees, with root categories forming the base of taxonomies (i.e. for object [8] and
scene classes [39]). Hierarchies can be pre-defined [17,36] or learned [2,10], and
can help with transfer learning between categories [23], and class prediction for
videos [29,30]. EventNet [40] built an action concept dataset with a hierarchi-
cal structure that includes low-level event labels as leaf nodes and increasingly
abstract concept labels as parent nodes. They trained a CNN to identify the low-
level event labels from the video frames and combine the representation learned
from this model with a set of SVMs to predict the higher-level concepts associ-
ated with the video. Here, we similarly use a pre-defined relational organization
between activities (i.e. jog, swim and weightlift all share the abstract relation
exercise) as a tool for learning the abstract semantic relations between sets of
videos. While previous works consider a single instance at a time, our goal is to
generate representations for sets of videos to identify common relationships.
Video Recognition. Two stream convolutional networks (CNNs) [33] combine
static images and optical flow. In [11], a recurrent model uses an LSTM to learn
temporal relationships between features extracted from each frame. 3D CNNs
[35] aim to directly learn motion using 3D convolutional kernels to extract fea-
tures from a dense sequence of frames. I3D proposes incorporating optical flow
with 3D CNNs to form a two stream 3D network [6] “inflated” from 2D filters
pre-trained on ImageNet [9]. Temporal Segment [37] and Temporal Relation
Networks [43] model relationships between frames from different time segments
while non-local modules [38] capture long-range dependencies. SlowFast Net-
works [12] combine two streams using dense (fast) and sparse (slow) frame rates
to simultaneously learn spatial and temporal information.
Visual Similarity. Prior work has proposed methods for estimating similar-
ity between images and video pairs for retrieval and anomaly detection. Fractal
representations have been used to estimate pair-wise image similarity and rela-
tionships in order to solve the Odd One Out problem by encoding the spatial
transformations needed to convert each image in a set to each other image [24].
Semantic word similarity has been shown to be a good approximation for quan-
tifying visual relationships [41] while Siamese Networks [5] have been used to
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naturally rank the similarity of sets of images for one-shot image recognition [20].
ViSiL [21] proposes an architecture for learning the similarity between pairs of
videos that incorporates both spatial and temporal similarity for video retrieval.
Odd-one-out networks [13] learn temporal representations of videos that are used
to identify the video in a set that has out of order frames. IECO [42] uses ideas
from SlowFast Networks [12] to form a two-stream ECO network [44] to learn in-
stance, pose and action representations to estimate video similarity in retrieval.
Learning Semantic Relationships in Visual Data. Different approaches
have been proposed for learning semantic relationships between sets of images
and videos. Reinforcement learning is used as a method for selecting subsets of
data that preserve abstract relationships [28]. A Bayesian model has been used
with a conceptual hierarchy formed from ImageNet [9] to identify the concept
relation in image sets [18]. Relation Networks have been used to infer object re-
lations [32] and Interaction Networks have helped to identify physical relations
in complex systems [3]. We extend the idea of relation learning to videos for
learning event relations in sets of varying length rather than object relations be-
tween images pairs Laso [1] utilizes similarities, and differences, in object labels
of images pairs to improve few shot learning by learning the union, intersection
and subtraction between the binary label vectors for each image.
We take a similar approach to learning the intersection operation of the “ab-
stract” labels for sets of videos but we differ in that we operate on sets of varying
size and are learning the common semantic abstractions of events shared in the
set rather than the common labels found in video pairs. The most similar prior
work ranks a set of unseen videos based on their similarity to a provided event
description [7] by measuring the semantic correlation between the event and
each individual concept in a dictionary of concepts (e.g bike, mountain, etc)
with cosine distance on the word embedding generated from a skip-gram model
[25] trained on a large text corpus. A set of previously unseen videos is ranked
according to the correlation between the video and the provided event using the
event-concept correlation and the concept classifier for each video. We utilize
word embeddings to capture class relationships as was done in other methods
that use similar embeddings to identify semantic visual relations [16,22,41]. How-
ever, we introduce a relational graph and abstract relational embeddings that
are compounded by the embeddings of related classes (see Section 3) and apply
our approach to the task of recognizing the abstraction between a set of videos.
3 A Dataset for Relational Event Abstraction
Our goal is to categorize the relationships between sets of videos close to human
reasoning. We build a dataset for identifying semantic relational event abstrac-
tions between sets using word embeddings from natural language [4] and from
an abstraction graph where each node represents a semantic relation between its
children. Word embeddings, which capture context and word-to-word relation-
ships [25] from a large text corpus, are complementary to our semantic abstrac-
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Fig. 2: Semantic Relational Graph: Example of a class relation in our seman-
tic graph for M-MiT. A specific video of a person sculpting is an exemplar of the
category sculpting. The set of videos that share the activity sculpting is itself a
member of multiple sets that capture higher-level abstractions, like making art
and carving which in turn are members of crafting and cutting respectively.
tion graph and allow our model to capture relationships not directly encoded
into the graph structure. Next, we provide an overview of our approach.
Video Datasets. As an initial step for representing semantic set relationships,
we focus on the relationships between activities in video clips, using Kinetics [19]
and Multi-Moments in Time (M-MiT) datasets [27]. The labels in Kinetics define
specific event classes such as biking through snow and cooking on campfire. The
labels in M-MiT are more general such as bicycling and cooking. The contrast
between the class structures allows us to validate our approach to settings with
both low-level event categories (Kinetics) and high-level classes (M-MiT).
Semantic Relational Graph. To form our relational graphs, we start with the
activity categories provided by the class vocabularies of Kinetics and M-MiT.
We assign each category to a synset in the WordNet lexical database [26] that
captures the specific meaning of the class label applied to its member videos.
Then we extract the hypernym paths of each class in WordNet and add the
path, and the members of each path, to our graph. We verify the graph by hand
and add any missing relations not captured by the WordNet paths. Building
the graph in this way for the full class vocabulary of each dataset allows us
to form a trace from each low-level action to high-level categories that capture
the abstract relationships between their descendant classes. For example, in the
Kinetics graph, the abstraction node for baking has two children that share the
relation of baking, making a cake and baking cookies, and is a child of the ab-
straction node cooking together with other categories such as frying and cooking
chicken that share the same relation of cooking. We do not restrict the nodes in
the graph to have a single parent as we are not building a strict hierarchy but
rather a directed relational graph where each node represents abstract semantic
relations between its descendants. To illustrate, consider the class sculpting from
M-MiT which is a child of both carving, with peeling and shaving, and making
art which includes the descendants drawing and painting (see Figure 2). Treat-
ing the graph as a hierarchy would be incomplete as we would miss out on the
full breadth of relations between these different actions.
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Category Embeddings. To increase the amount of information given to our
model in training and to solidify the relationship between an abstraction node
and its children, we generate a semantic embedding vector based on the intuition
of distributional semantic word representations in natural language processing
[25,4] for each node. These representations capture contextual word relationships
from a large unlabeled corpora. We use the word embeddings generated by the
Subword Information Skip Gram (SISG) model [4] which takes into account
the morphology of each word. These vectorized relationships are complementary
to our semantic abstraction graph and aid in allowing our model to capture
additional relationships not directly encoded into the graph structure.
We begin by assigning each leaf node in our graph the average vector of all the
words in the class name using SISG. We then consider this the embedding of that
node. From here we traverse the graph and assign each node an embedding vector
that is the average of the embeddings of all of its direct children. We use this
approach for each parent node to ensure that the embeddings of the abstraction
nodes are constrained to capture the common relationships among their children
while downplaying features that are specific to a single child node. We describe
our approach on using these embeddings to train our model in Section 4.
Video Embeddings. As a first step in training video models to capture the
abstract semantic relationships between different classes described above we as-
sign embedding vectors to each video according to their class associations. For
example, a video in the Kinetics dataset with the class doing aerobics will be
assigned the vector associated with the graph node doing aerobics. This ensures
that the models described in Section 4 learn representations that align with our
relational graph. For a video that contains multiple labels in M-MiT we simply
take the average vector for all the classes that belong to the video.
Forming a Training Dataset. In order to train models to accurately capture
abstract semantic relationships among a set of videos we must first build a
dataset consisting of sets of videos that share common abstractions. To do this we
iterate through each parent class in our relational graph and sample four videos
that belong to any descendant class of the parent. We use four videos to allow a
wide class diversity as using more than four videos in a set commonly results in
multiple videos belonging to the same class in both M-MiT and Kinetics. This
allows us to balance between having a strong training signal (label diversity)
while maximizing computational efficiency. We then generate a label set such
that we find the lowest common abstraction shared between the members of each
subset in the power set of the set of the videos. The abstraction found for a video
set of one is simply the label set for that video in the original dataset. In this
way we can train a model to find every abstract semantic relationship present
in every combination of the videos in the set greatly increasing our training
efficiency over training for different set sizes individually. The labels generated
for each subset are then paired with their associated embedding vectors. Due to
the flexible modularity of our architecture we are able to reduce the subsets to
only contain pairs when efficiency is a concern. For this paper we use the full
powerset of the input videos to maximize the learning signal for each training
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step. For Kinetics we generated one million video sets for training and 50k for
validation while for M-MiT we generated five million sets for training and 100k
for validation. Training and validation videos were all chosen from the associated
training and validation sets of each dataset to preserve the original data splits.
3.1 Human Performance on Event Abstraction
We aim to build a model that identifies relationships similar to how humans
recognize abstractions between events. First, we collect a human baseline on a
video ranking task where the goal is to rank a set of five query videos in order of
how closely they align with the abstract relationship between a set of reference
videos. We compare our trained models to human performance in Section 5.2.
Collecting a Human Baseline Dataset. Before we collect human baselines
we need to build a dataset for ranking videos according to our relational event
abstraction paradigm. We begin similar to the approach used for building our
training set and iterate through each abstraction node in our relational graph
and select a set of N reference videos (where N can be 1, 2, 3 or 4) that share
the abstraction. From here we calculate a shared embedding vector that is the
average between the vectors for each reference video and the vector of their
shared abstraction node. We then sample five query videos from the dataset
sorted according to the cosine distance of their embedding vector and this new
reference vector. The goal of this approach is to generate a query set that has at
least one video closely aligned with the reference set, one that is very different and
three videos that have varying levels of similarity to the reference set. This forms
a range of videos with a quantifiable metric based on reference set similarity
which we can use to evaluate human and model performance.
Collecting Human Performance. To collect human baseline data, we created
the Vidrank game (see Supp.) and used Amazon Mechanical Turk to crowdsource
annotations. Players were presented with a “Reference” set of 1-4 videos, and
an “Unknown” (Query) set of 5 randomly ranked videos labeled from “Least
Similar” to “Most Similar” based on their position. The task was to drag and
rearrange the videos in Unknown to a ranking based on each video’s similarity
to Reference. To ensure reliable results, we required players to pass “vigilance”
rounds, where it was clear that a video should be placed in the “Most Similar”
or “Least Similar” position. We collected 40 folds of data for each dataset, 10
questions per fold for a total of 800 human responses§.
4 Approach
Let xi be one video, and X = {x1, . . . , xi, . . . , xn} be a set of n videos. Given
X , our goal is to train a model that correctly predicts the abstract concept that
describes all videos in the set and accurately estimates the language model ab-
straction representation. We will train the model F (X ; θ) = (yˆ, eˆ) to estimate
§Note that these tasks are challenging for humans who must ignore relations across
scenes, colors, etc. The model’s advantage is that it is trained only on event relations.
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Fig. 3: Set Abstraction Architecture: A set of n videos (n = 3 shown) feed
into a shared base video model, B. The representations for each video generated
by B are combined into each possible subset and fed into the Set Abstraction
Module (SAM), A, which generates a set-wise representation that is used to
identify the common abstractions in each subset. The representations generated
by both A and B are contrasted to pretrained semantic embeddings representing
the labels for the subset abstractions and the individual videos themselves.
this category and its semantic word embedding. A naive approach is to first clas-
sify each individual video in the set with a traditional video classification net-
work (ignoring learned semantic word embeddings), then use these predictions
to look up the lowest common ancestor in the graph. However, this approach is
problematic. Firstly, the baseline model will be fragile to errors. If the individ-
ual classification model makes a mistake, the set abstraction prediction will be
wrong. Secondly, since this does not reason about all elements in the set jointly,
this baseline will discard useful information, i.e. the abstract category of a video
could change depending on the other videos in the set (which our experiments
show). Instead, our approach jointly reasons about all elements in the set.
4.1 Relational Set Abstraction Model
We model F (X ) as a deep convolutional network (CNN) that classifies the ab-
straction of sets of videos. We write F as the composition of two functions A
and B: F (X ) = A ({B(x)|x ∈ X}) where A is a set abstraction module and B
is a base model network for learning individual features.
Video Feature Network (B) This network estimates visual features for each
individual video in the set. Several base networks have been proposed to handle
temporal and motion information in video [6,11,33,35]. To demonstrate the wide
applicability of our framework, we run our experiments with two widely used ar-
chitectures: a ResNet50 [14] with 3D convolutions (ResNet50-3D) and I3Ds [6].
We observed that ResNet50-3D outperformed I3D in most settings, and thus
Semantic Relational Set Abstraction for Event Understanding 9
only report ResNet numbers here for clarity (see Supp. for I3D). Given a set of
videos X = {x0, . . . , xn}, we use this video feature network to produce a set of
features R = {B(x0), . . . , B(xn)}, which is fed into the next section. Note that
these weights are shared across each video in the set.
Set Abstraction Module (A) Given feature embeddings of each video, our
set abstraction module (SAM) is trained to predict the common category of all
the videos in the set. Rather than learning a representation for one video, the
network learns a representation for a set of videos, in sharp contrast with pre-
vious works. To correctly recognize abstract categories, the model must capture
the relationships between elements in the set. However, there can be multiple
relationship orders: within a single video, across videos, and across higher-order
tuples. We model all these relationships by operating on the power set, which is
the set of all subsets. Our approach will learn features for each subset and also
combine them to produce the final abstraction. Specifically, let gk(r1, . . . , rk) be
a neural network that accepts k inputs, and produces features to represent those
inputs. This g network will be able to capture the kth-order relationship between
inputs. Given a set of features R, the model’s prediction can be written as,
A(R) = h( ∑
ri∈R
g1(ri) +
∑
ri,rj∈R
g2(ri, rj) + . . .
)
.
Each g computes features to capture the relationships between its inputs.
We exert two sources of supervision onto this representation: (1) we train a
shared linear classifier to predict the common abstraction between the inputs of
g and (2) train a separate linear layer to estimate the word embedding of the
abstraction. The representations produced by each gk are summed together to
create an order invariant representation and the abstract category for the entire
set is estimated by another network h(·). Figure 3 illustrates this module.
4.2 Learning
The video feature network and the set abstraction module can be trained jointly
with stochastic gradient descent. As described in Section 5.1, to generate the
abstract classification of a set of videos we input the representations computed
for each video using the video feature network (R = {B(x0), . . . , B(xn)}) into
our set abstraction module (g) and compute the abstract representations for each
set of videos (ri) in the power set of input videos (R2), A(R) = g(ri) ∀ ri ∈ R2.
We then apply these representations to two linear models (h and e) that cap-
ture the abstraction class belonging to the set (h) and the category embedding
of the abstraction class (e) described in Section 3.1.3. The embedding provides
additional supervision and ensures that the representations generated by the
model adhere to semantically and contextually relevant features.
We train the model by averaging the sum of the cross entropy loss for the
abstraction prediction, Lce, and the mean squared error, Lmse, of the generated
embedding (e(g(ri))) and the embedding of the ground truth abstraction class
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(ae) for each subset (ri) in the power set of input videos (R2):
Ltotal = 1|R2|
∑
ri∈R2
Lce
(
h(g(ri)), ac
)
+ Lmse
(
e(g(ri)), ae
)
.
This loss combines the error from generating both the class and the embed-
ding vector of the abstraction class for each possible set of videos given the input
set. By doing this we maximize the supervision signal provided from each video
input set without recomputing features for different combinations. In practice
we train with 4 videos producing 15 different video sets (we omit the empty set).
5 Experiments
We evaluate our set abstraction model on three tasks:
1. Recognizing set abstractions: Predict the direct relational abstraction
for a set of videos.
2. Set completion: Given a set of reference videos and a set of query videos,
select the query that best fits in the reference set.
3. Finding the odd one out: Identify the video in a set that does not share
the relational abstraction common to the other videos in the set.
Experimental Setup. Our hypothesis is that jointly reasoning about all videos
in a set will enable models to more accurately predict set abstractions. We com-
pare our set abstraction model (3DResNet50+SAM) against a baseline model
that maintains the same base model architecture and is trained for standard
classification without a set abstraction module (3DResNet50). As a secondary
baseline, we train the same base model for multi-label classification using bi-
nary cross entropy loss (3DResNet50+BCE) where the labels consist of all the
ancestors of the ground truth class, as well as itself, provided by the dataset.
We use the standard training, validation and test splits provided by M-MiT and
Kinetics and show evaluation results for each task on the corresponding test set.
Comparison to previous work. To the best of our knowledge, there are no ex-
isting video-based models that explicitly address the set abstraction task. Thus,
we compare our model to the following extensions of similar previous work:
– Relation Networks [31]: we replace SAM with their Relation Module that
computes representations over pairs of objects, and use the output of fφ as
the abstraction representation. Importantly, this module can only work with
pairs of videos, so we cannot compute results on set completion with N=1.
– Odd One Out Networks [13]: although their method works on snippets of a
single video and only solves the OOO task to generate a representation, we
re-purpose their network (O3N) to OOO by extending the number of inputs
and training to directly predict the input that does not belong to the set.
Implementation Details. We use PyTorch implementations of 3D ResNet50
[15] as the basis for our video feature networks. Each n-scale relation module in
Semantic Relational Set Abstraction for Event Understanding 11
N = 2 N = 3 N = 4
Dataset Model Top1 Top5 Top1 Top5 Top1 Top5
M-MiT
Chance 7.9 16.2 7.9 16.2 7.9 16.2
3DResNet50 17.1 31.2 22.6 38.8 26.0 42.9
3DResNet50 (BCE) 3.9 30.0 4.9 34.5 5.1 38.0
3DResNet50+RN [31] 32.4 65.2 39.2 75.4 44.9 82.1
3DResNet50+SAM (Ours) 34.0 66.9 41.1 77.1 47.2 83.8
Kinetics
Chance 0.44 2.18 0.44 2.18 0.44 2.18
3DResNet50 29.9 49.1 22.1 42.8 17.9 40.4
3DResNet50 (BCE) 2.8 25.0 2.2 22.2 0.5 22.5
3DResNet50+RN [31] 53.9 83.0 61.6 90.2 66.0 93.8
3DResNet50+SAM (Ours) 60.5 86.0 65.3 91.6 69.9 94.6
Table 1: Recognizing Set Abstractions: Classification accuracy (percent) of
the models evaluated on the set abstraction task. Here, N is the number of
elements in the set, and the topk chance level is the sum of the frequency of the
topk most frequent abstract nodes presented during evaluation.
SAM A is a two-layer Multilayer Perceptrons (MLP) with ReLU nonlinearities
and 2048 units per layer. All models were optimized using stochastic gradient
descent with a momentum term of 0.9 and weight decay of 5e-4. An initial
learning rate of 0.001 was decreased by a factor of 10 every 20 epochs of training.
Models were trained until convergence (∼ 50− 60 epochs).
5.1 Recognizing Set Abstractions
We first evaluate our model on recognizing the abstract category of a set of N
videos. We use our abstraction model to directly predict this category given the
set. Our baseline model (3DResNet50) individually predicts the specific class cat-
egory for each video in the set, then computes the set abstraction class directly
from the semantic graph (Section 3) based on its predictions. Our multi-label
baseline (3DResNet50+BCE) also evaluates each video independently and se-
lects the abstract category with the highest mean probability across videos. Our
results suggest that there are significant gains by jointly modeling all elements in
the video set. Table 1 quantitatively compares the proposed set abstraction model
against the baselines and Fig. 4 shows qualitative results. Since the margin of
improvement increases with the size of the input set, this suggests that set-based
training improves the strength of the learning signal by reducing ambiguity.
5.2 Set Completion
While recognizing the abstract event relationships shared among a set of videos
shows that our model has learned to identify common patterns, we aim to solve
more cognitive-level tasks. Thus, we apply our model to the complex task of
ranking a set of five query videos according to how closely they align to the
common abstraction found in a set of N ∈ [1, 4] reference videos (see Figure 5).
First we use the model to generate an abstract representation of the reference
set of videos using the method from Section 4.1. Then we rank each query video
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Fig. 4: Qualitative Set Abstraction Results. We show results for sets of
length 3, and only show the predictions for the individual videos and the en-
tire set to simplify the visualization. Confidence is indicated in parenthesis and
ground truth class in brackets.
Dataset Model N = 1 N = 2 N = 3 N = 4 Avg
M-MiT
Human Baseline 0.547 0.495 0.595 0.541 0.545
3DResNet50 0.388 0.415 0.455 0.463 0.430
3DResNet50+RN [31] - 0.483 0.513 0.533 0.489
3DResNet50+SAM (Ours) 0.481 0.544 0.570 0.571 0.542
Kinetics
Human Baseline 0.432 0.653 0.629 0.606 0.58
3DResNet50 0.339 0.421 0.431 0.459 0.413
3DResNet50+RN [31] - 0.491 0.487 0.489 0.489
3DResNet50+SAM (Ours) 0.523 0.627 0.659 0.606 0.604
Table 2: Set Completion: Rank Correlation of our model (3DResNet50+SAM),
a baseline (3DResNet50) and human ranking to the ranking achieved using the
embedding distance between a video and the abstraction of a reference set of
size N on the set completion task.
according to the cosine distance between this abstract representation and their
single video feature representations (Section 4.1). This distance tells how closely
each video is aligned to the reference set abstraction found by our model.
To evaluate our results, we correlate our model’s ranking order with the
ground truth order found by using the natural-language embedding distance
(Section 3). In this way we compare the performance to both the abstract re-
lationships defined in our Semantic Relational Graph and event embeddings
associated with the annotated labels of each video. We evaluate the results with,
and without, the proposed abstraction module (3DResNet50+SAM and 3DRes-
Net50 respectively). For the model without the abstraction module we rank the
query videos using the cosine distance to the average of the feature vectors from
each individual reference video. Since we are interested in developing models
for human-level understanding of abstract relationships, we additionally com-
pare our model results to human performance on the same video ranking task
(see Section 3). Table 2 summarizes our results. Our abstraction model (3DRes-
Net50+SAM) beats the human baseline on M-MiT when the reference set has
either 2 or 4 videos and only underperforms the human baseline on Kinetics
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Fig. 5: Set Completion via Learned Abstractions. The reference videos are
on the left, and the query videos show top ranked retrievals that complete them.
The labels of individual videos (not provided to the model) are listed below. The
model is able to understand the underlying abstraction regardless of the subject,
e.g. choosing the sleeping dog despite all human subjects in the reference.
N = 3 N = 4
Dataset Model Top-1 Top-2 Top-1 Top-2
M-MiT
Human Baseline 74.21 - 78.04 -
3DResNet50 49.95 78.02 43.73 68.34
3DResNet50+RN [31] 36.20 64.30 28.94 50.71
3DResNet50+O3N [13] 34.10 60.11 35.84 60.71
3DResNet50+SAM (Ours) 52.63 79.86 47.21 71.11
Kinetics
Human Baseline 87.31 - 85.40 -
3DResNet50 65.15 82.65 69.62 81.48
3DResNet50+RN [31] 40.11 70.97 30.48 54.41
3DResNet50+O3N [13] 55.14 80.59 66.00 81.80
3DResNet50+SAM (Ours) 85.90 92.80 83.18 91.44
Table 3: Odd One Out detection accuracy: Predict the element that does
not belong to the set. The language-enhanced features from the set abstraction
network are compared with the features from the corresponding base model.
when the reference set has 3 videos. We can see that our model achieves near
human performance on M-MIT and surpasses human performance on Kinetics.
5.3 Finding The Odd One Out
Given a set of videos, which does not belong? With a model trained for set ab-
straction, we can use its learned representation for new tasks, such as identifying
the odd one out in a set, without additional training. For example, given a set of
events (barking, boating and flying), the correct outlier would be barking since
boating and flying are both instances of traveling, while barking is not.
Given a set of videos, we identify the odd one out by choosing the video with
the largest cosine distance between its video representation and the abstract
representation of the remaining videos in the set (Section 4.1). Intuitively, this
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Fig. 6: Qualitative Results for Odd One Out detection: Given sets of three
videos (left) and four videos (right), which one is odd? The odd video detected
by our set abstraction model is indicated by a red bounding box (probability
in parenthesis). Even with a small number of other videos to compare to, the
model is able to select the odd video out.
method leverages a models ability to preserve “conceptual” distance in its feature
space. Table 3 shows that our set abstraction model achieves good performance
without additional training by making pairwise distance comparisons on sub-
sets of the input. The abstraction model consistently outperformed the baseline
model suggesting that our approach indeed learns stronger set representations.
We show qualitative examples of our performance in Figure 6.
6 Conclusion
A central challenge in computer vision is to learn abstractions of dynamic events.
By training models to capture semantic relationships across diverse events and
predict common patterns, we show that we can learn rich representations of
similarity for a new set of tasks. By rooting our models in language, the model
can learn abstractions that are better suited to represent how people form high-
level classes. Recognizing abstractions should enable vision systems to summa-
rize high-level patterns for different types of applications. While our focus is on
capturing action relationships, future work could take into account abstractions
involving scenes, objects and other concepts to provide a larger range of rela-
tionships to understand events (e.g. “driving” and “jogging” may both occur on
a “road” while “writing” and “drawing” may both use a “pencil”).
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