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Abstract
In this paper we consider an unconstrained and a constrained minimization problem
related to the boundary value problem
−∆pu = f in D, u = 0 on ∂D.
In the unconstrained problem we minimize an energy functional relative to a rearrangement
class, and prove existence of a unique solution. We also consider the case when D is a
planar disk and show that the minimizer is radial and increasing. In the constrained problem
we minimize the energy functional relative to the intersection of a rearrangement class with
an affine subspace of codimension one in an appropriate function space. We briefly discuss
our motivation for studying the constrained minimization problem.
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1
1 Introduction
Consider the boundary value problem{ −∆u+ h(x)u = f(x) in D
u = 0 on ∂D, (1.1)
where D is a smooth (C2 is enough) bounded domain in R2. The functions h(x) and f(x) are
non-negative and bounded. Physically, (1.1) models an elastic membrane which is fixed around
the boundary, subject to a vertical force f(x). The function h(x) represents the density of the
membrane, and u the displacement from the rest position. In case the membrane is isotropic, i.e.
it is made of a single material, h = 0, hence (1.1) reduces to the classical Poisson’s problem:{ −∆u = f(x) in D
u = 0 on ∂D. (1.2)
The energy functional associated with (1.2) is defined by
Φ(f) =
∫
D
fufdx, (1.3)
where uf ∈ H10 (D) is the unique positive solution of (1.2). Two interesting optimization prob-
lems related to Φ are as follows:
sup
f∈R
Φ(f) and inf
f∈R
Φ(f),
whereR denotes a rearrangement class generated by a known function, see section 2 for precise
definitions. Both of these problems have been extensively investigated by G. R. Burton in [1],
[2] and [3]. In recent years a number of mathematicians have attempted to apply the tools
introduced by Burton to various optimization problems similar to the ones mentioned above.
The present paper is a work in this direction.
Let us now proceed to describe precisely the problems that will be discussed here. First,
we consider the following boundary value problem:{ −∆pu = f in D
u = 0 on ∂D, (1.4)
where ∆p is the classical p-Laplace operator, i.e. ∆pu = ∇ · (|∇u|p−2∇u), with p > 1. Next,
denoting the unique solution of (1.4) by uf ∈ W 1,p0 (D), and recalling that uf is the unique
minimizer of the functional
F (u) =
1
p
∫
D
|∇u|pdx−
∫
D
fudx,
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relative to u ∈ W 1,p0 (D), we define the p-energy functional associated to (1.4), as follows:
Φp(f) =
∫
D
fufdx. (1.5)
We are interested in the following optimization problems:
inf
f∈R
Φp(f), (1.6)
and
inf
f∈R∩Λ
Φp(f), (1.7)
where R denotes a class of rearrangements generated by a known function, and Λ an affine
subspace of codimension one in an appropriate function space.
Let us describe the physical interpretation of (1.6) which is most realistic when p = 2. The
goal is to identify a force function selected from R, in such a way that the total displacement
of the membrane is as small as possible. A similar problem has been considered in [10]. In that
paper the authors considered an elastic membrane made out of two materials with prescribed
quantities, subject to a fixed vertical force. They proved the existence of the best possible design
so that the corresponding total displacement is minimal. The analysis conducted in [10] was
based on tangent cones, but in the present work we follow the approach of [14], [1], [2] and [3].
The physical relevance of (1.7) can be described similarly to the unconstrained problem.
In this case, we are interested in minimizing the total displacement of the membrane under the
constraint that the vertical force is admissible provided it is applied to a location intersecting a
prescribed set.
Problem (1.6) has been considered in [14], under very restrictive conditions on the gener-
ator of the rearrangement class. More precisely, the author imposed the generator to be strictly
positive and bounded. In this paper, we remove both of these conditions. In addition, we ad-
dress the case where D is a ball, an interesting situation that is neglected in [14]. In [7], the
authors discussed the maximization version of (1.6); that is,
sup
f∈R
Φp(f).
Motivated by [7], the paper [8] mainly discusses a maximization problem related to the follow-
ing boundary value problem: { −∆pu+ |u|p−2u = 0 in D
|∇u|p−2∂u
∂ν
= f(x) on ∂D,
(1.8)
where f ∈ R, and ∂
∂ν
denotes the outward normal derivative to the boundary. More precisely,
the authors investigate the following maximization problem:
sup
f∈R
I(f),
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where
I(f) =
∫
∂D
fufdHn−1. (1.9)
Here uf ∈ W 1,p(D) denotes the unique solution of (1.8), and dHn−1 stands for the (n − 1)-
dimensional Hausdorff measure on ∂D.
We also mention that the problem considered in [10] can also be treated using the tech-
niques implemented in the present paper. Indeed, the analysis employed in [10] is based on the
notion of tangent cones, a tool which would not be applicable in a wide range of applications. In
particular, if one intends to construct a membrane, as described in [10], out of three or more ma-
terials, then the method of tangent cones will definitely fail, but the method of rearrangements
can successfully be applied.
Problem (1.7), to the best of our knowledge is new. We hope it will serve as a motivation
for further research. Henceforth, we refer to (1.6) as the unconstrained problem, and (1.7) as
the constrained problem.
The rest of the paper is organized as follows. In section 2, we review some materials
from the rearrangement theory, and recall some results from functional analysis. Section 3, is
devoted to the unconstrained problem (1.6). In that section we also consider the case ofD being
a planar disk, and prove that the minimizer is radial and increasing. In section 4, we consider
the constrained problem (1.7), and show there exists a unique solution. Because of the presence
of the constraint in this problem, the expectation of having a radially increasing minimizer, in
case the domain is a disk, is no longer guaranteed.
2 Preliminaries
This section gathers the background for the sections to follow. We begin by reviewing the
relevant parts of the rearrangement theory attributed to G. R. Burton. The appropriate references
for this section are [1], [2] and [12]. We stress that the materials to follow are specialized to suit
the purpose of the present paper, hence they may not appeal in the most generality.
Definition 2.1. Let X and X ′ be two measurable subsets of RN and RM , respectively. Suppose
µN(X) = µM(X
′) < ∞, where µN and µM denote the Lebesgue measures in RN and RM ,
respectively. Suppose f : X → [0,∞) and g : X ′ → [0,∞) are measurable functions. We say
f and g are rearrangements of each other if:
λf,µN (α) ≡ µN ({x ∈ X : f(x) ≥ α}) = µM ({x ∈ X ′ : g(x) ≥ α}) ≡ λg,µM (α), ∀α ≥ 0.
Definition 2.2. Let f be a function as in Definition 2.1. The function f∆ : (0, µN(X)) → R
defined by
f∆(s) = max{α : λf,µN (α) ≥ s}
is called the decreasing rearrangement of f . Also, the function f∆(s) ≡ f∆(µN(X) − s) is
called the increasing rearrangement of f .
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The following remark is useful.
Remark 2.1 It is well known that when f is continuous and its graph has no significant flat
zones in the sense that
µN({x ∈ X : f(x) = c}) = 0, ∀c ∈ R+,
then f∆ and f∆ will be both continuous, moreover, f∆ will be strictly decreasing, and f∆ will
be strictly increasing.
Definition 2.3. Let f be as in Definition 2.1. The set R(f), called the rearrangement class
generated by f , is defined as follows:
R(f) = {g : X → [0,∞) : g and f are rearrangements of each other}.
One of the cornerstones in Burton’s rearrangement theory is the following result.
Lemma 2.1. Let p > 1, and p′ be the conjugate exponent of p, i.e. 1/p + 1/p′ = 1. Suppose
f ∈ Lp′(X), andR ≡ R(f) is the rearrangement class generated by f . Then
(i)R ⊆ Lp′(X), and ‖f‖p′ = ‖g‖p′ , for every g ∈ R. Here ‖ · ‖p′ denotes the usual Lp′-norm.
(ii)R, the weak closure ofR in Lp′(X), is convex and weakly compact in Lp′(X).
(iii) For A an affine subspace of finite codimension in Lp′(X), ext(R ∩ A), the set of extreme
points ofR∩A, is equal toR∩A.
(iv) Let A be as in (iii). ThenR∩A = co(R∩A), the closed convex hull ofR∩A.
Proof. For (i) and (ii), see [1] and [2]. For (iii) and (iv), see [4].
Lemma 2.2. Let f : X → (0,∞) and g : X → (0,∞) be measurable functions. Suppose the
graph of g has no significant flat zones. Then there is a decreasing function φ such that φ ◦ g
and f are rearrangements of each other. In particular,
φ(s) = f∆ ◦ λg,µN (s).
Proof. The proof is similar to Lemma 2.9 in [2]. Recalling Remark 2.1, we infer g∆ is strictly
decreasing, hence it has a left inverse which coincides with λg,µN . We set φ(s) = f∆ ◦λg,µN (s).
To see that φ ◦ g and f are rearrangements of each other we first observe that φ ◦ g and φ ◦ g∆
are rearrangements of each other. This, in turn, implies (φ ◦ g)∆ = (φ ◦ g∆)∆. However,
(φ ◦ g∆)∆ = φ ◦ g∆, hence (φ ◦ g)∆ = φ ◦ g∆ = f∆ ◦ λg,µN ◦ g∆ = f∆. Therefore, φ ◦ g and f
are rearrangements of each other, as desired.
Lemma 2.3. Let f ∈ Lp′(X) and g ∈ Lp(X) be non-negative functions, where 1/p+ 1/p′ = 1.
Let R be the rearrangement class generated by f . Suppose there is a decreasing function φ
such that φ ◦ g ∈ R. Then φ ◦ g is the unique minimizer of the linear functional
L(h) =
∫
X
hgdµN ,
relative to h ∈ R.
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Proof. The proof is a minor variant of the proof of Lemma 2.4 in [3].
Lemma 2.4. Let f ∈ Lp′(X) and R be the rearrangement class generated by f . Let R be the
weak closure ofR in Lp′(X). Then
R =
{
g ∈ L1(X) :
∫
X
gdµN =
∫
X
fdµN and
∫ s
0
g∆dt ≤
∫ s
0
f∆dt, ∀s ∈ (0, µN(X))
}
.
Proof. See Lemma 2.2 in [3], or [17].
Corollary 2.5. Suppose the hypotheses of Lemma 2.4 hold. Let h ∈ R, and R(h) denote the
rearrangement class generated by h. Then,R(h) is contained inR.
Proof. The proof follows immediately from Lemma 2.4.
We will also need two results from functional analysis.
Lemma 2.6. Suppose p > 1 and p′ is the conjugate exponent of p. Suppose fn ⇀ f in Lp
′
(X),
and gn → g in Lp(X). Then
∫
X
fngndµN →
∫
X
fgdµN .
Proof. The proof is straightforward, hence omitted.
Lemma 2.7. Let C be a convex set in a real vector space Y . Let l1 and l2 be linear functionals
on Y , and I be a real number for which there exist y1 and y2 in C such that l1(y1) < I < l1(y2).
Moreover, suppose there exists y0 ∈ Y such that l2(y) ≥ l2(y0), for all y ∈ C satisfying
l1(y) = I . Then there is a real number γ such that y0 minimizes l2 + γl1, relative to C.
Proof. The proof is a minor variant of the proof of Lemma 2.13 in [2].
We end this section by recalling the notion of subdifferentiability of convex functionals,
see for example [5].
Definition 2.4. For r > 1, let Ψ : Lr(X)→ R be a convex functional. We assume Ψ is proper,
i.e. Ψ(u0) < +∞, for some u0 ∈ Lr(X) and nowhere takes the value −∞. For u ∈ Lr(X),
the subdifferential of Ψ at u is denoted ∂Ψ(u), and defined as follows:
∂Ψ(u) =
{
w ∈ Lr′(X) : Ψ(v) ≥ Ψ(u) +
∫
X
(v − u)wdµN , ∀v ∈ Lr(X)
}
.
If ∂Ψ(u) 6= ∅, then we say Ψ is subdifferentiable at u.
Since r < ∞, it is well known that if Ψ is norm continuous, then an application of the
Hahn-Banach theorem implies ∂Ψ(u) 6= ∅.
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3 The unconstrained minimization problem
This section is devoted to the unconstrained problem (1.6). Let us fix some notation. Consider
f0 ∈ Lp′(D), assumed to be a non-negative and non-trivial function. Here the set D is assumed
to be a smooth bounded domain in R2. We let R denote the rearrangement class generated by
f0. For f ∈ Lp′(D), uf ∈ W 1,p0 (D), as before, denotes the unique positive solution of (1.4).
Finally, we use dx instead of dµ2, the two dimensional Lebesgue measure.
The first main result of this section is the following
Theorem 3.1. The unconstrained problem (1.6) has a unique solution fˆ ∈ R. Moreover, there
exists a decreasing function φ such that
fˆ = φ (uˆ) , a.e. in D, (3.1)
where uˆ = ufˆ . The equation (3.1) is called the Euler-Lagrange equation for fˆ .
The second main result is
Theorem 3.2. Let D be a disk centered at the origin with radius a. Then fˆ , the unique solution
of (1.6), is radial, i.e. fˆ is a function of r = |x|. Moreover, fˆ is increasing in r.
To prove the above theorems we need the following basic result.
Lemma 3.3. The following statements are true.
(i) Φp is weakly sequentially continuous in Lp
′
(D).
(ii) Φp is strictly convex.
(iii) Φp is Gaˆteaux differentiable. Moreover, the Gaˆteaux derivative of Φp at f , denoted Φ′p(f),
can be identified with
p
p− 1uf .
Proof. (i) Let us consider fn ⇀ f in Lp
′
(D). For simplicity, let us set un = ufn and u = uf .
We claim
(p−1)Φp(f)+p
∫
D
(fn−f)udx ≤ (p−1)Φp(fn) ≤ (p−1)Φp(f)+p
∫
D
(fn−f)undx. (3.2)
We only prove the first inequality in (3.2), since the second one can be proved similarly. To this
end, we begin by observing that
(p− 1)Φp(g) = sup
v∈W 1,p0 (D)
{
p
∫
D
gvdx−
∫
D
|∇v|pdx
}
, (3.3)
for every g ∈ Lp′(D), and that,
(p− 1)Φp(f) = p
∫
D
fudx−
∫
D
|∇u|pdx, (3.4)
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recalling that u = uf . From (3.3), with g = fn, we infer
(p− 1)Φp(fn) ≥ p
∫
D
fnudx−
∫
D
|∇u|pdx.
This last inequality lends itself to
(p− 1)Φp(fn) ≥ p
∫
D
(fn − f)udx+ p
∫
D
fudx−
∫
D
|∇u|pdx. (3.5)
Finally, (3.5) in conjunction with (3.4) yields the first inequality in (3.2).
From (3.2), it is clear that in order to complete the proof of part (i), it suffices to show
lim
n→∞
∫
D
(fn − f)udx = 0 and lim
n→∞
∫
D
(fn − f)undx = 0. (3.6)
The first limit in (3.6) follows from the weak convergence of {fn} in Lp′(D), since u ∈ Lp(D).
However, the verification of the second limit in (3.6) requires more work. To this end, let us
recall { −∆pun = fn in D
un = 0 on ∂D.
(3.7)
Multiplying the differential equation in (3.7) by un, and integrating the result over D, yields∫
D
|∇un|pdx =
∫
D
fnundx. (3.8)
An application of Ho¨lder’s inequality to the right hand side of (3.8), followed by the Poincare´
inequality, leads to ∫
D
|∇un|pdx ≤ C‖fn‖p′‖un‖W 1,p0 (D),
where C is a universal positive constant. Whence, {un} is a bounded sequence in W 1,p0 (D).
This, in turn, implies existence of a subsequence of {un}, still denoted {un}, and w ∈ W 1,p0 (D),
such that
un ⇀ w in W
1,p
0 (D) and un → w in Lp(D).
Next we write ∫
D
(fn − f)undx =
∫
D
(fn − f)(un − w)dx+
∫
D
(fn − f)wdx. (3.9)
The first term on the right hand side of (3.9) tends to zero because of Lemma 2.6. The second
term in (3.9) also tends to zero because of weak convergence of {fn} in conjunction with the
fact that w belongs to Lp(D). This completes the proof of part (i). Parts (ii) and (iii) have been
proved in [14].
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Proof of Theorem 3.1 We first relax the minimization problem (1.6), by extending the
admissible setR toR, the weak closure ofR in Lp′(D). Whence, we obtain
inf
f∈R
Φp(f). (3.10)
Clearly, (3.10) is solvable, since Φp is weakly continuous, and R is weakly compact. In addi-
tion, thanks to the strict convexity of Φp, the solution to (3.10) is unique. Let us denote this
unique solution by fˆ . We now proceed to prove that in fact fˆ ∈ R. To this end, we recall the
necessary condition satisfied by fˆ ; namely,
0 ∈ ∂Φp(fˆ) + ∂ξR(fˆ), (3.11)
where ξR stands for the indicator function supported onR; i.e.,
ξR(g) =
{
0 g ∈ R
∞ g /∈ R,
see [5] for details. Since Φp is differentiable, ∂Φp(fˆ) = {Φ′p(fˆ)}. On the other hand, from
Definition 2.4, we infer
∂ξR(fˆ) =
{
w ∈ Lp(D) : ξR(f) ≥ ξR(fˆ) +
∫
D
(f − fˆ)wdx, ∀f ∈ Lp′(D)
}
. (3.12)
Note that from (3.12), we infer that for (w, f) ∈ ∂ξR(fˆ)×R:∫
D
(f − fˆ)wdx ≤ 0. (3.13)
Also, from (3.11) we deduce
Φ′p(fˆ) + w = 0, (3.14)
for some w ∈ ∂ξR(fˆ). The equation (3.14), in turn, implies∫
D
Φ′p(fˆ)(f − fˆ)dx+
∫
D
w(f − fˆ)dx = 0, ∀f ∈ Lp′(D). (3.15)
Recalling Φ′p(fˆ) =
p
p− 1 uˆ, in conjunction with (3.15) and (3.13), we obtain∫
D
(f − fˆ)uˆdx ≥ 0, ∀f ∈ R. (3.16)
Whence, fˆ minimizes the linear functional L(h) =
∫
D
huˆdx, relative to h ∈ R.
From the differential equation
−∆puˆ = fˆ , in D,
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coupled with Lemma 7.7 in [9], it follows that the graph of uˆS , the restriction of uˆ to the set
S(fˆ) = {x ∈ D : fˆ(x) > 0}, has no significant flat zones on S(fˆ). Therefore, if we denote
by RS , the functions which are rearrangements of f0 on S(fˆ), then by Lemma 2.2 we infer
existence of a decreasing function φS such that φS(uˆS) ∈ RS . We now proceed to extend φS
to a decreasing function φ in such a way that φ(uˆ) ∈ R. Let us assume for the moment that
this task has been accomplished. Then, from Lemma 2.3, it follows that φ(uˆ) is the unique
minimizer of the functional L, whence we must have fˆ = φ(uˆ), which is the desired result.
We now come to the issue of extending φS . This is done in two steps. The first step is to
show that uˆ achieves its smallest values on S(fˆ). To this end, it suffices to prove the following
inequality
α ≡ ess sup
S(fˆ)
uˆ ≤ ess inf
S(fˆ)c
uˆ ≡ β, (3.17)
where S(fˆ)c denotes the complement of S(fˆ). In order to prove (3.17), we assume it is false
and will derive a contradiction. So let us suppose α > β, for the moment. Whence, there
exist constants γ, δ, and sets A ⊆ S(fˆ), B ⊆ S(fˆ)c, both of positive measure, such that
β < γ < δ < α, and
uˆ ≥ δ on A and uˆ ≤ γ on B.
We may assume |A| = |B|, otherwise we consider subsets of A or B, see [16]. Let η : A→ B
be a measure preserving bijection; such a map exists, see for example [16]. Next, we define a
new function f as follows:
f(x) =

fˆ(x) x ∈ (A ∪B)c
fˆ(η(x)) x ∈ A
fˆ(η−1(x)) x ∈ B.
Clearly f is a rearrangement of fˆ . Since fˆ ∈ R, it follows from Corollary 2.5 that f ∈ R.
Thus,∫
D
fuˆdx−
∫
D
fˆ uˆdx =
∫
A∪B
fuˆdx−
∫
A∪B
fˆ uˆdx =
∫
B
fuˆdx−
∫
A
fˆ uˆdx
=
∫
B
fˆ(η−1(x))uˆdx−
∫
A
fˆ uˆdx =
∫
A
fˆ(x)uˆ(η(x))dx−
∫
A
fˆ uˆdx
≤ (γ − δ)
∫
A
fˆdx < 0,
which contradicts the minimality of fˆ , relative toR.
In the second step, we give an explicit definition of the extended function. We denote the
extended function by φ, and define it as follows:
φ(t) =
{
φS(t) t < α
0 t ≥ α,
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where α is defined as in (3.17). Clearly, φ is decreasing, and φ(uˆ) ∈ R. Hence, the proof of the
theorem is completed. 2
Remark 3.1. If f0 = χD0 , the characteristic function of some measurable set D0 ⊆ D, then,
from Theorem 3.1, we can deduce fˆ = χDˆ, for some Dˆ ⊆ D, satisfying |Dˆ| = |D0|. In
addition, from (3.1), it follows that Dˆ = {x ∈ D : uˆ(x) < β}, for some β > 0. This, in
turn, implies that Dˆ contains a layer around the boundary ∂D, since uˆ ∈ C(D). If D is simply
connected, we can additionally show that Dˆ is connected. To see this, assume the contrary. So,
we assume there is a component of Dˆ, say U , such that the intersection of ∂U and ∂D is empty.
Observe that, uˆ = β on ∂U . Thus uˆ satisfies{ −∆puˆ = fˆ in U
uˆ = β on ∂U . (3.18)
Applying the strong maximum principle to (3.18), we find uˆ > β in U . This clearly contradicts
the fact that uˆ ≤ β throughout Dˆ, hence, Dˆ is connected. Since Dˆ = {x ∈ D : uˆ(x) < β}, uˆ
satisfies { −∆puˆ = χ{uˆ<β} in D
uˆ = 0 on ∂D.
By setting v = β − uˆ, we derive
∆pv = χ{v>0}, (3.19)
which is the one phase obstacle problem for the p-Laplacian operator. Through a private com-
munication with H. Shahgholian, we found that many questions related to the free boundary of
(3.19) are yet to be settled, see [11] and [13]. However, when p = 2, the free boundary of the
problem (3.19) is extensively studied, see for example [15].
In order to prove Theorem 3.2, we need the following result.
Lemma 3.4. Let f ∈ Lp′(B), where B is a ball centered at the origin. Let R be a rotation map
about the origin, i.e. R(θ) =
(
sin θ − cos θ
cos θ sin θ
)
, and let fR(x) = f(Rx). Let u ∈ W 1,p0 (B) and
v ∈ W 1,p0 (B) satisfy { −∆pu = f in B
u = 0 on ∂B, (3.20)
and { −∆pv = fR in B
v = 0 on ∂B, (3.21)
respectively. Then v(x) = u(Rx), in B.
Proof. The proof is straightforward, hence omitted.
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Proof of Theorem 3.2 Let us first show that fˆ is radial. To this end, we let R be a rotation
map about the origin. Also, we set fˆR(x) = fˆ(Rx). Let uˆ ∈ W 1,p0 (D), and v ∈ W 1,p0 (D),
denote the solutions of (1.4), with f = fˆ and f = fˆR, respectively. From Lemma 3.4, we infer
v(x) = uˆ(Rx). Whence
Φp(fˆR) =
∫
D
fˆRvdx =
∫
D
fˆ(Rx)uˆ(Rx)dx =
∫
D
fˆ uˆdx = Φp(fˆ).
Thus, fˆR is also a solution of (1.6). By uniqueness, we deduce fˆ = fˆR. Since R is arbitrary, we
infer fˆ is radial.
To prove fˆ is increasing, we first need to show that uˆ is radial and decreasing. To this end,
it suffices to show the boundary value problem{ −∆pu = fˆ in D
u = 0 on ∂D,
(3.22)
has a radial solution. Thus, we need to prove the following initial value problem is solvable.
−1
r
(
r|u′|p−2u′)′ = fˆ(r), u′(0) = 0, u(a) = 0.
By integrating the above ordinary differential equation from 0 to r, we derive
r|u′|p−2u′ = −
∫ r
0
sfˆ(s)ds. (3.23)
Thus, u′ ≤ 0, since fˆ ≥ 0. Hence u is decreasing, as expected. Now, integrating (3.23), from r
to a, yields
u(r) =
∫ a
r
(
1
t
∫ t
0
sfˆ(s)ds
) 1
p−1
dt.
Therefore, the unique solution of (3.22) is radial.
Now we apply Theorem 3.1, which ensures fˆ satisfies (3.1), for some decreasing function
φ. Therefore, fˆ must be increasing. This completes the proof of the theorem. 2
4 The constrained minimization problem
In this section we prove the constrained problem (1.7) is solvable. But first we need some
preliminaries. We fix a measurable set K ⊆ D. Let f0 ∈ Lp′(D) be a non-negative function
and denote by S(f0), the support of f0, i.e. S(f0) = {x ∈ D : f0(x) > 0}. Note that the
definition of support used here differs from the usual one. For simplicity we write S instead of
S(f0). We also assume the sets S∩K, S \K, K \S andD\(S∪K) all have positive measures.
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Let us set  =
∫
K
f0dx. The class of rearrangements of f0 in D is denoted R(f0), which for
simplicity we useR instead ofR(f0). Finally, we set
Λ = {f ∈ Lp′(D) :
∫
K
fdx = }.
Observe that Λ is an affine subspace of codimension one in Lp′(D).
We are now ready to state the main result of this section.
Theorem 4.1. Let f0,R, D, K, S and Λ be as described in the beginning of this section. Then,
the constrained problem:
inf
f∈R∩Λ
Φp(f) (4.1)
has a unique solution f˜ . Moreover, f˜ satisfies the following Euler-Lagrange equation:
f˜ = φ (u˜+ λχK) , a.e. in D, (4.2)
for some λ ∈ R, and a decreasing function φ, unknown a priori. Here u˜ stands for the solution
of (1.4), with f = f˜ .
The following result will be used in the proof of Theorem 4.1.
Lemma 4.2. LetR and Λ be as in Theorem 4.1. Then,R∩ Λ = R∩Λ, where the bar indicates
the weak closure in Lp
′
(D).
Proof. Since R ∩ Λ is weakly closed, it follows that R∩ Λ ⊆ R ∩ Λ. To prove the reverse
inclusion, we fix g ∈ R ∩ Λ, and consider a weakly open subbasis N%,l(g), containing g.
Whence,
N%,l(g) =
{
f ∈ Lp′(D) :
∣∣∣∣∫
D
lfdx−
∫
D
lgdx
∣∣∣∣ < %} ,
where l ∈ Lp(D). We set V = {f ∈ Lp′(D) : ∫
D
lfdx =
∫
D
lgdx
}
, which is an affine sub-
space of codimension one in Lp′(D), and observe that V ⊆ N%,l(g). Let K = V ∩ R ∩ Λ, so K
is convex, weakly compact and non-empty. Moreover, by the Krein-Milman theorem, see [6],
we infer K = co(ext(K)). Therefore, ext(K) is not empty. However, ext(K) = V ∩ R ∩ Λ, by
Lemma 2.1. Whence,N%,l(g)∩R∩Λ is not empty, which implies g must be a weak limit point
ofR∩ Λ. Thus, g ∈ R ∩ Λ, as desired.
Proof of Theorem 4.1 We begin by relaxing the problem (4.1). To this end, we extend
R∩ Λ toR∩ Λ, and consider:
inf
f∈R∩Λ
Φp(f). (4.3)
Since R∩ Λ is weakly compact, and Φp is weakly continuous, the minimization problem (4.1)
is solvable. Moreover, R∩ Λ = R ∩ Λ, by Lemma 4.2, hence R∩ Λ is convex. This, along
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with the fact that Φp is strictly convex imply that (4.1) has a unique solution. Let us denote
the solution by f˜ . We claim that, in fact, f˜ ∈ R ∩ Λ. To prove the claim, we first write the
necessary condition satisfied by f˜ :
0 ∈ ∂Φp(f˜) + ∂ξR∩Λ(f˜), (4.4)
where ξR∩Λ denotes the indicator function supported onR∩ Λ. From (4.4), we infer existence
of g ∈ ∂ξR∩Λ(f˜) such that
p
p− 1
∫
D
u˜(f − f˜)dx+
∫
D
g(f − f˜)dx = 0, ∀f ∈ Lp′(D), (4.5)
where we have used ∂Φp(f˜) = {Φ′p(f˜)}; here u˜ denotes the solution of (1.4), with f = f˜ . From
(4.5), we deduce ∫
D
u˜(f − f˜)dx ≥ 0, ∀f ∈ R ∩ Λ. (4.6)
The inequality (4.6) implies that f˜ minimizes the linear functional L˜(f) =
∫
D
u˜fdx, relative to
f ∈ R ∩ Λ. At this stage we utilize Lemma 2.7. For this purpose, we set l1(f) =
∫
D
χKfdx,
l2(f) = L˜(f), C = R and I = . In order to apply Lemma 2.7, we only need to verify existence
of f1 and f2 inR such that ∫
D
χKf1dx <  <
∫
D
χKf2dx.
We construct f1 as follows. Let A ⊆ S ∩ K and B ⊆ D \ (S ∪ K) be measurable sets with
|A| = |B|. Let η1 : A→ B be a measure preserving bijection. Define
f1(x) =

f0(x) x ∈ (A ∪B)c
f0(η1(x)) x ∈ A
f0(η
−1
1 (x)) x ∈ B.
Clearly, f1 ∈ R, and
∫
D
χKf1dx <
∫
D
χKf0dx = . Next, we construct f2. Let C ⊆ S \ K
and D ⊆ K \ S be measurable sets with |D| = |C|. Let η2 : C → D be a measure preserving
bijection. Let
f2(x) =

f0(x) x ∈ (C ∪D)c
f0(η2(x)) x ∈ C
f0(η
−1
2 (x)) x ∈ D.
Then, f2 ∈ R, and
∫
D
χKf2dx >
∫
D
χKf0dx = . Now we can apply Lemma 2.7 to infer
existence of λ ∈ R such that f˜ minimizes the linear functional M(f) = ∫
D
f(u˜ + λχK)dx,
relative to R. Observe that the restriction of u˜ to S(f˜) has no significant flat zones, hence the
same holds for the restriction of u˜+λχK to S(f˜). Similarly to the proof of Theorem 3.1 we can
show that u˜+λχK attains its smallest values on S(f˜) (see (3.17)), hence we can apply precisely
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the same argument as in Theorem 3.1 to deduce that there exists a decreasing function φ such
that φ(u˜+ λχK) ∈ R. Thus, by Lemma 2.3, we obtain
f˜ = φ(u˜+ λχK) a.e. in D.
This completes the proof of the theorem. 2
Remark 4.1. Interested readers are encouraged to use the ideas and tools presented in this paper
to investigate the following maximization problem:
sup
f∈R∩Λ
I(f),
where I(f) is defined as in (1.9). This problem will certainly be of interest to the authors of
[8].
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