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Abstract
This paper presents a novel method for rare event de-
tection from an image pair with class-imbalanced datasets.
A straightforward approach for event detection tasks is to
train a detection network from a large-scale dataset in an
end-to-end manner. However, in many applications such
as building change detection on satellite images, few posi-
tive samples are available for the training. Moreover, scene
image pairs contain many trivial events, such as in illumi-
nation changes or background motions. These many trivial
events and the class imbalance problem lead to false alarms
for rare event detection. In order to overcome these diffi-
culties, we propose a novel method to learn disentangled
representations from only low-cost negative samples. The
proposed method disentangles different aspects in a pair
of observations: variant and invariant factors that repre-
sent trivial events and image contents, respectively. The
effectiveness of the proposed approach is verified by the
quantitative evaluations on four change detection datasets,
and the qualitative analysis shows that the proposed method
can acquire the representations that disentangle rare events
from trivial ones.
1. Introduction
In the field of computer vision, event detection from an
image pair has been comprehensively studied as image sim-
ilarity estimation. Similarity estimation between images is
one of the fundamental problems, which can be applied for
many tasks, such as change detection [12, 15, 22, 28], image
retrieval and matching [3, 25, 36], identification [29, 34],
and stereo matching [10, 37]. Thanks to the recent success
of deep features , the image comparison methods have sub-
stantially progressed. However, a general draw back is that
they require a large amount of dataset to fully utilize the
representational power of the deep features.
In the context of image similarity estimation, this paper
considers a particular task of detecting rare events from an
image pair, such as detecting building changes on a pair
of satellite images, or detecting manufacturing defects by
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Figure 1. The overall concept of the proposed model. From
the negative image pairs, the representation learning model (left)
learns features that are invariant to trivial events. The rare event
detector (right) is then trained on the learned invariant features.
comparing images of products. One challenge of the task
lies in the difficulty of collecting training samples. Because
finding rare samples is labor intensive task, the training
dataset often includes few positive samples. Additionally,
image pairs often contain many cumbersome events that are
not of interest (e.g., illumination changes, registration er-
ror of images, shadow changes, background motion, or sea-
sonal changes). These many trivial events and the class im-
balance problem lead to false alarms for trivial events, or
overlooking the rare events.
In order to overcome these difficulties, we propose a
novel network architecture for disentangled representation
learning using only low-cost negative image pairs. Figure 1
demonstrates the overall concept of the proposed method.
The proposed network is trained to encode each image into
the two separated features, specific and common, by intro-
ducing a similarity constraint between the image contents.
The specific and common features represent a mixture of in-
formation related to trivial events (e.g., illumination, shad-
ows, or background motion) and image contents that is in-
variant to trivial events, respectively. This disentanglement
can be learned using only low-cost negative samples be-
cause negative samples contain many trivial events.
The effectiveness of the proposed method on the class-
imbalance scenario is verified by the qualitative evalua-
tions on four change detection datasets, including in-the-
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wild datasets. Qualitative analysis shows that the proposed
method successfully learns the disentangled representation
for both rare events and trivial ones in the image pairs. The
contributions of this work are as follows:
• We propose a novel solution to the class imbalance
problem in rare event detection tasks, which has not
been fully studied in the past literature.
• We propose a novel representation learning method
that only requires pairs of observations to learn dis-
entangled representations.
• We create a new large-scale change detection dataset
from the open data repository of Washington D.C.
2. Related Work
In change detection tasks, several works have attempted
to overcome the difficulties of data collection and cumber-
some trivial events as described in the previous section. In
order to save the cost of annotation, [14] proposed a weakly
supervised method that requires only image-level labels to
train their change segmentation models. Although their
work saves the pixel-level annotation cost, it still requires
image-level labels, which are difficult to collect for rare
change events. To address trivial events, several works on
video surveillance tasks [4, 27] utilize background model-
ing techniques in which foreground changes are detected as
outliers. However, these works assume a continuous frame
as the input, and their application is limited to change de-
tection in video frames. [13] proposed a semi-supervised
method to detect damaged areas from pairs of satellite im-
ages. In their method, a bag-of-visual-words vector is ex-
tracted for hierarchical shape descriptors and a support vec-
tor machine classifier is trained on the extracted features.
Since their method is based on the carefully chosen feature
descriptors specialized for their task, the method lacks gen-
eralizability for application in other domains.
Disentangled representation learning is an actively stud-
ied field. [30] proposed a generative adversarial network
(GAN) framework to learn disentangled representation for
pose and identity of a face using encoder-decoder archi-
tecture with auxiliary variables inserted in its latent code.
[20] proposed a GAN model that can generate synthetic im-
ages conditioned on category labels. [24] proposed a semi-
supervised method to learn disentangled representation by
introducing graphical model structure between the encoder
and decoder of a standard variational auto-encoder (VAE).
A drawback of these methods is that during training, they
require explicit labels for the target factor of variation. As
for an unsupervised approach, [9] proposed a method that
learns disentangled representation by maximizing mutual
information between a small subset of latent codes and a
generated image. However, this method cannot control the
disentanglement so that the desired factor of variations is
represented in a certain latent code. Some works utilize
groups of observations as weak supervision. [18] trains a
target latent unit on grouped mini-batches that include only
one factor of variation. [5] and [19] proposed a method that
effectively disentangles intra-class and inter-class variations
using groups of images sharing the same class labels. Our
work is similar to the three works mentioned above. The
difference is that our work assumes weaker conditions; that
is, our method only requires pairs of observations and does
not require aligned observations or class labels. Recently,
multi-view image generation method that only use a paired
observation for feature disentanglement is proposed in [8].
Our work is technically inspired by [6]. The method by
[6] learns common and specific features between two differ-
ent image domains. The key difference between their work
and ours is that, in event detection tasks, the images in a
pair come from the “same” domain. Since there are no do-
main biases in the images, we cannot resort to adversarial
discriminators when we learn common features. Instead, a
distance function in the feature space is used in our work.
Since our method is based on a probabilistic latent variable
model, rich information of posterior distribution can be used
for measuring a distance between features. This is an ad-
vantage of using VAE instead of the classical auto-encoders
used by [6].
3. Methods
3.1. Overview
Figure 2 shows a schematic of the proposed model. The
model consists of two branches of VAEs that share param-
eters each other. Each VAE extracts two types of feature
representations: common and specific. They represent dif-
ferent aspects of an input image pair (invariant and variant
factors, respectively). In the context of rare event detec-
tion, the specific features represent trivial events, and the
common features represent image contents that are invari-
ant to trivial events. In order to achieve disentanglement,
we introduce a similarity constraint between common fea-
tures. This constraint promotes common features to lie in a
shared latent space of paired images. The key aspect of the
common features is that they are invariant to trivial events,
which should be helpful to distinguish target events from
trivial events. In the successive fine-tuning phase, an event
detector is trained on the learned common features using a
small number of positive and negative samples.
The contents of this section are as follows. In Sec-
tion 3.2, we present a brief introduction to VAEs. In Sec-
tion 3.3, the proposed method of representation learning is
explained in detail. Finally, in Section 3.4, the fine-tuning
phase of the event detector is explained.
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Figure 2. Schematics of the proposed representation learning method. The model takes a pair of images xA and xB as input. For each
image, the encoder extracts common and specific features, and the decoder reconstructs the input. The key feature of the model is the
similarity loss Lsim. This loss constrains the common features to extract invariant factors between xA and xB . Another feature is the
activation loss Lact. This loss encourages the mean vector of the common features (µc) to be activated, which avoids a trivial solution –
(σc,µc) = (1,0) – for any input.
3.2. Variational Auto-encoder
A variational auto-encoder [17, 21] is a kind of deep gen-
erative model that defines the joint distribution of an in-
put x ∈ X and a latent variable z ∈ Z as pθ(x, z) =
pθ(x|z)p(z). p(z) is often set to be Gaussian distribution
with zero mean and unit variance. The generative distribu-
tion pθ(x|z) is modeled by a deep neural network (decoder)
with parameters θ, and the model parameters are trained by
maximizing the marginal likelihood pθ(x) =
∑
z pθ(x, z).
However, in the case that pθ(x|z) is a neural network, the
marginal likelihood becomes intractable. Therefore, the fol-
lowing variational lower bound is used instead:
LV AE = Eqφ(z|x)[log pθ(x|z)]
−DKL(qφ(z|x) ‖ p(z)) ≤ log pθ(x)
(1)
In the above equation, qφ(z|x) is another deep neural net-
work (encoder) that approximates the posterior distribution
pθ(z|x). The first term of Eq. (1) can be seen as the re-
construction error of a classical auto-encoder, and the sec-
ond term can be seen as the regularization term. In order to
make the lower bound differentiable in terms of the encoder
parameters, a technique called reparameterization is used:
z = µφ(x) + σφ(x)  where  ∼ N (0,1) (2)
Here,  represents an element-wise product. In this case,
the encoder becomes a deep neural network that outputs
mean and variance of the posterior distribution.
3.3. Representation Learning
VAE provides an unsupervised method to learn latent
representations. Given input x, the latent representation can
be inferred using the encoder distribution qφ(z|x). The ob-
jective here is to learn the encoder distribution qφ(zc, zs|x)
in which latent variables are disentangled such that zc and
zs respectively represent invariant and variant factors in a
given image pair. For this, we build a model with two
branches of VAEs that share parameters each other. As
shown in Figure 2, the input images xA,xB ∈ X are fed
into different VAE branches, and the latent variables zc and
zs are extracted from each branch. The parameters of VAEs
are trained using following loss function.
L = LAV AE + LBV AE + λ1Lsim + λ2Lact (3)
where LAV AE ,LBV AE are VAE losses for input images xA
and xB , respectively. Lsim is a similarity loss function that
constrains common features to represent invariant factors
between paired images. Lact is an activation loss function
that encourages activation of common features to avoid a
trivial solution. λ1 and λ2 are the coefficients of similarity
and activation loss, respectively. The following explains
the details of each type of loss.
Variational auto-encoder loss. The joint distribution
of each VAE branch becomes
pθ(x, z
c, zs) = pθ(x|zc, zs)p(zc)p(zs) (4)
The generative distribution pθ(x|zc, zs) is set as a Gaus-
sian distribution with its mean given by the decoder out-
put. The priors p(zc) and p(zs) are both Gaussian distribu-
tions with zero mean and unit variance. Then, the inference
model becomes
qφ(z
c, zs|x) = qφ(zc|x)qφ(zs|x) (5)
The posteriors for zc and zs are set to Gaussian distri-
butions qφ(zc|x) = N (µcφ(x), σcφ(x)) and qφ(zs|x) =
N (µsφ(x), σsφ(x)) whose mean and variance are given by
the outputs of encoder networks. Then, the loss function of
the VAE becomes
LV AE = Eqφ(x,z)[log pθ(x|z)]
+DKL(qφ(z
c|x) ‖ (zc)) +DKL(qφ(zs|x) ‖ (zs))
(6)
Similarity loss. In order to make common features
encode invariant factors in an input image pair, we in-
troduce the following similarity loss between the pair of
common features extracted from xA and xB :
Lsim = D(qφ(zc|xA) ‖ qφ(zc|xB)) (7)
where D defines a distance between latent variables zc and
zs. There are various types of similarity metric that can be
used for D. One possible choice is a kind of geometric dis-
tance (e.g., L2 or L1 norm) between the mean vectors µ(x)
of the posterior distribution. However, they produce inaccu-
rate distance measures because they do not take the shape of
the posterior distribution into account. Even if the distance
between the two mean vectors is large, they are semantically
near in the case that the posterior has flat distribution. On
the contrary, even if the distance between the two mean vec-
tors is small, they are semantically far away in the case that
the posterior has sharp distribution. Therefore, in this work,
we also take the standard deviation σ(x) into consideration
and use the following distance function called Modified-L2:
Lsim = 1
M
M∑
i
(µcA,i − µcB,i)2
σcA,iσ
c
B,i
(8)
Here, µc∗,i and σ
c
∗,i represent the i-th element of the mean
and standard deviation vector, and M is the dimension of
the vector. Alternatively, we could use a distance between
distributions such as f-divergences. For more detail and
results of the comparison, see Section C.
Activation loss. One problem with the similarity
constraints is that there exists a trivial solution. The model
can completely satisfy the constraints by setting the mean
vectors of common features to all zeros. In this case, all the
information in the input are encoded by specific features
and common features do not represent any information.
To avoid this, we introduce another loss to encourage
activation of common features:
Lact = Lsparsity + Linvmax (9)
Activation loss consists of two parts: sparsity loss and in-
vmax loss:
Lsparsity =
d∑
i=1
(s logmi + (1− s) log (1−mi)) (10)
Linvmax = 1
B
B∑
k=1
(max
i
|µki |)−1 (11)
Here, µki is the i-th element of the mean vector for the k-th
input sample, and mi is the average of the absolute values
of µki in the mini-batch, i.e., if the mini-batch size is B,
mi =
∑B
k=1 |µki |. In this activation loss, Lsparsity con-
strains the absolute mean of activation values to be close to
a hyperparameter s, and Linvmax encourages there to be at
least one unit of mean vectors activated for each sample.
3.4. Fine-tuning
Now we have acquired the encoder to extract disentan-
gled representation for variant and invariant factors of a
given image pair. As the next step, we now introduce the
fine-tuning phase. In this phase, we build a event detector
network Cψ on common features for paired input xA, xB .
Specifically, the mean vector µcA,µ
c
B of common features is
used as input to the classifier.
y = Cψ(µ
c) where µc = [µcA,µ
c
B ] (12)
Here, [*,*] represents a concatenation of two vectors.
Cross-entropy loss is used to train the classifier on ground
truth label t.
Lfine = t log y + (1− t) log (1− y) (13)
In the fine-tuning phase, classifier parameters ψ and en-
coder parameters φ are jointly trained. Because common
features are trained to be invariant to trivial events in the
representation learning phase, we can train the event detec-
tor, which is robust to trivial events. During the fine-tuning,
negative samples are randomly under-sampled to have the
same number of samples as positives.
4. Experiments
In Section 4.3, we conducted the qualitative evaluations
on four change detection datasets: Augmented MNIST,
ABCD, PCD, and WDC dataset. First, we verified our
method on Augmented MNIST dataset, and then evalu-
ated our method on in-the-wild datasets (ABCD, PCD, and
WDC dataset). While all the datasets originally contained
many positive samples, we limited the available positive
samples to simulate a class-imbalance scenario. The num-
bers of positive and negative samples used in the experi-
ments are listed in Table 1. In Section 4.4, we conducted
the quantitative evaluation by visualizing learned features
on Augmented MNIST dataset. Finally, in Section C, we
investigated several design choices of our model on Aug-
mented MNIST and ABCD dataset.
4.1. Datasets
Augmented MNIST. To validate the proposed model, we
set a problem of detecting a change of digit from a pair
of samples in MNIST. An input image pair was labeled as
positive if the digits in each image were different and la-
beled as negative if they were same. For source images,
we used three variants of MNIST [32]: MNIST with rota-
tion (MNIST-R), background clutter (MNIST-B), and both
(MNIST-R-B).
ABCD dataset. The ABCD dataset [11] is a dataset for de-
tecting changes in buildings from a pair of aerial images.
The aerial images have 40 cm spatial resolution and are
taken before and after a tsunami disaster. The task is to clas-
sify whether the target buildings were washed away by the
tsunami or not. Training and test patches were resized and
cropped in advance such that the target buildings were in
the center (i.e., we used “resized” patches as used in [11]).
PCD dataset. The PCD dataset [23] is a dataset for detect-
ing scene changes from a pair of street view panorama im-
ages. For each pair, pixel-wise change masks are provided
as ground truth. In this work, we solved the change mask
estimation problem by conducting patch-based classifica-
tion. First, input patch pairs of size 112×112 were cropped
from original images, then they were labeled as positive if
the center area of size 14×14was purely changed pixels and
labeled as negative if the center area was purely unchanged
pixels. In the testing phase, we cropped the patch pairs in a
sliding manner, and overlaid the classifier outputs to create
a heatmap of change probabilities. The heatmap was then
binarized using a threshold of 0.5, which results in change
mask estimation.
WDC dataset. In order to evaluate our method on a more
large scale dataset, we prepared the new change detection
dataset. This dataset is for detecting newly constructed or
destructed buildings from a pair of aerial images. For the
dataset, we used the aerial images and the building foot-
prints of Washington D.C. area. The aerial images are taken
at different years (1995, 1999, 2002, 2005, 2008, 2010,
2013 and 2015). The images have 16 cm resolution, and
covers over 200 km2 for each year. We automatically anno-
Table 1. Number of positive and negative samples used in each
dataset. All the negative samples were used for representation
learning. In fine-tuning, both the negative and positive samples
were used.
Training Testing
#negatives #positives #negatives #positives
Aug. MNIST 100,000 50 / 500 / 32,000 50,000 50,000
ABCD 3374 5 / 50 / 3378 847 845
PCD 56718 50 - -
WDC 250,000 50 / 500 1934 1934
Table 2. Comparison to the anomaly detection methods on Aug-
mented MNIST dataset. For all models, only negative samples
were used during training.
MNIST-R MNIST-B MNIST-R-B
AE-rec [35] 54.27 54.48 51.36
VAE-rec [1] 57.24 53.27 50.7
CAE-l2 [2] 55.14 55.74 50.29
MLVAE [5] 60.72 59.70 52.75
Mathieu et al. [19] 58.34 60.31 52.16
VAE w/o sim. 54.95 56.44 52.02
VAE w/ sim. (ours) 71.66 82.55 62.23
tate changes in buildings by comparing building footprints
produced at different years. All the source data are acquired
from open data repository hosted by the Government of Dis-
trict of Columbia [31]. For more detailed information about
the dataset, please refer to the supplementary material.
4.2. Experimental setup
Baselines. For comparison, we built several baseline mod-
els for handling the class-imbalance problem. (1) Random
under/over-sampling: a straightforward approach for class-
imbalance problem is under-sampling of major class in-
stances or over-sampling of minor class instances. For the
approach, we trained a variant of siamese CNN (the state-
of-the-art architecture for image comparison tasks) with the
sampling schemes. (2) Transfer learning: transfer learn-
ing is considered to be effective when the number of avail-
able labels are limited. We transferred weights from the
ImageNet pre-trained models, and fine-tuned it with under-
sampling scheme. (3) Disentangled representation learn-
ing methods: For comparison with the state-of-the-art rep-
resentation learning models, we replaced our model with
the models proposed in [5, 19]. In the original formula-
tion of [19], the discriminator requires class labels as its
additional input. In our experiments, we used image pair
instead (i.e., discriminate real-generated and real-real pairs)
since we have no access to the class labels. (4) Anomaly
detection methods: we also built several anomaly detection
methods from [1, 2, 35]. To apply the methods, each image
pair is concatenated and regarded as single data point. The
models are trained using only negative (i.e. normal) data,
and rare events are detected as outliers.
Table 3. Change detection accuracies on Augmented MNIST dataset. The number of positive samples were varied from 50 to 32,000. Each
result is given in terms of the mean and standard deviation obtained by 10 training runs using different training subsets.
#Labels Under samp. Over samp. MLVAE [5] Mathieu et al. [19] VAE w/o sim. VAE w/ sim. (ours)
MNIST-R 50 50.63(0.31) 50.47(0.44) 57.22(1.39) 61.09(1.20) 51.55(0.43) 79.65(4.42)
500 60.05(3.10) 61.84(1.37) 79.15(0.90) 77.78(0.74) 64.74(1.31) 89.73(0.56)
32000 94.82(0.21) 95.49(0.15) 95.68(0.17) 95.85(0.23) 95.76(0.09) 95.94(0.15)
MNIST-B 50 50.69(0.61) 50.38(0.16) 59.33(2.25) 58.79(2.66) 52.67(1.44) 82.16(0.37)
500 52.04(1.52) 52.27(2.80) 72.26(0.96) 75.16(1.09) 73.56(2.24) 84.69(0.42)
32000 94.92(0.21) 93.28(0.15) 95.67(0.10) 94.47(0.29) 96.25(0.06) 96.05(0.13)
MNIST-R-B 50 50.30(0.11) 50.37(0.08) 51.61(0.67) 51.19(0.51) 50.32(0.28) 60.58(1.60)
500 50.35(0.12) 50.47(0.19) 56.21(0.27) 53.10(0.93) 52.39(0.49) 62.68(0.46)
32000 79.04(0.25) 75.94(0.80) 78.73(0.26) 78.55(1.17) 80.92(0.41) 81.54(0.57)
Table 4. Change detection accuracies on the ABCD, WDC and PCD dataset. On the column of ABCD and WDC dataset, accuracies are
presented for different numbers of positive samples. On PCD dataset, the performance is reported for three evaluation metrics (Accuracy,
mIoU, and IoU for positive class). The number of positive samples used for PCD dataset is 50. Each result is given in terms of the mean
and standard deviation obtained by 10 training runs using different training subsets.
ABCD WDC PCD
#Labels 5 50 All #Labels 50 500 Acc. mIoU IoU
Under samp. 61.14(11.61) 64.05(17.16) 95.24(0.20) 53.12(4.56) 51.72(3.03) 73.28(3.10) 56.27(3.32) 47.95(2.20)
Over samp. 60.88(13.58) 54.05(11.78) 92.91(0.39) 52.02(3.37) 52.09(4.80) 80.52(3.48) 60.88(3.68) 44.92(3.49)
Transfer 77.39(7.30) 88.17(0.75) 96.03(0.19) 61.32(1.73) 71.07(3.04) 75.59(2.58) 58.74(2.77) 49.60(2.18)
MLVAE [5] 65.36(5.19) 86.31(1.80) 95.33(0.19) 63.58(1.59) 74.70(0.77) 76.88(1.22) 60.13(1.50) 50.55(1.75)
Mathieu et al. [19] 64.73(5.41) 77.66(2.11) 91.79(0.21) 60.54(2.80) 71.55(0.69) 73.71(3.55) 56.63(3.59) 48.02(2.13)
VLAE w/o sim. 67.32(6.51) 86.69(1.79) 95.18(0.14) 59.41(1.68) 74.17(1.05) 77.22(1.75) 60.49(2.27) 50.73(2.70)
VLAE w/ sim. (ours) 78.52(5.01) 89.70(0.77) 95.60(0.14) 63.25(0.86) 75.70(0.66) 78.20(1.96) 61.66(2.23) 51.77(1.84)
Model architecture for representation learning. We built
two architectures: one for Augmented MNIST dataset and
another for the ABCD and PCD datasets. For Augmented
MNIST dataset, the encoder had a simple architecture of
“C-P-C-P-C-H”, where C, P, and H represent convolution,
max-pooling, and hidden layer, respectively. Here, the hid-
den layer consists of four branches of convolutional layers,
which extract mean and log-variance of specific and com-
mon features. For the ABCD and PCD dataset, in order
to model complex real-world scenes, we used a hierarchi-
cal latent variable model proposed in [38], where a partic-
ular image is modeled by a combination of multiple latent
variables with different levels of abstraction. Specifically,
we used a model with 5 hidden layers in the experiments.
Because target events are often related to high-level image
contents, the common features were extracted only on the
top two hidden layers. For both architectures above, the
decoder part was set to be symmetric to its encoder. For
the detailed architecture and the hyper-parameter settings,
please refer to the supplementary materials.
Model architecture for fine-tuning. In the fine-tuning
phase, we attached an event detector consisting of three
fully-connected layers. The dimensions of the layers were
100-100-2 for Augmented MNIST dataset and 2048-2048-
2 for the ABCD and PCD datasets. During fine-tuning,
the learning rate of the pre-trained encoder part was down-
weighted by a factor of 10.
4.3. Quantitative results
Table 3 shows the results for Augmented MNIST dataset.
When labels were scarce, the proposed method outper-
formed the other models by a large margin. By compar-
ing the models with and without similarity loss (“VAE w/o
sim.” and “VAE w/ sim.”), we can conclude that the pro-
posed similarity loss is essential to learn better representa-
tions for the change detection task. The performance im-
provement is especially remarkable with 50 labels, where
the proposed model improved by approximately 20-30%
compared to the baselines.
In Table 2, we also compare our method to several
anomaly detection methods. In this case, we did not train
the event detector. Instead, we detected change events by
applying k-means clustering to the distance between com-
mon features. In the table, the proposed method outper-
forms the other models.
Table 4 shows the results for the ABCD, WDC and PCD
datasets, respectively. Also, for these in-the-wild datasets,
the proposed method outperformed the other baselines. Fig-
ure 3 compares the estimated change mask for baseline
models and that of the proposed model. We see that the
baseline models are sensitive to illumination changes or
registration errors in roads or buildings. Clearly, they suf-
fer from false alarms created by trivial events. On the
other hand, much of the false alarms were successfully sup-
pressed in the output of the proposed model.
(a) Source images and ground truth (b) Estimated change mask (d) Estimated change mask(c) Source images and ground truth
Figure 3. Examples of mask estimation results on the PCD dataset. From top to bottom, the figures in the columns b and d shows the result
of “Under samp.”, “Transfer”, and “VLAE w/ sim. (ours)”, respectively.
Interpolate common Interpolate specific
(a) (b)
Figure 4. Results of feature interpolation analysis. (a) Interpolation of common features. (b) Interpolation of specific features.
Common Specific Common Specific Common Specific
(a) MNIST-R (b) MNIST-B (c) MNIST-R-B
Figure 5. Results of t-SNE visualization for common and specific features. The color of each plot represents digit classes.
4.4. Visualization of Latent Variables
In this subsection, we investigate what is learned in com-
mon features and specific features by conducting several
analyses. Interpolation: to visually evaluate the disentan-
glement, we generated a sequence of images by linearly
interpolating image representations between pairs of im-
ages. To independently investigate the learned semantics
of common and specific features, the features were interpo-
lated one at a time while fixing the others. Figure 4 shows
the result of visualization on Augmented MNIST dataset.
When common features were interpolated between differ-
ent digits, the digit classes in the generated sequences grad-
ually changed accordingly, while the other factors (i.e., ro-
tation, styles, and background) were unchanged. On the
other hand, when specific features are interpolated, rota-
tion angles or background patterns are changed accordingly,
while the digit classes remained the same. The result shows
that the common features extract information about digit
classes, but they are invariant to the variation observed in
the same digit pairs. 2D visualization: we visualized the
learned features by t-SNE [33]. Figure 5 shows the visual-
ization results for common and specific features. In this fig-
ure, the same color plots correspond to the same digits. We
see that the common features are more informative about
digit classes compared to the specific features.
We also conducted the above visualization for the rest
of the datasets. However, for the real-world complicated
scenes, it was difficult to achieve clear disentanglement.
Specifically, we observed that the activations of the units
in the common features are degenerated to a certain value.
4.5. Ablation Study
Effect of activation loss. To investigate the effect of ac-
tivation loss (Eq. (9)), we conducted sensitivity analysis on
the sparsity parameter and existence of Linvmax. Figure 6
shows the results for MNIST-R. From these results, we
can draw several conclusions. First, a sparsity parameter
of approximately 0.5 seems to be suitable because the
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Figure 6. Analysis of the effect of activation loss. Results for dif-
ferent sparsity parameter values are shown with red plots (with-
out invmax-loss) and blue plots (with invmax-loss). The error bar
shows the standard deviations of the accuracies for 10 runs with
different training subsets
performance becomes unstable in terms of the choice of
parameter value at larger than 0.5. Secondly, the use of
Linvmax boosts performance. Lastly and most importantly,
regardless of parameter choices, the presence of activation
loss improves performance.
Choice of the distance function for similarity loss.
Here, we investigate several choices of distance function
in Eq. (7). Table 5 compares six types of distance function
evaluated on the MNIST-R and ABCD datasets. We found
that both Modified-L2 and Jeffreys divergence are suitable
choices. This result supports our intuition that we should
consider not only the mean vector of the latent distribution
but also the shape of the distribution.
Importance of hierarchical latent variables. Here,
we investigate the effect of using hierarchical latent vari-
able models for representation learning. In this analysis,
the hidden layers were eliminated one by one from the
proposed model with 5 hidden layers. The elimination was
conducted in order of lowest layer to highest. Figure 7
shows the results on the ABCD dataset. In the figure, the
models with 4 and 5 hidden layers perform better. This
result shows the importance of extracting hierarchical
latent variables in rare event detection tasks. A pair of
scenes includes various types of events, which range from
low-level to high-level. By utilizing hierarchical latent
variables, the events of each level can be represented by
each level of latent variables. As a result, detection models
can easily distinguish high-level events from low-level
ones. The other merit is that we can choose which level of
features to use according to target events.
5. Conclusion
We proposed a novel representation learning method to
overcome the class-imbalance problem in rare event detec-
tion tasks. The proposed network learns the two separated
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Figure 7. Sensitivity analysis of the number of hidden layers. The
error bar shows the standard deviations of the accuracies for 10
runs with different training subsets.
Table 5. Comparison of the choices of distance function used in
similarity loss.
MNIST-R ABCD
L2 82.16(0.64) 90.13(1.31)
L1 79.14(0.90) 89.01(1.44)
Cosine 60.94(0.97) 89.63(1.51)
MMD 62.30(0.50) 89.69(1.35)
Jeffrey’s Divergence 86.90(0.32) 89.85(0.98)
Modified L2 89.73(0.56) 89.70(0.77)
features related to image contents and other nuisance factors
from only low-cost negative samples by introducing a simi-
larity constraint between the image contents. The learned
features are utilized in the subsequent fine-tuning phase,
where rare event detectors are learned robustly. The effec-
tiveness of the proposed method was verified by the quan-
titative evaluations on the four change detection datasets.
For the the evaluations, we created a large-scale change
detection dataset using publicly available data repository.
In addition, the qualitative analysis on Augmented MNIST
showed that the model successfully learns the desired dis-
entanglement.
The disentanglement of the proposed method is still in-
sufficient for complicated scenes in the real world, due to
degenerated solution observed in the common features. The
performance of our method will be greatly improved with
the clearer feature disentanglement. A possible next step to
achieve this is to avoid degenerated solution by introducing
adversarial training as used in [19], or maximizing mutual
information between the common feature and input images
[9]. Also, in the future, we intend to apply the learned in-
variant features to various types of event detection tasks in-
cluding change mask estimation and change localization.
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A. WDC dataset
In this dataset, we consider a more realistic applica-
tion where we want to find rare events from a large im-
age archives such as satellite images or street view images.
To evaluate our method on such applications, we created a
new large-scale dataset for detecting newly constructed or
destructed buildings in Washington D.C. area from a large
archive of aerial images taken in 1995 through 2015.
A.1. Source data and annotations
For the WDC dataset, we acquired the aerial images and
the building footprints of Washington D.C. area from open
data repository hosted by the Government of District of
Columbia [31]. We used the aerial images taken in 1995,
1999, 2002, 2005, 2008, 2010, 2013 and 2015. The im-
ages have 16 cm resolution, and covers over 200km2 for
each year. We automatically annotated changes in buildings
by comparing the building footprints produced at different
years. Specifically, for each building, we computed IoU be-
tween footprints of different years, and annotated the build-
ings as newly constructed or destructed if the IoU < 0.01.
We conducted the annotation using the footprint pairs of
1999 and 2005, and of 2010 and 2015. Although the build-
ing footprints are provided for other years, we find that the
difference between them includes many buildings that are
missed in the previous year’s survey. Because they are not
the true change, we decided not to use the footprints.
A.2. Patch pairs for training and evaluation
First, we paired off with the aerial images that are close
to each other in their acquisition year. From the image pairs,
we cropped a large amount of noisy negative patch pairs and
a small amount of purely negative and purely positive patch
pairs. The purely negative and purely positive patch pairs
are created from the change annotations. The noisy negative
patch pairs are randomly cropped from all the image pairs
available regardless of the existence of the change annota-
tion. Because our targets are rare events, such random sam-
ples are almost negative except accidentally cropped posi-
tives. The noisy negative samples are used to train our rep-
resentation learning model. Note that the training is fully
unsupervised because creating noisy negative samples re-
quires no labels. Then, a part of purely negative and purely
positive samples are used for fine-tuning the change clas-
sifier, and the rest of samples are used for evaluating the
model performance.
A.3. Filtering patches using building footprint
Since the source aerial images include large areas with-
out buildings, randomly cropped patches rarely contain
buildings. In order to put more attention to buildings, we
used the building footprint of 2015 as side information to
Table 6. Encoder architecture used for Augmented MNIST (Enc-
MNIST), and for ABCD, PCD, and WDC dataset (Enc-VGG). The
Enc-VGG is based on VGG-16 [26]. Several layers in the encoders
have connections to the hidden layers as listed in the 5th column of
the table (“Hidden”). For example, “H1” in the column represents
connection to the operation “Conv(H1)”. The bottom part of the
table shows the architectures of hidden layers, where the number
of common and specific features are shown in the second column
(“#Features”)
(a) Enc-MNIST
Operations #Features Kernel size Stride hidden Spatial dimensions
Conv-ReLU 20 5× 5 1 - 24
Max-pool 20 2× 2 2 - 12
Conv-ReLU 50 5× 5 1 - 8
Max-pool 50 2× 2 2 - 4
Conv-ReLU 500 5× 5 1 H1 1
Conv(H1) c,s=(20, 10) 1× 1 1 - 1
(b) Enc-VGG
Operations #Features Kernel size Stride Hidden Spatial dimensions
Conv-ReLU 64 3× 3 1 - 128
Conv-ReLU 64 3× 3 1 H1 128
Max-pool 64 2× 2 2 - 64
Conv-ReLU 128 3× 3 1 - 64
Conv-ReLU 128 3× 3 1 H2 64
Max-pool 128 2× 2 2 - 32
Conv-ReLU 256 3× 3 1 - 32
Conv-ReLU 256 3× 3 1 - 32
Conv-ReLU 256 3× 3 1 H3 32
Max-pool 256 2× 2 2 - 16
Conv-ReLU 512 3× 3 1 - 16
Conv-ReLU 512 3× 3 1 - 16
Conv-ReLU 512 3× 3 1 H4 16
Max-pool 512 2× 2 2 - 8
Conv-ReLU 1024 7× 7 1 - 2
Conv-ReLU 1024 1× 1 1 H5 2
Conv(H1) c,s=(0,32) 64× 64 1 - 65
Conv(H2) c,s=(0,32) 32× 32 1 - 33
Conv(H3) c,s=(0,32) 16× 16 1 - 17
Conv(H4) c,s=(16,16) 8× 8 1 - 9
Conv(H5) c,s=(16,16) 1× 1 1 - 2
filter out patches that are not containing buildings. Specifi-
cally, we controlled the ratio of patches containing and not
containing buildings as 9:1.
B. Hyperparameter settings
In the experiments, we used two encoder architectures
for the proposed method: one is for Augmented MNIST
(Enc-MNIST) and the other is for ABCD, PCD, and WDC
datasets (Enc-VGG). Table 6 shows the detailed architec-
tures of the encoders. The decoders are set as symmetric to
the encoders by replacing convolution with deconvolution
and subsampling with upsampling. For fair comparisons
in terms of network capacity, we basically used the same
encoder architectures for the baseline models so that they
have the same capacity in fine-tuning phase (see Table 7).
As an exception, we needed to use the specific architecture
for the model of mathieu et al. [19], in order to stabilize the
GAN training. Specifically, we modified the Enc-MNIST
by inserting instance normalization after every convolution.
Moreover, for ABCD, PCD and WDC datasets, we used
DCGAN-based architecture.
For the experiments on Augmented MNIST, Adam [16]
Table 7. Encoder architectures used for each model.
Aug. MNIST ABCD, PCD, WDC
Under samp. Enc-MNIST Enc-VGG
Over samp. Enc-MNIST Enc-VGG
Transfer Enc-MNIST Enc-VGG
MLVAE [5] Enc-MNIST Enc-VGG, one hidden
Mathieu et al. [19] Enc-MNIST with instance norm. DCGAN based
VAE w/o Sim. Enc-MNIST Enc-VGG
VAE w/ Sim. (ours) Enc-MNIST Enc-VGG
Table 8. Sensitivity analysis of the kernel size of hidden layers.
Kernel size
H1 H2 H3 H4 H5 Acc.
64 32 16 8 1 90.01(1.39)
32 32 16 8 1 89.35(1.86)
16 16 16 8 1 89.36(1.36)
8 8 8 8 1 88.79(1.33)
3 3 3 3 1 88.29(2.26)
was used for optimization with an initial learning rate of
1.0e-3. A coefficient of weight decay term was set to 5.0e-4.
All models were trained for 30 epochs using a batch size of
100. λ1 and λ2 were both set to 1, and a sparsity parameter
of 0.5 was used.
For the experiments on ABCD, PCD, and WDC datasets,
Adam optimizer was used for optimization with an initial
learning rate of 1.0e-4. The learning rate decayed linearly
with the number of epochs. A coefficient of weight de-
cay term was set to 5.0e-4. All models were trained for
30 epochs using a batch size of 50. λ1 was set to 10, and
λ2 was set to 1. We also used the KL annealing technique
[7], which gradually ascend the coefficient on the KL di-
vergence term in the VAE loss function. The weight was
gradually increased during training from 0 to 1.
C. Ablation Study: kernel size for hidden lay-
ers
In Table 8, we demonstrated a sensitivity analysis on the
kernel size of the hidden layers. The result shows that the
performance improves when we use larger kernels at the
lower layers. This result can be explained as follows: fea-
ture maps in lower layers somewhat retain raw information
from the input. If we use a small kernel in lower hidden
layers, the spatial information is almost all retained, which
enables the model to easily reconstruct input images. When
the model can reconstruct inputs by using only lower hidden
layers, higher layers cannot receive sufficient error signals
and the training will be stacked. On the other hand, if we
use large kernels, the convolution operation becomes close
to fully connected, which promotes abstraction of the hid-
den variables.
(a) Positive samples (b) Negative samples
Figure 8. Examples of positive pairs and negative pairs in ABCD dataset.
Figure 9. Examples of original image pairs in PCD dataset.
(a) Positive samples (b) Negative samples
Figure 10. Examples of positive pairs and negative pairs cropped from image pairs in PCD dataset.
1995 1999 2003 2005
2008 2010 2013 2015
Figure 11. Source aerial images of Washington D.C. area.
Aerial image (2015) Building footprint Newly constructed buildings
Figure 12. Example of aerial images, building footprints and change labels for WDC dataset. The change label on the right is created by
comparing building footprints of 2015 and 2010.
(a) Positive samples (b) Negative samples
Figure 13. Examples of purely positive pairs and noisy negative pairs in WDC dataset.
