Abstract. Over 25 years ago, the first author conjectured in [15] that the existence of arbitrarily large primes is provable from the axioms I Δ 0 ( ) + def( ), where (x) is the number of primes not exceeding x, I Δ 0 ( ) denotes the theory of Δ 0 induction for the language of arithmetic including the new function symbol , and def( ) is an axiom expressing the usual recursive definition of . We prove a modified version in which is replaced by a more general function that counts some of the primes below x (which primes depends on the values of parameters in ), and has the property that is provably Δ 0 ( ) definable. §1. Introduction. I Δ 0 is the axiom system identical to first order Peano Arithmetic except that all induction hypothesis formulas are required to be Δ 0 . That is, they have only bounded quantifiers of the form ∀ y ≤ t( x) and ∃ y ≤ t( x), where t( x) is any term. As the language for arithmetic is based on addition and multiplication, this essentially means that t( x) may be taken to be any polynomial in the variables x. (For this basic language, an equivalent axiom system is obtained if quantifiers are further restricted to being of the form ∀ y ≤ x and ∃ y ≤ x, where x, y denote arbitrary variables. However we will shortly expand the language by additional function symbols, and while the axiom systems considered will usually continue to have this property, the wider definition of "bounded quantifier" is adopted in the interests of generality.)
"strength" as Buss's system S 2 .) Thus:
However it is not known whether even the weak version of PHPΔ 0 is provable in I Δ 0 , so it is of interest to consider what other principles or methods of proof might suffice in the absence of superpolynomial growth.
Techniques common in "elementary number theory" which comply with this growth restriction include many counting arguments, taking summations of definable sequences of n numbers less than m, and constructing products of definable sequences of n numbers performed modulo m. It seems natural to formalise these via E 2 definitions in the style of Grzegorczyk [4] . Roughly speaking, these allow the definition of functions by primitive recursion provided the growth is restricted to being at most polynomial. Even for the standard natural numbers there are many E 2 functions for which no Δ 0 definition of the "graph" of the function is currently known. (This is closely related to the question in Computational Complexity Theory of whether the Linear Time Hierarchy is actually equal to, rather than just contained in, deterministic LINEAR SPACE.) A natural, and often quoted, example is y = (x), the number of primes not exceeding x. This suggests another approach to extending I Δ 0 :
(1) Choose a sequence of "suitable" or "natural" functions from the Grzegorczyk class E 2 . (2) Enlarge the language of arithmetic by a set of new function symbols, one for each such function, and turn the E 2 definitions of the functions into axioms. (3) Add these axioms to I Δ 0 and allow induction on Δ 0 formulas involving the new function symbols. (As the new E 2 functions are "intrinsically" polynomially bounded, if care is taken it should not matter whether or not they are allowed in the terms used to bound quantifiers.)
The new axiom system can be considered as a (strict) subsystem of I Δ 0 + exp , and the system obtained by adding all E 2 definitions can prove a significant part of number theory. (See Cornaros [2] , Berarducci and Intrigila [1] .) However here we will generally confine our attention to the case where the language of arithmetic is augmented by a single additional function symbol f, and an explicitly given E 2 definition for f is included as an axiom. The class of bounded quantifier formulas possibly involving f will be denoted by Δ 0 (f), and I Δ 0 (f) will denote the axiom system analogous to I Δ 0 but with the additional function symbol f permitted to appear in Δ 0 (f) induction hypotheses.
In [15] , the first author conjectured that the existence of arbitrarily large prime numbers should be provable from just the axioms I Δ 0 ( ) + def( ) obtained by adding the function symbol (x) together with a sentence def( ) giving the following recursive definition:
othe rwi se .
In short, given the ability to count the primes, one should be able to prove there are "infinitely many"! is an example from a subclass of E 2 , the census (or counting) functions. For any Δ 0 formula ϕ(x, y) the census function corresponding to ϕ is defined by
or more precisely by an axiom def(c ϕ ) asserting:
Census functions can be used to prove PHPΔ 0 . For suppose that f :
is a Δ 0 definable function, and that c ϕ (x, y) is the census function when ϕ(x, y) is taken to be the Δ 0 formula f(x) ≤ y (which possibly involves other parameters such as n). Then in I Δ 0 (c ϕ ) + def(c ϕ ) one can prove that f cannot be one-to-one. See Theorem 5.3 in [15] (or [7] for a simplification). So behind any particular use of PHPΔ 0 lies a census function. One can naturally ask which census function supports the proof in I Δ 0 + PHPΔ 0 of the existence of arbitrarily large prime numbers. The answer is not at all simple and we think it lies far from the function . It is certainly not as simple as counting the primes less than or equal to x having some special property. Our purpose here is to show that nevertheless, if we add to I Δ 0 the ability to count the right sets of primes (sets which are Δ 0 definable using parameters), then we can prove that the primes are cofinal. In fact one can even prove Bertrand's Postulate, a theorem of Chebyshev [13] which asserts that for every n ≥ 1 there exists some prime p satisfying n < p ≤ 2n.
For this purpose, we introduce the function (x) = (x, y, e) defined by an axiom def ( ) asserting: (0) = 0, (x + 1) = (x) + 1 if x + 1 is prime and y (x + 1) e is odd, (x) othe rwi se .
Here [q] denotes the integer part of q, and there is no problem with the exponentiation possibly being undefined, as [y/(x + 1) e ] is interpreted as being 0 if there is some e ≤ e such that y < (x + 1) e ≤ y (x + 1). Intuitively (x, y, e) is the number of primes p less than or equal to x for which [y/p e ] is odd. Or put another way, (x, y, e) is the census function c ϕ which for each choice of the parameters y and e, counts the set of primes {p ∈ [1, x] : ϕ(p, y, e)} determined by the rather simple Δ 0 predicate ϕ(p, y, e) that states:
p is prime and y p e is odd.
This result can be regarded as a weaker version of the conjecture about I Δ 0 ( ) + def ( ) mentioned above, because as we will show, I Δ 0 ( ) + def ( ) is a subsystem of I Δ 0 ( ) + def ( ) in the following sense. There is a Δ 0 ( ) formula which defines a function (x) that, provably in I Δ 0 ( ) + def ( ), satisfies the recursive definition def ( ). §2. The basic idea of the proof. We will first outline the basic strategy of the proof, connecting it with some traditional aspects and functions of prime number theory for the standard natural numbers (as found, e.g., in [10] ). These functions include (x) and the analogous sum with logarithmic "weights" (x):
Here we adopt the convention that a sum over p always indicates a sum over only the primes satisfying the condition. It is not too difficult to move backwards and forwards between bounds on (x) and bounds on (x). Adding a term log p for each prime power p e ≤ x with e ≥ 2 to the sum (x) leads to an analogous function (x) defined by
where Λ(n) is von Mangoldt's function:
Perhaps a little surprisingly, (x) and (x) do not differ much. For the standard natural numbers: (x) ∼ (x). However it is important to realize that this statement contains information about the density of the primes. In the context of our formalised proof of Bertrand's Postulate we will not know the corresponding fact until near the end of the argument. (The issue is that if there were no primes greater than √ x (say), then the contribution from terms corresponding to squares p 2 of primes would be significant!) At first sight, these sums of logarithms of primes seem to suggest that arguments involving them might best be formalised by converting the sums to products of primes, and indeed this is sometimes done in elementary number theory texts. However the resulting products are exponentially large, so while they could be used in I Δ 0 + exp , they are not available in bounded arithmetic. Further investigation reveals that the asymptotic behaviour of the sums is quite tolerant of errors in the logarithms, so that in place of log p we can use an "approximate logarithm" log * p. We will let * (x), * (x), Λ * (n) denote the corresponding functions defined using log * in place of log. Actually the "degree of approximation" will depend on a parameter a which we will eventually choose to be equal to the n for which we are proving existence of a prime between n/2 and n, but we will suppress this parameter in the notation.
Adopting these approximate logarithms also has a fortunate (and for our purposes very necessary) consequence.
* (x) and * (x) can be defined by sums of polylogarithmic length (involving ), so are Δ 0 ( ) definable in I Δ 0 ( )+def ( ) (and therefore Δ 0 ( ) definable in I Δ 0 ( ) + def ( )).
Of course the reason for introducing weights of the form log p in the first place was indeed to exploit some connection with products, but the key issue is that factorization of n into prime powers can be expressed as
The starred version of this holds to a degree of "approximation" which will suffice for our purposes, and is available in I Δ 0 . (Fortunately this sum is really over the prime powers dividing n and so has logarithmic length. We do not know how to define arbitrary sums over the divisors of an arbitrary n in a Δ 0 way.) Notice that the presence here of prime powers p e , e ≥ 2, is the reason for working with or * , in preference to or * . It is not too surprising that unique factorization into prime powers (the Fundamental Theorem of Arithmetic) should be an important ingredient of the proof, and this is where it appears.
So far the discussion could apply to virtually any textbook proof of Bertrand's Postulate. But the exact argument we will succeed in formalising is somewhat novel, although not entirely without precedent. It is related to the asymptotic identity
By the Prime Number Theorem in the form (x) ∼ x , the sum on the left should be asymptotic to
But there are easier ways of proving the identity. Ramanujan [9] proved it and applied it to give a two-page proof of Bertrand's Postulate. However the first proofs date from the nineteenth century. It seems certain that a proof would have been known to Chebyshev who in his original proof of Bertrand's Postulate [13] developed a more sophisticated asymptotic equivalence from the same family. (See [10] for a discussion of this family of identities, and why it may not have been noticed until Ramanujan that Bertrand's Postulate follows already from its simplest member.) At any rate, the identity is explicit in Sylvester [11] , [12] . Of significance for our purposes is that we are able to give a rather direct proof (by induction!) using the quantity
The connection is that on the "diagonal":
The starred version * (x, y) is Δ 0 ( ) definable in I Δ 0 ( ) + def ( ), and this induction argument carries over to the formal system. Armed with good asymptotic information about * (x, x), which in its official definition as a sum involves just some of the terms appearing in * (x), it is relatively straight forward (although in view of the history, perhaps not entirely obvious) how to work backwards and show that for all x bigger than some standard integer,
) > 0 and therefore there exists some prime p satisfying x/2 < p ≤ x. The provability of Bertrand's Postulate in I Δ 0 ( ) + def ( ) follows.
Let us mention why I Δ 0 ( ) + def ( ) rather than just I Δ 0 ( ) + def ( ) appears to be needed in formalising this argument. The problem is that the condition in the definition of (x, y) that [y/n] be odd restricts the sum to those n which lie in
For example for y = x, the sum (x, x) has of the order of x "gaps" at the intervals (x/3, x/2], (x/5, x/4], (x/7, x/6], . . . when compared with the sum (x) which is over all n ∈ (0, x]. The presence of these gaps appears to be necessary for the induction argument to work, and it is that provides us with a way of defining a function * (x, y) having them. This seems to be so even though once the induction is completed, we are able to prove that for m = [log 2 x] 2 (say),
where both the sums on the right have a polylogarithmic number of terms and are therefore definable in I Δ 0 ( ) + def ( ). §3. Polylogarithmic sums, and Δ 0 ( ) definability of (x). We have already mentioned the well known fact (Lemma 4.2 in [15] , Theorem 10 in [8] or Theorem 4 in [3] ) that in a model M of I Δ 0 one can "talk" about the sum of any bounded and Δ 0 -definable sequence whose length is "polylogarithmic", that is, at most [log 2 x] r for some choice of x ∈ M and standard natural number r ∈ N.
Lemma 2. (i) Let g(i) be defined for all i ∈ [1, [log 2 x] r ] (where r ∈ N) by some Δ 0 formula which may possibly involve parameters including x. Assume that g(i) is bounded above by the element b for all i. Then the sequence of sums
is also defined for all j ∈ [0, [log 2 x] r ] by a Δ 0 formula (with parameters).
More precisely, it is provable in
r ], then this Δ 0 formula defines a function G that satisfies
(where r ∈ N) by some Δ 0 (f) formula which may possibly involve parameters including x, and that g(i) is bounded above by the element b for all i. Then the sequence of sums
with parameters), and moreover it is provable in
In both cases (i) and (ii), the recursive property ensures that G is essentially unique.
As an application, we will show how I Δ 0 ( ) + def ( ) can be considered to be a subsystem of I Δ 0 ( ) + def ( ). Proof. Adopting the convention that [log 2 0] = 0 we define 
Using this for y = x − 1, in combination with the expression for (x) derived early in the proof, shows that (
. But from our knowledge about the one extra point,
and therefore also has the required recursive property at n = x − 1.
We remark that while there are other natural Δ 0 ( ) definitions which can be proved in I Δ 0 ( ) + def ( ) to satisfy def ( ), all the functions obtained are of course provably equal.
Let us also mention a key idea which we will use repeatedly. The inductive properties corresponding to an "interchange of summations" can be justified, provided that the appropriate partial sums (before interchange, but up to an arbitrary limit on each sum) can be defined. §4. Approximate logarithms. We will need a function taking "rational" values (rational in the sense of the model M of I Δ 0 under consideration) which approximates the behaviour of a logarithm better than can be achieved with the integer valued function [log 2 x]. For this purpose we will use the "approximate logarithms" log * x defined in [15] . The idea is that log * x should behave like an approximation to the natural logarithm log x = x 1 1/t dt which is accurate to within O(1/[log 2 a] r ). Here a is a (large) parameter (from M ) which determines the degree of approximation and will be chosen explicitly later. The exponent r is a fixed, sufficiently large, standard constant. r = 2 is adequate for our current purposes. The big O symbol is used as in Analysis. For terms T, R, S, we will write T = R +O(S) instead of "there is a standard constant c ∈ N, which does not depend on the variables in T, R, S, such that |T − R| ≤ c S ". So, for example, the function log * x defined below satisfies log
(when x is greater than some standard constant). To assist us in defining log * , we first consider a function log + which behaves suitably on the rational interval [1, 4] . Definition 1. Let k be the integer for which 2 k−1 < [log 2 a] r ≤ 2 k , and put h = 1/2 k . For all "rationals" q satisfying 1 ≤ q ≤ 4, define
If q − 1 < h this empty sum is interpreted as taking the value 0, so in particular, log + 1 = 0.
The motivation arises from the familiar definition of the natural logarithm as log q = q 1 1/t dt. In formalising this in the bounded arithmetic setting, the idea is that log + q counts squares of area h 2 which lie entirely in the region under the graph of 1/t between the vertical lines t = 1 and t = q.
r ), the sum makes sense in I Δ 0 by Lemma 2.
From the definition of log + (using the properties of [(q − 1)/h]) it is easily seen that log + is a step function whose value jumps only at "rationals" of the form q = u/2 k = uh, where u is an integer in the range 2 k < u ≤ 2 k+2 . Moreover the size of the jump is at most
Lemma 4. The following property of the function log + (defined using parameters a and r) is provable in
Proof. This is part of the proof of Lemma 4.1 in [15] . We will expand, a little, the argument sketched there.
Let u be the "interger" satisfying u/2 k ≤ q < (u + 1)/2 k . In view of the remarks preceeding the lemma, replacing q by u/2 k does not alter the value of log + q and produces at most an O(h) = O ([log 2 a] −r ) change in log + (qQ). So we may suppose that q = u/2 k = uh for some integer u. Consideration of the definition of log + reveals that we want to show that
Our motivation is that this corresponds in some sense to the identity
The effect of the change of variable s = t/q is to transform the lattice of squares (with sides of length h) under the graph of 1/t into a lattice of rectangles (with vertical sides of length qh and horizontal sides of length h/q). Working in I Δ 0 an analogous identity can be obtained by putting J = j + 2 k − u, giving:
This last expression represents the number of rectangles of height qh = uh 2 and width h/q = 1/u in a certain lattice which lie under the graph of 1/t between the vertical lines t = 1 and t = Q.
It remains to compare this number of rectangles of area h 2 with the number of squares of area h 2 in the same region as counted by
The comparison can be done by considering a lattice of squares with sides of length h 2 /u which will be a "common refinement" of the two lattices. The idea is that the estimate of the area obtained using this new lattice should be at least that obtained using either of the given lattices, but should in each case be less than the estimate obtained by including one more rectangle in each vertical column, and one more vertical column (if necessary) around the line t = Q. As q ≤ 2 and Q ≤ 2, it is easy to verify that the total area of these extra rectangles is O(h). Guided by this motivation, it is routine, if tedious, to veryify completely formally in I Δ 0 that the corresponding sums of polylogarithmically many terms do indeed behave as expected, and in particular that
This shows that log + (qQ) = log + (q) + log + (Q) + O(h), completing the proof. 
Proof of (1). This is Lemma 4.1 of [15] . 
by Definition 2.
Proof of (2) . As before, put h = 2 −k where k is the integer which satisfies 
and that for x an integer, this still remains true in the second case (as then y + 1 = 2 m ). Either the sum above has at most one term of the form
, or it has 2 k−m such terms and is therefore bounded above by
As in Section 2, let
Lemma 6.
The following property of Λ * (defined via log * using parameters a and r) is provable in I Δ 0 . For all integers x ≥ 1,
Proof. This lemma expresses the Fundamental Theorem of Arithmetic in approximate logarithm form. Although it is implicit in the proof of Theorem 4.5 of [15] , and the details are in some sense well known to today's researchers in the field, at the (in our view entirely justified) request of the referee, we will spell them out.
Firstly, the meaning of the left hand side should be made clear. What will be needed in the application below is that there is a Δ 0 definable function V (x, y) which, provably in I Δ 0 , has the inductive properties expected of
namely V (x, 0) = V (x, 1) = 0, and for y ≥ 1,
o t h e r w i s e .
The assertion in the lemma concerns V (x, x).
Let us see why V (x, y) is so definable. Observe that the partial function p n (x) giving the nth distinct prime factor of x is available. (ii) For every pair p < p of consecutive (in order of magnitude) distinct prime factors of x, if n is the least nonnegative integer satisfying c ≡ n (mod p), then c ≡ n + 1 (mod p ). Then for all primes p|x, the relation p = p n (x) holds if and only if n < p and c ≡ n (mod p). Clearly the number (x) of distinct prime factors of x can then also be defined as the largest n (necessarily less than x) for which p n (x) exists. By induction, (x) ≤ [log 2 x].
For 1 ≤ n ≤ (x), let e n (x, y) be the largest number e such that (p n (x)) e |x and (p n (x)) e ≤ y. Consider
This sum of at most logarithmically many terms makes sense by Lemma 2. The terms are "rationals" with denominators which are powers of 2, so there is no difficulty forming their least common denominator. It is easy to check that V (x, y) has the inductive properties described above.
Similarly the sum
is well defined, and Ω(x, x) has the properties expected of the number of prime factors of x, counted taking multiplicity into account.
In particular, Ω(x, x) ≤ [log 2 x]. This can be seen by observing that for each y ≤ x there is a number z such that
en (x,y) in the sense that p e |z if and only if p = p n (x) for some n, and e ≤ e n (x, y). Using the fact that p n (x) ≥ 2, one then shows by induction on y that
en (x,y) ≥ 2
n=1 en (x,y) = 2 Ω(x,y) , which for y = x says that x ≥ 2 Ω(x,x) . Finally, by another induction on y, using Lemma 5(1) at the induction step,
In Definition 2 the function log * x was defined only for positive integers x. However the definition makes perfectly good sense for all "rationals" x ≥ 1. Let us briefly adopt this more general perspective. It has already been noted that log + is a step function, so log * must also be a step function. Inspection of the definitions of log + and log * (taking into account the remarks immediately preceeding Lemma 4) reveals that the value of log * q jumps at the following values of q (written in increasing order):
Here k is the integer satisfying 2
Clearly there is a Δ 0 definable function x = u i which enumerates the integers 1 = u 1 < u 2 < · · · having the property that log 
In both cases the sum makes sense by Lemma 2, and it is easy to check that the recursive "definitions" (i) and (ii) are satisfied.
Of course, informally * (x) = p≤x log * p and * (x) = n≤x Λ * (n). Replacing by leads in an entirely analogous way to formal definitions of * (x, y, e) = Then [2n/(x + 1)] is odd so the contribution is +Λ * (x + 1) = log * 2.
But these are exactly what is needed to verify the inductive step, completing the proof of the claim. Taking x = 2n in the claim, gives: * (2n, 2n) − * (2n − 2, 2n − 2) = where we have used Lemma 6, followed by parts (2) and (1) This approach is equivalent in the sense that Ψ (and ) can be defined in I Δ 0 (Ξ) + def (Ξ), while Ξ can be defined in I Δ 0 ( , Ψ) + def ( ) + def (Ψ).
