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THE WEBSTER SCALAR CURVATURE FLOW ON CR SPHERE.
PART I
PAK TUNG HO
Abstract. This is the first of two papers, in which we prove some properties
of the Webster scalar curvature flow. More precisely, we establish the long-
time existence, Lp convergence and the blow-up analysis for the solution of
the flow. As a by-product, we prove the convergence of the CR Yamabe flow
on the CR sphere. The results in this paper will be used to prove a result
of prescribing Webster scalar curvature on the CR sphere, which is the main
result of the second paper.
1. Introduction
Suppose (M, g0) is a compact n-dimensional Riemannian manifold without bound-
ary, where n ≥ 3. As a generalization of Uniformization Theorem for surfaces, one
wants to find a metric g conformal to g0 such that its scalar curvature Rg is con-
stant. This is the so-called Yamabe problem, which was introduced by Yamabe in
[43]. Trudinger [42] solved it when Rg ≤ 0. For the case Rg > 0, Aubin [1] solved it
when n ≥ 6 and M is not locally conformally flat. Schoen [39] solved the remaining
cases, namely, when 3 ≤ n ≤ 5 or M is locally conformally flat. See the survey
article [34] by Lee and Parker for more details.
A different approach has been introduced to solve the Yamabe problem. Hamit-
lon [25] introduced the Yamabe flow, which is defined by
∂
∂t
g(t) = −(Rg(t) −Rg(t))g(t), g(t)|t=0 = g0,
where Rg(t) is the average of the scalar curvature Rg(t) of g(t). The Yamabe flow
was considered by Chow [17], Ye [44], Schwetlick and Struwe [40]. Finally Brendle
[5, 6] showed that the Yamabe flow exists for all time and converges to a metric of
constant scalar curvature.
As a generalization of the Yamabe problem, one wants to know what function can
be realized as the scalar curvature of some conformal metric. More precisely, given
a function f on a compact n-dimensional Riemannian manifold (M, g0), can we find
a metric g conformal to g0 such that Rg = f? This prescribing scalar curvature
problem has been studied extensively, even for the case when M is a surface, see
[26, 32, 33]. Especially, the problem has attracted a lot of attention when (M, g0) is
the n-dimensional standard sphere Sn, which is the so-called Nirenberg’s problem.
See [9, 10, 11, 12, 41]. Especially, Chen and Xu [13] defined the scalar curvature
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flow, which is a natural generation of Yamabe flow above, as follows:
∂
∂t
g(t) = (α(t)f −Rg(t))g(t),
where α(t) is given by
α(t)
∫
Sn
fdVg(t) =
∫
Sn
Rg(t)dVg(t).
Using the scalar curvature flow, Chen and Xu [13] proved the following:
Theorem 1.1 (Chen-Xu). Suppose that f is a smooth positive function on the n-
dimensional sphere Sn with only non-degenerate critical points with Morse indices
ind(f, x) and such that ∆g0f(x) 6= 0 at any such point x. Let
mi = #{x ∈ Sn : ∇g0f(x) = 0,∆g0f(x) < 0, ind(f, x) = n− i}.
Further, suppose δn = 2
2
n if 3 ≤ n ≤ 4 or = 2 2n−2 for n ≥ 5. If there is no solution
with coefficient ki ≥ 0 to the system of equations
m0 = 1 + k0,mi = ki−1 + ki for 1 ≤ i ≤ n, kn = 0,
and f satisfies
max
Sn
f/min
Sn
f < δn,
then f can be realized as the scalar curvature of some metric conformal to the
standard metric g0.
The Yamabe problem can also be formulated in the context of CR manifold.
Suppose that (M, θ0) is a compact strongly pseudoconvex CR manifold of real
dimensional 2n+ 1 with a given contact form θ0. The CR Yamabe problem is to
find a contact form θ conformal to θ0 such that its Webster scalar curvature Rθ is
constant. This was introduced by Jerison and Lee in [31], and was solved by Jerison
and Lee for the case when n ≥ 2 and M is not locally CR equivalent to the sphere
S2n+1 in [29, 30, 31]. The remaining case, namely, when n = 1 or M is locally CR
equivalent to the sphere S2n+1, was solved by Gamara and Yacoub in [22, 24].
As an analogue to Yamabe flow, one can consider the CR Yamabe flow defined
by
∂
∂t
θ(t) = −(Rθ(t) −Rθ(t))θ(t), θ(t)|t=0 = θ0,
where Rθ(t) is the average of the Webster scalar curvature Rθ(t) of θ(t). Cheng
and Chang [8] proved the short time existence of the CR Yamabe flow. Zhang [45]
proved the long time existence and convergence for the case Rθ0 < 0. For the case
Rθ0 > 0, Chang, Chiu, and Wu [7] proved the convergence when M is spherical
and n = 1 and θ0 is torsion-free. For general n, the author proved in [27] the long
time existence for the case when Rθ0 > 0, and the convergence when M is the CR
sphere.
As a generalization of CR Yamabe problem, one can consider prescribing CR
Webster scalar curvature problem: given a function f on a CR manifold (M, θ0), we
want to find a contact form θ conformal to θ0 such that its Webster scalar curvature
Rθ = f . This has been studied in [15, 19, 23, 27, 35, 36, 38]. As an analogy of
Nirenberg’s problem, we study the problem of prescribing Webster scalar curvature
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on the CR sphere (S2n+1, θ0). Motivated by the work of Chen and Xu in [13], we
define the Webster scalar curvature flow:
∂
∂t
θ(t) = (α(t)f −Rθ(t))θ(t),
where Rθ(t) is the Webster scalar curvature of the contact form θ(t), and α(t) is
given by
α(t)
∫
S2n+1
fdVθ(t) =
∫
S2n+1
Rθ(t)dVθ(t).
We assume that f is a smooth positive Morse function on the CR sphere S2n+1
with only non-degenerate critical points in the sense that if f ′(x) = 0, then the
sub-Laplacian ∆θ0f(x) 6= 0. Here f ′(x) denotes the gradient of f with respect to
the standard Riemannian metric on S2n+1. By using the Webster scalar curvature
flow, we will prove the following theorem:
Theorem 1.2. Suppose that n ≥ 2 and f is a smooth positive function on S2n+1
with only non-degenerate critical points with Morse indices ind(f, x) and such that
∆θ0f(x) 6= 0 at any such point x. Let
mi = #{x ∈ S2n+1 : f ′(x) = 0,∆θ0f(x) < 0, ind(f, x) = 2n+ 1− i}.
If there is no solution with coefficient ki ≥ 0 to the system of equations
m0 = 1 + k0,mi = ki−1 + ki for 1 ≤ i ≤ 2n+ 1, k2n+1 = 0,
and f satisfies the simple bubble condition, namely
(sbc) max
S2n+1
f/ min
S2n+1
f < 2
1
n ,
then f can be realized as the Webster scalar curvature of some contact form con-
formal to θ0.
In this paper we first establish some results which will be used to prove Theorem
1.2, and the proof of Theorem 1.2 will be postponed to the forthcoming paper
due to its length. The paper is organized as follows. In section 2, we prove some
properties of the Webster scalar curvature flow, including the uniform lower bound
of the Webster scalar curvature for all time t ≥ 0 and the long time existence. In
section 3, we establish the convergence in the sense of S21 and L
p, where p ≥ 1, with
respect to the contact form at time t as t→∞. Section 4 is devoted to the analysis
of the blow-ups of solutions. First we prove the CR analogue of the compactness
theorem obtained by Schwetlick and Struwe in [40], and we apply it to show that
one of the two cases must occur: either the flow itself converges in Sp2 for some
p > 2n + 2, or the corresponding normalized flow v(t), which will be introduced
there, converges. In section 5, we prove the convergence of the CR Yamabe flow on
the CR sphere by using the techniques we developed in this paper. See Theorem
5.3. In particular, this recovers the result of the author in [28]. In the Appendix, we
prove the CR analogue of the Aubin’s improvement of the Sobolev inequality. More
precisely, we proved that the Folland-Stein inequality can be improved by assuming
that the conformal factor satisfies the balancing condition, i.e. the center of mass
is equal to zero. This is of independent interest and is used in the compactness
argument in section 4.
This project began when I was invited by Prof. Paul Yang to visit Princeton
University in the summer of 2011. I would like to thank Prof. Paul Yang, who
encouraged me to work on this project and explained to me his work on prescribing
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scalar curvature. I would like to thank Prof. Xingwang Xu, who answered many
of my questions about his paper. I am grateful to Prof. Sai-Kee Yeung for his
encouragement and valuable advices. I would like to thank Prof. Ngaiming Mok
for the invitation to the University of Hong Kong during the summer of 2012, where
part of this work was done. I would also like to thank Prof. Howard Jacobowitz
and Prof. La´szlo´ Lempert for helpful comments and discussions. This work was
supported by the National Research Foundation of Korea (NRF) grant funded by
the Korea government (MEST) (No.2012R1A1A1004274).
2. The flow
2.1. The flow and its basic properties. Let θ0 be the standard contact form
on the sphere S2n+1 = {x = (x1, ..., xn+1) : |x|2 = 1} ⊂ Cn+1, i.e.
θ0 =
√−1(∂ − ∂)|x|2 = √−1
n+1∑
j=1
(xjdxj − xjdxj).
Then (S2n+1, θ0) is a compact strictly pseudoconvex CR manifold of real dimension
2n+ 1. We define a new contact form θ which is conformal to θ0 as follows:
θ = u
2
n θ0, u > 0.
The volume form with respect to θ is given by dVθ := θ ∧ dθn, and the volume of
S2n+1 with respect to θ is given by Vol(S2n+1, θ) =
∫
S2n+1
dVθ =
∫
S2n+1
u2+
2
n dVθ0 .
The sub-Laplacian ∆θ with respect to θ is defined as∫
S2n+1
(∆θu)φdVθ = −
∫
S2n+1
〈∇θu,∇θφ〉θ dVθ,
for any smooth function φ. Here 〈 , 〉θ is the Levi form of θ and ∇θ is the sub-
gradient of θ. The Folland-Stein space S21(S
2n+1, θ0) is the completion of C
1(S2n+1)
with respect to the norm
‖u‖S21(S2n+1,θ0) =
(∫
S2n+1
(|∇θ0u|2θ0 + u2)dVθ0
) 1
2
.
(For more properties about the Folland-Stein space, see [20].) If ∆θ is the sub-
Laplacian with respect to the contact form θ, then it can be shown that
(2.1) ∆θφ = u
−(1+ 2n )
(
u∆θ0φ+ 2〈∇θ0u,∇θ0φ〉θ0
)
for any smooth function φ. We refer the reader to [18] for other definitions which
are not included here.
Now suppose f is a smooth positive function on S2n+1. We set
0 < m = min
S2n+1
f ≤ f ≤ max
S2n+1
f =M.
Let u0 ∈ C∞(S2n+1) such that
(2.2)
∫
S2n+1
u
2+ 2n
0 dVθ0 =
∫
S2n+1
dVθ0 ,
we define the Webster scalar curvature flow as the evolution of the contact form
θ = θ(t), t ≥ 0 as follows:
(2.3)
∂
∂t
θ = (αf −Rθ)θ, θ
∣∣
t=0
= u
2
n
0 θ0,
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where Rθ is the Webster scalar curvature (sometimes it is called pseudo-Hermitian
scalar curvature) of the contact form θ and α = α(t) is given by
(2.4) α
∫
S2n+1
fdVθ =
∫
S2n+1
RθdVθ .
If we write θ = u
2
n θ0, then (2.3) is equivalent to the following evolution equation
of the conformal factor u:
(2.5)
∂u
∂t
=
n
2
(αf −Rθ)u, u|t=0 = u0.
Since θ = u
2
n θ0, the Webster scalar curvature Rθ of θ satisfies the following CR
Yamabe equation
(2.6) Rθ = u
−(1+ 2n )
(
−(2 + 2
n
)∆θ0u+Rθ0u
)
,
where Rθ0 = n(n+ 1)/2 is the Webster scalar curvature of θ0.
Proposition 2.1. The volume of S2n+1does not change under the flow. That is,
Vol(S2n+1, θ) =Vol(S2n+1, θ0) for t ≥ 0.
Proof. By (2.4) and (2.5), we have
d
dt
Vol(S2n+1, θ) =
d
dt
(∫
S2n+1
dVθ
)
=
d
dt
(∫
S2n+1
u2+
2
n dVθ0
)
= (2 +
2
n
)
∫
S2n+1
u1+
2
n
∂u
∂t
dVθ0 = (n+ 1)
∫
S2n+1
(αf −Rθ)dVθ = 0.
This together with (2.2) implies Vol(S2n+1, θ) =Vol(S2n+1, θ)
∣∣
t=0
=Vol(S2n+1, θ0)
for t ≥ 0. 
We define
(2.7) E(u) =
∫
S2n+1
(
(2 +
2
n
)|∇θ0u|2θ0 +Rθ0u2
)
dVθ0 =
∫
S2n+1
RθdVθ
where the last equality follows from (2.6). By (2.4) and (2.7), we have
(2.8) α =
E(u)∫
S2n+1 fu
2+ 2n dVθ0
.
We also define
(2.9) Ef (u) =
E(u)
(
∫
S2n+1 fu
2+ 2n dVθ0)
n
n+1
.
Proposition 2.2. The functional Ef is non-increasing along the flow. Indeed,
d
dt
Ef (u) = −n
∫
S2n+1
(αf −Rθ)2u2+ 2n dVθ0
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1
≤ 0.
Proof. It follows from (2.5), (2.6) and (2.7) that
d
dt
E(u) = 2
∫
S2n+1
(
− (2 + 2
n
)∆θ0u+Rθ0u
)∂u
∂t
dVθ0 = n
∫
S2n+1
(αf −Rθ)RθdVθ .
(2.10)
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Therefore, by (2.5) and (2.10) we obtain
d
dt
Ef (u) =
d
dt
(
E(u)
(
∫
S2n+1 fu
2+ 2n dVθ0)
n
n+1
)
=
d
dt
E(u)
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1
− n
n+ 1
E(u)
∫
S2n+1
(2 +
2
n
)fu1+
2
n
∂u
∂t
dVθ0
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1+1
= n
∫
S2n+1
(αf −Rθ)RθdVθ
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1
− nE(u)
∫
S2n+1
f(αf −Rθ)dVθ
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1+1
= −n
∫
S2n+1
(αf −Rθ)2u2+ 2n dVθ0
/(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1
,
where the last equality follows from (2.8). 
By Proposition 2.2, we have for all t ≥ 0, we have∫ t
0
∫
S2n+1
(αf −Rθ)2u2+ 2n dVθ0
(
∫
S2n+1 fu
2+ 2n dVθ0)
n
n+1
dt =
1
n
(
Ef (u)(0)− Ef (u)(t)
)
≤ 1
n
Ef (u)(0) <∞
since Ef (u)(t) ≥ 0 by (2.7) and (2.9). By Proposition 2.1,
(2.11) mVol(S2n+1, θ0) ≤
∫
S2n+1
fu2+
2
n dVθ0 ≤MVol(S2n+1, θ0) for all t ≥ 0,
hence we have
(2.12)
∫ ∞
0
∫
S2n+1
(αf −Rθ)2u2+ 2n dVθ0dt ≤ C0
where C0 is a constant depend only on f and the initial data u0. Hence, there
exists a sequence {tj}∞j=1 with tj →∞ such that
(2.13)
∫
S2n+1
(
α(tj)f −Rθ(tj)
)2
u2+
2
n (tj)dVθ0 → 0 as j →∞.
2.2. Uniform lower bound of the Webster scalar curvature. We have the
following:
Lemma 2.3. For any u ∈ S21(S2n+1, θ0), we have
Rθ0Vol(S
2n+1, θ0)
1
n+1 = Y (S2n+1, θ0) ≤ E(u)
(
∫
S2n+1
u2+
2
n dVθ0)
n
n+1
.
Here the CR Yamabe invariant of (S2n+1, θ) defined as
Y (S2n+1, θ) = inf
06≡u∈S21(S2n+1)
∫
S2n+1
(
(2 + 2n )|∇θu|2θ +Rθu2
)
dVθ(∫
S2n+1
u2+
2
n dVθ
) n
n+1
is a conformal invariant.
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This is a result of Jerison and Lee in [29] and we refer the reader to [29] for its
proof. See also [21].
Therefore, we have the following bounds for E(u):
(2.14) Rθ0Vol(S
2n+1, θ0) ≤ E(u) ≤ Ef (u(0))
(
(max
S2n+1
f)Vol(S2n+1, θ0)
) n
n+1
.
To see this, we note that by (2.9), Proposition 2.1 and Proposition 2.2 we have
E(u) = Ef (u)
(∫
S2n+1
fu2+
2
n dVθ0
) n
n+1
≤ Ef (u(0))
(
(max
S2n+1
f)
∫
S2n+1
u2+
2
n dVθ0
) n
n+1
= Ef (u(0))
(
(max
S2n+1
f)Vol(S2n+1, θ0)
) n
n+1
.
On the other hand, it follows Proposition 2.1 and Lemma 2.3 that
E(u) ≥ Y (S2n+1, θ)
(∫
S2n+1
u2+
2
n dVθ0
) n
n+1
= Rθ0Vol(S
2n+1, θ0).
Lemma 2.4. There exists positive constants α1 and α2, depending only on f and
the initial data, such that 0 < α1 ≤ α ≤ α2 for all t ≥ 0.
Proof. By (2.8), (2.14) and Proposition 2.1, we have
α =
E(u)∫
S2n+1 fu
2+ 2n dVθ0
≤ Ef (u(0))
(
(maxS2n+1 f)Vol(S
2n+1, θ0)
) n
n+1
(minS2n+1 f)Vol(S2n+1, θ0)
:= α2
for all t ≥ 0. On the other hand, by (2.14) and Proposition 2.1, we have
α =
E(u)∫
S2n+1
fu2+
2
n dVθ0
≥ Rθ0Vol(S
2n+1, θ0)
(maxS2n+1 f)Vol(S2n+1, θ0)
:= α1 > 0
for all t ≥ 0. 
The following lemma is also proved in [27]:
Lemma 2.5. Under the flow (2.5), the Webster scalar curvature Rθ with respect
to θ satisfies the following evolution equation:
∂Rθ
∂t
= −(n+ 1)∆θ(αf −Rθ) + (Rθ − αf)Rθ,
where ∆θ is the sub-Laplacian with respect to the contact form θ.
Proof. If follows from (2.5) and (2.6) that
∂Rθ
∂t
=
∂
∂t
[
u−(1+
2
n )
(
− (2 + 2
n
)∆θ0u+Rθ0u
)]
= −(1 + 2
n
)u−(2+
2
n )
∂u
∂t
(
−(2 + 2
n
)∆θ0u+Rθ0u
)
+ u−(1+
2
n )
(
−(2 + 2
n
)∆θ0(
∂u
∂t
) +Rθ0
∂u
∂t
)
= (1 +
n
2
)(Rθ − αf)Rθ
+ u−(1+
2
n )
[
−(n+ 1)∆θ0((αf −Rθ)u) +
n
2
Rθ0(αf −Rθ)u
]
.
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The second term of the last expression can be written as
u−(1+
2
n )
[
− (n+ 1)
(
(αf −Rθ)∆θ0u+ u∆θ0(αf −Rθ)
+ 2〈∇θ0(αf −Rθ),∇θ0u〉θ0
)
+
n
2
Rθ0(αf −Rθ)u
]
=
n
2
(αf −Rθ)u−(1+ 2n )
(
−(2 + 2
n
)∆θ0u+Rθ0u
)
− (n+ 1)u−(1+ 2n )
(
u∆θ0(αf −Rθ) + 2〈∇θ0(αf −Rθ),∇θ0u〉θ0
)
=
n
2
(αf −Rθ)Rθ − (n+ 1)∆θ(αf −Rθ),
where the last equality follows from (2.1) and (2.6). Combining all these, the
assertion follows. 
The following formula follows from (αf)t = α
′f and Lemma 2.5:
(2.15) (αf −Rθ)t = (n+ 1)∆θ(αf −Rθ) + (αf −Rθ)Rθ + α′f.
Lemma 2.6. There exists a constant α0 such that α
′ ≤ α0 for all t > 0.
Proof. It follows from (2.7) and (2.8) that
α′
∫
S2n+1
fu2+
2
n dVθ0 + α(2 +
2
n
)
∫
S2n+1
fu1+
2
n
∂u
∂t
dVθ0
=
d
dt
E(u) = 2
∫
S2n+1
(
−(2 + 2
n
)∆θ0u+Rθ0u
)
∂u
∂t
dVθ0 .
By using (2.5), (2.6) and (2.8), it can be rewritten as
(2.16)
α′
α
E(u) + (n+ 1)
∫
S2n+1
αf(αf −Rθ)dVθ = n
∫
S2n+1
(αf −Rθ)RθdVθ,
which implies that
(2.17) α′ =
α
E(u)
[
−n
∫
S2n+1
(αf −Rθ)2dVθ −
∫
S2n+1
αf(αf −Rθ)dVθ
]
.
Applying Young’s inequality, which says that ab ≤ ǫ
2
b2 +
1
2ǫ
a2 for any ǫ > 0, with
a = αf , b = −(αf − Rθ) and ǫ = 2n and integrating it over S2n+1 with respect to
θ, we obtain
−
∫
S2n+1
αf(αf −Rθ)dVθ ≤ n
∫
S2n+1
(αf −Rθ)2dVθ + α
2
4n
∫
S2n+1
f2dVθ.
Hence, we have the following estimate:
α′ ≤ α
3
4nE(u)
∫
S2n+1
f2dVθ ≤ α
3
2M
2Vol(S2n+1, θ0)
4nEf(u(0)) (M Vol(S2n+1, θ0))
n
n+1
:= α0,
where we have used (2.14), Proposition 2.1, and Lemma 2.4. 
Lemma 2.7. The Webster scalar curvature of θ satisfies the following:
Rθ − αf ≥ min
{
Rθ0 − α2M,−
1
α1m
(α0M + α
2
2M
2)
}
:= γ
for all t ≥ 0.
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Proof. Define L =
∂
∂t
− (n+ 1)∆θ + αf . It follows from Lemma 2.5 that
LRθ =
∂
∂t
Rθ − (n+ 1)∆θRθ + αfRθ = −(n+ 1)∆θ(αf) +R2θ.
Hence, if one set w(t) = αf + γ for t ≥ 0, then we have
Lw = α′f − (n+ 1)∆θ(αf) + αf(αf + γ)
≤ α0M + α22M2 + α1mγ − (n+ 1)∆θ(αf)
≤ −(n+ 1)∆θ(αf) ≤ LRθ,
where we have used the fact that γ < 0, Lemma 2.4 and 2.6. Note that w(0) ≤
α2M + γ ≤ Rθ0 by Lemma 2.4. By maximum principle, Rθ − αf ≥ γ. 
2.3. Long time existence.
Lemma 2.8. Given any T > 0, there exist constants c = c(T ), C = C(T ) such
that
c ≤ u(x, t) ≤ C
for any (x, t) ∈ S2n+1 × [0, T ].
Proof. By (2.5) and Lemma 2.7, we deduce
∂u
∂t
=
n
2
(αf −Rθ)u ≤ −n
2
γu
for all t. This implies that u(t) ≤ e−n2 γt ≤ e−n2 γT := C(T ) for all 0 ≤ t ≤ T , since
u(0) = u0 > 0 by (2.5).
On the other hand, denote by P (x) = Rθ0 + sup
0≤t≤T
sup
S2n+1
[
− (αf + γ)u 2n
]
. Then
by (2.6) and Lemma 2.7, we get
0 ≤ (Rθ − αf − γ)u1+ 2n = −(2 + 2
n
)∆θ0u+ Rθ0u− (αf + γ)u1+
2
n
≤ −(2 + 2
n
)∆θ0u+ Pu.
Applying Proposition A.1 in [28], we can conclude that there exists a constant c(T )
such that inf
S2n+1
u(t) ≥ c(T ) for all 0 ≤ t ≤ T . 
For p ≥ 1, let
Fp(t) =
∫
S2n+1
|αf −Rθ|pdVθ.
10 PAK TUNG HO
Then for any p ≥ 2, we have
d
dt
Fp(t) =
d
dt
(∫
S2n+1
|αf −Rθ|pdVθ
)
= p
∫
S2n+1
|αf −Rθ|p−2(αf −Rθ) ∂
∂t
(αf −Rθ)dVθ +
∫
S2n+1
|αf −Rθ|p ∂
∂t
(dVθ)
= p
∫
S2n+1
|αf −Rθ|p−2(αf −Rθ)
[
(n+ 1)∆θ(αf −Rθ) + (αf −Rθ)Rθ
]
dVθ
+ p α′
∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ + (n+ 1)
∫
S2n+1
|αf −Rθ|p(αf −Rθ)dVθ
= − (n+ 1)p(p− 1)
∫
S2n+1
|αf −Rθ|p−2|∇θ(αf −Rθ)|2θdVθ
+ p
∫
S2n+1
Rθ|αf −Rθ|pdVθ + p α′
∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ
+ (n+ 1)
∫
S2n+1
|αf −Rθ|p(αf −Rθ)dVθ ,
(2.18)
where we have used (2.5) and (2.15).
Lemma 2.9. For p > n+ 1, there holds
(2.19)
d
dt
Fp(t) +
(∫
S2n+1
|αf −Rθ|
p(n+1)
n dVθ
) n
n+1
≤ CFp(t) + CFp(t)
p−n
p−n−1 .
Proof. It follows from (2.18) that
d
dt
Fp(t) = −2n(p− 1)
p
∫
S2n+1
(
(2 +
2
n
)
∣∣∇θ|αf −Rθ| p2 ∣∣2θ +Rθ|αf −Rθ|p) dVθ
+
(
p+
2n(p− 1)
p
) ∫
S2n+1
Rθ|αf −Rθ|pdVθ
+ (n+ 1)
∫
S2n+1
|αf −Rθ|p(αf −Rθ)dVθ + p α′
∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ
≤ −2n(p− 1)Y (S
2n+1, θ0)
p
(∫
S2n+1
|αf −Rθ|
p(n+1)
n dVθ
) n
n+1
+ CFp(t) + CFp+1(t) + α
′
∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ,
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where we have used Lemma 2.3. By (2.14), (2.17), and Ho¨lder’s inequality, we have
α′
∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ
=
α
E(u)
[
−n
∫
S2n+1
(αf −Rθ)2dVθ −
∫
S2n+1
αf(αf −Rθ)dVθ
](∫
S2n+1
f |αf −Rθ|p−2(αf −Rθ)dVθ
)
≤ C
(∫
S2n+1
|αf −Rθ|2dVθ
)(∫
S2n+1
|αf −Rθ|p−1dVθ
)
≤ C Vol(S2n+1, θ) p−2p
(∫
S2n+1
|αf −Rθ|pdVθ
) 2
p
Vol(S2n+1, θ)
1
p
(∫
S2n+1
|αf −Rθ|pdVθ
) p−1
p
= CFp(t)
p+1
p ≤
{
CFp(t)
p−n
p−n−1 , if Fp(t) ≥ 1;
CFp(t), if Fp(t) < 1.
On the other hand, for any 0 < ǫ < 1, by Ho¨lder’s inequality, we have∫
S2n+1
|αf −Rθ|p+1dVθ
≤
(∫
S2n+1
|αf −Rθ|
p(n+1)
n dVθ
)n
p
(∫
S2n+1
|αf −Rθ|pdVθ
) p−n
p
≤ ǫ
(∫
S2n+1
|αf −Rθ|
p(n+1)
n dVθ
) n
n+1
+ C(ǫ)
(∫
S2n+1
|αf −Rθ|pdVθ
) p−n
p−n−1
where we have used Young’s inequality, which says that ab ≤ ǫa pn+1 + C(ǫ)b pp−n−1
for any a, b ≥ 0. Thus, if we choose ǫ small enough, one obtains the result. 
For T > 0, let
δ = sup
0≤t≤T
‖αf + γ‖C0(S2n+1) + 1
where γ is the constant given in Lemma 2.7. Then Rθ + δ ≥ Rθ − (αf + γ)+ 1 ≥ 1
by Lemma 2.7.
Lemma 2.10. For p > 2, there holds
d
dt
(∫
S2n+1
(Rθ + δ)
pdVθ
)
= −4(n+ 1)(p− 1)
p
∫
S2n+1
|∇θ(Rθ + δ)
p
2 |2θdVθ
+ (n+ 1)p(p− 1)
∫
S2n+1
(Rθ + δ)
p−2〈∇θ(R + δ),∇θ(αf + δ)〉θdVθ
− (n+ 1− p)
∫
S2n+1
(Rθ + δ)
p(Rθ − αf)dVθ
− p δ
∫
S2n+1
[
(Rθ + δ)
p−1 − (αf + δ)p−1](Rθ − αf)dVθ
− p δ
∫
S2n+1
(αf + δ)p−1(Rθ − αf)dVθ .
(2.20)
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Proof. Note that
d
dt
(∫
S2n+1
(Rθ + δ)
pdVθ
)
= p
∫
S2n+1
(Rθ + δ)
p−1 ∂Rθ
∂t
dVθ +
∫
S2n+1
(Rθ + δ)
p ∂
∂t
(dVθ)
= p
∫
S2n+1
(Rθ + δ)
p−1[− (n+ 1)∆θ(αf −Rθ) + (Rθ − αf)Rθ]dVθ
+ (n+ 1)
∫
S2n+1
(Rθ + δ)
p(αf −Rθ)dVθ.
Here we have used (2.5) and Lemma 2.5. The last expression can be written as
(n+ 1)p
∫
S2n+1
(Rθ + δ)
p−1∆θ[(Rθ + δ)− (αf + δ)]dVθ
+ p
∫
S2n+1
(Rθ + δ)
p−1(Rθ − αf)(Rθ + δ − δ)dVθ + (n+ 1)
∫
S2n+1
(Rθ + δ)
p(αf −Rθ)dVθ
=− 4(n+ 1)(p− 1)
p
∫
S2n+1
|∇θ(Rθ + δ)
p
2 |2θdVθ
+ (n+ 1)p(p− 1)
∫
S2n+1
(Rθ + δ)
p−2〈∇θ(R + δ),∇θ(αf + δ)〉θdVθ
− (n+ 1− p)
∫
S2n+1
(Rθ + δ)
p(Rθ − αf)dVθ − p δ
∫
S2n+1
(Rθ + δ)
p−1(Rθ − αf)dVθ.
Note that the last integral can be written as∫
S2n+1
(Rθ + δ)
p−1(Rθ − αf)dVθ =
∫
S2n+1
[
(Rθ + δ)
p−1 − (αf + δ)p−1](Rθ − αf)dVθ
+
∫
S2n+1
(αf + δ)p−1(Rθ − αf)dVθ.
Combining all these, we prove the assertion. 
Lemma 2.11. For any fixed T > 0, there exists constant C = C(T ) such that∫
S2n+1
|αf −Rθ|pdVθ ≤ C(T ) for all 0 ≤ t ≤ T and n+ 1 < p < (n+ 1)
2
n
.
Proof. Take p = n+ 1 in (2.20), we deduce that
d
dt
(∫
S2n+1
(Rθ + δ)
n+1dVθ
)
≤− 4n
∫
S2n+1
|∇θ(Rθ + δ)
n+1
2 |2θdVθ
+ n(n+ 1)2
∫
S2n+1
(Rθ + δ)
n−1〈∇θ(R + δ),∇θ(αf + δ)〉θdVθ
− (n+ 1)δ
∫
S2n+1
(αf + δ)n(Rθ − αf)dVθ .
Note that
−(n+ 1)δ
∫
S2n+1
(αf + δ)n(Rθ − αf)dVθ ≤ −(n+ 1)δγ
∫
S2n+1
(αf + δ)ndVθ ≤ C
where we have used Proposition 2.1, Lemma 2.4, and Lemma 2.7. Note also that
for every 0 < ǫ < 1, by Young’s inequality and Ho¨lder’s inequality and Lemma 2.8,
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one obtains∣∣∣∣∫
S2n+1
(Rθ + δ)
n−1〈∇θ(R+ δ),∇θ(αf + δ)〉θdVθ
∣∣∣∣
≤ ǫ
∫
S2n+1
∣∣∇θ(Rθ + δ)n+12 ∣∣2θdVθ + C(ǫ)∫
S2n+1
∣∣∇θ(αf + δ)∣∣2θ(Rθ + δ)n−1dVθ
≤ ǫ
∫
S2n+1
∣∣∇θ(Rθ + δ)n+12 ∣∣2θdVθ + C (∫
S2n+1
(Rθ + δ)
n+1dVθ
)n−1
n+1
.
If we choose ǫ =
2
(n+ 1)2
and let y(t) =
∫
S2n+1
(Rθ + δ)
n+1dVθ, then we have
(2.21)
d
dt
y(t) + 2n
∫
S2n+1
∣∣∇θ(Rθ + δ)n+12 ∣∣2θdVθ ≤ Cy(t)n−1n+1 + C.
We claim that y(t) ≤ C(T ) for all 0 ≤ t ≤ T . When n = 1, it follows from (2.21)
that
dy
dt
≤ C, which implies that y(t) ≤ C(T )y(0) for 0 ≤ t ≤ T . When n > 1, by
(2.21) we have
d
dt
(
y(t)
2
n+1
)
= y(t)−
n−1
n+1
d
dt
y(t) ≤ C + Cy(t)−n−1n+1 ≤ C,
where the last inequality follows from y(t) =
∫
S2n+1
(Rθ + δ)
n+1dVθ ≥
∫
S2n+1
dVθ =
Vol(S2n+1, θ0) since Rθ+ δ ≥ 1. Hence, y(t)
2
n+1 ≤ C(T ) for 0 ≤ t ≤ T . This proves
the claim.
Now by (2.21) and the claim, we have
max
0≤t≤T
∫
S2n+1
(Rθ + δ)
n+1dVθ = max
0≤t≤T
y(t) ≤ C(T )
and ∫ T
0
∫
S2n+1
∣∣∇θ(Rθ + δ)n+12 ∣∣2θdVθdt ≤ C(T ).
By Lemma 2.8, we have
max
0≤t≤T
∫
S2n+1
(Rθ + δ)
n+1dVθ0 ≤ C(T )
and ∫ T
0
∫
S2n+1
∣∣∇θ0(Rθ + δ)n+12 ∣∣2θ0dVθ0dt ≤ C(T ).
By these estimates and by Lemma 2.3 and Lemma 2.8, we have∫ T
0
(∫
S2n+1
(Rθ + δ)
n+1
2 ·(2+ 2n )dVθ
) n
n+1
dt ≤ C(T )
∫ T
0
(∫
S2n+1
(Rθ + δ)
n+1
2 ·(2+ 2n )dVθ0
) n
n+1
dt
≤ C(T )
∫ T
0
E((Rθ + δ)
n+1
2 )dt ≤ C(T ).
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This together with Proposition 2.1 and Lemma 2.4 implies that
∫ T
0
(∫
S2n+1
|αf −Rθ|
(n+1)2
n dVθ
) n
n+1
dt
≤
∫ T
0
(∫
S2n+1
(Rθ + δ)
(n+1)2
n dVθ
) n
n+1
dt+
∫ T
0
(∫
S2n+1
(αf + δ)
(n+1)2
n dVθ
) n
n+1
dt ≤ C(T ).
(2.22)
Applying Lemma 2.9 with p =
(n+ 1)2
n
, we obtain
d
dt
log
(∫
S2n+1
|αf −Rθ|
(n+1)2
n dVθ
)
≤ C + C
(∫
S2n+1
(αf + δ)
(n+1)2
n dVθ
) n
n+1
.
Integrating it from 0 to T and using the estimate (2.22), we can conclude that∫
S2n+1
|αf −Rθ|
(n+1)2
n dVθ ≤ C(T ).
Now the assertion follows from this, Ho¨lder’s inequality and Proposition 2.1. 
Lemma 2.12. For 0 < λ <
2
n+ 1
and any fixed T > 0, there exists a constant
C = C(T ) > 0 such that
|u(x1, t1)− u(x2, t2)| ≤ C
(
(t1 − t2)λ2 + dS2n+1(x1, x2)λ
)
for all x1, x2 ∈ S2n+1 and all t1, t2 ≥ 0 satisfying 0 < t1 − t2 < 1. Here dS2n+1 is
the Carnot-Carathe´odory distance with respect to the contact form θ0.
Proof. Choose λ = 2− 2n+ 2
p
with n+ 1 < p <
(n+ 1)2
n
. For 0 ≤ t ≤ T we have
∫
S2n+1
∣∣− (2 + 2
n
)∆θ0u+Rθ0u
∣∣pdVθ0 = ∫
S2n+1
|Rθu1+ 2n |pdVθ0
≤ C
∫
S2n+1
|Rθ|pdVθ0
≤ C
(∫
S2n+1
|αf −Rθ|pdVθ0 +
∫
S2n+1
|αf |pdVθ0
)
≤ C
(
C +
(
α2 max
S2n+1
f
)p
Vol(S2n+1, θ0)
)
,
(2.23)
where the first equality follows from (2.6), the first inequality follows from Lemma
2.8, and the final inequality follows from Proposition 2.1, Lemma 2.4 and Lemma
2.11. On the other hand, for 0 ≤ t ≤ T ,
(2.24)∫
S2n+1
∣∣∣∂u
∂t
∣∣∣pdVθ0 = (n2 )p
∫
S2n+1
|(αf −Rθ)u|pdVθ0 ≤ C
∫
S2n+1
|αf −Rθ|pdVθ ≤ C,
where the first equality follows from (2.5), the first inequality follows from Lemma
2.8, and the last inequality follows from Lemma 2.11.
Then (2.23) implies that
|u(x1, t)− u(x2, t)| ≤ CdS2n+1(x1, x2)λ
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for all x1, x2 ∈ S2n+1 and 0 ≤ t ≤ T . Now using (2.24), we obtain
|u(x, t1)− u(x, t2)| ≤ C(t1 − t2)−(n+1)
∫
B√
t1−t2
(x)
|u(x, t1)− u(x, t2)|dVθ0
≤ C(t1 − t2)−(n+1)
∫
B√
t1−t2
(x)
|u(t1)− u(t2)|dVθ0 + C(t1 − t2)
α
2
≤ C(t1 − t2)−n sup
t2≤t≤t1
∫
B√
t1−t2
(x)
∣∣∣∣ ∂∂tu(t)
∣∣∣∣ dVθ0 + C(t1 − t2)β2
≤ C(t1 − t2)
β
2 sup
t2≤t≤t1
(∫
S2n+1
∣∣∣∣ ∂∂tu(t)
∣∣∣∣p dVθ0)
1
p
+ C(t1 − t2)
β
2
≤ C(t1 − t2)
β
2
for all x ∈ S2n+1 and all 0 ≤ t1, t2 ≤ T satisfying 0 < t1 − t2 < 1. This proves the
assertion. 
In view of Lemma 2.12, it is easy to see that all derivatives of u(t) are uniformly
bounded in every finite interval [0, T ]. Indeed, we can apply Theorem 1.1 in [4],
which says: let X1, X2, . . . , Xq be a system of real smooth vector fields satisfying
Ho¨rmander’s condition in a bounded domain Ω of Rn. Let A = {aij(t, x)}qi,j=1 be a
symmetric, uniformly positive-definite matrix of real functions defined in a domain
U ⊂ R× Ω. For operator of the form
H = ∂t −
q∑
i,j=1
aij(t, x)XiXj −
q∑
i=1
bi(t, x)Xi − c(t, x)
we have a priori estimate of Schauder type in parabolic Ho¨rmander Ho¨lder spaces
Ck,βP (U). Namely, for aij , bi, c ∈ Ck,βP (U) and U ′ ⋐ U , we have
‖u‖Ck+2,βP (U ′) ≤ C{‖Hu‖Ck,βP (U) + ‖u‖L∞(U)}.(2.25)
Here, we have (see P.193-194 in [4])
Ck,βP (U) = {u : U → R : ‖u‖Ck,βP (U) <∞},
‖u‖Ck,βP (U) =
∑
|I|+2h≤k
∥∥∂ht XIu∥∥CβP (U) ,
‖u‖CβP (U) = |u|CβP (U) + ‖u‖L∞(U),
|u|CβP (U) = sup
{ |u(t, x)− u(s, y)|
dP ((t, x), (s, y))β
: (t, x), (s, y) ∈ U, (t, x) 6= (s, y)
}
,
(2.26)
where dP is the parabolic Carnot-Carathe´odory distance (see P. 189 in [4]) which
is given by
dP ((t1, x1), (t2, x2)) =
√
d(x1, x2)2 + |t1 − t2|.
Here d is the Carnot-Carathe´odory distance in Ω. Moreover, for any multiindex
I = (i1, i2, ..., is), with 1 ≤ ij ≤ q, XIu = Xi1Xi2 · · ·Xisu.
It follows from Lemma 2.12 that u(t, x) ∈ C0,λP ([0, T ]× S2n+1). Therefore, with
the estimates (2.25), Lemma 2.8 and 2.15, we can now use the similar standard regu-
larity theory for weakly parabolic equation to show that all higher order derivatives
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of u(t) are uniformly bounded on [0, T ]. This shows the long time existence of the
flow (2.3) and (2.5).
3. S21 and L
p convergence
We first consider F2(t). It follows from (2.18) with p = 2 that
1
2
d
dt
F2(t) =
d
dt
(
1
2
∫
S2n+1
(αf −Rθ)2dVθ
)
= α′
∫
S2n+1
f(αf −Rθ)dVθ +
∫
S2n+1
(αf −Rθ)2RθdVθ
− (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ +
n+ 1
2
∫
S2n+1
(αf −Rθ)3dVθ.
(3.1)
Now if we substitute (2.16) into the first term on the right hand side of (3.1), we
obtain
1
2
d
dt
F2(t) = − 1
n+ 1
(
α′
α
)2
E(u) +
n
n+ 1
α′
α
∫
S2n+1
(αf −Rθ)RθdVθ
+
∫
S2n+1
(αf −Rθ)2RθdVθ − (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ
+
n+ 1
2
∫
S2n+1
(αf −Rθ)3dVθ.
(3.2)
First we show that the Webster scalar curvature Rθ converges to αf in the L
2
sense.
Lemma 3.1. For a positive smooth solution u of (2.5), there holds
F2(t) =
∫
S2n+1
(αf −Rθ)2dVθ → 0, as t→∞.
Proof. By (2.17), (2.14), Ho¨lder’s inequality, Proposition 2.1, Lemma 2.4, we have
|α′| ≤ α
E(u)
[
n
∫
S2n+1
(αf −Rθ)2dVθ +
∫
S2n+1
αf |αf −Rθ|dVθ
]
≤ α2
Rθ0Vol(S
2n+1, θ0)
[
nF2(t) + α2M
(
Vol(S2n+1, θ0)F2(t)
) 1
2
]
.
(3.3)
Thus it follows from (3.1) that
1
2
d
dt
F2(t) + (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ
= α′
∫
S2n+1
f(αf −Rθ)dVθ + α
∫
S2n+1
f(αf −Rθ)2dVθ + n− 1
2
∫
S2n+1
(αf −Rθ)3dVθ
≤ C|α′|
(∫
S2n+1
(αf −Rθ)2dVθ
) 1
2
+ α
∫
S2n+1
f(αf −Rθ)2dVθ − (n− 1)γ
2
∫
S2n+1
(αf −Rθ)2dVθ
≤ C
∫
S2n+1
(αf −Rθ)2dVθ
[
1 +
(∫
S2n+1
(αf −Rθ)2dVθ
) 1
2
]
(3.4)
where we have used Ho¨lder’s inequality and Lemma 2.6 in the first inequality, and
the last inequality follows from (3.3) and Lemma 2.4.
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Hence, if we set v(t) =
∫ F2(t)
0
ds
1 + s1/2
, then
dv(t)
dt
=
1
1 +
√
F2(t)
d
dt
F2(t) ≤ CF2(t).
Thus we obtain, for all t ≥ tj
v(t) ≤ v(tj) + C
∫ ∞
tj
F2(t)dt,
where tj is a sequence defined by (2.13). Note that v(tj) =
∫ F2(tj)
0
ds
1 + s1/2
≤
F (tj) → 0 as j → ∞ by (2.13). Note also that
∫ ∞
tj
F2(t)dt → 0 as j → ∞ by
(2.12). Therefore, v(t)→ 0 as t→∞. On the other hand, by definition of v(t), we
have
(3.5) v(t) =
∫ F2(t)
0
ds
1 + s1/2
≥ F2(t)
1 + F2(t)
1
2
= F2(t)
1
2 − F2(t)
1
2
1 + F2(t)
1
2
,
or equivalently,
F2(t)
1
2 ≤ v(t) + F2(t)
1
2
1 + F2(t)
1
2
≤ v(t) + 1.
This implies that F2(t) is bounded. By (3.5), we have F2(t) ≤ (1 + F2(t) 12 )v(t) ≤
Cv(t)→ 0 as t→∞. This proves the assertion. 
For p ≥ 1, let
Gp(t) =
∫
S2n+1
|∇θ(Rθ − αf)|pθdVθ.
Integrating (3.4) from 0 to ∞ yields
(3.6)
∫ ∞
0
G2(t)dt =
∫ ∞
0
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθdt ≤ C + C
∫ ∞
0
F2(t)dt <∞
by (2.12) and Lemma 3.1. By (3.1), we have
n− 1
2
∫
S2n+1
(αf −Rθ)3dVθ
=
1
2
d
dt
F2(t)− α
∫
S2n+1
f(αf −Rθ)2dVθ + (n+ 1)G2(t)− α′
∫
S2n+1
f(αf −Rθ)dVθ
≤ 1
2
d
dt
F2(t) + (n+ 1)G2(t) + |α′|
(
max
S2n+1
f
)
F1(t)
≤ 1
2
d
dt
F2(t) + (n+ 1)G2(t)
+
2α2
n(n+ 1)Vol(S2n+1, θ0)
[
nF2(t) + α2M
(
Vol(S2n+1, θ0)F2(t)
) 1
2
](
max
S2n+1
f
) (
Vol(S2n+1, θ0)F2(t)
) 1
2
≤ 1
2
d
dt
F2(t) + CF2(t) + (n+ 1)G2(t),
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where we have used (3.3), Proposition 2.1 and Ho¨lder’s inequality in the second
inequality, and Lemma 3.1 in the last inequality. Similarly, we can show that
n− 1
2
∫
S2n+1
(αf −Rθ)3dVθ
=
1
2
d
dt
F2(t)− α
∫
S2n+1
f(αf −Rθ)2dVθ + (n+ 1)G2(t)− α′
∫
S2n+1
f(αf −Rθ)dVθ
≥ 1
2
d
dt
F2(t)− |α|
(
max
S2n+1
f
)
F2(t)− |α′|
(
max
S2n+1
f
)
F1(t) ≥ 1
2
d
dt
F2(t)− CF2(t).
Integrating these two inequalities and using (2.12), (3.6) and Lemma 3.1, we con-
clude that
(3.7)
∣∣∣∣∫ ∞
0
∫
S2n+1
(αf −Rθ)3dVθdt
∣∣∣∣ <∞.
Lemma 3.2. For any p <∞, there holds Fp(t)→ 0 as t→∞.
Proof. We divide the proof into two steps.
Step 1. We are going to show that there exists p0 > n+ 1 and v0 ∈ (0, 1] such
that
(3.8)
∫ ∞
0
(∫
S2n+1
|αf −Rθ|p0dVθ
)v0
dt <∞.
To do this, we will show that the following estimates are true for all positive integer
k <
n+ 1
2
: ∫ ∞
0
∫
S2n+1
|αf −Rθ|2kdVθdt <∞,(3.9) ∫
S2n+1
|αf −Rθ|2kdVθ ≤ C,(3.10) ∫ ∞
0
∫
S2n+1
(αf −Rθ)2(k−1)|∇θ(αf −Rθ)|2θdVθdt <∞,(3.11) ∣∣∣∣∫ ∞
0
∫
S2n+1
(αf −Rθ)2k+1dVθdt
∣∣∣∣ <∞,(3.12)
where C is a positive constant independent of t.
For k = 1, (3.9)-(3.12) follow from (2.12), (3.6), (3.7) and Lemma 3.1.
Now suppose that the estimates (3.9)-(3.12) are true for k with k < (n + 1)/2.
By (3.9) and (3.11) and the sharp Folland-Stein inequality (see [20] or Theorem
3.13 in [18]), we obtain
(3.13)
∫ ∞
0
(∫
S2n+1
|αf −Rθ|(
2n+2
n )kdVθ
) n
n+1
dt ≤ C.
In the following three cases, we intend to show either this procedure terminates by
suitable choice of p0 > n+ 1 and v0 ∈ (0, 1], or the estimates (3.9)-(3.12) are true
for k + 1.
Case (a). If k > n/2, we can set p0 = k(2n+ 2)/n > n+ 1 and v0 = n/(n+ 1),
then the iteration terminates by (3.13).
WEBSTER SCALAR CURVATURE FLOW I 19
Case (b). If k < n/2, by (2.18) with p = 2k + 1, we have
d
dt
(∫
S2n+1
(αf −Rθ)2k+1dVθ
)
+ 2k(2k + 1)(n+ 1)
∫
S2n+1
(αf −Rθ)2k−1|∇θ(αf −Rθ)|2θdVθ
=(2k + 1)
∫
S2n+1
αf(αf −Rθ)2k+1dVθ + (2k + 1)α′
∫
S2n+1
f(αf −Rθ)2kdVθ
+ (n− 2k)
∫
S2n+1
(αf −Rθ)2k+2dVθ.
(3.14)
Note that by Ho¨lder’s inequality, Young’s inequality, and Lemma 2.4, we have
(2k + 1)
∣∣∣∣∫
S2n+1
αf(αf −Rθ)2k+1dVθ
∣∣∣∣
≤ (2k + 1)
(∫
S2n+1
(αf −Rθ)2k+2dVθ
) 1
2
(∫
S2n+1
α2f2(αf −Rθ)2kdVθ
) 1
2
≤ n− 2k
2
∫
S2n+1
(αf −Rθ)2k+2dVθ + C
∫
S2n+1
(αf −Rθ)2kdVθ.
(3.15)
By (3.3) and Lemma 3.1, we have
(3.16) |α′| ≤ C
where C is a constant independent of t. Combining (3.14), (3.15), (3.16) and Lemma
2.7, we obtain
n− 2k
2
∫
S2n+1
(αf −Rθ)2k+2dVθ
≤ d
dt
(∫
S2n+1
(αf −Rθ)2k+1dVθ
)
+ C
∫
S2n+1
(αf −Rθ)2kdVθ
− 2k(2k + 1)(n+ 1)γ
∫
S2n+1
(αf −Rθ)2k−2|∇θ(αf −Rθ)|2θdVθ.
Integrating it from 0 to t, we get
n− 2k
2
∫ t
0
∫
S2n+1
(αf −Rθ)2k+2dVθdt
≤
∫
S2n+1
(αf −Rθ)2k+1(t)dVθ(t) −
∫
S2n+1
(αf −Rθ)2k+1(0)dVθ(0)
+ C
∫ t
0
∫
S2n+1
|αf −Rθ|2kdVθdt
− 2k(2k + 1)(n+ 1)γ
∫ t
0
∫
S2n+1
|αf −Rθ|2(k−1)|∇θ(αf −Rθ)|2θdVθdt
≤ − γ
∫
S2n+1
(αf −Rθ)2k(t)dVθ(t) + C ≤ C
where we have used Lemma 2.7 and (3.9)-(3.12) for k. By letting t→∞, we have
shown that (3.9) holds for k + 1.
Case (b)(i). If 2k + 2 > n+ 1, choose p0 = 2k + 2 and v0 = 1 in (3.8), then the
iteration terminates.
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Case (b)(ii). If 2k + 2 = n+ 1, by (2.18) with p = 2k +
4
3
, we have
d
dt
F2k+ 43 (t) + C
∫
S2n+1
|αf −Rθ|2k− 23 |∇θ(αf −Rθ)|2θdVθ
= (2k +
4
3
)
∫
S2n+1
αf |αf −Rθ|2k+ 43 dVθ
+ (2k +
4
3
)α′
∫
S2n+1
f |αf −Rθ|2k− 23 (αf −Rθ)dVθ
+
2
3
∫
S2n+1
|αf −Rθ|2k+ 43 (αf −Rθ)dVθ .
(3.17)
By Lemma 2.7 and Young’s inequality
(3.18) F2k+ 43 (t) ≤
1
3
F2k(t) +
2
3
F2k+2(t),
we have∫
S2n+1
|αf −Rθ|2k+ 43 (αf −Rθ)dVθ ≤ −γF2k+ 43 (t) ≤ −γ
(
1
3
F2k(t) +
2
3
F2k+2(t)
)
.
By (3.16) and Young’s inequality F2k+ 13 (t) ≤
5
6F2k(t) +
1
6F2k+2(t), we have∣∣∣∣α′ ∫
S2n+1
f |αf −Rθ|2k− 23 (αf −Rθ)dVθ
∣∣∣∣ ≤ |α′|( maxS2n+1 f)F2k+ 13 (t) ≤ C[F2k(t)+F2k+2(t)].
Combining all these inequality, we get by (3.17)
d
dt
(∫
S2n+1
(αf −Rθ)2k+ 43 dVθ
)
+ C
∫
S2n+1
|αf −Rθ|2k− 23 |∇θ(αf −Rθ)|2θdVθ
≤ C[F2k(t) + F2k+2(t)].
(3.19)
Due to (3.9) for k and k+1, integrating (3.19) from 0 to∞ with respect to t yields
(3.20)
∫ ∞
0
∫
S2n+1
|αf −Rθ|2k− 23 |∇θ(αf −Rθ)|2θdVθdt ≤ C and F2k+ 43 (t) ≤ C.
Also, due to (3.9) for k and k+ 1, integrating (3.18) from 0 to ∞ with respect to t
yields
(3.21)
∫ ∞
0
∫
S2n+1
|αf −Rθ|2k+ 43 dVθdt ≤ C.
Combining (3.20) and (3.21) and using the sharp Folland-Stein inequality again,
we obtain ∫ ∞
0
(∫
S2n+1
|αf −Rθ|(k+ 23 )(2+ 2n )dVθ
) n
n+1
dt ≤ C.
Now we can choose p0 = (k +
2
3
)(2 +
2
n
) >
n+ 1
2
and v0 =
n
n+ 1
and then the
iteration terminates.
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Case (b)(iii). If 2k + 2 < n+ 1, by (2.18) again with p = 2k + 2, we have
d
dt
F2k+2(t) + C
∫
S2n+1
|αf −Rθ|2k|∇θ(αf −Rθ)|2θdVθ
= (2k + 2)
∫
S2n+1
αf |αf −Rθ|2k+2dVθ
+ (2k + 2)α′
∫
S2n+1
f |αf −Rθ|2k(αf −Rθ)dVθ
+ (n− 2k − 1)
∫
S2n+1
|αf −Rθ|2k+2(αf −Rθ)dVθ
≤ CF2k+2(t) + CF2(t)− γ(n− 2k − 1)F2k+2(t)
(3.22)
where we have used (3.16), Lemma 2.7, and the fact that
|αf −Rθ|2k+1 ≤
{ |αf −Rθ|2k+2, if |αf −Rθ| ≥ 1;
|αf −Rθ|2, if |αf −Rθ| < 1.
By (2.12) and (3.9) for k + 1, integrating (3.22) from 0 to ∞ yields
(3.23)
∫ ∞
0
∫
S2n+1
|αf −Rθ|2k|∇θ(αf − Rθ)|2θdVθdt ≤ C and F2k+2(t) ≤ C.
This implies that (3.10) and (3.11) are true for k + 1. By (3.22) again, we have
(n− 2k − 1)
∫
S2n+1
|αf −Rθ|2k+2(αf −Rθ)dVθ
=
d
dt
F2k+2(t) + C
∫
S2n+1
|αf −Rθ|2k|∇θ(αf −Rθ)|2θdVθ
− (2k + 2)
∫
S2n+1
αf |αf −Rθ|2k+2dVθ − (2k + 2)α′
∫
S2n+1
f |αf −Rθ|2k(αf −Rθ)dVθ
≤ d
dt
F2k+2(t) + C
∫
S2n+1
|αf −Rθ|2k|∇θ(αf −Rθ)|2θdVθ + CF2k+2(t) + CF2(t).
Integrating it from 0 to ∞, we obtain by (2.12), (3.23) and by (3.9) for k + 1∣∣∣∣∫ ∞
0
∫
S2n+1
(αf −Rθ)2k+3dVθdt
∣∣∣∣ <∞,
which implies that (3.12) is true for k + 1. Thus, the iteration procedure can be
continued.
Case (c). If k =
n
2
, we consider (2.18) with p = 2k +
1
3
. It yields
d
dt
F2k+ 13 (t) + C
∫
S2n+1
|αf −Rθ|2k− 53 |∇θ(αf −Rθ)|2θdVθ
≤ 6k + 1
3
∫
S2n+1
αf |αf −Rθ|
6k+1
3 dVθ +
6k + 1
3
α′
∫
S2n+1
f |αf −Rθ|
6k−5
3 (αf −Rθ)dVθ
+
2
3
∫
S2n+1
|αf −Rθ|
6k+1
3 (αf −Rθ)dVθ.
(3.24)
By Lemma 2.7, we have
(3.25)
∫
S2n+1
|αf −Rθ|
6k+1
3 (αf −Rθ)dVθ ≤ −γF 6k+1
3
(t).
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By Lemma 2.4, we have∫
S2n+1
αf |αf −Rθ|
6k+1
3 dVθ ≤ CF 6k+1
3
(t).
By Ho¨lder’s inequality and Young’s inequality, we get
F 6k+1
3
(t) ≤ Fk( 2n+2n )(t)
1
3F2k(t)
2
3
≤ n+ 1
3n
Fk( 2n+2n )
(t)
n
n+1 +
2n− 1
3n
F2k(t)
2n
2n−1
≤ CFk( 2n+2n )(t)
n
n+1 + CF2k(t)
(3.26)
where we have used (3.10) and the fact that k =
n
2
. On the other hand, by (3.3)
and Lemma 3.1, we can estimate∣∣∣∣α′ ∫
S2n+1
f |αf −Rθ|
6k−5
3 (αf −Rθ)dVθ
∣∣∣∣ ≤ C|α′|F 6k−23 (t)
≤ C(F2(t) + F2(t) 12 )F 6k−2
3
(t)
≤ C(F2(t) + F2(t) 12 )(F2k(t) + F1(t))
≤ C(F2(t) + F2(t) 12 )(F2k(t) + F2(t) 12 )
≤ CF2k(t) + CF2(t),
where we have used the inequality
|αf −Rθ|
6k−2
3 ≤
{ |αf −Rθ|2k, if |αf −Rθ| ≥ 1;
|αf −Rθ|, if |αf −Rθ| < 1.
Combining the above estimates, the right hand side of (3.24) can be bounded by
d
dt
F2k+ 13 (t) + C
∫
S2n+1
|αf −Rθ|2k− 53 |∇θ(αf −Rθ)|2θdVθ
≤ CFk( 2n+2n )(t)
n
n+1 + CF2k(t) + CF2(t).
Integrating it from 0 to ∞, we obtain
(3.27)
∫ ∞
0
∫
S2n+1
|αf −Rθ|2k− 53 |∇θ(αf −Rθ)|2θdVθdt ≤ C and F2k+ 13 (t) ≤ C
by (2.12), (3.9) and (3.13). On the other hand, integrating (3.26) from 0 to ∞, we
obtain
(3.28)
∫ ∞
0
∫
S2n+1
|αf −Rθ|2k+ 13 dVθdt ≤ C
by (3.9) and (3.13). Using (3.27), (3.28) and the sharp Folland-Stein inequality
again, we obtain∫ ∞
0
(∫
S2n+1
|αf −Rθ|(k+ 16 )(2+ 2n )dVθ
) n
n+1
dt <∞.
Hence we can choose p0 = (k +
1
6
)(2 +
2
n
) = n + 1 +
n+ 1
3n
since k =
n
2
and
v0 =
n
n+ 1
in (3.8), and the iteration terminates.
In sum, after finitely many steps, we obtain (3.8) with some suitable p0 > n+ 1
and v0 ∈ (0, 1].
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Step 2. We will show that for any p > n + 1, there holds lim
t→∞
Fp(t) = 0. Set
pk = p0(
n+ 1
n
)k, k ∈ N, where p0, v0 are given in Step 1. Next we argue by
induction on k.
Assume for p = pk and some vk ∈ (0, 1], there holds
(3.29)
∫ ∞
0
Fpk(t)
vkdt <∞.
We are going to show that lim
t→∞
Fpk(t) = 0 and to establish (3.29) with pk+1 and
vk =
n
n+ 1
. Using (2.19) for p = pk > n+ 1, we have
(3.30)
d
dt
Fpk(t) + Fpk+1(t)
vk+1 ≤ CFpk(t)vk
(
Fpk(t)
1−vk + Fpk(t)
pk−n
pk−n−1
−vk
)
.
From (3.29), there exists a sequence tj with tj →∞ as j →∞ such that
(3.31) Fpk(tj)→ 0 as j →∞.
For brevity, let F (t) = Fpk(t) and v = vk with
∫ ∞
0
F (t)vdt < ∞ by (3.29). Then
(3.30) implies that
(3.32)
d
dt
F (t) ≤ CF (t)v (F (t)β1 + F (t)β2)
where 0 ≤ β1 = 1− vk < 1 and β2 = pk − n
pk − n− 1 − vk = β1 +
1
pk − n− 1 > β1 ≥ 0.
Define
H(t) =
∫ F (t)
0
ds
sβ1 + sβ2
.
By (3.31), we have
(3.33) H(tj) ≤
∫ F (tj)
0
ds
sβ1
=
1
1− β1F (tj)
1−β1 → 0 as j →∞.
By (3.32), we also have
d
dt
H(t) =
1
F (t)β1 + F (t)β2
· d
dt
F (t) ≤ CF (t)v .
Integrating it from tj to t yields
H(t) ≤ H(tj) + C
∫ ∞
tj
F (t)vdt,
where the right hand side tends to 0 as j → ∞ by (3.29) and (3.33). This implies
that
(3.34) lim
t→∞
H(t) = 0.
We claim that there exists a positive constant C0 such that F (t) ≤ C0 for all t.
Otherwise, there would exist a sequence tk with tk → ∞ as k → ∞, such that
F (tk) > 1 for all k ∈ N, which would imply
H(tk) =
∫ F (tk)
0
ds
sβ1 + sβ2
≥
∫ 1
0
ds
sβ1 + sβ2
> 0, for all k ∈ N,
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which contradicts (3.34). Hence, by definition of H(t), we have
H(t) ≥ F (t)
F (t)β1 + F (t)β2
≥ F (t)
Cβ10 + C
β2
0
= CF (t).
Combining this with (3.34), we have
(3.35) lim
t→∞
F (t) = 0.
By (3.30) and (3.35), we have
d
dt
F (t)+Fpk+1(t)
vk+1 ≤ CF (t)v. Integrating it from
0 to ∞ and using (3.29) and (3.35), we obtain∫ ∞
0
Fpk+1(t)
vk+1dt <∞.
Thus, the induction step is complete. 
Lemma 3.3. There holds G2(t)→ 0 as t→∞.
Proof. By (3.6), there exists a sequence tj with tj →∞ as j →∞ such that
(3.36) G2(tj)→ 0 as j →∞.
Since θ = u
2
n θ0, we have (see (2.4) in [28] for example)∫
S2n+1
〈∇θ ψ1,∇θ ψ2〉θdVθ =
∫
S2n+1
u2〈∇θ0ψ1,∇θ0ψ2〉θ0dVθ0 ,
for any function ψ1 and ψ2, which together with (2.5) and Lemma 2.5 implies that
d
dt
G2(t) = 2
∫
S2n+1
|∇θ0(αf −Rθ)|2θ0u
∂u
∂t
dVθ0 + 2
∫
S2n+1
〈∇θ(αf −Rθ),∇θ(α′f − ∂Rθ
∂t
)〉θdVθ
= n
∫
S2n+1
u2|∇θ0(αf −Rθ)|2θ0(αf −Rθ)dVθ0 + 2α′
∫
S2n+1
〈∇θ(αf −Rθ),∇θf〉θdVθ
− 2
∫
S2n+1
∆θ(αf −Rθ)
[
(n+ 1)∆θ(αf −Rθ) + (αf −Rθ)Rθ
]
dVθ
:= I + II + III.
Note that by Lemma 2.7 we have
I ≤ −nγ
∫
S2n+1
u2|∇θ0(αf −Rθ)|2θ0dVθ0 = −nγ G2(t).
Note also that |α′| ≤ CF2(t) + CF2(t) 12 ≤ CF2(t) 12 by (3.3) and the fact that
F2(t) ≤ C. This together with Ho¨lder’s inequality and Young’s inequality implies
that
|II| ≤ 2 |α
′|
2
(∫
S2n+1
|∇θ(αf −Rθ|2θdVθ
) 1
2
(∫
S2n+1
|∇θf |2θdVθ
) 1
2
≤ CF2(t) 12G2(t) 12 ≤ CF2(t) + CG2(t),
since∫
S2n+1
|∇θf |2θdVθ =
∫
S2n+1
|∇θ0f |2θ0u2dVθ0 ≤ C
(∫
S2n+1
u
2n+2
n dVθ0
) n
n+1
≤ C
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by Proposition 2.1. On the other hand, for any ǫ > 0, by Lemma 2.4 and Young’s
inequality, we have
III
2
+ (n+ 1)
∫
S2n+1
|∆θ(αf −Rθ)|2dVθ
= −
∫
S2n+1
(αf −Rθ)Rθ∆θ(αf −Rθ)dVθ
=
∫
S2n+1
(αf −Rθ)2∆θ(αf −Rθ)dVθ − α
∫
S2n+1
f(αf −Rθ)∆θ(αf −Rθ)dVθ
≤ ǫ
∫
S2n+1
|∆θ(αf −Rθ)|2dVθ + C
∫
S2n+1
(αf −Rθ)4dVθ + C
∫
S2n+1
(αf −Rθ)2dVθ.
Hence, if we choose ǫ = n+ 1 and by Ho¨lder’s inequality, we get
III ≤ C[F4(t) + F2(t)] ≤ C[F2n+2(t) 1n+1F 2n+2
n
(t)
n
n+1 + F2(t)
]
≤ C[F 2n+2
n
(t)
n
n+1 + F2(t)
]
since F2n+2(t) ≤ C by Lemma 3.2. Combining all the estimates above, we obtain
d
dt
G2(t) ≤ C
[
G2(t) + F2(t) + F 2n+2
n
(t)
n
n+1
]
.
Integrating it from tj to t, we get
G2(t) ≤ G2(tj) + C
∫ t
tj
[
G2(t) + F2(t) + F 2n+2
n
(t)
n
n+1
]
dt.
Note that the right hand side tends to 0 when j → ∞, thanks to (2.12), (3.6),
(3.13) and (3.36). This proves the assertion. 
4. Blow-up analysis
The Riemannian version of the following theorem was proved by Schwetlick and
Struwe (see Theorem A.1 in [40]).
Theorem 4.1. Let u ∈ C∞(M) be a solution of
(4.1) − (2 + 2
n
)∆θ0u+Rθ0u = Pu on S
2n+1.
(i) For any σ < Y (S2n+1, θ0), there exists constants q0 > 2 +
2
n
and r0 > 0 such
that whenever for some r < r0 and some x0 ∈M there holds ‖P‖Ln+1(B2r(x0)) ≤ σ,
then
‖u‖Lq0(Br(x0)) < C‖u‖L2+ 2n (B2r(x0))
for some constant C independent of x0.
(ii) For any q > 2 +
2
n
, and any r > 0, there exists a constant C = C(q, r) such
that
‖u‖Lq(B3r(x0)) < C‖u‖L2+ 2n (B4r(x0))
whenever there holds ‖P‖Ln+1(B4r(x0)) <
2n+ 2
nq
Y (S2n+1, θ0).
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Proof. (i) For suitable p ≥ 1 and η ∈ C10 (B2r(x0)) with
(4.2) η = 1 in Br(x0), η = 0 in S
2n+1 \B2r(x0), |∇θ0η|θ0 < C/r,
we let v = u2p−1η2. Multiplying (4.1) by v and integrating it over S2n+1, we have
(4.3)
∫
S2n+1
(
(2 +
2
n
)〈∇θ0u,∇θ0v〉θ0 +Rθ0uv
)
dVθ0 =
∫
S2n+1
Puv dVθ0 .
Also, let w = upη. Then w2 = u2pη2 = uv and
|∇θ0w|2θ0 = p2u2p−2|∇θ0u|2θ0η2 + 2p u2p−1η〈∇θ0u,∇θ0η〉θ0 + u2p|∇θ0η|2θ0
≤ (p2 + p− 1
2
)u2p−2|∇θ0u|2θ0η2 + (p+ 1)u2p−1η〈∇θ0u,∇θ0η〉θ0 + (1 +
p− 1
2
)u2p|∇θ0η|2θ0
=
1 + p
2
(
〈∇θ0u,∇θ0v〉θ0 + u2p|∇θ0η|2θ0
)
.
(4.4)
Thus,
2
1 + p
∫
S2n+1
(
(2 +
2
n
)|∇θ0w|2θ0 +Rθ0w2
)
dVθ0 − (2 +
2
n
)
∫
S2n+1
u2p|∇θ0η|2θ0dVθ0
≤
∫
S2n+1
(2 +
2
n
)〈∇θ0u,∇θ0v〉θ0dVθ0 +
2
1 + p
∫
S2n+1
Rθ0w
2 dVθ0
≤
∫
S2n+1
(
(2 +
2
n
)〈∇θ0u,∇θ0v〉θ0dVθ0 +Rθ0w2
)
dVθ0
=
∫
B2r(x0)
Pw2 dVθ0 ≤ ‖P‖Ln+1(B2r(x0))‖w‖2L2+ 2n (B2r(x0)) ≤ σ‖w‖
2
L2+
2
n (B2r(x0))
,
(4.5)
where the first inequality follows from (4.4), and the first equality follows from (4.3)
and the fact that support of w lies in B2r(x0), and the second last inequality follows
from Ho¨lder’s inequality, and the last inequality follows from the assumption that
‖P‖Ln+1(B2r(x0)) ≤ σ.
On the other hand, by Lemma 2.3 and the fact that support of w lies in B2r(x0),
we have
∫
S2n+1
(
(2 +
2
n
)|∇θ0w|2θ0 +Rθ0w2
)
dVθ0 ≥ Y (S2n+1, θ0)‖w‖2
L2+
2
n (B2r(x0))
.
Combining this with (4.5), we have
(4.6)(
2
1 + p
Y (S2n+1, θ0)− σ
)
‖w‖2
L2+
2
n (B2r(x0))
≤ (2 + 2
n
)
∫
S2n+1
u2p|∇θ0η|2θ0dVθ0 .
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Let σ = aY (S2n+1, θ0), then a < 1 by assumption. For 1 < p < min
{3− a
1 + a
, 2+
2
n
}
and r < r0 = r0(a), we have
(1− a)Y (S2n+1, θ0)
4(2 + 2n )
‖u‖2p
L(2+
2
n
)p(Br(x0))
=
(1− a)Y (S2n+1, θ0)
4(2 + 2n )
(∫
Br(x0)
w
2n+2
n dVθ0
) n
n+1
≤ (1− a)Y (S
2n+1, θ0)
4(2 + 2n )
‖w‖2
L
2n+2
n (B2r(x0))
≤
∫
S2n+1
u2p|∇θ0η|2θ0dVθ0 ≤ Cr−2‖u‖2p
L
2n+2
n (B2r(x0))
where the second last inequality follows from (4.6), and the last inequality follows
from (4.2) and Ho¨lder’s inequality. This proves the assertion.
(ii) For 1 < p ≤ q
2 + 2n
and η ∈ C1(B4r(x0)), we define the test function v =
u2p−1η2. Then by the same argument as (i) we can derive
(4.7)
Y (S2n+1, θ0)
2 + 2n
(
2
1 + p
− 2 +
2
n
q
)
‖w‖2
L2+
2
n (S2n+1)
≤
∫
S2n+1
u2p|∇θ0η|2θ0dVθ0
where w = upη, since ‖P‖Ln+1(B4r(x0)) <
2n+ 2
nq
Y (S2n+1, θ0) by assumption.
Choose p1 =
(
1,
n+ 1
n
]
maximal such that q = 2p1
(n+ 1
n
)m
for some m ∈ N.
For i = 1, ...,m+ 1, let pi = p1
(n+ 1
n
)i−1
, ri = r(3 + 2
1−i), and
ηi = 1 in Bri+1(x0), ηi = 0 in S
2n+1 \Bri(x0), |∇θ0ηi|θ0 < C2i/r,
we can apply (4.7) to get
‖u‖L2pi+1(Bri+1 (x0)) ≤
(
C22i(q − 2n+2n )
r2
) 1
2pi
‖u‖L2pi(Bri (x0)),
which can be iterated to obtain the result. 
Now we can apply the previous theorem to prove the following concentration-
compactness result, which is the CR version of the results of Schwetlick and Struwe
(see Theorem 3.1 in [40]).
Theorem 4.2. Let θk = u
2
n
k θ0, where 0 < uk ∈ C∞(S2n+1) and k ∈ Z+, be a family
of contact form with Vol(S2n+1, θk) =Vol(S
2n+1, θ0). If there exists p1 > n+1 and
a constant C0 such that
(4.8) Rθk =
∫
S2n+1 RθkdVθk∫
S2n+1
dVθk
≤ C0 and
∫
S2n+1
|Rθk −Rθk |p1dVθk ≤ C0
for all k, then either
(i) the sequence {uk} is uniformly bounded in Sp2 (S2n+1, θ0) for all p < p1, or
(ii) there exists a subsequence {uk} (relabeled) and finitely many points x1, ..., xL ∈
S2n+1 such that for any r > 0 and any i ∈ {1, ..., L} there holds
(4.9) lim inf
k→∞
(∫
Br(xi)
|Rθk |n+1dVθk
) 1
n+1
≥ Y (S2n+1, θ0).
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Moreover, the sequence {uk} is bounded in Sp2 (S2n+1, θ0) on any compact subset of
(S2n+1 \ {x1, ..., xL}, θ0).
Proof. Fix a point x0 ∈ S2n+1 and assume that for some r > 0 there holds
(4.10) sup
k
(∫
Br(x0)
|Rθk |n+1dVθk
) 1
n+1
≤ σ < Y (S2n+1, θ0).
For θk = u
2
n
k θ0, we have
−(2 + 2
n
)∆θ0uk +Rθ0uk = Rθku
1+ 2n
k = Pkuk,
where Pk = Rθku
2
n
k ∈ Ln+1(B2r(x0)) because
‖Pk‖Ln+1(B2r(x0) =
(∫
B2r(x0)
|Rθk |n+1u2+
2
n
k dVθ0
) 1
n+1
≤ σ < Y (S2n+1, θ0)
by (4.10). Clearly we can assume that r ≤ r0(σ) as determined in Theorem 4.1(i).
Therefore, Theorem 4.1(i) and the assumption that ‖uk‖2+
2
n
L2+
2
n (S2n+1)
=Vol(S2n+1, θk) =
Vol(S2n+1, θ0) imply that uk is bounded in L
q0(Br(x0)) for some q0 > 2 +
2
n
. In
particular,
(4.11) Vol(Br(x0), θk) ≤ ‖uk‖2+
2
n
Lq0(Br(x0))
Vol(Br(x0), θ0)
1− 1q0 → 0 as r → 0
uniformly in k ∈ Z+. Then
‖Pk‖Ln+1(B4r(x0))
=
(∫
B4r(x0)
|Rθk |n+1u2+
2
n
k dVθ0
) 1
n+1
=
(∫
B4r(x0)
|Rθk |n+1dVθk
) 1
n+1
≤
(∫
B4r(x0)
|Rθk −Rθk |n+1dVθk
) 1
n+1
+Rθk
(∫
B4r(x0)
dVθk
) 1
n+1
≤
(∫
B4r(x0)
|Rθk −Rθk |p1dVθk
) 1
p1
(∫
B4r(x0)
dVθk
) 1
n+1− 1p1
+Rθk
(∫
B4r(x0)
dVθk
) 1
n+1
≤ C
1
p1
0 Vol(Br(x0), θk)
1
n+1− 1p1 + C0Vol(Br(x0), θk)
1
n+1 → 0 as r → 0,
where we have used Ho¨lder’s inequality, (4.8) and (4.11). By replacing r by a smaller
radius, we can achieve ‖Pk‖Ln+1(B4r(x0)) <
2n+ 2
nq
Y (S2n+1, θ0). Therefore, we can
apply Theorem 4.1(ii) and the assumption that ‖uk‖2+
2
n
L2+
2
n (S2n+1)
=Vol(S2n+1, θk) =
Vol(S2n+1, θ0) to conclude that uk is bounded in L
q(B3r(x0)) for any q > 2 +
2
n
,
which implies that
−(2 + 2
n
)∆θ0uk = Rθku
1+ 2n
k −Rθ0uk
= (Rθk −Rθk)u1+
2
n
k + Rθku
1+ 2n
k −Rθ0uk ∈ Lp(B3r(x0))
(4.12)
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for all 2 +
2
n
< p < p1. To see this, by Ho¨lder’s inequality we have
∥∥(Rθk −Rθk)u1+ 2nk ∥∥pLp(B3r(x0)) = ∫
B3r(x0)
|Rθk −Rθk |pu(1+
2
n )p
k dVθ0
≤
(∫
B3r(x0)
|Rθk −Rθk |p1u2+
2
n
k dVθ0
) p
p1
(∫
B3r(x0)
uq0k dVθ0
)1− pp1
≤
(∫
S2n+1
|Rθk −Rθk |p1dVθk
) p
p1 ‖uk‖
q0(
p1−p
p1
)
Lq0(B3r(x0))
.
which is bounded because of (4.8) and the fact uk is bounded in L
q0(B3r(x0)) where
q0 =
[
(1 +
2
n
)p− (2 + 2
n
)
p
p1
] · p1
p1 − p
≥ (1 + 2
n
)p− (2 + 2
n
)
p
p1
> (2 +
2
n
)
[
(1 +
2
n
)− (2 + 2
n
)
1
p1
] ≥ 2 + 2
n
,
where we have used the assumption that p1 > n+ 1. On the other hand,
∥∥Rθku1+ 2nk ∥∥Lp(B3r(x0)) ≤ Rθk‖uk‖1+ 2nLp(1+ 2n )(B3r(x0)) and∥∥Rθ0uk∥∥Lp(B3r(x0)) ≤ |Rθ0 |‖uk‖Lp(B3r(x0))
are bounded by (4.8) and the fact uk is bounded in L
q(B3r(x0)) for all q > 2 +
2
n
.
Combining all these, we prove (4.12). By (4.12) and the fact that uk is bounded in
Lp1(B3r(x0)), we have
(4.13) ‖uk‖Sp2 (B3r(x0)) ≤ C‖∆θ0uk‖Lp(B3r(x0)) + C‖uk‖Lp(B3r(x0)) ≤ C(r),
where we have used Theorem 3.16 and 3.17 in [18]. See also [20].
Now assume that (4.10) is satisfied for every x ∈ S2n+1 and some radius r =
r(x) > 0. Since S2n+1 is compact, the cover
(
Br(x)(x)
)
x∈S2n+1 of S
2n+1 admits a
finite subcover Bri(xi), where ri = r(xi), 1 ≤ i ≤ I. From (4.13), we then obtain
the desired uniform bound
‖uk‖Sp2 (S2n+1) ≤ I max1≤i≤I C(ri).
If (4.10) does not hold for every x with some r = r(x) > 0, we iteratively
determine points xl, l ∈ N, and a subsequence {uk} (relabeled) such that condition
(4.9) is valid for any r > 0. This iteration terminates after finitely many steps.
Indeed, given x1, ..., xL, choose 0 < r < min
i6=j
d(xi, xj)/2. Then (4.9) yields the
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bound
L · Y (S2n+1, θ0)n+1 ≤
L∑
i=1
lim inf
k→∞
∫
Br(xi)
|Rθk |n+1dVθk
= lim inf
k→∞
∫
∪Li=1Br(xi)
|Rθk |n+1dVθk
≤ sup
k
∫
S2n+1
|Rθk |n+1dVθk
≤ C sup
k
(∫
S2n+1
|Rθk −Rθk |n+1dVθk +R
n+1
θk
)
≤ C sup
k
(∫
S2n+1
|Rθk −Rθk |p1dVθk +R
n+1
θk
)
<∞
where we have used (4.8), Ho¨lder’s inequality, and Vol(S2n+1, θk) =Vol(S
2n+1, θ0).
By a covering argument as above we then obtain that {uk} is bounded in Sp2 (S2n+1)
on any compact subset of (S2n+1 \ {x1, ..., xL}, θ0). 
Now we can apply Theorem 4.2 to the solution of the flow equation (2.5).
Lemma 4.3. For any time sequence tk, we denote uk = u(tk) where u(t) is the
solution to the flow equation (2.5). Then either
(i) the sequence {uk} is uniformly bounded in Sp2 (S2n+1, θ0) for some p > n+1, or
(ii) there exists a subsequence {uk} (relabeled) and finitely many points x1, ..., xL ∈
S2n+1 such that for any r > 0 and any i ∈ {1, ..., L} there holds
(4.14) lim inf
k→∞
(∫
Br(xi)
|Rθ(tk)|n+1dVθ(tk)
) 1
n+1
≥ Y (S2n+1, θ0).
Moreover, the sequence {uk} is bounded in Sp2 (S2n+1, θ0) on any compact subset of
(S2n+1 \ {x1, ..., xL}, θ0).
Proof. We are going to apply Theorem 4.2. Since the flow (2.5) keeps the volume
fixed by Proposition 2.1, we only need to check (4.8) for some p1 > n + 1. First,
note that
(4.15) Rθ(tk) =
∫
S2n+1
Rθ(tk)dVθ(tk)∫
S2n+1 dVθ(tk)
=
α(tk)
∫
S2n+1
fdVθ(tk)∫
S2n+1 dVθ(tk)
≤ α2 max
S2n+1
f
by (2.4) and Lemma 2.4. On the other hand, by Minkowski inequality, Proposition
2.1 and Lemma 2.4, we have(∫
S2n+1
|Rθ(tk) −Rθ(tk)|p1dVθ(tk)
) 1
p1
≤ Fp1(tk)
1
p1 + α(tk)
(∫
S2n+1
fp1dVθ(tk)
) 1
p1
+Rθ(tk)Vol(S
2n+1, θ(tk))
1
p1
= Fp1(tk)
1
p1 +
(
α2 max
S2n+1
f +Rθ(tk)
)
Vol(S2n+1, θ0)
1
p1
which is bounded by (4.15) and Lemma 3.1. Therefore, Lemma 4.3 follows from
Theorem 4.2. 
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Remark. One important thing we would like to mention is that concentration
in the sense of (4.14) implies concentration of volume. To see this, by Ho¨lder’s
inequality and Lemma 2.4, for any r > 0 and p > n+ 1 we can estimate
(∫
Br(xi)
|Rθ(tk)|n+1dVθ(tk)
) 1
n+1
≤ α2
(
max
S2n+1
f
)(∫
Br(xi)
dVθ(tk)
) 1
n+1
+
(∫
Br(xi)
|α(tk)f −Rθ(tk)|n+1dVθ(tk)
) 1
n+1
≤ α2
(
max
S2n+1
f
)(∫
Br(xi)
dVθ(tk)
) 1
n+1
+
(∫
Br(xi)
|α(tk)f −Rθ(tk)|pdVθ(tk)
) 1
p
(∫
Br(xi)
dVθk
) 1
n+1− 1p
.
(4.16)
It follows from (4.16) and Lemma 3.2 that if concentration of volume does not
occur, then concentration in the sense of (4.14) does not occur.
Let δn = maxS2n+1 f/minS2n+1 f. By assumption (sbc) in Theorem 1.2, we have
δn < 2
1
n . Then there exists ǫ0 > 0 such that
δ
n
n+1
n
2
1
n+1
=
1− ǫ0
1 + ǫ0
.
In particular, (1 + ǫ0)δ
n
n+1
n < 2
1
n+1 . Set
(4.17) β = (1 + ǫ0)Y (S
2n+1, θ0)
(
min
S2n+1
f
)− nn+1
.
The next lemma is to estimate the number of blow-up points.
Lemma 4.4. For any 0 < u0 ∈ C∞(S2n+1) with
∫
S2n+1
u
2+ 2n
0 dVθ0 = Vol(S
2n+1, θ0)
and Ef (u0) ≤ β, let u(t) be the solution of the flow (2.5) with the initial data u0.
If {u(tk)} is a sequence with tk →∞ as k →∞ and
(4.18) max
S2n+1
f < 2
1
n min
S2n+1
f,
then L = 1.
Proof. Suppose that x1, ..., xL ∈ S2n+1 are the blow-up points. Let r = min
i6=j
d(xi, xj)/2.
For any given ǫ > 0, if k is sufficiently large, by (4.14) we have
L
(
Y (S2n+1, θ0)− ǫ
) ≤ L∑
i=1
(∫
Br(xi)
|Rθ(tk)|n+1dVθ(tk)
) 1
n+1
≤ L1− 1n+1
(∫
S2n+1
|Rθ(tk)|n+1dVθ(tk)
) 1
n+1
≤ L1− 1n+1
(∫
S2n+1
|Rθ(tk) − α(tk)f |n+1dVθ(tk)
) 1
n+1
+ L1−
1
n+1 α(tk)
(∫
S2n+1
fn+1dVθ(tk)
) 1
n+1
.
(4.19)
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Note that as k →∞ the first term on the right hand side tends to 0 by Lemma 3.2.
On the other hand, the second term can be estimated as follows:
α(tk)
(∫
S2n+1
fn+1dVθ(tk)
) 1
n+1
= Ef (u(tk))
(∫
S2n+1
fdVθ(tk)
)− 1n+1 (∫
S2n+1
fn+1dVθ(tk)
) 1
n+1
≤ Ef (u0)
(
max
S2n+1
f
) n
n+1
≤ β
(
max
S2n+1
f
) n
n+1
= (1 + ǫ0)Y (S
2n+1, θ0)
(
maxS2n+1 f
minS2n+1 f
) n
n+1
(4.20)
by (2.8), (2.9), (4.17), and Proposition 2.2. Combining (4.19) and (4.20), and using
(4.18), we obtain
L
(
Y (S2n+1, θ0)− ǫ
) ≤ L1− 1n+1 (1 + ǫ0)Y (S2n+1, θ0)δ nn+1n
for any ǫ > 0. This implies that
L
1
n+1 ≤ (1 + ǫ0)δ
n
n+1
n < 2
1
n+1 ,
which implies L < 2. Since L is a natural number, one can easily conclude that
L = 1. 
Lemma 4.5. The blow-up point in Lemma 4.4 does not depend on the special choice
of the sequence tk.
Proof. Suppose it were not true. Then there would exist x1 6= x2 in S2n+1 and
two sequences {tj} and {tk} such that the sequences {u(tj)} and {u(tk)} are blow-
up at x1 and x2 respectively. Then we define the new sequence {u(tl)} such that
u(t2j) = u(tj) and u(t2k+1) = u(tk). That is, all the even terms of {u(tl)} consist of
the sequence {u(tj)} while all the odd terms consist of the sequence {u(tk)}. Then
{u(tl)} would be blow-up at x1 and x2, which contradicts Lemma 4.4. 
Lemma 4.6. Any sequence uk = u(tk) with tk →∞ is a Palais-Smale sequence of
the energy functional Ef (u) if u is a solution of the flow (2.5) with a fixed initial
data u0.
Proof. By Palais-Smale sequence we mean that {uk} is bounded in S21(S2n+1, θ0)
and dEf (uk)→ 0 as k →∞. As k →∞,
ek = Ef (uk)→ e∞
since Ef (u(t)) is monotonic decreasing in time t by Proposition 2.2. Since E(uk) is
bounded by (2.14), {uk} is bounded in S21(S2n+1, θ0). On the other hand, for any
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ϕ ∈ S21(S2n+1, θ0) →֒ L2+
2
n (S2n+1, θ0), there holds
1
2
(∫
S2n+1
fu
2+ 2n
k dVθ0
) n
n+1
|〈DEf (uk), ϕ〉|
=
∣∣∣∣∫
S2n+1
(
(2 +
2
n
)〈∇θ0uk,∇θ0ϕ〉θ0 +Rθ0ukϕ
)
dVθ0 − α(tk)
∫
S2n+1
fu
1+ 2n
k ϕdVθ0
∣∣∣∣
=
∣∣∣∣∫
S2n+1
(Rθk − α(tk)f)u1+
2
n
k ϕdVθ0
∣∣∣∣
≤
(∫
S2n+1
|Rθk − α(tk)f |
2n+2
n+2 u
2+ 2n
k dVθ0
) n+2
2n+2
(∫
S2n+1
|ϕ|2+ 2n dVθ0
) n
2n+2
→ 0
as k→∞ by Lemma 3.2. 
For every smooth positive function u(t), set P (t) =
∫
S2n+1
xu(t)2+
2
n dVθ0 where
x = (x1, ..., xn+1) ∈ S2n+1 ⊂ Cn+1, and we define
(4.21) P̂ (t) =
P (t)
‖P (t)‖ if ‖P (t)‖ 6= 0, otherwise P̂ (t) = P (t).
Clearly P̂ (t) ∈ S2n+1 smoothly depends on the time t if u does. There exists a
family of conformal CR diffeomorphisms φ(t) : S2n+1 → S2n+1 such that (see [21])
(4.22)
∫
S2n+1
x dVh = (0, ..., 0) ∈ Cn+1 for all t > 0,
where the new contact form
(4.23) h = h(t) = φ(t)∗
(
θ(t)
)
= v(t)2+
2
n θ0
is called the normalized contact form with v = v(t) = (u(t) ◦ φ(t))
∣∣ det(dφ(t))∣∣ n2n+2
and the volume form dVh = v(t)
2+ 2n dVθ0 . In fact, the conformal CR diffeomorphism
may be represented as φ(t) = φp(t),r(t) = Ψ◦Tp(t) ◦Dr(t) ◦π for some p(t) ∈ Hn and
r(t) > 0. Here the CR diffeomorphism π : S2n+1 \ {(0, ..., 0,−1)} → Hn is given by
(4.24) π(x) =
(
x′
1 + xn+1
, Re
(√−11− xn+1
1 + xn+1
))
, x = (x′, xn+1) ∈ S2n+1,
whereHn denotes the Heisenberg group, andDλ, T(z′,τ ′) : H
n → Hn are respectively
the dilation and translation on Hn given by
(4.25)
Dλ(z, τ) = (λz, λ
2τ) and T(z′,τ ′)(z, τ) = (z+z
′, τ+τ ′+2Im(z′ ·z)) for (z, τ) ∈ Hn.
And Ψ = π−1 is the inverse of π.
Meanwhile, the normalized function v satisfies
(4.26) − (2 + 2
n
)∆θ0v +Rθ0v = Rhv
1+ 2n ,
where Rh = Rθ ◦ φ(t) is the Webster scalar curvature of the normalized contact
form h = h(t) in view of (4.23). Hereafter, we set fφ = f ◦ φ.
Now we state our main result of this section.
Theorem 4.7. For any given u0 satisfying (2.2) with Ef (u0) ≤ β, consider the
flow θ(t) with initial data u0. Let {tk} be a time sequence of the flow with tk →∞
as k → ∞. Let {θk} be the corresponding contact forms such that θk = u(tk) 2n θ0.
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Assume that ‖Rθk − R∞‖Lp1(S2n+1,θk) → 0 as k → ∞ for some p1 > n + 1 and
a smooth function R∞ > 0 defined on S2n+1 which satisfies the simple bubble
condition (sbc):
maxS2n+1 R∞
minS2n+1 R∞
< 2
1
n .
Then, up to a subsequence, either
(i) {uk} is uniformly bounded in Sp2 (S2n+1, θ0) for some p ∈ (n + 1, p1). Further-
more, uk → u∞ in Sp2 (S2n+1, θ0) as k →∞, where θ∞ = u
2
n∞θ0 has Webster scalar
curvature R∞, or
(ii) let hk = φ(tk)
∗(θk) = v
2
n
k θ0 be the associated sequence of the normalized contact
forms satisfying
∫
S2n+1
x dVhk = (0, ..., 0) ∈ Cn+1. Then, there exists Q ∈ S2n+1
such that
(4.27) dVθk ⇀ Vol(S
2n+1, θ0)δQ, as k →∞
in the weak sense of measures. In addition, for any λ ∈ (0, 1), we have
(4.28) vk → 1 in C1,λP (S2n+1) as k →∞.
Here C1,λP (S
2n+1) is the parabolic Ho¨rmander Ho¨lder spaces defined as in (2.26).
Due to the length of the proof of Theorem 4.7, we will divide the proof into
several lemmas.
Lemma 4.8. Suppose case (i) occurs. Then f can be realized as the Webster scalar
curvature of some contact form conformal to θ0.
Proof. If {uk} is uniformly bounded in Sp2 (S2n+1, θ0) for some p > n+ 1, then up
to a subsequence, there exists u∞ ∈ Sp2 (S2n+1, θ0) such that uk → u∞ weakly in
Sp2 (S
2n+1, θ0) and strongly in C
σ(S2n+1) for any 0 < σ < (p− n− 1)/p as k →∞,
where Cσ(S2n+1) is the standard Ho¨lder space (see Theorem 3.16 and 3.17 in [18],
and also [20]). Since ‖Rθk −R∞‖Lp1(S2n+1,θk) → 0 as k →∞ and uk satisfies
−(2 + 2
n
)∆θ0uk +Rθ0uk = Rθku
1+ 2n
k on S
2n+1,
so u∞ weakly solves
(4.29) − (2 + 2
n
)∆θ0u∞ +Rθ0u∞ = R∞u
1+ 2n∞ on S2n+1.
By Theorem 3.22 in [18], u∞ ∈ C∞(S2n+1) ifR∞ ∈ C∞(S2n+1). Since Vol(S2n+1, θk) =∫
S2n+1
u
2+ 2n
k dVθ0 =
∫
S2n+1
u
2+ 2n
0 dVθ0 > 0 by Proposition 2.1,
∫
S2n+1
u
2+ 2n∞ dVθ0 > 0.
Since uk > 0, we have u∞ ≥ 0. That is, u∞ is nonnegative and not identically zero
on S2n+1. Applying Proposition A.1 in [28], we get u∞ > 0 on S2n+1. Hence there
exists constant C > 0 such that
(4.30) C−1 ≤ u∞ ≤ C on S2n+1.
Moreover, we have
(4.31) Rθk → R∞ in Lp1(S2n+1, θ0), as k →∞,
and
(4.32) uk → u∞ in Sp2 (S2n+1, θ0), as k →∞.
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Hence, by (4.30), (4.32), and Lemma 3.2, we have
(4.33) Rθk − α(tk)f → 0 in Lp(S2n+1, θ0).
On the other hand, by (4.30) and Ho¨lder’s inequality, we have
|α(tk)− α(tl)|
∫
S2n+1
fpdVθ0 ≤
∫
S2n+1
|Rθk − α(tk)f |pdVθ0 +
∫
S2n+1
|Rθl − α(tl)f |pdVθ0
+
(∫
S2n+1
|Rθk −R∞|p1dVθ0
) p1
p
(∫
S2n+1
dVθ0
) p−p1
p
+
(∫
S2n+1
|Rθl −R∞|p1dVθ0
) p1
p
(∫
S2n+1
dVθ0
) p−p1
p
which tends to 0 as k, l → ∞ by (4.31) and (4.33). That is, {α(tk)} is a Cauchy
sequence, which implies that α(tk) → α∞ as k → ∞. Combining all these, we
have R∞ = α∞f for some α∞ > 0. Therefore, up to a constant multiple, u∞ is a
solution we want in view of (4.29). 
We are now ready to study case (ii), i.e. study the normalized flow v(t) defined
in (4.23). For convenience, for each conformal CR diffeormorphism φ from S2n+1
to itself, we denote (u ◦ φ)| det(dφ)| n2n+2 by v. Note that v enjoys the following
properties:
(4.34) E(v) = E(u) and
∫
S2n+1
v2+
2
n dVθ0 =
∫
S2n+1
u2+
2
n dVθ0 .
Lemma 4.9. There exists a constant C0 depending only on n, such that, for the
normalized conformal factor v(t), we have∫
S2n+1
v(t)2dVθ0 ≥ C0 > 0
for all t ≥ 0 with initial data in C∞f which is defined in the proof.
Proof. It follows from (4.34) and Proposition 2.2 that
E(v(t)) = E(u(t)) = Ef (u(t))
(∫
S2n+1
fu(t)2+
2
n dVθ0
) n
n+1
≤ Ef (u0)
(∫
S2n+1
fu(t)2+
2
n dVθ0
) n
n+1
≤ β
((
max
S2n+1
f
) ∫
S2n+1
u
2+ 2n
0 dVθ0
) n
n+1
= (1 + ǫ0)Y (S
2n+1, θ0)Vol(S
2n+1, θ0)
n
n+1
(
maxS2n+1 f
minS2n+1 f
) n
n+1
= (1 + ǫ0)Rθ0Vol(S
2n+1, θ0)
(
maxS2n+1 f
minS2n+1 f
) n
n+1
≤ (1 + ǫ0)Rθ0Vol(S2n+1, θ0)δ
n
n+1
n ,
where the initial data u0 satisfies
u0 ∈ C∞f := {u ∈ C∞∗ : u > 0 and Ef (u) ≤ β}
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with β defined as (4.17) and
C∞∗ :=
{
0 < u ∈ C∞(S2n+1) : θ = u 2n θ0 satisfies
∫
S2n+1
u2+
2
n dVθ0 =
∫
S2n+1
dVθ0
}
.
Choose ǫ =
ǫ0
2
(1 + ǫ0)
−1δ
− nn+1
n > 0, then
(1 + ǫ0)(2
− 1n+1 + ǫ)δ
n
n+1
n = (1 + ǫ0)2
− 1n+1 δ
n
n+1
n + ǫ(1 + ǫ0)δ
n
n+1
n
= (1− ǫ0) + ǫ0
2
= 1− ǫ0
2
< 1,
thanks to
δ
n
n+1
n
2
1
n+1
=
1− ǫ0
1 + ǫ0
. By Lemma 6.1, there exists a constant Cǫ such that
Y (S2n+1, θ0)
(∫
S2n+1
v2+
2
n dVθ0
) n
n+1
≤ (2− 1n+1+ǫ)(2+2
n
)
∫
S2n+1
|∇θ0v|2θ0dVθ0+Cǫ
∫
S2n+1
v2dVθ0 .
By (4.34) and Proposition 2.1, we have
Rθ0Vol(S
2n+1, θ0) ≤ (2− 1n+1 + ǫ)(2 + 2
n
)
∫
S2n+1
|∇θ0v|2θ0dVθ0 + Cǫ
∫
S2n+1
v2dVθ0 .
Combining the above inequalities, we obtain(
Cǫ−(2−
1
n+1+ǫ)Rθ0
) ∫
S2n+1
v2dVθ0 ≥ Rθ0Vol(S2n+1, θ0)
[
1−(1+ǫ0)(2−
1
n+1+ǫ)δ
n
n+1
n
]
which implies the desired estimate because of our choice of ǫ above. 
The following definition appeared in [7], [9] and [16]: A sequence of positive
functions vk defined on S
2n+1 satisfies condition (∗) if there is a set Ωk ⊂ S2n+1
with |Ωk| ≥ C1 > 0, and a constant C2, ǫ > 0 such that∫
Ωk
v−ǫk dVθ0 ≤ C2,
where C1, C2 are two constants independent of k. We have the following (see also
Lemma 4.4 in [9]):
Lemma 4.10. If condition (∗) does not hold with ǫ > 0 being small enough, then∫
S2n+1
vǫkdVθ0 → 0 as k →∞.
Proof. We follow the proof of Theorem A.2 in [40]. By (4.26), we have
(4.35) − (2 + 2
n
)∆θ0v +Rθ0v = (Rh − αfφ)v1+
2
n + αfφv
1+ 2n ≥ (Rh − αfφ)v1+ 2n .
Let w = log v − β, where β is a constant chosen such that ∫
S2n+1
wdVθ0 = 0. Note
that
|∇θ0w|2θ0 +∆θ0w =
∆θ0v
v
,
which together with (4.35) implies that
(4.36) |∇θ0w|2θ0 +∆θ0w ≤
Rθ0
(2 + 2n )
+
(αfφ −Rh)v 2n
(2 + 2n )
=
n2
4
+
(αfφ −Rh)v 2n
(2 + 2n )
.
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Integrating (4.36) over S2n+1, we get
∫
S2n+1
|∇θ0w|2θ0dVθ0
≤ n
2
4
∫
S2n+1
dVθ0 +
n
2n+ 2
∫
S2n+1
(αfφ −Rh)v 2n dVθ0
≤ n
2
4
∫
S2n+1
dVθ0 +
n
2n+ 2
(∫
S2n+1
|αfφ −Rh|n+1v2+ 2n dVθ0
) 1
n+1
(∫
S2n+1
dVθ0
) n
n+1
≤ C0
(4.37)
by Ho¨lder’s inequality and Lemma 3.2. Now, for any p ∈ Z+ multiplying (4.36) by
|w|2p ≥ 0 and integrating over S2n+1, we get
∫
S2n+1
(|w|2p|∇θ0w|2θ0 + |w|2p∆θ0w)dVθ0
≤ n
2
4
∫
S2n+1
|w|2pdVθ0 +
n
2n+ 2
∫
S2n+1
(αfφ −Rh)v 2n |w|2pdVθ0
≤ n
2
4
∫
S2n+1
|w|2pdVθ0 +
n
2n+ 2
(∫
S2n+1
|αfφ −Rh|n+1v2+ 2n dVθ0
) 1
n+1
(∫
S2n+1
|w|2p( n+1n )dVθ0
) n
n+1
≤ n
2
4
∫
S2n+1
|w|2pdVθ0
+
n
2n+ 2
Fn+1(t)
1
n+1Y (S2n+1, θ0)
−1
(
(2 +
2
n
)
∫
S2n+1
|∇θ0wp|2θ0dVθ0 +Rθ0
∫
S2n+1
|w|2pdVθ0
)
(4.38)
where we have used Ho¨lder’s inequality and Lemma 2.3. Since
∆θ0 |w|2p+1 = (2p+ 1)|w|2p∆θ0w + 2p(2p+ 1)|w|2p−1|∇θ0w|2θ0 ,
we can rewrite the left hand side of (4.38) as
∫
S2n+1
(|w|2p|∇θ0w|2θ0 + |w|2p∆θ0w)dVθ0
=
∫
S2n+1
|w|2p|∇θ0w|2θ0dVθ0 − 2p
∫
S2n+1
|w|2p−1|∇θ0w|2θ0dVθ0
≥
∫
S2n+1
|w|2p|∇θ0w|2θ0dVθ0 −
1
2
∫
S2n+1
|w|2p|∇θ0w|2θ0dVθ0 − 2p2
∫
S2n+1
|w|2p−2|∇θ0w|2θ0dVθ0
=
1
2(p+ 1)2
∫
S2n+1
|∇θ0wp+1|2θ0dVθ0 − 2
∫
S2n+1
|∇θ0wp|2θ0dVθ0
(4.39)
where we have used Young’s inequality. Combining (4.38) and (4.39), we obtain
1
2(p+ 1)2
∫
S2n+1
|∇θ0wp+1|2θ0dVθ0 ≤
(
Fn+1(t)
1
n+1Y (S2n+1, θ0)
−1 + 2
)∫
S2n+1
|∇θ0wp|2θ0dVθ0
+
n2
4
(
Fn+1(t)
1
n+1Y (S2n+1, θ0)
−1 + 1
)∫
S2n+1
|w|2pdVθ0 .
(4.40)
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By Lemma 3.2, there exists a constant C1 such that Fn+1(t)
1
n+1 ≤ C1 for all t ≥ 0.
Hence, it follows from (4.40) that
(4.41)
‖∇θ0wp+1‖2L2(S2n+1,θ0) ≤ (p+ 1)2(C2‖∇θ0wp‖2L2(S2n+1,θ0) + C3‖wp‖2L2(S2n+1,θ0))
where C2 = 2C1Y (S
2n+1, θ0)
−1+4 and C3 =
n2
2
(C1Y (S
2n+1, θ0)
−1+1). Recall the
following Poincare´-type inequality (see Theorem 3.20 [18]): there exists a constant
C4 such that
(4.42) ‖ϕ‖L2(S2n+1,θ0) ≤ C4‖∇θ0ϕ‖L2(S2n+1,θ0)
for all ϕ ∈ S21(S2n+1, θ0) satisfying
∫
S2n+1 ϕdVθ0 = 0. It follows that with A :=
max{√C0,
√
C3} and B :=
√
C2
C3
+ 2C4 for all p ∈ Z+ there holds
(4.43)
‖∇θ0wp+1‖L2(S2n+1,θ0) ≤ A(p+ 1)
(
B‖∇θ0wp‖L2(S2n+1,θ0) + ‖wp‖L2(S2n+1,θ0)
)
.
To see this, if we denote wp =
1
Vol(S2n+1, θ0)
∫
S2n+1
wpdVθ0 , by (4.41) and (4.42)
we have
‖∇θ0wp+1‖L2(S2n+1,θ0)
≤ (p+ 1)
(√
C2‖∇θ0wp‖L2(S2n+1,θ0) +
√
C3‖wp‖L2(S2n+1,θ0)
)
≤ (p+ 1)
(√
C2‖∇θ0wp‖L2(S2n+1,θ0) +
√
C3‖wp − wp‖L2(S2n+1,θ0) +
√
C3‖wp‖L2(S2n+1,θ0)
)
≤ (p+ 1)
(
(
√
C2 +
√
C3C4)‖∇θ0wp‖L2(S2n+1,θ0) +
√
C3
Vol(S2n+1, θ0)
∣∣∣∣∫
S2n+1
wpdVθ0
∣∣∣∣
)
≤ (p+ 1)
(
(
√
C2 +
√
C3C4)‖∇θ0wp‖L2(S2n+1,θ0) +
√
C3‖wp‖L2(S2n+1,θ0)
)
=
√
C3(p+ 1)
(
(
√
C2
C3
+ C4)‖∇θ0wp‖L2(S2n+1,θ0) + ‖wp‖L2(S2n+1,θ0)
)
.
By induction on p we can now obtain the estimates
(4.44) ‖∇θ0wp‖L2(S2n+1,θ0) ≤ ApBp−1pp and ‖wp‖L2(S2n+1,θ0) ≤ ApBppp
for all p ∈ Z+. Indeed, for p = 1, (4.44) follows from (4.37), (4.42) and the fact
that A ≥ √C0 and B ≥ C4. Moreover, assuming that (4.44) is true for some p.
Then from (4.43) and Ho¨lder’s inequality we deduce
‖∇θ0wp+1‖L2(S2n+1,θ0) ≤ A(p+ 1)
(
B‖∇θ0wp‖L2(S2n+1,θ0) + ‖wp‖L2(S2n+1,θ0)
)
≤ A(p+ 1) (B · ApBp−1pp +ApBppp) = Ap+1Bp2(p+ 1)pp.
Now the first inequality in (4.44) for p + 1 follows from this inequality, because
Bernoulli’s inequality says that (1 + t)
1
p ≤ 1 + tp for all t > 0, which implies that
2 ≤ ((p+ 1)/p)p. Similarly, by (4.42), we have
‖wp+1 − wp+1‖L2(S2n+1,θ0) ≤ C4‖∇θ0wp+1‖L2(S2n+1,θ0),
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which implies that
‖wp+1‖L2(S2n+1,θ0) ≤ C4‖∇θ0wp+1‖L2(S2n+1,θ0) + ‖wp+1‖L2(S2n+1,θ0)
= C4‖∇θ0wp+1‖L2(S2n+1,θ0) +
1√
Vol(S2n+1, θ0)
∣∣∣∣∫
S2n+1
wp+1dVθ0
∣∣∣∣
≤ C4‖∇θ0wp+1‖L2(S2n+1,θ0) + ‖wp+1‖L1(S2n+1,θ0)
≤ C4‖∇θ0wp+1‖L2(S2n+1,θ0) + ‖wp‖L2(S2n+1,θ0)‖w‖L2(S2n+1,θ0)
≤ C4Ap+1Bp(p+ 1)p+1 +ApBppp ·AB
≤ 1
2
Ap+1Bp+1(p+ 1)p+1 +Ap+1Bp+1pp
≤ Ap+1Bp+1(p+ 1)p+1
since 2C4 ≤ B. This completes the induction step.
Now using Stirling’s formula to estimate p! ≥
(p
e
)p
for any p ∈ Z+, for any
p0 > 0 we can estimate∫
S2n+1
(ep0|w| − 1)dVθ0 ≤
∞∑
p=1
∫
S2n+1
(
p0e|w|
p
)p
dVθ0 ≤
∞∑
p=1
(p0eAB)
p,
which is finite whenever p0eAB < 1. Choosing p0 =
1
2eAB
> 0, we then conclude
that
(4.45)
∫
S2n+1
v−p0dVθ0 ·
∫
S2n+1
vp0dVθ0 ≤
(∫
S2n+1
exp(p0|w|)dVθ0
)2
≤ C.
The inequality (4.45) says that vk does not satisfy condition (∗) with ǫ = p0 if and
only if
∫
S2n+1 v
p0
k dVθ0 → 0 as k →∞. 
Corollary 4.11. The normalized conformal factor v(t) satisfies condition (∗).
Proof. For 0 < δ < 2, let ǫ =
(2 + 2n)δ
2 + nδ
> 0. Then by (4.34), Ho¨lder’s inequality,
Proposition 2.1, and Lemma 4.9, we have
0 < C0 ≤
∫
S2n+1
v(t)2dVθ0 ≤
(∫
S2n+1
v(t)
2+2n
n dVθ0
)n(2−δ)
2+2n
(∫
S2n+1
v(t)δ·
2+2n
2+nδ dVθ0
) 2+nδ
2+2n
= Vol(S2n+1, θ0)
n(2−δ)
2+2n
(∫
S2n+1
v(t)ǫdVθ0
) 2+nδ
2+2n
.
Hence, it follows from Lemma 4.10 that v(t) satisfies condition (∗) with the ǫ > 0
defined above. 
Lemma 4.12. There exists a uniform constant C3 > 0 such that v(t) ≥ C3 > 0 on
S2n+1 for all t ≥ 0 and any u0 ∈ C∞f .
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Proof. Note that v(t) satisfies (4.26). For δ > 0, multiply (4.26) by v−1−2δ, then
integrate both sides, we get
(2 +
2
n
)
∫
S2n+1
|∇θ0v−δ|2θ0dVθ0
= − δ
2
1 + 2δ
∫
S2n+1
Rhv
1+ 2n−1−2δdVθ0 +
δ2Rθ0
1 + 2δ
∫
S2n+1
v−2δdVθ0
= − δ
2
1 + 2δ
∫
S2n+1
(Rh − αfφ)v
2−2nδ
n dVθ0 −
δ2
1 + 2δ
∫
S2n+1
αfφv
2−2nδ
n dVθ0
+
δ2Rθ0
1 + 2δ
∫
S2n+1
v−2δdVθ0
≤ C(δ, n)‖Rh − fφ‖
L
2n+2
2−2nδ (S2n+1,h)
+
δ2Rθ0
1 + 2δ
∫
S2n+1
v−2δdVθ0
(4.46)
where we have used the short form fφ for f ◦ φ(t).
Let λ1 = n/2 be the first nonzero eigenvalue of −∆θ0 , then for any ϕ ∈
C∞(S2n+1), Raleigh’s inequality gives∫
S2n+1
ϕ2 dVθ0 ≤
1
Vol(S2n+1, θ0)
(∫
S2n+1
ϕdVθ0
)2
+ λ−11
∫
S2n+1
|∇θ0ϕ|2θ0dVθ0 .
Choose ϕ = v−δ, then
(4.47)∫
S2n+1
v−2δdVθ0 ≤
1
Vol(S2n+1, θ0)
(∫
S2n+1
v−δdVθ0
)2
+λ−11
∫
S2n+1
|∇θ0v−δ|2θ0dVθ0 .
It follows from Corollary 4.11 that v(t) satisfies condition (∗) with some ǫ > 0. By
condition (∗), if δ < ǫ, we have∫
S2n+1
v−δdVθ0 =
∫
Ω
v−δdVθ0+
∫
Ωc
v−δdVθ0 ≤ C2+
(∫
Ωc
v−2δdVθ0
) 1
2
(∫
Ωc
dVθ0
) 1
2
.
This and Young’s inequality imply that, for any η > 0, there holds
1
Vol(S2n+1, θ0)
(∫
S2n+1
v−δdVθ0
)2
≤ 1
Vol(S2n+1, θ0)
[
C2 +
(∫
Ωc
v−2δdVθ0
) 1
2
(∫
Ωc
dVθ0
) 1
2
]2
≤ (1 + η
−1)C22
Vol(S2n+1, θ0)
+
(1 + η)|Ωc|
Vol(S2n+1, θ0)
(∫
Ωc
v−2δdVθ0
)
.
(4.48)
Since Vol(Ω, θ0) > 0, then
Vol(Ωc, θ0)
Vol(S2n+1, θ0)
= 1− 2θ where θ = Vol(Ω, θ0)
2Vol(S2n+1, θ0)
> 0.
Thus choosing η sufficiently small such that (1 + η)(1− 2θ) < 1− θ, together with
(4.46), (4.47) and (4.48), we conclude that∫
S2n+1
v−2δdVθ0 ≤ C + (1 − θ)
∫
S2n+1
v−2δdVθ0 +
n2δ2
4λ1(1 + 2δ)
∫
S2n+1
v−2δdVθ0
+ C‖Rh − fφ‖
L
2n+2
2−2nδ (S2n+1,h)
.
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By Lemma 3.2 and taking δ > 0 sufficiently small, we have
(4.49)
∫
S2n+1
v−2δdVθ0 ≤ C.
Now let G(Q, · ) be the Green’s function for −∆θ0 with singularity at Q ∈ S2n+1.
Then from [37], we have
(4.50) G(Q, · ) > 0 and ‖G(Q, · )‖Lp(S2n+1,θ0) ≤ C(p) for all p < 2.
Hence, for γ > 0 sufficiently small so that 2 + γ < 2 +
2
n
, we obtain by (4.26) and
(4.50) that
v−γ(Q) =
1
Vol(S2n+1, θ0)
∫
S2n+1
v−γdVθ0 −
∫
S2n+1
G(Q, · )∆θ0(v−γ)dVθ0
=
1
Vol(S2n+1, θ0)
∫
S2n+1
v−γdVθ0 −
n
2n+ 2
∫
S2n+1
G(Q, · )(
γRhv
2
n−γ − γRθ0v−γ + (2 +
2
n
)γ(1 + γ)v−γ−2|∇θ0v|2θ0
)
dVθ0
≤ 1
Vol(S2n+1, θ0)
∫
S2n+1
v−γdVθ0 +
n
2n+ 2
γRθ0
∫
S2n+1
G(Q, · )v−γdVθ0
− n
2n+ 2
γ
∫
S2n+1
G(Q, · )(Rh − αfφ)v 2n−γdVθ0
≤ 1
Vol(S2n+1, θ0)
∫
S2n+1
v−γdVθ0
+
n
2n+ 2
γRθ0C
(n+ 1
n
)
‖v−γ‖Ln+1(S2n+1,θ0)
+
n
2n+ 2
γC
( 2n+ 2
2n− nγ
)
‖Rh − αfφ‖
L
2n+2
2−nγ (S2n+1,h)
.
Finally, choosing γ =
2δ
n+ 1
with δ < 1 and using (4.49), (4.50) and Lemma 3.2,
we get the desired lower bound v ≥ C3 > 0. 
Lemma 4.13. Suppose that case (i) does not occur in Theorem 4.7. For any
sequence {tk}, let λ1(θ(tk)) be the first non-zero eigenvalue of the sub-Laplacian with
respect to the contact form θ(tk) = u
2
n (tk)θ0. Then there exists a subsequence {tj}
such that λ1(θ(tj)) ≥ β0 > 0 for all j, where β0 is a positive constant independent
of j.
Proof. Since θ(tk) = u
2
n (tk)θ0 is diffeomorphic to the normalized contact form
h(tk) = v
2
n
k θ0, we only need to get the first non-zero eigenvalue estimate for h(tk) =
v
2
n
k θ0. By Lemma 4.3, for any sequence {tk}, we have
(4.51) lim inf
k→∞
(
1
Vol(S2n+1, θ0)
∫
Br(Q)
|Rh(tk)|n+1dVh(tk)
) 1
n+1
≥ n(n+ 1)
2
for any r > 0. Therefore for each k, there exists rk > 0 such that
(4.52)
(
1
Vol(S2n+1, θ0)
∫
Brk (Q)
|Rh(tk)|n+1dVh(tk)
) 1
n+1
=
n(n+ 1)
2
,
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since |Rh(tk)|n+1 is integrable with respect to dVh(tk). It follows from (4.51) and
(4.52) that rk → 0 as k →∞.
Now, up to a rotation, we may assume Q = S = (0, ..., 0,−1), the south pole of
S2n+1. Let Ψ(z, τ) = π−1(z, τ) for (z, τ) ∈ Hn ⊂ Cn × R where π is defined as in
(4.24). Set
wk(z, τ) = | det(dΨ)|
n
2n+2 (vk ◦Ψ) ≥ 0
to obtain a sequence wk : H
n → R which is in Sp2 (Hn) locally and converges to a
function such that
(2 +
2
n
)∆Hnw∞ + α(∞)f(Q)w
n
2n+2∞ = 0.
Here ∆Hn is the sub-Laplacian with respect to the standard contact form θHn =
dτ+i
∑n
j=1(zjdzj−zjdzj) on Hn (see [18]). By the classification theorem of Jerison
and Lee in [29], up to the scaling with α(∞)f(Q) = n(n+ 1)/2,
w∞(z, τ) = λnω ◦Dλ ◦ T(z′,τ ′)(z, τ) and ω(z, τ) =
(
4
τ2 + (1 + |z|2)2
)n
2
,
where Dλ, T(z′,τ ′) : H
n → Hn are respectively the dilation and translation on Hn
defined as in (4.25). Then let us define
ψ = λnΨ ◦Dλ ◦ T(z′,τ ′) ◦ π : S2n+1 \ {S} → S2n+1 \ {S}.
It follows directly from the definition that
h˜(tk) := ψ
∗(h(tk))→ θ0 as k →∞
locally in Sp2 (S
2n+1 \ {S}, θ0) for any p < ∞. Denote by w˜
2
n
k θ0 the contact form
h˜(tk) = ψ
∗(h(tk)). Hence we have
(4.53) w˜k → 1 as k →∞ locally in Sp2 (S2n+1 \ {S}, θ0).
Now for any given 0 < ρ < 1, let ζρ be a cut-off function on H
n defined by
ζρ(z, τ) = log log
1
ρ
− log log |(z, τ)|Hn
for ρ−1/e < |(z, τ)|Hn = 4
√
|z|4 + τ2 < ρ−1; and with ζρ(z) = 0 in Hn \ Bρ−1(0),
ζρ(z) = 1 in Bρ−1/e(0). Then we have∫
S2n+1
|∇θ0(ζρ ◦ π)|2n+2θ0 dVθ0 =
∫
Hn
|∇θHn ζρ|2n+2θHn dVθHn
= C
∫∫
{ρ−1/e< 4
√
|z|4+τ2<ρ−1}
( |z|3
(|z|4 + τ2) log(|z|4 + τ2)
)2n+2
dzdτ
−→ 0 as ρ→ 0.
(4.54)
For any k, let ψk be the first eigenfunction of the sub-Laplacian of h˜(tk) with
nonzero first eigenvalue λ1(h˜(tk)). We normalize the eigenfunction such that
(4.55)
∫
S2n+1
ψkdVh˜(tk) = 0 and
∫
S2n+1
ψ2kdVh˜(tk) = 1.
We claim that there exists a subsequence k such that λ1(h˜(tk)) ≥ n
4
. Assume the
claim does not hold, we would have λ1(h˜(tk)) ≤ n
4
for all sufficiently large k. This
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would imply
(4.56)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) = λ1(h˜(tk)) ≤
n
4
by (4.53). Note that, by Lemma 4.12, w˜k ≥ c0 > 0 for some constant c0 > 0
depending only on C3 and λ. Therefore for each fixed ρ > 0 sufficiently small, by
(4.55) we have∫
S2n+1
(ψkζρ ◦ π)2dVθ0 ≤ c−(2+
2
n )
0
∫
S2n+1
(ψkζρ ◦ π)2w˜2+
2
n
k dVθ0
≤ c−(2+
2
n )
0
∫
S2n+1
ψ2kdVh˜(tk) = c
−(2+ 2n )
0
since (ζρ ◦ π)2 ≤ 1 for all z. We also have∫
S2n+1
|∇θ0(ψkζρ ◦ π)|2dVθ0 ≤ c−20
∫
S2n+1
|∇θ0(ψkζρ ◦ π)|2θ0w˜2kdVθ0
= 2c−20
(∫
S2n+1
|∇θ0ψk|2θ0w˜2k(ζρ ◦ π)2dVθ0 +
∫
S2n+1
|∇θ0(ζρ ◦ π)|2θ0w˜2kψ2kdVθ0
)
.
Observe that the first term in bracket of the right hand side is bounded since
(ζρ ◦ π)2 ≤ 1 and
(4.57)
∫
S2n+1
|∇θ0ψk|2θ0w˜2kdVθ0 =
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) ≤
n
4
.
For the second term, we can apply Ho¨lder’s inequality to get∫
S2n+1
|∇θ0(ζρ ◦ π)|2θ0w˜2kψ2kdVθ0
≤
(∫
S2n+1
|∇θ0(ζρ ◦ π)|2n+2θ0 dVθ0
) 1
n+1
(∫
S2n+1
|w˜kψk|2+ 2n dVθ0
) n
n+1
.
The first factor is bounded thanks to (4.54), while the second factor can be esti-
mated as follows:
Y (S2n+1, θ0)
(∫
S2n+1
|w˜kψk|2+ 2n dVθ0
) n
n+1
= Y (S2n+1, θ0)‖w˜kψk‖2
L2+
2
n (S2n+1,θ0)
= Y (S2n+1, θ0)
(∫
S2n+1
|ψk|2+ 2n dVh˜(tk)
) n
n+1
≤ (2 + 2
n
)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) +
∫
S2n+1
Rh˜(tk)ψ
2
kdVh˜(tk)
= (2 +
2
n
)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) + α(tk)
∫
S2n+1
fψ2kdVh˜(tk)
+
∫
S2n+1
(Rh˜(tk) − α(tk)f)ψ
2
kdVh˜(tk)
≤ (2 + 2
n
)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) + α(tk)
∫
S2n+1
fψ2kdVh˜(tk)
+
(∫
S2n+1
|Rh˜(tk) − α(tk)f |
n+1dVh˜(tk)
) 1
n+1
(∫
S2n+1
|ψk|2+ 2n dVh˜(tk)
) n
n+1
(4.58)
44 PAK TUNG HO
where the first inequality follows from Lemma 2.3 and the last inequality follows
from Ho¨lder’s inequality. When k is sufficiently large,(∫
S2n+1
|Rh˜(tk) − α(tk)f |
n+1dVh˜(tk)
) 1
n+1
≤ Y (S
2n+1, θ0)
2
by Lemma 3.2. Combining this with (4.58), we deduce that
Y (S2n+1, θ0)
2
(∫
S2n+1
|ψk|2+ 2n dVh˜(tk)
) n
n+1
≤ (2 + 2
n
)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) + α(tk)
∫
S2n+1
fψ2kdVh˜(tk)
≤ (2 + 2
n
)
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk) + α2
(
max
S2n+1
f
) ∫
S2n+1
ψ2kdVh˜(tk) ≤ C
by (4.55), (4.57), and Lemma 2.4.
Therefore we have shown that {ψkζρ ◦ π} is a bound sequence in S21(S2n+1, θ0).
Thus there exists a subsequence, still denote by {ψkζρ ◦ π}, and a function ψρ such
that ψkζρ ◦ π → ψρ as k → ∞ weakly in S21(S2n+1, θ0) which is also strongly con-
vergent in Lq(S2n+1, θ0) with q <
n
2n+ 2
. Then {ψρ} is bounded in S21(S2n+1, θ0)
since ‖ψρ‖S21(S2n+1,θ0) ≤ limk→∞ ‖ψkζρ ◦ π‖S21(S2n+1,θ0). Therefore there exists a sub-
sequence {ψρj} and ψ0 ∈ S21(S2n+1, θ0) such that ψρj → ψ0 as j → ∞ weakly in
S21(S
2n+1, θ0).
Now we claim that if we let π = Ψ−1, then there hold
(4.59) lim
ρ→0
lim
k→∞
‖ψkζρ ◦ π − ψk‖L2(S2n+1,h˜(tk)) = 0,
and
(4.60)
lim
j→∞
lim
k→∞
(‖∇h˜(tk)(ψkζρj ◦ π)‖L2(S2n+1,h˜(tk)) − ‖∇h˜(tk)ψk‖L2(S2n+1,h˜(tk))) ≤ 0.
If we assume these, then we have∫
S2n+1
ψ20 dVθ0 = lim
j→∞
∫
S2n+1
ψ2ρjdVθ0 = limj→∞
lim
k→∞
∫
S2n+1
(ψkζρj ◦ π)2dVθ0
= lim
k→∞
∫
S2n+1
ψ2kw˜
2+ 2n
k dVθ0 = 1
where we have used (4.53), (4.55) and (4.59). Similarly, we have∫
S2n+1
ψ0 dVθ0 = lim
j→∞
∫
S2n+1
ψρjdVθ0 = lim
j→∞
lim
k→∞
∫
S2n+1
ψkζρj ◦ π dVθ0
= lim
k→∞
∫
S2n+1
ψkw˜
2+ 2n
k dVθ0 = 0.
Thus ψ0 6≡ 0 and Raleigh’s inequality gives
(4.61) ‖∇θ0ψ0‖L2(S2n+1,θ0) ≥
n
2
.
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Hence, we get the following contradiction:
n
4
≥ lim
k→∞
λ1(h˜(tk)) = lim
k→∞
∫
S2n+1
|∇h˜(tk)ψk|
2
h˜(tk)
dVh˜(tk)
≥ lim
j→∞
lim
k→∞
‖∇h˜(tk)(ψkζρj ◦ π)‖L2(S2n+1,h˜(tk)) = limj→∞ limk→∞ ‖∇θ0(ψkζρj ◦ π)‖L2(S2n+1,θ0)
≥ lim
j→∞
‖∇θ0ψρj‖L2(S2n+1,θ0) ≥ ‖∇θ0ψ0‖L2(S2n+1,θ0) ≥
n
2
,
where the first inequality follows from (4.56), the second inequality follows from
(4.60), the second equality follows from (4.53), and the last inequality follows from
(4.61).
Therefore it remains to show (4.59) and (4.60). By Ho¨lder’s inequality and the
fact that ζρ ◦ π ≤ 1, we have∫
S2n+1
|ψk(ζρ ◦ π − 1)|2dVh˜(tk) ≤
∫
{x∈S2n+1|ζρ◦π<1}
|ψk|2dVh˜(tk)
≤ Vol({x ∈ S2n+1|ζρ ◦ π < 1}, h˜(tk)) 1n+1 (∫
S2n+1
|ψk|2+ 2n dVh˜(tk)
) n
n+1
,
where the first factor can be estimated by (4.53):1
Vol
({x ∈ S2n+1|ζρ ◦ π < 1}, h˜(tk)) = Vol({x ∈ S2n+1|ζρ ◦ π < 1}, w˜(tk) 2n θ0)
k→∞−−−−→ Vol({x ∈ S2n+1|ζρ ◦ π < 1}, θ0)
=
∫
Hn\B
ρ−1/e
(0)
(
4
(1 + |z|2)2 + τ2
)n+1
dVθHn
ρ→0−−−→ 0
and the second factor can be bounded as follows:
(∫
S2n+1
|ψk|2+ 2n dVh˜(tk)
) n
n+1
≤ C
(∫
S2n+1
|ψk|2+ 2n dVθ0
) n
n+1
≤ C‖ψk‖S21(S2n+1,θ0) ≤ C‖ψk‖S21(S2n+1,h˜(tk)) ≤ C
(4.62)
by (4.53), (4.55), (4.56) and Lemma 2.3. This proves (4.59). To prove (4.60), we
apply Ho¨lder’s inequality to get
‖ψk∇h˜(tk)(ζρ ◦ π)‖
2
L2(S2n+1,h˜(tk))
=
∫
S2n+1
|∇h˜(tk)(ζρ ◦ π)|
2
h˜(tk)
ψ2k dVh˜(tk)
≤
(∫
S2n+1
|∇h˜(tk)(ζρ ◦ π)|
2n+2
h˜(tk)
dVh˜(tk)
) 1
n+1
(∫
S2n+1
ψ
2+ 2n
k dVh˜(tk)
) n
n+1
,
(4.63)
1The integral can be estimated as follows:∫
Hn\B
ρ−1
(0)
dzdτ
(τ2 + (1 + |z|2)2)n+1 =
∫
{ 4
√
τ2+|z|4≥ρ−1}
dzdτ
(τ2 + (1 + |z|2)2)n+1
≤ 2
∫
{|z|≥ρ−1}
(∫ ∞
√
ρ−4−|z|4
dτ
1 + τ2
)
dz
(1 + |z|2)2n = 2
∫
{|z|≥ρ−1}
[
tan−1(τ)
]∞
0
dz
(1 + |z|2)2n
≤ pi
∫
{|z|≥ρ−1}
dz
(1 + |z|2)2n = C
∫ ∞
ρ−1
r2n−1dr
(1 + r2)2n
≤ C
∫ ∞
ρ−1
dr
r2n+1
= O(ρ2n).
46 PAK TUNG HO
where the first factor can be estimated as follows:∫
S2n+1
|∇h˜(tk)(ζρ ◦ π)|
2n+2
h˜(tk)
dVh˜(tk) =
∫
S2n+1
|∇θ0(ζρ ◦ π)|2n+2θ0 dVθ0
ρ→0−−−→ 0(4.64)
by (4.54), and the second factor is bounded by (4.62). Hence, as ρ→ 0, we have
‖∇h˜(tk)(ψkζρ ◦ π)‖L2(S2n+1,h˜(tk))
≤ ‖(ζρ ◦ π)∇h˜(tk)ψk‖L2(S2n+1,h˜(tk)) + ‖ψk∇h˜(tk)(ζρ ◦ π)‖L2(S2n+1,h˜(tk))
≤ ‖∇h˜(tk)ψk‖L2(S2n+1,h˜(tk)) + o(1),
by (4.58), (4.64) and the fact that ζρ ◦ π ≤ 1. This proves (4.60). 
Next we have the following estimate, which is used to control the upper bound
of the normalized conformal factor v.
Lemma 4.14. On (S2n+1, θ0), if h = v
2
n θ0 with v > 0 is a contact form satisfying
(i)
∫
S2n+1
v2+
2
n dVθ0 =
∫
S2n+1
u
2+ 2n
0 dVθ0 = Vol(S
2n+1, θ0),
(ii)
∫
S2n+1
|Rh|pv2+ 2n dVθ0 ≤ apVol(S2n+1, θ0) for some p > n+ 1,
(iii) 0 < Λ ≤ λ1(h), where λ1(h) is the first nonzero eigenvalue of the sub-Laplacian
−∆h, where ap,Λ are positive constants and
(iv) assuming in addition the condition: There exists some positive constants σ0, l0
such that
(4.65)
∫
{x∈S2n+1|v(x)≥σ0}
dVθ0 ≥ l0.
Then there exists ǫ0 > 0 and a constant C0 depending only on n, p, ap,Λ, σ0, l0 with∫
S2n+1
v2+
2
n+ǫ0dVθ0 ≤ C0.
Proof. Since
−(2 + 2
n
)∆θ0v +Rθ0v = Rhv
1+ 2n on S2n+1,
we multiply it by vβ for some β > 0 and integrate it to get
(2 +
2
n
)β
∫
S2n+1
vβ−1|∇θ0v|2θ0dVθ0 +Rθ0
∫
S2n+1
vβ+1dVθ0 =
∫
S2n+1
Rhv
1+ 2n+βdVθ0 .
Set w = v
1+β
2 , then
(4.66)
(2+
2
n
)
∫
S2n+1
|∇θ0w|2θ0dVθ0 = −
(β + 1)2
4β
Rθ0
∫
S2n+1
w2dVθ0+
(β + 1)2
4β
∫
S2n+1
Rhv
2
nw2dVθ0 .
By Lemma 2.3, we have
n(n+ 1)
2
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
≤
∫
S2n+1
(
(2 +
2
n
)|∇θ0w|2θ0 +Rθ0w2
)
dVθ0
=
(
1− (β + 1)
2
4β
)
Rθ0
∫
S2n+1
w2dVθ0 +
(β + 1)2
4β
∫
S2n+1
Rhv
2
nw2dVθ0
(4.67)
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where we have used (4.66). For a sufficiently large number b > 0, we get
(4.68) bp
∫
{|Rh|>b}
v2+
2
n dVθ0 ≤
∫
S2n+1
|Rh|pv2+ 2n dVθ0 ≤ apVol(S2n+1, θ0)
by assumption (ii). By Ho¨lder’s inequality, we have
∫
{|Rh|>b}
|Rh|pv 2nw2dVθ0
≤
(∫
S2n+1
|Rh|pv2+ 2n dVθ0
) 1
p
(∫
{|Rh|>b}
v2+
2
n dVθ0
) 1
n+1− 1p (∫
S2n+1
w2+
2
n dVθ0
) n
n+1
≤ a
1
p
p
(ap
bp
) 1
n+1− 1p
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
(4.69)
where we have used (4.68) and the assumption (ii).
On the other hand, for any ψ ∈ S21(S2n+1, h), Raleigh’s inequality gives∫
S2n+1
ψ2 dVh ≤ 1
Vol(S2n+1, θ0)
(∫
S2n+1
ψ dVh
)2
+ λ1(h)
−1
∫
S2n+1
|∇hψ|2hdVh.
Now let ψ = vǫ with 0 < ǫ < 1, then
(4.70)∫
S2n+1
v2+
2
n+2ǫdVθ0 ≤
1
Vol(S2n+1, θ0)
(∫
S2n+1
v2+
2
n+ǫdVθ0
)2
+Λ−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0
by assumption (iii). Notice that condition (4.65) implies that there exist σ0 > 0
and l0 > 0 such that
(4.71)
∫
Eσ0
dVθ0 ≥ l0 i.e. Vol(Eσ0 , θ0) ≥ l0,
where Eσ0 = {x ∈ S2n+1|v(x) ≥ σ0}. Observe that∫
S2n+1
v2+
2
n+ǫdVθ0 =
∫
Eσ0
v2+
2
n+ǫdVθ0 +
∫
Ecσ0
v2+
2
n+ǫdVθ0
=
∫
Eσ0
(v2+
2
n − σ2+
2
n
0 )v
ǫdVθ0 + σ
2+ 2n
0
∫
Eσ0
vǫdVθ0 +
∫
Ecσ0
v2+
2
n+ǫdVθ0
≤
(∫
Eσ0
(v2+
2
n − σ2+
2
n
0 )v
2ǫdVθ0
) 1
2
(∫
Eσ0
(v2+
2
n − σ2+
2
n
0 )dVθ0
) 1
2
+ σ
2+ 2n
0
(∫
Eσ0
v2+
2
n dVθ0
) nǫ
2n+2
Vol(S2n+1, θ0)
1− nǫ2n+2 + σ2+
2
n+ǫ
0
∫
Ecσ0
dVθ0
≤
(∫
Eσ0
v2+
2
n+2ǫdVθ0
) 1
2
(∫
Eσ0
(v2+
2
n − σ2+
2
n
0 )dVθ0
) 1
2
+ C(σ0)
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where we have used assumption (i). This together with Young’s inequality implies
that for any 0 < η < 1
(∫
S2n+1
v2+
2
n+ǫdVθ0
)2
≤ (1 + η)
(∫
Eσ0
v2+
2
n+2ǫdVθ0
)(∫
Eσ0
(v2+
2
n − σ2+
2
n
0 )dVθ0
)
+ (1 + η−1)C(σ0)2
≤ (1 + η)
(∫
Eσ0
v2+
2
n+2ǫdVθ0
)(
Vol(S2n+1, θ0)− σ2+
2
n
0 Vol(Eσ0 , θ0)
)
+ (1 + η−1)C(σ0)2
(4.72)
by assumption (i). By choosing σ0 small enough, we can assume σ
2+ 2n
0 Vol(Eσ0 , θ0) <
Vol(S2n+1, θ0). Since σ
2+ 2n
0 Vol(Eσ0 , θ0) ≥ σ
2+ 2n
0 l0 > 0, then we may choose suffi-
ciently small η > 0 such that
(4.73) (1 + η)
(
Vol(S2n+1, θ0)− σ2+
2
n
0 l0
)
≤ (1− δ)Vol(S2n+1, θ0)
for some positive constant δ = δ(σ0, l0). Then∫
S2n+1
v2+
2
n+2ǫdVθ0 ≤
1
Vol(S2n+1, θ0)
(∫
S2n+1
v2+
2
n+ǫdVθ0
)2
+ Λ−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0
≤
(1 + η)
(
Vol(S2n+1, θ0)− σ2+
2
n
0 Vol(Eσ0 , θ0)
)
Vol(S2n+1, θ0)
∫
S2n+1
v2+
2
n+2ǫdVθ0
+
(1 + η−1)C(σ0)2
Vol(S2n+1, θ0)
+ Λ−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0
≤ (1− δ)
∫
S2n+1
v2+
2
n+2ǫdVθ0 +
(1 + η−1)C(σ0)2
Vol(S2n+1, θ0)
+ Λ−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0
where we have used (4.70) in the first inequality, (4.72) in the second inequality,
and (4.73) in the last inequality. This implies that
(4.74) δ
∫
S2n+1
v2+
2
n+2ǫdVθ0 ≤ C(σ0, l0) + Λ−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0 .
Choose β = 1 + 2ǫ, then w = v
1+β
2 = v1+ǫ. Then by (4.74)
∫
S2n+1
v2+
2
n+2ǫdVθ0 ≤ Cδ−1 + (δΛ)−1
∫
S2n+1
v2|∇θ0vǫ|2θ0dVθ0
= Cδ−1 + (δΛ)−1
ǫ2
(1 + ǫ)2
∫
S2n+1
|∇θ0w|2θ0dVθ0
≤ Cδ−1 + (δΛ)−1(2 + 2
n
)−1
ǫ2
1 + 2ǫ
∫
S2n+1
Rhv
2
nw2dVθ0
(4.75)
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where the last inequality follows from (4.66) with β = 1 + 2ǫ. If we set I =∫
S2n+1
Rhv
2
nw2dVθ0 , then
I =
∫
{|Rh|>b}
|Rh|v 2nw2dVθ0 +
∫
{|Rh|≤b}
|Rh|v 2nw2dVθ0
≤ a
1
p
p
(ap
bp
) 1
n+1− 1p
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
+ b
∫
S2n+1
v
2
nw2dVθ0
≤ a
1
p
p
(ap
bp
) 1
n+1− 1p
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
+ bCδ−1 + b(δΛ)−1(2 +
2
n
)−1
ǫ2
1 + 2ǫ
I
where the first inequality follows from (4.69), and the last inequality follows from
(4.75). This implies that[
1− b(δΛ)−1(2 + 2
n
)−1
ǫ2
1 + 2ǫ
]
I
≤ a
1
p
p
(ap
bp
) 1
n+1− 1p
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
+ bCδ−1.
First, choose b large enough such that
a
1
p
p
(ap
bp
) 1
n+1− 1p
<
n(n+ 1)
16
.
Next, choose ǫ > 0 small enough such that
1− b(δΛ)−1(2 + 2
n
)−1
ǫ2
1 + 2ǫ
≥ 1
2
.
Thus
(4.76) I ≤ n(n+ 1)
8
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
+ C.
Now by our choice of β = 1 + 2ǫ with ǫ < 1, we conclude that
(1 + β)2
4β
≤ 2. This
together with (4.67) and (4.76) implies that
n(n+ 1)
2
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
≤ C
∫
S2n+1
w2dVθ0 + 2I
≤ C
∫
S2n+1
w2dVθ0 +
n(n+ 1)
4
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
+ C,
which gives
(4.77)
n(n+ 1)
4
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
≤ C
∫
S2n+1
w2dVθ0 + C.
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On the other hand, if ǫ ≤ 1n , then∫
S2n+1
w2dVθ0 =
∫
S2n+1
v2+2ǫdVθ0
≤
(∫
S2n+1
v2+
2
n dVθ0
)n(1+ǫ)
1+n
Vol(S2n+1, θ0)
1−n(1+ǫ)1+n ≤ C
(4.78)
by Ho¨lder’s inequality and assumption (i). It follows from (4.77) and (4.78) that(∫
S2n+1
v2+
2
n+ǫ0dVθ0
) n
n+1
=
(∫
S2n+1
w2+
2
n dVθ0
) n
n+1
≤ C
where ǫ0 = (2 +
2
n
)ǫ > 0. This proves the assertion. 
Lemma 4.15. Let {θk = θ(tk)} be any sequence for the flow with initial data
u0 ∈ C∞f . If f cannot be realized as a Wester scalar curvature in its conformal
class, then there exists a subsequence {tj} such that
v(tj)→ 1 in C1,λP (S2n+1)
for some λ ∈ (0, 1). Here C1,λP (S2n+1) is the parabolic Ho¨rmander Ho¨lder spaces
defined as in (2.26).
Proof. For simplicity, set φk = φ(tk) to be the CR diffeomorphism such that the
normalized contact form hk is given by hk = h(tk) = φ
∗
k
(
θ(tk)
)
= v(tk)
2
n θ0. By
Lemma 2.4 and Lemma 3.2, we have
‖Rhk‖Lp(S2n+1,hk) ≤ ‖α(tk)f ◦ φk −Rhk‖Lp(S2n+1,hk) + ‖α(tk)f ◦ φk‖Lp(S2n+1,hk)
= ‖α(tk)f −Rθk‖Lp(S2n+1,θk) + ‖α(tk)f‖Lp(S2n+1,θk) ≤ C
(4.79)
for any p ≥ 1. Note that condition (i) in Lemma 4.14 is satisfied because of
(4.34) and Proposition 2.1, condition (ii) is fulfilled by (4.79), and condition (iii) is
satisfied thanks to Lemma 4.13. Finally by Lemma 4.12, if we choose σ0 = C3 and
l0 = Vol(S
2n+1, θ0), condition (iv) in Lemma 4.14 is fulfilled. Hence, we can apply
Lemma 4.14 to v(tk) to show that there exists ǫ0 > 0 and C0 > 0 such that
(4.80)
∫
S2n+1
v(tk)
2+ 2n+ǫ0dVθ0 ≤ C0.
For simplicity, set v(tk) = vk. Starting with q0 = 2+
2
n
+ǫ0, p0 =
q0
1
2n+2q0 +
n+1
n
>
2n+ 2
n+ 2
, r0 =
q0 − (2 + 2n )
(1 + 2n )p0 − (2 + 2n )
> 1, we have∫
S2n+1
|Rhkv1+
2
n
k |p0dVθ0 =
∫
S2n+1
|Rhk |p0v(1+
2
n )p0
k dVθ0
≤
(∫
S2n+1
|Rhk |
p0r0
r0−1 v
2+ 2n
k dVθ0
) r0−1
r0
(∫
S2n+1
vq0k dVθ0
) 1
r0 ≤ C
by Ho¨lder’s inequality, (4.79) and (4.80). Hence,
(4.81) (2 +
2
n
)∆θ0v = Rθ0v −Rhv1+
2
n ∈ Lp0(S2n+1, θ0).
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Hence, vk ∈ Sp02 (S2n+1, θ0) by Theorem 3.16 in [18] (see also [20]). By Folland-Stein
embedding theorem (see [20] or Theorem 3.13 in [18]), we obtain
vk ∈ Sp02 (S2n+1, θ0) →֒ L
p0(n+1)
n+1−p0 (S2n+1, θ0) = L
q1(S2n+1, θ0)
with q1 =
p0(n+ 1)
n+ 1− p0 . Then we set p1 =
q1
1
2n+2q1 +
n+1
n
, r1 =
q1 − (2 + 2n )
(1 + 2n )p1 − (2 + 2n )
.
In general, if we know ql−1, pl−1, rl−1, we can define inductively
ql =
pl−1(n+ 1)
n+ 1− pl−1 =
2n(n+ 1)ql−1
2(n+ 1)2 − nql−1 , pl =
ql
1
2n+2ql +
n+1
n
,
rl =
ql − (2 + 2n )
(1 + 2n )pl − (2 + 2n )
> 1,
(4.82)
where l ∈ Z+. Note that if 2 + 2
n
< ql <
2(n+ 1)2
n
, then by (4.82)
ql+1 − ql =
(
ql − (2 + 2n )
2(n+1)2
n − ql
)
ql ≥
(
ǫ0
n(2 + 2n )− ǫ0
)
ql
since ql ≥ q0 ≥ 2 + 2
n
+ ǫ0. Thus there exists l0 ∈ N with ql0 >
2(n+ 1)2
n
and
q0 < q1 < · · · < ql0−1 <
2(n+ 1)2
n
< ql0 such that
pl0 =
ql0
1
2n+2ql0 +
n+1
n
> n+ 1.
Therefore by using the similar argument to get (4.81), we can prove that
(2 +
2
n
)∆θ0v = Rθ0v −Rhv1+
2
n ∈ Lpl0 (S2n+1, θ0).
Hence, by using Theorem 3.17 in [18] (see also [20]), we can conclude that
‖vk‖CσP (S2n+1) ≤ C with σ = 2−
2n+ 2
pl0
,
Consequently, from (4.81) of vj and Lemma 3.2, we conclude that
vj → v∞ in C1,λP (S2n+1), for any λ ∈ (0, 1), as j →∞.
Recall now that P̂ (tk) is the center of mass of the contact form θk = θ(tk), and by
the remark right after Lemma 4.3, (4.27) holds and hence P̂ (tk)→ Q as k →∞ if
the sequence is not bounded in Sp2 (S
2n+1, θ0) for any p > n+1. For the normalized
conformal CR diffeomorphisms φk = φ(tk) = φp(tk),r(tk) where p(tk) ∈ Hn and
r(tk) > 0, if there exists a subsequence {tj} such that rj = r(tj) → r0 < ∞, then
φj → φQ,r0 as j → ∞. Since vj is bounded from above and below by positive
constants, and so is det(dφ(tj)) → det(dφQ,r0), we conclude that {uj = u(tj)} is
uniformly bounded from above and below by positive constants. Hence, there exists
a convergent subsequence with u∞ as limit. Then by assumption Rθ(tk) → R∞ in
Lp(S2n+1, θ0) with p > n + 1 and on the other hand Rθ(tk) − α(tk)f → 0 in
Lp(S2n+1, θ0) with p > n + 1, hence up to a subsequence R∞ = cf . Thus the
Webster scalar curvature of the contact form u
2
n∞θ0 is equal to f up to a constant,
which contradicts our assumption that f cannot be realized as the Webster scalar
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curvature in the conformal class. Therefore r(tk) → ∞ as k → ∞. Furthermore,
there holds
φp(tk),r(tk) → φQ,∞ ≡ Q uniformly for x ∈ S2n+1 \Bδ(Q)
with any sufficiently small δ > 0.
(4.83)
Thus, from (4.27), (4.83) and our assumption on R∞, letting k →∞, we see that
‖Rhk −R∞(Q)‖Lp(S2n+1,hk)
≤ ‖Rθk ◦ φk −R∞ ◦ φk‖Lp(S2n+1,hk) + ‖R∞ ◦ φk −R∞(Q)‖Lp(S2n+1,hk)
= ‖Rθk −R∞‖Lp(S2n+1,θk) + ‖R∞ −R∞(Q)‖Lp(S2n+1,θk) → 0,
for any p > n+ 1. Hence, we have shown that v∞ weakly solves
−(2 + 2
n
)∆θ0v∞ +Rθ0v∞ = R∞(Q)v
1+ 2n∞ on S2n+1.
Since vk satisfies normalization (4.22) and Vol(S
2n+1, hk) =
∫
S2n+1
u
2+ 2n
0 dVθ0 =
Vol(S2n+1, θ0), v∞ must be constant (see the proof of Theorem 3.1 in [21] or see
[29]).. Therefore, we asset that v∞ ≡ 1, which indicates (4.28). This proves Lemma
4.15 
Lemma 4.16. Let f : S2n+1 → R be a smooth positive non-degenerate Morse
function satisfying the simple bubble condition (sbc):
maxS2n+1 f
minS2n+1 f
< 2
1
n .
Suppose that f cannot be realized as the the Webster scalar curvature of any contact
form conformal to θ0. Let u(t) be a smooth solution of (2.5) with initial data
u0 ∈ C∞f . Then there exists a family of CR diffeomorphism φ(t) on S2n+1 with the
normalized contact form h(t) = v(t)
2
n θ0 = φ(t)
∗(θ(t)) such that as t→∞
v(t)→ 1, h(t)→ θ0 in C1,γP (S2n+1)
for any γ ∈ (0, 1), and φ(t) − P̂ (t)→ 0 in L2(S2n+1, θ0). Moreover, as t→∞, we
have
‖f ◦ φ(t) − f(P̂ (t))‖L2(S2n+1,θ0) → 0 and α(t)f(P̂ (t))→ Rθ0 .
Here P̂ (t) is defined as in (4.21).
Proof. We prove it by contradiction. Suppose, for a fixed γ ∈ (0, 1), there exists a
sequence tl →∞ such that
(4.84) lim
l→∞
(
‖v(tl)− 1‖C1,γ(S2n+1) + ‖φ(tl)− P̂ (tl)‖L2(S2n+1,θ0)
)
> 0.
Since Lemma 4.15 implies that
(4.85) lim
l→∞
‖v(tl)− 1‖C1,γ(S2n+1) = 0,
by (4.84)
lim
l→∞
‖φ(tl)− P̂ (tl)‖2L2(S2n+1,θ0) ≡ C0Vol(S2n+1, θ0)
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for some constant C0 > 0. Observe that |φ(t) − P̂ (t)|2 = 2(1 − 〈φ(t), P̂ (t)〉). Thus
we have
C0Vol(S
2n+1, θ0) = lim
l→∞
‖φ(tl)− P̂ (tl)‖2L2(S2n+1,θ0)
= lim
l→∞
∫
S2n+1
2|1− 〈φ(tl), P̂ (t)〉|dVθ0
= lim
l→∞
∫
S2n+1
2|1− 〈φ(tl), P̂ (t)〉|dVhl
+ lim
l→∞
∫
S2n+1
2|1− 〈φ(tl), P̂ (t)〉|(dVθ0 − dVhl).
(4.86)
Clearly, the second limit is zero as it can be seen from (4.85). On the other hand,
we have
∫
S2n+1
2|1− 〈φ(tl), P̂ (t)〉|dVhl = 2
(
Vol(S2n+1, hl)−
〈∫
S2n+1
φ(tl)dVhl , P̂ (t)
〉)
= 2
(
Vol(S2n+1, θ0)−
〈∫
S2n+1
xu(tl)
2+ 2n dVθ0 , P̂ (t)
〉)
= 2Vol(S2n+1, θ0)(1− ‖P (tl)‖2).
(4.87)
Combining (4.86) and (4.87), we obtain that
1− ‖P (tl)‖2 ≥ C0
2
> 0
for l sufficiently large.
Since ‖P (tl)‖2 ≤ 1−C0
2
< 1, there exists a subsequence, still denote as {tl}, such
that P (tl) → P0 as l → ∞ with ‖P0‖ < 1. Then φ(tl) → φ P0
‖P0‖
,r0
as l → ∞ with
r0 being finite. Hence, we can conclude as in the proof of Lemma 4.15 that u(tl)
is uniformly bounded from above and below by positive constants. Then it implies
that {ul} has a convergent subsequence, and its limit u∞ is strictly positive and
smooth such that u
2
n∞θ0 has Webster scalar curvature equal to f , which contradicts
the assumption that f cannot be realized as the Webster scalar curvature in the
conformal class.
Moreover, since v → 1 in C1,γ(S2n+1), we have∫
S2n+1
RhdVh =
∫
S2n+1
(
(2 +
2
n
)|∇θ0v|2θ0 +Rθ0v2
)
dVθ0 → Rθ0Vol(S2n+1, θ0)
as t→∞. Thus, we have
lim
t→∞
(
Rθ0 − α(t)f(P̂ (t))
)
·Vol(S2n+1, θ0) = lim
t→∞
(∫
S2n+1
RhdVh − α(t)f(P̂ (t)) · Vol(S2n+1, θ0)
)
= lim
t→∞
α(t)
∫
S2n+1
(
f ◦ φ(t) − f(P̂ (t))
)
dVh = 0.
Thus the proof of Lemma 4.16 is complete. 
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5. Spectral decomposition
As before, we denote
Fp(t) =
∫
S2n+1
|Rθ − αf |pdVθ and Gp(t) =
∫
S2n+1
|∇θ(Rθ − αf)|pθdVθ
for p ≥ 1.
5.1. Upper bound of change rate of F2(t).
Lemma 5.1. With error o(1)→ 0 as t→∞, there holds
d
dt
F2(t) ≤ (n+ 1 + o(1))(nF2(t)− 2G2(t)) + o(1)F2(t).
Proof. By (3.2), we have
d
dt
(
1
2
∫
S2n+1
(αf −Rθ)2dVθ
)
+
1
n+ 1
(
α′
α
)2
E(u)
=
n
n+ 1
α′
α
∫
S2n+1
(αf −Rθ)RθdVθ +
∫
S2n+1
(αf −Rθ)2RθdVθ
− (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ +
n+ 1
2
∫
S2n+1
(αf −Rθ)3dVθ
=
n
n+ 1
α′
α
∫
S2n+1
αf(αf −Rθ)dVθ − n
n+ 1
α′
α
∫
S2n+1
(αf −Rθ)2dVθ
+
∫
S2n+1
αf(αf −Rθ)2dVθ + n− 1
2
∫
S2n+1
(αf −Rθ)3dVθ − (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ
=
n
(n+ 1)E(u)
[
−n
∫
S2n+1
(αf −Rθ)2dVθ −
∫
S2n+1
αf(αf −Rθ)dVθ
] ∫
S2n+1
αf(αf −Rθ)dVθ
− n
n+ 1
α′
α
∫
S2n+1
(αf −Rθ)2dVθ +
∫
S2n+1
αf(αf −Rθ)2dVθ
+
n− 1
2
∫
S2n+1
(αf −Rθ)3dVθ − (n+ 1)
∫
S2n+1
|∇θ(αf −Rθ)|2θdVθ
(5.1)
where the last equality follows from (2.17). Note that the first term on the right
hand side of (5.1) is less than or equals to
− n
2
(n+ 1)E(u)
(∫
S2n+1
(αf −Rθ)2dVθ
)(∫
S2n+1
αf(αf −Rθ)dVθ
)
≤ n
2
(n+ 1)Rθ0Vol(S
2n+1, θ0)
F2(t)
(
α2
(
max
S2n+1
f
)
F2(t)
1
2Vol(S2n+1, θ0)
1
2
)
= o(1)F2(t)
by (2.14), Ho¨lder’s inequality, Proposition 2.1, Lemma 2.4, and Lemma 3.2. For
the second term on the right hand side of (5.1), we can combine it with the second
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term on the left hand side to get
1
n+ 1
(
α′
α
)2
E(u) +
n
n+ 1
α′
α
∫
S2n+1
(αf −Rθ)2dVθ
=
1
n+ 1
[
α′
α
√
E(u) +
n
∫
S2n+1(αf −Rθ)2dVθ
2
√
E(u)
]2
− n
2
4(n+ 1)E(u)
(∫
S2n+1
(αf −Rθ)2dVθ
)2
≥ − n
2
4(n+ 1)Rθ0Vol(S
2n+1, θ0)
(∫
S2n+1
(αf −Rθ)2dVθ
)2
by (2.14) and Proposition 2.1. Note also that(∫
S2n+1
(αf −Rθ)2dVθ
)2
≤ Vol(S2n+1, θ0) 23
(∫
S2n+1
|αf −Rθ|3dVθ
) 4
3
= C
∫
S2n+1
|αf −Rθ|3dVθ
by Ho¨lder’s inequality, Proposition 2.1 and Lemma 3.2. Combining all these, we
can deduce from (5.1) that
(5.2)
1
2
d
dt
F2(t) ≤
∫
S2n+1
αf(αf−Rθ)2dVθ−(n+1)G2(t)+C
∫
S2n+1
|αf−Rθ|3dVθ+o(1)F2(t).
Observe that
∫
S2n+1
|αf −Rθ|3dVθ
≤
(∫
S2n+1
|αf −Rθ|n+1dVθ
) 1
n+1
(∫
S2n+1
|αf −Rθ|2+ 2n dVθ
) n
n+1
≤ Fn+1(t) 1n+1 · 1
Y (S2n+1, θ0)
(∫
S2n+1
(2 +
2
n
)|∇θ(αf −Rθ)|2θ +Rθ|αf −Rθ|2dVθ
)
= o(1)
(∫
S2n+1
|∇θ(αf −Rθ)|2θ + |αf −Rθ|2 + |αf −Rθ|3dVθ
)
(5.3)
by Ho¨lder’s inequality, Lemma 2.3, 2.4, and 3.2, which implies that
(5.4)
∫
S2n+1
|αf −Rθ|3dVθ ≤ o(1)(G2(t) + F2(t)).
Finally, we rewrite the first term in (5.2) as
∫
S2n+1
αf(αf −Rθ)2dVθ =
∫
S2n+1
α(fφ − f(P̂ (t))(αfφ −Rh)2dVh
+
(
αf(P̂ (t))− n(n+ 1)
2
) ∫
S2n+1
(αfφ −Rh)2dVh
+
n(n+ 1)
2
∫
S2n+1
(αfφ −Rh)2dVh.
(5.5)
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By Lemma 4.16, αf(P̂ (t))→ Rθ0 =
n(n+ 1)
2
as t→∞, we obtain that
(5.6)
(
αf(P̂ (t))− n(n+ 1)
2
) ∫
S2n+1
(αfφ −Rh)2dVh = o(1)F2(t).
To get control of the first term on the right hand side of (5.5), first we notice that∫
S2n+1
|fφ − f(P̂ (t))|n+1dVh ≤ C
∫
S2n+1
|fφ − f(P̂ (t))|n+1dVθ0 = o(1)
by Lemma 4.16. Hence, by (5.3), Ho¨lder’s inequality, Lemma 2.3 and 2.4, we have∣∣∣∣∫
S2n+1
α(fφ − f(P̂ (t))(αfφ −Rh)2dVh
∣∣∣∣
≤ α2
(∫
S2n+1
|fφ − f(P̂ (t))|n+1dVh
) 1
n+1
(∫
S2n+1
|αfφ −Rh|2+ 2n dVh
) n
n+1
≤ o(1)
(∫
S2n+1
(2 +
2
n
)|∇θ(αf −Rθ)|2θ +Rθ|αf −Rθ|2dVθ
)
≤ o(1)(G2(t) + F2(t)).
(5.7)
Substituting (5.3)-(5.7) into (5.2), we deduce
1
2
d
dt
F2(t) ≤ n(n+ 1)
2
F2(t)− (n+ 1)G2(t) + o(1)(G2(t) + F2(t)),
as required. 
5.2. The spectral decomposition. Let {ϕi} be an L2(S2n+1, θ0)-orthonormal
basis of eigenfunctions of −∆θ0 , satisfying −∆θ0ϕi = λiϕi with eigenvalues 0 =
λ0 < λ1 = · · · = λ2n+2 = n
2
< λ2n+3 ≤ · · · . Now in terms of the orthonormal basis
{ϕθi }, {ϕhi } of the eigenfunctions of −∆θ, −∆h with the corresponding eigenvalues
λθi , λ
h
i respectively, we expand
(5.8) αf −Rθ =
∞∑
i=0
βiθϕ
θ
i and αfφ −Rh =
∞∑
i=0
βihϕ
h
i ,
with coefficients
(5.9) βih =
∫
S2n+1
(αfφ −Rh)ϕhi dVh =
∫
S2n+1
(αf −Rθ)ϕθi dVθ = βiθ
for all i ∈ N. First notice that we always have
(5.10) β0θ = 0
in view of (2.4). It is well known that ϕhi = ϕ
θ
i ◦φ, which implies (5.9) and λθi = λhi
for all i ∈ N.
Lemma 5.2. As t → ∞, we have λθi = λhi → λi and we can choose ϕi such that
ϕhi → ϕi in L2(S2n+1, θ0) for all i ∈ N.
Proof. First, for i = 0, for any time t, the eigenvalue λh0 = λ0 = 0 and ϕ
h
0 =
ϕ0 = 1. Thus the statement is true for i = 0. Now assume that the statement
is true for all i ≤ k for a fixed integer k ≥ 0. We should show that it is true
for i = k + 1 for a suitable choice of ϕk+1. As starting point, we show that
λhk+1 → λk+1. The argument in the proof of Lemma 4.13 shows that lim inft→∞ λ
h
k+1 ≥
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λk+1. Hence we only need to show that lim sup
t→∞
λhk+1 ≤ λk+1. To do this, we
pick ϕk+1 the eigenfunction for −∆θ0 which is perpendicular to all ϕj for 0 ≤
j ≤ k with the smaller eigenvalue. Since by assumption ϕhj → ϕj as t → ∞ and∫
S2n+1
ϕk+1ϕj dVθ0 = 0 for all 0 ≤ j ≤ k, we conclude that
(5.11)
∫
S2n+1
ϕk+1ϕ
h
j dVθ0 = o(1) as t→∞.
Now consider the test function
(5.12) Ψh = ϕk+1 −
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)
ϕhj .
Since {ϕhi }i∈N are orthonormal, one has
∫
S2n+1
Ψhϕhl dVh =
∫
S2n+1
ϕk+1ϕ
h
l dVh −
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)∫
S2n+1
ϕhjϕ
h
l dVh
=
∫
S2n+1
ϕk+1ϕ
h
l dVh −
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)
δjl = 0 for all 0 ≤ l ≤ k.
(5.13)
Thus by characterization of the (k + 1)-th eigenvalue, one obtains
(5.14) λhk+1 ≤
∫
S2n+1 |∇hΨh|2hdVh∫
S2n+1
(Ψh)2dVh
.
Note that∫
S2n+1
(Ψh)2dVh =
∫
S2n+1
Ψhϕk+1 dVh −
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)∫
S2n+1
Ψhϕhj dVh
=
∫
S2n+1
Ψhϕk+1 dVh
=
∫
S2n+1
ϕ2k+1 dVh −
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)2
= 1+ o(1) as t→∞,
where the second equality follows from (5.13), and the last equality follows from
(4.28) and (5.11). Note also that∫
S2n+1
|∇hΨh|2hdVh =
∫
S2n+1
|∇hϕk+1|2hdVh − 2
k∑
j=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)∫
S2n+1
〈∇hϕk+1,∇hϕhj 〉hdVh
+
k∑
j,l=0
(∫
S2n+1
ϕk+1ϕ
h
j dVh
)(∫
S2n+1
ϕk+1ϕ
h
l dVh
)∫
S2n+1
〈∇hϕhj ,∇hϕhl 〉hdVh
= λk+1 + o(1) as t→∞,
where we have used (4.28) and (5.11). Now if we set ϕhk+1 = Ψ
h
/(∫
S2n+1
(Ψh)2dVh
) 1
2
,
then the required estimate follows easily from (5.14) and these two estimates.
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Since {ϕhk+1} is a bounded sequence in S22(S2n+1, θ0), there exists a subsequence
of time tl such that {ϕhk+1(tl)} weakly converges to ϕ0k+1. Hence it will converge
to ϕ0k+1 strongly in S
2
1(S
2n+1, θ0). In particular, we have∫
S2n+1
(ϕ0k+1)
2dVθ0 = 1 and
∫
S2n+1
|∇θ0ϕ0k+1|2θ0dVθ0 = λk+1.
Then lim
k→∞
∫
S2n+1
|∇θ0ϕhk+1|2θ0dVθ0 = λk+1, and ϕ0k+1 is in the eigenfunction of the
eigenvalue λk+1 and is orthogonal to all eigenfunctions ϕj with 0 ≤ j ≤ k. Redefine
ϕk+1 to be ϕ
0
k+1 to finish the induction argument. 
5.3. Convergence of CR Yamabe flow. Now we consider the case when f is a
positive constant function, i.e. f ≡ c for some positive constant c > 0. Then by
(2.4), we have
αf =
α
∫
S2n+1
fdVθ∫
S2n+1
dVθ
=
∫
S2n+1
RθdVθ∫
S2n+1
dVθ
= Rθ
where Rθ is the average of the Webster scalar curvature Rθ of θ. Therefore, the
Webster scalar curvature flow in (2.3) reduced to the CR Yamabe flow
∂
∂t
θ = −(Rθ −Rθ)θ, θ
∣∣
t=0
= u
2
n
0 θ0.
Our aim is to prove the following result, which recovers the result of the author in
[28]:
Theorem 5.3. Suppose that u0 satisfies (2.2) and f is a positive constant function.
Then the flow (2.3) converges to a contact form θ∞ = u
2
n∞θ0 of constant Webster
scalar curvature.
Proof. First we show the exponential decay of F2. We define
b = (b1, · · · , b2n+2) =
∫
S2n+1
(x, x)(Rh −Rh)dVh
where x = (x1, ..., xn+1) ∈ S2n+1 ⊂ Cn+1 and x = (x1, ..., xn+1). That is,
(5.15)
bi =
∫
S2n+1
xi(Rh−Rh)dVh and bn+1+i =
∫
S2n+1
xi(Rh−Rh)dVh for 1 ≤ i ≤ n+1.
J. H. Cheng proved the following Kazdan-Warner type condition in [14]:
(5.16)
∫
S2n+1
〈∇θ0xi,∇θ0Rh〉θ0dVh = 0 and
∫
S2n+1
〈∇θ0xi,∇θ0Rh〉θ0dVh = 0
for 1 ≤ i ≤ n+ 1. Since
−∆θ0xi =
n
2
xi and −∆θ0xi =
n
2
xi for 1 ≤ i ≤ n+ 1,
by (5.16) and integration by parts we find that
bi =
∫
S2n+1
(Rh −Rh)xi dVh = − 2
n
∫
S2n+1
(Rh −Rh)∆θ0xi dVh
=
4n+ 4
n2
∫
S2n+1
(Rh −Rh)〈∇θ0xi,∇θ0v〉θ0v1+
2
n dVθ0 for 1 ≤ i ≤ n+ 1.
(5.17)
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Similarly, we have
(5.18)
bn+1+i =
4n+ 4
n2
∫
S2n+1
(Rh −Rh)〈∇θ0xi,∇θ0v〉θ0v1+
2
n dVθ0 for 1 ≤ i ≤ n+ 1.
It follows from (5.17), (5.18) and Lemma 4.16 that with error o(1)→ 0 as t→∞
(5.19) |bi| ≤ CF2(t) 12 ‖v − 1‖S21(S2n+1,θ0) = o(1)F2(t)
1
2 for 1 ≤ i ≤ 2n+ 2.
We can take ϕi = xi/
√
n+ 1 and ϕn+i = xi/
√
n+ 1 for 1 ≤ i ≤ n+ 1. Hence, by
(5.9), (5.15), and Lemma 5.2, we obtain
βih =
∫
S2n+1
ϕhi (Rh−Rh)dVh =
∫
S2n+1
ϕi(Rh−Rh)dVh+o(1) = bi√
n+ 1
+o(1) for 1 ≤ i ≤ 2n+2,
which implies by (5.9) and (5.19) that
(5.20) |βiθ| = |βih| ≤ o(1)F2(t)
1
2 + o(1) for 1 ≤ i ≤ 2n+ 2.
On the other hand, by (5.8), (5.9) and (5.10), we have
(5.21) F2(t) =
∫
S2n+1
(Rθ −Rθ)2dVθ =
∞∑
i,j=1
βiθβ
j
θ
∫
S2n+1
ϕθiϕ
θ
j dVθ =
∞∑
i=1
|βiθ|2
and
G2(t) =
∫
S2n+1
|∇θ(Rθ −Rθ)|2θdVθ = −
∫
S2n+1
(Rθ −Rθ)∆θ(Rθ −Rθ)dVθ
=
∞∑
i,j=1
βiθβ
j
θ
∫
S2n+1
ϕθi
(−∆θϕθj) dVθ
=
∞∑
i,j=1
βiθβ
j
θλ
θ
j
∫
S2n+1
ϕθiϕ
θ
j dVθ =
∞∑
i=1
λθi |βiθ|2.
(5.22)
Combining (5.20), (5.21), (5.22) and Lemma 5.2, we obtain
(5.23) G2(t) =
∞∑
i=1
λθi |βiθ|2 ≥ (λθ2n+3 + o(1))
∞∑
i=1
|βiθ|2 = (λ2n+3 + o(1))F2(t).
Combining (5.23) and Lemma 5.1 and taking advantage of the spectral gap λ2n+3 >
n/2, for sufficiently large t we infer the estimate
d
dt
F2(t) ≤ −δF2(t)
for some uniform constant δ > 0, which implies that
(5.24) F2(t) ≤ Ce−δt
for all t ≥ 0 with some uniform constant C.
Note that (5.24) rules out the concentration of volume. Indeed, let Q be the
unique concentration point described in Theorem 4.7, and Br0(Q) = Br0(Q, θ0).
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For any r0 > 0, we have
∣∣∣∣ ddtVol(Br0(Q), θ)
∣∣∣∣ =
∣∣∣∣∣ ddt(
∫
Br0(Q)
dVθ
)∣∣∣∣∣ = (n+ 1)
∣∣∣∣∣
∫
Br0(Q)
(αf −Rθ)dVθ
∣∣∣∣∣
≤ (n+ 1)Vol(S2n+1, θ) 12
(∫
Br0(Q)
(αf −Rθ)2dVθ
) 1
2
≤ (n+ 1)Vol(S2n+1, θ0) 12F2(t) 12 ≤ Ce− δ2 t for all t ≥ 0.
(5.25)
Here we have used (2.5), (5.24) and Ho¨lder’s inequality. Thus, by integrating (5.25)
from T to t, we obtain
(5.26) Vol(Br0(Q), θ(t)) ≤ Vol(Br0(Q), θ(T )) +
C
δ
e−
δ
2T
for all t ≥ T . Now, first by choosing T large enough and then by choosing r0 > 0
small enough, we obtain
Vol(Br0(Q), θ(t)) ≤
1
2
Vol(S2n+1, θ0) for all t ≥ T,
thanks to (5.26). In particular, the concentration in the sense of (4.27) cannot
occur. By Theorem 4.7, case (i) occurs. Therefore, Lemma 4.8 implies that u(t)
converges to u∞ in S
p
2 (S
2n+1, θ0) for all p > n + 1, and hence in C
∞(S2n+1), as
t→∞ such that the Webster scalar curvature of θ∞ = u
2
n∞θ0 is constant. 
6. Appendix
We have the following lemma which is an improved version of Lemma 2.3:
Lemma 6.1. For any ǫ > 0, there exists a constant Cǫ such that for any 0 ≤ u ∈
S21(S
2n+1, θ0) satisfying
(6.1)
∫
S2n+1
xiu
2+ 2n dVθ0 =
∫
S2n+1
xiu
2+ 2n dVθ0 = 0 for all i = 1, 2..., n+ 1,
where x = (x1, ..., xn+1) ∈ S2n+1 ⊂ Cn+1, we have
(6.2)
Y (S2n+1, θ0)
(∫
S2n+1
u2+
2
n dVθ0
) n
n+1
≤
(
2−
1
n+1 · 2n+ 2
n
+ ǫ
)∫
S2n+1
|∇θ0u|2θ0dVθ0+Cǫ
∫
S2n+1
u2dVθ0 .
Proof. The proof is based on the argument of Aubin in [2] (see also [3]).
Dividing both sides by Rθ0 = n(n+ 1)/2, (6.2) is equivalent to
(6.3)
Vol(S2n+1, θ0)
1
n+1
(∫
S2n+1
u2+
2
n dVθ0
) n
n+1
≤
(
2−
1
n+1 · 4
n2
+ ǫ
)∫
S2n+1
|∇θ0u|2θ0dVθ0+Cǫ
∫
S2n+1
u2dVθ0 .
Let Λ be the vector space of functions on S2n+1 spanned by xi and xi where
i = 1, 2..., n+ 1. Let 0 < η < 1/2 be a real number, which we are going to choose
very small. There exists a family of functions ξi ∈ Λ (i = 1, 2, ..., k) such that
(6.4) 1 + η <
k∑
i=1
|ξi|
n
n+1 < 1 + 2η with |ξi| < 2−
2n+2
n .
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Consider hi, C
1 functions, such that everywhere hi ξi ≥ 0 and such that
(6.5)
∣∣|hi|2 − |ξi| nn+1 ∣∣ < (η/k) 2n+2n .
Then we have
k∑
i=1
|hi|2 <
k∑
i=1
|ξi| nn+1 + k(η/k) n2n+2 < 1 + 2η + η = 1 + 3η and
k∑
i=1
|hi|2 >
k∑
i=1
|ξi| nn+1 − k(η/k) n2n+2 > 1 + η − η = 1.
(6.6)
By mean-value theorem, we have |F (a)−F (b)| ≤ maxx∈[a,b] |F ′(x)|(a−b) for a > b.
Apply this with F (x) = x
n+1
n and note that for x lies between |hi|2 and |ξi| nn+1
satisfying |x| = |hi|2 +
∣∣|hi|2 − |ξi| nn+1 ∣∣ < |hi|2 + (η/k) 2n+2n by (6.5), we have
∣∣|hi| 2n+2n − |ξi|∣∣ ≤ n+ 1
n
[
|ξi| nn+1 + (η/k)
2n+2
n
]n+1
n −1 ∣∣|hi|2 − |ξi| nn+1 ∣∣
≤ n+ 1
n
∣∣|hi|2 − |ξi| nn+1 ∣∣
≤ n+ 1
n
(η/k)
2n+2
n := ǫ
2n+2
n
0
(6.7)
where the second inequality follows from
|ξi| nn+1 + (η/k)
2n+2
n < 2−2 + (1/2k)
2n+2
n < 1
by (6.4) and the assumption that η < 1/2. Since u ≥ 0, we have
‖u‖2
L
2n+2
n (S2n+1,θ0)
= ‖u2‖
L
n+1
n (S2n+1,θ0)
≤
∥∥∥ k∑
i=1
u2|hi|2
∥∥∥
L
n+1
n (S2n+1,θ0)
≤
k∑
i=1
‖uhi‖2
L
n+1
n (S2n+1,θ0)
.
(6.8)
For a function f , define f+(x) = sup{f(x), 0} and f−(x) = sup{−f(x), 0}. By
assumption (6.1), we have
(6.9)
∫
S2n+1
ξ+i u
2+2n
n dVθ0 =
∫
S2n+1
ξ−i u
2+2n
n dVθ0 .
If
(6.10)
∥∥h+i |∇θ0u|θ0∥∥L2(S2n+1,θ0) ≥ ∥∥h−i |∇θ0u|θ0∥∥L2(S2n+1,θ0),
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we obtain
‖uhi‖2
L
2n+2
n (S2n+1,θ0)
=
[∫
S2n+1
(h+i u)
2+2n
n dVθ0 +
∫
S2n+1
(h−i u)
2+2n
n dVθ0
] n
n+1
≤
[∫
S2n+1
(
ξ+i + ǫ
2+2n
n
0
)
u
2+2n
n dVθ0 +
∫
S2n+1
(h−i u)
2+2n
n dVθ0
] n
n+1
=
[∫
S2n+1
(
ξ−i + ǫ
2+2n
n
0
)
u
2+2n
n dVθ0 +
∫
S2n+1
(h−i u)
2+2n
n dVθ0
] n
n+1
≤ 2 nn+1
[∫
S2n+1
(
(h−i )
2+2n
n + ǫ
2+2n
n
0
)
u
2+2n
n dVθ0
] n
n+1
≤ 2 nn+1 ‖u(h−i + ǫ0)‖2
L
2n+2
n (S2n+1,θ0)
≤ 2
n
n+1
Vol(S2n+1, θ0)
1
n+1
(
4
n2
‖∇θ0
(
u(h−i + ǫ0)
)‖2L2(S2n+1,θ0) + ‖u(h−i + ǫ0)‖2L2(S2n+1,θ0))
(6.11)
where the second and third inequality follows from (6.7), the second equality
follows from (6.9), and the last inequality follows from Lemma 2.3. Let H =
sup
1≤i≤k
sup
S2n+1
|∇θ0hi|θ0 . Then there exist constants µ and ν such that
‖∇θ0
(
u(h−i + ǫ0)
)‖2L2(S2n+1,θ0) ≤ ∫
S2n+1
(h−i + ǫ0)
2|∇θ0u|2θ0dVθ0 + νH2‖u‖2L2(S2n+1,θ0)
+ µH‖u‖L2(S2n+1,θ0)‖∇θ0u‖L2(S2n+1,θ0).
(6.12)
Since (h−i + ǫ0)
2 ≤ (h−i )2 +2(h−i + ǫ0)ǫ0 < (h−i )2 +2ǫ0, then by (6.8), (6.10),(6.11)
and (6.12) we have
Vol(S2n+1, θ0)
1
n+1 ‖u‖2
L
2n+2
n (S2n+1,θ0)
≤ 4 · 2
n
n+1
n2
(
k∑
i=1
∫
S2n+1
(h−i + ǫ0)
2|∇θ0u|2θ0dVθ0 + νkH2‖u‖2L2(S2n+1,θ0)
+ µkH‖u‖L2(S2n+1,θ0)‖∇θ0u‖L2(S2n+1,θ0)
)
+ 2
n
n+1
k∑
i=1
‖u(h−i + ǫ0)‖2L2(S2n+1,θ0)
≤ 4 · 2
n
n+1
n2
(
1
2
k∑
i=1
∫
S2n+1
h2i |∇θ0u|2θ0dVθ0 + 2kǫ0‖∇θ0u‖2L2(S2n+1,θ0)
+ νkH2‖u‖2L2(S2n+1,θ0) + µkH‖u‖L2(S2n+1,θ0)‖∇θ0u‖L2(S2n+1,θ0)
)
+ 2
n
n+1 k‖u‖2L2(S2n+1,θ0).
(6.13)
Note that if
∥∥h+i |∇θ0u|θ0∥∥L2(S2n+1,θ0) ≤ ∥∥h−i |∇θ0u|θ0∥∥L2(S2n+1,θ0), by the same ar-
gument above we also have (6.13).
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Young’s inequality asserts that for any ǫ1 > 0, there exists a constant C(ǫ1) such
that
(6.14)
‖∇θ0u‖L2(S2n+1,θ0)‖u‖L2(S2n+1,θ0) ≤ ǫ1‖∇θ0u‖2L2(S2n+1,θ0) + C(ǫ1)‖u‖2L2(S2n+1,θ0).
Using (6.6) and (6.14), (6.13) can be written as
Vol(S2n+1, θ0)
1
n+1 ‖u‖2
L
2n+2
n (S2n+1,θ0)
≤ 4
n2
[
2−
1
n+1 (1 + 3η) + 2
2n+1
n+1 kǫ0 + µkHǫ1
]
‖∇θ0u‖2L2(S2n+1,θ0)
+ 2
n
n+1k
[
4
n2
(
νH2 + µHC(ǫ1)
)
+ 1
]
‖u‖2L2(S2n+1,θ0).
Recall by (6.7), ǫ
2n+2
n
0 =
n+1
n (η/k)
2n+2
n . Taking η and ǫ1 small enough, we prove
(6.3) and hence (6.2). 
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