Nonlocal systems of conservation laws in several space dimensions by Aggarwal, Aekta et al.
Nonlocal systems of conservation laws in several space
dimensions
Aekta Aggarwal, Rinaldo M. Colombo, Paola Goatin
To cite this version:
Aekta Aggarwal, Rinaldo M. Colombo, Paola Goatin. Nonlocal systems of conservation laws
in several space dimensions. SIAM Journal on Numerical Analysis, Society for Industrial and
Applied Mathematics, 2015, 52 (2), pp.963-983. <hal-01016784>
HAL Id: hal-01016784
https://hal.inria.fr/hal-01016784
Submitted on 1 Jul 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
NONLOCAL SYSTEMS OF CONSERVATION LAWS
IN SEVERAL SPACE DIMENSIONS
AEKTA AGGARWAL∗, RINALDO M. COLOMBO† , AND PAOLA GOATIN∗
Abstract. We present a Lax–Friedrichs type algorithm to numerically integrate a class of
nonlocal and nonlinear systems of conservation laws in several space dimensions. The convergence of
the approximate solutions is proved, also providing the existence of solution in a slightly more general
setting than in other results in the current literature. An application to a crowd dynamics model
is considered. This numerical algorithm is then used to test the conjecture that as the convolution
kernels converge to a Dirac δ, the nonlocal problem converges to its non-nonlocal analogue.
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1. Introduction. We are concerned with the following class of nonlocal systems
of N conservation laws in d space dimensions:
∂tU + divx F (t,x, U, η ∗ U) = 0 (1.1)
with a nonlocal flow of the type
F : R+ × Rn × RN × Rm → RN×d
t x U η ∗ U → F (t,x, U, η ∗ U)
and where the coupling among the equations is due only to the nonlocal terms η ∗U ,
given by, for ℓ = 1, . . . ,m,
(η ∗ U)ℓ(t,x) =
∫
Rn
N∑
k=1
ηℓ,k(x− ξ) Uk(t, ξ) dξ , and η : Rn → Rm×N .
Below we consider a Lax-Friedrichs type algorithm that yields a sequence of approxi-
mate solutions to (1.1) that, up to a subsequence, converges to a weak entropy solution
of (1.1). As usual, t is time, x the space variable, U the vector of the unknown den-
sities, F the matrix valued flow and η is a matrix of smooth convolution kernels.
Systems of the type (1.1), with the particular coupling considered below, comprise,
for instance, sedimentation models [4] and various crowd dynamics models [8, 9, 10].
The nonlocal nature of (1.1) is particularly suitable in describing the behavior of
crowds, where each member moves according to her/his evaluation of the crowd den-
sity and its variations within her/his horizon. We refer to the several models recently
considered in the literature, e.g. [8, 10]. In one space dimension, vehicular traffic offers
entirely similar situations, see [5, 9]. In this connection, we recall that nonlocal sys-
tems of conservation laws are widely used in biological applications, e.g., in structured
population dynamics, see [19]. The algorithm presented below can easily be adapted
to the typical case of the initial boundary value problem for a renewal equation, once
the flow at the boundary is pointing into the domain and the source terms are dealt
through a standard operator splitting technique, see [18, Chapter 17]. Further appli-
cations of nonlocal conservation laws are found in [9] for supply chain models, in [1]
for granular material dynamics and the case of a conveyor belt is considered in [13].
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The key point in the convergence proof lies in obtaining a uniform bound on the
total variation of the approximate solutions. However, a bound on the L∞ norm of
the solution is provided below, as well as the L1 Lipschitz continuous dependence of
the solution on time. As a consequence, the present result also extends to a wider
class of equations the existence part of the results in [3, 4, 8, 9, 10]. More precisely,
in the scalar 1D case, a first convergence proof for a Lax–Friedrichs type algorithm
was obtained in [4], see also [3, 5]. Analytical well posedness results for nonlocal
conservation laws in the scalar case were obtained in [8, 9] and in [10] in the case
of systems. In these references, as in the present work, the actual number of space
dimensions is not relevant, if not for the computational cost.
We remark that in the construction below, no divergence free assumption is re-
quired, see [7] and the convolution kernel η is not required to have compact support.
From an analytical point of view, the limit where η converges to a Dirac measure δ
is particularly appealing. Indeed, in that limit system (1.1) tends to a general system
of conservation laws in several space dimensions and (at the time of this writing) its
well posedness is a well known open problem. Nevertheless, using the algorithm below,
in Section 3 we numerically investigate this limit, although the present estimates
clearly do not allow to rigorously justify any conclusion in this direction.
The next section presents the main results, while Section 3 is devote to sample
numerical integrations of (1.1). The technical details are deferred to Section 4.
2. Main Results. Throughout, we denote R+ = [0,+∞[ and RN+ = [0,+∞[N .
Aiming at a formal simplification, we consider throughout the case of d = 2 space
dimensions and denote the space variables by (x, y) ∈ R2. Moreover, we fix our
attention to the k-th equation in (1.1), for k =, . . . , N , namely
∂tU
k + ∂xf
k(t, x, y, Uk, η ∗ U) + ∂ygk(t, x, y, Uk, ϑ ∗ U) = 0 (2.1)
where
U(t, x, y) = (U1, . . . , UN)(t, x, y) ∈ RN , Uk(t, x, y) ∈ R ,
η(x, y) =


η11 . . . η1N
... · · · ...
ηm1 . . . ηmN

 (x, y) ∈ Rm×N , ηℓ,k(x, y) ∈ R ,
ϑ(x, y) =


ϑ11 . . . ϑ1N
... · · · ...
ϑm1 . . . ϑmN

 (x, y) ∈ Rm×N , ϑℓ,k(x, y) ∈ R ,
and (η ∗ U)(t, x, y) ∈ Rm, (ϑ ∗ U)(t, x, y) ∈ Rm, where for ℓ = 1, . . . ,m ,
(η ∗ U)ℓ(t, x, y) =
∫∫
R2
N∑
k=1
ηℓ,k(x− x′, y − y′) Uk(t, x′, y′) dx′ dy′ ∈ R ,
(ϑ ∗ U)ℓ(t, x, y) =
∫∫
R2
N∑
k=1
ϑℓ,k(x− x′, y − y′) Uk(t, x′, y′) dx′ dy′ ∈ R .
Throughout, the notation |ξ| is used for ξ ∈ R, whereas for ξ ∈ Rν , ‖ξ‖ stands for the
Euclidean norm. The following assumptions on the maps fk = fk(t, x, y, u, A), gk =
gk(t, x, y, u,B) and η, ϑ in (2.1), for k = 1, . . . , N are used below:
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(H0) fk, gk ∈ C2(R+×R2×R×Rm;R); ∂ufk, ∂ugk ∈ L∞(R+×R2×R×Rm;R); for
all t ∈ R+, (x, y) ∈ R2 and A,B ∈ Rm, fk(t, x, y, 0, A) = gk(t, x, y, 0, B) = 0.
(H1) There exists a constant M > 0 such that
max
{∣∣∣∂xfk(t, x, y, u, A)∣∣∣, ∣∣∣∂ygk(t, x, y, u,B)∣∣∣
}
≤M |u|,
max
{∥∥∥∇Afk(t, x, y, u, A)∥∥∥, ∥∥∥∇Bgk(t, x, y, u,B)∥∥∥
}
≤M |u|,
max
{∣∣∣∂2xxfk(t, x, y, u, A)∣∣∣, ∣∣∣∂2yygk(t, x, y, u,B)∣∣∣
}
≤M |u|,
max
{∣∣∣∂2xyfk(t, x, y, u, A)∣∣∣, ∣∣∣∂2xygk(t, x, y, u,B)∣∣∣
}
≤M |u|,
max
{∥∥∥∂x∇Afk(t, x, y, u, A)∥∥∥, ∥∥∥∂x∇Bgk(t, x, y, u,B)∥∥∥
}
≤M |u|,
max
{∥∥∥∂y∇Afk(t, x, y, u, A)∥∥∥, ∥∥∥∂y∇Bgk(t, x, y, u,B)∥∥∥
}
≤M |u|,
max
{∥∥∥∇2AAfk(t, x, y, u, A)∥∥∥, ∥∥∥∇2BBgk(t, x, y, u,B)∥∥∥
}
≤M |u|.
(H2) ∂uf
k, ∂ug
k ∈W1,∞(R+ × R2 × R× Rm;R).
(H3) η, ϑ ∈ (C2 ∩W2,∞)(R2;Rm×N).
Remark 1. Standard situations of interest lead to compactly supported initial
data yielding solutions that are also compactly supported at all finite times. In these
cases, it is sufficient that the above uniform boundedness requirements are satisfied
on any compact subset of R2. Equivalently, on fk and gk it is enough to assume only
conditions (H0) and (H3). The proof is immediate and follows the same lines, for
instance, of that in [6, Corollary 2.3].
Recall the definition [3, 4, 5, 8, 9, 10] of solution to the Cauchy problem for (2.1).
Definition 2.1. Let Uo ∈ L∞(R2;RN ). A map U : [0, T ] → L∞(R2;RN ) is a
solution to (2.1) with initial datum Uo if, for k = 1, . . . , N , setting for all w ∈ R
f˜k(t, x, y, w) = fk
(
t, x, y, w, (η ∗ U)(t, x, y)) ,
g˜k(t, x, y, w) = gk
(
t, x, y, w, (ϑ ∗ U)(t, x, y)) ,
the map Uk is a Kruzˇkov solution to the conservation law{
∂tU
k + ∂xf˜
k(t, x, y, Uk) + ∂y g˜
k(t, x, y, Uk) = 0
Uk(0, x, y) = Uko (x, y) .
(2.2)
Above, by Kruzˇkov solution we refer to [17, Definition 1]. It is immediate to observe
that (H0) ensures that U(t, x, y) ≡ 0 solves (2.1) in the sense of Definition 2.1.
Fix a rectangular grid with sizes ∆x and ∆y in R2 and choose a time step ∆t.
For later use, we also introduce the usual notation
tn = n∆t, n ∈ Z ; xi = i∆x, xi+1/2 =
(
i+ 12
)
∆x, i ∈ Z ;
yj = j∆y, yj+1/2 =
(
j + 12
)
∆y, j ∈ Z ;
λx = ∆t/∆x ,
λy = ∆t/∆y .
Throughout, an initial datum Uo ∈ (L∞ ∩BV)(R2;RN ) is fixed and we denote
uk,0ij =
1
∆x∆y
∫ xi+1/2
xi−1/2
∫ yi+1/2
yi−1/2
Uko (x, y) dx dy for i, j ∈ Z .
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We define a piecewise constant approximate solution u∆ ≡
(
u1∆, . . . , u
N
∆
)
to (2.1) by
uk∆(t, x, y) = u
k,n
ij for


t ∈ [tn, tn+1[ ,
x ∈ [xi−1/2, xi+1/2[ ,
y ∈ [yj−1/2, yj+1/2[ ,
where
n ∈ N
i ∈ Z
j ∈ Z
k ∈ {1, . . . , n}
through the 5-points algorithm based on dimensional splitting, see [11, Section 3]:
u
k,n+1/2
ij =u
k,n
ij −λx
[
F k,ni+1/2,j(u
k,n
ij , u
k,n
i+1,j) − F k,ni−1/2,j(uk,ni−1,j , uk,nij )
]
uk,nij =u
k,n+1/2
ij − λy
[
Gk,ni,j+1/2(u
k,n+1/2
ij , u
k,n+1/2
i,j+1 )−Gk,ni,j−1/2(u
k,n+1/2
i,j−1 , u
k,n+1/2
ij )
]
(2.3)
where for fixed α, β in
]
0, 2/3
[
, we define
F k,ni+1/2,j(u, v) =
fk,ni+1/2,j(u) + f
k,n
i+1/2,j(v)
2
− α(v − u)
2λx
,
Gk,ni,j+1/2(u, v) =
gk,ni,j+1/2(u) + g
k,n
i,j+1/2(v)
2
− β(v − u)
2λy
,
fk,ni+1/2,j(u) = f
k(tn, xi+1/2, yj, u, A
n
i+1/2,j) ,
gk,ni,j+1/2(u) = g
k(tn, xi, yj+1/2, u, B
n
i,j+1/2) .
The convolution terms are computed through quadrature formulæ, i.e.,
An
i+1/2,j
=∆x∆y

∑
l,p∈Z
N∑
k=1
η1,k
i+1/2−l,j−p
uk,n
l+1/2,p
, . . . ,
∑
l,p∈Z
N∑
k=1
ηm,k
i+1/2−l,j−p
uk,n
l+1/2,p

 ,
Bn
i,j+1/2
=∆x∆y

∑
l,p∈Z
N∑
k=1
ϑ1,k
i+1/2−l,j−p
uk,n
l+1/2,p
, . . . ,
∑
l,p∈Z
N∑
k=1
ϑm,k
i+1/2−l,j−p
uk,n
l+1/2,p

 ,
(2.4)
where, for instance, uk,nl+1/2,p is a convex combination of u
k,n
l,p and u
k,n
l+1,p, moreover
ηℓ,ki+1/2,j = η
ℓ,k(xi+1/2, yj) and ϑ
ℓ,k
i+1/2,j = ϑ
ℓ,k(xi+1/2, yj) . (2.5)
Throughout, we require that ∆t is chosen in order to satisfy the CFL condition
λx ≤ 2 min{3α, 2− 3α}
1 + 6maxk
∥∥∂ufk∥∥
L∞
, λy ≤ 2 min{3β, 2− 3β}
1 + 6maxk
∥∥∂ugk∥∥
L∞
, (2.6)
and we assume that the mesh sizes are sufficiently small, in the sense that ∆x,∆y ≤
1/(3M), where M is as in (H0).
The main result of this paper is the following:
Theorem 2.2. Let assumptions (H0), (H1), (H3) and conditions (2.6) hold.
Fix an initial datum Uo ∈ (L1 ∩ L∞ ∩ BV)(R2;RN+ ). Then, the algorithm (2.3)
defines a sequence of approximate solutions which converges, up to a subsequence, to
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a solution U ∈ C0 (R+;L1(R2;RN+ )) to (2.1) in the sense of Definition 2.1. Moreover,
U is locally Lipschitz continuous with respect to the L1 norm and for all k ∈ {1, . . . , N}
and for all t ∈ R+, the following bounds hold:∥∥U(t)∥∥
L∞(R2;RN )
≤ eCt ‖Uo‖L∞(R2;RN ) with C as in (4.7),∥∥∥Uk(t)∥∥∥
L1(R2;R)
=
∥∥∥Uko ∥∥∥
L1(R2;R)
,
TV(Uk(t)) ≤ eK1 t TV(Uko ) +K2
(
eK1 t − 1) with K1,K2 as in (4.19) ,∥∥U(t+ τ)− U(t)∥∥
L1(R2;RN )
≤ C(t) τ with C(t) as in (4.22) .
The proof is deferred to Section 4 and is based on the lemmas below. Observe that
Theorem 2.2 also ensures the existence of solutions to (2.1) with a flow more general
than that considered in [8, 9]. The solution is proved to be a Lipschitz continuous
function of time with respect to the L1 topology. Moreover, in view of Remark 1, when
the initial datum is compactly supported, (H0) and (H3) are sufficient to guarantee
the existence of a solution and the bounds above on any finite time interval.
As first step, we prove the positivity of the approximate solutions defined by (2.3).
Lemma 2.3 (Positivity). Let (H0), (H1), (H3) and (2.6) hold. Fix a Uo ∈
(L1 ∩ L∞ ∩ BV)(R2;RN+ ). Then, the approximate solution u∆ defined by the algo-
rithm (2.3) satisfies, for all k ∈ {1, . . . , N}, t ∈ R+ and (x, y) ∈ R2.
uk∆(t, x, y) ≥ 0 .
A consequence of positivity, due to the conservative nature of the algorithm, is the
L1 bound.
Lemma 2.4 (L1 bound). Let (H0), (H1), (H3) and (2.6) hold. Fix an initial
datum Uo ∈ (L1 ∩L∞ ∩BV)(R2;RN+ ). Then, the approximate solution u∆ defined by
the algorithm (2.3) satisfies, for all k ∈ {1, . . . , N} and t ∈ R+.∥∥∥uk∆(t)∥∥∥
L1
=
∥∥∥uk∆(0)∥∥∥
L1
.
The proof is omitted, since it is standard, see for instance [3, Lemma 2.4]. Lemma 2.4
allows to prove the L∞ bound.
Lemma 2.5 (L∞ bound). Let (H0), (H1), (H3) and (2.6) hold. Fix an initial
datum Uo ∈ (L1 ∩ L∞ ∩ BV)(R2;RN+ ). Then, there exists a C depending only on
η, ϑ, f1, . . . , fN , g1, . . . , gN , see (4.7), such that the approximate solution u∆ defined
by the algorithm (2.3) satisfies for all t ∈ R+,∥∥u∆(t)∥∥
L∞
≤ eC t(1+‖Uo‖L1 ) ‖Uo‖L∞ . (2.7)
The previous results allow to get the following key bound on the total variation.
Lemma 2.6 (BV bound). Let (H0), (H1), (H2), (H3) and (2.6) hold. Fix
an initial datum Uo ∈ (L1 ∩ L∞ ∩ BV)(R2;RN+ ). Then, there exist constants K1
and K2 depending only on ‖Uo‖L1 , η, ϑ, f1, . . . , fN , g1, . . . , gN , , see (4.19), such that
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the approximate solution u∆ defined by the algorithm (2.3) satisfies for all n, for all
t ∈ [tn, tn+1[ and for all k = 1, . . . , N
∑
ij
(∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y + ∣∣∣uk,ni,j+1 − uk,nij ∣∣∣∆x
)
≤ eK1 t
∑
ij
(∣∣∣uk,0i+1,j − uk,0ij ∣∣∣∆y + ∣∣∣uk,0i,j+1 − uk,0ij ∣∣∣∆x
)
+K2
(
eK1 t − 1
)
.
Remark that K2 depends on all the components of Uo. Hence an initial datum
with a constant component may well lead to a solution with no constant components.
To prove the discrete entropy inequality, we introduce the following Kruzˇkov
numerical entropy flows, see [3, Proposition 2.8], [11, Section 3], [12, Section 4]:
Φk,n,κi+1/2,j(u1, u2) = f
k,n
i+1/2,j(u1 ∨ κ, u2 ∨ κ)− fk,ni+1/2,j(u1 ∧ κ, u2 ∧ κ) ,
Γk,n,κi,j+1/2(u1, u2) = g
k,n
i,j+1/2(u1 ∨ κ, u2 ∨ κ)− gk,ni,j+1/2(u1 ∧ κ, u2 ∧ κ) .
Lemma 2.7 (Discrete entropy condition). Let assumptions (H0), (H1), (H2),
(H3) and conditions (2.6) hold. Fix an initial datum Uo ∈ (L1∩L∞∩BV)(R2;RN+ ).
Then, the approximate solution u∆ defined by the algorithm (2.3) satisfies for all
i, j ∈ Z and for all k = 1, . . . , N and for all κ ∈ R the discrete entropy inequality∣∣∣uk,n+1ij − κ∣∣∣− ∣∣∣uk,nij − κ∣∣∣+ λx (Φk,n,κi+1/2,j(uk,nij , uk,ni+1,j)− Φk,n,κi−1/2,j(uk,ni−1,j , uk,nij ))
+ λx sgn(u
k,n+1/2
ij − κ)
(
fk,ni+1/2,j(κ)− fk,ni−1/2,j(κ)
)
+ λy
(
Γk,n,κi,j+1/2(u
k,n+1/2
ij , u
k,n+1/2
i,j+1 )− Γk,n,κi,j−1/2(u
k,n+1/2
i,j−1 , u
k,n+1/2
ij )
)
+ λy sgn(u
k,n+1
ij − κ)
(
gk,ni,j+1/2(κ)− gk,ni,j−1/2(κ)
)
≤ 0 .
The proof is entirely analogous to that of [3, Proposition 2.8].
Lemma 2.8 (L1 Lipschitz Continuity in time). Let assumptions (H0), (H1),
(H2), (H3) and conditions (2.6) hold. Fix an initial datum Uo ∈ (L1 ∩ L∞ ∩
BV)(R2;RN+ ). Then, for any n¯ ∈ N, there exists a constant C depending on ‖Uo‖L1 ,
TV(Uo), t
n, λx, λy α, β and on the functions η, ϑ, f
k and gk, for k ∈ {1, . . . , N}
such that for n = 1, . . . , n¯ the approximate solution u∆ defined by (2.3) satisfies∥∥∥u∆(tn+1)− u∆(tn)∥∥∥
L1
≤ C ∆t .
The proof is a straightforward generalization of [3, Lemma 2.7].
3. Numerical Integrations.
3.1. A Crowd Dynamics Sample Integration. We now show that the crowd
dynamics model introduced in [9] fits in the framework of (2.1). Assume that a group
of pedestrians can be described through the density U = U(t, x, y) that satisfies the
nonlocal continuity equation
∂tU +∇ ·
(
U (1− U) (1− U ∗ µ)~v) = 0 . (3.1)
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Here, the given vector field ~v = ~v(x, y) ≡ (v1(x, y), v2(x, y)) describes the path
followed by the pedestrians. The smooth, non negative and compactly supported
function µ models the way in which each individual averages the density around
her/his position to adjust her/his speed.
Lemma 3.1. System (3.1) fits into (2.1) setting
N =1 ,
m=1 ,
f(t, x, y, U,A)=U (1− U) (1−A) v1(x, y)
g(t, x, y, U,B)=U (1− U) (1−B) v2(x, y) and
η=µ
ϑ=µ .
(3.2)
Moreover, if v ∈ (C2∩W2,∞)(R2,R2) and µ ∈ (C2∩W2,∞)(R2;R), then Theorem 2.2
applies to any initial datum in (L1 ∩ L∞ ∩BV)(R2; [0, 1]).
The proof in Section 4 essentially relies on the invariance of the interval [0, 1] for u.
We now consider a specific situation. Two groups of people move from different
places along a corridor [0, 10] × [−1, 1] towards one of its ends and stop in front of
{9.5} × [−1, 1]. Therefore, in (3.1) we choose:
~v(x, y) =
[
(1 − y2)3 exp (−1/(x− 9.5)2) χ]−∞,9.5]×[−1,1](x, y)
−2 y exp(1− 1/y2) ρ(y)
]
, (3.3)
µ˜(x, y) = (0.16− x2 − y2)3 χ
{(x,y) : x2+y2≤0.16}
(x, y) , µ(x, y) =
1∫∫
R2
µ˜
µ˜(x, y) ,
so that
∫∫
R2
µ(x, y) dxdy = 1. Here, ρ ∈ C2
c
(R;R) is chosen so that ρ(y) = 1 for all
y ∈ [−1, 1]. The role of ρ is to allow conditions (H0), (H1) and (H2) to hold and does
Fig. 3.1. Solution to (3.1)–(3.4) at times t = 0.00, 4.02, 8.04, 12.06, 15.98, 20.00 with space
mesh ∆x = ∆y = 0.0125, α = β = 0.3333 in (2.6) and ∆t ≈ 9.62E − 4.
not modify the solutions due to the invariance of the space domain [0, 10]× [−1, 1].
As initial datum we choose:
Uo(x, y) = χ[1,4]×[0.1,0.8](x, y) + χ[2,5]×[−0.8,−0.1](x, y) . (3.4)
The numerical integration of (3.1)–(3.4) obtained with the algorithm described in
Section 2 is shown in Figure 3.1. The two groups are seen moving to the right
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and accumulating in front of x = 9.5. By Definition 2.1, [17, Theorem 3] and the
choice (3.4) of the initial datum, the maximal density of solution can not exceed 1,
coherently with the result of the integration. The numerical domain [0, 10]× [−1, 1]
is chosen invariant with respect to the flow specified in (3.3).
To compute the convergence rate of the scheme (2.3), we apply the algorithm to
problem (3.1)–(3.4) on the domain [0, 10] × [−1, 1] on the time interval [0, 1] with
different grid sizes, namely
h = ∆x = ∆y = 0.05, 0.025, 0.0125, 0.00625 . (3.5)
and with λx = λy = 0.15. The convergence rate γ is then calculated at time t = 1.0 by
computing the L1 distance between the numerical solutions uh and u h
2
obtained for
the grid size h and h2 , for each grid size h in (3.5). The results recorded in Table 3.1
show that the numerical scheme (2.3) has a convergence rate γ ≈ 0.5..
h
∥∥∥uh − u h
2
∥∥∥
L1
γ = log2
∥
∥
∥
∥
uh−uh
2
∥
∥
∥
∥
L1∥
∥
∥
∥
uh
2
−uh
4
∥
∥
∥
∥
L1
0.05 0.6565 0.2844
0.025 0.5389 0.4815
0.0125 0.3860 0.5572
0.00625 0.2623
Table 3.1
Convergence rate γ for the numerical scheme (2.3) on the domain [0, 10] × [−1, 1] at time
t = 1.0 for the approximate solutions to the problem (3.1)–(3.4) with λx = λy = 0.15 .
3.2. The Nonlocal Keyfitz–Kranzer System. We consider the example of
the classical Keyfitz-Kranzer system [15] which is given by{
∂tU
1 + ∂x
(
U1 ϕ(U)
)
= 0
∂tU
2 + ∂x
(
U2 ϕ(U)
)
= 0
(3.6)
is a 2 × 2 system of conservation laws in one space dimension in the unknown U =
(U1, U2). System (3.6) has been extended and studied from many different points of
view. For instance, the existence of solutions in the case of several space dimensions
was obtained in [2, Theorem 2.6]. The convergence of approximate solutions was
proved in [16] in the case of one dimensional symmetric systems.
At the time of this writing, an open problem in the analytical theory of (1.1) is
whether the formal convergence to its non–nonlocal analogue ∂tU+divxF (t,x, U, U) =
0 as η tends to Dirac delta can be made rigorous. The present numerical procedures
can be helpful in having some insight in this issue. To this end, we consider the
classical Keyfitz-Kranzer system in 2 dimensions
{
∂tU
1 + ∂x
(
U1 ϕ1(U)
)
+ ∂y
(
U1 ϕ2(U)
)
= 0
∂tU
2 + ∂x
(
U2 ϕ1(U)
)
+ ∂y
(
U2 ϕ2(U)
)
= 0
(3.7)
with its non-local generalization given by
{
∂tU
1 + ∂x
(
U1 ϕ1(U ∗ µ)
)
+ ∂y
(
U1 ϕ2(U ∗ µ)
)
= 0
∂tU
2 + ∂x
(
U2 ϕ1(U ∗ µ)
)
+ ∂y
(
U2 ϕ2(U ∗ µ)
)
= 0
(3.8)
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which is a system of 2 nonlocal conservation laws in 2 space dimensions. This system
fits into the framework of Theorem 2.2.
Lemma 3.2. System (3.8) fits into (2.1) setting:
N =2 ,
m=2 ,
f(t, x, y, U,A)=U ϕ(A)
g(t, x, y, U,B)=U ϕ(B)
and η = ϑ =
[
µ 0
0 µ
]
.
Moreover, if ϕ1, ϕ2 ∈ (C2∩W2,∞)(R2;R) and µ ∈ (C2∩W2,∞)(R2;R), then for any
compactly supported initial datum (U1o , U
2
o ) ∈ (L1∩L∞∩BV)(R2;R2+), problem (3.8)
admits a solution defined for all t ∈ R+ and satisfying the estimates in Theorem 2.2.
The proof of this Lemma, i.e., that (H0) and (H3) hold in the case of (3.8), is
immediate and, hence, omitted.
The following numerical integration of (3.8) is referred to the domain [−1.1, 1.1]×
[−1.1, 1.1] and to the time interval [0, 0.1] with
ϕ1(A1, A2) = sin(A1
2 +A2
2) , ϕ2(B1, B2) = cos(B1
2 +B2
2) (3.9)
and
µ˜(x, y) =
(
r2 − (x2 + y2)
)3
χ
{(x,y) : x2+y2≤r2}
(x, y) , µ(x, y) =
µ˜(x, y)∫∫
R2
µ˜
(3.10)
so that
∫∫
R2
µ(x, y) dx dy = 1. As initial datum, we choose:
Uo(x, y) =


(1,
√
3) (x, y) ∈ ]0, 0.4]× ]0, 0.4]
(
√
2, 1) (x, y) ∈ ]−0.4, 0]× ]0, 0.4]
(12 ,
1
3 ) (x, y) ∈ ]−0.4, 0]× ]−0.4, 0]
(
√
3,
√
2) (x, y) ∈ ]0, 0.4]× ]−0.4, 0]
(0, 0) elsewhere
(3.11)
Note that the above initial datum is compactly supported. In view of Remark 1, it is
then sufficient to verify (H0) for Theorem 2.2, and hence Lemma 3.2, to be applied.
Corresponding to the initial datum (3.11), the solution for (3.8)–(3.10) computed
Fig. 3.2. Integration of (3.8)–(3.10) with initial datum (3.11) at times t = 0.03, 0.07, 0.1.
with r = .0125 is depicted in Figure 3.2. The solution of the non–nonlocal analogue
of (3.8)–(3.10) is shown in Figure 3.3. Both the simulations were obtained with a
space mesh ∆x = ∆y = 1.25E − 3, λx = λy = 0.1 and time step ∆t = 1.25E − 4.
The color scales in figures 3.2 and 3.3 range from the minimum to the maximum of
the computed solutions U1 and U2 for (3.8)–(3.10) over the time interval [0, 0.1].
We consider the following radii of the convolution kernel µ, see (3.10):
r = 0.05, 0.0375, 0.025, 0.0125 (3.12)
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Fig. 3.3. Integration of the non–nonlocal analogue of (3.8)–(3.10) with initial datum (3.11) at
times t = 0.03, 0.07, 0.1.
and compute the corresponding solutions to (3.8)–(3.11). Then, we compare them
with the solutions to (3.7)–(3.11). In both the integrations, λx = λy = 0.1 and the
time step is ∆t = 1.25E − 4. The result of this comparison is shown in Table 3.2.
The present numerical integrations can not prove the convergence of the nonlocal to
u1 u2
❍
❍
❍
❍
❍
t
r
0.05 0.0375 0.025 0.0125 .05 0.0375 0.025 0.0125
0.03 0.2246 0.2236 0.2222 0.2207 0.2183 0.2177 0.2168 0.2158
0.07 0.3589 0.3577 0.3565 0.3543 0.3476 0.3461 0.3454 0.3447
0.10 0.4479 0.4453 0.4424 0.4384 0.4135 0.4116 0.4100 0.4077
Table 3.2
Difference of the L1 norm of the solution (u1, u2) to (3.7) and solutions to (3.8) with different
values of r as in (3.12), all with the same initial datum (3.11), with the same space meshes ∆x =
∆y = 1.25E − 3 and with a time step ∆t = 1.25E − 4.
non-nonlocal problem, nevertheless they suggest that a positive answer is possible.
4. Technical Details. Throughout, for any pair a, b ∈ RD, by I(a, b) we denote
the segment {a+ t(b−a) : t ∈ [0, 1]}. We make extensive use of the following lemmas.
Lemma 4.1. Let H,K and Uo be positive. Define u
n+1 = (1+H)un+K. Then,
un = (1 +H)nUo +
(1 +H)n − 1
H
K ≤ (1 +H)n (Uo + nK) .
Proof. The first equality is immediate. Then, using the binomial theorem, we get
(1 +H)n − 1
H
=
n∑
h=1
(
n
h
)
Hh−1 ≤
n−1∑
h=0
n
(
n− 1
h
)
Hh ≤ n(1 +H)n .
Lemma 4.2. Under conditions (H3), the algorithm (2.3) yields the estimates∥∥∥Ani+1/2,j −Ani−1/2,j∥∥∥ ≤ ∆x ‖∂xη‖L∞∥∥u∆(tn)∥∥L1 , (4.1)∥∥∥Ani+1/2,j+1 −Ani+1/2,j∥∥∥ ≤ ∆y ∥∥∂yη∥∥L∞∥∥u∆(tn)∥∥L1 ,∥∥∥Bni,j+1/2 − Bni,j−1/2∥∥∥ ≤ ∆y ∥∥∂yϑ∥∥L∞∥∥u∆(tn)∥∥L1 ,∥∥∥Bni+1,j+1/2 −Bni,j+1/2∥∥∥ ≤ ∆x ‖∂xϑ‖L∞∥∥u∆(tn)∥∥L1 ,
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∥∥∥Ani+3/2,j − 2Ani+1/2,j +Ani−1/2,j∥∥∥ ≤ 2∆x2 ∥∥∥∂2xxη∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
,(4.2)∥∥∥Bni,j+3/2 − 2Bni,j+1/2 + Bni,j−1/2∥∥∥ ≤ 2∆y2 ∥∥∥∂2yyϑ∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
,∥∥∥Ani+1/2,j−Ani+1/2,j+1−Ani−1/2,j+Ani−1/2,j+1∥∥∥ ≤ ∆x∆y∥∥∥∂2xyη∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
,∥∥∥Bni,j+1/2−Bni+1,j+1/2−Bni,j−1/2+Bni+1,j+1/2∥∥∥ ≤ ∆x∆y∥∥∥∂2xyϑ∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
.
Proof. Consider the estimates on the A terms, the others being entirely similar:∥∥∥Ani+1/2,j −Ani−1/2,j∥∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥(ηi+1/2−l,j−m − ηi−1/2−l,j−m)u∆(tn, xl+1/2, ym)∥∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥ηi+1/2−l,j−m − ηi−1/2−l,j−m∥∥∥ ∥∥∥u∆(tn, xl+1/2, ym)∥∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥u∆(tn, xl+1/2, ym)∥∥∥
∫ xi+1/2−l
xi−1/2−l
∥∥∂xη(x, yj−m)∥∥ dx
≤ ∆x
∥∥∥∂xηk∥∥∥
L∞
∆x∆y
∑
l,m∈Z
∥∥∥u∆(tn, xl+1/2, ym)∥∥∥
≤ ∆x
∥∥∥∂xηk∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
,
proving the first estimate, the second one is entirely analogous. Similarly,∥∥∥Ani+3/2,j − 2Ani+1/2,j +Ani−1/2,j∥∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥u∆(tn, xl+1/2, ym)∥∥∥ ∥∥∥ηi+3/2−l,j−m − 2ηi+1/2−l,j−m + ηi−1/2−l,j−m∥∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥u∆(tn, xl+1/2, ym)∥∥∥∆x∥∥∂xη(τi+1−l, yj−m)− ∂xη(τi−l, yj−m)∥∥
≤ ∆x∆y
∑
l,m∈Z
∥∥∥u∆(tn, xl+1/2, ym)∥∥∥∆x
∫ τi+1−l
τi−l
∥∥∥∂2xxη(s, yj−m)∥∥∥ ds
≤ 2∆x2
∥∥∥∂2xxη∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
where τi−l ∈
]
xi−1/2−l, xi+1/2−l
[
.
Proof of Lemma 2.3. In the spirit of [3, Lemma 2.5], note that (2.3) can be
rewritten as follows:
u
k,n+1/2
ij = u
k,n
ij − ak,ni−1/2,j (uk,nij − uk,ni−1,j) + bk,ni+1/2,j (uk,ni+1,j − uk,nij )
−λx
(
F k,ni+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni−1/2,j(uk,nij , uk,nij )
)
,
(4.3)
where
ak,ni−1/2,j = λx
F k,ni−1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni−1/2,j(uk,ni−1,j , uk,nij )
uk,nij − uk,ni−1,j
,
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bk,ni+1/2,j = λx
F k,ni+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni+1/2,j(uk,nij , uk,ni+1,j)
uk,ni+1,j − uk,nij
.
We now prove that ak,ni−1/2,j and b
k,n
i+1/2,j are non negative. Indeed,
ak,ni−1/2,j = λx
F k,ni−1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni−1/2,j(uk,ni−1,j , uk,nij )
uk,nij − uk,ni−1,j
=
λx
uk,nij − uk,ni−1,j

fk,ni−1/2,j(uk,nij )− f
k,n
i−1/2,j(u
k,n
i−1,j) + f
k,n
i−1/2,j(u
k,n
ij )
2

+ α
2
=
λx
uk,nij − uk,ni−1,j

fk,ni−1/2,j(uk,nij )− fk,ni−1/2,j(uk,ni−1,j)
2

+ α
2
=
λx ∂uf
k,n
i−1/2,j(ζ
k,n
i−1/2,j) + α
2
for a suitable ζk,ni−1/2,j lying between u
k,n
i−1,j and u
k,n
ij . Hence
ak,ni−1/2,j ≥
−λx
∥∥∥∂ufk∥∥∥
L∞
+ α
2
≥ 0 , ak,ni−1/2,j ≤
λx
∥∥∥∂ufk∥∥∥
L∞
+ α
2
≤ 1
3
(4.4)
by (2.6). Entirely similar computations hold for the term bk,ni−1/2,j , so that 1−ak,ni−1/2,j−
bk,ni−1/2,j , a
k,n
i−1/2,j and b
k,n
i−1/2,j are the coefficients of a convex combination. Using (H0),
(H1) and the CFL condition (2.6) we now estimate:∣∣∣F k,ni+1/2,j(uk,nij , uk,nij )− F k,ni−1/2,j(uk,nij , uk,nij )∣∣∣
=
∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani+1/2,j)− fk(tn, xi+1/2, yj, uk,nij , Ani−1/2,j)
+fk(tn, xi+1/2, yj, u
k,n
ij , A
n
i−1/2,j)− fk(tn, xi−1/2, yj, uk,nij , Ani−1/2,j)
∣∣∣
≤
∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani+1/2,j)∣∣∣+ ∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani−1/2,j)∣∣∣∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani−1/2,j)− fk(tn, xi−1/2, yj, uk,nij , Ani−1/2,j)∣∣∣
≤ 2
∥∥∥∂ufk∥∥∥
L∞
uk,nij +
∣∣∣∂xfk(tn, x¯i, yj, uk,nij , Ani−1/2,j)∣∣∣∆x
≤
(
2
∥∥∥∂ufk∥∥∥
L∞
+M∆x
)
uk,nij
for some x¯i ∈
]
xi−1/2, xi+1/2
[
. Now using condition (2.6) we have:
∣∣∣F k,ni+1/2,j(uk,nij , uk,nij )− F k,ni−1/2,j(uk,nij , uk,nij )∣∣∣ ≤ 13λx uk,nij , (4.5)
Using (4.4) and (4.5) in (4.3) we get:
u
k,n+1/2
ij = (1− ak,ni−1/2,j − bk,ni+1/2,j)uk,nij + ak,ni−1/2,juk,ni−1,j + bk,ni+1/2,juk,ni+1,j
12
−λx
(
F k,ni+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni−1/2,j(uk,nij , uk,nij )
)
≥
(
2
3
− ak,ni−1/2,j − bk,ni+1/2,j
)
uk,nij + a
k,n
i−1/2,ju
k,n
i−1,j + b
k,n
i+1/2,ju
k,n
i+1,j ≥ 0 ,
completing the proof. 
Proof of Lemma 2.5.Refer to (4.3). Using (4.1) and (H1) in (4.3), we obtain:
F k,ni+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni−1/2,j(uk,nij , uk,nij )
= fk(tn, xi+1/2, yj, u
k,n
ij , A
n
i+1/2,j)− fk(tn, xi−1/2, yj, uk,nij , Ani−1/2,j)
= ∂xf
k(tn, x¯i, yj , u
k,n
ij , A¯
n
ij)∆x+∇Afk(tn, x¯i, yj , uk,nij , A¯nij)(Ani+1/2,j −Ani−1/2,j)
≤
∥∥∥∇Afk(tn, x¯i, yj , uk,nij , A¯nij)∥∥∥∥∥∥Ani+1/2,j −Ani−1/2,j∥∥∥+M ∣∣∣uk,nij ∣∣∣∆x
≤M |uk,nij |∆x
(
‖∂xη‖L∞
∥∥u∆(tn)∥∥
L1
+ 1
)
(4.6)
Now using Lemma 2.4, (4.4) and (4.6) in (4.3), we get
∣∣∣uk,n+1/2ij ∣∣∣ ≤ (1− ak,ni−1/2,j − bk,ni,j )∣∣∣uk,nij ∣∣∣+ ak,ni−1/2,j∣∣∣uk,ni−1,j∣∣∣
+bk,ni+1/2,j
∣∣∣uk,ni+1,j∣∣∣+M ∣∣∣uk,nij ∣∣∣∆t(‖∂xη‖L∞∥∥u∆(tn)∥∥L1 + 1
)
≤ (1− ak,ni−1/2,j − bk,ni+1/2,j)
∥∥u∆(tn)∥∥
L∞
+ ak,ni−1/2,j
∥∥u∆(tn)∥∥
L∞
+bk,ni+1/2,j
∥∥u∆(tn)∥∥
L∞
+M
∥∥u∆(tn)∥∥
L∞
∆t
(‖∂xη‖L∞‖Uo‖L1 + 1)
≤ ∥∥u∆(tn)∥∥
L∞
(
1 +M∆t
(‖∂xη‖L∞‖Uo‖L1 + 1)) ,
which implies that∥∥∥u∆(tn+1/2)∥∥∥
L∞
≤
(
1 +M
(‖∂xη‖L∞‖Uo‖L1 + 1)∆t) ∥∥u∆(tn)∥∥L∞ .
Applying the same procedure for the y component gives
∥∥∥u∆(tn+1)∥∥∥
L∞
≤
(
1 +M
(∥∥∂yϑ∥∥
L∞
‖Uo‖L1 + 1
)
∆t
)∥∥∥u∆(tn+1/2)∥∥∥
L∞
,
and by Lemma 4.1 we have the L∞ bound
∥∥u∆(tn)∥∥
L∞
≤ ‖Uo‖L∞
[
1 +M
(
max
{
‖∂xη‖L∞ ,
∥∥∂yϑ∥∥
L∞
}
‖Uo‖L1 + 1
)
∆t
]2n
,
so that (2.7) holds with
C = 2M
(
1 + max
{
‖∂xη‖L∞ ,
∥∥∂yϑ∥∥
L∞
})
, (4.7)
completing the proof. 
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Proof of Lemma 2.6. We follow the proof of [3, Proposition 2.6]. Consider first the
term
∑
ij
∣∣∣uk,n+1/2i+1,j − uk,n+1/2ij ∣∣∣∆y, setting uk,n+1/2i+1,j − uk,n+1/2ij = Cnij − λxDnij , where
Cnij = (u
k,n
i+1,j − uk,nij )− λx
(
F k,ni+3/2,j(u
k,n
i+1,j , u
k,n
i+2,j)− F k,ni+1/2,j(uk,nij , uk,ni+1,j)
)
−λx
(
−F k,ni+3/2,j(uk,nij , uk,ni+1,j) + F k,ni+1/2,j(uk,ni−1,j , uk,nij )
)
Dnij = F
k,n
i+3/2,j(u
k,n
ij , u
k,n
i+1,j)− F k,ni+1/2,j(uk,nij , uk,ni+1,j)
+F k,ni−1/2,j(u
k,n
i−1,j , u
k,n
ij )− F k,ni+1/2,j(uk,ni−1,j , uk,nij )
and we now estimate the various terms above separately. Consider the term Cnij .
Cnij = (u
k,n
i+1,j − uk,nij )

1 + λxF
k,n
i+1/2,j(u
k,n
ij , u
k,n
i+1,j)− F k,ni+1/2,j(uk,nij , uk,nij )
uk,ni+1,j − uk,nij


+(uk,ni+1,j − uk,nij )

−λxF
k,n
i+3/2,j(u
k,n
i+1,j , u
k,n
i+1,j)− F k,ni+3/2,j(uk,nij , uk,ni+1,j)
uk,ni+1,j − uk,nij


+(uk,ni+2,j − uk,ni+1,j)

−λxF
k,n
i+3/2,j(u
k,n
i+1,j , u
k,n
i+2,j)− F k,ni+3/2,j(uk,ni+1,j , uk,ni+1,j)
uk,ni+2,j − uk,ni+1,j


+(uk,nij − uk,ni−1,j)

λxF
k,n
i+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni+1/2,j(uk,ni−1,j , uk,nij )
uk,nij − uk,ni−1,j


= (uk,ni+1,j − uk,nij )(1 − bk,ni+ 1
2
,j
− a˜k,n
i+ 1
2
,j
) + (uk,ni+2,j − uk,ni+1,j)bk,ni+ 3
2
,j
+(uk,nij − uk,ni−1,j)a˜k,ni− 1
2
,j
where a˜k,n
i− 1
2
,j
= λx
[
F k,ni+1/2,j(u
k,n
ij , u
k,n
ij )− F k,ni+1/2,j(uk,ni−1,j , uk,nij )
]/
(uk,nij − uk,ni−1,j) and
a˜k,n
i− 1
2
,j
∈ [0, 1/3] can be proved exactly as was done for ak,n
i− 1
2
,j
. By convexity, we have
∑
ij
∣∣∣Cnij ∣∣∣ ≤∑
ij
∣∣∣uk,ni+1,j − uk,nij ∣∣∣ . (4.8)
Concerning Dnij ,
Dnij =
1
2
(
fk,ni+3/2,j(u
k,n
ij )− 2fk,ni+1/2,j(uk,nij ) + fk,ni−1/2,j(uk,nij )
)
(4.9)
+
1
2
(
fk,ni+3/2,j(u
k,n
i+1,j)− fk,ni+1/2,j(uk,ni+1,j)
)
(4.10)
−1
2
(
fk,ni+1/2,j(u
k,n
i−1,j)− fk,ni−1/2,j(uk,ni−1,j)
)
. (4.11)
Let us first consider the estimates (4.10) and (4.11):
(4.10) + (4.11)
=
1
2
(
fk(tn, xi+3/2, yj , u
k,n
i+1,j , A
n
i+3/2,j)− fk(tn, xi+1/2, yj, uk,ni+1,j , Ani+3/2,j)
)
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+
1
2
(
fk(tn, xi+1/2, yj, u
k,n
i+1,j , A
n
i+3/2,j)− fk(tn, xi+1/2, yj , uk,ni+1,j , Ani+1/2,j)
)
−1
2
(
fk(tn, xi+1/2, yj, u
k,n
i−1,j , A
n
i+1/2,j)− fk(tn, xi−1/2, yj , uk,ni−1,j, Ani+1/2,j)
)
−1
2
(
fk(tn, xi−1/2, yj, u
k,n
i−1,j , A
n
i+1/2,j)− fk(tn, xi−1/2, yj , uk,ni−1,j, Ani−1/2,j)
)
=
1
2
∆x
(
∂xf
k(tn, xi+1, yj, u
k,n
i+1,j , A
n
i+3/2,j)− ∂xfk(tn, xi, yj , uk,ni−1,j, Ani+1/2,j)
)
+
1
2
(
∇Afk(tn, xi+1/2, yj , uk,ni+1,j, A
n
i+1,j)(A
n
i+3/2,j −Ani+1/2,j)
)
−1
2
(
∇Afk(tn, xi−1/2, yj , uk,ni−1,j, A
n
i,j)(A
n
i+1/2,j −Ani−1/2,j)
)
for suitable xi ∈
]
xi−1/2, xi+1/2
[
and A
n
i,j ∈ I(Ani−1/2,j , Ani+1/2,j). Introduce xˆi+1/2 ∈
]xi, xi+1[, xˇi ∈
]
xi−1/2, xi+1/2
[
, uk,nij ∈ I(uk,ni−1,j , uk,ni+1,j), uˇk,nij ∈ I(uk,ni−1,j , uk,ni+1,j),
Aˆni,j ∈ I(Ani−1/2,j , Ani+1/2,j), Aˇni+1/2,j ∈ I(A
n
i,j , A
n
i+1,j) and A˜
n
i+1/2,j ∈ I(Ani+1/2,j −
Ani−1/2,j , A
n
i+3/2,j −Ani+1/2,j) so that we have∣∣(4.10) + (4.11)∣∣
≤ ∆x
2
(
∆x
∣∣∣∂2xxfk(tn, xˆi+1/2, yj, uk,ni,j , Aˆni+1,j)∣∣∣
+
∣∣∣∂x∂ufk(tn, xˆi+1/2, yj , uk,ni,j , Aˆni+1,j)∣∣∣∣∣∣uk,ni+1,j − uk,ni−1,j∣∣∣
+
∥∥∥∂x∇Afk(tn, xˆi+1/2, yj , uk,ni,j , Aˆni+1,j)∥∥∥∥∥∥Ani+3/2,j −Ani+1/2,j∥∥∥
)
+
1
2
(
∆x
∥∥∥∂x∇Afk(tn, xˇi, yj , uˇk,ni,j , Aˇni+1/2,j)∥∥∥∥∥∥A˜ni+ 1
2
,j
∥∥∥
+
∥∥∥∂u∇Afk(tn, xˇi, yj, uˇk,ni,j , Aˇni+1/2,j)∥∥∥∥∥∥A˜ni+ 1
2
,j
∥∥∥∣∣∣uk,ni+1,j − uk,ni−1,j∣∣∣
+
∥∥∥∇2AAfk(tn, xˇi, yj , uˇk,ni,j , Aˇni+1/2,j)∥∥∥∥∥∥A˜ni+ 1
2
,j
∥∥∥∥∥∥Ani+1,j −Ani,j∥∥∥
+
∥∥∥∇Afk(tn, xˇi, yj , uˇk,ni,j , Aˇni+1/2,j)∥∥∥∥∥∥Ani+3/2,j − 2Ani+3/2,j +Ani−1/2,j∥∥∥
)
By A˜n
i+ 1
2
,j
∈ I(Ani+1/2,j−Ani−1/2,j , Ani+3/2,j−Ani+1/2,j) and A
n
i,j ∈ I(Ani−1/2,j , Ani+1/2,j),
using Lemma 4.2, we have∥∥∥A˜ni+ 1
2
,j
∥∥∥ ≤ ∆x‖∂xη‖L∞∥∥u∆(tn)∥∥L1 and
∥∥∥Ani+1,j −Ani,j∥∥∥ ≤ ∆x‖∂xη‖L∞∥∥u∆(tn)∥∥L1 .
Now using Lemma 2.4, we have∣∣(4.10) + (4.11)∣∣
≤1
2
[
M∆x2
∣∣∣uk,ni,j ∣∣∣+∆x‖∂x∂uf‖L∞ ∣∣∣uk,ni+1,j − uk,ni−1,j∣∣∣+M∆x2∣∣∣uk,ni,j ∣∣∣‖∂xη‖L∞‖Uo‖L1
]
+
1
2
[
M∆x2
∣∣∣uˇk,ni,j ∣∣∣ ‖∂xη‖L∞‖Uo‖L1 +∆x‖∂u∇Af‖L∞‖∂xη‖L∞‖Uo‖L1 ∣∣∣uk,ni+1,j − uk,ni−1,j∣∣∣
+M∆x2
∣∣∣uˇk,ni,j ∣∣∣ ‖∂xη‖2L∞‖Uo‖2L1 + 2M∆x2∣∣∣uˇk,ni,j ∣∣∣ ∥∥∥∂2xxη∥∥∥
L∞
‖Uo‖L1
]
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=
1
2
M∆x2
∣∣∣uk,ni,j ∣∣∣ (1 + ‖∂xη‖L∞‖Uo‖L1)
+
1
2
M∆x2
∣∣∣uˇk,ni,j ∣∣∣
(
‖∂xη‖2L∞‖Uo‖2L1 + 2
∥∥∥∂2xxη∥∥∥
L∞
‖Uo‖L1 + ‖∂xη‖L∞‖Uo‖L1
)
+
1
2
∆x
∣∣∣uk,ni+1,j − uk,ni−1,j∣∣∣ (‖∂u∇Af‖L∞‖∂xη‖L∞‖Uo‖L1 + ‖∂x∂uf‖L∞) .
Now, let us estimate (4.9).
1
2
(
fk,ni+3/2,j(u
k,n
ij )− 2fk,ni+1/2,j(uk,nij ) + fk,ni−1/2,j(uk,nij )
)
=
1
2
(
fk(tn, xi+3/2, yj , u
k,n
ij , a
k,n
i+3/2,j)− 2fk(tn, xi+1/2, yj , uk,nij , ak,ni+1/2,j)
+fk(tn, xi−1/2, yj, u
k,n
ij , a
k,n
i−1/2,j)
)
=
1
2
∆x
(
∂xf
k(tn, x˘i+1, yj , u
k,n
ij , A˘
n
i+1,j)− ∂xfk(tn, x˘i, yj , uk,nij , A˘nij)
)
+
1
2
∇Afk(tn, x˘i+1, yj , uk,nij , A˘ni+1,j)(Ani+3/2,j −Ani+1/2)
−1
2
∇Afk(tn, x˘i, yj , uk,nij , A˘nij)(Ani+1/2,j −Ani−1/2)
=
1
2
∆x
[
∆x∂2xxf
k(tn, x´i+1/2, yj , u
k,n
ij , A´
n
i+1/2,j)
+∂x∇Afk(tn, x´i+1/2, yj , uk,nij , A´ni+1/2,j)(A˘ni+1,j − A˘nij)
]
+
1
2
∆x∂x∇Afk(tn, x`i+1/2, yj , uk,nij , A`ni+1/2,j)A˜ni+1/2,j
+
1
2
∇2AAfk(tn, x`i+1/2, yj , uk,nij , A`ni+1/2,j)A˜ni+1/2,j(A˘ni+1,j − A˘nij)
+
1
2
∇Afk(tn, x`i+1/2, yj , uk,nij , A`ni+1/2,j)(Ani+3/2,j − 2Ani+1/2,j +Ani−1/2,j) ,
for suitable x˘i ∈
]
xi−1/2, xi+1/2
[
, A˘ni,j ∈ I(Ani−1/2,j , Ani+1/2,j), x´i, x`i ∈ ]x˘i, x˘i+1[,
A´ni,j , A`
n
i,j ∈ I(A˘ni,j , A˘ni+1,j), and A˜ni+1/2,j ∈ I(Ani+1/2,j − Ani−1/2, Ani+3/2,j − Ani+1/2).
Passing to the modulus,
∣∣(4.9)∣∣ ≤ 1
2
∆x2M
∣∣∣uk,nij ∣∣∣+∆x2M ∣∣∣uk,nij ∣∣∣‖∂xη‖L∞‖Uo‖L1
+
1
2
∆x2M
∣∣∣uk,nij ∣∣∣ (‖∂xη‖L∞‖Uo‖L1)2 +∆x2M ∣∣∣uk,nij ∣∣∣∥∥∥∂2xxη∥∥∥
L∞
‖Uo‖L1
so that ∑
ij
λx
∣∣∣Dnij∣∣∣∆y ≤∑
ij
λx
(∣∣(4.9)∣∣+ ∣∣(4.10) + (4.11)∣∣)∆y
≤ ∆t

K +K1∑
ij
∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y


and, adding up (4.8) to the latter expression above∑
ij
∣∣∣uk,n+1/2i+1,j − uk,n+1/2ij ∣∣∣∆y ≤ (1 +K1∆t)∑
ij
∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y +K∆t . (4.12)
16
where
K =M‖Uo‖L1
[
1 + 2‖Uo‖L1
(
‖∂xη‖L∞ +
∥∥∂2xxη∥∥L∞
)
+ ‖∂xη‖2L∞‖Uo‖2L1
]
K1= ‖∂u∇Af‖L∞‖∂xη‖L∞‖Uo‖L1 + ‖∂x∂uf‖L∞ .
(4.13)
We now deal with
∑
ij
∣∣∣uk,n+1/2i,j+1 − uk,n+1/2ij ∣∣∣∆x, setting uk,n+1/2i,j+1 − uk,n+1/2ij = C˜nij +
λx D˜
n
ij , where
C˜nij = (u
k,n
i,j+1 − uk,nij )− λx
(
F k,ni+1/2,j(u
k,n
i,j+1, u
k,n
i+1,j+1)− F k,ni+1/2,j(uk,ni,j , uk,ni+1,j)
)
−λx
(
F k,ni−1/2,j+1(u
k,n
i−1,j , u
k,n
i,j )− F k,ni−1/2,j+1(uk,ni−1,j+1, uk,ni,j+1)
)
D˜nij = F
k,n
i+1/2,j(u
k,n
i,j+1, u
k,n
i+1,j+1)− F k,ni+1/2,j+1(uk,ni,j+1, uk,ni+1,j+1)
+F k,ni−1/2,j+1(u
k,n
i−1,j , u
k,n
ij )− F k,ni−1/2,j(uk,ni−1,j , uk,nij ) .
Following the above treatment of Cnij , we obtain:
C˜nij= (u
k,n
i,j+1 − uk,nij )

1− λxF
k,n
i+1/2,j(u
k,n
ij , u
k,n
i+1,j)− F k,ni+1/2,j(uk,ni.j+1, uk,ni+1,j)
uni,j+1 − unij


+ (uk,ni,j+1 − uk,nij )

λxF
k,n
i−1/2,j+1(u
k,n
i−1,j , u
k,n
i+1,j+1)− F k,ni−1/2,j+1(uk,ni−1.j , uk,nij )
uk,ni,j+1 − uk,nij


+(uk,ni−1,j+1 − uk,ni−1,j)

λxF
k,n
i−1/2,j+1(u
k,n
i−1,j+1, u
k,n
i,j+1)− F k,ni−1/2,j+1(uk,ni−1.j , uk,ni,j+1)
uk,ni−1,j+1 − uk,ni−1,j


+ (uk,ni+1,j+1 − uk,ni+1,j)

−λxF
k,n
i+1/2,j(u
k,n
i,j+1, u
k,n
i+1,j)− F k,ni+1/2,j(uk,ni.j+1, uk,ni+1,j+1)
uk,ni+1,j+1 − uk,ni+1,j


=(uk,ni,j+1 − uk,nij )(1 − a¯k,nij − b¯k,nij )+(uk,ni−1,j+1 − uk,ni−1,j)b¯k,nij +(uk,ni+1,j+1 − uk,ni+1,j)a¯k,nij
where
a¯k,nij = λx
F k,ni+1/2,j(u
k,n
ij , u
k,n
i+1,j)− F k,ni+1/2,j(uk,ni.j+1, uk,ni+1,j)
uni,j+1 − unij
b¯k,nij = −λx
F k,ni−1/2,j+1(u
k,n
i−1,j , u
k,n
i+1,j+1)− F k,ni−1/2,j+1(uk,ni−1.j , uk,nij )
uk,ni,j+1 − uk,nij
.
As in the estimate above for Cnij , condition (2.6) ensures that a¯
k,n
ij , b¯
k,n
ij ∈ [0, 1/3] and∑
ij
C˜nij ≤
∑
ij
∣∣∣uk,ni,j+1 − uk,nij ∣∣∣ (4.14)
by convexity. Passing to D˜nij , we have:
D˜
n
ij = F
k,n
i+1/2,j(u
k,n
i,j+1, u
k,n
i+1,j+1)− F
k,n
i+1/2,j+1(u
k,n
i,j+1, u
k,n
i+1,j+1)
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+F k,ni−1/2,j+1(u
k,n
i−1,j , u
k,n
ij )− F
k,n
i−1/2,j(u
k,n
i−1,j , u
k,n
ij )
=
1
2
(fk,ni+1/2,j(u
k,n
i,j+1)− f
k,n
i+1/2,j+1(u
k,n
i,j+1) + f
k,n
i+1/2,j(u
k,n
i+1,j+1)− f
k,n
i+1/2,j+1(u
k,n
i+1,j+1)
−fk,ni−1/2,j(u
k,n
i−1,j) + f
k,n
i−1/2,j+1(u
k,n
i−1,j)− f
k,n
i−1/2,j(u
k,n
i,j ) + f
k,n
i−1/2,j+1(u
k,n
i,j ))
=
1
2
[
f
k,n
i+1/2,j(u
k,n
i,j+1)− f
k,n
i−1/2,j(u
k,n
i−1,j)− [f
k,n
i+1/2,j+1(u
k,n
i,j+1)− f
k,n
i−1/2,j+1(u
k,n
i−1,j)](4.15)
+fk,ni+1/2,j(u
k,n
i+1,j+1)− f
k,n
i−1/2,j(u
k,n
i,j )− f
k,n
i+1/2,j+1(u
k,n
i+1,j+1) + f
k,n
i−1/2,j+1(u
k,n
i,j )
]
(4.16)
We first estimate (4.15) using Lagrange’s mean value theorem.
(4.15)
=
1
2
(
fk(tn, xi+1/2, yj , u
k,n
i,j+1, A
n
i+1/2,j)−fk(tn, xi−1/2, yj , uk,ni−1,j, Ani−1/2,j)
)
− 1
2
[
fk(tn, xi+1/2, yj+1, u
k,n
i,j+1, A
n
i+1/2,j+1)− fk(tn, xi−1/2, yj+1, uk,ni−1,j , Ani−1/2,j+1)
]
=
∆y
2
(
∂yf
k(tn, xi−1/2, yj+1/2, u
k,n
i−1,j , A
n
i−1/2,j+1/2)
−∂yfk(tn, xi+1/2, yj+1/2, uk,ni,j+1, A
n
i+1/2,j+1/2)
)
+
1
2
∇Afk(tn, xi+1/2, yj+1/2, uk,ni,j+1, A
n
i+1/2,j+1/2)(A
n
i+1/2,j −Ani+1/2,j+1)
− 1
2
∇Afk(tn, xi−1/2, yj+1/2, uk,ni−1,j , A
n
i−1/2,j+1/2)(A
n
i−1/2,j −Ani−1/2,j+1)
for suitable yj+1/2 ∈
]
yj, yj+1
[
and A
n
i−1/2,j+1/2 ∈ I(Ani−1/2,j , Ani−1/2,j+1). Introduc-
ing suitable x˜i, x˘i ∈
]
xi−1/2, xi+1/2
[
; uk,ni−1/2,j+1/2, uˇ
k,n
i−1/2,j+1/2 ∈ I(uk,ni−1,j , uk,ni+1,j+1);
Aˆni,j+1/2, Aˇ
n
i,j+1/2 ∈ I(A
n
i−1/2,j+1/2, A
n
i+1/2,j+1/2) and A˜
n
ij ∈ I(Ani−1/2,j − Ani−1/2,j+1,
Ani+1/2,j −Ani+1/2,j+1), we have
∣∣(4.15)∣∣
≤ ∆y
2
(
∆x
∣∣∣∂2xyfk(tn, x˜i, yj+1/2, uk,ni−1/2,j+1/2, Aˆni,j+1/2)∣∣∣
+
∣∣∣∂y∂ufk(tn, x˜i, yj+1/2, uk,ni−1/2,j+1/2, Aˆni,j+1/2)∣∣∣∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣
+
∥∥∥∂y∇Afk(tn, x˜i, yj+1/2, uk,ni−1/2,j+1/2, Aˆni,j+1/2)∥∥∥∥∥∥Ani+1/2,j+1/2 −Ani−1/2,j+1/2∥∥∥
)
+
1
2
(
∆x
∥∥∥∂x∇Afk(tn, x˘i, yj+1/2, uˇk,ni−1/2,j+1/2, Aˇni,j+1/2)∥∥∥∥∥∥A˜nij∥∥∥
+
∥∥∥∂u∇Afk(tn, x˘i, yj+1/2, uˇk,ni−1/2,j+1/2, Aˇni,j+1/2)∥∥∥∥∥∥A˜nij∥∥∥∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣
+
∥∥∥∇2AAfk(tn, x˘i, yj+1/2, uˇk,ni−1/2,j+1/2, Aˇni,j+1/2)∥∥∥∥∥∥A˜nij∥∥∥∥∥∥Ani+1/2,j+1/2 −Ani−1/2,j+1/2∥∥∥
+
∥∥∥∇Afk(tn, x˘i, yj+1/2, uˇk,ni−1/2,j+1/2, Aˇni,j+1/2)∥∥∥
×
∥∥∥Ani+1/2,j −Ani+1/2,j+1 −Ani−1/2,j +Ani−1/2,j+1∥∥∥
)
.
We now use Lemma 4.2 since it holds that A˜nij ∈ I(Ani−1/2,j − Ani−1/2,j+1, Ani+1/2,j −
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Ani+1/2,j+1) and A
n
i−1/2,j+1/2 ∈ I(Ani−1/2,j , Ani−1/2,j+1), which implies that∥∥∥A˜nij∥∥∥ ≤ ∆y ∥∥∂yη∥∥L∞∥∥u∆(tn)∥∥L1 ,∥∥∥Ani+1/2,j+1/2 −Ani−1/2,j+1/2∥∥∥ ≤ ∆x ‖∂xη‖L∞∥∥u∆(tn)∥∥L1 ,∥∥∥Ani+1/2,j −Ani+1/2,j+1 −Ani−1/2,j +Ani−1/2,j+1∥∥∥ ≤ ∆x∆y ∥∥∥∂2xyη∥∥∥
L∞
∥∥u∆(tn)∥∥
L1
.
Therefore
2
∣∣(4.15)∣∣≤M∆x∆y∣∣∣uk,ni−1/2,j+1/2∣∣∣+∆y∥∥∥∂y∂ufk∥∥∥
L∞
∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣
+M∆x∆y
∣∣∣uk,ni−1/2,j+1/2∣∣∣‖∂xη‖L∞‖Uo‖L1
+M∆x∆y
∣∣∣uˇk,ni−1/2,j+1/2∣∣∣ ‖∂xη‖L∞‖Uo‖L1
+∆y‖∂u∇Af‖L∞
∥∥∂yη∥∥
L∞
‖Uo‖L1
∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣
+M∆x∆y
∣∣∣uˇk,ni−1/2,j+1/2∣∣∣ ‖∂xη‖L∞∥∥∂yη∥∥L∞‖Uo‖2L1
+M∆x∆y
∣∣∣uˇk,ni−1/2,j+1/2∣∣∣ ∥∥∥∂2xyη∥∥∥
L∞
‖Uo‖L1
=M∆x∆y
∣∣∣uk,ni−1/2,j+1/2∣∣∣ (1 + ‖∂xη‖L∞‖Uo‖L1)
+M∆x∆y
∣∣∣uˇk,ni−1/2,j+1/2∣∣∣
×
(
‖∂xη‖L∞
∥∥∂yη∥∥
L∞
‖Uo‖2L1 +
∥∥∥∂2xyη∥∥∥
L∞
‖Uo‖L1 + ‖∂xη‖L∞‖Uo‖L1
)
+∆y
∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣ (‖∂u∇Af‖L∞∥∥∂yη∥∥L∞‖Uo‖L1 + ∥∥∂y∂uf∥∥L∞
)
,
which implies that∑
ij
∣∣(4.15)∣∣ ≤ K2 +K3∆y∑
ij
∣∣∣uk,ni,j+1 − uk,ni−1,j∣∣∣ ,
where
K2=
M
2 ‖Uo‖L1
[
1 + ‖∂xη‖L∞‖Uo‖L1
(
2 +
∥∥∂yη∥∥
L∞
‖Uo‖L1
)
+
∥∥∥∂2xyη∥∥∥
L∞
‖Uo‖L1
]
K3=
1
2
(
‖∂u∇Af‖L∞
∥∥∂yη∥∥
L∞
‖Uo‖L1 +
∥∥∂y∂uf∥∥
L∞
)
.
(4.17)
Similarly, ∑
ij
∣∣(4.16)∣∣ ≤ K2 +K3∆y∑
ij
∣∣∣uk,ni+1,j+1 − uk,nij ∣∣∣ .
Therefore∑
ij
λx
∣∣∣D˜nij∣∣∣∆x ≤∑
ij
λx
(∣∣(4.15)∣∣+ ∣∣(4.16)∣∣)∆x
≤ 2K2∆t+K3 r∆t
∑
ij
(∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y + ∣∣∣uk,ni,j+1 − uk,nij ∣∣∣∆x
)
where
r = max
{
∆x
∆y
,
∆y
∆x
}
. (4.18)
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Collecting the various terms above, we get∑
ij
∣∣∣uk,n+1/2i,j+1 − uk,n+1/2ij ∣∣∣∆x ≤ (1 +K3 r∆t)∑
ij
∣∣∣uk,ni,j+1 − uk,nij ∣∣∣∆x
+K3 r∆t
∑
ij
∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y +K2∆t ,
and, finally,
∑
ij
(∣∣∣uk,n+1/2i+1,j − uk,n+1/2ij ∣∣∣∆y + ∣∣∣uk,n+1/2i,j+1 − uk,n+1/2ij ∣∣∣∆x
)
≤ (1 +K1∆t)
∑
ij
(∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y + ∣∣∣uk,ni,j+1 − uk,nij ∣∣∣∆x
)
+K2∆t ,
where, using the definitions (4.13), (4.17) and (4.18),
K1 = K1 +K3r and K2 = K +K2
K1 +K3r
. (4.19)
Entirely analogous estimates lead to
∑
ij
(∣∣∣uk,n+1i+1,j − uk,n+1ij ∣∣∣∆y + ∣∣∣uk,n+1i,j+1 − uk,n+1ij ∣∣∣∆x
)
≤ (1 +K1∆t)
∑
ij
(∣∣∣uk,n+1/2i+1,j − uk,n+1/2ij ∣∣∣∆y + ∣∣∣uk,n+1/2i,j+1 − uk,n+1/2ij ∣∣∣∆x
)
+K1K2∆t ,
so that, recursively,
∑
ij
(∣∣∣uk,ni+1,j − uk,nij ∣∣∣∆y + ∣∣∣uk,ni,j+1 − uk,nij ∣∣∣∆x
)
≤ e2K1 tn
∑
ij
(∣∣∣uk,0i+1,j − uk,0ij ∣∣∣∆y + ∣∣∣uk,0i,j+1 − uk,0ij ∣∣∣∆x
)
+ K2
(
e2K1 t
n − 1
)
completing the proof of the lemma. 
Proof of Lemma 2.8. Following [3, Lemma 2.7] and [14, Section 3], we have
∑
ij
∣∣∣uk,n+1/2ij − uk,nij
∣∣∣∆x∆y
≤
∆t
2
∆y
∑
ij
∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani+1/2,j)− fk(tn, xi−1/2, yj , uk,ni−1,j , Ani−1/2,j)
∣∣∣(4.20)
+
∆t
2
∆y
∑
ij
∣∣∣fk(tn, xi+1/2, yj , uk,ni+1,j , Ani+1/2,j)− fk(tn, xi−1/2, yj , uk,nij , Ani−1/2,j)
∣∣∣(4.21)
+α
∑
ij
∆x∆y
∣∣∣uk,ni+1,j − uk,nij
∣∣∣ .
Consider (4.20), since (4.21) can be treated in the same way. Using Lemma 4.2
(4.20) =
∆t
2
∆y
∑
ij
∣∣∣fk(tn, xi+1/2, yj , uk,nij , Ani+1/2,j)− fk(tn, xi−1/2, yj , uk,ni−1,j , Ani−1/2,j)
∣∣∣
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≤
∆t
2
∆y
∑
ij
[∣∣∣∂xfk(tn, x¯i, yj , u¯k,ni−1/2,j , A¯nij)
∣∣∣∆x
+
∣∣∣∂ufk(tn, x¯i, yj , u¯k,ni−1/2,j , A¯nij)
∣∣∣
∣∣∣uk,nij − uk,ni−1,j
∣∣∣
+
∥∥∥∇Af(tn, x¯i, yj , u¯k,ni−1/2,j , A¯nij)
∥∥∥
∥∥∥Ani+1/2,j − Ani−1/2,j
∥∥∥
]
≤
∆t
2
∆y
∑
ij
[
M∆x
∣∣∣u¯k,ni−1/2,j
∣∣∣ (1 + ‖∂xη‖L∞‖Uo‖L1)+ ‖∂uf‖L∞
∣∣∣uk,nij − uk,ni−1,j
∣∣∣
]
≤M
∆t
2
‖Uo‖L1
(
1 + ‖∂xη‖L∞‖Uo‖L1
)
+
∆t
2
‖∂uf‖L∞
∑
ij
∆y
∣∣∣uk,ni+1,j − uk,nij
∣∣∣ ,
so that∑
ij
∣∣∣uk,n+1/2ij − uk,nij ∣∣∣∆x∆y ≤M ∆t ‖Uo‖L1 (1 + ‖∂xη‖L∞‖Uo‖L1)
+∆t
(
‖∂uf‖L∞ +
α
λx
)∑
ij
∆y
∣∣∣uk,ni+1,j − uk,nij ∣∣∣ ,
which, together with the analogous estimate for
∑
ij
∣∣∣un+1ij − uk,n+1/2ij ∣∣∣∆x∆y com-
pletes the proof of the Lemma with
C =
√
nM ‖Uo‖L1
(
2 +
(
‖∂xη‖L∞ +
∥∥∂yϑ∥∥
L∞
)
‖Uo‖L1
)
(4.22)
+
√
n
(
‖∂uf‖L∞ +
α
λx
+ ‖∂ug‖L∞ +
β
λy
)(
eK1 t
n
TV(Uo) +K2
(
eK1 t
n − 1
))
.

Proof of Theorem 2.2. The strong BV estimate proved in Lemma 2.6 allows to
use classical tools. Indeed, for instance, all properties 1. to 6. in [20, Section 3] hold.
More precisely, 1. follows from Lemma 2.4, 2. follows from Lemma 2.6 through [20,
Lemma 3.3], 3. follows from Lemma 2.8, 4. follows from Lemma 2.5, 5. follows from 6.,
and 6. follows from Lemma 2.7. Hence, for any sequence (∆t)ν , (∆x)ν , (∆y)ν tending
to 0 and satisfying for any ν the CFL condition (2.6), an application of [20, Proposi-
tion 3.1] ensures the convergence (up to a subsequence) of the approximate solutions
uk∆ν to a solution U
k of (2.2), for k = 1, . . . , N .
By (2.4)–(2.5), the terms A and B converge to the respective convolutions inte-
grals, ensuring that Uk solves (1.1) in the sense of Definition 2.1.
Finally, the uniformity of the bounds proved in the Lemmas allows to pass each
of these bounds to the solution, completing the proof. 
Proof of Lemma 3.1. It is sufficient to verify that (H0), (H1), (H2) and (H3)
hold. The latter condition is immediate. Clearly, f and g as defined in (3.2) are both
of class C2 in all their arguments.
Let now p ∈ C3
c
(R;R) be such that p(U) = U(1 − U) for all U ∈ [0, 1] and
q ∈ C3c(R;R) be such that q(A) = 1−A for all A ∈ [0, 1]. Define
fˆ(t, x, y, U,A) = p(U) q(A) v1(x, y) and gˆ(t, x, y, U,B) = p(U) q(B) v2(x, y) .
Clearly, by the above choices and by (3.3), fˆ and gˆ both are of class C2 ∩W3,∞.
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Then, Theorem 2.2 applies and yields a solution to ∂tU+∇·
(
p(U) q(U ∗ µ) v) = 0
in the sense of Definition 2.1. By [17, Theorem 3], u attains values inside [0, 1], hence
it also solves (3.1). 
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