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In this paper, we demonstrate the expressibility of artificial neural networks (ANNs) in quan-
tum many-body physics by showing that a feed-forward neural network with a small number of
hidden layers can be trained to approximate with high precision the ground states of some notable
quantum many-body systems. We consider the one-dimensional free bosons and fermions, spinless
fermions on a square lattice away from half-filling, as well as frustrated quantum magnetism with a
rapidly oscillating ground-state characteristic function. In the latter case, an ANN with a standard
architecture fails, while that with a slightly modified one successfully learns the frustration-induced
complex sign rule in the ground state and approximates the ground states with high precisions. As
an example of practical use of our method, we also perform the variational method to explore the
ground state of an anti-ferromagnetic J1 − J2 Heisenberg model.
I. INTRODUCTION
A central challenge in quantum many-body physics is
developing efficient numerical tools for strongly corre-
lated systems, whose Hilbert space dimensionality grows
exponentially with the system size, so does the infor-
mation required for characterizing a generic state of the
system. However, for many physical systems of prac-
tical interest, the ground states may have a simplified
structure, thus, it can be appropriately approximated us-
ing an exponentially smaller number of parameters than
that required for characterizing generic states. Typical
examples include low dimensional strongly correlated sys-
tems, whose ground states can be represented in terms
of matrix product states by taking advantage of lim-
ited entanglement entropy in the ground states[1–3]. For
higher-dimensional systems, a different routine involving
stochastic sampling applies for certain types of strongly
correlated systems with positive-definite ground states,
with Quantum Monte Carlo (QMC) algorithm providing
a well-controlled method to evaluate the physical quanti-
ties of interest based on an exponentially small fraction of
all possible configurations[4–6]. In spite of the remark-
able achievement of these numerical methods, develop-
ing a general strategy to represent typical many-body
wave-functions that bypasses the exponential complex-
ity remains a formidable, if not impossible, task and is
a question of principal interest in the condensed matter
community.
In general, a many-body wave-function can be ex-
panded in terms of a set of orthogonal basis (e.g. the Fock
basis) and can be fully characterized by a function where
one feeds in a basis and gets the output the set of corre-
sponding coefficient in the wave function. Consider a spin
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lattice system as an example; in this case, an arbitrary
wave-function can be expanded as: Ψ =
∑
σ C[σ]|σ〉,
where |σ〉 = |σ1 . . . σL〉 are {Szi }-eigenstates spanning the
Hilbert space of the spin configurations. Therefore, the
task amounts to efficiently approximating the function
C[σ] using an exponentially smaller number of parame-
ters than the Hilbert space dimensionality∼ 2L. Among
the existing modern techniques used for approximating
functions, artificial neural networks (ANNs), as a pow-
erful tool for data fitting and feature extraction, have
not only achieved remarkable successes in machine learn-
ing and cognitive science fields in the past decades[7, 8],
but have also recently attracted considerable attention
of researchers in condensed matter community. Applying
machine learning methods to problems in condensed mat-
ter physics is not only interesting on its own right[9–12],
but it may also potentially provide new ideas and have
practical applications for solving complex physics prob-
lems, such as identifying classical and quantum phases of
matter and locating the phase transition points[13–21],
categorizing and designing materials[22–24], improving
existing numerical techniques[25–29] and even developing
new methods in the quantum many-body physics[30, 31].
Owning to its tremendous capability in function approxi-
mations, ANNs can also be considered as novel represen-
tations of many-body wave-functions[30, 32–35], e.g. in
a seminal work, Carleo et al proposed a new kind of vari-
ational wave functions using the restricted Boltzmann
machine[30].
Even though it can be prove mathematically that
ANNs can in principle approximate any smooth func-
tion to any accuracy[36–38], what matters in practice is
the efficiency of the method: the amount of resources an
ANN needs to approximate a given multi-variable func-
tion. In this paper, we will demonstrate the expressibility
of neural networks in approximating and characterizing
quantum many-body wave-functions using some notable
2examples of physical interest. For a wave function with
completely random coefficients, the information encoded
in it cannot be compressed; thus, an exponentially large
number of parameters are needed. The goal of this paper
is to express the ground-states of several notable many-
body systems in terms of neural networks of feasible size
and a small number of hidden layers, and, most impor-
tantly, networks learns in a reasonable time. The success
of this approach relies on the specialty of the ground state
compared to a generic eigenstate, where the underlying
physical laws encoded in the ground-state’s wave func-
tion can be extracted by the neutral networks through
big amount of training.
FIG. 1. (Left) The structure of the feed-forward ANN we
used to approximate quantum many-body groundstate wave-
functions; (Right) three types of neurons with different acti-
vation functions.
In the following, we show which ground-state wave-
functions can be efficiently expressed by a simple neural
network, and for those who can’t, how the ANN’s ar-
chitecture should be modified to achieve this goal. The
scaling of the computation resources with the system size
is also investigated. Special attention is devoted to wave
functions with the “sign problem”, where the function
C[σ] may alter its sign even for a local change in the input
[σ], and thus cannot be considered a “smooth”function.
The sign problem not only hinders the application of
QMC methods, but also make it more difficult for a sim-
ple ANN to learn a wave-function. However, as we shown,
this problem can be circumvented by dividing the task
into two sub-tasks and by designing ANNs with corre-
sponding architectures. This is a typical example that
illustrates the neural network’s ability of extracting the
physics laws, even for those too complex to be written
explicitly.
The rest of the paper is organized as follows: first we
introduce the structure of the ANN then used it to in-
vestigate some notable examples, including one- (1D) and
two-dimensional(2D) free bosons and fermions, whose ex-
act ground states are compared to those predicted by the
ANN. To determine whether the ANN approach can work
for large systems, we adopt the importance sampling al-
gorithm to calculate physical quantities instead of wave
functions, and compare them to the exact ones. Then, we
attack the most difficult part: approximating the ground
state of a frustrated quantum magnetism whose char-
acteristic function can dramatically change its sign, thus
being very different from a smooth function, which makes
it extremely difficult for a regular ANN to approximate.
In spite of this, we find that a slight modification of neu-
rons in the ANN allows to capture the sign rule of the
frustrated quantum magnetism, even at the phase tran-
sition point. Finally, we discuss the practical application
of this method based on the variational method.
II. METHODS
Before we proceed further to discuss specific examples,
let us describe the details of the ANNs and the optimiza-
tion methods we will use. We consider a fully connected
feed-forward neural network consisting of interconnected
group of nodes (neurons) with a stacked layered struc-
ture, and its expressibility is encoded in sets of adaptive
weights of connections between neurons in adjacent lay-
ers. As shown in Fig.1, we consider a four-layer ANN,
with two hidden layers (each containing Nb neurons) that
are sandwiched between the input layer (accepting the
Fock basis ([n] or [σ]) and the output layer that out-
put the corresponding coefficient predicted by the ANN
(CP [σ]) . A neuron can be considered to be an elemental
processor:
o
[n+1]
i = f(
∑
j
W
[n]
ij o
[n]
j + b
[n]
i ), (1)
where o
[n]
j is the output of the j-th neuron of the n-th hid-
den layer, W
[n]
ij denotes the connection weight between
the n-th and n − 1-th hidden layers, and b[n]j is the bias
in this neuron. The activation function f(x) can be any
smooth nonlinear function. However, as we show below,
choosing a proper nonlinear function may significantly
increase the ANN’s efficiency for approximating certain
target functions. We introduce a fidelity function:
F = 1− |
∑
σ
〈C∗T [σ]CP [σ]〉| (2)
to measure the difference between the target function
CT [σ] and the one predicted by the ANN CP [σ]. Here
we should point out that to calculate this quantity, the
target functions are known in advance. We will discuss
how to generalize the current method to explore new
quantum many-body systems with previously unknown
ground states in Sec.V. The problem now reduces to an
optimization problem with the goal of finding the mini-
mum of F in the landscape of ANN parameters (weights
of the connection and bias, which are denoted as {W}
in the following). In the following, we adopt the ANN
construction methods and the optimization techniques
that are readily available in the machine learning libraries
TensorFlow[39], with the training time measured in the
3units of T0, corresponding to the period of a single op-
timization iteration that depends on the details of the
ANN, more details about the initialization and training
can be found in the Appendix.
III. FREE BOSONS/FERMIONS SYSTEMS
The first class of wave-functions that we investigate
is the ground states of the simplest many-body systems
composed of free bosons or fermions. In spite of their ex-
treme simplicity, these wave-functions are perfect touch-
stones to test the expressibility of the ANN, for two rea-
sons: first the well-known analytic forms of these wave
functions serve not only as a target function during the
training process of a neural network, but also a tester of
the accuracy of its predictions; Second, in some cases,
e.g. the ground state of 2D free fermions away from half-
filling, the wave function is simple but not trivial, in the
sense that it is difficult to be characterized using the ex-
isting numerical methods like the MPS and the path in-
tegral QMC method, because this wave-function suffers
from the entanglement area law and the sign problem
simultaneously.
The examples we studied in this section include the
ground state of free bosons in 1D lattice, and those of
free fermions in 1D and 2D lattices, with the filling factor
away from half-filling. For free bosons (FB) in a 1D lat-
tice with length L and unit filling factor (with the overall
number of bosons N = L), the ground state wave func-
tion can be written as: ΨFB =
∑
n CFB[n]|n〉 where
|n〉 = |n1 . . . nL〉 is the occupation number basis span-
ning the Hilbert space under the constraint N = L. The
analytic form of the multi-variable characteristic function
is: CFB [n] =
√
L!/n1! . . . nL!/L
L/2. The wave-function
of a free fermion lattice system has a similar form while
ni can only be 0 or 1. We assume there are N parti-
cles and CFF [n] = det[M], where M is a N ×N matrix
with the matrix elementsMij = fi(xj), with xj denoting
the position of the jth fermion, and fi(x) denoting the
ith single-particle eigenstate, in a 1D chain with a pe-
riodic boundary condition (PBC), fi(x) =
1√
L
eikix with
ki being the ith momentum. In a 2D lattice, both xj
and ki are replaced by a 2D vector xj and ki. Based
on the above exact results, we implemented the train-
ing process, aiming to minimize the fidelity function F
by adjusting the parameters of the ANN. To avoid the
problem of over-fitting, the number of the variational
parameters in the ANN was chosen to be on the order
of O(N2b ) ∼ 103, significantly smaller than the typical
Hilbert space dimensionality of the systems we studied
here(∼ 106). As shown in Fig.2 (a), for cases of 1D free
bosons or fermions, an ANN with only a few neurons
Nb ∼ O(101) can easily approximate the corresponding
target function with an extraordinarily high precision.
For 2D fermions, a direct approximation of CFF [n] based
on the ANN with the current structure seems to fail be-
cause the sign of CFF [n] can dramatically change owning
to the fermionic statistics in two dimensions. We will re-
consider this point later on. To avoid this problem, here
we chose |CFF [n]| instead of CFF [n] as our target func-
tion, which still allowed us to calculate the average values
of diagonal operators in the Fock basis (e.g. the nearest
neighbor (NN) density correlation Onn =
1
L
∑
i〈nini+1〉
and the local density operator On1 = 〈n1〉). As shown in
Fig.2 (c), an ANN with Nb ∼ O(102) can give rise to val-
ues of Onn and On1 with precisions ∼ O(10−3). We also
notice that the ground state of interacting quantum mod-
els (e.g. the quantum spin model[30] and bose-Hubbard
model[40, 41]) have been studied by other machine learn-
ing methods, where the ANNs are trained to minimize the
ground state energy, instead of the fidelity of the wave
function.
In all of the above-studied cases, the system size is
relatively small since we want to compare our results
with the exact ones. In what follows, we show that in
principle, there is no intrinsic difficulty to use ANNs to
simulate larger systems, whose Hilbert space dimension-
ality is much larger than the memory of any computer,
thus making it impossible to store the predicted wave
functions and calculate its overlap with the exact ones.
As a consequence, we focus on physical quantities in the
ground states instead of focusing on the wave functions
themselves, to test the accuracy of the ANN. The key
point is that we approximate the characteristic functions
only training the ANN only over a tiny fraction of the
entire configuration space and we assume that the pre-
dicted functions are also valid for other configurations
once the ANN finds the correct form of the target func-
tion. Obviously, the efficiency of the function approxi-
mating strongly depends on the choice of training config-
urations, which need to be “representative”in the Hilbert
space. In other words, the probability of choosing a cer-
tain configuration [n] should be proportional to its weight
|C[n]|2 in a given wave function, which can be achieved
by the importance sampling in the Monte Carlo algo-
rithm. Consider the ground state of a 1D L = 64, N = 31
free fermion system as an example. For this system, we
first implemented importance sampling to generate mil-
lions of “representative”configurations based on the exact
value of |CT [n]|2, and use these generated configurations
to train the ANN and approximate the target function.
After completing the training, a new set of “represen-
tative”configurations was generated according to their
weights predicted by the ANN |CP [n]|2, and we calcu-
lated the valued of the physical quantities based on these
new configurations and compared them with their exact
values. The result is shown in Fig.2 (c), where we observe
that the precision of Onn evaluated based on the above-
described sampling scheme can reach O(10−3). For a
fixed amount of training and sampling data, the scaling
relation between the precision and system size is shown
in the inset of Fig.2 (c).
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FIG. 2. (a) Fidelity F = 1 − |〈ΨED|ΨANN 〉| as a function of the number of neurons Nb, for 1D free bosons with L = 12,
N = 12 and the corresponding Hilbert space dimensionality D = 1352078 and for 1D free fermions with L = 24, N = 11
and D = 2496144; (b) the precision function δ = |OANN − OED|/OED for two different quantities Onn =
1
L
∑
i
〈nini+1〉 and
On1 = 〈n1〉 for 2D free fermions with L=24(4 × 6), N=13 and D = 2496144, the inset shows a typical Fock configuration; (c)
the precision function δ for Onn =
1
L
∑
i
〈nini+1〉 as a function of Nb obtained by the importance sampling algorithm for a 1D
free fermion, where both the amount of the training and the sampling data are chosen as H = 106 in the simulations of various
system sizes, the inset show δ as a function of L with a fixed H = 106 and Nb = 200.
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FIG. 3. (a) The accuracy function P (α) of the sign rule in the ground state of 1D J1 − J2 model with L = 24 and various
Nb, with the inset showing the modified ANN used to capture the sign rule with neurons in the first hidden layer replaced by
those with the cosine activation functions f(x) = cos(pix); (b) The evolution of P during the training with fixed Nb = 200 and
various systems sizes, with the inset showing a typical “confusion”time Tc in the training as a function of system size with
Nb = 200; (c) The accuracy P predicted by the sign-ANN as a function of the layer of the ANN with a fixed Nb = 120; (d)the
ratio between the average absolute value of the coefficient with the erroneously assigned sign and that of the whole training set
with Nb = 120; (e) The fidelity as a function of Nb for the amplitude ANN. (f) The Fidelity in the J1 − J2 model and various
α as a function of Nb predicted by the combination of the sign (with N
s
b = Nb) and amplitude ANNs (with N
a
b = Nb/2). For
(c)-(f), the system size L = 24.
IV. NON POSITIVE DEFINITE WAVE
FUNCTIONS
In general, neural networks perform much better on
approximating smooth functions rather than rough ones,
which may restrict their applicability in quantum many-
body physics, because for certain types of important
wave-functions, their characteristic functions may drasti-
cally change and even alter its sign in response to a slight
change in the input configuration. The sign problem, in
its different forms, imposes challenges on both existing
methods (e.g. QMC) and the current neural network
5function approximating. For example, the ANN with a
simple structure illustrated in Fig.1 fails to approximate
the ground state of one of the simplest models: a 1D
anti-ferromagnetic Heisenberg model. In QMC, the sign
problem in such a bipartite lattice can be avoided by
performing a basis rotation. In the current method, we
attack the problem by separately approximating the am-
plitude and the sign of the target function by two differ-
ent ANNs. The ANN that approximates the amplitude
is similar to those studied above, with the only difference
that the target function is replaced by its absolute value.
This “amplitude ANN”performs as well as that in the
previously described ones in Sec.III.
The difficult part is to approximate the sign function:
S[σ] = (C[σ]/|C[σ]|+1)/2, which takes the values of 1(0)
if C[σ] is positive (negative). For a 1D lattice (or more
generally, a bipartite lattice) model, it is well-known that
the sign of C[σ] obeys the Marshall sign rule: S[σ] = 1/0
if in σ the total number of down spins in the odd sites is
even/odd. This mathematical theorem enables us to per-
form a basis rotation in the even or odd sites to eliminate
the sign problem in QMC simulations. For the current
method, the question is without the prior knowledge of
the Marshall sign rule, whether a ANN can automatically
extract it from the training set data? Based on our nu-
merical tests, we found that a standard ANN, as the one
shown in Fig.1 fails to extract the Marshall sign rule, but
a modified ANN with the activation function of neurons
in the first hidden layer replaced by a cosine function
(hereafter denoted as “sign ANN”) succeeds. This mod-
ification can significantly increase the efficiency of the
ANN with the accuracy of 100% because the cosine func-
tion is more capable of capturing the even/odd features in
the input data. Another important wave-function is the
ground state of the Majumdar-Ghosh model: the dimer-
ized state: Ψ =
⊗L
2
i=1
1√
2
[| ↑〉2i−1| ↓〉2i − | ↓〉2i−1| ↑〉2i],
with the sign function S[σ] = [
∏L
2
i=1(S
z
2i−1 − Sz2i) + 1]/2.
We found that this sign rule can also been satisfactorily
learned by the sign ANN with the accuracy of 100%.
In the two examples above, the sign rules are rather
simple in the sense that they can be written explicitly
in a simple form. However, for a generic wave-function
with the sign problem, this is not the case. The sign rule
may be too complex to be captured by programming or
designing explicit algorithms, which on the other hand is
exactly what ANNs are good at. Approximating the sign
function becomes a classification problem, which reminds
us of one of the most successful applications of ANN:
recognizing handwritten digits. In this classical problem,
the ANN was shown to automatically and successfully in-
fer the rules of classification using the training set exam-
ples. Here we adopt a similar strategy to extract the elu-
sive sign rule for the ground state of a frustrated quantum
magnetism model: the 1D J1− J2 AF-Heisenberg model
with the Hamiltonian: H =
∑
i[J1SiSi+1 + J2SiSi+2]
(where both J1 and J2 are non-negative). The two cases
studied above are exactly the ground state of this model
in two limits: α = 0 and 0.5 with α = J2/J1 .
For a general α, there is no exact solution of the ground
state; thus, we used the Lanczos method to calculate the
sign function for a finite size system and compare it to
the one predicted by the sign ANN. The accuracy v.s. α
is plotted Fig. 3 (a) for various Nb, and we observe that
in the entire region 0 ≤ α ≤ 0.5, the accuracy predicted
by the sign ANN is high, reaching 99%, while the mini-
mum of the accuracy corresponds to the phase transition
point. Besides the accuracy, the efficiency of an ANN also
depends on the typical training time and how this time
scales with the system size. The “time”evolution of the
accuracy during a training process is shown in Fig.3 (b),
where we observe that the ANN first experiences a period
of “confusion”with the prediction accuracy P ≃ 0.5 until
a certain time Tc, after which the machine finally learns
the correct approximation of the exact sign function and
the accuracy will increase rapidly before saturating. This
time scale Tc, together with the number of the neurons
Nb, can be understood as the computation resources one
needs to capture the sign rule using the ANN. The scal-
ing relation between Tc and the system size L is plotted
in the inset of Fig.3 (b). The system size we studied is
relatively small thus it is difficult to tell whether Tc scales
with L in a polynomial or exponential manner, which re-
mains an open question.
Now we discuss more details of the ANN. First, even
though throughout this paper we choose a ANN with a
two-hidden layer structure, one may wonder whether fur-
ther increasing the number of the layer can improve the
prediction accuracy or not. To address this issue, we cal-
culate P for different ANN with different hidden layer
(up to three) with fixed iteration steps. As shown in
Fig. 2 (c), we found that, at least for this example, even
though an ANN with two hidden layers indeed performs
much better than that with only one hidden layer, fur-
ther increasing the number of layers does not significantly
improve the performances. We also check the correlation
between the erroneously assigned signs for a certain co-
efficient and the coefficient’s absolute value. To do that,
we define a parameter ε to measure the ration between
the average absolute value of the coefficient with the er-
roneously assigned sign and that of the whole training
set.
ε =
1
D′
∑
σ′ |C[σ′]|
1
D
∑
σ |C[σ]|
(3)
where [σ′] denotes the set of input basis with the erro-
neous assigned sign, with the dimensionalityD′, while [σ]
denotes all the training basis with the dimensionality D.
As shown in Fig.3 (d), we can find that ε ∼ O(10−2)≪ 1,
indicating that the erroneous predictions of the sign-ANN
tend to occur for those input basis whose coefficient with
small absolute value.
By combining the results of the amplitude (as shown
in Fig.3 (e) for examples) and sign ANNs, we can cal-
culate the ground state of this frustrated quantum mag-
netic model, which agrees very well with the exact re-
6sults, as shown in Fig.3 (f). In a summary, by dividing
the ANN into two part with different architecture, we
can approximate the ground state of a frustrated quan-
tum magnetism with high precisions. This strategy may
shed light on using ANNs to solve the complex quantum
many-body systems with sign problems.
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FIG. 4. (a) The structure of the ANN we used in the vari-
ational method calculations. (b)the “time”evolution of the
excess energy per site ∆e = (Ev −E0)/L during the training
process for a 1D J1 − J2 AF Heisenberg model with L = 30
using the trial wave function as shown in Fig.4 (a) with the
neuron number in the hidden layer of the amplitude ANN
Nb = 30.
V. VARIATIONAL RESULTS
In all the cases studied above, because the target func-
tions (the ground state wave functions) are given, ei-
ther analytically or numerically, one may expect that the
current method would not be useful for exploring new
quantum many-body systems with previously unknown
ground states. However, our previous results have estab-
lished that the ground states of some quantum many-
body systems can be efficiently represented by ANNs,
which enables us to consider an ANN as a variational
wave function for the true ground state of a new sys-
tem. The connection weights and the bias in an ANN
are the variational parameters with respect to which we
seek to minimize the expectation value of the Hamilto-
nian(energy), instead of the fidelity function as described
above. For a given ANN with a set of parameters {W},
the corresponding variational energy E({W}) can be es-
timated using Monte Carlo simulations, with a procedure
similar to those used for previously studied free fermion
cases in Sec.III. The minimum of E({W}) in the space
of parameters can be found using the stochastic reconfig-
uration optimization method. Similar strategy has been
used in a different type to ANN: the restricted Boltz-
mann machine[30] to solve the non-frustrated quantum
magnetic models e.g. the Heisenberg model and trans-
verse Ising model. For the complex problems like the
frustrated quantum magnetisms, we shall show that the
strategy we proposed by dividing the ANNs into ampli-
tude and sign parts can also improve the efficiency of this
variational method.
In the following, we use the ANN combined with vari-
ational Monte Carlo (VMC) methods (the details of the
method can be found in the Appendix) to solve the
ground state of an 1D L = 30 J1 − J2 AF Heisenberg
model. The structure of the ANN we used in the varia-
tional method is shown in Fig. 4 (a). We adopt the strat-
egy proposed in Sec.IV that the ANN has been divided
into the amplitude and sign parts, and the final output
is the product of them. However, one of the crucial dif-
ferences is the output of the sign ANN is a continuous
number instead of a discrete one. The reason is that a
discrete function is usually non-differentiable, which may
decrease the efficiency of the variational method. We also
notice that the structure of the ANN in 4 (a) is much
simpler than the one we used in Sec.IV: there is only one
hidden layer instead of two in both amplitude and sign
ANN. We will turn back to this point later.
Since the target wave-function is unknown, the cost
function to be minimized during the training process is
the variational energy of the system, which can be evalu-
ated by the VMC method for a given trial wave-function
(ANN). In Fig.4 (b), we plot the “time”evolution of the
excess energy per site ∆e = (Ev−E0)/L during the train-
ing process, where Ev is the variational energy evaluated
by VMC and E0 is the exact ground state energy calcu-
lated by Density Matrix Renormalization Group method.
As shown in Fig. 4 (b), an ANN with a simple structure
shown in Fig. 4 (a) can give rise to value of the ground
state energy with precisions ∼ O(10−3).
It is interesting to notice that compared to the ANN
we used in Sec.IV, the structure of the ANN we used in
this variational method is much simpler (only one hidden
layer), but its performance is even better. There are sev-
eral reasons for this counter-intuitive fact: (i) in the vari-
ational method, the sign and amplitude ANN are trained
as a whole, while in Sec.IV the they are trained sepa-
rately. However, for the sign ANN, an extremely high
accuracy may not be very necessary for the final results,
since as shown in Fig.3 (d) the erroneous predictions of
the sign-ANN tend to occur for those input basis whose
coefficient with very small absolute value, which give very
little contribution to the final results, especially to the
energy. (ii) In all the sections except Sec.V, during the
optimization process the training data sets are divided
into N batches and the optimization is performed batch
by batch, while in the variational method, all the entries
in wave function are optimized simultaneously. (iii) In
Sec.IV, we choose the cost function as the overlap of the
wave functions (fidelity), which is a global quantity thus
is usually difficult to be minimized, while in variational
method, we only need to minimize a local quantity: the
variational energy.
VI. CONCLUSION AND OUTLOOK
In this paper, we demonstrated the powerful applica-
bility of a simple ANN in approximating the ground state
wavefunctions of some notable quantum many-body sys-
tems. Even though an ANN with a simple structure can
7already approximate some of them with a high precision,
there is still a long way to go before this method can learn
to solve problems that remain inaccessible by any other
well-established numerical method, and the efficiency im-
provement plays a key role in this process.
Some avenues along this line suggest the directions for
future studies. First, as with many existing numerical
methods, imposing the Hamiltonian symmetries on the
ANN will significantly improve its efficiency. Consider a
2D system for example. An ANN with translational sym-
metry does not only reduce the number of the variational
parameters and training data, but also learns the lattice
geometry from the beginning. Inspired by the impres-
sive success of deep learning techniques, we expect that
an ANN can be more powerful when networks are made
deeper. In numerical simulations, we found that even
though an ANN with two hidden layers indeed performs
much better than that with only one hidden layer, fur-
ther increasing the number of layers does not significantly
improve the performances. One of the possible reason is
that for an ANN with more hidden layers, even though its
expressibility may be more powerful, the computational
cost to find the optimal representation is significantly
increased since the landscape in the parameter space is
more complex. Incorporation of “deep learning”into our
simulations remains an open issue and deserves further
studies.
A fully connected ANN used in our simulations may
contain many redundant connections that complicate
the optimization process. Adopting ANN with more
advanced architectures(e.g. convolutional neuron net-
works) may help to avoid this redundancy, thus likely
significantly improve its efficiency. Recently, the rela-
tion of the quantum entanglement and the range of the
connections in the ANN have been built, and we expect
the convolutional neuron networks may work well for
those ground state with short-range entanglement[16].
Last but not least, it is known that the artificial neu-
ral network, in general, is a heuristic algorithm whose
efficiency largely depends on the designer’s experience
and intuition, however, to make this approach valuable
in the physics, a systematic understanding of its valid-
ity and limitation, at least for this concrete problem, is
still needed, which may be also beneficial to the artificial
intelligence community.
Appendix A: Details of the optimization algorithm
During the training process of the artificial neural net-
work, one needs to adjust the parameters in ANN to
minimize the distance function, which turns to an multi-
variable optimization problem. In our simulation, we use
two optimization techniques depending on the concrete
problems: the stochastic gradient descent (SGD)[8] and
an adaptive learning rate optimization algorithm: adap-
tive moments (Adam). Here we only explain the details
of the SGD method, and the Adam optimization algo-
rithm has been explicitly illustrated in Ref.[42].
In our simulation, each input data is composed of the
basis and the corresponding coefficient (lable) calculated
by ED or other methods (e.g. {[σ], C[σ]}). For state
with large Hilbert space dimension D, the typical co-
efficient is pretty small C[σ] ∼ O(1/
√
D). In general,
the nonlinear activation function is not sensitive in the
regime where the input/output is too small, therefore
to make the ANN more efficient, we multiply the target
function by a factor of
√
D, thus C[σ] ∼ O(1). This
renormalization doesn’t change the results of any phys-
ical observable, but can significantly improve the effi-
ciency of the fitting. The input data set are randomly
divided into two groups: 80% of them are used for train-
ing and the rest are testing data sets, and we choose a
random set of ANN parametersW0 as the initial param-
eters. The training set of data are randomly reshuffled
and divided into N batches each of which containing M
data. In each batch, the training data are labeled as
{σ(1), · · ·σ(M)} with corresponding target C[σ(i)].
After the initializations are finished, we start the op-
timization process. In each step of the SGD update, we
choose one batch and calculate the gradient estimate in
the parameter landscapeW:
g = ∇W 1
M
M∑
i=1
L(Cp[σ
(i)], C[σ(i)]) (A1)
where Cp[σ] is the coefficient predicted by the ANN and
L(Cp[σ], C[σ]) = (C[σ] − Cp[σ])2 is a function of W,
denoted as loss function. Once we obtain the gradient,
the parameterW is updated as:
W←W − ǫg (A2)
where ǫ is the parameter controlling the learning rate,
which gradually decreases over time. The above opti-
mization processes continue until all the batches are cho-
sen, then one iteration of the training is finished. In our
simulations, the training time is measured in the unit of
the time of a single iteration T0. The typical training
time range from 102 ∼ 103 T0 depending on the conver-
gency of the problems. The SGD method is most used
optimization technique for machine learning. In our sim-
ulation, we use the GPU to speed up the computational
efficiency of the training.
Appendix B: Details of the variational method
In this section, we will show the variational analysis of
using the artificial neural network to explore new ground
states. In this case, the target function is previously un-
known, therefore, during the training process, what we
need to minimize is not the distance function F , but the
variational energy (the expectation value of the Hamil-
tonian over the ANN trial wave function), which can be
calculated using the variational Monte Carlo method, as
8we will show in the following. In general, a Hamiltonian
can be split into the diagonal and non-diagonal parts:
Hˆ = Tˆ + Vˆ in the basis |σ〉 (or Fock basis). For a given
trial wave function in terms of the ANN with a set of
variational parameter {W}, the expectation value of the
diagonal part:
V ({W}) = 〈Vˆ 〉 =
∑
[σ]
pσ{W}〈σ|Vˆ |σ〉 (B1)
where pσ{W} = |CANN [σ]|2 is the probability predicted
by the ANN. The summation
∑
[σ] is over the whole
Hilbert space, whose dimensionality exponentially grows
with the system size. Follow the spirt of Monte Carlo, the
summation over the whole Hilbert space can be replaced
by the summation over those important configurations:
V ({W}) ≃
∑
[σ¯]
pσ¯{W}
Z{W} 〈σ¯|Vˆ |σ¯〉 (B2)
with Z{W} = ∑[σ¯] pσ¯{W}, and [σ¯] is an exponentially
small fraction of the whole configurations, denotes the
set of representative configurations chosen by the im-
portance sampling using Metropolis algorithm according
to its probability pσ¯. The expectation value of the off-
diagonal term can be evaluated in a similar way, without
loss of generality, we assume T = |σ′〉〈σ| with |σ〉 6= |σ′〉,
thus
T ({W}) ≃
∑
[σ¯]
pσ¯{W}
Z{W} ×
CANN [σ¯′]
CANN [σ¯]
〈σ¯′|Tˆ |σ¯〉 (B3)
where the observable we need to calculate dur-
ing the sampling is not only 〈σ¯′|Tˆ |σ¯〉, but
〈σ¯′|Tˆ |σ¯〉CANN [σ¯′]/CANN [σ¯]. By combining Eq.(B2)
and Eq.(B3), we can obtain the variational energy for
a given trail ANN wave function. To minimize the
variational energy, one needs to calculate the derivative
of H({W}) with respect of {W}, and the variational
parameters can be determined by solving the equation:
∂H({W})
∂wi
=
∂V ({W})
∂wi
+
∂T ({W})
∂wi
= 0 (B4)
Notice that an ANN is a combination of a set of
non-linear functions whose explicitly forms are already
known, as a consequence, one can easily obtain its deriva-
tive
∂C
{W}
ANN
[σ]
∂wi
, thus:
∂V ({W})
∂wi
=
∑
[σ]
pσ{W} × ∂C
{W}
ANN [σ]
∂wi
2〈σ|Vˆ |σ〉
C
{W}
ANN [σ]
∂T ({W})
∂wi
=
∑
[σ]
pσ{W} × 〈σ
′|Tˆ |σ〉
C
{W}
ANN [σ]
× [∂C
{W}
ANN [σ
′]
∂wi
+
∂C
{W}
ANN [σ]
∂wi
C
{W}
ANN [σ
′]
C
{W}
ANN [σ]
]
By performing the importance sampling, one can calcu-
late the ∂V ({W})∂wi and
∂T ({W})
∂wi
, then substitute them into
Eq.(B4) to solve the variational parameters.
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