The modeling of three-phase fluid flow has many important applications in reservoir simulation. In this paper, we introduce a high order method for sequentially solving the phase pressuresaturation formulation of three-phase flow. The sequential approach, while less stable than a fully coupled approach, is more computationally efficient. We present a discontinuous Galerkin method in space, suitable for the sequential approach due to its high-order accuracy. We consider coarser meshes with high degree polynomials to minimize the dimension of the system while maximizing accuracy. Numerical results are given for homogeneous media.
Introduction
The modeling of three-phase flow -particularly of water, oil and gas -in porous media has many important applications, especially in the energy-related industry. Efficient extraction of fossil fuels is becoming increasingly crucial due to limited supply and increasing demand. The equations that model these phenomena are often extremely complex with no known analytical solution. Thus, the need for accurate and robust numerical solvers is a key component to effectively modeling three-phase flow in porous media.
In this paper, we discuss a high-order method for solving the pressure-saturation formulation of the three-phase flow equations. For the spatial discretization we use a discontinuous Galerkin (DG) method. The DG methods have recently gained popularity in multiphase flow simulations [9, 10, 14, 5] for three main reasons: (1) high degree of flexibility in regards to modifying the degree of the basis; (2) well-suitedness to handling the convective terms introduced in the three-phase formulation; and (3) local mass conservation, which is a crucial property for flow problems in porous media [13] .
It is well known that the pressure-saturation formulation results in a strong coupling of pressure and saturations. Rather than solving the equations simultaneously, which can become very computationally expensive due to the necessity of computing a large Jacobian at each time step, we choose to decouple the equations and solve them
The Three-Phase Flow Formulation
The governing equations for incompressible three-phase flow in porous media are given by Darcy's law and the mass conservation equation [3, 12] :
where α is the phase corresponding to water, oil and gas (w, o and g respectively) and φ and k are the porosity and absolute permeability of the medium. The variables ρ α , u α and µ α are the density, volumetric flow rate, and viscosity of the phase. The saturation and pressure of the α phase are given by s α and p α . Additionally, k rα is the relative permeability of the phase. Lastly, q α is the source term. It denotes an injection or leakage of the α-phase from the system. We neglect gravity effects for the test cases in this paper. From equations (2.1a) and (2.1b), we have three pairs of equations for threephase flow. In order to obtain a numerical solution, we will use the phase pressuresaturation formulation in terms of a total velocity [8] . Before giving the phase pressure-saturation formulation, we define the phase mobility λ α and fractional flow f α . The total mobility λ is the sum of the phase mobilities. We have:
Choosing the primary variable for pressure to be the oil pressure, we introduce the water-oil and gas-oil capillary pressures p cwo and p cgo following [3] :
The capillary pressures are functions of the phase saturations [8] . We express the total velocity u -the sum of the phase velocities u α -in terms of the oil pressure and oil capillary pressures:
The Test Case: Quadratic Capillary Pressures
Using the definition that the sum of the saturations is unity and summing equation (2.1a) for all three phases, we obtain:
The initial condition and boundary conditions for the oil pressure are given by
Here, Ω denotes the computational domain and ∂Ω, its boundary. T denotes the final time. The saturation equations are expressed in terms of u and thus dependent on the oil pressure and capillary pressures. Furthermore, the presence of the ∇(p cβo − p cαo ) term increases the strength of the coupling of the system:
with boundary conditions and initial condition given by
We consider the case of the pressure-saturation formulation where the capillary pressures are quadratic and increasing.
We take k = 1 and φ = 1. Additionally, q w = q o = q g = 0. The phase mobilities are chosen as: λ w = s w , λ g = s g , λ o = 1 − s w − s g We choose the following quadratic capillary pressures:
The three-phase flow equations corresponding to the quadratic capillary pressures take the following form:
We can see that the first equation can be expressed as a diffusion equation for the oil pressure with a source term that is dependent on the water and gas saturations. The second and third equations are non-linear convection-diffusion equations. The presence of the pressure gradient in the convection coefficient causes a coupling of the saturations with the pressure. Furthermore, the convection coefficient is directly related to the pressure gradient. For a large pressure gradient, the problem becomes convection-dominated. The conventional continuous finite element methods are ill-posed to handle the convective terms in this regard [11] . Thus, we choose the discontinuous Galerkin method in space, which is shown to possess superior stability properties for convection dominated problems [1] .
The DG Formulation for a Convection-Diffusion Equation
Each of the saturation equations takes the form of a non-linear convection-diffusion equation:
Here, the convection coefficient γ is a function of both the solution s and its spatial derivative ∂s ∂x . We define in the following sections a bilinear operator a(r; s, v) associated with the diffusion term and another bilinear operator b(r; s, v) associated with the convection term. We associate the right-hand side with the linear operator (v). Additionally, the L 2 inner product on [x 0 , x N ] is denoted by (·, ·). Thus, the discrete formulation is (
We partition the domain [x 0 , x N ] into N intervals by introducing the interior nodes
] is denoted by I n . We consider uniform meshes in this paper with mesh size h:
Let V DG denote the space of piecewise discontinuous polynomials of degree p:
We seek s h ∈ V DG such that for all v h ∈ V DG :
The Diffusion Term
We first define the jump and average as follows:
The DG formulation of the diffusion term is given in [13] :
In this bilinear form, σ is a penalty parameter introduced to "penalize" the jump 3.2 The Convection Term discontinuities of u and v. Additionally, is a stabilizing parameter; for = −1, a(s; u, v) is symmetric and for ∈ {0, 1}, a(s; u, v) in non-symmetric. Note that for the simplicity of notation, we denote the spatial derivative of v by v . For the discretization of the three-phase formulation, we use the non-symmetric interior penalty Galerkin (NIPG) method with = 1 and σ = 1 first introduced by Girault, Rivière and Wheeler in [7] .
The Convection Term
The DG formulation of the convection term is obtained in the usual way by multiplying by a test function v ∈ V DG and integrating over each interval. We introduce an upwinding scheme for the interior points of the mesh [1] :
The system is updated using information from the direction of the flow. For "upwind" (positive) convection, we update from the left. For "downwind" (negative) convection, we update from the right. Thus, the bilinear operator is:
The Right-Hand Side
Following [13] , the right-hand side corresponding to the diffusion term is:
Again, we add the stabilizing terms and the penalty terms in order to balance the corresponding terms in a(r; s, v).
Discretization in Time
We implement a backward Euler method for the time discretization. Namely,
A Decoupling Algorithm for Three-Phase Flow
We take the following steps to decouple the phase pressure-saturation equations. In equation (2.6a), let the source term in the right-hand side be denoted by f (s w , s g ). In order to solve for the oil pressure at the k th time step, p k o , we use information from the k − 1 time step:
Thus, the oil pressure equation is now a linear elliptic problem. The gas and water saturation equations are each non-linear. Let b g and b w denote the bilinear forms of the convection term for the gas and water saturation equations, respectively. Similarly, let a g and a w denote the bilinear forms of the diffusion term for the gas and water saturation equations, respectively. We first solve for p 
Since p 
The initial guess, (s th Newton iterate at the k th time step, i.e. the difference between the i th and (i + 1) th iterations:
The stopping criterion for the Newton loop is chosen to be when the error between successive iterates is less than a chosen tolerance value (10 −10 in our numerical tests). A similar case follows for the gas saturation equation: . A template of the scheme is given in Algorithm 1. Lastly, we need to consider the magnitude of the time step. One issue with using a backward Euler method in combination with a decoupling scheme is that the time step must be chosen wisely since using saturations from the previous time step to solve for the pressure is inherently less implicit. Choosing a time step that is too small is computationally inefficient while choosing a timestep that is too large may result in instability [4] . 
Numerical Results
We present several numerical simulations. First, we have implemented a discontinuous Galerkin method in space and backward Euler method in time for a single non-linear convection-diffusion equation modeled by equation (3.1). We compute errors and convergence rates for a known solution. Next, we solve a system of three equations strongly resembling equations (2.6a)-(2.6c) with a known smooth solution. This is done by implementing a discontinuous Galerkin method in space, a backward Euler method in time and the decoupling scheme given in Algorithm 1. Errors and convergence rates are computed for known solutions.
Lastly, we simulate the three-phase flow equations from equations (2.6a)-(2.6c) for which there is no known analytical solution.
Consider the initial boundary value problem modeled by (3.1) on the domain [0, 1]. We take the following convection and diffusion coefficients:
We consider the case with the exact solution s(x, t) = t sin x. We take the errors in the L 2 and H 1 norms defined as follows [13] :
We perform a mesh refinement study with h ∈ { For the NIPG method, we expect the convergence rates in the L 2 and H 1 norms to be p and p, respectively if p is even. If p is odd, then the convergence rates are p + 1 and p, respectively [13] . As shown in Table 1 , the convergence rates for the test problem conform to these expected rates for p = 2 and p = 3. For p = 4, the convergence rate is actually super-optimal. Thus, the DG formulation for the nonlinear convection-diffusion problem with the convection coefficient dependent on u and ∂u ∂x exhibits convergence.
Example 2: A Non-linear, Coupled System
We now test the decoupling scheme on a system resembling the three-phase flow equations for linear capillary pressures. Our goal is to determine whether the decoupling 5.2 Example 2: A Non-linear, Coupled System scheme still results in a convergent system, and if these convergence rates match what is expected by the NIPG method. Consider the system given by equations (2.6a)-(2.6c) on the domain [0, 1]. We modify the diffusion and convection coefficients for the purposes of this example. We modify the right-hand side of equations (2.6b) and (2.6c) to include non-zero source terms f 1 (x, t) and f 2 (x, t):
We choose the boundary conditions and initial condition to satisfy the exact solutions given by
, s w (x, t) = te x and s g (x, t) = sin(xt). We obtain a numerical solution to the system by following the method in Algorithm 1.
The errors and convergence rates in the L 2 and H 1 norms are computed and given in Tables 2-4 . We see that using the decoupled scheme still gives convergence. In fact, the convergence rates are actually super-optimal when p = 3: we expect the rates to be approximately 4.00 and 3.00 in the L 2 and H 1 norms, respectively, but the rates are actually about 4.00 and 4.00, respectively. 4.9996 Table 2 : Convergence rates in the L 2 and H 1 norms for po in example 2. We take the time step ∆t proportional to h p+1 , i.e. ∆t = h p+1 . 4.9848 Table 3 : Convergence rates in the L 2 and H 1 norms for sw in example 2. We take the time step ∆t proportional to h p+1 , i.e. ∆t = h p+1 . 5.0014 Table 4 : Convergence rates in the L 2 and H 1 norms for sg in example 2. We take the time step ∆t proportional to h p+1 , i.e. ∆t = h p+1 .
Example 3: Three-Phase Flow Simulation for Quadratic Capillary Pressures
p N s g − s g,h L 2 (0,1) L 2 Rate s g − s g,
We now solve the system given by equations (2.6a)-(2.6c). The initial conditions are visualized in Figure 1 given by the following distributions: Next, we consider the global dimension of the system. For the discontinuous Galerkin method, the dimension is given by N (p + 1) where p is the degree of the polynomial basis and N is the number of mesh elements. Considering the case with p = 10 and h = 1/5, the global dimension is 55. Fixing the time step at ∆t = 0.00001 s, we vary p and N while keeping the global dimension roughly constant. In this way, we might expect the computation times to be similar. However, as Figure  5 demonstrates, this is not the case.
As p increases and N (p + 1) stays constant, we see that the CPU time initially decreases drastically then begins to level off around p = 5. This seems to suggest that it is actually advantageous to use a higher degree basis with less mesh elements. However, for p larger than 10, poor conditioning of the local matrices increases the CPU time and causes instabilities in the solutions.
Next, we consider the accuracy of the solution on the coarse mesh, h = 1/5 and p = 10. We take the solution on a much finer mesh, h = 1/40 and p = 3, which has high accuracy, and compare it to the solution on the coarse mesh. In Figures 6-8 , we superimpose the solutions at time t = 0.0012. As indicated by the results, the solution on the coarse mesh is just as accurate as the solution on a much finer mesh. Thus, our choice of h = 1/5 and p = 10 is not only computationally efficient but also stable and accurate. Evolution of Gas Saturation Over Time 
Conclusions
In this paper, we have presented a discontinuous Galerkin discretization in space for simulating the phase pressure-saturation formulation of three-phase flow in onedimension. Using a backward Euler method in time, we decouple the system and solve the equations sequentially. We show that the solution is convergent using this scheme as long as the time step is chosen carefully. Our simulations of the three-phase flow demonstrate that solutions on coarser meshes with higher polynomial degrees are actually more computationally efficient than solutions on finer meshes with the same global dimension. Furthermore, we compute the solution on a fine mesh and show that solution on the coarser mesh has a similar degree of accuracy.
Future work on this subject includes an adaptation to two-dimensions. Additionally, high-order discontinuous Galerkin methods are well-suited to GPU highperformance computing. Thus, we could develop an algorithm that is more computationally efficient in terms of CPU time. 
