Abstract-Functional identification is a key methodology for uncovering the logic of neuroinformation processing of brain circuits. For neural circuits modeling sensory systems as dynamical systems, the complexity of the identification algorithm largely depends on the number of stimuli used. Neurons in these circuits consist of dendritic stimulus processors modeling the signal processing in the dendritric tree and biological spike generators modeling the spiking mechanism at the axon hillock. Here, we review the identification of multi-sensory spatio-temporal dendritic stimulus processors that arise in the encoding of auditory scenes, color visual fields, and the mixing of auditory scenes and natural visual fields. We demonstrate the fundamental duality between the identification of the dendritic stimulus processor of a single neuron and the decoding of stimuli encoded by a population of neurons with a bank of dendritic stimulus processors. The duality enables us to reconstruct the originally encoded stimuli from all the generated spikes by using the identified neural circuit. The reconstruction leads to a simple and intuitive evaluation of the identified dendritic stimulus processors in the space of stimuli.
estimation problem of dynamical systems arising in control theory. He formulated the identification problem as follows. Given the input space and the responses of a system to a set of inputs, determine the member of an a priori class of dynamical systems that is I/O equivalent to the system in question.
The characterization of unknown biological neural circuits began by recording the responses of these circuits to input stimuli (signals). In the early 1950s, Kuffler [3] recorded from the retinal ganglion cells (RGCs) of cats the response to spots of light, and described the functional property of the RGCs using the term "center-surround" receptive field. He observed that the firing activity of the ganglion cells increased as the radius of light spot increased up to a certain point before the same activity started to decrease as the radius of the light spot increased further. This led him to the conclusion that, to the cell, the center of the visual field was excitatory while the surround was inhibitory.
More quantitative methods have since been developed to identify the center-surround and other receptive fields [4] [5] [6] . These improved methods determined the shape of receptive fields for a number of cell types, and in several sensory systems including the primary visual cortex and the primary auditory cortex [7] [8] [9] . System (also known as functional) identification of receptive fields is today one of the key approaches for understanding how sensory systems represent and process sensory information [10] .
Two questions typically arise in the context of system/functional identification. The first concerns the methods that can be employed for identification. These include the analysis of the type of stimuli that are best suitable for probing the system, and the algorithms for identification from observed data. The functional identification of neural circuits of sensory systems pose additional challenges. First, biological neurons respond to sensory stimuli in the form of spikes that encode information in the time domain. When using time-averages such as firing rates critical timing information may be lost. Second, neurons are highly nonlinear dynamical systems. In order to model their spiking activity, many widely used models, such as the Linear-NonlinearPoisson (LNP), employ a Poisson spike generator [11] . The LNP model and even the Generalized Linear Model (GLM) cannot fully capture the neuron dynamics and therefore, may lead to poor in silico identification of the biological (a) Evaluation is performed by comparing the spike trains observed in response to the same stimulus at the output of the identified circuit and the biological circuit (ground truth). (b) Evaluation of the identified spiking neural circuit is performed in the stimulus space. Novel stimuli are presented to the biological spiking neural circuit. The response of the latter is used to reconstruct the stimulus by assuming that the stimulus was encoded with the identified neural circuit.
neuron [12] . Third, neural circuits are often comprised of a massive amount of neurons that collectively perform intricate functions. Identification of single neurons is often insufficient for providing a thorough understanding of the overall function of the circuit.
The second question follows the first and pertains to the methodology of evaluation of the identification results [13] . While identification is often difficult to perform, it is sometimes even harder to verify its quality once the results are obtained. Evaluating identification results may be even more important than the identification process itself, as direct comparison with the biological system (the ground truth) is not possible. It is necessary, therefore, to derive an effective method to verify the quality of the identification algorithms.
A widely used method of evaluating an identified neural circuit is to compare the response of the biological circuit with the response of the identified circuit subject to novel stimuli (see also Figure 1a ). This evaluation method is similar to the training and testing process arising in machine learning [14] . In machine learning, a model identified from a training set is often evaluated against a testing set by comparing the outputs of the identified system to that of the unknown system. Such a method, however, has several disadvantages for evaluating the identification quality of a neural circuit. First, the comparison is often performed using the firing rate/Peri-Stimulus Time Histogram (PSTH), while, as mentioned earlier, biological neurons produce spikes as their outputs. It is not clear whether and to what extent the averaged measure of spike trains reflects the variability of neuronal response. Second, there is no intuitive measure of the "distance" between two spike trains. One can argue that if the actual output and the predicted output are the same, then the identified parameters capture the essence of the neural circuit. For two spike trains this implies that their spike times are exactly the same, an unlikely occurrence given the variability of biological neurons.
To better resolve the above mentioned shortcomings of functional identification of neural circuits and their evaluation, a new mathematical framework, called Time Encoding Machines (TEMs) was proposed [15] . TEMs are asynchronous signal processors that encode analog information in the time domain. Recently, a number of classes of TEMs have been proposed for encoding temporal, spatio-temporal and multi-sensory stimuli [16] [17] [18] [19] . These TEMs often consist of a bank of dendritic stimulus processors (receptive fields) modeling the signal processing in the dendritric tree in cascade with spike generators (point neurons) that are modeled as dynamical systems (reviewed, in part, in [20] ). They can, therefore, naturally model neural circuits arising in early sensory systems, and provide neural representations of stimuli using spike times. To identify TEM neural circuits from spike times, a novel method of functional identification of neural circuits called Channel Identification Machines (CIMs) was developed [12] , [18] , [19] , [21] , [22] . CIMs are closely related the Time Decoding Machines (TDMs) that decode, from spike times, stimuli encoded by TEMs. As will be described in this review, CIMs and TDMs are dual to each other, thereby providing additional power in the unification of decoding and functional identification algorithms. Furthermore, the decoding opens a new avenue for evaluating the functional identification of massively parallel neural circuits.
In this paper, we review the functional identification of neural circuit models arising in audition (temporal stimuli), in stereoscopic color vision (spatio-temporal stimuli), and in multi-sensory integration (audition and vision). We shall illustrate the diverse set of DSPs that the CIM algorithms can identify. Given the presentation constraints, we consider here only receptive fields that are modeled as linear filters. CIMs, however, are capable of identifying neural circuits with nonlinear receptive fields, and we refer interested readers to [22] and [23] for details. Also, stochastic spike generator models are only briefly mentioned; the reader is provided with references to the literature in Section II-B. Overall, our exposition is centered around Figure 1b . We demonstrate how decoding can serve as a suitable method for evaluating the quality of functional identification in the stimulus space.
This review is organized as follows. In Section II, we review the identification of temporal dendritic stimulus processors. We describe in detail the modeling of temporal stimuli and models of neural circuits. We then demonstrate the duality between decoding of stimuli and identification of dendritic stimulus processors. We also provide the decoding algorithm for the reconstruction of encoded auditory stimuli and the algorithm for identifying temporal DSPs. In Section III, we review neural circuits used for modeling encoding color visual fields. We describe the identification algorithm for neural circuits mixing multiple eye and color channel information. Decoding is then shown to be an intuitive measure for evaluating the identification quality of the circuit. In Section IV, we review the identification of multi-sensory DSPs with neural circuits mixing/integrating information from multiple (auditory and visual) sensory modalities. We provide the demixing algorithm and demonstrate the evaluation of the identified neural circuits in the auditory and visual stimulus space. A brief discussion about the possible implications of the theoretical results for neuroscience experiments appears in Section V.
II. IDENTIFYING TEMPORAL DENDRITIC STIMULUS PROCESSORS
A typical biological neuron consists of dendrites, a soma and an axon. Inputs from other neurons are received and integrated by the dendrites of the neuron. The integrated synaptic currents drive the axon hillock, where a high density of ion channels initiates action potentials (spikes). Spikes propagate through the axon to reach its terminals that provide inputs to other neurons.
The spiking mechanism at the axon hillock has been extensively studied in the past century. The dynamics of the axon hillock (an excitable membrane) is well characterized thanks to the ground-breaking work of Hodgkin and Huxley [24] . Conductance-based models have become the basis of many computational studies and tools [25] [26] [27] in computational neuroscience.
Dendrites play a critical role in shaping the output of a neuron. The complexity of dendrites, however, is much higher than that of the axon hillock [28] . The tiny size of dendritic branches/trees has been the main hurdle in recording their electrical activity [29] . Even if a dendrite can be recorded from using patch-clamping at a single branch, the overwhelming amount of branches that each neuron exhibits has prevented even a rudimentary validation of the function of dendrites as a whole. From a circuit point of view, the number of inputs a neuron receives is large, defying most of the intuition that we can gain from studying human-designed circuits. As a result, less progress has been made in elucidating the role of dendritic trees in information processing.
Functionally, the response of a sensory neuron not only depends on its dendrites but also on the entire neural circuit that connects the transduction process located at the periphery of the nervous system to the neuron under investigation. A simple model of neural encoding/processing of a temporal (e.g., auditory) stimulus is shown in Figure 2 . The stimulus u(t) is first processed by a Dendritic Stimulus Processor (DSP), and the resulting output is then encoded into a spike train by a spike generator. Such a spike generator can take the form of a phenomenological model, e.g., Integrateand-Fire (IAF) neuron, Leaky-Integrate-and-Fire (LIF) neuron, and Threshold-and-Fire (TAF) neuron [30] , as well as a conductance-based biophysical spike generator, e.g., HodgkinHuxley neuron [24] and Morris-Lecar neuron [31] . The spike generators used here are often referred to as point neurons. Each point neuron is an abstraction of the spike generation mechanism at the axon hillock seen as a single point. The complete neuron models we consider here reflect not only the spiking mechanism but also the influence of processed sensory inputs on the spiking output.
The DSP in Figure 2 models the aggregated processing in the dendritic tree of the neuron and the neural circuit preceding it. The spike generator models the generation of action potentials/spikes at the axon hillock. The overall neuron model considered here differs from the Linear-NonlinearPoisson type models [6] , [32] in that the spike generation mechanism is explicitly based on models of (stochastic) dynamical systems [23] . This will allow us to use tools of functional analysis to describe the encoding process.
This section is organized as follows. The model of (auditory) temporal stimuli is introduced in Section II-A. Section II-B describes the neural encoding circuits considered here for temporal stimuli. The duality between decoding and identification is presented in Section II-C. Finally, the joint evaluation of stimulus reconstruction and identification of temporal DSPs is presented in Section II-D.
A. Modeling of Temporal Stimuli
In this review, we consider two types of stimuli, temporal (e.g., auditory scenes) and spatio-temporal (e.g., natural visual fields). The modeling of the space of stimuli (the input) is important throughout this review for multiple reasons. First, the choice of the stimulus space is critical since only the projection of the DSP (to be defined later) onto the stimulus space can be identified. Second, the geometry of the input space provides the highly intuitive interpretation of neural encoding as generalized sampling. Third, the choice of stimulus space allows us to derive Nyquist-type bounds on the number of measurement/spikes that is needed for efficiently identifying DSPs.
We first introduce here the modeling of the space of time-varying stimuli. Modeling of space-time stimuli will be introduced in Section III.
Definition 1: The space of trigonometric polynomials H 1 is a function space whose elements are functions defined on the domain
of the form
where 
Remark 2: The inner product induced norm provides a natural, intuitive measure of the difference between two stimuli in the RKHS. For example, the Signal-to-Noise Ratio (SNR) between a stimulus u and its reconstructionû can be expressed as The reproducing kernel of H 1 is
and it can be easily verified that the reproducing property
holds, where
It is easy to see that the dimension of the space is dim(H 1 ) = 2L t + 1. By fixing t and letting L t → ∞, we obtain the space of bandlimited signals on L 2 (R), which is in turn an RKHS with the sinc function as its reproducing kernel.
For this review, we focus on using H 1 with a finite dimension as the space of input stimuli. The formalism employed, however, can be similarly applied when using other RKHS, including infinite dimensional ones.
B. Neural Encoding Circuits for Temporal Stimuli
For simplicity, we first consider the neuron model depicted in Figure 2 with a single time-varying stimulus u(t). The stimulus is encoded by N neurons of this type in parallel, as shown in Figure 3a . Such an neural circuit is called a Single-Input Multi-Output Time Encoding Machine (SIMO TEM) [16] .
The DSP of i th neuron in the neural circuit depicted in Figure 3a consists of a linear receptive field h i (t), for i = 1, 2, . . . , N. h i (t) is assumed to be causal, boundedinput bounded-output (BIBO) stable, and have finite support. Therefore, h i (t), i = 1, 2, . . . , N, belong to the space of inte-
We also assume here that the i th spike generator can be modeled as a (point) IAF neuron as shown in Figure 4 . Here, the IAF neuron first integrates its input consisting of a stimulus and an additive bias current b i . When a threshold δ i is crossed, the neuron fires a spike and the integrator is reset. Mathematically, the operation of an IAF neuron can be expressed as
where V i is the membrane voltage and, κ i , b i and δ i are the integration constant, bias and threshold of the IAF neuron i, i = 1, 2, . . . , N, respectively. It is easy to see that at spike times t i k+1 the I/O of each IAF neuron can be characterized by the set of equations
where n i is the total number of spikes generated by the IAF neuron.
Lemma 1:
The encoding of the stimulus u(t) by each neuron can be expressed as
where h i is the impulse response of DSP of neuron i and
Remark 3: Equation (10) is called the t-transform [15] of the SIMO TEM. The t-transform formally characterizes at spike times t i k+1 the Input/Output relationship of the TEM, i.e., the mapping of the input stimulus u(t) into the output spike sequences
.
By defining linear functionals
where
we can rewrite (10) as
. Similar results can be obtained when modeling the spike generator by, for example, LIF and Hodgkin-Huxley (point) neurons [20] , [33] . The t-transform of the LIF point neuron with resistor R i and capacitor C i is given by [34] ,
Unlike the IAF and LIF point neurons, Hodgkin-Huxley point neurons and other biophysical spike generators (BSGs) are highly nonlinear even in the subthreshold region. However, if they exhibit asymptotically stable limit cycles [35] across a range of bias currents, their responses to weak stimuli can be approximated using linearization in the neighborhood of limit cycles [36] . For weak stimuli, the t-transform of a biophysical spike generator with a single limit cycle can then be approximated by
where τ (t, b) and T i are, respectively, the Phase Response Curve (PRC) of the neuron with bias current b [35] and the period of the limit cycle. The above t-transform is associated with a (reduced) project-integrate and fire (PIF) neuron that is first order I/O equivalent with the biological spike generator and is one-dimensional. Moreover, conditional PRCs can be employed to characterize a PIF neuron that is I/O equivalent with a BSG across a range of limit cycles [20] , [23] . Thus PIF neurons can also be used for modeling the encoding of strong stimuli with more pronounced nonlinear effects.
The neural encoding circuits that we have discussed so far are deterministic. The stochastic variability of the response of neural circuits can often be modeled with neurons having random thresholds [30] , [33] , [34] . By using random thresholds, (9) becomes
, where δ i , σ i are the mean and standard deviation of the random threshold of the i th IAF neuron. Subsequently, (12) can be expressed with an additional term due to the variance of the random threshold:
Stochastic variability arising in BSGs such as the Hodgkin-Huxley point neurons can be modeled using stochastic differential equations [20] , [23] . Such a modeling approach leads to a change in the I/O characterization of BSGs similar to that of the IAF neuron with random thresholds. This can be achieved by adding an error term to the right-handside of the t-transform given in (14) . Since the mathematical machinery required is more involved, we refer the interested reader to [20] and [23] . For simplicity, in what follows, we will formulate the decoding and identification problems for neural circuits modeled as TEMs.
C. Duality Between Decoding and Identification
In what follows, we define the decoding problem and functional identification problem that arise from the neural circuit model described in Section II-B. We then show that these problems are closely related and provide optimal solution algorithms.
1) The Decoding Problem: Geometry of Stimulus Encoding: In the decoding problem, we focus on the reconstruction of an unknown stimulus encoded by the neural circuit depicted in Figure 3a . The circuit consists of N neurons encoding the same stimulus in parallel. All DSPs and the parameters of the spike generators are assumed to be known, and the spikes produced by the neural circuit are observable. We seek an algorithm to decode the stimulus from the spike times generated by the N neurons. A key question here is how many neurons and how many spikes are needed in order to perfectly reconstruct the encoded stimulus.
It is important to note here that we do not seek an algorithm on how the brain decodes stimuli or whether the brain performs decoding at all. Rather decoding provides a method for evaluating how much information about the original stimulus is retained in the spike domain. For example, if the stimulus can be perfectly reconstructed, then the information must be faithfully represented by the spikes generated by the neural circuit.
From (12), we see that the decoding of the stimulus u can be obtained by seeking the inverse of the collection of opera- [15] . In order to do so, it is helpful to further explore the structure of the encoding process. Following (12) , and by the Riesz Representation Theorem, there exist functions φ i
where, by the reproducing property of H 1 ,
Thus, the encoding of stimulus u by the SIMO TEM can be expressed as
Remark 4: The inner product form of the t-transform in (19) provides a simple geometric interpretation of the encoding mechanism. The encoding of the stimulus u by the neural circuit can be viewed as a set of projections onto the sampling functions
. . , N. Therefore, the encoding process can be interpreted as generalized sampling. Note that the sampling functions are not fixed a priori, but rather stimulus dependent since they are functions of spike times.
Remark 5: The encoding of stimuli by the neural circuit with stochastic variability outlined in Section II-B can be interpreted as generalized sampling with noisy measurements.
2) The Identification Problem: The functional identification concerns the estimation of the parameters of the neural circuit, including those of the DSPs and of the spike generators. Here, our goal is to functionally identify each neuron in the neural circuit. Unlike the decoding problem for which one stimulus is encoded by an ensemble of neurons, for the identification problem [21] we present N (non-repetitive) trials of carefully controlled stimuli to a single neuron in the circuit, and record the spikes observed at its output. We seek to characterize the relationship between the performance of the functional identification algorithm and the number of trials as well as the total number of spikes that the neuron in question generates.
Definition 2: The operator P 1 :
is called the projection operator.
Here, the subscript of P 1 indicates that the operator acts on time-varying functions. As already mentioned above, in functional identification we deliver N stimuli u i ∈ H 1 , i = 1, 2, . . . , N, and each stimulus presentation is called a trial. We focus on a single neuron with the impulse response of the DSP denoted as h (without superscript for simplicity). We observe a spike train t i k , k = 1, 2, . . . , n i (by abuse of notation) for the i th trial. We have the following equivalence relation [21] 
The intuition behind the above equality is that since u i ∈ H 1 , the part of h orthogonal to P 1 h does not change to the value of the convolution. This indicates that the encoding of u i by the neuron with DSP h can be equivalently viewed as the encoding of the projection of the DSP h onto the stimulus space by a neuron with DSP u i .
The encoding process during functional identification can thus be mathematically expressed as
where t i k , k = 1, 2, . . . , n i , are the spike times generated by the (point) neuron.
By defining the linear functionals
we can rewrite (22) as
Following (24), and by the Riesz Representation Theorem, there exist functions
Finally, the encoding of stimulus u i in the i th trial can be expressed as
Equation (28) shows that the encoding of stimuli by the neuron in question in N trials can indeed be interpreted as generalized sampling. What is different from the decoding problem discussed in the previous section is that the function sampled is the projection onto the stimulus space of the DSP of the neuron, and the sampling functions are the stimuli of the N trials. The decoding problem and the functional identification problem can be, therefore, formulated in an unified framework.
3) Duality: The symmetry between (12) and (24) suggests that the encoding of a stimulus by the neural circuit with N neurons and the identification of a DSP by N trials are closely related to each other. This relation is clearly shown in Figure 3 . As the objective of the decoding problem is to reconstruct the unknown stimulus u encoded by the neural circuit (Figure 3a) , and the objective of the functional identification problem is to identify P 1 h from N stimulus presentations (Figure 3b ), we conclude that decoding and functional identification are dual to each other.
Remark 6: While we have focussed in this review on the functional identification of DSPs, we note here that a similar duality result can be found when identifying parameters of the spike generator, for example, of the Hodgkin-Huxley type conductance-based (point) neurons [12] . In the latter case, the functional identification of the neuron can be performed by first identifying the parameters of the spike generator with current injections and then by identifying the DSPs. We refer interested readers to [12] for further details.
The duality between decoding and identification allows us to solve the two problems using similar algorithms, which we detail in what follows.
4) Decoding Temporal Stimuli:
We formulate the decoding or reconstruction algorithm as a spline interpolation problem in the RKHS H 1 as: 
where the c i k 's are the solution to the system of linear equations
with c = c 
A sufficient condition for perfect recovery is that the set of sampling functions
Proof: The form ofû in (30) is given by the powerful Representer Theorem [37] . If the functions (φ i k ), k = 1, 2, . . . , n i ; i = 1, 2, . . . , N, form a frame in the finite dimensional Hilbert space H 1 then these functions also span H 1 [38] . Therefore, any u ∈ H 1 can be obtained using (30) with appropriately chosen coefficients. The result follows by pluggingû given in (30) into (29) .
Remark 7: Theorem 1 suggests that in order to represent a stimulus u ∈ H 1 , at least dim(H 1 )+N spikes must be generated by the entire neural circuit. When an infinite dimensional space is used, such a bound becomes a Nyquist-type rate condition on spike density [16] . Remark 8: As we have mentioned in Section II-B, encoding with neural circuits that exhibit stochastic variability can be interpreted as generalized sampling with noisy measurements. To reconstruct a stimulus from noisy measurements, it is necessary to modify the formulation of the reconstruction algorithm so as to take into account noise and ill-posedness. By minimizing the classical regularized cost function
an optimal decoding algorithm can be devised. See [33] , [34] for further details.
5) Identifying Temporal Dendritic Stimulus Processors:
We now formulate the DSP identification algorithm.
Definition 3: A signal u i , at the input to a neuron, together with the resulting output spike sequence 
as the solution to the spline interpolation problem
The solution is of the form
where the c i k 's are, in turn, the solution to the system of linear equations 
. . , n j , and i, j = 1, 2, . . . , N. A sufficient condition for perfect recovery of arbitrary P 1 h ∈ H 1 is that the set of sampling functions
This requires a total of at least dim(H 1 ) + N spikes in the identification process.
Remark 9: In practice the number of observations that can be acquired from a neural circuit is finite. The CIMs formalism provides bounds on the number of spikes required for perfect DSP identification when using stimuli belonging to a finite dimensional space. If the space of stimuli is infinite dimensional, the representer theorem suggests that the optimal solution for the spline interpolation problem lives in the subspace spanned by the sampling functions. Note that only the projection of the DSP onto the space of stimuli can be formally identified.
The identification algorithm presented in Theorem 2 guarantees the high quality identification of neurons consisting of a linear DSP cascaded with a spike generator that is governed by a dynamical system. Frequently used phenomenological models, such as the generalized linear model cannot fully capture the nonlinear dynamics of the spike generation. For example, it was shown that GLM performs poorly when attempting to identify an encoding circuit with a mechanistic spike generator such as the IAF neuron or the Hodgkin-Huxley neuron [12] .
D. Evaluation of Stimulus Reconstruction and Identification of Temporal DSPs
Here, we propose a figure of merit for the evaluation of the entire identified neural circuit. Based on duality, algorithms for both decoding and identification have been developed in the previous sections. It is thus natural to consider leveraging the decoding algorithm for the evaluation of identified temporal DSPs. The evaluation of an identified DSP can be performed through the simple procedure schematically illustrated in Figure 1b . First, in order to identify each of the DSPs, stimuli are presented in multiple trials to the entire neural circuit. Second, novel stimuli are presented to the neural encoding circuit. Third, the novel stimuli are reconstructed from the observed spike trains by assuming that the circuit parameters take the identified values. Finally, a distance measure is evaluated between the original and the reconstructed stimulus in the input space of the encoding circuit.
The reconstruction of novel stimuli depends on two factors: (i) the quality of identified neural circuit parameters, and (ii) the encoding capability of the neural circuit. We illustrate this dependency with the example bellow.
Example: The encoding neural circuit presented here consists of 748 neurons in a SIMO configuration. The DSPs of the neurons form a gammatone filterbank [16] , and a total of 50 center frequencies, ranging from 50 [Hz] to 3, 200 [Hz] , are employed. The number of neurons that share the same center frequency depends on the bandwidth of the associated gammatone filter. In addition, the sign of the filter is assigned randomly. The bias and threshold of the IAF neurons are chosen randomly for each neuron (but are fixed once chosen),
We first identified the DSP of each of the neurons by presenting 1, 000 seconds long auditory stimuli each with bandwidth of 3, 000 [Hz] . Each neuron generated, on average, 25, 021 spikes during the encoding process. We cut the stimuli into overlapping 0.5 second long windows [19] . The parameters of the stimulus space were t = 3, 000 · 2π rad/s, L t = 1, 500 and T t = 0.5 seconds, and the dimension of the space was dim(H 1 ) = 3, 001. Next, we used the first 1, 000, 2, 000, 3, 000, 4, 000, 5, 000, 6, 000, 7, 000 and 9, 000 spikes generated from each neuron to identify its DSP. Therefore, we derived 8 sets of identified neural circuits with varied quality of reconstruction. We then used each set of identified neural circuits to reconstruct a novel auditory stimulus, a 13-second long voice clip of Claude Shannon of his Theseus video [39] . We also used the stitching algorithm to first reconstruct overlapping pieces of the entire auditory stimulus and then stitched them together [40] . The length of each piece was tailored to be the same as the period of the stimulus space used N 1 , N 2 ) in the 2D grid is obtained as follows. First, the DSPs of all N 2 neurons are identified, each using N 1 measurements. Second, the spikes generated by the N 2 neurons in response to a novel stimulus are used for signal reconstruction in the input space, assuming that the DSPs of the neural circuit take the identified values. The pink plane indicates the dimension of the input space used in identification. See also Supplementary Video S1.
in the identification process. It is easy to assess the identification quality of each set of identified neural circuits by simply listening to the reconstructed audio signals.
Moreover, we selected a subset of neurons in the circuit and investigated how well they can represent auditory stimuli. We first randomly selected 100 neurons and repeated the experiment above. We then added another 100 neurons each time and repeated the identification and evaluation process, until a total of 600 neurons was reached. The SNR of the resulting reconstruction is shown on a 2D grid in Figure 5 . In the Supplement Video S2, we present the entire set of the reconstructed auditory stimuli.
Each point on this 2D grid shows the evaluation of an identified neural circuit in terms of how well it is identified and how well the circuit is able to encode the input. We observe two general trends. First, as the number of measurements used for identifying each DSP increases, the reconstruction quality increases. Second, as the number of neurons in the neural circuit increases, the reconstruction quality increases as well. For reference, the SNR of the stimulus reconstructions using the ground-truth DSPs of the neural circuit are shown at the far end of Figure 5 .
III. IDENTIFYING SPATIO-TEMPORAL DENDRITIC STIMULUS PROCESSORS
In this section, we review the application of CIMs algorithms to identifying spatio-temporal DSPs used in stereoscopic color vision, and the evaluation of the identified DSPs in the stimulus space.
This section is organized as follows. In Section III-A the modeling of natural visual stimuli is introduced. In Section III-B the neural circuit models used to encode the visual stimuli are discussed. The identification of color visual circuits is presented in Section III-C. Finally the joint evaluation of visual stimulus reconstruction and identification of color visual DSPs is treated in Section II-D.
A. Modeling of Natural Visual Stimuli
The space of natural visual stimuli is modeled as the space of space-time varying functions.
Definition 4:
The space of trigonometric polynomials H 3 is a function space whose elements are functions defined on the domain 
We assume that the elements of the visual space are real-valued functions, i.e., u −l x ,−l y ,−l t = u l x l y l t .
More generally, H 3 is a reproducing kernel Hilbert space (RKHS) [37] , [41] endowed with the inner product
The reproducing kernel of H 3 is, by abuse of notation,
The dimension of the H 3 is dim(H 3 ) = (2L x + 1)(2L y + 1)(2L t + 1). In addition, we denote the spatial dimension of H 3 as dim xy (H 3 ) and it amounts to (2L x + 1)(2L y + 1).
B. Neural Encoding Circuits for Visual Stimuli
The visual world is highly detailed and dynamic. Many species employ multiple sensing units to collectively represent the visual world. These include the use of multiple types of photoreceptors to capture different spectrum of light, and two eyes to capture visual scene from two different angles. Color information captured by different types of cones is first integrated in the retina [42] . It is further processed in the primary visual cortex (V1) where stereoscopic visual streams are mixed and representation of depth is supported [43] . Therefore, many neurons in V1 carry binocular and color information [44] , [45] .
The neuron model with multi-component DSP naturally captures such a mixing operation [19] . The proposed parallel neural circuit encoding color visual stimuli is shown in Fig. 6a . This encoding architecture is called the Color Video Time Encoding Machine (Color Video TEM).
Color visual stimuli consists of 3 components u 1 , u 2 and u 3 , each corresponding to a color channel/cone type (red, green and blue, respectively). We can compactly write the stimuli as the vector valued function
where u ∈ H 3 3 , the direct sum of 3 H 3 's. Each component is processed by a component linear receptive field h m , m = 1, 2, 3. Collectively, the three component receptive fields comprises the DSP of a neuron in the Color Video TEM. We also denote the DSP compactly as
The encoding performed by the entire neural circuit can then be expressed as the following equations [19] 
for all k = 1, 2, . . . , n i ; i = 1, 2, . . . , N. The model of the DSP above is justified for certain types of neurons in the vertebrate retina and in V1 [46] [47] [48] .
By defining the linear functionals
equation (43) can be compactly rewritten as
(45) is called the t-transform of the Color Video TEM. It is interesting to see that the color information is mixed and encoded into a single spike train. In [20] a Video TEM is employed for each color channel, and therefore, the spike trains are color coded. In contrast, the spikes generated by the Color Video TEM are not labeled by color.
C. Identifying Spatio-Temporal Dendritic Stimulus Processors
We define here two additional projection operators.
Definition 5: The operator P 3 : H 3 → H 3 given by
is called the projection operator in H 3 , where
is the space of integrable functions on D. 
is called the projection operator in H 3 3 , where H 3 3 is the direct sum of H 3 .
As in the derivation of (22), the t-transform of the Color Video TEM can be written as 1, 2, . . . , n i ; k = 1, 2, . . . , N. The structure of the t-transform above provides the basis for the duality between Color Video TDMs and Color Video CIMs. In Figure 6 , we illustrate this duality in detail.
In a Color Video TEM, a color visual stimulus u ∈ H 3 3 is encoded by a massively parallel neural circuit consisting of N neurons. The spikes can be used to reconstruct the stimulus using a Color Video TDM. In order to functionally identify a Color Video TEM, each neuron is identified in isolation.
Assume that N stimuli u i ∈ H 3 3 , i = 1, 2, . . . , N, are presented to the isolated neuron. The encoding of u i , generates the same spike train as the encoding of the projection onto the input space of the DSP of the neuron in isolation. After N stimulus trials with the isolated neuron, an encoding circuit emerges consisting of N neurons in parallel each with DSPs given by u 1 , u 2 , . . . , u N , respectively (see Figure 6b) . Note again the symmetry between Figure 6a and Figure 6b . This indicates that a decoding algorithm that reconstructs u from the spike train generated by a neural circuit consisting of N neurons and the identification algorithm that identifies P 3 3 h from N-trial stimulus presentations are dual to each other. This concludes the duality between the Color Video TDMs and Color Video CIMs.
We now provide an algorithm for the functional identification of a color video encoding neural circuit. Let L i k : H 3 3 → R be the linear functionals given by
for all k = 1, 2, . . . , n i ; i = 1, 2, . . . , N. Then, the encoding of N stimuli is described by the set of equations:
By the Riesz Representation Theorem, there exist functions
Here, the m-th component of ψ i k can be evaluated by
for m = 1, 2, 3.
. . , N} be a collection of N linearly independent color visual stimuli at the input to a Color Video TEM with DSP h.
The projections P 3 3 h of the DSP can be identified from the collection of I/O pairs {u i ,
as a solution to the spline interpolation problem
A sufficient condition for perfect recovery of arbitrary
3 is that the set of sampling functions (ψ
3 . This requires a total of at least 3 · dim(H 3 ) + N spikes for the identification process.
Two types of conditions must be satisfied in order to achieve perfect identification [19] . The first is that the number of stimuli presented must be greater than 3 · dim xy (H 3 ). Second, the number of total measurements must be greater than the dimension of the RKHS. Equivalently, at least 3·dim(H 3 )+N spikes must be generated in the case of the IAF neurons. The bound given in the Color Video CIM theorem above provides guidance for how long and how many measurements one must take in experiments.
Again, we emphasize here that only the projection of the DSP onto the stimulus space can be identified. When chosen appropriately, however, the projection of the filters can match well with the identified filters. This was demonstrated by an example of the Red-on Green-off RGC in [19] , which is shown in Supplementary Video S2. As shown in the video, the projection of the DSP (right) matches well with the original multi-color DSP in both shape and temporal dynamics. Spatio-temporal non-separable DSPs, e.g., Gabor receptive fields with shifting phase, can also be identified with high quality, projection notwithstanding [12] .
The formalism of the Color Video TEM and Color Video CIM can similarly be applied to stereoscopic color vision [19] .
D. Evaluation of Visual Stimulus Reconstruction and Identification of Spatio-Temporal DSPs
Stimulus reconstruction using identified circuit parameters has been considered in a number of attempts in experimental settings. In [49] , receptive fields of about 200 neurons in the cat Lateral Geniculate Nucleus (LGN) were first identified using the reverse correlation method. The authors then presented to an anesthetized cat a number of natural stimuli and decoded these stimuli using linear decoding. The basic outline of the original visual field used in [49] can be clearly seen from its decoded version. Since only 200 neurons were used, the decoding results suggested a promising way of evaluating visual encoders.
Here, we use a similar method to evaluate the quality of the functional identification of the underlying circuit by reconstructing novel stimuli that are assumed to be encoded by the identified circuit and comparing their reconstruction with the original stimuli in the input space. We also seek to characterize the evaluation as a function of the number of observations used in identification and the number of neurons of the encoding circuit.
Example: The example described here is based on [19] . The neural circuit of interest is a massively parallel neural circuit consisting of some 30, 000 neurons. The three "color" DSPs of each neuron are modeled as closely centered spatio-temporal inseparable Gabor filters. The outputs of the DSPs are fed into IAF point neurons. The neural circuit is first presented a 200-second long 90 × 160-pixels natural stimulus. The DSPs of each neuron are then identified using a subset or all the spikes generated during stimulus presentation. As the number of neurons is very large, the evaluation of the circuit is computationally extremely intensive. Implementation details are given below.
To reduce the memory requirements for our identification algorithms operating on Graphics Processing Units (GPUs), we localized the DSP spatial support and identified each color DSP separately. First, we only identified the DSPs in a 24×24 or 48 × 48 spatial domain surrounding the center of the Gabor filters (by assuming that the center is known or can be estimated before employing the full identification algorithm) [19] . The size of the spatial domain depends on the dilation scale of the Gabor filters. The domain outside of this window was filled with zeros. Second, we identified each color DSP separately. Identifying all 3 DSPs of a neuron, however, is possible if a larger memory size is available. The parameters of the space of input stimuli were set to: t = 2π · 20 rad/s, x = y = 2π · 0.25 rad/pixel when using a window of size 24 × 24 and 2π · 0.125 rad/pixel when using a window of size 48 × 48, and L t = 4, L x = L y = 12. We also restricted the set of spatial basis functions to lie within the elliptical set
Therefore, the dimension of the space of input stimuli for each color DSP is fixed and amounts to dim(H 3 ) = 3, 969.
The number of spikes used in the identification process varied from 1, 000 to 17, 000 for a total of 7 different intermediate steps. We then used the 7 sets of identified circuit parameters to decode novel stimuli encoded by the underlying circuit. In addition, we chose a subset of neurons with identified DSPs for reconstructing the stimuli. The number of neurons used were 6, 000, 12, 000, 18, 000 and 24, 000. The SNR of the resulting reconstructions are shown in Figure 7 (see also Supplementary Video S3). In Figure 7 , the SNR at (N 1 , N 2 ) shows the reconstruction error when using N 2 neurons. Each color DSP of the N 2 neurons was identified by N 1 measurements. Figure 7 shows in detail the quality of the reconstruction as a function of the number of neurons used in decoding and the number of spikes used in the identification process.
From Figure 7 , it can also be readily observed that the error in reconstruction decreased to a very low level only when at least 9, 000 measurements for each DSP are used and about 24, 000 neurons are identified. In experiments, this low level of error can be chosen as an indicator to stop taking additional circuit measurements.
IV. IDENTIFYING MULTI-SENSORY DENDRITIC STIMULUS PROCESSORS
In this section, we review the identification of multisensory DSPs and show that, similar to the stereoscopic color vision circuit, the evaluation of the functional identification of multimodal neural circuits can be performed in the multi-sensory input space.
This section is organized as follows. In Section IV-A we describe the neural circuit modeling the mixing of multisensory auditory and visual stimuli. In Section IV-B the identification of multi-sensory DSPs is presented. Finally, in Section IV-C the evaluation of the reconstruction of multisensory stimuli and the identification of multi-sensory DSPs is discussed.
A. Neural Encoding Circuits for Multi-Sensory Stimuli
We consider here a massively parallel neural circuit encoding both auditory and visual stimuli. As shown in Figure 8a , the neural circuit is a realization of a multimodal Time Encoding Machine (mTEM) [18] .
The input to the encoding circuit is a time-varying, auditory stimulus u 1 (t) and a visual stimulus u 2 (x, y, t). We notice that the domains of the two inputs are different. This needs to be taken into account in modeling the two stimuli, as the temporal domains D t of the space of auditory stimuli and the space of visual stimuli must be assumed to be the same. While, overall, the two domains are different, using an extension of the decoding and identification algorithms, multi-sensory stimuli can be perfectly reconstructed and multi-sensory DSPs can be accurately identified.
As shown in Figure 8a , the DSP of each neuron in the multi-sensory encoding neural circuit consists of a temporal filter h 1 (t) and a spatio-temporal filter h 2 (x, y, t) , processing the auditory and visual stimuli, respectively. The outputs of the two filters are then summed and drive the spike generation. Therefore, the individual spike train generated by the encoding circuit is not labeled with a particular sensory modality.
The t-transform of the mTEM can be expressed as 
and
the t-transform of the mTEM can be rewritten as
B. Identifying Multi-Sensory Dendritic Stimulus Processors
The duality between TDMs and CIMs applies as well to the neural circuit for multisensory integration. As shown in Figure 8b , the identification of the projection of the DSP of a neuron in a multi-sensory neural circuit can be reinterpreted as the encoding of the same DSP projection by a neural circuit whose bank of DSPs take the value of the input stimuli. The algorithm identifying the function of the multi-sensory encoding neural circuit is called the multi-sensory Channel Identification Machine (mCIM).
The t-transform of the mCIM can be rewritten as
We remind the reader that the subscript of the projection operator indicates the number of variables of the function that it acts upon, and the subscript of h indicates the index of the DSP components. k in the subscripts of L i 1k and L i 2k is the spike index for the i th trial.
There exist functions ψ i
be a collection of N linearly independent multi-sensory stimuli at the input to a mTEM with DSP (h 1 (t), h 2 (x, y, t) ).
The projections P 1 h 1 and P 3 h 2 of the receptive fields can be identified from the collection of I/O pairs {(
A sufficient condition for perfect recovery of P 1 h 1 ∈ H 1 and P 3 h 2 ∈ H 3 is that the set of sampling functions (ψ i 1k ) and (ψ i 2k ), k = 1, 2, . . . , n i , i = 1, 2, . . . , N, jointly span H 1 and H 3 . This requires a total of at least dim(H 1 ) + dim(H 3 ) + N spikes in the identification process. In practice, the scale of each of the sensory stimuli can differ dramatically. In an extreme case, the visual component of may have large values while the auditory component negligibly small values. As a result, the auditory receptive field can be identified only by using infinite machine precision. Since the latter is not available, when constructing we scale the auditory stimulus by an appropriate factor. Scaling balances the contributions from both stimuli. The resulting identified DSP must be rescaled by the same amount used to scale the auditory stimulus.
C. Evaluation of Multi-Sensory Stimulus Reconstruction and Identification of Multi-Sensory DSPs
The evaluation method described in Section III-D can also be used for evaluating the identified multi-sensory neural circuits discussed above.
Example: We consider a massively parallel neural circuit with 10, 000 neurons; each neuron consist of a multi-sensory DSP cascaded with a point IAF neuron. The multi-sensory DSPs employed are gammatone filters with a certain center frequency as used in Section II-D, and spatio-temporal nonseparable filters of visual receptive fields. Both are assumed to be unknown during the identification process.
We presented a 200-second long audiovisual stimulus to the neural circuit. The auditory stimulus was bandlimited to 3, 000 [Hz] and similar to the one given in the example in Section II-D. The space of auditory stimuli had t = 3, 000 · 2π rad/s, L t = 600 and T t = 0.2 seconds. The visual input was a natural stimulus of size 90 × 160-pixels. The space of visual stimuli was assumed to be the same as the one in Section III-D. Note that the period of the auditory space and that of the visual space were matched. The total dimension of the stimulus space was dim(H 1 ) + dim(H 3 ) = 1, 201 + 3, 969 = 5, 170.
Functional identification was performed for each neuron using approximately 1, 000, 2, 000, 4, 000, 6, 000, 9, 000 and 13, 000 measurements. We then used the DSPs identified to decode a novel multi-sensory stimulus encoded by the same neural circuit. The stimulus is a brief video of Claude Shannon introducing himself in Theseus [39] . The same set of spike trains was used to decode the stimuli using DSPs identified with 1, 000, 2, 000, 4, 000, 6, 000, 9, 000 and 13, 000 measurements, respectively. We also chose subsets of 2, 000, 4, 000, 6, 000 and 8, 000 identified neurons to decode both the visual and auditory signals. The SNR of the resulting reconstructions are shown in the 2D grid in Figure 9 .
Again, we observe two general trends. First, the quality of the reconstruction using spikes from any of the neuron subsets increases as the number of measurements increases. The reconstruction using known circuit parameters is at the far end of Figure 9 . The quality of reconstruction using identified circuit parameters gradually approaches that of reconstruction using known parameters. Second, the reconstruction quality increases as the number of neurons increases provided that the number of measurements is sufficiently large.
V. CONCLUSION
We reviewed in detail a class of algorithms, called Channel Identification Machines, for the identification of massively parallel spiking neural circuits with several types of temporal and spatio-temporal stimuli, including auditory, stereoscopic color vision and multi-sensory (auditory and visual) stimuli. The key theoretical result is the fundamental duality between the identification of the dendritic stimulus processor of a single neuron and the decoding of stimuli encoded by a population of neurons with a bank of dendritic stimulus processors. Finally, and most importantly, the duality formalism of decoding and functional identification allowed us to use decoding algorithms for evaluating the quality of the identified neural circuits in the stimulus space. The evaluation turned out to be intuitively extremely simple. The theoretical insights provided by the CIM framework has several practical implications for neuroscience experiments.
First, CIMs provide a unified framework for investigating a wide range of sensory systems that operate on widely different stimuli. This flexibility makes it easier to transfer knowledge from one sensory domain to another. In addition to being used in identifying DSPs processing peripheral sensory inputs, CIMs can also be employed for identifying DSPs that process spike train inputs [12] , [23] . Combined, they provide a range of toolsets to choose from to investigate different sensory systems in insects and vertebrates.
Second, the structure of the identification algorithms suggests that stimulus design is critical in experiments and in interpreting the experimental results. The use of bandlimited stimuli in modeling sensory inputs enabled the derivation of theoretical bounds on the number of trials and measurements that are necessary for quality identification. CIM algorithms provide a guide how to, for example, choose the bandwidth of stimuli given the amount of available data, or how much data should be recorded for an assumed stimulus bandwidth. Results obtained from different experiments or different labs can only be compared with each other if stimuli belong to the same space. Bandlimited stimuli are also easier to employ during experiments, as white noise stimuli, that are often required in several other theoretical frameworks, are difficult to generate in practice [50] . Moreover, the CIM formalism implies that the "best" identification algorithm that can be obtained recovers the projection of the (impulse response of the) DSP onto the input space, rather than the (impulse response of the) DSP itself. It is not expected that neural circuits identified by stimuli in one space of inputs can be utilized to interpret the encoding of stimuli from another space. Therefore, the identification result should be carefully examined together with the design of the stimulus space in order to fully capture the processing of the identified DSPs.
Third, from our illustrative examples an immediate need emerges to increase the number of neurons that can be simultaneously recorded from. This is due to the fact that even if the identification of single neurons reaches a very high quality, it is still not possible to infer what information the circuit encodes. On the other hand, while the capability of simultaneous recording devices constantly increases, it is necessary to acquire enough data for each neuron under the designed stimuli. Otherwise, as illustrated in the examples, it is not possible to use the identified parameters to decode novel stimuli, thereby only achieving a poor identification of the system. Last but not least, the evaluation method in the stimulus space opens up new avenues for testing experimental results, as well as for proposing new algorithms that explicitly take into account the quality of recovery of the identification of a neural circuit.
