We study the problem of estimating the coefficients in an elliptic partial differential equation using noisy measurements of a solution to the equation. Although the unknown coefficients may vary on many scales we aim only at estimating their slowly varying parts, thus reducing the complexity of the inverse problem. However, ignoring the fine-scale fluctuations altogether introduces uncertainty in the estimates, even in the absence of measurement noise. We propose a strategy for quantifying the uncertainty due to the fine scale fluctuations in the coefficients by modeling their effect on the solution of the forward problem using the central limit theorem. When this is possible, the Bayesian estimation of the coefficients reduces to a weighted least squares problem with a covariance matrix whose rank is low regardless of the number of measurements and does not depend on the details of the coefficient fluctuations.
Introduction
We study the problem of estimating the coefficients of elliptic partial differential equations using noisy measurements of solutions. We first consider the equation −∆u + a(x)u = f (x), x ∈ D.
(1.1)
The domain D ⊂ R d is a smooth bounded region, and we impose a Dirichlet boundary condition on ∂D. The equation models diffusion in a random potential. Later we also consider the estimation of an unknown diffusion coefficient but only in one dimension:
In both cases, the coefficient a(x) is the unknown, and we wish to estimate it from observations of u(x) at various points x in the domain. Diffusion equations of the form (1.2) (and in more spatial dimensions) arise in many applications including the modeling of electrical and thermal properties of composite materials and the modeling of fluid flow through a porous medium via Darcy's law. Although the unknown coefficient a(x) may fluctuate on many scales, we cannot hope to recover all details about a(x) because the elliptic inverse problem is ill-posed. Therefore, we will aim to recover only the smooth part of the coefficient while still accounting for the neglected scales. For example, suppose that a(x) is a random function represented as
which is its Karhunen-Loéve expansion [9] . Here ω is a point in a probability space that labels the realizations and is omitted sometimes. The slowly-varying or smooth mean is a 0 (x) and the pairs {(a k (x), λ k )} ∞ k=1 are eigenfunctions and eigenvalues of the integral operator with kernel the covariance K(x, y) = E[(a(x) − a 0 (x))(a(y) − a 0 (y))].
The eigenfunctions a k (x) oscillate on a scale proportional to the size of the domain divided by the index k and therefore are rapidly oscillating for k large. The random variables {ξ k (ω)} are uncorrelated with zero mean and variance one. Estimating the unknown coefficient a(x, ω) means estimating all the terms in the expansion, including the random variables {ξ k (ω)}. If we have only partial measurements from a few realizations, however, this is impossible. So, we might try to estimate the terms in a truncated series representation
and in the simplest case we would aim only at estimating the mean a 0 (x). However, any such truncation cannot fully account for the observed data, even if there is no observation noise. This is because the neglected rapidlyoscillating terms do produce some random variation or uncertainty in the observations and therefore in the estimates of the unknown coefficients. In this paper, we introduce a strategy for quantifying this uncertainty in a 0 (x) due to the fine scales. Although the details of the method depend on the problem at hand, it has potential application to other inverse problems (either PDEs or systems of ODEs) in which it is only feasible to estimate a low-dimensional approximation of the parameters. The main idea is to model, when possible, the universal fluctuation effects coming from the unresolved scales. As our numerical simulations demonstrate, this modeling approach gives an accurate approximation of the effect of the unresolved scales without requiring additional sampling.
We consider the simpler case in which the true coefficient a(x, ω) has a slowly varying component and a random, rapidly-oscillating component without variation on the intermediate scales. The general case can in principle be considered as well, but it is much more computationally intensive. We shall simplify further by assuming that the random process a(x, ω) has the form a(x, ω) = a 0 (x) + σµ( x ℓ , ω).
The fluctuations process µ(x, ω) is assumed to be stationary with zero mean and covariance R(x) = E[µ(y + x)µ(y)], (1.5) normalized so that R(0) = 1 and R(x)dx = 1. Thus, σ 2 is the variance of the fluctuations and ℓ is its correlation length. The µ may be considered to be a simplified form of the tail of the Karhunen-Loéve expansion of a(x, ω) for large N , where N −1 is proportional to ℓ. The stationarity of µ also follows from the Karhunen-Loéve expansion for the residual for large N . However, in (1.4) we do not assume that the fluctuations are weak, that is σ ≪ 1, as is the case the tail of the Karhunen-Loéve expansion. We plot one realization of a(x, ω) in Figure 1 , with l ≪ 1. As already noted, it is hard to recover both a 0 (x) and µ(x, ω), so we estimate only the slowly varying mean a 0 (x). The observations, however, do depend on µ, and our strategy models the effect of µ on the estimate of a 0 (x). We will take a Bayesian approach to estimating a 0 (x). Given a 0 (x), the observations of u(x) = u(x, ω) are random variables since they depend on the random field µ(x, ω). Our estimate of a 0 (x) will be the maximum a posteriori (MAP) estimator
where Y is the observation data vector, defined by (2.9); π(Y |a 0 ) denotes the conditional density of the observation data Y , given a 0 ; and π 0 is the prior density of a 0 which usually expresses its anticipated regularity [6] .
In the models we consider, the approximate form of the conditional density π(Y |a 0 ) is known from the asymptotic theory of the solution u in the limit ℓ → 0 ( [5, 1, 2] ). This asymptotic theory is the basis for our strategy. The fluctuations in the observations of the solution u, which are due to the stochastic term µ, are asymptotically Gaussian, and their meanȲ (a 0 ) and covariance C = C(a 0 ) can be characterized analytically. Although this mean and covariance depend on a 0 in a nonlinear way, they can be computed numerically and do not depend on the (unknown) details of µ! That is, the fluctuations in u have a universal character. This fact is not so surprising since a form of the central limit theorem is involved. Thus, for small ℓ, we expect that the conditional density of the observations Y given a 0 , is given explicitly by
HereȲ (a 0 ) denotes the theoretical mean of the observations Y given a 0 , which can also be characterized analytically. Therefore, the asymptotic theory gives us an explicit model for the a posteriori density function being optimized in (1.6). In particular, π(Y |a 0 ) need not be computed by sampling methods. The data covariance matrix C(a 0 ) in the weighted least squares (1.7) assumes that there is no measurement noise. When there is measurement noise, assumed statistically independent of the parameter fluctuations, then the covariance in the weighted least squares (1.7) must be replaced by C(a 0 ) + C N where C N is the covariance of the measurement noise. We will assume here that C N = γ 2 I where I is the identity matrix. When there is a lot of measurement noise then γ is large or, equivalently the signal to noise ratio (SNR) is low. In this case C(a 0 ) + γ 2 I ≈ γ 2 I and the weighted least squares becomes ordinary least squares. It is only when the SNR is high that detailed modeling of the effect of the parameter fluctuations plays a role in the estimation of a 0 . We compare with numerical simulations the effect of using the weighted least squares covariance matrix C(a 0 ) + γ 2 I versus just γ 2 I, in which parameter fluctuations are ignored. Both estimates are random variables, as they depend on the random observations, and both must obey the Cramér-Rao lower bound on the covariance of the estimate. We show that the MAP estimate based on (1.6) and (1.7) has lower vari-ance compared to the simple least-squares type estimate, and is closer to the lower bound.
We assume in this paper that the scale parameters κ = σℓ d/2 and γ in the data covariance, coming from the coefficient fluctuations and the measurement noise, respectively, are known. Otherwise they must also be estimated from the data.
The paper is organized as follows. We consider first the problem (1.1), where the absorption coefficient is unknown. In Section 2 we define the data model for this problem. In Section 2.1 we describe the fluctuation model for the observations Y based on the asymptotic theory as ℓ → 0. In Section 2.3 we review the Bayesian estimation framework. In Section 2.4 we discuss the efficiency of the MAP estimator compared to a simpler least squares estimate of a 0 (x). Even though we know π(Y |a 0 ) approximately, the optimization problem (1.6) is still quite challenging due to the highly nonlinear dependence ofȲ (a 0 ) and (C(a 0 )) −1 on a 0 . Therefore, in Section 2.6 we propose methods for reducing the complexity of the objective function that exploit the low rank of the covariance matrix C(a 0 ). In Section 3 we describe the discretization of the problem and present results from numerical experiments.
In Section 4, we carry out the estimation strategy for the problem (1.2) in which the diffusion coefficient is unknown. Computational results for this model are shown in Section 4.1.1. In section 5 we present a summary of the paper. Appendix A contains a brief description of the asymptotic fluctuation theory that underlies our estimation strategy for both models (1.1) and (1.2). Appendix B contains further discussion of the efficiency of the MAP estimator, in the context of a simplified linear model.
After this paper was written, we became aware of the work of Bal and Ren [3] in which a similar approach for estimating the unknown coefficient a(x) is used. Their numerical simulations also indicate that modeling the covariance C associated with fine-scale fluctuations in a(x) can reduce the variance of the estimate of a 0 (x).
The continuum model and noisy observations
We begin with noisy observations of a function u which satisfies the boundary value problem
The absorption coefficient a(x) = a(x, ω) > 0 is an unknown random field defined over a suitable probability space which we denote by (Ω, F, P). We suppose the process a(x, ω) has the form (1.4) where µ(x, ω) is a stationary random field with zero mean and unit variance, while a 0 (x) is a smooth, positive function. We assume µ is ergodic with respect to shifts in x. The characteristic length scale of the oscillatory component is ℓ < < 1. From noisy observations of the solution u(x, ω) we wish to estimate the mean a 0 (x), and we will model the effect of the fluctuation term σµ( The measurement process involves choosing S samples independently corresponding to S independent realizations of a(x, ω). Typically S will be very small and often S = 1. For each sample, we observe the solution to (2.8) at M discrete locations, for various choices of the known right hand side f (x) = f n (x), n = 1, . . . , N . The discrete observation points {x j } M j=1 ⊂ D are distributed in the interior of the domain. Each of these observations also involves independent observation noise.
Our observations of the solution to (2.8) are:
for j = 1, . . . , M ; n = 1, . . . , N ; and s = 1, . . . , S. The index s labels to the S independent samples. The index n corresponds to our choice of the (known) right hand side as f ∈ {f n } N n=1 ⊂ L 2 (D). The random variables {ǫ n,js } n,j,s represent observation noise, and they are independent, identically distributed N (0, γ 2 ). Even without observation noise, the observations Y n,j,s are random variables since they depend on the random field a(x, ω). Let Y denote the finite collection of observations
The dimension of this vector of observation data is N M S. Given this data vector, we want to compute the best estimate of a o (x), including reliable error bars around the estimate.
Limit theorem for the fluctuations
We have chosen the model (1.4) because it is known [5, 1] that in the scaling limit ℓ → 0, the solution u = u ℓ (x, ω) has Gaussian fluctuations about its mean. Specifically, for d ≤ 3,
in distribution as ℓ → 0, whereū(x) is the (deterministic) solution to
with Dirichlet boundary conditions at ∂D. The kernel G(x, y; a 0 ) is the Green's function associated with (2.11), so that
The integral (2.10) is with respect to the Brownian random field W y (ω), which is a Gaussian process. For any test functions ψ 1 (y), ψ 2 (y), . . . , ψ J (y), the random vector ( ψ j (y)dW y ) is Gaussian with mean zero and covariance
The observations Y j,n,s are noisy measurements of the solution u(x, ω) which is, therefore, approximately the sum ofū and Gaussian fluctuations:
for small ℓ, where
is a small parameter. Therefore, assuming ℓ is small, we will model Y j,n,s as a Gaussian random variable with meanū j,n =ū(x j ; f n , a 0 ) and covariance
where
is the data covariance of the fluctuations in the solution due to the coefficient fluctuations. For the case d ≥ 4, see [1] .
The low rank of the data covariance
While the measurements Y may lie in a high dimensional space, in R N M S , the fluctuations in the observations are effectively low dimensional. To see this, consider the covariance of the continuum random field
defined by the stochastic integral (2.10). For fixed n and n ′ let C 0 (x, y) be the covariance kernel:
This kernel defines the covariance operator of the fluctuations of the solution as an integral operator acting on L 2 (D). If {φ k } ∞ k=1 are the complete, orthonormal set of eigenfunctions satisfying
From the asymptotic theory of the eigenfunctions of the Laplacian [7] , which we assume can be used here, we deduce that
for any test function g. Therefore, we conclude that
for k, j large, with c a constant. In one dimension λ k = O(k 2 ), so in this case, we expect the eigenvalues of C 0 (x, y) to decay like O(k −4 ). In Figure 2 we plot the eigenvalues of a discrete version of (2.14) (given later in (3.34)), and we compare them to the eigenvalues of an empirically generated covariance for the observation data. The plot shows that the fluctuation model (2.14) is quite accurate: all of the large eigenvalues of the true covariance (i.e. empirical) are accurately approximated. The corresponding eigenfunctions (not shown) are also accurately captured by this approximation, and the plot shows the O(k −4 ) decay of the eigenvalues, which effectively reduces the rank of the covariance matrix.
Bayesian estimation of a 0 (x)
One approach to estimating a 0 (x) is maximum a posteriori probability. Let us suppose that a 0 (x) is parameterized by a P -dimensional vector θ ∈ R P . The vector θ might be the first P coefficients in a Fourier representation for a 0 (x), or θ might represent the local averages of a 0 (x) within P regions that partition the domain D. In any case, we'll assume that a 0 (x) depends linearly on the vector θ, and we will represent this relationship as a 0 (x) ∼ Mθ Details about this relationship are given later at (3.35). Our goal is to estimate the true value of θ from the observation data. Treating the unknown vector of parameters as a random variable, we begin with a prior distribution for θ that has a density π 0 (θ). For a given θ, let π θ (Y ) denote the induced density for the random vector Y ∈ R N M S , given θ. Let Figure 2 : Log-log plot of the eigenvalues of the covariance matrix given by (3.34). For the first series (+), the covariance matrix is a discrete version of (2.14). For the second series (o), the covariance matrix is generated empirically from 2000 samples, showing very good agreement between the predictions of the asymptotic theory and the true fluctuations in the data. The solid line has slope −4, indicating that the eigenvalues decay as O(k −4 ). π(θ, Y ) = π 0 (θ)π θ (Y ) denote the joint density for θ and Y . Bayes' rule tells us that the conditional density π(θ | Y ) is given by
According to our model, given θ, the observations Y are Gaussian so that the likelihood function is
|C| is its determinant, andū =ū(a 0 ) depend on θ, which represents a discretization of a 0 .
The maximum a posteriori (MAP) estimator for θ is defined by:
Therefore, the MAP estimator is determined by minimizinĝ
over the P -dimensional parameter space for θ, where
The function Γ is highly nonlinear with respect to θ. The functionū depends on θ in a nonlinear manner through solution of the equation (2.11). The Green's function appearing in the definition of the covariance matrix C also depends on θ in a nonlinear manner. Withθ M AP defined in this way, our estimate of a 0 (x) becomesâ There are many possible choices for the prior density π 0 (θ) on the coefficients. For example, one might choose
where η > 0 is a parameter. More generally, if θ ∈ R P represents P Fourier coefficients of a 0 (x), we might take log π 0 (θ) to be a weighted sum of these Fourier coefficients. The prior density in (2.23) plays the role of a regularizing term in the inverse problem. In this paper we will assume that the finite dimensional reduction a 0 (x) ∼ Mθ realizes the desired regularization and therefore we shall take π 0 to be flat so that it can be omitted in (2.23). The objective function for the determination ofθ M AP is now Γ(θ) defined by (2.24).
Quantifying the estimation error
The MAP estimatorθ M AP is a random vector, depending on the observations Y , and we would like to quantify the uncertainty in this estimate and the resulting estimateâ 0 (x) = Mθ M AP of the unknown coefficient a 0 (x). The covariance of the random vectorθ M AP must satisfy the Cramér-Rao lower bound (see [12] ):
Here θ denotes the true parameter, and θ 0 = E θ [θ] is the mean of the estimateθ, which depends on the true value θ. The matrix ∂θ 0 ∂θ is equal to the identity if the estimate is unbiased. The P × P matrix I is the Fisher information:
Since π(Y |θ) is Gaussian in the present case, the Fisher information has the form:
where dependence on θ is not shown. The Cramér-Rao bound (2.25) gives us a lower bound on the covariance of our estimateθ M AP . Without many independent samples, the expectation E θ [θ] may be difficult to compute. In our numerical simulations we observe that the bias term ∂θ 0 ∂θ is very close to the identity, so that I −1 (θ M AP ) gives a good estimate of the covariance ofθ M AP that can be computed directly from (2.27) without additional sampling. Our numerical experiments (see Figure 7 and Figure 9 ) also show that the covariance of the estimateθ M AP is very close to realizing this optimal lower bound (2.25).
If the MAP estimateθ M AP is close to the true value θ then we may be able to quantify its uncertainty by calculating the matrix of second derivatives, the Hessian, of the objective Γ(θ) at θ =θ M AP . Since π(Y |θ) is Gaussian, one can show that the Hessian D 2 θ Γ(θ) evaluated at the true value of θ, is precisely the Fisher information (2.27). Therefore, it follows from (2.25) that whenθ M AP is close to the true value, the inverse of the smallest eigenvalue of this Hessian gives an overall estimate of the variance of the MAP estimatorθ M AP .
Efficiency of the MAP estimate
The MAP estimatorθ M AP makes use of an explicit model for the effect of fine scale fluctuations in the true coefficients (i.e. the effect of µ(x/ℓ, ω)). Another approach to estimating a 0 (x) is to use a simple least squares estimator:θ
Here we minimize over all θ in the parameter space. This estimateθ LS is equivalent to the MAP estimateθ M AP (2.23) if the covariance C is replaced by the identity in (2.24) and we set π 0 to be constant over the parameter space. If the signal to noise ratio (SNR) is low, then the covariance matrix (2.21) is dominated by the diagonal part γ 2 δ jj ′ δ nn ′ , and in this regime we expect the simple least squares estimate to be comparable to the MAP estimate. In the high SNR regime, however, the covariance matrix (2.21) will not be close to diagonal and the two estimatesθ LS andθ M AP will differ. The least-squares estimate (2.28) does not take into account the fluctuations caused by the small scale term µ(x/ℓ, ω). For this reason, however, the optimization problem (2.28) may be simpler because we have not taken into account the nonlinear dependence of C on the parameter θ. Therefore, it is natural to ask whether the estimateθ M AP defined by (2.23)-(2.24) has any advantage over the simpler least-squares estimateθ LS defined by (2.28 ).
An estimate which realizes the lower bound (2.25) is called an efficient estimator. Although the covariance ofθ M AP cannot be smaller than this optimal bound, we should expect that with knowledge of the true data covariance function C, the covariance of the MAP estimateθ M AP would be closer to the theoretical optimum (2.25), compared to the covariance of the simple least squares estimateθ LS . In Appendix B, we illustrate this point in the context of a simpler linear (solvable) model whereū(θ) is a linear function of the parameter vector θ and the covariance C is independent of θ. In such models, the MAP estimateθ M AP realizes the theoretical lower bound (2.25) while the least squares estimateθ LS may have much larger variance, depending on the structure of the true data covariance matrix C. In fact, this is a consequence of the Gauss-Markov theorem [4] . In nonlinear models, asymptotic efficiency may hold as the number of observations S ≫ 1 increases. However, even in the nonlinear model with few observations, our numerical simulations (see Figure 7 and Figure 9) show that, indeed, the covariance of the MAP estimate θ M AP is closer to realizing the theoretical lower bound than the simple least squares estimate θ LS .
Optimization Strategies
After discretization of the equation (2.11) the optimization problem (2.23) is very challenging, due to the presence of multiple local extrema in the objective function Γ(θ). Moreover, it is computationally expensive because for each evaluation of Γ(θ) one must computeū solving (2.11) and the Green's function G = G(x, y; θ) which appears in the covariance matrix. One simplifying strategy is to solve (2.23) iteratively by the following algorithm. At each step we perform the optimization with a fixed covariance matrix; then we update the covariance matrix before the next iteration:
1. Fix an initial estimate θ 1 , and let C 1 = Id. (ii) Set θ k+1 =θ, whereθ is the optimal value.
(iii) Compute the covariance matrix C k+1 = C(θ k+1 ).
In the first step, we replace the covariance matrix C with the identity, so after the first loop, θ 2 =θ LS is the solution to the least-squares optimization problem. In this way we use the least-squares estimation (2.28) as a preconditioning step to get a good initial estimate of θ and C −1 .
At each optimization step we also employ another regularization based on the observed low-rank structure of the covariance as described in Section 2.2. Specifically, we consider the following regularization of the covariance inverse C −1 . Let C = ΘΛΘ T with Θ being an orthogonal matrix whose columns are eigenvectors of C, and Λ being a diagonal matrix with the eigenvalues of C on the diagonal. For an integer τ ≥ 1, let C † τ be the pseudo inverse
where D † is a diagonal matrix defined by
Then we define a regularized MAP estimate replacing Γ with
Note that if C is invertible and τ is equal to the rank of C, then C † τ = C −1 . Typically we choose the truncation level τ to be small relative to the rank of C and close to its effective rank. We select it in the range τ = 10 in our numerical simulations. Such a regularization is justified by the observation that the eigenvalues of C decay rapidly, as shown in Figure  2 . In many regimes, we observe that the objective function Γ(θ) computed without regularization is multi-modal. When C −1 is sufficiently regularized, however, some of the observed multi-modality in the objective function is eliminated, as demonstrated in Figure 3 and Figure 4 . There we plot level curves of the log-likelihood function, varying only two of the parameters, θ 1 and θ 4 ; the figures show the effect of increasing the amount of regularization, which means decreasing τ from 48 (no regularization) to 30, 20, 10. Even if τ = 1, the objective function may still exhibit multimodal behavior, due to the nonlinear dependence of u on θ.
Discretization and Numerical Simulation
In this section we present numerical simulations for a discrete model of the inverse problem. Here we consider only the case of one dimension, although the method generalizes to dimensions bigger than one. The observation points are taken to be uniformly distributed in the domain D = [−1, 1]: We generate observations Y by solving a discrete version of (2.8) with the model (1.4) on a very fine mesh. One realization of the function a(x) used to generate data is shown in (1) . Next, to estimate a 0 (x) from the observations Y , we consider a discrete version of (2.11) and (2.12). We define −1 = y 0 < y 1 < · · · < y D < y D+1 = 1 to be discrete grid points uniformly distributed with grid spacing h = 2/(D + 1). We suppose that the set of observation points is contained in this discrete mesh:
. However, the number of observation points M will generally be much smaller than D. For given vector (ã d ), d = 1, . . . , D, we letũ n d satisfy the discrete equation 
HereG is a discrete approximation of the Green's function for (2.11). The variables ξ d,s are i.i.d. Gaussian with zero mean. Hence the variables v n,j,s are Gaussian with zero mean and covariance
Given the vector (ã d ) ⊂ R D , the definitions (3.32) and (3.33) define a random nonlinear map T :
Our estimate of the vector (ã d ) = (a 0 (y d )) may be parameterized in many ways. We will let θ denote the vector of parameters which parameterizes our estimate of (ã d ), and let P ≤ D denote the dimension of this vector. For example, we could letã d = θ d , so that its dimension is P = D, and θ represents pointwise values of a 0 (x). Since we are assuming that a 0 (x) is slowly varying, it is reasonable and practical to let θ be lower dimensional, P < D. For example, we might let θ be the coefficients in a Fourier expansion of a 0 corresponding to frequencies k p , p = 1, . . . , P . In this case, we could define (ã d ) byã
In any case, given θ and a map M : θ → (ã d ) from R P to R D , our discrete model defines a map (θ, ω) → Y , which is a random nonlinear map from R P × Ω to R N M S . There are N M S data points with P unknowns.
Computational Results
In Figure 5 we plot the maximum a posteriori and least-squares estimateŝ θ M AP andθ LS for different sets of (independent) observations. While both estimates are close to the true value, we observe that the variance ofθ M AP is slightly less than that ofθ LS . This is also observed in the histograms shown in Figure 6 . There we plot histogram of one component of the estimated vectorθ.
In Figure 7 we compare the pointwise variance of the estimated a 0 (x). The estimated coefficient is obtained fromθ bŷ
In this simulation, θ are the first P coefficients in a discrete Fourier transform of a 0 , and M is the discrete inverse transform (3.35). Therefore,
] is the mean of the estimateâ 0 . This and the Cramér-Rao lower bound (2.25) implies the following pointwise lower bound on the variance of the estimateâ 0 :
The matrix M is known. The bias terms ∂θ 0 ∂θ are computed via Monte Carlo simulation. The Fisher information may be computed using the explicit formula (2.27). In Figure 9 , the solid curve represents this theoretical lower bound. We compute the Fisher information (2.27) using the model covariance C. Figure 2 shows that the largest eigenvalues of the model covariance and the empirical covariance agree very well. However, the model covariance does not reliably predict the small eigenvalues and eigenvectors of the true covariance. For this reason, in our computation of the Fisher information I, we apply the same truncation approximation (C † instead of C −1 ) used in the optimization algorithm. In Figure 7 , the theoretical lower bound is the solid curve, and it lies below the other two curves, as we should expect. 
Fluctuating diffusion coefficients
Now we consider the case when the random fluctuations appear in the diffusion coefficient. Although the multi-dimensional case is certainly more relevant to applications, we restrict our attention to the case of one spatial dimension, because the fluctuation theory for this problem in higher dimensions is not so well-understood at this point. We consider the boundary value problem
where u(−1) = u(1) = 0. If (a(x, ω)) −1 = σµ(x/ℓ, ω)+(a 0 (x)) −1 , then this is equivalent to a two dimensional, first-order system of the form w x −Aw = F :
where v = a(x, ω)u x . This may be written as
is the 2x2 Green's matrix for the system w x − Aw = F , and
dy.
The entries in the Green's matrix are independent of ℓ and are given explicitly by
,
where α(y) = − Suppose that µ = µ(x/ℓ, ω). Using the explicit integral solution for (4.39) in one dimension, it can be shown (see [2, 5] ) that the central limit theorem holds for u:
where the kernel G 1,1 (x, y) andv(x; f ) = − G 2,2 (x, y)f (y) dy both depend on a −1 0 in a nonlinear way, and W y is standard Brownian motion. Recall that κ = √ ℓσ. Therefore, we model noisy measurements of u(x j ; f n , ω s ) as for small ℓ. So, the measurements Y j,n,s are modeled as Gaussian random variables with meanū j,n =ū(x j ; f n ) and covariance
Discretization and Numerical Simulation
To estimate a
0 (x) from the observations Y , we consider a discrete version of the system
As before, we define −1 = y 0 < y 1 < · · · < y D < y D+1 = 1 to be discrete grid points uniformly distributed with grid spacing h = 2/(D + 1). The set of observation points is contained in this discrete mesh: )} satisfy the discrete system
and the homogeneous Dirichlet boundary conditionũ 0 =ũ D+1 = 0. Here we useṽ d+ 
We parameterize our estimate of a
where M is a matrix representing the discrete Fourier inverse transform. We estimateθ following the same strategy as before. We compute the maximum a posteriori estimateθ M AP and the least-squares estimateθ LS of the unknown parameters. Then, our estimate of a
The MAP estimates of (a 0 (x)) −1 are shown in Figure 8 . The pointwise variance of the estimate is shown in Figure 9 for S = 2 and in Figure 9 for S = 1. As in the previous model with unknown absorption term, we observe that the pointwise variance of the estimated coefficient is less when the model covariance is used, compared to the least squares estimate.
The Cramér-Rao lower bound (2.25) implies that the pointwise variance is bounded below by
In Figure 9 , the solid curve represents this theoretical lower bound. The bias terms ∂θ 0 ∂θ must be computed via Monte Carlo simulation. The Fisher information may be computed using the explicit formula (2.27). We compute the Fisher information (2.27) using the model covariance C. As before, in our computation of the Fisher information I, we apply the same truncation approximation (C † instead of C −1 ) used in the optimization algorithm. 
Summary and Conclusions
We have introduced an approach to parameter estimation that quantifies the effect of small scale fluctuations in the unknown coefficients. This approach is based on the asymptotic form of the fluctuations in the solution of the Figure 2 ), that this estimation approach models well the covariance structure of the observation data without knowing the fine-scale details of the unknown coefficients. This approach may be useful in other inverse problems in which the effect of unresolved parameters is random with a universal character.
Estimation of the smooth part of the diffusion coefficient accounting for small scale fluctuations is limited at present to the one dimensional case. This is because a fluctuation theory for diffusion equations with rapidly oscillating coefficients [11, 10, 8] has not been developed in more than one dimension.
By integrating the equation (4.39) we find that
where F ′ (x) = −f (x), F (−1) = 0, and c ℓ (ω) is the random constant (s, ω) ds
Similarly, the functionv(x; f ) = a 0 (x)ū x is given bȳ
where c * is the constant
Using the law of large numbers and the relation (a(x)) −1 = (a 0 (x)) −1 + σµ(x/ℓ), one can show that for any ǫ > 0,
Using the fact that
is bounded, independently of ℓ ∈ (0, 1), one can show as in [2, 5] that 
Appendix B: Efficiency of the estimator
For linear statistical models, it is known [4] that knowledge of the true data covariance matrix may be used to construct an efficient estimate of the unknown parameter, realizing the optimal covariance lower bound (2.25). On the other hand, an ordinary least squares estimate that does not utilize the true data covariance matrix may have much larger covariance. Let us consider a simple linear model:
where η is an N M -dimensional vector of mean-zero, Gaussian random variables with covariance matrix C = E[ηη T ]. The matrix B : R P → R N M is known, and θ ∈ R P is a vector of parameters. Suppose we want to estimate θ, given the observation Y ∈ R N M , a vector. This may be seen as a linearization of our PDE model. Specifically, one may think of B : R P → R N M as the matrix B = ∂ū n i ∂θ j , i = 1, . . . , M, n = 1, . . . , N, j = 1, . . . , P, the Frechét derivative ofū with respect to the parameter θ. We'll assume B is injective, but that P < N M so the rank of B is smaller than the dimension N M . So, in this simplified model, the predicted values lie on the P dimensional manifold which is the span (in R N M ) of the columns of B. For simplicity, let us suppose that C is independent of θ. Let C −1 = ΦD −1 Φ T where D is a diagonal matrix with the eigenvalues of C along the diagonal, and Φ T = Φ −1 . Suppose we make S independent observations of Y and thatȲ is the empirical average. It is easy to show that the estimate
is unbiased and realizes the Cramér-Rao lower bound, since
is exactly the Fisher information for this model. On the other hand, the ordinary least-squares estimate of θ is: Under what condition will the variance of the estimate θ C be significantly less, in the sense that Cov(θ LS ) > > Cov(θ C )? If there are P eigenvectors of C which span the P -dimensional column space of B, then these two matrices are the same: Cov(θ LS ) = Cov(θ C ). So, the estimate θ C has smaller variance than the least squares estimate θ LS only if the columns of B are somewhat1. every vector in the column space of B is somewhat aligned with the eigenvectors e j corresponding to large eigenvalues of C, so that β 2 is not too small; 2. every vector in the column space of B is somewhat aligned with the eigenvectors e j corresponding to small eigenvalues of C, so that β 1 will be very large.
