Abstract. In the present work we investigate the multiscale nature of the correlations for high frequency data (1 minute) in different futures markets over a period of two years, starting on the 1 st of January 2003 and ending on the 31
1 Introduction: persistency and anti-persistency in non-stationary systems
In recent years we have witnessed the development of a new branch of research on the edge between physics and economics. This new area, nowadays widely recognized in both the communities, goes under the name of econophysics. One of the most important achievement of this novel discipline has been to point out empirically that the stock market is far from being efficient: memory processes and feedbacks are present and they play a quite important role in the dynamics of this system. In particular, several studies have addressed the analysis of market fluctuations or logarithmic returns, defined as r(t) = ln[P r (t)/P r (t−1)], where P r (t) is the price of a certain market at time t. Interestingly, the results show that the shape of the probability distribution function (pdf), P , irrespective of the particular stock under consideration, displays a leptokurtic behaviour 1 , that is "fat" tails, whose asymptotic decay can be well approximated by a power law, P (r) ∼ r −β , with exponent β ∼ 3. This result is very important and in fact openly contrasts with the standard assumption that for a long time has ruled the academic world of theoretical economics, that is, the efficient market hypothesis (EMH) [3] . According to the EMH Send offprint requests to: marco.bartolozzi@gmf.com.au 1 The actual shape of the distribution of returns is still a matter of debate. Intriguing frameworks have been recently proposed by Tsallis [1] and Beck [2] . A more complete discussion on this important topic is beyond the scope of the present work.
the dynamics of market price movements are equivalent to that of white noise and, therefore, their pdf can be well represented by a Gaussian. In other words, the very large fluctuations observed in the empirical price movement distribution, and represented by the power law tails, should not exist (statistically). For a broader discussion on this subject and the field of econophysics the interested reader can refer to the books and reviews in Refs. [4, 5, 6, 7, 8, 9, 10] .
The source of the "anomalous" behaviour in the market dynamics has to be related to inefficiencies, such as feedbacks in the price which, eventually, lead to very large fluctuations, such as crashes. It is obvious that the exploitation of these inefficiencies, even if for limited periods of time, becomes extremely important for traders and financial companies.
For a single asset, inefficiencies are also related to correlations in the price value over time. It is well known that first order or linear correlations can be neglected for most of the indices when looking at time scales longer than a few minutes [4, 5] . This does not rule out the possibility of higher order correlations, but, in order to extract these, we need to make use of tools that are more sophisticated than the standard autocorrelation function. Moreover, we need to consider possible non-stationarities that may affect the time series: the dynamics of the stock market behaves differently according to different "environmental" conditions such as, for example, changes in the market regulation or in the trading mechanism itself.
Detrended fluctuation analysis (DFA), recently proposed by Peng at al. [11] in the context of DNA nucleotides sequences, has been developed in order to extract correlations from time series with local trends -that is, from non-stationary times series. This method is particulary relevant not only to finance but also to areas such as geophysics or biophysics -where non-stationarity is the rule rather than the exception. The DFA method, summarized in Sec. 2, is based on the calculation of the average variance related to a certain trend at different scales. This procedure leads to an estimation, via a scaling relation, of the Hurst exponent, H ∈ [0, 1], of the time series: for 0 ≤ H < 0.5 it is said that the behaviour of the time series is antipersistent, and conversely, persistent for 0.5 < H ≤ 1. For completely uncorrelated movements, as assumed by the EMH, we expect H = 0.5. Note that the idea of calculating persistency/antipersistency in time series through the scaling of the variance is not peculiar to the DFA but in fact dates back to the pioneering work of Hurst (and so we obtain the name Hurst exponent) in the context of reservoir control on the Nile river dam project, around 1907 [12, 13] .
In the present work we investigate the temporal evolution at different scales of the local Hurst exponent [14, 15, 16, 17, 18] , where by the term "local" we indicate the Hurst exponent calculated at time t over a certain temporal window L that extends backward in time. This concept is very important for non-stationary and multiscale systems such as the stock market. Here, the dynamics of the trading can be influenced at different horizons by differences in the portfolio of strategies used by traders. In this case there is no reason to believe that H should remain the same for all t or that it would not vary if we calculated it using windows of a different length. For this reason the Hurst exponent is considered as "local", in both time and length scale.
In Sec. 4 we back up the previous arguments with an empirical analysis where we show, using pdfs of local Hurst exponents, that correlations depend not only on the particular period under consideration but also on the length scale that we are observing, therefore confirming the multiscale nature of the market dynamics. Moreover, we point out how this technique can be used to monitor changes in the dynamics of the market which can be clearly observed for some specific indices.
Despite the simplicity of the previous arguments, extracting a value of the local Hurst exponent that accurately describes the serial correlation in a time series is not a trivial task. Important limitations arise from a number of different sources. A first limitation comes from the fixed temporal scale, L, that sets the limit for the number of data points to be used in the analysis. Usually a reliable estimation of H requires a large number of samples which, on the other hand, prevents the investigation of very small scales. A second limitation is related to the possible presence of non-Gaussian increments in the time series. Large non-stationary increments are able to make significant contributions to the observed value of H. In this situation the range spanned by the variance over a time interval may not be related to a sequence of temporally correlated steps in a certain direction but instead may be primarily determined by large and possibly selfsimilar jumps that are temporally uncorrelated.
Furthermore, we have to consider the intrinsic precision of the algorithm used to calculate H: that has to be considered as another source of uncertainty. These issues are discussed in Sec. 3. In this regard it is important to stress that, in recent years, there has been a proliferation of methods devoted to the estimation of H or of scaling exponents in general. To the best of our knowledge each method is characterized by a unique set of advantages and disadvantages. The choice of the DFA as the working tool in the present work is related mainly to its vast popularity and, therefore, to the necessity of properly understanding its limitations. For a recent review on scaling methods in finance the interested reader could refer to [19] .
The financial time series used in the analysis presented in Secs. 3 Each data set contains approximately 3 · 10 5 samples, depending on the specific contract.
In summary, the present work is organized as follows: in Sec. 2 we describe the algorithm used for the calculation of the local Hurst exponent, that is the DFA. In Sec. 3, we show some possible pitfalls of this method for "fat" tailed time series by using fractional Brownian motion and Lévy processes as working examples. The main analysis is presented in Sec. 4 while discussions and conclusions are left for the last section.
The detrended fluctuation analysis method
DFA, originally proposed in Ref. [11] , is considered one of the most powerful technique to extract correlations from non-stationary time series. This peculiarity makes the DFA suitable for applications to stock market time series. Some examples of its use in this field are given in Refs. [20, 21, 22, 23, 24, 25, 26, 14, 27, 15, 17, 28, 29] .
The main idea behind this method is to analyze the scaling of the average fluctuations around a possible deterministic local trend of some sort. In practice, if we have a time series of random movements in time (in the same fashion as a random walk), x(t), of total length N , which in the stock market case can be identified with the logarithmic price, x(t) ≡ ln[P r (t)], then the implementation of the method can be summarized as following:
1. The time series is divided in M = N/τ non-overlapping boxes of equal length τ . In this case x i τ (t) represent the sub-series of length τ associated with the i th box. 
According to the order of the polynomial used for the detrending, we indicate DFA as DFA-p. 3. As the final step, the average fluctuation over the
is calculated along with the τ -scaling which, for a certain range of values, behaves as a power law
From Eq. (2) we can finally extract the scaling exponent, for example via a linear fit over the scales where the power law holds.
Note that the accuracy of the method can be slightly influenced by the order of the polynomial used for the detreding and in principle it would be more correct to write H ≡ H(p). However for the clarity of notation we will not write the parameter p as a variable for H. We will return to this matter in the next section where a study on the dependency of H on p has been carried out.
As mentioned in the introduction, the dynamics of the stock market can shift between phases of persistency and anti-persistency and hence there is no reason, a priori, to believe that the Hurst exponent has to remain constant over long periods of time. In this context it is useful to introduce the concept of local Hurst exponent, that is, the Hurst exponent calculated at a certain time t ≤ N over a time window L ≪ N which extends backwards from t. The choice of the window length L is very important from a theoretical point of view. In fact, the value of H in Eq. (2), as we will see in the next section, can change according to choice of L -hence L can be identified as a characteristic time for our calculations. The different behaviour of the Hurst exponent at different scales is nothing but an expression of the multiscale dynamics of the system enhanced by the averaged coarse-grained procedure used by the DFA algorithm when calculating the scaling relation Eq. (2) . Thus the Hurst exponent at a certain temporal scale L 0 can be different from the one calculated at a different scale L 1 , where, for example, L 1 ≫ L 0 2 . In order to stress these dependencies of the parameter H we denote the local Hurst exponent calculated at a certain scale L by H ≡ H L (t). If we now successively shift the time window L by a discrete time lag ∆t we are able to construct a time series of local Hurst exponents and so monitor the dynamics of the system during its evolution by extracting useful information on the correlation at a particular scale 2 Note that if the EMH is realized then H = 0.5 should hold independently on the particular period of time, t, or on the particular window, L, apart from numerical inaccuracies, of course. However we are not completely free in our choice of L, being this parameter bounded by computational limitations mainly related to the minimum number of points needed to have a reliable calculation of the value of H. So far, not many studies have been devoted to this issue [30, 31] and usually, in practical applications, a rule of thumb is used. To fill this gap, in the next section we carry out an analysis devoted to investigate possible drawbacks and pitfalls of the DFA-p method with variable L, in particular when applied to "fat" tailed data sets, as the case of the data investigated in the present work.
3 DFA: application to data sets with "fat" tails
In order to be able to perform a reliable analysis on our sets of financial data we must have an idea of the accuracy of the DFA-p method under the conditions that we are going to use it.
Since we are interested in studying the changes in the correlation at short scales it would be appropriate to have an estimation of the error for small data sets. In fact, it is well known that, when dealing with power law relations such as Eq. (2), the most accurate results are achieved when a very large sample of data, spanning over several scales, is available.
Moreover, as we mentioned in the introduction, high frequency financial time series are characterized by large, non-Gaussian, fluctuations that are responsible for the "fat" tailed shape of the pdf of the returns [7] . This feature can provide an important contribution to the value of H even if there is no serial correlation (persistency/antipersistency) at all among the data. Some implications of broad tailed data in the multifractal contest and for the R/S algorithm have been discussed in Refs. [32] and [33] respectively.
DFA with Gaussian increments
Before tackling the important issue of the "fat" tails and analyzing financial data, let us here give an estimation of the error associated with the calculation of H in case of Gaussian increments. In particular, we test the DFAp algorithm against an ensemble of 500 short time series (L = 1024) of fractional Brownian motion (FBM) with tunable H, generated via a wavelet-construction method (WFBM) described in Ref. [34] . The average values of H, along with the standard deviations, are reported in Tab. 1 for DFA-1 and DFA-2.
The two examples give very similar results. Note that we obtain a slightly biased estimate of H for high values of correlation, (H 0.8), and anticorrelation, (H 0.3). The systematic errors are toward smaller and larger H, respectively. However, these values are highly unrealistic for correlations in market movements where we expect to find H not too far from 0.5 (this would be different in case of Table 1 . Values of Hurst exponent evaluated for the WFBM with DFA-1 and DFA-2 corresponding to the nominal value reported in the first column. In both cases, p = 1, and quadratic, p = 2, polynomials to estimate the local trend. In call cases L = 1024. volatilities or volumes [23, 28, 35] ). Note also that standard deviations of the DFA-2 H estimates are generally smaller than that returned by DFA-1 and, therefore, we will use DFA-2 to carry out our analysis from now on. However, we must stress that the results reported in Sec. 4 are not influenced by the particular choice of p. In Fig. 1 we show the average values of H as a function of the number of members in the WFBM ensemble.
In Fig. 2 we report for DFA-2 the pdfs obtained by the previous 500 ensembles for the specific cases of H = 0.3 and H = 0.8. From this plot we can clearly see the source of the bias, pointed out in the previous paragraph, as being a skewness toward 0.5 in the distributions of the evaluated Hurst exponents. Note also that if we randomly shuffle the time series, as shown in the same plot, the resulting pdfs are perfectly symmetric and centered around 0.5, as expected for uncorrelated increments. For 0.3 H 0.7, the distributions of Hurst exponents, not shown, are Gaus- sian distributed and centered on the "expected" nominal value. Therefore, we can deduct that these increments do not lead any systematic bias in the DFA-2 algorithm, at least for values of H included in the range previously mentioned. In all cases the statistical uncertainty can be considered as a good estimate of the error in the H estimate. The source of the small systematic error revealed for H 0.8 and H 0.3 is not clear -it could be in the generating process or in the estimation algorithm. It will not be considered further at this time since we are extremely unlikely to face these kinds of correlations when studying price movements. However, the source of this bias may be of interest for studies where high (low) values of the Hurst exponent are involved -such as for volatilities and volumes.
Once again using ensembles of time series produced using the WBFM method, we can try to understand how the statistical error in our estimate of H varies with L. Results from this study are plotted in Fig. 3 . From this figure we deduce that the standard deviation σ H ∝ L −γ , with γ ∼ 0.36, irrespective of the particular value of H considered. This scaling law is a consequence of self-averaging effects for stationary time series. Apart from this, and as previously noticed, the absolute value of the error slightly grows with H.
DFA with Lévy increments
Now we turn our attention to the challenges posed by the large fluctuations which characterize high frequency financial time series. As a first step we consider the relationship between the Hurst exponent and i.i.d. increments y, generated at a temporal scale τ by a symmetric α-stable Lévy process [36, 6] . For α ∈ (0, 2) the pdf of these increments is characterized by fat tails and a probability distribution
for y → ±∞. As a consequence, the variance and all higher moments are infinite. Moreover, the pdf of a Lévy process obeys the scaling property
which is equivalent to saying that, irrespective of the observation scale of the process, we can always rescale the increments and the time so that every observed pdf can be collapsed into a pdf, L ⋆ α , of rescaled increments τ −1/α y and τ = 1. This feature characterizes the statistical selfsimilarity of the process, despite the fact that the variables are independent.
The same feature is found for self-affine increments x(t) defined as
to which the Hurst exponent is related 3 [36, 37, 38] . In fact, if the pdf of x(t) at certain scale t is known -say P (x(t), t) -then we can derive the corresponding pdf for the rescaled variable in τ = λt, G(x(λt), λt). From simple probability considerations we have that
3 Note that in Eq. (5) the equal sign holds in the statistical sense.
where y = x(λt). It follows that
and, since the rescaling factor is arbitrary, setting λ = τ gives that
where P ⋆ is the collapsing pdf with time increments τ = 1. For mono-fractal self-affine time series the Hurst exponent is defined as µ(λ) = λ H ≡ τ H . By comparing Eq. (4) and Eq. (8) we can deduce that H = 1/α. For 0 < α < 2 we are in a fat tail regime where H > 0.5 is related just to the self-affinity of the increments and not to serial correlations. Note that α = 2 is a special case of stable distribution, i.e., the Gaussian. In this case the Hurst exponent assumes the well known value for uncorrelated signals, H = 0.5. For an exhaustive discussion of Lévy and self-similar processes we refer the reader to the book of Samorodnitzy and Taqqu [36] .
In order to validate the results presented in the previous discussion and to test the reliability of DFA-2 on Lévy processes we have performed numerical tests for different values of H > 0.5 (since α ∈ (0, 2)) and different lengths L of the time series. The Lévy increments y have been generated via the algorithm proposed in reference [36] . Accordingly
where φ is a uniformly distributed random number in the interval [−π/2, π/2] and ν an independent realization of an exponential random variable with mean 1. The results for the average value of H are reported in Tab. 2 for the average obtained using 500 realizations of the Lévy process of length L 4 . In this case, with the process increments being serially independent a shuffling of them would have no effect and hence all the contributions to H come from the self-similarity of the increments. Note that the accuracy of the DFA-2 algorithm in this case is quite poor. This result is not surprising at all: DFA-p has been developed specifically for particular kind of trends -those that can be well described via a polynomial -and not for the large (spiky) jumps such as the ones considered in this example [39] .
Although the tails for the Lévy stable processes tend to be systematically broader that the ones of the financial data [4, 5] we can use the results from these preliminary studies as a general indication of the likely behaviour of DFA-2 when applied to "fat" tailed data. Accordingly it seems not unreasonable to expect that the presence of large non-Gaussian fluctuations in stock market data will give rise to a bias toward large H. This contribution is of no help in inferring serial correlation and, therefore, should Note that the distribution of the original data is peaked on a value slightly below 0.5. On the other side, the shuffled curve is not peaked around 0.5 but at a higher value.
be taken into consideration when drawing conclusions on the persistency/antipersistency of a time series.
DFA for futures indices
In this section we apply the DFA-2 to different sets of financial data. Let us start considering the logarithmic price of the 1 minute BN (Bund futures) time series. At this time scale large fluctuations are very frequent and the pdf of returns displays a pronounced leptokurtic shape. In this case, instead of producing an ensemble of short time series, we fix a time frame L and we slide it through the all the data set at intervals of 10 minutes. In addition, we applied the DFA-2 estimator to sets of shuffled BN data. The pdfs for the raw and shuffled data sets are shown in Fig. 4 . The results are quite different to those obtained from i.i.d Gaussian increments. At this scale, L = 1024, the 1 minute BN time series shows on average a slightly antipersistent behaviour. The shuffled set, on the other hand, displays a slightly persistent behaviour. This latter observation can be seen as an indication of the systematic contribution toward large H values that may be expected when large non-Gaussian fluctuations are present in the time series. Such an outcome was in fact presaged by the discussion in section 3.2. Results from the other sets of futures data show equivalent behaviour. Hence, it can perhaps be argued that if one is interested in determining H attributable to serial correlations in a data set then one should also take into account the "offset" in H that can arise from any large non-Gaussian fluctuations that may be present. This offset may be estimated by evaluating the persistency/antipersistency of the shuffled data.
In order to double check that the source of the persistence in the shuffled BN time series is related to the "fat" tails of the data set we have created a surrogate time series of the BN returns (r) data according to
where g(t) is a random Gaussian increment. In this way, while keeping the possible temporal correlations in the increments direction, we get rid of the large fluctuations that, as we saw in the previous subsection, can be a possible source of an unwanted contribution. The results of the analysis for the BN surrogates are shown in Fig. 5 . In this case, the pdf displays anticorrelation, in a similar fashion to the original time series but with a peak that is centered at a slightly lower value of H. More interesting, the Hurst exponent for the shuffled version of the surrogates is centered around 0.5 as it should be for non-correlated time series. These are important resultsin fact we have shown that the value of H obtained from short leptokurtic sets is, in reality, the result of two contributions: the possible genuine temporal correlations and the self-similarity in the non-Gaussian increments, as observed for Lévy processes.
For the 1 min time series that we use in the present work we give an estimate of the average contribution to H due to the large self-similarity fluctuations: this can change from time series to time series according to their degree of intermittency. In particular we report in Tab. 3, for each index and different L, the mean value of H after shuffling the increments along with the relative difference from the theoretical value 0.5. The former can change from values of approximately 15% for the most "bursty" indices as NK, JY or BP to 2% for SP and DJ. Note also the small sensitivity on the window size for some indices. This effect is related to the phenomenon of volatility clustering [4, 5] which enhances the value of H when smaller windows are considered.
It is important to underline that the estimate of the contribution of the large fluctuations to the value of H, see Tab. 3, is just the average effect over the two years period under consideration and cannot be directly subtracted from the single values of the H that we find. Nevertheless, it gives an idea of the order of magnitude that this phenomenon can assume, on average, over this time. A careful examination of the problem would require one to consider separately each sub-window under examination. However, the problem of manipulation of the "outliers" is not trivial: they can contain important information that otherwise could go missing. Moreover, we need to consider the multiscale nature of these fluctuations: in this context a wavelet filtering would give results appropriate for a possible analysis [40] . Part of our future work will be devoted to a further study of this problem. The problem of "outliers" in the calculation of a self-affine exponents with underlying Lévy process has been addressed also in Ref. [38] . Fig. 6 , are always very close to the value of 0.5 (apart from a few periods) and, considering the estimated error over their values, there is no evidence for long periods of persistency or antipersistency at this temporal scale. A very similar situation is observed for the XX, Fig. 7 (d) . Note that SP, DJ and XX are very liquid indices with large volumes involved: this is usually the case when markets are more "efficient". These results are in agreement with the previous findings in Ref. [15] . The situation looks different for other indices: well defined periods in which H significantly differs from 0.5 can be observed. These can be due, especially for the less liquid markets and for short periods of time, to some groups of large investors that can alone actually drive the behaviour of the market.
In order to gain some insight into the general behaviour of the Hurst exponent at different scales we now calculate the pdfs of H L (t) for various L. The results of the analysis are reported from Fig. 9 to 22 .
From these plots we can infer some interesting features which characterized the multiscale dynamics of the indices under investigation during the two years period analyzed.
First of all, the various distributions, irrespective of the particular index, are all centered not too far from 0.5, as we might have expected. In fact, large deviations from this average value would have been related to significant inefficiencies which could have been subjected to market arbitrage. These inefficiencies do not last for long in well developed markets such as the ones studied in the present work.
As we examine the distributions in more detail we can notice that they get sharper as we increase the length of the time scale, that is, the fluctuations around the average value decrease. This is a natural consequence of the DFA-2 algorithm which produces a smaller dispersion on the value of H L (t) as we increase the length of the time series to be evaluated.
More interestingly, a relatively smooth shift in the peak of the pdfs is evident as we move from longer to shorter scales -this is particularly noticeable for the BP, BN, QM, BL, US, GL, JY, DA and NK. Remarkably, in the BN, BL and US (fixed income) we observe a clear crossover from an average persistent to an average antipersistent dynamics at a time scale of approximately 1 day. On the other hand the HI displays a more persistent behaviour, on average, at shorter time scales.
For most of the indices there is also evidence of shoulders. These anomalies indicate that the system has moved through different phases in the period under consideration and that in each phase the Hurst exponent was significantly different from its average value. This could be due to different exogenous reasons such as changes in financial regulations, market "mood" or just variations in the trading mechanism.
In order to have a feeling of how the dynamics of an index can differ over the two years period under consideration and to gain a better insight into the origin of the shoulders we split the time series of local Hurst exponent for the BP into three identical subperiods. Each of the subperiods corresponds to eight months of trading. It is clear from the relative pdfs, Fig. 23 (Top) , that the dynamics of the system is rather different in each of the subperiods and it becomes clear how the shoulders have origins in these phases. Of course, this is just a pedagogical example and, in principle, we could perform a more accurate analysis by monitoring the changes in the pdf of H L (t) in real time, as we did for the local Hurst exponent. It would be interesting, for example, to monitor the behaviour of the distribution of Hurst exponent at different scales just before a market crash. However this issue goes beyond the aim of the present paper and it will be addressed in a future work.
The relationship between the market dynamics and the scale of observation appears to become more evident when we plot the average value of the local Hurst exponent, H L , against the scale L, Fig. 24 . From this graph we can notice how time series belonging to the same sector tend to have a qualitatively similar scale dependency. The indices futures, for example, Fig. 24 (a) , do not display a strong correlation between H L and L with the exception of the Hang Seng (HI) whose persistency increases sharply at smaller scales. On the other hand a scale dependency is quite evident for the fixed income products, Fig. 24  (d) , where, interestingly, some time series (BN, US and BL) move from an antipersistent-like to an persistent-like behaviour as the scale increases, as already pointed out by our qualitative observation of the pdfs.
As a result of the analysis carried out in this section we can claim that the actual behaviour of the stock market, described in terms of Hurst exponent, apart from being influenced by the particular period of time under consideration and by the maturity of the market [15, 41, 16, 42, 43] , is also related to the particular scale of observation: this is an extremely relevant issue for practical applications. In fact, if we consider long time scales (large L), in reality, we are estimating the average Hurst exponent over that period.
Moreover, these empirical findings confirm the multiscale and non-stationary nature of the stock market, in contrast with the assumptions inherent in the EMH.
Hurst exponent and end-of-day gaps
Before concluding, we want also to briefly address the question of the relevance of end-of-day (EOD) gaps in the analysis carried out so far. It is well known that the price can undergo large changes while a market is not in session. This phenomenon is mainly related to the flow of information from active markets in different time zones which, somehow, is "digested" by other markets during their closure and then reflected in the opening price of the following day.
So far we have considered these changes as a natural part of the dynamics of the market itself. In this last section, instead, we want to consider the relative importance of these events in our analysis by treating them as "spurious" effects. In fact, as we already discussed, large fluctuations tend to increase the value of the Hurst exponent despite the genuine presence of persistency in the time series. In order to account for this fact we have removed from the original time series the EOD returns and then we have repeated the analysis performed in the previous section. A summary of the results for the average value of H L (t) is shown in Fig. 25 . If we compare these plots with Fig. 24 we can notice how most of the curves, while maintaining the same qualitative shape, are shifted toward smaller values of H , as expected.
However, it is important to point out how this shift can change the conclusions of the analysis in terms of persistency/antipersistency. For example, the exchange rates futures appear to move from an average persistent behaviour at all scales, Fig. 24 (c) , to an average uncorrelated behaviour for the BP and anticorrelated for the JY, Fig. 25 (c) .
This last analysis, therefore, confirms the relevance of the large fluctuations in the calculation of Hurst exponents. Moreover, it points out the issue of the preconditioning of high frequency data: this can lead to dif- 
Discussion and conclusion
In the present work we have used the concept of local Hurst exponent in order to investigate the short scale dynamical properties of the correlations in different future contracts (indices, commodities, exchange rate and fixed income) from the beginning of 2003 to the end of 2004. Analysis on the behaviour of H L (t) at different scales, and in particular its distribution, points out a scale dependent and non-stationary evolution of this scaling exponent, independent of the specific kind of contract.
The Eurex Bunds, BOBL and U.S Treasury Bonds, for example, display an average persistent behaviour over time scales of approximately three weeks but they then become antipersistent, on average, for time scales of the order of one day. Moreover, we observe changes in the shape of the pdfs of H L (t) with time. This fact points to the existence of different market phases in the two years period from 1/1/2003 to 31/12/2004 and, therefore, evidence for non-stationarity. These empirical facts are in contrast with the EMH hypothesis, according to which H L (t) should be constant and equal to 0.5 for each time scale.
It is worth to stress that the dynamical behaviour of the Hurst exponent is not related only to the liquidity of the market but also to the variety of time horizons involved in the trade of a particular asset. As a consequence, markets which involve many exogenous agents, such as the S&P500, tend to be more "efficient".
In conclusion, we have shown that the concept of Hurst exponent for non-stationary time series has a practical validity only in the period and the scale of observation. By estimating H with a large sample, due to the coarse-grain procedure of the DFA-p algorithm, we lose the local information and we obtain an "average" value over that period. This can or cannot be a problem for technical trading: it depends on the horizon we are interested in. Moreover, market models should be bounded to reproduce the timescale variability of the Hurst exponent, as already pointed out in Ref. [15] .
In addition, we have shown that self-similarity of the large fluctuations responsible for the "fat" tail property of financial time series can produce a substantial contribution to the value of H which is not related to temporal correlations in the price variation. This effect cannot be neglected for high frequency financial applications or, in general, for "fat" tailed data sets. In particular, we have pointed out the contribution of the EOD gaps present in high frequency financial data. These results are in agreement with the conclusions of Alfi et al. [33] who investigated the robustness of the R/S algorithm [12] against tick-by-tick data from the New York Stock Exchange. Note, however, that the DFA-p algorithm results to be more robust than the R/S method with respect to both the large fluctuations and the window size. In particular, for small samples and Gaussian increments, we do not observe the systematic bias of H that was reported in [33] -at least for 0.3 H 0.8 (see Sec. 3.1 for details).
Given the present results we feel it will be necessary to develop an alternative methodology -one that is not based on scaling exponents -if we are to reliably exploit the high order correlations found in non-stationary and fat tailed data sets. Some alternatives could be found in random matrix theory [44, 45, 46] , hyperbolic networks [47] , or information theory tools such as the transfer entropy [48] .
Finally, it is worth noting that the time/scale dependency of the scaling exponent H investigated in the present work can also be extended to the multifractal framework [32] . In this case, the time series is assumed to be characterized not by one but by an entire spectrum of scaling exponents. Our future work will be devoted to the study of the temporal properties of these multifractal spectra in different financial time series [49, 50, 51, 52, 53, 19] along with their financial implications.
