Abstract. The proportion of zeros in event-count processes may be inflated by an additional mechanism by which zeros are created. This has given rise to statistical models that accommodate zero inflation; these are available in Stata through the zip and zinb commands. The Vuong (1989, Econometrica 57: 307-333) test is regularly used to determine whether estimating a zero-inflation component is appropriate or whether a single-equation count model should be used. The use of the Vuong test in this case is complicated by the fact that zero-inflated models involve the estimation of several more parameters than the single-equation models. Although Vuong (1989, Econometrica 57: 307-333) suggested corrections to the test statistic to address the comparison of models with different numbers of parameters, Stata does not implement any such correction. The result is that the Vuong test used by Stata is biased toward supporting the model with a zero-inflation component, even when no zero inflation exists in the generative process. We provide new Stata commands for computing the Vuong statistic with corrections based on the Akaike and Bayesian (Schwarz) information criteria. In an extensive Monte Carlo study, we illustrate the bias inherent in using the uncorrected Vuong test, and we examine the relative merits of the Akaike and Schwarz corrections. Then, in an empirical example from international relations research, we show that errors in selecting an event-count model can have clear implications for substantive conclusions.
Introduction
In formulating statistical models, there is an inherent tension between reducing the data to a parsimonious and comprehensible summary and specifying a model that adequately captures the complexities in real data (Achen 2005) . This balancing act is apparent in the modeling of event-count data with a seemingly disproportionate number of zeros. One way that this overabundance could arise is that the presence of zeros is inflated by an additional process besides the one that influences the counts that are greater than zero. Regression models for zero-inflated counts offer the benefit of accommodating multiple theories regarding the presence of zeros (Lambert 1992) .
Underlying the choice between conventional-count regression and zero-inflated modeling is the common tension between overfitting and successfully explaining empirical c 2013 StataCorp LP features of the data. A striking trait of many event-count datasets is the sheer proportion of zeros in the dependent variables. The field of international relations, which focuses to a great degree on events of an extreme and rare nature, is one in which this trait is highly prevalent. Data from international conflict and terrorism provide illustrative examples: 89% zeros in Clare (2007) , 91% in Kisangani and Pickering (2007) , and 97% in Neumayer and Plümper (2011) . This characteristic raises an important theoretical and empirical question: Is there a process that inflates the probability of a zero case?
Much is at stake in the answer to this question. A "yes" amounts to more than just the addition of an explanatory variable-an entire process, in the form of another equation and several more parameters to estimate, is added to the model. Such an addition may be warranted if there is strong theoretical reason to expect two processes. For instance, Clare (2007) presents a theoretical differentiation of international dispute initiation and escalation. Data-driven, inductive assessments of the presence of multiple processes can be performed by formally testing whether the added complexity of the zero-inflated model improves significantly upon the fit of the standard count model. The validity of this test is critical. A false negative-choosing the standard model when the zero-inflated model should be used-directs attention away from a separate and striking component of the data-generating process (DGP). A false positive-incorrectly choosing the zero-inflated model-causes the erroneous complication of the model through the addition of an entire equation to the specification.
With this tension in mind, researchers commonly use the Vuong test (Vuong 1989) to determine whether the zero-inflated model fits the data statistically significantly better than count regression with a single equation (see Vogus and Welbourne [2003] ; Anthony [2005] ; Mondak and Sanders [2005] ; Clare [2007] ; Lee et al. [2007] ; Zandersen, Termansen, and Jensen [2007] ; Tiwari et al. [2009] ; Nielsen et al. [2010] ; Cavrini et al. [2012] ; and Zhang et al. [2012] ). In this article, we show that there are problems with the implementation of this test in Stata. In particular, Vuong (1989) demonstrates that bias ensues from comparing models with different parameters and suggests using an information criterion adjustment to correct this bias. The built-in Stata commands for zero-inflated count models, zip (zero-inflated Poisson (ZIP) regression) and zinb (zero-inflated negative binomial (ZINB) regression), do not implement a correction to the Vuong test statistic to account for the added parameters in the zero-inflated model. The result of having no such correction is that Stata's computation of the Vuong test statistic is strongly biased in favor of the more complex model with a zero-inflation component, even when there is no zero inflation in the true DGP.
We address this problem here by providing new Stata commands, zipcv and zinbcv, which operate exactly like zip and zinb but add computations of the Vuong test with two different corrections suggested by Vuong (1989) -one based on the Akaike information criterion (AIC) (Akaike 1974) and one based on the Bayesian (Schwarz) information criterion (BIC) (Schwarz 1978) . We show that these commands allow applied researchers to properly use the Vuong (1989) test to decide between standard and zero-inflated count models.
After reviewing zero-inflated models and the details of the commands, we illustrate the use of zinbcv with an example from research on international disputes. Clare (2007) shows evidence from a ZINB model that redemocratizing countries with long legacies of past democratic regimes is more likely to initiate international disputes, while those with long legacies of past authoritarian regimes follow more cautious foreign policy. We show that support for these assertions is conditional on the use of the ZINB model; under a standard negative binomial (NB) model, the length of the previous democratic regime exerts a small and statistically nonsignificant effect on the expected number of disputes initiated. Moreover, while the uncorrected Vuong test statistic from zinb selects the ZINB model (p < 0.05), the test statistic with the BIC correction in zinbcv selects the NB model (p < 0.05).
Zero-inflated count models
The class of zero-inflated count regression models first proposed by Lambert (1992) as the ZIP model, is a mixture between a generalized linear model (GLM) for the dichotomous outcome that a count Y is equal to zero (such as logit, with covariates z and coefficients γ) and a conventional event-count GLM (such as a Poisson or NB regression with covariates x and coefficients β). The likelihood of a single observation is given by the following equation (Long 1997, 244) ,
where P is the cumulative distribution function used to specify the dichotomous outcome that y > 0, and f is the probability mass function corresponding to the chosen count model (for example, the Poisson distribution). Using the log link to parameterize f , we obtain the mean of y i :
There are several important properties of this model to note. First, the probability of a zero is governed by both the dichotomous and count equations in the model. Specifically,
This is different from the popular hurdle models, first proposed by Mullahy (1986) , in which the probability of a 0 is completely determined by a dichotomous GLM and the distribution of counts above 0 is governed by a count distribution truncated from below at 1. Second, the count regression f is not "nested" in the zero-inflated model, because the model does not reduce to f when γ = 0, in which case the probability of a 0 is inflated by 0.50. The main implication stemming from these properties is that it is necessary to compare the zero-inflated model with a simple count model using a test for nonnested models. The conventional likelihood-ratio test, Wald test, or Lagrange multiplier test cannot be used (Long 1997 ).
The Vuong test
The Vuong test is designed to compare two models (g 1 and g 2 ) fit to the same data by maximum likelihood. Specifically, it tests the null hypothesis that the two models fit the data equally well. The models need not be nested, nor does one of the models need to represent the correct specification. The specific metric of model fit is the Kullback-Leibler divergence (KLD) (Kullback and Leibler 1951 ) from the true model that generated the data (g t ). The KLD is a measure of the distance between two probability distributions, which is the basis of many measures used for model comparison and selection, including the AIC (Akaike 1974), the Takeuchi information criterion (Konishi and Kitagawa 1996) , the generalized information criterion (Konishi and Kitagawa 1996) , and the cross-validated log likelihood (Smyth 2000) . The KLD between models g and g t is denoted D KL (g t ||g). The null hypothesis of the Vuong test is
The formula for D KL (g t ||g), where g t and g are both models for nonnegative integers (for example, counts), is defined as
From this, the null hypothesis, H 0 , can be written as
(1) is the difference in the expected values of the log likelihoods of g 1 and g 2 when their parameters are estimated on data generated from g t . Importantly, E gt [ln{g 1 (y)}] and E gt [ln{g 2 (y)}] are not formulated under the assumption that the same sample is used to estimate the parameters and evaluate the likelihoods. For a sample size N , the Vuong test is a difference of means test (that is, a paired z test) applied to the N individual log-likelihood contributions (of the N observations) to g 1 and g 2 . In the context of testing for zero inflation, the Vuong test is a test for whether the mean observation-wise difference between the log-likelihood contribution to the zero-inflation model and the contribution to the standard count model is, on average, greater than zero. Let β be the estimate of β when the zero-inflation component is not included in the model, β the estimate of β in the zero-inflation model, and γ the estimate of γ. Let dl be a vector of length N , such that the ith element is the ith individual log-likelihood difference
where s dl is the standard deviation of dl. Because 1/N n i=1 dl i is a consistent estimator of the quantity in (1), under H 0 , the Vuong test statistic is asymptotically normally distributed by the central limit theorem (Vuong 1989 ).
The estimated log likelihood is a consistent estimator of the KLD, which establishes the consistency and asymptotic normality of the Vuong test statistic. However, the estimated log likelihood is a biased estimator of the KLD, a result that motivated the derivation of the AIC (Akaike 1974) and numerous other model fit statistics. This means that the Vuong test statistic is a biased estimator of the differences in the average fit of the count model and zero-inflated count model. The bias in the estimated log likelihood as an estimator of the KLD arises from the fact that the same data are used to estimate both the parameters of the model (that is, coefficients and standard errors) and the average value of the log likelihood. This "double dipping" produces a positive bias in the in-sample log likelihood as an estimator of the KLD (Konishi and Kitagawa 1996) . Intuitively, this bias arises because some of the random noise from the sample gets treated as nonrandom signal when estimating the KLD with the log likelihood.
It is generally intractable to derive the value of this bias in a finite sample, so model selection criteria use asymptotic corrections. For example, the AIC uses the correction p (the number of estimated parameters), which is equal to the asymptotic bias, given that g t is nested in the fit model. The bias is accentuated when g 1 and g 2 have a different number of parameters (p 1 and p 2 , respectively), as is the case when comparing singleequation and zero-inflated count models. Vuong (1989) suggests adding an average difference in a selection-criterion-based correction factor to each dl i to correct the bias.
For instance, if the correction factor is based on the AIC, the corrected difference in log likelihoods is given by
Vuong (1989) also provides the BIC correction as
Another possibility would be to use an out-of-sample approach to computing the individual log-likelihood contributions, such as through leave-one-out cross-validation (for example, Smyth [2000] ). Rendering the training and testing data independent of one another removes the optimistic bias of in-sample measures. We tested such an approach in the analysis described below and found minimal differences between it and the asymptotic corrections in (2) (AIC) and especially (3) (BIC). Not surprisingly, these differences were particularly small as N increased. Because the iterative nature of leaveone-out cross-validation produces considerable computational costs, we elected not to include it in the corrections to the Vuong test we examine here.
Monte Carlo simulations
Having outlined the basic premise of zero-inflated models and the Vuong (1989) We study the performance of the Vuong test in selecting between ZIP and Poisson models and ZINB and NB models. In the simulation study, we examine the consequences of two important dimensions for the performance of the uncorrected and corrected tests: first, the sample size, and second, the number of covariates in the inflation component of the model, both in generating the dependent variable and fitting the zero-inflated models. We use Stata's example dataset fish.dta to parameterize the simulation study. Approximately 57% of the 250 observations in this dataset have a value of 0 on the dependent variable. To define parameters for the data simulated in the Monte Carlo study, we first fit zero-inflated models with count as the dependent variable and standardized versions of nofish, livebait, camper, persons, and child as independent variables in both the count and inflation components. The linear predictors in the count components of the models in the Poisson-and NB-based simulations, respectively, are In the following equations, the inflation components contain a number of terms equal to the number of covariates included in the respective condition in the simulation study. The formulas are given below for the Poisson and negative binomial simulations, respectively. and
The bias in the observed log likelihood as an estimator of the expected log likelihood, the resulting bias in the Vuong test statistic, and the bias corrections associated with AIC and BIC depend upon the sample size and the difference in the number of parameters in the two models under comparison (Konishi and Kitagawa 1996) . Accordingly, the two conditions on which we focus are the sample size and the number of variables in the inflation component of the model. We examine sample sizes of 200, 500, and 3,000. In terms of the number of parameters, we vary the inflation component in two ways. First, we run simulations in which there is no zero inflation, drawing the outcomes from the Poisson and NB models, and study the performance of the three test variants when one, three, and five covariates are incorrectly included in the inflation component. We then run a second variant in which there is zero inflation and examine the performance of the tests when one, three, and five covariates are correctly included in the inflation component. Each of the 36 conditions (3 sample sizes × 3 covariate specifications × 2 inflation/no inflation × 2 distributions) is run for 1,000 iterations. When there is no zero inflation in the DGP, the BIC-corrected statistic performs the best, and the uncorrected statistic performs the worst. The BIC-corrected statistic is statistically significantly negative (p < 0.05, one tailed)-in favor of the single-equation model-in 95-100% of the iterations. In contrast, the uncorrected Vuong statistic is positive in more than 80% of the iterations and statistically significantly in favor of the zero-inflated NB model in 5-60% of the iterations. The poor performance of the uncorrected test depends heavily on sample size and the number of covariates included in the inflation component.
4 However, it is particularly critical to note that not once in the simulation runs without zero inflation did the uncorrected test result in a statistically significant rejection of the zero-inflated model. The AIC-corrected test performs moderately better in the no-inflation condition. In 20-60% of iterations, the zero-inflated model is statistically significantly rejected, and the single-equation model is virtually never rejected. However, the degree to which the AIC favors the single-equation count model decreases with the number of covariates incorrectly included in the inflation component.
Figures 3 and 4 present results in which zero inflation is a component of the generative process. In the Poisson-based simulations, all the tests perform equally well, nearly always rejecting the single-equation model. However, when it comes to the NB-based simulations, the uncorrected Vuong statistic performs the best in selecting the correctly specified model-nearly always statistically significantly rejecting the single equation model. The AIC-corrected test performs moderately well in the small sample (N = 200) conditions, significantly favoring the zero-inflated model in 40-50% of the iterations and virtually always statistically significantly selecting the zero-inflation model in the larger sample-size conditions. The performance of the BIC-corrected statistic-performing the worst among the three when ZINB is the correct model-varies substantially across the sample size and covariate conditions. The tendency for the BIC-corrected statistic to statistically significantly reject NB is inversely related to the number of covariates correctly included in the zero-inflation component and directly related to the sample size. Our simulation study illustrates two important points regarding the use of the Vuong test for choosing between zero-inflated and single-equation count models. First, failure to correct for the additional parameters estimated in the zero-inflation model by using the uncorrected Vuong statistic results in a substantial tendency toward erroneously rejecting the single-equation model when there is no zero inflation in the generative process. In small to moderate sample sizes with five or more covariates included in the inflation component, this tendency can exceed 40%. Second, the AIC and BIC correc-tions exhibit their usual relative strengths. The BIC correction is better at conclusively supporting the more parsimonious single-equation model when it is appropriate, and the AIC is better at conclusively supporting the more extensively specified zero-inflated model when it is appropriate. Moreover, neither the AIC-nor the BIC-corrected tests exhibit the extreme tendency toward statistical significance in the wrong direction that is exhibited by the uncorrected statistic when there is no zero inflation in the generative process. In larger samples, the BIC-corrected test appears to exhibit an advantage in that it both performs very well at rejecting the zero-inflated model when there is no zero inflation and rejecting the single-equation model when zero inflation is present. In contrast, the AIC-corrected test does not perform well at rejecting the zero-inflation model when there is no zero inflation, even in our large-sample conditions.
Model selection in international relations
Having shown the problem with the uncorrected Vuong statistic with simulation and the corresponding improvements offered by the AIC or BIC correction, we now turn to their application to data from recent work using event-count models in international relations (Clare 2007) .
5 Our objectives here are to demonstrate that the different implementations of the Vuong test for zero inflation can produce considerably different results in an applied setting and to provide an illustration of our zinbcv command.
6 In addition to illustrating the use of the new command, we show that the selection made by the test is critical to our understanding of important processes, such as conflict behavior. Clare (2007) examines the conflict behavior of democratizing regimes. He posits that redemocratizing states are more likely to initiate conflict, especially when there is a longer democratic history in the state. In contrast, he expects a stronger authoritarian legacy to correspond with less initiation of conflict. Clare's (2007) primary theoretical claim is that leaders of democratizing states face varying degrees of threat of losing power to the old authoritarian regime because of failed foreign policy. Thus democratizing states have more freedom to maneuver in foreign policy decision making when the authoritarian legacy is weak and less freedom when it is strong.
The data
Using nation-year as the unit of analysis for the period 1950 -1990 , Clare (2007 models the count of disputes initiated by a state in a given year as a function of several independent variables, including indicators for the regime type (see Clare [2007, 267] ), and measures of the duration of the most recent authoritarian and democratic regimes. The core test of the theory comes through the interaction of redemocratization-an indicator for a state that is in the process of democratizing-and each of these two 5. The data for this example in Stata format are publicly available at the Journal of Peace Research replication data archive: http://www.prio.no/Journals/Journal/?x=2&content=replicationData#2007. 6. The zipcv command works in exactly the same way as zinbcv, so we only show the latter to conserve space.
regime duration measures. Clare (2007) expects the interaction between redemocratization and duration of the most recent authoritarian regime to produce a negative coefficient, which indicates a drop in the expected number of disputes initiated when the past authoritarian legacy is longer. In contrast, he expects redemocratization × duration of the most recent democratic regime to produce a positive coefficient, which indicates an increase in the expected number of disputes initiated when the past democratic regime is longer.
Computing the Vuong test
Clare (2007) This prints all the information users are accustomed to seeing with zinb, but also includes the corrected versions of the Vuong statistic under the uncorrected version. Additionally, the exact values are stored in e(vuongAIC) and e(vuongBIC). In this case, the Vuong test statistic with the AIC correction is 1.77, which still corresponds to a statistically significant selection of the zero-inflated model (p ≈ 0.04). However, the Vuong test statistic with the BIC correction is −2.80, which represents a significant selection of the standard NB model (p ≈ 0.003). In short, there is considerable variation in the results from the Vuong test. However, given the results from our above simulation and the relatively large sample size, we place more weight on the BIC-corrected Vuong test and conclude that the more parsimonious NB is the appropriate model. Table 1 summarizes results from both the ZINB and NB models. Notice first that the original ZINB shows support for Clare's (2007) hypotheses. In particular, the coefficient on redemocratization×duration of the most recent authoritarian regime is negative, the coefficient on redemocratization×duration of the most recent democratic regime is positive, and both are statistically significant. This indicates that in states that are transitioning to democracy, a longer legacy of authoritarian rule contributes to a decline in the number of disputes initiated, while a longer legacy of democratic rule corresponds with an increase in disputes. Additionally, these effects are substantively meaningful. As Clare (2007, 270-271) notes, an increase of 1 year in the duration of the previous authoritarian regime corresponds to an 11% drop in the expected number of disputes, while the same increase for democratic regimes produces an 8% increase in the expected number of disputes. However, note that the coefficients on each of these interaction terms decline in magnitude in the NB model with redemocratization × duration of the most recent democratic regime dropping by more than half the value of the ZINB estimate. Furthermore, this latter coefficient is no longer statistically significant at the 0.05 level in the NB model. We assess the substantive implications of this in figure 5. Both graphs plot the expected number of disputes initiated by redemocratizing regimes on the y axis at the minimum and maximum values of duration of the most recent democratic regime (0 and 41 years, respectively). The third bar plots the difference between these two estimates. Panel (a) gives results from the ZINB model, and panel (b) shows NB results. Note that the difference is large (≈ 6 disputes) if ZINB is used but small (< 1 dispute) with the better-fitting NB. Thus at least half of the support for the original theory depends on using the ZINB model instead of the standard NB. This is problematic in light of the fact that the BIC-corrected Vuong test clearly supports the rejection of the ZINB model. Figure 5 . Change in the expected number of disputes initiated by redemocratizing states from the minimum (0 years) to maximum (41 years) observed value of duration of the most recent democratic regime. The difference is large (≈ 6 disputes) if the ZINB model is used but small (< 1 dispute) with the better-fitting standard NB.
Implications of the results

Conclusions
In formulating and evaluating statistical models of event-count processes, we encounter an inherent tension between developing a parsimonious summary of the data and accounting for meaningful empirical peculiarities. Because these processes are often defined on events that are relatively rare, such as dispute initiation, scholars regularly confront datasets with many zeros on the dependent variable. An important question stemming from this characteristic centers on whether some of these zeros arise because of an additional generative mechanism. If so, the proper inferential method is to fit a count model with a zero-inflation equation to account for the second process. This added complexity comes with a risk; statistically, specifying an inflation equation when one is not needed reduces the efficiency of the estimator and convolutes interpretation. Perhaps worse, theoretically, the inclusion of an additional equation in the model focuses researchers' efforts on a potentially erroneous account of the process under study.
A common response to this tension is the use of Vuong (1989) nonnested modelselection procedure, which provides a test statistic that can be used to compare standard and zero-inflated count models fit to the same data. We show there are problems with the current implementation of this test in applied research. In particular, the Vuong test executed in Stata's zip and zinb commands does not implement any correction for the added parameters estimated for the inflation equation, which leads to a test that favors the zero-inflated models, even when there is no zero inflation in the generative process. We solve this problem with the zipcv and zinbcv commands. These commands include all the functionality of the zip and zinb commands that are currently in Stata but report the uncorrected, AIC-corrected, and BIC-corrected Vuong test statistics.
Finally, in a replication analysis, we apply the findings from the simulation studies to real data. Results show that the process of selecting between competing, count models can have implications for substantive conclusions from results on international political processes. In the presence of nontrivial model dependence shown in the example, researchers need statistically sound criteria on which to make decisions. The suggestions given here provide such criteria for scholars in selecting between standard and zero-inflated count models. Here we replicate our Monte Carlo simulation using Stata's example dataset for the ztnb (zero-truncated NB) command, medpar.dta, to parameterize the simulation study. The settings in this replication of the simulation study differ in a few ways from the original version. First, the sample sizes differ slightly. Second, we use fewer variables in the count and inflation components such that the sets of variables in each equation are disjoint. Third, the dataset used to select parameter values has relatively fewer zeros.
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Approximately 8% of the 1,495 observations in medpar.dta have a value of 1 on the dependent variable. We generate zeros by subtracting 1 from the dependent variable before proceeding with the simulation study. To define parameters in the simulation study, we first fit ZINB and ZIP models with los − 1 as the dependent variable and standardized versions of hmo, age, and type1 as independent variables in the count component and died, white, and age80 as independent variables in the inflation component. The linear predictors in the count components of the models from which the outcome is simulated in the Poisson-and NB-based simulations, respectively, are x β = 0.249 − 0.039hmo − 0.016age − 0.168type1 and x β = 2.22 − 0.035hmo − .0013 age − 0.164type1
The inflation components contain a number of terms in the following equations equal to the number of covariates included in the respective condition in the simulation study. The formulas are again given for the Poisson and NB simulations, respectively. In this version of the simulation study, we examine sample sizes of 300, 700, and 2,000. In terms of the number of parameters, we vary the inflation component in two ways. First, we run the simulation without zero inflation in the DGP and study the performance of the three test variants when one, two, and three covariates are incorrectly included in the inflation component. We then run a second variant in which there is zero inflation and examine the performance of the tests when one, two, and three covariates are correctly included in the inflation component. Each of the 36 conditions (3 sample sizes × 3 covariate specifications × 2 inflation/no inflation × 2 distributions) is run for 1,000 iterations.
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Figures 6-7 present the results of the simulations with medpar.dta. As in the simulations from section 3, when there is no zero inflation in the DGP, the BIC-corrected statistic performs the best, and the uncorrected statistic performs the worst. The BIC-corrected statistic is statistically significantly negative (p < 0.05, one tailed)-in favor of the single-equation model-in 95-100% of the iterations. In contrast, the uncorrected Vuong statistic is positive in approximately 80% or more of the iterations. Unlike the simulations in section 3, under this design, the uncorrected test is rarely statistically significant in favor of the zero-inflated model. However, just as in the previous simulations, not once did the uncorrected test result in a statistically significant rejection of the zero-inflated model. The AIC-corrected test performs moderately better in the no-inflation condition. In approximately 45-65% of the iterations, the zeroinflated model is statistically significantly rejected, and the single-equation model is virtually never rejected. However, as we found before, the degree to which the AIC favors the single-equation count model decreases with the number of covariates incorrectly included in the inflation component. Figures 8 and 9 present results in which zero inflation is a component of the generative process. In this condition, the uncorrected Vuong statistic performs the best in selecting the correctly specified model-nearly always statistically significantly rejecting the single-equation model. The AIC-corrected test performs fairly well in the smallsample (N = 300) conditions, significantly favoring the zero-inflated model in 60-80% of the iterations, but virtually always statistically significantly selects the zero-inflation model in the larger sample-size conditions. The performance of the BIC-corrected statistic, which performs the worst among the three statistics when zero inflation is the correct model, varies substantially across the sample-size and covariate conditions. As we found above, the tendency for the BIC-corrected statistic to statistically significantly reject the single-equation model is inversely related to the number of covariates correctly included in the zero-inflation component and directly related to the sample size. 
