Functions on a bounded domain in scientific computing are often approximated using piecewise polynomial approximations on meshes that adapt to the shape of the geometry. We study the problem of function approximation using splines on a simple, regular grid that is defined on a bounding box. This approach allows the use of high order and highly structured splines as a basis for piecewise polynomials. The methodology is analogous to that of Fourier extensions, using Fourier series on a bounding box, which leads to spectral accuracy for smooth functions. However, Fourier extension approximations involve solving a highly illconditioned linear system, and this is an expensive step. The computational complexity of recent algorithms is O N log 
Introduction
It is not straightforward to construct high-order bases for the approximation of functions defined on a domain Ω with an irregular shape. In contrast, it is very easy to approximate such functions using a basis on a bounding box B that has cartesian product structure: one can use the tensor product of any high-order univariate basis. The choice of classical multivariate Fourier series on B leads to the approximation scheme known as Fourier extension or Fourier continuation [8, 9, 18] . The function on Ω is approximated in a least squares sense and this leads one to solving arbitrarily ill-conditioned linear systems. However, a regularizing singular value decomposition (SVD), truncated with a small threshold , can be employed to find accurate and stable approximations [3, 2, 1] . While the computation of the SVD has cubic complexity O N 3 , more recently algorithms for Fourier extensions have been proposed with lower computational complexity [20, 21, 22] , culminating in the more general formulation of the so-called AZ algorithm for ill-conditioned least squares problems [12] .
In this paper we explore the use of a basis of piecewise polynomials, splines, rather than Fourier series. A similar methodology is used in immersed boundary methods or fictitious domain methods, such as the finite cell method (FCM) [23, 24] . The FCM also defines a simple regular basis of piecewise polynomials on a hypercube that embeds the domain. There are, however, some differences in the FCM approach and the one that we explore. In this paper we are concerned only with the approximation of functions, not the solution of PDEs. It is also worth noting that we make no assumptions on the function in the extended domain. In contrast, fictitious domain methods often extend one or more of the quantities involved, such as the PDE itself, to a formulation on the bounding box, sometimes involving the choice of a parameter or reducing the overall order of the scheme. Our methodology does not depend on the regularity of the function outside Ω and readily leads to high-order approximations regardless of the shape of the domain.
The piecewise polynomials we consider are linear combinations of B-splines. We recall in §2 the definition of B-splines and the shift-invariant spaces that arise by translations of a centered B-spline (the generator of the space) over a regular, equidistant grid. We recall that the dual generators of B-splines in the same shift-invariant space are not compactly supported but do exhibit exponential decay. This property is known for duality with respect to the inner product of L 2 on the real line [7] . In §3, we extend these results to a duality with respect to a discrete inner product in an oversampled equispaced grid, making use of earlier results of [28] . In the discrete setting as well, the dual generators are not compactly supported. We constructively show the existence of compactly supported sequences dual to the B-splines in the oversampled equispaced grid. We extend these results to a periodic setting in §4, which finally forms the basis for the approximation problem formulated in §5: we restrict (tensor products of) periodic B-spline bases to the domain Ω at hand, and consider least squares approximants in oversampled grids.
The main part of the paper is the extension in §6 of the above-mentioned AZ algorithm for Fourier extension approximations to these spline-based approximation problems. The AZ algorithm for the solution of a linear system Ax = b relies on knowledge of a Z-matrix, such that the matrix A − AZ * A has numerically low rank. The computational gain of the AZ algorithm results from replacing the full and costly SVD of A, by the SVD of (or any other suitable direct solver for) A − AZ * A, and to achieve the latter at a cost that scales with the rank of that matrix rather than with its dimensions. We show that a suitable Z matrix can be derived analytically from the dual bases described earlier for the full periodic basis. We show that the rank of A−AZ * A is smaller than the corresponding rank in the Fourier extension approximation scheme. Also, by exploiting the sparsity of A, which is due to the compact support of B-splines, we reduce the computational complexity of the AZ algorithm. Next, we show that the exponential decay of the dual enables increased sparsity after thresholding and this reduces the complexity further. Then, by considering a purely discrete dual with compact support, rather than a shift-invariant dual spline basis with an exponentially decaying generator, we further reduce the constants in the computational cost. Finally, we consider a sparse and direct QR solver to solve A − AZ * A which again reduces the computational cost. These algorithms of increasing complexity are compared to the simpler approach of using the sparse QR solver on the original sparse system Ax = b.
We illustrate the methods with numerical experiments in §6. The results demonstrate a complexity of O N 3(d−1) d of the solver in two and three dimensions, as well as algebraic convergence at a rate that depends on the degree of the splines. As an application, we consider the spline-based approximation of elevation data of Belgium and The Netherlands. In this application, the data is given on an equispaced grid, but the grid points are geometrically confined to the shape of both countries. That is precisely the setting of the least squares approximation in this paper.
Continuous B-splines and shift-invariant spaces
We refer the reader to [6, 7] for an extensive description, in the setting of signal and image processing, of both periodic and non-periodic splines. Here, we recall definitions and properties that are useful in devising a fast approximation algorithm later on using the restriction of a spline basis to a bounded domain.
B-splines can be defined by a recursive relation. The centered B-spline of first order is defined as 
is centered around zero. They generate shift-invariant spaces on the real line S p = span {Φ p }, where Φ p = {β p (⋅ − k)} k∈Z .
Generators of spline spaces
The function φ(t) is called a generator for S p if every f (t) ∈ S p can be written as
There exist multiple generators for one space S p . The B-spline β p (t) is just one of them. Below we will introduce another which is biorthogonal to B-splines translated over integer shifts.
The 2π-periodic function u
is called the characteristic function of the space S p [7, Definition (3.2) ]. Because of B-spline symmetry and compact support, u p is a cosine polynomial. Examples are
24 .
For our B-spline space, the characteristic function is strictly positive.
Another quantity that will be useful is the symbol. The symbol of a function f is defined as
where c(k) are the coefficients of f in the spline basis:
The symbol of β p (t) is 1.
Exponential decay of dual B-splines
In this section we state in Theorem 2.2 that the spline biorthogonal to β p (t) has coefficients with respect to Φ p that decay exponentially, but first we introduce the dual B-spline:
hold. The symbols τ (ω) andτ (ω) of the generators φ p (t) andφ p (t), respectively, are linked as
where u 2p (ω) is the characteristic function of the space S 2p .
Because of the biorthogonality defined in Lemma 2.1 we can find the coefficients of any f ∈ S p as inner products with the dual basis:
where we used the shortened notation for the inner product 3) for q = 1 (top right), q = 5 (bottom left), and q = 10 (bottom right). The coefficients for p = 1, q = 1 are not included in the top right panel since they are equal to δ 0 (k).
Theorem 2.2 (Exponential decay of coefficients of the generator dual to the B-spline).
Letβ p (t) be the generator dual to the B-spline, β p (t), and
then the sequence c p (k) decays exponentially as k → ∞.
This result is not stated as a theorem in [7] , but it follows from the reasoning on page 60 which we repeat here in order to extend the reasonings further on.
. Note that its definition is (2)
which shows that c p (k) are the Fourier coefficients ofτ (ω). The characteristic function u 2p (ω) is a 2π periodic cosine polynomial without zeros on [0, 2π] [25, Lemma 6] . Therefore,τ (ω) is analytic and periodic; and its Fourier coefficients decay exponentially as k grows.
This theorem is illustrated in the top left of Figure 1 where the exponential decay is clearly visible for several spline orders. For growing order p the decay rate is lower. Note that, because Bsplines have compact support, exponential decay of the coefficients c p (k) in (7) implies exponential decay of the dual B-spline itself.
3 Dual B-splines with respect to discrete sampling Since we are interested in discrete methods, we also study discrete sequences associated with sampled B-splines on a regular grid. Stability, fast algorithms and applications in this discrete setting were treated in [28, 29, 30, 4] . These sampled B-splines are not to be confused with another set of discrete B-splines defined by discrete convolutions of rectangular pulses [7] . We consider duality with respect to a discrete inner product involving the sample points. For these dual B-splines we again show exponential decay in Theorem 3.3.
Notation
In this section we adopt the notation of [28] . The centered and shifted sampled B-spline sequences are defined by sampling the centered continuous B-spline with an integer oversampling factor q:
Sampling the continuous B-splines translated over integer shifts results in translates of the B-spline sequences by corresponding multiples of q,
Like the B-splines, these discrete sequences have compact support. For p > 0, we find from (1) that their discrete support is
For p = 0 the support is ⌈−
⌋ which is not symmetric for even q. In this text we use the convention that discrete convolution, defined by
takes precedence over evaluation in order to avoid a multitude of brackets and to ease notation.
we can write equation (8) as
Next, we define upsampling by a factor of q as
and downsampling by the same factor as
Analogously to the continuous case above, we can define a discrete shift-invariant space
We call the sequence g a generator for S p q if every f ∈ S p q can be written as
which in signal processing notation simplifies to
These spaces are invariant with respect to shifts by integer multiples of q.
Discrete duality of sampled splines
We are again interested in a dual generator; but this time based on a discrete inner product on the sequence space S
We look for a dual generating sequenceb
It is orthogonal with respect to shifts by integer multiples of q. We say this sequence is qbiorthogonal.
1
Alternatively, we can describe the duality with respect to an inner product defined on the function space S q . Sinceb p q ∈ S p q , the sequence corresponds to the samples of a continuous functioñ β p q ∈ S q that has a representation in the basis Φ p :
We obtain functions in S q that are biorthogonal in an oversampled equidistant grid:
where we have used a discrete inner product
The q-biorthogonality property results in a reconstruction formula that is similar to the one expressed by (5) in the continuous case. We have that
For this dual generator, the discretization of (12) yields the expressioñ
It turns out that the dual generator in S p q is unique. We describe the solution in §3.3 and §3.4. We will consider other solutions of (11) later on in §6.6, by relaxing the requirement that the dual sequence lies in S p q .
Discrete least squares approximations
In the interpolation problem for a function f on the real line one wants to determine coefficients y(k) such that
This problem is better known as the cardinal B-spline interpolation problem and it is extensively investigated in [25] . The interpolation problem is uniquely solvable.
We are interested in the solution of the more general, oversampled problem
for which a solution not necessarily exists with equality to the samples of f . Thus, we solve the problem in a least squares sense:
This problem was investigated in [29] . Written in a convolutional form we want to solve
where f q (k) = f (k q), in a least squares sense. In Section IV.D of [29] the solution y(k) of the least squares problem (15) 
where 
The solution can be found by taking Fourier transforms of both sides, writing the convolution as a product of terms, and then moving one factor to the other side by division. The Fourier transform of s To that end, we define the Fourier transform of a sequence f as F (ω) =F (e iω ), whereF (z) is the z-transform of f :F
Exponential decay of discrete dual B-splines
We study the dual generators in S 
Furthermore, the discrete B-spline least squares problem (14) is solved by applyingb p q (k) to f q :
Proof. First we show that a sequence in S p q of the form (19) with coefficients equal to s p q is qbiorthogonal to b p q . With the notation a ′ (k) = a(−k) for time-reversal and a(k) = a(k) for complex conjugation of a sequence, we can write the inner product (10) as
then we can simplify the expression: we find coefficients of a dual generator by solving
. This is exactly the definition of s p q given in (17) . The second equality of the theorem is verified using the definition of s p q , (20) and (16):
Knowing the form of the dual generator, we are ready to show that its coefficients s 
be the Fourier transforms of b
Proof. Earlier results show that B ) versions of β p (t). Therefore, their Fourier transforms can be written as stated in the theorem.
Noting that sin
If p is even, D p (π) takes the following form:
which is zero since the summation evaluates to zero:
For odd p the reasoning is analogous. Therefore, D p (ω) vanishes at ω = π for all p > 0. Next, we expand
The expression vanishes at ω = 0. For ω > 0, we split the sum into two parts:
The factor in front of the first summation, f (ω) = cos(
), is strictly negative for
) is strictly negative in (0, π] and f (0) = 0. Since both prefactors are negative, if both sums are shown to be positive we can conclude that
That would conclude the proof. We consider the range ω ∈ (0, π]. The first sum in (23),
has only positive terms when p is even. For p odd, we write S
Because of the term
Furthermore, due to the growth of the denominators of both factors for increasing k , it is true that f
We can then group terms in pairs with alternating signs. For k > 0:
and for k ≤ 0:
This shows that
is also positive for odd p.
For the second sum in (23), we first note that ω − 2kπ < ω + 2kπ for ω ∈ (0, π], hence
We also set out to show that
To that end, we start by rewriting
Here, the denominator is negative for k > 0 and positive for k < −1. For the numerator, we note that
which is positive for k > 0 and negative for k < −1, with f = ω (2π) ∈ (0, 1 2]. Thus
for k > 0 and
Multiplying with k (and changing the direction of the inequality for negative k) shows that the numerator is positive and leads to the inequalities in (25) .
Returning to the second sum in (23), it is positive for p even since
owing to (24) . The sum is positive for p odd since
because of (25) . This ends the proof.
Previous work already proved the exponential decay of the dual generator coefficients of some cases. Earlier results include the dual taken with respect to the inner product (f, g) defined in (6) see Theorem 2.2; and, the dual with respect to integer grid, i.e., the discrete inner product ⟨f, g⟩ 1 of which the definition is given in (13), see [25] . The exponential decay of the discrete dual generator coefficients in the oversampled case, ⟨f, g⟩ q with q > 1, has, to the best of our knowledge, not been described in literature. Proof. The Fourier transform of (17) follows from taking the Fourier transform of both sides in (18) . Noting that the latter involves the convolution of a sequence with itself, which results in squaring the corresponding Fourier transform. This is followed by downsampling by a factor of q, leading to [29, eqn (4.20) ], which we repeat here:
By Theorem 3.1 and since the Fourier coefficients of periodic functions analytic on the real line decay exponentially, the result holds if we can show that S p q (ω) is analytic on the interval [0, 2π] and by extension the real line, i.e., 1 S p q (ω) has no zeros on the unit circle. To obtain an expression for B p q , we use known convolution expressions for the sampled Bsplines [29] . They depend on the parity of p and q. For q odd:
For p odd and q even:
Finally, for p even and q even:
The z-transform of the rectangular pulse isB , which again depend on the parity of p and q. When either p or q is odd: [29, eqn (3.10) ]. This leads to
When both p and q are even: Since
is a positive 2πq-periodic function with zeros at ω = 2πl, l ∈ Z, with the exception
is 2π-periodic and strictly positive. And, its inverse, S p q (e iω ), meets the previously stated requirements. Figure 1 for p = 1, . . . , 5 and q = 1, 5 and 10 which clearly shows the exponential decay of the coefficient size.
Theorem 3.3 is illustrated in
For completeness we mention the corresponding result for p = 0. 
The modulus is bounded above and below by q−2 ≤ (S
] only if q = 2 and ω = π at the same time. This means that S 0 2 (ω) has a pole at ω = π and (18) is not uniquely solvable for s 0 2 . Still for q even, but q ≠ 2, using the series expansion
Remark 3.5. The approximation problem with p = 0 is computationally trivial (compared to p > 0) since the approximation is piecewise constant and the basis functions do not overlap. We will not consider it further in this paper in the results on efficient algorithms.
Compact discrete duals to B-splines
We end this section with a description of duals to the sampled B-splines that have compact support. The q-biorthogonality conditions (11) admit alternative solutions outside of the shiftinvariant space S p q , in particular solutions with compact support. For these discrete solutions we are not able to provide a continuous analogue as in (12) .
For clarity of the presentation we switch to a new notation for these duals. Thus, we are looking for a sequenceh p q that satisfies
If this holds, then q-shifts ofh p q define a dual generating sequence for a discrete shift-invariant spaceŨ
This space may in general be different from S p q . We are encouraged by the observation that if bothh p q and b p q are compact sequences, (26) reduces to a finite number of conditions. Theorem 3.6. Let p > 0, q > 1 and let K be a positive integer such that
for p odd, and
for p even. Then there exists at least one solutionh
where the range of l is restricted such that
The case l < − K+Q q similarly leads to k − ql > Q. The conditions (29) correspond to a linear system
⌋ + 1 equations for 2K + 1 unknowns. We are interested in choosing K such that there are more unknowns than conditions,
This leads to K ≥ ⌊ K+Q q ⌋ and hence
for odd and even p, respectively. This leads, after rearrangement, to the statements of the theorem. The system matrix of (29) can also be written as
This is precisely the collocation matrix of a sequence of 2K + 1 spline functions
The result follows if this system has full rank, i.e., if A has rank L (recall that L < K). We select a subset of L splines, in such a way that each spline can be associated uniquely with one integer in its support. This is always possible because both the integers and the spline centers are regularly distributed on the same interval by construction. The corresponding L × L submatrix of A represents a spline interpolation problem that is known to be uniquely solvable by [15, Theorem 1] . Therefore, at least one exact solution of the underdetermined linear system exists.
Remark 3.7. Theorem 3.6 guarantees the existence of a dual sequence with small support, but does not state anything about its stability, in the sense of having a bound on a discrete norm ofh p q . In practice we observe that, owing to the norm-minimization property of least squares solutions, compact duals with smaller discrete norm can be found by solving (29) in a least squares sense for a larger value of K than the minimal one. Figure 2 shows some of these duals with different support for b 
Periodization of B-splines
Until now we considered splines defined on the real line or their sampled analogues defined on an infinite equispaced grid. However, from now on we intend to focus solely on a periodic setting. Periodicity enables the use of FFTs in algorithms. Moreover, in the setting of function approximation on a subdomain Ω of the periodic domain B, periodicity on B is not actually a restriction on the functions on Ω that we can approximate if Ω is contained in the interior of B.
Periodization on [0, 1] with continuous and discrete duals
We define the scaled, normalized and periodized mother function of β p as
The scaling factor N 1 2 is chosen to ensure that the L 2 norms of β p and φ 
The scaling factor here ensures biorthonormality, i.e, ⟨φ
Because of the periodicity of φ p N the infinite sum can be replaced by a finite one,
with c p N the periodization of the coefficient sequence in Theorem 2.2:
Similarly to before, we also define an alternative discrete bilinear form
The unique dual B-splines in V N that are dual to Φ p N with respect to the discrete bilinear form are denoted byφ 
Since the scaling factors above were chosen with respect to the continuous setting, in the discrete setting we have biorthogonality with an additional factor:
Note that we use φ p N,k in the expression above: the primal basis is the same both in the continuous and discrete setting.
Efficient computations using the FFT
The coefficients c p N of (32) can be found by inverting the Gram matrix of Φ
This standard observation follows from the biorthogonality property: 
All the matrices above are circulant because of the periodicity and shift-invariance of Φ p N . Hence, they are diagonalized by the FFT and have a fast matrix-vector multiply based on FFTs [13, 10] . Similar reasonings exists for the Gram matrices based on the discrete inner product:
which results in following relations between coefficients and Gram matrix entries
Since c p and s p q decay exponentially, their elements can also be computed numerically based on c p N and c p,q N from (33) and (35). Owing to the exponential decay, the infinite sums in these expressions can be truncated.
The approximation scheme
We are interested in the approximation of a function f on a compact domain Ω, where Ω may have an arbitrary shape. Without loss of generality, we can scale Ω such that Ω ⊂ [0, 1] d . Here is d the dimension of Ω. Whereas Fourier extensions are based on tensor product Fourier series, in this section we study the use of (tensor products of) periodic and shifted B-splines as described in Section 4.
Discretization of the approximation problem
In one dimension, the approximation to f ∈ L 2 (Ω) with Ω ⊂ [0, 1] we are interested in is the best approximation y = arg min 
where k, l = 0, . . . , N − 1. Alternatively, we consider a discrete approximation of (39). To that end, we first choose a set of points P
which arises from the restriction of an equispaced grid with L = qN points on [0, 1] to Ω. For convenience we sort the points by size and denote them by
Using these points we consider a discrete least squares approximation
This leads to having to solve the linear system A p,q
where l = 0, . . . , N − 1 and m = 0, . . . , M − 1. The scaling factor 1 √ N is introduced here as a discrete normalization reflecting (36). The factor also has the beneficial effect that the entries of A do not grow with N , because the growth by N 1 2 owing to the scaling in (30) is undone. In the remainder of the text we assume a linear oversampling, i.e., M = O(N ). This implies that we determine a number q and corresponding factor L = qN , such that the set (41) has a number of points that scales linearly with N , with a proportionality constant greater than 1. This linear scaling is assumed in the computational complexity statements later on.
Multivariate approximation
We extend the notation above to two and more dimensions. We define a tensor product basis for
with the multi-index set
Similarly, the dual bases are tensor products of their univariate versions,
The continuous multivariate approximation problem for
For the discrete approach, we first determine M points P , . . . ,
Next, we construct the linear system
where m = I M and l ∈ I N and we introduced proper scaling as before. The continuous approximation problem leads to the practical difficulty of having to evaluate integrals on Ω, in order to evaluate the inner products. In contrast, for the discrete problem it suffices to be able to determine whether or not a point on the cartesian grid above belongs to Ω. In addition, it must be possible to sample f at such points.
Here, too, we will use a linear sampling rate M = O(N ), with proportionality constant greater than 1 to ensure oversampling.
Numerical solution methods
Though the basis functions are linearly independent on [0, 1] d , this need not be the case on Ω. As a result, we can expect that the matrices A p N and A p,q N are ill-conditioned, depending on Ω and on the choice of the parameters N, p and q.
Following the recommendation of [2] for the approximation of functions using redundant sets, we solve the linear systems using a singular value decomposition of A, with all singular values below a threshold discarded. This method is straightforward to implement but it has a computational complexity of O(N 3 ) and we set out to reduce this complexity.
6 Fast approximation using the AZ algorithm
The AZ algorithm for matrices with a plunge region
The AZ algorithm was introduced in [12] as a generic way to solve least squares systems with system matrix A for which an approximate inverse Z * is known. The AZ algorithm is shown in Algorithm 1. The notion of 'approximate inverse' in this context means the following. The matrix Z can in principle be chosen freely, but the goal is to ensure that A − AZ * A has low (numerical) rank. Note that A − AZ * A appears in step 1 of the algorithm with a direct solve, which can be implemented efficiently if the matrix indeed has low rank. The goal is achieved if Z * is an inverse for a large subspace Y of the column space of A, i.e., for A ∈ C M ×N one has that Z * Ay ≈ y for y ∈ Y ⊂ C N . It is observed in [12] with a variety of examples that approximation problems with known efficient solvers can be leveraged to more general problems for which the original solver is no longer exact, but does remain well suited as a Z matrix. The AZ algorithm is most efficient if both A and Z have a fast matrix-vector multiply.
A large class of matrices for which the AZ algorithm applies involve matrices with a plunge region. The plunge region refers to a sudden drop of the singular values from a region where they are O(1) down to zero. The plunge region has received the most study in the context of Fourier extensions and prolate spheroidal wave functions [26, 16] . In these applications, Z is chosen to isolate the plunge region: the rank of A − AZ * A scales with the size of the plunge region, rather than with the dimension of A. If the non-decaying singular values of A (before the onset of the plunge region) are approximately 1, as is the case when using normalized Fourier series in a Fourier extension problem, then one can simply choose Z = A [21, 22] . Matrix-vector products involving either A or Z can be expedited using the FFT.
In the remainder of this section, we set out to show that the system matrices of the spline extension approximation scheme exhibit a plunge region, and that a suitable Z-matrix can be found analytically or numerically from the dual basis on the bounding box. Fast matrix-vector multiplies are obtained either by using sparsity or by exploiting circulant structure using the FFT.
The choice of Z based on duality
We first detail the choice of Z for the continuous and discrete spline extension approximation schemes. In both cases, it is based on the dual of the original basis on the full domain [0, 1] d . In the continuous approach, the system matrix A is A 
We have by construction of the dual that Z * = (G In the discrete approach, the system matrix A is A p,q N , given by (42). Here, a fast matrix-vector product is available since A p,q N contains only O(N ) nonzero elements. The Z matrix that leads to a low rank A − AZ * A is based on sampling the discrete dual functions,
where t m are the points of the set P q N , recall (41). This matrix is not sparse since the dual has infinite support. In a later section, when we introduce -sparsity, we will use the fact that the dual decays exponentially.
Noting that
we can write Z
Since it is the combination of a circulant matrix with a sparse one, a fast matrix-vector multiply for Z p,q N can be devised. In higher dimensions we choose Z as Z 
The rank of A − AZ * A
The solve in step 1 of the AZ algorithm is carried out in [12] using a randomized SVD or randomized QR solver. In that case, the cost of the solver depends on the rank of A − AZ * A. This step is usually the most expensive step of the algorithm, since the other steps involve only matrix-vector products and additions. Thus, we set out to calculate the rank of A − AZ * A. First, we define the index set of spline basis functions whose support overlaps with the boundary of a domain S:
with
We use the notation K p N (S) to emphasize here that the quantity depends on the domain S, but for notational convenience we may omit the domain further on. 
Similarly, the inner product evaluates to zero if φ p N,l is supported outside of Ω. Let I N be the Kronecker product of the identity matrices of size N i for i = 1, . . . , d. Then the above reasoning demonstrates sparsity of the matrix
We will further denote this matrix simply by I − Z * A. It follows that I − Z * A has a zero column with index l if the basis function φ p N,l is contained within Ω, or a unit-vector column if φ p N,l is contained in the complement of Ω. Another multiplication by A leads to even more sparsity: This proof is much simpler than corresponding statements for the Fourier extension problem (see, e.g., [22] ) because, unlike for Fourier series, it can be based entirely on the compact support of the basis functions. However, the result itself is similar, as in the case of Fourier extensions the size of the plunge region also scales with the dimension of the boundary of the domain [22, 27] .
To analyze the rank of A − AZ * A in the discrete setting, we introduce a notion of discrete support. It is the intersection of the support of a basis function with the grid points in P q N :
Generalizing (47), we define the set of spline basis functions whose discrete support overlaps with the boundary of a domain S as: where ⟨f, g⟩ N,q,Ω is the d-D generalization of ⟨f, g⟩ N,q defined in (34) and it is the discrete analogue of (f, g) L 2 (Ω) . Reasoning analogolously as above we obtain
such that the rank of A − AZ * A in the discrete approach is at most #K p,q N (Ω). Assumption 1. In the remainder of this text we assume that the boundary ∂Ω of Ω ⊂ R d has dimension d − 1, i.e., its dimension is one less than that of Ω. With this we exclude, for example, fractal domains. This assumption allows the statement that the number of elements in both #K Moreover, in the discrete case we assume a linear sampling rate M = O(N ), with proportionality constant greater than 1 to ensure oversampling. This allows asymptotic complexity estimates involving only the parameter N .
Full AZ algorithm
As mentioned before, the AZ algorithm was first applied in the context of Fourier extension, i.e., by using Fourier series on a bounding box. The AZ algorithm requires a linear solve for a system involving A − AZ * A in step 1. Owing to its low numerical rank, it can be solved efficiently using randomized linear algebra. It is shown in [12] that a randomized SVD or a randomized QR give stable and accurate solutions. The cost of the AZ algorithm using a randomized SVD is
where T mult is the cost of applying A and Z * to a vector, and r is the rank of A − AZ * A [12, eqn (3.3)]. The first term arises from matrix-vector products with O(r) random vectors. The second term arises from the computation of the SVD of a matrix with dimension M × O(r). Thus, the computational complexity is linear in M , but quadratic in r. 3 . We approximate with splines of order p = 1 (blue dots), p = 2 (red squares) and p = 3 (brown crossed dots). The expected asymptotic results of Theorem 6.3 are shown by the black dashed line:
The computational cost is already slightly better than that of Fourier extension (the latter is
. However, our current results are much improved by using sparsity, which we consider next.
Reduced AZ using -sparse rows and columns
We call a matrix -sparse if it contains only few elements that are in absolute value larger than a given small threshold . The common notion of sparsity corresponds to = 0. Hence, any sparse matrix is also -sparse for any .
The compact support of B-splines ensures that A 
N the smallest positive real number t such that φ p, N (t) < for t > t 
with m ∈ I m and k, l ∈ I N . Using this notation we can improve our knowledge of the structure of A − AZ * A with the following two theorems. d which has volume 1. Using this elementwise bound, the entries of A − AZ * A can in turn be bounded by
This is becauseφ
where 1 N is a matrix with all entries equal to 1. Noting that the entries of A are all positive and that A is symmetric, we have
Here, M is the largest element of A, and 2p i + 1 is the number of overlapping neighbouring spline functions with φ p N,k in dimension i. The product of these factors in all dimensions is the maximal number of non-zero entries in row k of A. Since the splines are strictly decreasing away from their center, the maximal entry of
pi 2 , which is achieved by any diagonal entry of A associated with a spline that is completely supported within Ω.
Secondly, recall equation (49) of the proof of Theorem 6.1:
Here, all terms of size O( ) are bounded explicitly by C p . For given k and l, the ith element in the sum for a k,l is non-zero if A(k, i) is non-zero and if
is non-zero. The former requires i to be in
The latter corresponds to (φ 
This domain is a hypercube of which the length in the dth dimension grows like O (1 N d ) . Since the support of all basis elements depends in the same way on N , the number of elements that overlap with this domain is independent of N -it does however depend on and p. Therefore, also the number of non-zero elements a k,l for fixed l is independent of N . Consequently, the number of elements in column l of
that are in absolute value larger than C p is also independent of N . Since there are #K 
and recall the definition (50) of K The constant in the big O and C p,q are independent of N .
Proof. The proof is analogous to that of Theorem 6.4. We highlight the main differences. The error made in Z is bounded elementwise by since
The elements of A p,q
N are also bounded in the current setting, since
Here, M is the largest element of
is the number of points in P 
and in which all O( ) expressions are bounded by C p,q . After the non-zero columns, we also look for the indices of the non C-rows,
This restriction operation is represented by the #I (K) × M matrix, with M the number of points in the discrete setting and M = N in the continuous setting:
The computation of this index set I (K) is more involved. However, we have the following result. The time complexity of Theorem 6.7 is illustrated numerically in Figure 5 . The computational cost is better than that of Theorem 6.
. For example, in 2-D using -sparsity improves the complexity from O(N 2 ) to O(N 3 2 ). However, we can still significantly improve on the constant in the big O asymptotics.
Reduced AZ using compact dual bases
Although coefficients of the biorthogonal spline bases decay exponentially, the columns of Z still contain a lot of elements larger than . The exact number of significant elements does not affect the asymptotic computational complexity of the scheme, but having more significant elements of course does lead to a larger proportionality constant. However, for q > 1 there exists a compact sequenceh 
Proof. Analogous to the proof of Theorem 6.7 with the difference that Z * can be applied in O(N ) operations in stead of O(N log(N )).
Note that the reduced AZ algorithm (Algorithm 2) applies to the case = 0 without modifications since the AZ pair A p,q N ,Ẑ p,q N satisfies the required properties of Corollary 6.6. The time complexity of Theorem 6.8 is numerically illustrated in Figure 6 . The results show that the complexity of the algorithm using compact duals is the same as that of the previous version using -sparsity of Z, but that the proportionality constant is roughly one or two orders of magnitude smaller.
Sparse AZ
The AZ algorithm as it stands now is not able to use all sparsity that is present in high-dimensional approximations. Removing the zero columns and approximate zero rows still leaves a lot of zero elements in the sparse system that is solved in the first part of the AZ algorithm. Corollary 6.6 shows that the O(
elements, provided that Assumption 1 is satisfied. Therefore, we consider the direct least squares solver that relies on a rank-revealing sparse QR factorization [14] of A − AZ * A. This routine is available, e.g., in Matlab as spqr solve.
The only problem that remains is to construct A − AZ * A as a sparse matrix with a low computational complexity. We can no longer construct the dense matrix and remove all nonzero entries as in Theorem 6.7. However, there is a convenient way to construct the sparse matrix simply by evaluating the product of sparse matrices. The overview of our O(N ) implementation is as follows: 
see, e.g., the proof of Theorem 6.1. In general, a sparse matrix-matrix multiply has a lower bound of N 2 since the multiplication of two sparse matrices may result in a dense matrix. However, because of the structure in RAE, AẼ and (RZẼ) * ,Ẽ(I −Z * A)E and A(I −Z * A)E will have O #K p,q N (Ω) non-zero elements (see Corollary 6.6). Moreover, the computation of each of these elements involves a number of operations that is independent of N . This step takes O #K p,q N (Ω) . Now we are ready to state the last algorithm: the sparse AZ algorithm (Algorithm 3) using the AZ pair A p,q N ,Ẑ p,q N . We can make no precise statements about the complexity of the sparse QR solver, other than the observation that the cost in our application seems to scale roughly proportional to the number of nonzero entries.
3 Furthermore, our solver relies on the efficient implementation of the product of sparse matrices as a sparse matrix. We have only shown that the result is indeed highly sparse, not how the multiplication algorithm should be implemented. We observe that the standard multiplication of sparse matrices in the current version of Julia (version 1.2, september 2019) yields optimal complexity in practice. −1 to make the figure more clear. The data was produced using Copernicus data and information funded by the European Union -EU-DEM layers [17] .
The time complexity of the sparse AZ algorithm 6.8 is numerically illustrated in Fig. 7 and Fig. 8 . The former figure compares results with the reduced AZ algorithm. The latter figure compares with a sparse QR solve applied directly to the system Ax = b. That approach avoids all intricate considerations of the AZ algorithm, including the construction of any dual. We see in Fig. 8 that for the 1-D approximation, there is no significant difference between the two approaches (left panel). In 2-D, the AZ algorithm is clearly more efficient. In 3-D, the AZ approach is much more efficient than a direct solve for low spline orders. For higher spline orders, the splines have larger support and this directly impacts the computational cost of the algorithms. We see that the number of degrees of freedom needs to be sufficiently high before the sparse AZ algorithm outperforms the direct solve. For p = (3, 3, 3) and N = (46, 46, 46), e.g., the number of nonzero elements in A and A − AZ * A is 13.363.264 and 28.112.684, respectively, while it is 419.601.512 and 239.763.184 for N = (129, 129, 129). The residuals of the two approaches are comparable and show algebraic convergence, see Figure 9 .
Application to data smoothing on irregular geometries
We have invoked the final sparse AZ algorithm for the spline approximation of the elevation of the countries Belgium and The Netherlands. The data is provided by the Digital Elevation Model over Europe from the GMES RDA project (EU-DEM) [17] . The data consists of elevation (in meters) on an equispaced grid, with grid points confined by the highly irregular borders of these two countries. The results are depicted in Fig. 10: shown at the top left is a plot of the data, at the top right is the piecewise linear spline approximation. Shown at the bottom left and right is the relative and absolute error of the approximation in all the data points.
The approximation domain is not connected, due for example to a set of islands (de Waddeneilanden) belonging to The Netherlands in the north. Country borders are notoriously irregular, but so is the elevation data. Elevation data is more irregular in the hilly south of Belgium (the blue region covering the Ardennes) than in The Netherlands, which is mostly flat. This is adjusted for in the figure by showing the elevation in logarithmic scale, which reveals the low-elevation structure of the flat regions as well. Along the country borders on land, the regularity of the elevation data is not related to the regularity of the border, because the geography is of course continuous. In contrast, the two types of (ir)regularities are related in cases where the border is determined by a geographical feature, such as a sea (the North Sea) or a river. The dark homogeneous red region in the middle of the upper part of the figure has constant elevation because it is a lake at sea level (Ijsselmeer). It is included in the elevation data for The Netherlands because a large dike seals it off from the sea.
The least squares system in this example has dimensions 67970×37632, where 37632 = 168×224 is the number of degrees of freedom on a bounding box. The selection matrix E is a 50176 × 1386 matrix. Thus, the system (A − AZ * A)E has dimensions 67970 × 1368, of which only 1736 elements are non-zero. The time required to solve the final reduced linear system with a sparse QR is only 0.22 seconds on a MacBook Pro with a 2.8 GHz Quad-Core Intel Core i7 processor, 16 GB 1600 MHz DDR memory and using Julia version 1.2. The relative residual of the solution is 0.0721. A direct sparse QR applied to the original linear system Ax = b takes 0.48 seconds and results in a relative residual of 0.6537. The code for this experiment is available in [11] .
