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Introduction
The audiovisual nature of speech perception is demonstrated by two perceptual phenomena. First, watching congruent articulations enhances speech perception (Sumby & Pollack, 1954) . This enhancement is particularly strong in noisy environments (Sumby & Pollack, 1954) and for the hard of hearing (Grant & Seitz, 1998 )-i.e. when auditory speech is less reliable. Second, in the so-called McGurk effect, watching an incongruent articulation categorically alters the auditory speech percept (McGurk & MacDonald, 1976) . The classical example of this effect is that the auditory speech token /ba/ is perceived as /da/ when watching a face saying /ga/ (McGurk & MacDonald, 1976) .
From the first report, most studies have considered the McGurk effect to happen preattentively, or automatically. Two reasons were given in the first report by McGurk and McDonald (1976) . First, knowledge about the illusory and incongruent nature of the audiovisual speech stimuli does not disrupt the illusion. This has been confirmed by informal reports (Liberman & Mattingly, 1985) . Second, extended exposure to McGurk type stimuli does not decrease the effect.
Considering the crucial role of attention in binding features into complex objects suggested by Treisman (Treisman & Gelade, 1980) , it would be surprising if an object as complex as a talking face should be perceived preattentively. It is of course possible that audiovisual feature integration is governed by different mechanisms than intramodal feature integration. It is also possible that speech perception is a special mode of perception which is not dependent on attention (Liberman & Mattingly, 1985 , 1989 . The question of whether cross-modal feature integration in speech perception requires attention thus addresses fundamental theoretical topics. Furthermore, since face-to-face conversation is the most important mode of communication for humans, and speechspecific disorders only too common, understanding the role of attention in audiovisual speech perception may also have clinical impact.
In addition to McGurk and McDonald's report work by Massaro (1987 Massaro ( , 1998 (Andersen, Tiippana, & Sams, 2002; Crowther, Batchelder, & Hu, 1995; Cutting, Bruno, Brady, & Moore, 1992; Grant & Seitz, 1998; Pitt, 1995; Schwartz, 2006; -then it cannot be used to determine the effect of attention on audiovisual integration. Massaro (1984) studied the effect of visual attention on audiovisual speech perception, with children as participants. He found that having participants perform an additional task of detecting mouth movements during an audiovisual speech perception task had no effect on performance. If this additional task increased attention towards the mouth region of the face, this result points to no effect of visual attention. However, Tiippana, Andersen and Sams (2004) attributed this result to a ceiling effect so that, since objects at fixation tend to be attended, in Massaro's design there was little room for improvement with enhanced attention.
Soto-Faraco, Navarra, & Alsius (2004) also found support for the audiovisual integration of speech being pre-attentive in a study of a syllabic interference task using audiovisual speech stimuli. In the syllabic interference task, perception of the first syllable of a disyllabic nonsense word is influenced by the second syllable if the second syllable varies from trial to trial but not if it is constant. The second syllable interfering with perception of the first syllable is interpreted as auditory attention failing to select the relevant
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used audiovisual stimuli where the talking face would sometimes be incongruent with the second syllable thus creating a McGurk illusion. They found that it was the illusory percept rather than the actually presented acoustic stimulus that determined whether syllabic interference occurred. Soto-Faraco et al. concluded that the visual influence on the auditory speech percept must have occurred before auditory attentional selection.
Some neurophysiological studies have shown that the mismatch negativity (MMN) arises during audiovisual speech perception for changes in visual speech (Colin et al., 2002; Möttönen, Krause, Tiippana, & Sams, 2002; Sams et al., 1991) . In the MMN paradigm a sequence of sounds is presented. The sequence consists of two types of sounds: standard sounds which occur frequently, and odd sounds, which occur rarely. The MMN is the difference in the neuroelectrical/electromagnetic fields elicited by standards and odds.
The MMN is elicited even when observers do not pay attention to the sound sequence, and the MMN is generally believed to reflect a pre-attentive mechanism that alerts the organism to a change in the acoustic environment (Näätänen, 1992 ). In the abovementioned audiovisual speech studies using the MMN paradigm, the face and voice matched in the standard stimulus. In the odd stimulus, the voice was the same as in the standard stimulus, but the face articulated a different syllable thus creating a McGurk illusion. Despite the acoustic parts of the standard and odd stimulus being identical, the MMN was elicited. This shows that vision influenced activity in the auditory system at the level of the MMN. If the MMN is considered to be preattentive, then these results can be interpreted to suggest that visual influence on audition is too.
Several studies have thus come to the conclusion that auditory attention does not influence the McGurk effect and audiovisual integration of speech. But attention is a complex concept and we cannot a priori extrapolate the effects described above to all faculties of attention. This is emphasized by three recent reports that indicate that there might well be attentional mechanisms involved in audiovisual speech perception.
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Tuomainen, Andersen, Tiippana, & Sams (2005) presented strong evidence that observers' anticipation of the speech-like nature of sine-wave speech (SWS) has a strong effect on audiovisual integration. They created sine-wave speech by placing a sine-wave tone at the center of each of the three lowest formants of a natural speech signal. When naïve observers are presented with sine-wave speech, they most often do not recognize it as speech, but once they are instructed about the speech-like nature of the stimulus, they are able to understand it (Remez, Rubin, Pisoni, & Carrell, 1981 Alsius, Navarra, Campbell, & Soto-Faraco (2005) showed that high cognitive load can diminish audiovisual integration of speech. Cognitive load refers to load on working memory and thus on executive systems that control attention. This concept stands in contrast to perceptual load which is a load on early stages of sensory systems due to scene complexity (Lavie, 2005) . Alsius et al. increased cognitive load by imposing a secondary object identification task on a primary speech identification task. They found a decrease in the strength of the McGurk effect when participants performed the secondary task. This decrease was not accompanied by a decrease in unimodal speech comprehension which indicates that the effect is likely to occur at the level of audiovisual integration rather than at the level of unimodal perception. This was further supported by
The Role of Visual Spatial Attention in Audiovisual Speech Perception 7/27 the decrease occurring regardless of whether the secondary task was performed on auditory or visual stimuli. Had the effect occurred at the level of unimodal perception, one would expect that an auditory object identification task would interfere with auditory perception to decrease the relative influence of audition and thus increase the strength of the McGurk effect. Tiippana et al. (2004) studied the effect of visual attention on audiovisual speech perception. In the critical condition, attention was distracted by instructing participants to ignore the face and to attend to an image of a moving leaf that was superimposed on the face. The leaf was near the mouth during articulation, so that the effect of eccentric viewing of the face could be presumed to be negligible. In the control condition, attention. In the current study we will examine the effects of visual spatial attention on audiovisual speech perception using a novel experimental paradigm.
As Tiippana et al. noted, the effect of visual attention on audiovisual speech perception could occur at the level of audiovisual integration of speech. It could also occur at the level of unimodal visual speech perception, i.e. lipreading, and then propagate through audiovisual integration and thus influence audiovisual speech perception. Tiippana et al. discussed this issue at length and found that they were not able to discriminate between these two effects in their study. The current study aims to determine whether effects at these levels can be separated.
Attention as it was manipulated in Tiippana et al.'s study can be divided into two components. One component was the object of visual attention. In the critical condition, the object of attention was the leaf, which was unrelated to speech perception and would not cause the McGurk effect to occur. In the control condition, the object of attention was the talking face, which did cause the McGurk effect to occur. Thus, changing the object of attention, from face to leaf, could have decreased the amount of visual influence on speech perception. The other component of attention was the load. In the critical condition, the cognitive load of gaze tracking the moving leaf was arguably higher than in the control condition where participants' gaze was fixed on the stable talking face. If cognitive load influences audiovisual speech perception, as Alsius et al. found, this difference could also have caused the decrease of visual influence on speech perception in the critical condition. The current study aims to study the effect of the object of visual attention in the absence of a difference in the cognitive load.
To these aims, we designed stimuli so that the influence of the target face, the visual distractor and the voice could be discerned in participants' responses. The critical, bilateral stimulus consisted of a movie of two talking faces dubbed with a synchronized voice. The faces were displaced symmetrically to the sides of a central fixation point and a cueing arrow pointed to the target face. This stimulus configuration is adapted from
Posner's studies of endogenous visual spatial attention (Posner, 1980; Posner, Snyder, & Davidson, 1980) . The stimulus configuration is depicted in Figure 1 
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If the object of visual spatial attention influences audiovisual speech perception in this paradigm, we will see a striking effect: As visual attention is directed from one face to the other, the auditory speech percept will change categorically. And, this cannot be due to a difference in cognitive or perceptual load (Lavie, 2005) , which is the same regardless of which face is attended. In addition, how perception changes is determined by the stage of perception at which attention acts. First, if the auditory speech percept changes towards the utterance of the attended face, so that participants give more T-responses when attending the face saying /ata/ and more K-responses when attending the face saying /aka/, then the effect is one of changing the relative influence of the visual objects-i.e. the faces. This effect could occur already at the level of visual perception and then propagate to audiovisual perception. To test whether this effect occurred at the level of visual perception, we also employed unimodal visual stimuli where no voice was dubbed onto the movie and the participants were instructed to lipread. Second, if the auditory speech percept changes towards the utterance of the voice, so that attending one face rather than the other gives more P-responses then the effect would be one of changing the relative influence of audition and vision. This would indicate that one face influenced auditory perception less than the other. To test this, we employed unilateral audiovisual stimuli in which there was only one face dubbed with the voice. If one face influences speech perception less than the other we would expect more P-responses both when it is presented unilaterally as well as when it is attended in the bilateral stimulus.
In bilateral trials, when the stimulus contained two faces, the perceptual load (Lavie, 2005 ) is somewhat higher than in unilateral trials where there is only one face. If the level of perceptual load influences audiovisual speech perception, we expect to see a difference between unilateral and bilateral trials. Again, if there is a difference in the proportion of K-and T-responses, this would point to an effect at the level of visual perception. This would indicate that attention occasionally or partly lapsed towards the distractor face. In that case, we expect to see the same difference between unilateral and bilateral trials when there is no voice and participants lipread. Another possibility is that the greater perceptual load in bilateral trials would cause attention to lapse towards the voice which would result in more P-responses. This would indicate that the perceptual load influenced the relative influence of audition and vision and thus affected perception at the level of audiovisual integration.
Finally, we address the issue of eye movements. Although Tiippana et al. argued that effects of eye movements were negligible in their study they did not monitor eye movements directly. In the current study, we monitored participants' eye movements using an eye tracker to ensure correct fixation.
Methods
Stimuli
The auditory stimuli were recorded utterances of /aka/, /apa/ or /ata/ presented through stereo loudspeakers balanced so that the sound appeared to come from the center of the have little effect on audiovisual integration (Massaro, Cohen, & Smeele, 1996; Munhall, Gribble, Sacco, & Ward, 1996) .
Participants
7 female and 7 male (mean age 20.2 years) observers participated in the experiment. All were native speakers of Finnish and naïve as to the purpose of the experiment. The participants reported normal hearing and showed a possibly corrected visual acuity at 80 cm of at least 0.8 decimal.
Pilot studies showed that our visual /ata/ exerted a weak influence on audition. Therefore, in order to make the visual influence on perception stronger, we used a low auditory signal-to-noise ratio. At the same time, auditory speech tokens should be identifiable by themselves. As we did not adjust the auditory signal-to-noise ratio to individual hearing thresholds, 2 participants never perceived auditory /apa/ correctly, and were therefore excluded from further analysis. In another 2 participants, the visual face stimuli had no effect on auditory perception in that they perceived /apa/ veridically in 95% of all audiovisual trials where all other participants experienced the McGurk illusion frequently. These 2 participants were also excluded from further analysis. Thus 10 of 14 participants were included in the following analysis.
Procedure
Written instructions specified that the participants should maintain their gaze at the fixation point while covertly attending the face indicated by the cueing arrow. The instructions emphasized that they should respond according to what they heard in auditory and audiovisual trials. In visual trials, they were instructed to lipread.
Participants could respond with any one or two consonants. A few sample trials were performed to ensure that the instructions were understood.
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Each unimodal visual and audiovisual stimulus was presented 12 times evenly distributed between 6 consecutive blocks. The occurrence of unilateral and bilateral stimuli (UB), and attended visual articulation (V) varied pseudo-randomly within blocks. Attended side (LR) alternated between blocks because our pilot studies indicated that the effect of attention was significantly smaller if attention was to be shifted from side to side between trials possibly due to increased task difficulty or the cost imposed by shifting attention as suggested by e.g. Posner (1980) . Our initial analysis found no effect of laterality (LR) and participants' responses were therefore pooled across this factor to yield 24 responses per observer at each level of the remaining factors UB and V. In a final block, unimodal auditory /apa/ was presented 24 times, while auditory /aka/ and /ata/ were presented 12 times. The order of presentation of stimuli within a block varied pseudo-randomly.
Double responses with two identical consonants were classified as the corresponding single consonant response. Responses of voiced consonants (G, B and D) were categorized as their unvoiced counterparts (K, P and T). After these re-classifications,
responses other than K, P and T were classified as "other".
The participants' eye movements were recorded using a head-mounted gaze tracking system (SMI iView). The right eye was monitored with a miniature infra-red camera while one infra-red LED illuminated the eye. Video images of the pupil and corneal reflections were captured at 50 Hz by the eye tracker. The eye movement system was calibrated using a set of 9 screen locations so that gaze position could be calculated. The system produced videos of the stimuli with a mark at the gaze position for visual inspection. To avoid excessive head movements, the participants were sitting with their head placed on a chin rest. The videos of the participants' gaze position superimposed on the stimulus sequence were visually inspected and all trials where participants' gaze deviated laterally more than approximately 1º visual angle from the fixation cross were excluded from further analysis. In no participants did this lead to exclusion of more than 15% of visual and audiovisual trials. Totally, 114 trials out of 1920 were excluded due to eye movements.
Results
The response percentages averaged across participants are displayed in Figure 
Responses to Audiovisual Stimuli
For K-responses to the audiovisual stimuli, there was a significant main effect of factor V (F(1,9)=79,0, p<10 -5 ) which reflects that attending the face saying /aka/ increased the proportion of K-responses both in the unilateral (from 17% to 81%) and bilateral (from 32% to 63%) conditions. The V×UB interaction was significant (F(1,9)=16.1, p<0.004).
This is because adding a distracting face saying /aka/ to an attended face saying /ata/ increased the proportion of K-responses whereas adding a distracting face saying /ata/ to an attended face saying /aka/ decreased the proportion of K-responses.
For P-responses to the audiovisual stimuli, no interaction or main effects were significant according to the Bonferroni corrected criterion of significance although both the V×UB interaction (F(1,9)=8.0, p>0.02) and the main effect of factor V (F(1,9)=7.9, p>0.02)
were nearly significant.
For T-responses to the audiovisual stimuli, the main effect of factor V was significant (F(1,9)=27.6, p<0.001) reflecting that attending the face saying /ata/ increased the proportion of T-responses both in the unilateral (from 6% to 64%) and bilateral (from
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For responses other than K, P and T, we found a significant main effect of factor V (F(1,9)=13.4, p<0.006) reflecting that the proportion of these responses was greater when attending the face saying /ata/ both in the unilateral (13% versus 5%) and bilateral (from 11% versus 4%) conditions.
Responses to visual Stimuli
For K-responses to the visual stimuli, there was a significant main effect of factor V (F(1,9)=79.0, p<10 -4 ) which reflects that attending the face saying /aka/ increased the proportion of K-responses both in the unilateral (from 18% to 93%) and bilateral (from 31% to 88%) conditions. The V×UB interaction was significant (F(1,9)=16.1, p<0.012) and analogously to audiovisual stimuli, this is because adding a distracting face saying /aka/ to an attended face saying /ata/ increased the proportion of K-responses whereas adding a distracting face saying /ata/ to an attended face saying /aka/ decreased the proportion of K-responses.
For P-responses to the audiovisual stimuli, no main effects or interaction were significant (p>0.1 for all effects) reflecting that the proportion of P-responses was very low at 3% or less for all visual conditions. For T-responses to the visual stimuli, the significant main effect of factor V (F(1,9)=21.0, p<0.002) reflects that attending the face saying /ata/ increased the proportion of Tresponses both in the unilateral (from 1% to 50%) and bilateral (from 5% to 38%)
conditions. Again, the interpretation of the significant V×UB interaction (F(1,9)=10.6, p<0.01) is the same as described for audiovisual stimuli.
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For responses other than K, P and T, we found a significant main effect of factor V (F(1,9)=13.4, p<0.003) reflecting that the proportion of these responses were greater when attending the face saying /ata/ for both in the unilateral (29% versus 4%) and bilateral (from 28% versus 5%) conditions.
Discussion
We found a strong effect of the object of visual attention in the critical audiovisual bilateral trials, in that participants gave more K-responses when attending the face saying /aka/ than when attending the face saying /ata/. This difference in K-responses was matched by a corresponding change in T-responses so that participants gave more Tresponses when attending the face saying /ata/ than when attending the face saying /aka/.
This shows that visual spatial attention could change the relative influence of the visual objects-i.e. the faces-on auditory perception. This exchange of influence between the visual objects could be due to an effect of attention already at the level of visual perception. This was confirmed by unimodal visual trials where participants lipread and also gave more K-responses when they attended the face saying /aka/ and more Tresponses when they attended the face saying /ata/. This effect can be thought of as a visual analog to the cocktail party effect (Cherry, 1953) , which is the ability to focus auditory attention on a single voice embedded in multi-speaker babble as we do at a busy cocktail party. The visual analog that we describe here is the ability to covertly focus visual attention on a single talking face in a crowd of talking faces. Furthermore, the proportion of P-responses did not depend on which face was attended. This means that the relative influence of audition and vision did not depend on the object of visual spatial attention. Therefore, in the current experiment, we ascribe the effect of the object of visual attention on audiovisual speech perception to an effect at the level of visual speech perception.
That the effect of attention on visual speech perception can propagate through audiovisual integration without influencing audiovisual integration is a novel finding.
This dissociation between the object of visual attention and audiovisual integration was made possible by using two visual stimuli that both influenced the auditory speech
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The Role of Visual Spatial Attention in Audiovisual Speech Perception 16/27 percept. If one visual stimulus influences auditory speech much less than the other, then directing visual attention to it should decrease visual influence on the auditory speech percept. However, for unilateral audiovisual trials, participants gave more P-responses to visual /ata/ than to visual /aka/ indicating that visual /ata/ did not influence auditory perception as strongly as did visual /aka/. But, apparently, this effect was not strong enough to influence perception in bilateral trials. However, there was a non-significant tendency toward more P-responses in the bilateral condition compared to the unilateral condition when attending visual /aka/. If visual /ata/ was less strongly integrated with auditory speech including it as a distractor face could have caused this tendency towards more P-responses as well as more T-responses.
We found a strong effect of visual attention on unimodal visual speech perception.
Tiippana et al. found a similar effect but only for visual /t/ and not for visual /k/ and /p/.
They suggested that this could be due to /t/ being difficult to discriminate from /k/ because it requires the detection of the tongue touching the alveolar ridge. When the tongue is not seen, the estimate of Finnish speakers is likely to default to /k/.
Distinguishing /p/ from /k/ and /t/ is easy due to the prominent bilabial closure and might require less attention. This means that the effect of visual attention on unimodal visual speech perception was likely rather weak in Tiippana et al.'s study. Tiippana et al. noted a probable cause for this: In unimodal visual trials when attention was distracted, the participants were instructed to attend to the leaf but respond according to the face and thus had to report and attend to two different visual objects. This conflict might have caused participants to attend the face in unimodal visual trials even when instructed to direct attention towards the leaf. This could have weakened the effect of attention in unimodal visual trials. In the current study there was no such conflict in that participants never had to attend and respond to two different visual objects. This could explain why we found a stronger effect of attention in unimodal visual trials.
The current study distinguishes between the object and the load of attention. Notably, we
found that the object of visual attention influences the auditory speech percept in the absence of any difference in cognitive and perceptual load. This extends the findings of
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Tiippana et al. who did not make the distinction between the object and the load of attention. Since Alsius et al. (2005) found that cognitive load can influence audiovisual integration there could have been an effect of the cognitive load of gaze tracking the leaf in Tiippana et al.s study.
We did, however, find an effect of the perceptual load of the distractor face. This was seen when comparing responses to audiovisual bilateral and unilateral stimuli. We found that the attended face influenced auditory perception less in bilateral trials than in unilateral trials. This decrease in influence from the target face was matched by an increased influence from the distractor face. This suggests that attention occasionally or partly lapsed towards the distractor face when it was present. The influence of the voice showed a tendency to be greater in bilateral trials but this effect was non-significant. Our results are thus inconclusive on whether perceptual load influences audiovisual integration. Also, it should be noted that we did not vary perceptual load across a very large range. Larger variations in perceptual load might well cause larger and significant variations in the relative influence of audition and vision. The effect of perceptual load on audiovisual integration of speech thus remains a topic for future studies.
The role of cross-modal response bias is rarely discussed in studies of the McGurk illusion. In signal detection studies, a strong acoustic signal may induce a bias towards assuming that a visual signal also was present. This effect may occur in addition to a true perceptual effect -i.e. an acoustically induced change in visual sensitivity (Bolognini, Frassinetti, Serino, & Ladavas, 2005; Frassinetti, Bolognini, & Ladavas, 2002 In this study, we used a variation of the McGurk illusion which we had found in a previous study (Andersen, Tiippana, Lampinen, & Sams, 2001 ), where we found a stimulus set in which visual /k/ with auditory /p/ produced a McGurk illusion of hearing /k/. This is likely due to visual /k/ being very clear and distinguishable for this talker.
Notably, this McGurk illusion occurred in an experiment where we also found the typical
McGurk illusion of hearing /pt/ when presented with auditory /t/ and visual /p/. We include a sample bilateral audiovisual stimulus from the current experiment which contains this effect as online supplementary material.
The results from the auditory only condition showed that observers could recognize the auditory /p/ reasonably well although the acoustic signal-to-noise ratio was rather low.
This argues against observers relying solely on lip reading in the audiovisual trials when they were instructed to respond according to what they heard. However, auditory /p/ was confused with /t/ showing that it was not perfectly discriminable. In fact, it was less discriminable than auditory /k/ and /t/ which were almost always identified correctly. The reason for choosing such a low acoustic signal-to-noise ratio was to increase visual influence on auditory perception. This was necessary because the McGurk effect was, in fact, rather weak. In audiovisual bilateral trials, observers reported to hear /p/ veridically in 22% on average. This should be compared to the McGurk effect often completely capturing auditory perception with observers never reporting to have heard the acoustic speech signal veridically. Several factors might have contributed to this weakness of the McGurk effect: the eccentricity of the faces, slight asynchrony of the faces and of the voice and the complexity of the stimuli and task. Most likely it was due to a combination of these effects.
If we compare our findings with those of Soto-Faraco et al. (2004) , we find an interesting asymmetry. They found that auditory selective attention could not alter visual influence
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These studies suggest that vision influences audition early in the auditory system, before auditory attention acts. This view is supported by studies showing that viewing articulatory movements can modify activity in primary auditory cortex (Ghazanfar, Maier, Hoffman, & Logothetis, 2005; Pekkola et al., 2005) and even as early as in the brainstem (Musacchia, Sams, Nicol, & Kraus, 2006) . Contrary, we found that visual selective attention did alter visual influence on audition and conclude that vision influenced audition after visual attentional selection. This indicates that vision influences audition late in the visual system.
Visual spatial attention is likely to affect any cortical level that maintains spatial representations, so if integration occurs after spatial attention it is likely to occur at a high cortical level where the receptive fields are very wide. This would be after V1-V4 (Luck, Chelazzi, Hillyard, & Desimone, 1997) . This seems in concordance with lesions studies of audiovisual speech perception which found preserved visual influence on auditory speech even with extensive damage to V1-V4 (Campbell, 1992) and no visual influence on auditory speech perception with a lesion sparing V1-V4 (Campbell, 1996) .
In a magnetoencephalographic study of brain activity in response to visual speech, Nishitani and Hari (2002) showed that early processing occur in occipital areas and then in the Superior Temporal Sulcus (STS). The STS has been identified as an important brain area for audiovisual integration using neuroimaging techniques (Calvert, 2001; Calvert, Campbell, & Brammer, 2000) . It projects to areas containing auditory cortex in primates (Seltzer & Pandya, 1994) . Furthermore, the laminar profile of visual inputs to auditory cortex in primates shows that they are feedback projections from a higher order cortex such as the STS (Schroeder & Foxe, 2005; Schroeder & Foxe, 2002 In addition to phonetic content, auditory and visual speech contain information about emotional valence and the location of the speaker. There is ample evidence that audiovisual integration of these attributes occur and a number of studies have addressed the role of attention, arriving at the conclusion that this type of audiovisual integration seems to be pre-attentive.
Vroomen, Driver and de Gelder studied the effect of performing an auxiliary task while judging the emotional valence of a spoken sentence while seeing a static emotional facial expression (Vroomen, Driver, & de Gelder, 2001) . Whether the task was auditory or visual, the influence of the face on the perception of the emotional valence of the voice remained the same indicating that audiovisual integration was not influenced by selective attention.
Bertelson et al. studied the effect of endogenous attention on the ventriloquist effect, i.e.
illusory displacement of a sound toward a concurrent visual stimulus. In one experiment they demonstrated the ventriloquist effect when a sound was perceived as originating from near the location of a visual stimulus displaced either to the right or to the left (Bertelson, Vroomen, de Gelder, & Driver, 2000) . They also imposed a perceptual task consisting of detecting a change in an auxiliary visual stimulus. The auxiliary visual stimulus was placed either centrally or laterally with the visual stimulus that was synchronized with the auditory stimulus to induce the ventriloquist effect. Observers directed their gaze and thus attention to this auxiliary stimulus to conduct the task.
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Bertelson et al. found no effect of the location of the auxiliary stimulus on the ventriloquist effect indicating that audiovisual integration of spatial location does not depend on gaze direction and thus not on the direction of endogenous attention. In a follow-up study, Vroomen et al. studied the effect of exogenous attention on the ventriloquist effect (Vroomen, Bertelson, & de Gelder, 2001 ). They noted that exogenous attention is a priori more likely to play a role in ventriloquism as the visual stimulus inducing the effect is likely to attract attention as well as perceptually bias the perceived location of the sound. However, Vroomen et al. found no effect of exogenous attention on the ventriloquist effect. Together these two studies provide strong evidence that the integration of spatial information from audiovisual stimuli is a preattentive process. Talsma and Woldorff (2005) studied the effect of spatial attention on audiovisual integration using electroencephalography and non-speech stimuli. They presented auditory, visual or audiovisual stimuli either to the left or right visual hemifield with observers attending to one hemifield. They compared the event-related potentials (ERP) elicited by audiovisual stimuli to the sum of the ERPs elicited by auditory and visual stimuli separately. They found a significant difference which reflects audiovisual interaction effects. Notably, this effect was greater for the attended hemifield indicating that the audiovisual interaction effects were modified by attention. Since Talsma and Woldorff's paradigm is similar to ours and their conclusion opposite, we find it interesting to speculate on the cause of this difference. In Talsma and Woldorff's study, attention was either directed towards the stimulus or away from it. This is likely to affect perception of unimodal auditory and visual stimuli as well as perception of audiovisual stimuli. In accordance, Talsma and Woldorff also reported effects of attention on the ERPs from unimodal auditory and visual stimuli. This could influence the relative reliability of the unimodal percepts, which can have a strong influence on audiovisual integration Warren, 1979) . Therefore, it might only be possible to dissociate attention and audiovisual integration if attention does not strongly influence the reliability of the unimodal auditory and visual stimuli. In our study, spatial attention should not influence the reliability of the auditory stimulus, which was always presented at the same distance from the focus of attention, but attention did
The Role of Visual Spatial Attention in Audiovisual Speech Perception 22/27 change the reliability of the visual stimulus somewhat, because visual /ata/ was not as reliable as visual /aka/. However, this effect was apparently not strong enough to change audiovisual integration. Another possible reason for the differences between the two studies is that different mechanisms may govern attention and audiovisual integration for speech and non-speech stimuli.
In summary, our main results show that visual spatial attention can have a strong 
