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Abstract
We prove observability estimates for oscillatory Cauchy data modulo
a small kernel for n-dimensional wave equations with space and time de-
pendent C2 and C1,1 coefficients using Gaussian beams. We assume the
domains and observability regions are in Rn, and the GCC applies. This
work generalizes previous observability estimates to higher dimensions and
time dependent coefficients. The construction for the Gaussian beamlets
solving C1,1 wave equations represents an improvement and simplification
over Waters (2011).
keywords: control theory, inverse problems, wave equations, observability,
low regularity coefficients, Gaussian beams
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1 Introduction
Significant interest in inverse problems and imaging centers around low-regularity
wave equations. Often times in nature equations governing physical situations
can be irregular and discontinuities are difficult to model. Ray tracing tech-
niques used in geophysics often require C3 coefficients to model the physical
phenomenon. These techniques have been popular with the inverse problems
community [1, 13, 14, 20, 21, 24, 25]. The goal of this article is to introduce
a construction which generalizes the Gaussian beam Ansatz and is suitable for
proving multi-dimensional observability estimates for low regularity equations.
The relationship of these observability estimates to hyperbolic inverse boundary
value problems is clear. One can ’observe’ or recover a source from following the
geometric optics rays from the observation back to the source. This technique
is known as ray-tracing. Our results indicate that in some cases, for practical
applications imaging is still possible. The main theorems extend the observ-
ability estimates of [8] both in dimension and generality of the geometry. We
∗amswaters@rug.nl, Bernoulli Institute, University of Groningen Faculty of Science and
Engineering (FSE)
1
use the observability criterion of Bardos-Lebeau-Rauch, [3] and a non-gliding
hypothesis on the rays.
Specifically, we prove in this paper observability estimates for n-dimensional
classical wave equations with C1,1 and C2 time dependent coefficients. When-
ever the coefficients are in these low regularity classes we establish observability
estimates even though the typical assumption is C3 coefficients. We will give a
precise idea of why this is true when specifying the error estimates for the con-
struction of the approximate solution, or Ansatz solution. This appears to be
the first case in which space and time dependent coefficients are also examined
in the context of observability estimates.
These estimates are proved for one-dimensional wave equations by means
of a uniquely one-dimensional technique [8] called sidewise energy estimates
where the use of space and time are interchanged. We use same idea that the
use of time and arc-length are interchanged which was developed in [27]. This
development seems like a natural generalization of sidewise energy estimates.
In higher space dimensions the problem is more complex and other tech-
niques are required. Bardos-Lebeau-Rauch [3] proved it is necessary and suf-
ficient for observability estimates to hold for wave equation solutions if the
observability region satisfies the geometric control condition.
For this article we assume Ω is a domain in Rn, and Ω0 ⊂ Ω is the observation
region. In general the work of Lebeau showed that control from Ω0 ⊂ Ω (the dual
statement to the existence of the observability constants for the wave equation)
holds for the wave equation under the Geometric Control Condition (GCC):
• There exists L = L(Ω,Ω0) > 0 such that every Hamiltonian ray path of
length L on Ω intersects Ω0.
In one dimension, rays can only travel in a sidewise manner, so this condition
is automatic to verify. However for the higher dimensional case the development
of more complex Ansatzes to trace the ray path in space-time involves C2 [22] or
at minimum C1,1 [26] coefficients. The main novelty of this paper is an Ansatz
which does not require the usual C3 coefficients necessary for the construction
of the localized tail.
For the system in question, observability estimates are known to be verified
in 1d when the coefficients are in bounded variation class, see [9]. Observ-
ability estimates with a loss of derivatives continue to hold for coefficients in
log-Zygmund spaces [8], but fail for Cα [6] with α < 1. In higher dimensions,
Burq extended the observability estimates to C2 time independent coefficients
and C3 domains [5]. For this work, we concentrate on results in the positive
direction, and use an equivalent hypothesis on the geometry of the rays as in [5].
In contrast to previous works, we assume that Cauchy data has an oscillatory
phase part. This assumption could be removed by using the frame in [26], and
this will be reported on in future work.
2
2 Statement of the Main Theorems
We recall the definition of C1,1 coefficients. We say the collection {gjk(x, t)}nj,k=1
with (x, t) ∈ Ω× [0, T ] is C1,1 if the coefficients satisfy a Lipschitz condition in
x and t
|gjk(x, t) − gjk(x′, t′)| ≤M(|t− t′|+ |x− x′|)
and their first derivatives in x satisfy a Lipschitz condition
|∇xgjk(x, t) −∇xgjk(x′, t)| ≤M0|x− x′|
for some positive constantsM,M0 independent of x and t. In general we assume,
the coefficient gjk(x, t) is variable over the set Ω×[0, T ], and equal to δjk outside
a much larger set.
Now we introduce our operator. Let H(x, t, ∂x, ∂t) be a second order hyper-
bolic operator of the form:
H(x, t, ∂x, ∂t) = − ∂
2
∂t2
+
n∑
j,k=1
gjk(x, t)
∂2
∂xj∂xk
. (2.1)
We assume that there exists a constant α0 such that
n∑
j,k=1
gjk(x, t)ξiξj ≥ α0|ξ|2 (2.2)
with gjk(x, t) = δjk on ∂Ω×[0, T ]. Sometimes we will assume the coefficients are
gjk(x, t) ∈ C2(Ω× [0, T ]), or C1,1(Ω× [0, T ]), and we will specify the regularity
as needed.
For x ∈ Ω and ω ∈ TxΩ we denote initial conditions of the system of ODEs
(3.22). We let
SΩ = {(x, ω) ∈ TΩ; |ω| = 1} (2.3)
denote the sphere bundle of Ω. We consider pairs (x0, ω0) for which the bichar-
acteristic flow (3.22) (instead of the geodesic flow) satisfies the GCC. However,
it can be shown that using the coefficients gjk to endow Ω with a metric topol-
ogy so that (g,Ω) is a manifold, that bicharateristic flow and the geodesic flow
on the manifold are equivalent, c.f. the Appendix [27] for this computation.
We define a phase function ψ0(x) as:
ψ0(x) = (x− x0) · ω0 + i|x− x0|2 (2.4)
and consider λ ∈ R+ a large asymptotic parameter. The vectors (x0, ω0) ∈ Rn
are in the admissible set defined above.
We consider the Cauchy problem with Dirichlet boundary conditions:
Hu(x, t) = 0 in Ω× R+t (2.5)
u0 = u(x, 0) = λ
n/4f1(x) exp(iλψ0) u1 =
∂u
∂t
(x, 0) = λn/4f2(x) exp(iλψ0) in Ω
u(x, t) = 0 on ∂Ω× R+t
3
where each function fk(x) ∈ C3(Ω) k = 1, 2 (H3 regularity is also possible with
slightly more work). It is well known under these conditions that this problem is
well-posed for some finite time T , with u ∈ C([0, T ]; H˙10 (Ω))∩C1([0, T ];L2(Ω)),
c.f. Theorem 5 below.
Let Ω0 ⊂ Ω be such that Ω0 satisfies the geometric control condition. Let
Ω ⊂ Ω′ with Ω′ a larger domain. We let the constant C12 be such that C12
depends on T, diamg(Ω), α0 and ||gjk(x, t)||C2(Ω×[0,T ]) only. We also let C22 be
such that it depends on ||f1||C3(Ω)+||f2||C2(Ω), diamg′(Ω′), α0, ||gjk(x, t)||C2(Ω×[0,T ]),
and T .
We have the following theorem, provided the set Ω0 ⊂ Ω satisfies the GCC.
Theorem 1. Assume that gjk(x, t) are C2(Ω×[0, T ]), then for every ǫ > 0 there
exists nonzero constants C12 and C22 as above such that for all λ sufficiently
large:
||u0||L2(Ω) + ||u1||H−1(Ω) ≤ C12||u||L2(Ω0×[0,T ]) +
C22
λ1/3
+ C22C2(ǫ) (2.6)
where C2(ǫ) is a positive constant depending on ǫ such that C2(ǫ)→ 0 as ǫ→ 0.
Corollary 1. As ǫ→ 0 and λ→∞, this gives a perfect observability estimate:
||u0||L2(Ω) + ||u1||H−1(Ω) ≤ C12||u||L2(Ω0×[0,T ]) (2.7)
We let the constant C11 be such that C11 depends on T, diamg(Ω), α0,
and ||gjk(x, t)||C1,1(Ω×[0,T ]) only. We also let C21 be such that it depends on
||f1||C3(Ω) + ||f2||C2(Ω), diamg′(Ω′), α0, ||gjk(x, t)||C1,1(Ω×[0,T ]) and T .
Theorem 2. Assume that gjk(x, t) are C1,1(Ω× [0, T ]). For every ǫ > 0, there
exists constants C11 and C21 such that for all λ sufficiently large
||u0||L2(Ω) + ||u1||H−1(Ω) ≤ C11||u||L2(Ω0×[0,T ]) +
C21
λ1/3
+ C1(M0) (2.8)
where C1(M0) is a positive constant depending on M0 such that C1(M0)→ 0 as
M0 → 0.
Corollary 2. As M0 → 0, and λ → ∞ this gives a perfect observability esti-
mate:
||u0||L2(Ω) + ||u1||H−1(Ω) ≤ C11||u||L2(Ω0×[0,T ]) (2.9)
Even though the second theorem requires less regularity, we show both Theo-
rems for completeness because the computations will indicate that the higher the
regularity the sharper the estimates. Moreover, if the modulus of continuity for
the derivative of the metric is too large in the case of C1,1 coefficients, estimates
are not possible. In the second corollary, the equation is close to ∂2t u−∆u = 0,
for which the beamlets have a phase function solving the equation exactly.
4
3 Ansatz Construction
If the reader is expecting a typical Ansatz to the wave equation, that will not be
found here as C3 coefficients are necessary for easy control over the error terms,
thus increasing the complexity of the construction. We modify the existing con-
struction for Gaussian beams to low regularity coefficients. Gaussian beams are
asymptotically valid high frequency solutions to hyperbolic differential equations
which are concentrated on a single physical curve in the domain. One can extend
them to dispersive equations such as the Schrodinger equation. Superpositions
of Gaussian beams also provide a powerful tool to generate more general high
frequency solutions which are not necessarily concentrated on a single curve.
We present a systematic construction of Gaussian beam super-positions for the
wave equation, with the caveat that we have extremely low regularity coeffi-
cients. Geometric optics breaks down at caustics where the rays concentrate
and the predicted amplitude is unbounded. The consideration of such diffi-
culties which are caused by caustics starting with Keller [15] and then Maslov
and Fedoriuk [19] which leads to the development of Fourier integral operators
given by Hormander [11]. As such, we follow the parametrix construction in [7]
Section 64 losely, which is based on this Fourier integral operator construction.
The major differences are that we have to be more careful about the treatment
of our error terms, and we continue the construction to include the Gaussian
beam tails.
We let H0 be the principal symbol of the operator (2.1). One can factor the
symbol as
H0(x, t, ξ, τ) = (τ − λ1(x, t, ξ))(τ − λ2(x, t, ξ)) (3.1)
where the roots are
λ1 =
√√√√ n∑
j,k=1
gjk(x, t)ξjξk λ2 = −
√√√√ n∑
j,k=1
gjk(x, t)ξjξk. (3.2)
We now proceed to construct a parametrix to (2.5).
Theorem 3. Assume gjk(x, t) are C2(Ω × [0, T ]), then for every ǫ > 0 and
λ = λ(ǫ) sufficiently large, there is an approximate solution Uλ(x, t) to the
problem (2.5) such that
||u− Uλ(x, t)||L2(Ω×[0,T ]) ≤ C22C2(ǫ) (3.3)
where C22 depends on ||f1||C3(Ω)+||f2||C2(Ω), diamg′(Ω′), T , α0 and ||gjk(x, t)||C2(Ω×[0,T ]).
In particular, we have that C2(ǫ)→ 0 as ǫ→ 0
and also
Theorem 4. Assume gjk(x, t) are C1,1(Ω × [0, T ]). For every ǫ > 0 and λ(ǫ)
sufficiently large, there is an approximate solution Uλ(x, t) to the problem (2.5)
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such that
||u − Uλ(x, t)||L2(Ω×[0,T ]) ≤ C1(M0) +
C21√
λ
(3.4)
where C21 depends on ||f1||C3(Ω)+||f2||C2(Ω), diamg′(Ω′), T , α0 and ||gjk(x, t)||C1,1(Ω×[0,T ]).
Recall that M0 is the modulus of continuity for ∇xgjk(x, t). In particular, we
have that C1(M0)→ 0 as M0 → 0.
We call the factor M0 the relative error in the problem. It is not possible to
obtain the second set of estimates without the relative error.
We concentrate on the C2 coefficient case first. We look for a solution to
(2.5) of the form
Uλ(x, t) =
2∑
j=1
2∑
k=0
λn/4ajk(x, t, η) exp(iψj(x, t, η)) (3.5)
where ajk(x, t, η) ∈ C3(Ω× [0, T ]), and η = λω0, with λ ∈ R+ and ω0 ∈ Rn such
that |ω0| = 1. We let vj(x, t, η) ∈ C3(Ω× [0, T ]) be the correction terms in the
equation, that is
u(x, t) = Uλ(x, t) + λ
n/4
2∑
j=1
vj(x, t, η) exp(iψj(x, t, η)) (3.6)
Substituting (3.5) into (2.5) and grouping the powers of η we get the follow-
ing set of equations
H0(x, t, ψjx, ψjt) = 0 j = 1, 2
∂H0(x, t, ψjx, ψjt)
∂ξ0
∂aj0
∂t
+
n∑
k=1
∂H0(x, t, ψjx, ψjt)
∂ξk
∂aj0(x, t, η)
∂xk
+
(
H0(x, t,
∂
∂x
,
∂
∂t
)ψj
)
aj0
(3.7)
Ljajk = −iH(x, t, ∂x, ∂t)aj,k−1 k ≥ 1, j = 1, 2
where Lj is the operator on the left and side of the second equation in (3.7). We
need to be able to solve these equations to some order along a centralised curve.
To this end, it helps if we use Cauchy data for (2.5) with Gaussian packets
rather than non-oscillatory L2 functions.
In order to find the Cauchy conditions we look at the following initial con-
ditions on ajk j = 1, 2. We obtain
2∑
j=1
2∑
k=0
ajk(x, 0, η) = f1(x) (3.8)
iψ1t(x, 0, η)
2∑
k=0
a1k(x, 0, η) + iψ2t(x, 0, η)
2∑
k=0
a2k(x, 0, η)+
2∑
j=1
2∑
k=0
∂ajk(x, 0, η)
∂t
= f2(x) (3.9)
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Because ψj(x, 0, η) = λj(x, 0, η) for j = 1, 2 we can find a10(x, 0, η) and
a20(x, 0, η) as the unique solution of the algebraic 2× 2 system
a10(x, 0, η) + a20(x, 0, η) = f1(x) (3.10)
iλ1(x, 0, η)a10 + iλ2(x, 0, η)a20 = f2(x) (3.11)
as the determinant of this system λ2 − λ1 6= 0, for all x, t, η 6= 0. We determine
ajk(x, 0, η) from the equations
a1k(x, 0, η) + a2k(x, 0, η) = 0 (3.12)
iλ1(x, 0, η)a1k + iλ2(x, 0, η)a2k = −∂a1,k−1(x, 0, η)
∂t
− ∂a2,k−1(x, 0, η)
∂t
1 ≤ k ≤ 2
We see that
HUλ(x, t) =
2∑
j=1
λn/4tj(x, t, η) exp(iψj) (3.13)
if we set u− Uλ(x, t) = w(x, t, η) then it follows
Hw(x, t, η) = −
2∑
j=1
λn/4tj(x, t, η) exp(iψj) (3.14)
w(x, 0, η) = 0
∂w(x, 0, η)
∂t
= −λn/4tj(x, 0, η) exp(iψj).
In order to bound the errors, we recall the following somewhat classical energy
estimate. Let u be a solution to the system with f(x, t) ∈ L2(Ω × [0, T ]),
u0 ∈ H1(Ω) and u1 ∈ L2(Ω).
Hu = f(x, t) in Ω× [0, T ] (3.15)
u(x, 0) = u0 ∂tu(x, 0) = u1 in Ω
u(x, t) = 0 on ∂Ω× [0, T ]
The following holds for the above Cauchy problem
Theorem 5. There exists C depending on α0 and ||gjk||C1,1(Ω×[0,T ]) and A˜1
depending on ||gjk||C1,1(Ω×[0,T ]) such that
||u||C([0,T ];H˙1(Ω))∩C1([0,T ];L2(Ω)) ≤ (3.16)
C
(||u0||H1(Ω) + ||u1||L2(Ω) + ||f(x, t)||L2(Ω×[0,T ])) exp(A˜1T ).
This particular variant is an exercise in integration by parts but one could c.f.
Liones and Magenes [18]. In order to obtain the desired result, one needs to gain
precision over tj for j = 1, 2 in order to use the energy estimate above. These
estimates are where we use the regularity hypothesis to build our Gaussian
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beam. We chose the phase functions ψj to be real valued along the curve
x = x(t), and we fix the initial value of the phase function as
ψ(0, x, η) =
(
i|x− x0|2/2 + (x− x0) · ω0)
∣∣ η|. (3.17)
We assume ψ is positive homogeneous of degree one in |η|, so we can write
ψ(x, 0, η) = |η|ψ˜(0, x, ω0) = λψ˜(x, 0, ω0) = λψ0 (3.18)
We now work with ψ˜ and drop the tilde everywhere where it is understood.
We show we can write the phase function in a Taylor series.
Lemma 1 (from [27]). Given initial conditions (3.17), for β = 1, 2 we have
ψ1β(x, t) = (x− x(t)) · ω(t) ψ2β(t, x) = Mlj(t)(x − x(t))l(x − x(t))j
where M(t) is a matrix such that ℑM(t) is positive definite, and ψβ(t, x) =
ψ1β(x, t) + ψ
2
β(x, t) solves the eikonal (first equation in (3.7)) to order o(|x −
x(t)|2).
The first equation in (3.7) can be recast in the following form
ψ1t = h(x, t, ψ1x). (3.19)
Working backwards (and suppressing the 1 where it is understood, same is true
for 2 but with λ2 as the root of (3.7)), if we differentiate the equation (3.19)
with respect to x we obtain the following relations
ψtxj − hpi(x, t, ψx)ψxixj = hxj (x, t, ψx) (3.20)
ψtt − hpi(x, t, ψx)ψxit = 0
ψtxjxk − hpi(x, t, ψx)ψxixjxk =
hxjxk(x, t, ψx) + hxjpi(x, t, ψx)ψxixk + hxlpi(x, t, ψx)ψxixj + hpipm(x, t, ψx)ψxixjψxmxk .
To simplify this set of relations we consider the matrices A, B and C which are
defined with entries as follows:
Aij = {hxixj (x(t), t, ω(t))} (3.21)
Bij = {hxipj (x(t), t, ω(t))}
Cij = {hpipj (x(t), t, ω(t))}.
If we set ∇xψ(t, x(t)) = ω(t) then the equations we know that the phase must
satisfy (3.20) along the path {(t, x(t)) : 0 ≤ t ≤ T } become
dx(t)
dt
= −hp(x(t), t, ω(t)) dω(t)
dt
= hx(x(t), t, ω(t))
dψ
dt
(x(t), t) = 0
(3.22)
dM
dt
= A+BM +MBt +MCM (3.23)
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The last equation (3.23) is a matrix Riccati equation associated to (3.22). It
is a non-linear equation which is not always well-posed. From the equation
ψt(x(t), t) = 0 in (3.22), and the initial condition, this implies ψ(x(t), t) =
x(t) · ω(t) and ψ1(t) = ω(t) as claimed. The crucial choice is therefore the
Hessian, M(t) which is associated to the second order terms in (x − x(t)). We
chose the initial condition M(0) = iI. We also associate the matrices Y (t)
and N(t) to the Hessian M(t). Now we let Y (t) and N(t) satisfy the following
system:
dY
dt
= −BtY − CN dN
dt
= AY +BN (3.24)
(Y (0), N(0)) = (I, iI)
We claim whenever (Y (t), N(t)) is a solution to (3.24), then Y (t) is invertible,
and the solution M(t) = N(t)Y −1(t) to (3.23) exists for all bounded time in-
tervals, if and only if M(t) is positive definite. With the given initial conditions
(3.17), this is equivalent to the claim we can find a phase function such that
ℑM(t) is positive definite. The compassion is now standard in the literature
and we will not include it here, for details, see [27], Theorem 1, or [22].
Now we proceed to find the coefficients aj(x, t) of the beam. The linear oper-
ator L is the transport operator which acts on functions a(x, t) in the following
manner
La = 2ψtat − 2gklψxkaxl + (gψ)a.
It is natural to consider aj(x, t) as a sum of homogeneous polynomial with
respect to x− x(t) as well, so we Taylor expand
aj(x, t) =
∑
0≤l
aj,l(t)(x − x(t))l. (3.25)
The natural number l, depends on the regularity of the coefficients and the
regularity of the gjk. For our purposes, we only use l = 0 which suffices for this
article. From this identity we can match up term in our Taylor series expansion.
Using (3.22), we obtain a differential equation for aj,l(t);
d
dt
aj,l(t) + r(t)aj,l(t) = Fj,l(t). (3.26)
The right hand side is a homogenous polynomial of order l in x − x(t) which
depends on aj,l(t) and ψj . The factor r(t) comes from computing Hψ along
the curves (3.22). We obtain ordinary differential equations defining aj,l(t) as
follows
d
dt
aj,l(t) +
(
d
dt
σ(t)
)
aj,l(t) = Fj,l(t).
for some σ(t) such that r(t) = dσ(t)dt . Solutions to these equations are given by
aj,l(t) = σ(t)

aj,l(0) +
t∫
0
σ−1(s)Fj,l(s) ds

 (3.27)
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A lengthy computation in [7], Section 64.3 gives
σ(t) =
1√
|∂x(t)∂x0 |
exp

 t∫
0
F (x(s), s) ds

 (3.28)
with
F (x, t) = − 1
ψt(x, t)
n∑
p,k=1
gpkxk(x, t)ψxp −
1
4ψ2t
n∑
p,k=1
gpkt (x, t)ψxpψxk (3.29)
When finding σ(t), evaluating at x = x(t), we note that on null bicharacteristics
∇ψ = ω(t) and ψt = λi(t, x(t)), i = 1, 2.
Lemma 2. We can write
a0(t, x) = σ(t)a(0, x) +O(|x − x(t)|).
with σ(t) given by (3.28) above.
Proof. We can compute the first few terms given by (3.27). For the case of C2
coefficients the error terms above are correct and make sense. Since we know
that F0,0 = 0, we compute
a0,0(t) = a0,0(0)σ(t). (3.30)
Assuming that H(x, t, ξ, τ) = H(∞, t, ξ, τ) for |x| > R, then w ≡ 0 for all
|x| > R. Assuming diam(Ω′) > R, w satisfies the hypothesis of Theorem 5.
Inserting Uλ(x, t) into the wave equation we now consider the sets
Aλ = {x ∈ Ω′ : |x− x(t)| ≤
√
Bλ−1/2}
Acλ = {x ∈ Ω′ : |x− x(t)| >
√
Bλ−1/2}
where B is a fixed positive constant.
From Taylor’s theorem, assuming gjk(x, t) has two derivatives, the phase can
be expanded to second order around |x− x(t)| with error which is o|x− x(t)|2.
The usual error is O|x − x(t)|3 for a two term expansion of a C3 phase. The
higher the regularity, the better the error estimates in Taylor’s theorem, and
the more accurate the Ansatz construction.
Applying these definitions we see that
Lemma 3. In the set Aλ, each tj j = 1, 2 can be bounded as
tj = O(ǫλ2|x− x(t)|2) +O(ǫλ|x− x(t)|) (3.31)
and in Acλ
tj = O(λ2|x− x(t)|2) +O(λ|x − x(t)|). (3.32)
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Proof. The first order terms depend on the C2 norm of gjk and the L2(Ω ×
(0, T ))) norm of a(x, t), from solving (3.7) up to o(|x − x(t)|), using the Peano
form of the remainder in Taylor’s theorem. The second order terms depend on
the C2 norm of gjk and the H3(Ω × (0, T )) norm of a(x, t), from solving (3.8)
up to o|x − x(t)|. Here for the first terms, we have used the Peano form of
the remainder, from Taylor’s Theorem. When we reformulate the remainder
this states that that ∀ǫ > 0 there exists a λ(ǫ) sufficiently large so that for the
remainder, say r2(x), we have that
|r2(x)| ≤ ǫ|x− x(t)|2 (3.33)
whenever |x − x(t)| ≤ √Bλ−1/2 provided λ ≥ λ(ǫ). Away from this region, in
Acλ it is possible to approximate the remainder, but only to O|x − x(t)|2. This
is computation is the similar for the transport equation, whence the Lemma is
proved.
Proof of Theorem 3. We make the definitions:
∞∫
b
exp(−x2) dx = erfc(b)
b∫
0
exp(−x2) dx = erf(b) (3.34)
We know that the exponential function admits the following asymptotics:
erfc(b) =
exp(−b2)
2b
+O
(
exp(−b2)
b3
)
(3.35)
from Example 4 on page 255 of [4], whenever b is sufficiently large.
We now proceed to estimate
λn/2tj exp(iλψj) (3.36)
in L2(Ω′) norm. We know
λn/2
∫
Aλ
ǫ|x− x(t)|2λ2 exp(−λ|x− x(t)|2) + ǫλ|x− x(t)| exp(−λ|x− x(t)|2) dx
(3.37)
≤ Cλ
(
Bǫ+
√
Bǫ√
λ
)
erf(
√
B)
with C independent of λ and ǫ.
We also have that
λn/2
∫
Ac
λ
|x− x(t)|2λ2 exp(−λ|x− x(t)|2) + λ|x − x(t)| exp(−λ|x− x(t)|2) dx ≤
(3.38)
Cλerfc(
√
B)
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with C independent of λ and ǫ depending on diam(Ω′) and t.
Combining, (3.38) and (3.37), after making the change of variables
√
M(t)|x−
x(t)| → |x− x(t)|, one sees that for B, λ > 1,
||λn/4tj exp(iλψj)||L2(Ω′) ≤ Cλ
(
Bǫ+ erfc(
√
B)
)
(3.39)
with C independent of λ and ǫ depending on diam(Ω′) and t.
Moreover one has that using the energy estimates in Theorem 5 and the
asymptotic (3.35)
||w(x, t)||H˙1
0
(Ω′×(0,T )) ≤
T∫
0
2∑
j=1
||λn/4tj exp(iψj)||L2(Ω′) dt ≤ C22λ (Bǫ + exp(−B))
(3.40)
from which it follows from the form of the remainder:
||w(x, t)||L2(Ω′×[0,T ])) ≤ C22 (Bǫ+ exp(−B)) (3.41)
The constant B is arbitrary, so we can take the minimum in B of the right hand
side (∼ log(ǫ−1)) to reach the desired conclusion.
Instead of the Gaussian beam tail, we no longer have the ability to construct
the Hessian matrix. We use as our initial data as before
(x− x0) · ω0 + i|x− x0|2 (3.42)
but we propagate it as
(x− x(t)) · ω(t) + i|ω(t)||x− x(t)|2) (3.43)
In order to prove Theorem 4 we need to be able to solve the eikonal only to
first order. We apply the operatorH to the function and we obtain the following
error terms.
Lemma 4. We have that
|H0(t, x, ψx, ψt)| ≤ 10M0|ω(t)|2|x− x(t)|2
Proof. This is a refinement of Lemma 3 in [26], . As H0(t, x, ψx, ψt) is positive
homogeneous of degree two in |ω(t)|, we start by showing on nul-bicharacteristics
(t, x(t))
∇xH0(t, x(t), ψx(t, x(t)), ψt(t, x(t))) = 0.
and then refine the o(|x − x(t)|) terms from the Peano form of the remainder.
Computing ∇xH0(t, x, ψx, ψt),
∂
∂xj
H0(t, x, ψx, ψt) = H0xj +H0ξlψxlxj +H0τψtxj . (3.44)
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Dividing (3.44) by 2λ1 or (2λ2) and substituting the equations in (3.22) into
the right hand side of (3.44) we obtain for the right hand side of (3.44)
− dωj
dt
+
dxl
dt
ψxlxj + ψtxj (3.45)
As ψxj (t, x(t)) = ωj(t), differentiating ωj(t) with respect to t we have
dωj
dt
=
dxl
dt
ψxlxj + ψtxj . (3.46)
Substituting (3.46) into (3.45) implies (3.45) is 0, which happens if and only if
(3.44) vanishes on nul-bicharacteristics.
We can now write
H0(x, t, ψx(t, x), ψt(t, x)) = (3.47)
H0(x(t), t, ψx(t, x(t)), ψt(t, x(t))) +∇xH0(x(t), t, ψx(t, x(t)), ψt(t, x(t)))+
r1(x)|x − x(t)|
We abbreviate H0(x(t), t, ψx, ψt) = H0(x(t)) We note then that if h = x− x(t),
the remainder r1(x) is then
r1(x) =
H0(x(t) + h)−H0(x(t))
h
−∇xH0(x(t)) (3.48)
The result will follow if we can prove
|r1(x)| ≤ 10M0|ω(t)|2h (3.49)
because we just showed ∇xH0(x(t)) = 0 and H0(x(t)) = 0 by definition of the
ODE’s (3.22). The mean value theorem applied to (3.48) implies that it suffices
to prove for some c ∈ (0, h)
|∇xH0(x(t) + c)−∇xH0(x(t))| ≤ 10M0h|ω(t)|2 (3.50)
But this is follows as setting x(t) + c = c˜, we have that∣∣∣∣∣∣∇x

∑
jk
gjkψxjψxk

 (c˜)−∇x

∑
jk
gjkψxjψxk

 (x(t))
∣∣∣∣∣∣ ≤ 2M0|ω(t)|2h
(3.51)
where we used the fact we can expand ψxjψxk one term in x, and also∣∣∇x(ψ2t )(c˜)−∇x(ψ2t )(x(t))∣∣ ≤ 2M0|ω(t)|2h (3.52)
which follows by a short computation writing down the explicit form of ψt, and
using (3.22), with ψt(t, x(t)) = λ1(t, x(t)).
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Proof of Theorem 4. We then claim that Uλ is a parametrix solution to (2.5),
but the phase functions now have the special form above in (3.43). In particular,
using the Peano form of the remainder, but this time with only 1 term in the
Taylor expansion, the error term from solving (3.7) is then
λn/2
∫
Aλ
M0λ
2|x− x(t)|2 exp(−λ|x− x(t)|2) dx ≤ CλBM0 (3.53)
and
λn/2
∫
Ac
λ
λ2|x− x(t)| exp(−λ|x− x(t)|2) dx ≤ Cλerfc(−
√
B) (3.54)
and the other terms from solving the transport equation (3.8) are bounded in a
similar way. From Theorem 5 and Corollary 2, we can again conclude the desired
result after using the asymptotic for the error function (3.35) and minimising
in B.
4 Proof of Observability Estimates
We can write ||u||2L2(Ω0×[0,T ]) as
λn/2
T∫
0
∫
Ω0

 2∑
j=1
(a0jl exp(iλψjl)


2
dx dt+ El (4.1)
where l denotes the regularity of the coefficients, with l = 1 corresponding
to C1,1 coefficients and l = 2 corresponding to C2 coefficients. The term El,
l = 1, 2 is bounded by Theorems 4 and 3 respectively. The cross terms involving
exp(iλψ1)exp(iλψ2) are oscillatory and can be discarded by stationary phase.
Indeed, separating the phase into real and imaginary parts, applying Lemma 8
and using the integrals (5.7), gives
|λn/2
∫
a01la02l exp(iλψ1)exp(iλψ2) dx| ≤ C√
λ
||a01la02l||C1(Ω) (4.2)
with C depending on Ω, and ||gjk||C1,1 . We use the fact that
(b − d)2 + (b+ d)2 = 2(b2 + d2) (4.3)
along with the initial conditions to conclude
λn/2
T∫
0
∫
Ω0
σ2l (t)
(
f21 (x(0)) +
f22 (x(0))
λ21(0, x(0))
)
exp(−λβl(t)|x − x(t)|2) dx dt ≤
(4.4)
||u||2L2(Ω0×[0,T ]) + El
where β2(t) = 2ℑM(t) and β1(t) = |ω(t)|. Now we need the following Lemmas:
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Lemma 5. We have that σl(t)(βl(t))
n/2 = Cl(t) > 0 with l = 1, 2 and σl(t)
given by (3.28).
Proof. We need to solve Hψ = 0 to first order around x(t), as indicated earlier.
The inequalities are direct as σl(t), is positive for both l = 1, 2 and |ω(t)| is
positive and ℑM(t) is positive definite. We also remark that the inequality for
l = 2 can also be found as a result of [17], Lemma 2.58.
Proof of Theorem 2. Whenever x ∈ Acλ the main term is small, as we know that
λn/2
∫
Ac
λ
∩Ω0
exp(−λ|x− x(t)|2) dx dt ≤ erfc(
√
B) (4.5)
if B = Bmin(ǫ).
If x ∈ Ω0 ∩ Aλ then necessarily x(t) ∈ Ω0 as λ → ∞. We know that
x(0) 7→ x(t) is connected, as x(t) traces out a continuous curve. Thus the GCC
is automatically satisfied to get any meaningful estimate. One necessarily has
C2(T )f
2
1 (x(0))erf(
√
B) ≤ ||u||2L2(Ω0×[0,T ]) + E2 (4.6)
and similarly for f22 (x(0))/λ
2
1(0, x(0)), with C2(T ) =
T∫
0
C2(t) dt.
We now obtain
C2(T )
(
f21 (x(0)) +
f22 (x(0))
λ21(0, x(0))
)(
erf
√
B − erfc
√
B
)
≤ ||u||2L2(Ω0×[0,T ]) + C21C2(ǫ)
(4.7)
When B = Bmin(ǫ), then the factor
(
erf
√
B − erfc
√
B
)
= 1− 2erfc
√
B is very
nearly 1, by the asymptotic (3.35). Applying the convergence Lemma 6 in the
appendix to approximate f21 (x(0)) and f
2
2 (x(0))/λ
2
1(0, x(0)) gives the desired
result.
Proof of Theorem 2. The steps of the proof follow exactly the same using the
appropriate inequality in Lemma 5, except for the fact that the error term E1
is now bounded by C1(M0) with C1(M0)→ 0 as M0 → 0. Thus, the parameter
M0 takes the place of the parameter ǫ in the above proof.
5 Appendix: Convergence Lemmas
We prove the following, similar to [27]:
Lemma 6. Let h(t, x) ∈ C1((0, T )×O), where O is an open subset of Rn and
B be a symmetric nonsingular matrix such that ℜB ≥ 0, if x(t) is a continuous
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curve defined in terms of t in O, then we have the following uniform estimate∣∣∣∣∣∣
(
λ
π
)n
2
(detB)
1
2
∫
O
exp (〈−λB(x− x(t)), (x − x(t)〉) h(t, x) dx − h(t, x(t))
∣∣∣∣∣∣ <
(5.1)(
2λσ√
λ
+ 4erfc(−λ2σ)
)
||h(t, x)||C1((0,T )×O)
with σ ∈ (0, 1/6).
Proof. The assumption that h(t, x) is in C1([0, T ]×O) implies that h(t, x) is lo-
cally uniformly Lipschitz continuous with Lipschitz constant ||h(t, x)||C1((0,T )×O).
We set ǫ = λσ−1/2 ||h(t, x)||C1((0,T )×O). We know that for η = λσ−1/2, if x is
such that |x− x(t)| < η, this implies
|h(t, x)− h(t, x(t))| < 2 λ
σ
√
λ
||h(t, x)||C1((0,T )×O)
Using change of variables, we then obtain the bounds∣∣∣∣∣∣
(
λ
π
)n
2
(detB)
1
2
∫
O
exp (〈−λB(x− x(t)), (x − x(t)〉) h(t, x) dx − h(t, x(t))
∣∣∣∣∣∣ <
2λσ√
λ
||h(t, x)||C1((0,T )×O)
∫
|y|≤Cη
(
λ
π
)n
2
exp(−λ|y|2) dy+
2 ||h(t, x)||C0((0,T )×O)
∫
Cη<|y|<∞
(
λ
π
)n
2
exp(−λ|y|2) dy ≤
(
2λσ√
λ
+ 4erfc(−λ2σ)
)
||h(t, x)||C1((0,T )×O)
Here we notice that normalization factor of (detB)1/2 makes the Gaussian kernel
normalized to 1.
We recall the following elementary Lemmas
Lemma 7. Suppose Ω ⊂ Rn is open, f : Ω → R is C∞, p ∈ Ω and ∇f(p) 6=
0. Then there are neighborhoods U and V of 0 and p respectively and a C∞
diffeomorphism G : U → V with G(0) = p and
f ◦G(x) = f(p) + xn (5.2)
We also see that
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Lemma 8. Let φ be a real valued C∞ function and let v be a C∞0 function and
define
I(λ) =
∫
exp(−πiλφ(x))a(x)v(x) dx (5.3)
here λ > 0 is a large scalar and a(x) ∈ WN,1(Ω). Suppose Ω ⊂ Rn is open,
φ : Ω → R is C∞, p ∈ Ω and ∇φ(p) 6= 0. Suppose that v ∈ C∞0 has its support
in a sufficiently small neighborhood of p then
∀N, ∃Cn : |I(λ)| ≤ CNλ−N (5.4)
and furthermore CN depends only on bounds for N + 1 derivatives of φ, the
WN,1(Ω) norm of a(x) and a lower bound for |∇φ(p)|.
Proof. Let φ1 = φ2 ◦G where G is a smooth diffeomorphism. Then we have∫
exp(−πiλφ2(x))a(x)v(x) dx =∫
exp(−πiλφ1(G−1x))a(x)v(x) dx =∫
exp(−πiλφ1(y))a(Gy)v(Gy)d(Gy) =∫
exp(−πiλφ1(y))a(Gy)v(Gy)|JG(y)| dy
where JG is the Jacobian determinant. The straightening lemma and the cal-
culation reduce this to the case where φ(x) = xn + c. In this case, letting
en = (0, ..., 0, 1) we have
I(λ) = exp(−iπλc)aˆv(λ
2
en) (5.5)
and this has the requiste decay as
D̂αf(ξ) = |ξ|αfˆ(ξ) (5.6)
We recall the following set of 1-dimensional Gaussian integrals
∞∫
0
x2n exp(−ax2) dx =
√
π
a
(2n− 1)!!
an2n+1
∞∫
0
x2n+1 exp(−ax2) dx = n!
2an+1
(5.7)
∞∫
−∞
x2n exp(−ax2) dx =
√
π
a
(2n− 1)!!
(2a)n
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