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We study the worst case complexity of solving problems for which information
is partial and contaminated by random noise. It is well known that if information is
exact then adaption does not help for solving linear problems, i.e., for approximating
linear operators over convex and symmetric sets. On the other hand, randomization
can sometimes help significantly. It turns out that for noisy information, adaption
may lead to much better approximations than nonadaption, even for linear problems.
This holds because, in the presence of noise, adaption is equivalent to randomization.
We present sharp bounds on the worst case complexity of problems with random
noise in terms of the randomized complexity with exact information. The results
obtained are applied to the d-variate integration and Ly-approximation of functions
belonging to Ho¨lder and Sobolev classes. Information is given by function evalua-
tions with Gaussian noise of variance s 2. For exact information, the two problems
are intractable since the complexity is proportional to (1/«)q where q grows linearly
with d. For noisy information the situation is different. For integration, the «-
complexity is of order s 2/«2 as « goes to zero. Hence the curse of dimensionality
is broken due to random noise. for approximation, the complexity is of order
s 2(1/«)q12 ln(1/«), and the problem is intractable also with random noise.  1996
Academic Press, Inc.
1. INTRODUCTION
Many complexity results have been obtained for different settings of
information-based complexity (IBC). Interested readers are referred to the
monographs and references given in Traub et al. (1988), Novak (1988),
Werschulz (1991), and Plaskota (1996a). In these settings, usually exclu-
sively deterministic assumptions (worst case setting) or exclusively stochas-
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tic assumptions (average case setting) on problem elements and on informa-
tion noise are made.
In this paper, we consider a setting in which the deterministic assumption
on the problem elements is mixed with the stochastic assumption on the
noise. The error and cost of algorithms are defined by averaging over the
noise and by taking supremum over all problem elements; see Section 2.
Since these assumptions are typically made by statisticians, we will call this
setting statistical.
In the statistical setting, usually optimal algorithms for given information
are studied. See, e.g., Ibragimov and Hasminski (1984), Speckman (1985),
Nussbaum (1985), Golubev and Nussbaum (1990), Korostelev (1993),
Donoho (1994a, 1994b), or Donoho et al. (1995). There are, however, some
IBC topics that have not been studied so far in the statistical setting. For
instance, the questions of how much adaption and randomization help
have been open. Therefore the computational complexity has not been
addressed. We believe that this has not been caused by the lack of interest,
but rather by the difficulty of studying these questions.
The analysis of the statistical setting leads to surprising results, especially
for those familiar with typical results in other settings. For instance, it is
well known that, in the worst case setting without noise or with deterministic
noise, adaptive (sequential) information is not better than nonadaptive
(parallel) information for linear problems, i.e., for approximating linear
operators over convex and symmetric sets; see, e.g., Traub and Woz´niakow-
ski (1980) and Plaskota (1996a). This result extends to other settings such as
the average case and probabilistic setting; see Wasilkowski (1986). Adaption
also does not help for many typical problems in the randomized setting;
see Novak (1988).
Recently, it has been noticed in Plaskota (1996b) that in the statistical
setting adaption may significantly help for approximating integrals of multi-
variate functions belonging to a convex and symmetric set. Furthermore,
the error of a specially designed adaptive algorithm is much smaller than
the minimal error that can be attained by using exact information; see
Example 1.
The explanation of this phenomenon is simple. The presence of random
noise makes it possible to generate random numbers. This, together with
adaption, allows us to mimic Monte Carlo. Hence, although we use a
deterministic adaptive algorithm, its error is as in the randomized setting.
Since this ‘‘trick’’ does not work for nonadaption, adaption helps in the
statistical setting as much as Monte Carlo outperforms nonadaptive deter-
ministic algorithms.
We stress that noisy information and exact information correspond to
different definitions of error. For noisy information, for any problem ele-
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ment we consider the average error over the noise which can be much
smaller than the worst case error corresponding to exact information.
In the present paper, we focus on computational complexity of problems
in the statistical setting. Our goal is to give some general as well as concrete
complexity bounds for multivariate problems.
The computational complexity of a problem depends on the notion of
cost. In this paper, by cost we mean for simplicity the information cost, i.e.,
the cost of collecting information. Hence, for given « . 0, the «-complexity
is the minimal cost of information from which it is possible to find an
approximate solution with error at most «.
Obviously, one could also study the total cost including the combinatory
cost of combining information and using a version of a real number model
(machine) with an oracle; see, e.g., Blum et al. (1989), Novak (1995), and
Traub et al. (1988). However, as the information cost dominates the combi-
natory cost, this would not lead to essentially different complexity formulas
for the multivariate problems considered in this paper.
When studying complexity, the questions whether adaption or random-
ization help become very important. It turns out, see Theorem 1, that
in the statistical setting we can mimic any randomized algorithm by a
deterministic adaptive algorithm. Hence the notions of adaption and ran-
domization coincide and, in particular, adaption helps as much as random-
ization. We can symbolically write that, in the statistical setting,
adaption ; randomization.
Clearly, one can also use randomization in the statistical setting. However,
nothing can be gained since adaption for deterministic algorithms is equiva-
lent to randomization. Thus we have a complete different situation than
for exact information. In the latter case, adaption does not help for linear
problems, but randomization can help significantly.
Since any deterministic algorithm using information with random noise
can be viewed as randomized algorithm with exact information, a lower
bound on the «-complexity in the statistical setting is provided by the «-
complexity in the randomized setting with exact information; see Theorem
2. The difference between the noisy and exact information cases may be
in general arbitrarily large; see Example 2. However, for some problems
this difference almost disappears. In such cases, we can show sharp upper
bounds using also the complexity in the randomized setting; see Theorem 3.
The results obtained are applied to find the «-complexity of d-variate
integration and Ly-approximation of functions belonging to a ball of one
of the Ho¨lder spaces Cra(D) or Sobolev spaces W rp(D) with D 5 [0, 1]d.
Information is given by observations of function values with Gaussian noise
of variance s 2 . 0. It is known that for deterministic algorithms and exact
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information, s 2 5 0, the two problems are intractable since the «-complexity
grows exponentially fast with the dimension d. On the other hand, in the
randomized setting (still with s 2 5 0), multivariate integration becomes
tractable and approximation remains intractable; see e.g., Novak (1988).
In the statistical setting (where s 2 . 0), the curse of dimensionality is
broken for multivariate integration and is not broken for multivariate Ly-
approximation. In view of the previous results, this is not surprising since,
for exact information, randomization helps for multivariate integration and
does not help for multivariate approximation.
We also find the exact behavior of the «-complexity for both problems;
namely, for integration it is
Q(compran0 («) 1 s 2«22),
and for Ly-approximation it is
Q(compran0 («)(1 1 s 2«22 ln «21)),
where compran0 («) is the «-complexity of the same problem in the random-
ized setting with exact information; see Theorems 4 and 5. Furthermore,
optimal algorithms are based on optimal algorithms for exact information.
We now briefly outline the contents of this paper. The statistical setting
is presented in Section 2. In Section 3, the problem of adaption versus
randomization is considered in the statistical setting. The general complexity
bounds are given in Section 4, while the complexity formulas for multivari-
ate integration and Ly-approximation are derived in Section 5.
2. PRELIMINARIES: THE STATISTICAL SETTING
Suppose that we are given a set F, a normed space G, and a mapping
S: F R G.
We stress that, in general, S needs not be a linear mapping. For f [ F, we
want to construct an approximation to S( f ) assuming that only partial and
noisy information about f is available. This information is obtained by noisy
observations of some functionals L: F R R from a class L.
We now explain how information about f is collected. We first decide
whether we need any information at all. If our decision is ‘‘no,’’ we have
no information about f. If ‘‘yes,’’ we select a functional L1 [ L and observe
(compute) its value at f. Because of the presence of noise, instead of the
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exact value L1( f ) we obtain y1 5 L1( f ) 1 x1 . We proceed in this way at
each consecutive step. That is, suppose that we have observed y1 , . . . , yi .
Then we decide whether we need more information. If ‘‘no,’’ we stop here
and y 5 [ y1 , . . . , yi] is information about f. If ‘‘yes,’’ we select an (i 1
1)st functional Li11 5 Li11(?; y1 , . . . , yi) [ L and evaluate yi11 5 Li11( f ) 1
xi11 . We assume that this process is finite, though it may last arbitrarily long.
We stress that the functionals Lj as well as the total number n of them
are in general selected based on the previously obtained values y1 , . . . ,
yj21 . That is, our information is in general adaptive. If the Lj’s and n do
not depend on y1 , . . . , yj21 , information is nonadaptive.
The way of collecting information will be in short denoted by N. More
precisely, N is an operator, called information operator or simply informa-
tion, which is defined as follows. Let X 5 Ry be the set of all infinite real
sequences. The elements of X will be denoted by x 5 (x1 , x2 , x3 , . . .),
and the xj’s will be interpreted as noise. Let Y , <yn50 Rn be the set of all
possible values of information. That is, Y consists of all finite sequences
y 5 ( y1 , y2 , . . . , yn) such that we stop collecting information after y has
been observed. Then N is the operator of two arguments, f [ F and x [
X, whose range space is Y, i.e.,
N: F 3 X R Y.
The values of N,
y 5 N( f, x),
are determined by the conditions y [ Y and
yj 5 Lj( f ; y1 , . . . , yj21) 1 xj , 1 # j # n,
where n 5 n(y) is the number of components of y, i.e., y [ Rn.
Note that the stopping rule (or termination criterion) can be symbolically
written as y [ Y. That is, we stop collecting information iff y 5 (y1 , . . . ,
yn) [ Y.
Information corresponding to zero noise, y 5 N( f, 0), will be called exact
and denoted by N( f ). That is, y 5 N( f ) iff y [ Y and yj 5 Lj( f ; y1 , . . . ,
yj21) for 1 # j # n(y). For nonadaptive information we obviously have
N( f, x) 5 N( f ) 1 xn, (1)
where n 5 n(N( f, x)) and xn 5 (x1 , . . . , xn) are the first n components
of the infinite sequence x [ X.
We now specify our assumptions on the noise. We assume that the
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noise coming from different observations is independent and identically
distributed, xi piid fs where fs is a known zero mean probability measure
on R with continuous density function and variance s 2. The leading example
of fs is the normal distribution.
fs 5 N (0, s 2).
The distribution fs on each individual xi induces the joint distribution
f ns 5 fs 3 ? ? ? 3 fs  
n
on (x1 , . . . , xn) [ Rn, and the joint distribution
f ys 5 fs 3 fs 3 ? ? ?
on infinite sequences (x1 , x2 , . . .) [ X. Obviously,
f ns (?) 5 f ys (? 3 Ry). (2)
By the cost of information N we mean the average number of observations
for a worst f, i.e.,
coststats (N) 5 sup
f[F
E
X
n(N( f, x))f ys (dx).
Having observed information y [ Y about f, an approximation to S( f )
is given as w(y) where
w: Y R G
is an algorithm. The error of an algorithm w using information N is, similarly
to the cost of information, defined as the average error over x for a worst f,
estats (w, N) 5 sup
f[F
E
X
iS( f ) 2 w(N( f, x))if ys (dx), (3)
where i?i is the norm in G.
Clearly, for nonadaptive information N with n observations we equiva-
lently have that coststats (N) 5 n and, in view of (1) and (2),
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estats (w, N) 5 sup
f[F
E
Rn
iS( f ) 2 w(N( f ) 1 xn)if ns(dxn).
Note also that for s 2 5 0 the formulas for cost and error reduce to those
from the worst case setting with exact information. Therefore, in this case,
the superscript ‘‘stat’’ will be replaced by ‘‘wor’’ and we write costwor(N)
and ewor(w, N) instead of coststat0 (N) and estat0 (w, N), respectively.
3. ADAPTION VERSUS RANDOMIZATION
For given exact information N, let
d(N) 5 suphiS( f1) 2 S( f2)i: f1 , f2 [ F, N( f1) 5 N( f2)j
be the diameter of N. Recall that the diameter provides bounds for the
minimal error of algorithms using N. That is, we have
As d(N) # inf
w
ewor(w, N) # d(N); (4)
see; e.g., Traub and Woz´niakowski (1980).
One could expect that for noisy information at least the lower bound in
(4) is preserved. It turns out, however, that this is true only for nonadap-
tive information.
LEMMA 1. Let s 2 . 0. For any nonadaptive information N and algorithm
w we have
estats (w, N) $ As d(N). (5)
Proof. For d . 0, let y* [ hN( f ): f [ F j be such that
d(N) # suphiS( f1) 2 S( f2)i: N( f1) 5 N( f2) 5 y*j 1 d.
Let A* 5 h f [ F: N( f ) 5 y*j. Then, letting w˜(xn) 5 w(y* 1 xn), we have
estats (w, N) $ sup
f[A*
E
Rn
iS( f ) 2 w˜(xn)if ns(dxn).
Using the triangle inequality we obtain
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sup
f[A*
E
Rn
iS( f ) 2 w˜(xn)if ns(dxn)
5 As sup
f1, f2[A*
E
Rn
(iS( f1) 2 w˜(xn)i 1 iS( f2) 2 w˜(xn)i)f ns(dxn)
$ As sup
f1, f2[A*
iS( f1) 2 S( f2)i $ As (d(N) 2 d).
Since d can be arbitrarily small, (5) follows. n
For adaptive information Lemma 1 does not hold as shown in Plaskota
(1996b). We briefly recall the example from that paper.
EXAMPLE 1. Let D 5 [0, 1]d with d $ 2, and let F be the set of real 1-
Lipschitz functions. Suppose we want to estimate the integral of f,
S( f ) 5 E
D
f(u) du,
using observations of the values of f with Gaussian noise fs 5 N (0, s 2).
In this case, the diameter of any exact information N satisfies d(N) $
cn21/d, where n 5 costwor(N) is the number of observations and c . 0 is
independent of n. Furthermore, this lower bound is attained by nonadaptive
observations at n equispaced points.
Let us now consider the ‘‘noisy’’ case. In view of Lemma 1, a lower
bound on the minimal error of nonadaptive algorithms using n observations
is still proportional to n21/d. However, it is possible to construct adaptive
information Nn with n observations and an algorithm wn with error much
smaller than n21/d.
The construction goes as follows. Assume without loss of generality that
n 5 k(2d 1 1). Let
c(x) 5
1
2Ïfs 2
Ex
2y
exph2u2/(2s 2)j du.
The adaptive information Nn gives values yi 5 f(ti) 1 xi , where ti 5
(t1i , . . . , tdi ) depend on y1 , . . . , yi21 in the following way. Let s 5 2kd.
Then ti 5 (0, . . . , 0) for 1 # i # s, and
tjs1i 5 c(y2d(i21)12 j 2 y2d(i21)12 j21) (6)
for 1 # i # k, 1 # j # d. That is, we first make some ‘‘preliminary’’
observations to generate Gaussian random variables, and then, using the
formula (6) and the power of adaption, these Gaussian variables are ‘‘trans-
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lated’’ into random points from the cube D. Note that this is possible only
for s 2 . 0. As the algorithm we take
wn(y) 5
1
k O
k
i51
ys1i .
For this algorithm the error is proportional to n21/2.
In Example 1, adaptive information does not help for exact information,
however, it does help for noisy information. Moreover, the error achieved
in the ‘‘noisy’’ case by using adaption is much smaller than that for exact
information. This is possible because random noise and adaption allow us
to mimic the classical Monte Carlo. Hence, although we use a deterministic
(nonrandomized) algorithm, its error is equivalent to the Monte Carlo
error. Since Monte Carlo helps for evaluating multivariate integrals, our
adaptive algorithm helps as well.
It is now natural to ask if the situation of Example 1 is only an exception.
That is, can we always do as well as in the randomized setting in the
presence of noise? Before we give an answer, we first explain more precisely
what we mean by the randomized setting.
In the randomized setting, information and an algorithm are given as
families N 5 hNgj and w 5 hwgj, where Ng: F 3 X R Y g and wg: Y g R G,
and the parameter g belongs to a set V equipped with a probability measure
r. That is, g is a random parameter. For technical reasons, we assume that
V is a Polish space (i.e., a separable and complete metric space), or a
Cartesian product of countably many Polish spaces. The cost of the random-
ized information N 5 hNgj is given by
costrans (N) 5 sup
f[F
E
V
E
X
n(Ng( f, x))f ys (dx)r(dg),
and the error of the randomized algorithm w 5 hwgj using N is given by
erans (w, N) 5 sup
f[F
E
V
E
X
iS( f ) 2 wg(Ng( f, x))if ys (dx)r(dg).
Remark 1. Our definitions of randomized information and algorithm are
equivalent to the definitions in which the selection of a random parameter is
made not once at the beginning, but at each consecutive step, i.e., L1 5
Lg11 and Li 5 L(g1,...,gi)i (?; y1 , . . . , yi21), where gi [ Vi are some random
parameters. Moreover, we could equivalently assume that g is a real random
variable with continuous density. For a more detailed discussion of this and
the proof of equivalence, see Nemirovski and Yudin (1983, Theorem 1.3.4).
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Note that, by selecting V as a singleton, any deterministic information and
algorithm can be viewed as randomized. Hence the classes of randomized
information and algorithms contain the classes of deterministic information
and algorithms, respectively. It is also well known that, for exact informa-
tion, randomization can be much more powerful than adaption. Is this also
true in the ‘‘noisy’’ case? The answer is ‘‘NO.’’
THEOREM 1. Let s 2 . 0. For any randomized information N 5 hNgj
and algorithm w 5 hwgj, there exist deterministic and adaptive information
Ndetand a deterministic algorithm wdet such that
coststats (Ndet) 5 costrans (N) 1 2 and estats (wdet, Ndet) 5 erans (w, N).
That is, randomization does not help in the statistical setting.
Proof. We first make the following observation. Let u1 and u2 be two
independent random variables distributed according to f as(?) 5 fs(? 2 a),
where a is unknown. Then u 5 u1 2 u2 is a continuous random variable
with known distribution f˜s ,
f˜s((2y, z)) 5 E1y
2y
Ev11z
2y
g(v1)g(v2) dv2 dv1 ,
where g is the density of fs . Since f˜s has continuous density and V is a
Cartesian product of countably many Polish spaces, there exists a measur-
able transformation c: R R V such that r 5 f˜sc21; see Nemirovski and
Yudin (1983, Lemma on p. 38).
We now use c to construct the deterministic adaptive information Ndet
and the deterministic algorithm wdet as follows. We let
Y det 5 h(y1 , y2 , . . . , yn): (y3 , . . . , yn) [ Y g with g 5 c(y2 2 y1)j.
Take arbitrary Ldet1 5 Ldet2 and, for i $ 3,
Ldeti 5 Ldeti (?; y1 , . . . , yi21) 5 Lgi22(?; y3 , . . . , yi21).
The algorithm wdet in turn is given as
wdet(y) 5 wdet(y1 , . . . , yn) 5 wg(y3 , . . . , yn).
Here g 5 c(y2 2 y1), as in the definition of Y det.
Then for any f we have
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E
X
iS( f ) 2 wdet(Ndet( f, x))if ys (dx) 5 E
X
iS( f ) 2 wg(Lg3( f ) 1 x3 ,
. . . , Lgn( f ; y1 , . . . , yn21) 1 xn))if ys (dx)).
Note that y2 2 y1 5 x2 2 x1 and therefore g 5 c(x1 2 x2) p r. Thus,
changing variables (x1 , x2) R g and (x3 , x4 , . . .) R (z1 , z2 , . . .), the last
integral equals
E
V
E
X
iS( f ) 2 wg(Ng( f, z))if ys (dz)r(dg)
and consequently estats (wdet, Ndet) 5 erans (w, N). Similarly, coststats (Ndet) 5
costrans (N) 1 2, which completes the proof. n
4. COMPLEXITY BOUNDS
In this section, we derive some complexity bounds in the statistical setting.
For « $ 0, the «-complexity of a problem (or more precisely, the information
«-complexity) is given as
compstats («) 5 infhcoststats (N): N such that for some w is estats (w, N) # «j,
with inf B 5 1y. The bounds on compstats («) will be given in terms of the
randomized complexity,
comprans («) 5 infhcostrans (N): N such that for some w is erans (w, N) # «j.
THEOREM 2. Let s 2 . 0. For any « $ 0, we have
compran0 («) # comprans («) # compstats («) # comprans («) 1 2.
Proof. The third inequality follows from Theorem 1, and the second
one from the fact that any deterministic information and algorithm can be
viewed as randomized. Hence we only need to prove the first inequality.
To do this, it suffices to show that any randomized algorithm w 5 hwgj using
randomized and noisy information N 5 hNgj can be viewed as a randomized
algorithm using randomized, but exact, information with the same error
and cost.
Indeed, we define ‘new’ information N˜ 5 hN˜ g˜j and algorithm w˜ 5 hw˜ g˜j
as follows. We let V˜ 5 V 3 X and r˜ 5 r 3 f ys . Further, writing g˜ 5 (g,
x1 , x2 , . . .) [ V˜, we let
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Y˜ g˜ 5 h(y1 , . . . , yn): (y1 1 x1 , . . . , yn 1 xn) [ Y gj,
and, for y˜ [ Y˜ g˜, we let L˜ g˜1 5 Lg1 and
L˜g˜j (?; y˜1 , . . . , y˜j21) 5 Lgj (?; y˜1 1 x1 , . . . , y˜j21 1 xj21).
The algorithm w˜ g˜ is defined as
w˜ g˜( y˜1 , . . . , y˜n) 5 wg( y˜1 1 x1 , . . . , y˜n 1 xn).
That is, we artificially add noise to exact data. From the construction it
easily follows that the cost and error of both algorithms are the same, which
completes the proof. n
Observe that this theorem says, in particular, that the efficiency of algo-
rithms using noisy information is no better than that of randomized algo-
rithms using exact information. We stress that the word ‘‘randomized’’ here
cannot be replaced by ‘‘deterministic’’ as shown in Example 1.
Since complexity formulas are known for many problems in the random-
ized setting with exact information, it would be useful to have also upper
bounds for compstats («) in terms of compran0 («). Such bounds are indeed
available under some additional assumptions. The following theorem is
oriented towards applications to the multivariate problems in the next
section.
THEOREM 3. Let the noise be Gaussian, i.e., fs 5 N (0, s 2) and s . 0.
Suppose that there exist randomized information N 5 hNgj with Ng: F 3
X R Y g 5 Rn, ;g [ V, and a linear deterministic algorithm w, i.e., with wg
independent of g, such that for exact information
eran0 (w, N) # «/2 and n # C ? compran0 («/2).
Then
compstats («) # C ? compran0 («/2) ? L4s 2«2 E 2(w)J 1 2,
where
E(w) 5 E
Rn
iw(xn)if n1(dxn)
and f n1 is the standard n dimensional normal distribution.
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Proof. Consider information which for all g uses the same observations
as Ng but repeats each of them k 5 4s 2E 2(w)/«2 times. That is, instead
of a single observation yi 5 Lgi ( f ; y1 , . . . , yi21) 1 xi , we perform k observa-
tions
yi, j 5 Lgi ( f ; y1 , . . . , yi21) 1 xi, j , 1 # j # k,
and we put yi 5 (1/k) o
k
j51 yi, j . By adding two ‘‘preliminary’’ observations
we can make this information nonrandomized, as shown in the proof of
Theorem 1. We denote it by N˜. Let w˜ be the corresponding nonrandom-
ized algorithm.
w˜(y1,1 , . . . , y1,k , . . . , yn,1 , . . . , yn,k) 5 w(y1 , . . . , yn).
Clearly, the cost of N˜ is not larger than kC compran0 («) 1 2. Hence we
only need to show that the error of the ‘‘new’’ algorithm is at most «.
To this end, observe that yi 5 Lgi ( f ; y1 , . . . , yi21) 1 x˜i where x˜i piid
N (0, s 2/k). Thus, using N˜ and w˜, we act as though we used N and w with
s replaced by w/Ïk. For any f [ F, we have
E
X
iS( f ) 2 w˜(N˜( f, x))if ys (dx)
5 E
V
E
X
iS( f ) 2 w(Ng( f, x))if ys/Ïk (dx)r(dg)
# E
V
iS( f ) 2 w(Ng( f ))ir(dg) 1 E
Rn
iw(xn)if ns/Ïk (dxn).
Changing variables by x˜ 5 (s/Ïk)x and using linearity of w, we obtain that
E
Rn
iw(xn)if ns/Ïk (dxn) 5
s
Ïk
E
Rn
w(xn)f n1(dxn) 5
s
Ïk
E(w).
Therefore
E
X
iS( f ) 2 w˜(N˜( f, x))if ys (dx) # «/2 1
s
Ïk
E(w) # «,
as claimed. n
The assumptions of Theorem 3 are satisfied by many problems. Since
E(w) is always finite, for small s we have that compstats («) is not much larger
than compran0 («/2). We shall see in the next section that the upper bound
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of Theorem 3 is sometimes sharp and hence the algorithm relying on
repetitive observations constructed in the proof is almost optimal.
In general, however, the two complexities, compstats («) and compran0 («),
may arbitrarily differ from each other, as illustrated by the following sim-
ple example.
EXAMPLE 2. Let F 5 G 5 R. We want to approximate S( f ) 5 f 2 from
observations yi 5 f 1 xi [ R, where xi piid fs 5 N (0, s 2). Obviously, for
exact information, the problem can be solved exactly using one observation
and the nonlinear w(y) 5 y2. Hence
compwor(«) 5 compran0 («) 5 1, ;« $ 0.
However, for s . 0, we have
compstats («) 5 1y, ;0 # « , 1y.
Indeed, suppose that for some information N with coststats (N) , 1y and
for an algorithm w we have estats (w, N) 5 « , 1y. Then there exists n such
that, for all f [ F, N uses at most n observations with probability at least
2/3. (The probability here is taken with respect to f ys .) Since the error
cannot be increased by increasing the number of observations, we can
assume without loss of generality that N always uses at least n observations.
We also have that for all f [ F the error is at most 3« with probability at
least 2/3. Hence the f ys -measure of the set
B1f 5 hx [ X : N( f, x) [ Rn and uS( f ) 2 w(N( f, x))u # 3«j
is at least 1/3, and so is the f ns-measure of the set B2f 5 hxn [ Rn:
x [ B1j , X j. Denoting by Bn(z, r) the ball in Rn with center z and radius
r, we let a . 0 be such that f ns(Bn(0, a)) 5 2/3 1 d, where d . 0. Then
for the set B3f 5 B2f > B(0, a) we have f ns(B3f ) $ d.
Observe now that for any measurable set B , Rn the condition
f ns(B) $ d implies ln(B) $ d1 5 (2fs 2)n/2d, where ln is the n dimensional
Lebesgue measure. Hence we also have ln(B3f ) $ d1 . 0. This in turn
implies that the set
Af 5 h(y1 , . . . , yn) [ Rn: yi 5 f 1 xni , xn [ B3f j , Y > Rn (7)
satisfies
(i) ln(Af) $ d1 and
(ii) uS( f ) 2 w(y)u # 3«, ;y [ Af .
430 LESZEK PLASKOTA
For c . 0 and k 5 0, 1, . . . , let fk 5 Ï2k(3 1 c)«. Let Afk be defined
as in (7) for f replaced by fk . Then the Afk’s are pairwise disjoint and for
all k we have
ln S<k
j50
AfjD$ (k 1 1)d1 . (8)
On the other hand,
<
k
j50
Afj , <
k
j50
B(( fj , . . . , fj ), a)  
n
, H(z 1 r1 , . . . , z 1 rn) [ Rn: z [ [2a, fk 1 a],
On
i51
r2i # a2, On
i51
ri 5 0J ,
where the last set is a cylinder in Rn of radius a and length fk 1 2a. Therefore
ln S<k
j50
AfjD# ln21(Bn21(0, a))(2a 1 Ï2k(3 1 c)«n),
which contradicts (8) when k R y. Hence estats (w, N) 5 1y and
compstats («) 5 1y.
5. MULTIVARIATE INTEGRATION AND Ly-APPROXIMATION
In this section, we study the «-complexity of d-variate integration and
Ly-approximation for Ho¨lder and Sobolev classes of real functions.
Let D 5 [0, 1]d be the d dimensional unit cube. Let F be the unit ball
in one of the Ho¨lder spaces Cra(D) with 0 , a # 1, or Sobolev spaces
W rp(D) with 1 # p # y and p . d/r see, e.g., Triebel (1992). We consider
the integration problem Int: F R R,
Int( f ) 5 E
D
f(u) du,
and the function approximation problem App: F R Ly(D),
App( f ) 5 f.
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Information is given by noisy observations of f with Gaussian noise. That
is, yi 5 f(ti) 1 xi , where ti 5 ti(y1 , . . . , yi21) and xi pidd N (0, s 2).
To stress what problem we deal with, we will add Int or App, and
Cra(D) or W rp(D), as the arguments of the «-complexity.
For two functions of « we write a(«) } b(«) iff there are constants 0 ,
a0 # bo , 1y such that for sufficiently small « . 0 is a0 # a(«)/b(«) #
b0 . We also write a(«) P b(«) iff lim«R01 a(«)/b(«) 5 1.
In the case of exact information, s 2 5 0, the two problems were studied,
e.g., in Novak (1988) and Heinrich (1993).
Let us first consider the integration problem. Recall that we have
compwor(Int, Cra(D); «) } S1
«
Dd/(r1a)
and
compwor(Int, W rp(D); «) } S1
«
Dd/r.
Using randomization, we obtain
compran0 (Int, Cra(D); «) } S1
«
Dd/(r1a1d/2)
and
compstat0 (Int, W rp(D); «) } H(1/«)d/(r1d/2) 2 # p # y,
(1/«)d/(r1d(121/p)) 1 # p , 2.
Hence randomization significantly reduces the complexity in all the cases
except for W r1(D). Since p . d/r, the exponent in (1/«) is always less than 2.
THEOREM 4. Let s 2 . 0. Let F 5 Cra(D) or F 5 W rp(D). Then, for
integration in the statistical setting, we have
compstats (Int, F ; «) P comprans (Int, F ; «) } compran0 (Int, F ; «) 1
s 2
«2
,
where the constants in the } notation do not depend on s.
Proof. The first asymptotic equality follows from Theorem 2.
To obtain the upper bound on comprans (Int, F ; «), we use Theorem 3. In
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the randomized setting with exact information, optimal approximations (up
to a constant independent of «) are obtained by dividing the cube D into
smaller subcubes and applying on each subcube the same randomized
information and a nonrandomized algorithm; see Novak (1988) or Heinrich
(1993) for details. Thus an optimal (nonrandomized) algorithm w: Rn R R
with n } compran0 («) is linear and can be written as
w(y) 5
1
m O
m21
i50
SOk
j51
aj yki1jD ,
where mk 5 n, k and aj are independent of n, and o
k
j51 aj 5 1. We obtain that
E 2(w) 5
1
m O
k
j51
a2j }
1
n
} (compran0 («))21.
Consequently, Theorem 3 yields that for some C1 independent of s and «
we have
compstats («) # C1 Scompran0 («) L s 2«2compran0 («)JD
5 O(compran0 («) 1 s 2/«2).
For the lower bound, observe that F contains the set F0 of all constant
functions. The integration problem over F0 is equivalent to approximating
a number z [ R from noisy observations of z. Since for this problem the
«-complexity is 2s 2/(f«2), see Lemma A1 of the Appendix, compstats («)
behaves no better than s 2/«2. This, together with Theorem 2, gives the
lower bound and completes the proof. n
We now pass to Ly-approximation. It is well known that for exact infor-
mation randomization does not help and
compwor(App, Cra(D); «) } compran0 (App, Cra(D); «) } S1
«
Dd/(r1a),
compwor(App, W rp(D); «) } compran0 (App, W rp(D); «) } S1
«
Dd/(r2d/p).
THEOREM 5. Let s 2 . 0. Let F 5 Cra(D) or F 5 W rp(D). Then, for Ly-
approximation in the statistical setting, we have
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compstats (App, F ; «) P compstats (App, F ; «)
} compwor(App, F ; «) S1 1 s 2 ln(1/«)
«2
D ,
where the constants in the } notation do not depend on s.
Proof. The upper bound again follows from Theorem 3. Indeed, an
optimal (nonrandomized) algorithm w: Rn R Ly(D) with n } compran0 («)
for exact information is linear and constructed by applying piecewise poly-
nomials on subcubes. It can be easily seen that then iwiy can be uniformly
bounded by some constant C2 independent of n. Since the expected value
of i(x1 , . . . , xn)iy with respect to the standard normal distribution behaves
as Ï2 ln n when n R y, we have
E 2(w) # C22 SE
X
i(x1 , . . . , xn)iyf y1 (dx)D2
P 2C22 ln n } ln(comp0(«)) } ln(1/«).
Hence, for some C3 independent of « we have
compstats («) # C3 Scomp0(«) Ls 2«2 ln(1/«)JD
5 O Scomp0(«) S1 1 s 2
«2
ln(1/«)DD .
To prove the lower bound, we proceed as follows. Divide the cube D
into kd equal subcubes, each of which with the edges of length 1/k. Let ti
be the center of the ith subcube. With any subcube we can associate a
‘bump’ function ci [ F such that for all i we have
(i) ci vanishes outside the ith subcube, and
(ii) iciy 5 c(ti) 5 ck21/q,
where c is independent of k, and q is the exponent in the complexity for
exact information, compwor(«) } (1/«)q. Consider now a simpler problem
with the set F replaced by
F0 5 Hf 5 Okd
j51
ajcj: ua ju # 1, ;jJ, F.
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For f [ F0 we have i f iy 5 max1#j#kd u f(ti)u and, for any u [ D, f(u) 5
cf(tj) with ucu # 1 and c, j only dependent on u. Hence the observations
now are of the form yi 5 ci f(tji) 1 xi with uciu # 1. The problem over F0
is equivalent to approximating a vector z 5 (z1 , . . . , zk) [ Rk from the
hypercube uziu # tk 5 ck21/q, 1 # i # k, and from information about noisy
values of the zi’s. This problem is considered in Lemma A2 of the Appendix.
Applying this lemma with, e.g., a 5 1/2 we obtain that for information with
cost n # 6s 2t 22k k ln k the minimal error is asymptotically not smaller than
tk/2 as k R y. Hence, to obtain the error « 5 tk/3 5 (c/3)k21/q, we have
to use information Nk with
coststats (Nk) . 6c22s 2k112/q ln k } s 2«2(q12) ln («21).
This and the first inequality in Theorem 2 complete the proof. n
Remark 2. For Ly-approximation and exact information, optimal algo-
rithms (up to constants) are piecewise polynomials interpolating function
values at the uniform grid. Hence, in view of Theorem 3, for noisy informa-
tion optimal approximations rely on repetitive observations at the uniform
grid and applying the piecewise polynomial interpolation on the average
values of these observations.
Korostelev (1993) and Donoho (1994b) studied optimal algorithms for
nonrepetitive equispaced observations Nn in the univariate case and for the
Ho¨lder classes Cra([0, 1]). In particular, for r 5 0 the minimal error has
been obtained up to an asymptotic constant, i.e.,
inf
w
estats (w, Nn) P Ss 2 a 1 12a2 ? ln nn Da/(2a11).
Thus the equispaced and nonrepetitive observations are also optimal. How-
ever, in this case, an optimal algorithm is a special kernel estimator.
APPENDIX
In this Appendix, we prove the auxiliary results used in the proofs of
the lower bounds of Theorems 4 and 5.
LEMMA A1. For approximating a real parameter f [ F 5 R from observa-
tions yi 5 f 1 xi , xi piid N (0, s 2), the minimal error of algorithms using
information with coststats (N) # n is equal to sÏ2/(fn). The best algorithm
uses exactly n observations and equals w(y) 5 (1/n) onj51 yj .
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Proof. To establish the lower bound, we use an average case analysis
with e 5 N (0, l), l . 0. For any w and N with coststats (N) # n, we have
estats (w, N) $ E
R
E
X
u f 2 w(N( f, x))uf ys (dx)e(df)
(9)
5 E
Y
SE
R
u f 2 w(y)ue2(df uy)D e1(dy),
where e1 is the a priori distribution of information y on Y, and e2(?uy) is
the conditional distribution of f after the information y has been observed.
Since e2(?uy) is Gaussian with mean m(y) 5 (s 2/l 1 k)21 o
k
j51 yj and
variance s 2(s 2/l 1 k)21, where y 5 [y1 , . . . , yk] [ Rk, see, e.g., Plaskota
(1996a, Chap. 3), (9) is minimized by wl(y) 5 m(y), and for this algorithm
the inner integral in (9) equals Ï2/fs(s 2/l 1 k)21/2. Hence
estats (w, N) $ s!2f O
y
k51
pk
Ïs 2/l 1 k
, (10)
where pk 5 e1(Y > Rk) and
Oy
k51
kpk 5 E
R
E
X
n(N( f, x))f ys (dx)e(df) # coststats (N) # n.
Since the function c(s) 5 (s 2/l 1 s)21/2 is decreasing and convex, we have
c(n) # c SOy
k51
kpkD# Oy
k51
pkc(k).
Hence the right-hand side of (10) is minimized by pk 5 0 for k ? n, and
pn 5 1. That is, estats (w, N) $ Ï2/fs(s 2/l 1 n)21/2 and, letting l R 1y,
estats (w, N) $ sÏ2/(fn).
Obviously, this bound is attained by taking the arithmetic mean of exactly
n observations. n
LEMMA A2. Suppose we approximate a vector z 5 (z1 , z2, . . . , zk) [
Rk with uzju # tk , ;j, in the maximum norm, from (adaptive or nonadaptive)
observations of its coordinates in Gaussian noise with variance s 2 . 0. For
k $ 1, let tk and nk be chosen such that
nk # 2(a22 2 1)s 2t22k k ln k, (11)
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where a # 1 is independent of k. Then for any information Nk with
coststats (Nk) # nk and any algorithm wk we have
lim inf
kRy
estats (wk , Nk)
tk
$ a.
That is, the zero algorithm is asymptotically almost optimal.
Proof. We shall use the following key result from an average case
analysis. Consider the average error
eavgs (w, N) 5 E
Rk
E
X
iz 2 w(N( f, x))iyf ys (dx)e(dz)
with respect to the k dimensional normal distribution e 5 N (0, lIk). Let
n be a multiplier of k. Then the minimal error
infheavgs (w, N) : w, N such that coststats (N) # nj
(12)
5 s ! kls 2k 1 ln (2f)2k/2 ERk iziye2izi22/2 dz,
and the right-hand side of this equality is attained by (n/k) nonadaptive
observations of each zi , 1 # i # k.
The proof of (12) will be given later. We first show how the lemma
follows from (12). To this end, suppose that there is information Nk and
an algorithm wk such that
lim inf
kRy
estats (wk , Nk)
tk
, a.
We can assume without loss of generality that iwk(y)iy # tk , ;k. The
average error of wk , Nk with respect to e 5 N (0, lIk) can be bounded
from above by
eavgs (wk , Nk) # estats (wk , Nk) 1 E
iziy.tk
(iziy 1 tk)e(dz)
5 estats (wk , Nk) 1 tkg(iziy . tk/Ïl) 1 Ïl· E
iziy.tk/Ïl
iziyg(dz),
where g 5 N (0, Ik). Taking l 5 lk 5 (2 1 d)21t 2k/ln k with some d . 0,
we have tk/Ïlk 5 Ï(2 1 d) ln k, which implies g(iziy . tk/Ïlk) R 0 and
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Ïlk E
iziy.tk/Ïlk
iziyg(dz) 5 o(tk),
as k R y. Hence
lim inf
kRy
eavgs (wk , Nk)
tk
5 lim inf
kRy
estats (wk , Nk)
tk
, a. (13)
On the other hand, applying (12) and (11) we obtain that, for the same lk ,
eavgs (wk , Nk) $ s ! klks 2k 1 lknk (2f)2k/2 ERk iziye2izi
2
2/2 dz
P s ! 2lkk ln ks 2k 1 lknk 5
atk
Ï1 1 da2
,
which contradicts (13) since d can be arbitrarily small.
Thus it remains to prove equality (12). We do this in three steps. First,
assume that information N is nonadaptive, and it is given by ni observations
of the ith coordinate, oki51 ni 5 n. That is, the information is yi, j 5 zi 1 xi, j
for 1 # j # ni and 1 # i # k. Since the zi’s are independent, the conditional
measure e2(? u y) on Rk corresponding to information y [ Rn is given
‘‘coordinatewise.’’ It is Gaussian with mean m(y) 5 (m1(y), . . . , mk(y)),
where mi(y) 5 (s 2/l 1 ni)21 o
ni
j51 yi, j , and diagonal correlation matrix D 5
diaghd1 , . . . , dkj, where di 5 s 2(s 2/l 1 ni)21. (Note that D is independent
of y.) Hence the average error is minimized by w*(y) 5 m(y). Letting e1
be the a priori distribution of information y, we obtain
eavgs (w*, N) 5 E
Y
E
Rk
iz 2 m(y)iye2(dz u y)e1(dy) 5 E
Rk
iziye2(dz u 0).
Writing Sn 5 o
k
i51 d21i 5 k/l 1 n/s 2 we see that Sn depends on n, but not
on the number ni of observations for each zi . We claim that the last integral
is not larger than e
Rk
iziygk/Sn(dz), where gl is the zero mean Gaussian
measure with correlation matrix lIk . To see this, it suffices that for any
r . 0,
gk/Sn(Br) $ e2(Br u 0), (14)
where Br 5 hz [ Rk : iziy # rj. Indeed, we have
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e2(Br u 0) 5 p
k
i51
(2fdi)21/2 E
uzi u#r
e2z
2
i /(2di) dzi 5 (2f)2k/2 p
k
i51
E
uzi u#r/Ïdi
e2z
2
i /2 dzi ,
which is the standard Gaussian measure N (0, Ik) of a hyperrectangle con-
tained in the ball of radius rÏSn . It is clear that amongst all such hyperrec-
tangles the maximal measure has the hypercube uziu # rÏSn/k. Since the
hypercube corresponds to the measure gk/Sn , (14) follows.
Thus, we obtain
eavgs (w*, N) $ E
Rk
iziygk/Sn(dz) 5 s ! kls 2k 1 ln (2f)2k/2 SERk iziye2izi22/2dzD ,
as claimed. Furthermore, since for ni 5 n/k we have e2(? u 0) 5 gk/Sn , this
lower bound is attained by uniform sampling.
Consider now adaptive information with fixed number n of observations.
In such a case, the conditional distribution e2(? u y) is the same as for the
nonadaptive case with observations corresponding to y. Hence the minimal
error of algorithms for this information is given as
E
Y
E
Rk
iz 2 m(y)iye2(dz u y)e1(dy)
$ E
Y
E
Rk
iziygk/Sn(dz)e1(dy) 5 ERk iziygk/Sn(dz),
as claimed.
Finally, let us consider adaptive information N with coststats (N) # n.
Writing Yj 5 Y > R j and pj 5 e1(Yj) we have that the minimal error is
bounded from below by
Oy
j51
E
Yj
E
Rk
iz 2 m(y)iye2(dz u y)e1(dy) $ Oy
j51
pj SE
Rk
iziygk/Sj(dz)D
5 (2f)2k/2 SE
Rk
iziygk/Sj(dz)D sÏk Oy
j51
pj
Ïs 2k/l 1 j
.
Using the same argument as in the proof of Lemma A1, we obtain that
the last expression is minimized by pj 5 0 for j ? n, and pn 5 1. This
completes the proof of (12) and the proof of Lemma A2. n
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