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Abstract
This note is a technical supplement to the following paper: ( Latuszyn´ski et al.,
2013). In the said paper, the authors explored various convergence con-
ditions for adaptive Gibbs samplers. A significant portion of the paper
seeks to prove false a set of convergence conditions proposed in an ear-
lier paper: (Levine and Casella, 2006). This is done by providing a proof
that the counter-example constructed (essentially a state-dependent, time-
dependent random walk on R2) approaches infinity with probability larger
than 0.
The author noted that it is very likely that the said random walk
approaches infinity with probability 1 according to their numerical simu-
lation (See Proposition 3.2, Remark 3.3). But they also noted that due
to technicalities, they were only able to provide a proof that the pro-
cess tends to infinity with probability strictly larger than 0 (Remark 3.3).
Upon checking their proof, we notice that their approach may be sim-
plified and an alternative approach yields stronger result. We detail our
method and result here out of technical interest.
1 Preliminaries, Motivation and Problem State-
ment
See section 3 in ( Latuszyn´ski et al., 2013) for the statement of the problem and
section 6, pg.26-pg.31 for their treatment of the problem.
First we will give the following definitions/notations:
Definition 1.1. Consider a d−dimension adaptive Gibbs sampler in discrete
time. Corresponding to each step n ∈ N, let the vector αn := (αn,1, ..., αn,d)
denote the “selection probability” where αn,i denotes the probability that the
Gibbs sampler will select to update the i−th coordinate at step n. Apparently,
αn takes value in the standard d−simplex. Example: If d = 2 and αn =
1
(1/5, 4/5), the probability of the sampler to update its x, y coordinate at step
n is 1/5 and 4/5 respectively.
Definition 1.2. Let (X ,B(X )) denote a d−dimensional state space, i.e., X =
X1× . . .×Xd. We denote the state at the n−th step as Xn := (Xn,1, . . . , Xn,d) ∈
X .
Definition 1.3. Let αn denote the selection probability of a d−dimension adap-
tive Gibbs sampler. An adaptive Gibbs sampler follows the following procedure:
1. Set αn := Rn(α0, ..., αn−1, Xn−1, ..., X0), where Rn(·) is some update
rules, meaning that the new selection probability may depend on previous
state and selection probabilities
2. Choose coordinate i ∈ {1, ..., d} according to newly generated selection
probability αn
3. Draw Y ∼ π(·|Xn−1,−i), −i meaning fix all coordinates but i
4. Set Xn := (Xn−1,1, ..., Xn−1,i−1, Y,Xn−1,i+1, ..., Xn−1,d)
The problem with which we are concerned appeared in ( Latuszyn´ski et al.,
2013). Its purpose was to refute the following proposition given erroneously
in (Levine and Casella, 2006):
Ergodicity of Adaptive Gibbs samplers follows from the following conditions:
(i) αn → α a.s. for some fixed α ∈ (0, 1)d; and (ii) the random scan Gibbs
sampler with fixed selection probabilities α induces an ergodic Markov chain
with stationary distribution π
( Latuszyn´ski et al., 2013) refutes the proposition stated above by considering
the following counter example:
LetN = {1, 2....} and let the state space X = {(i, j) ∈ N×N , i = j or i = j+1},
with target distribution given by π(i, j) ∝ j−2. On X , consider a class of
adaptive random scan Gibbs samplers for π, as defined above with update rule
given by:
Rn(αn−1, Xn−1 = (i, j)) =
{{ 12 + 4an , 12 − 4an }, if i = j{ 12 − 4an , 12 + 4an }, if i = j + 1, (1)
for some choice of the sequence (an)
∞
n=0 satisfying 8 ≤ an ր∞.
This random scan Gibbs sampler clearly satisfy (i) and (ii) since αn → α =
(1/2, 1/2) and (ii) follows from irreducibility and aperiodicity. The goal has been
to show that there exists some choice of sequence {an} such that the adaptive
Gibbs sampler does not converge to stationarity π. ( Latuszyn´ski et al., 2013)
accomplishes this by finding {an} with which P ({Xn,1 →∞}) > 0. However, it
is curious from a more “academic” point of view whether such a sequence {an}
exists so that P ({Xn,1 → ∞}) = 1. To this question, we are able to state the
following:
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For any fixed σ ∈ [0, 1), there exists a choice of a˜n such that P (X˜n →∞) > σ.
2 Proof of the Main Theorem
In this section, we give a proof of the main theorem. The method is different
from ( Latuszyn´ski et al., 2013)’s method in that we did not require constructing
an auxiliary chain as did in ( Latuszyn´ski et al., 2013) and the idea of our proof
is to divide steps of the process into different “phases”. For example, we would
categorize first N1 step as phase 1, following N2 steps as phase 2, and so on.
We would then find appropriate duration of each phase, i.e. {Ni}, so that the
probability of the process residing anywhere below the “height” y = i is small
after phase i.
We later discovered that ( Latuszyn´ski et al., 2013)’s method can also be modi-
fied to produce the same result by choosing bounds more carefully, even though
the resulting proof is more involved and less intuitive. We append this version
of proof in the script as well.
Theorem 2.1. For any fixed σ ∈ [0, 1), there exists a choice of a˜n such that
P (X˜n →∞) > σ.
Fix any natural number K ≥ 1.
Definition 2.1. Let Sn denote the “distance” from Xn to starting position
(1, 1). IfXn = (xn, xn), Sn = 2(xn−1); ifXn = (xn, xn−1), Sn = 2(xn−1)−1 =
2xn − 3.
First we first note the following Lemma:
Lemma 2.1. If Xn = (xn, xn), the distribution of Sn+1 − Sn, taking value
{−1, 0, 1}, is(
(
1
2
− 4
an
)
x2n
x2n + (xn − 1)2
, 1−(1
2
− 4
an
)
x2n
x2n + (xn − 1)2
−(1
4
+
2
an
),
1
4
+
2
an
)
(2)
If Xn = (xn, xn − 1), the distribution of Sn+1 − Sn, taking value {−1, 0, 1}, is(
1
4
− 2
an
, 1−(1
4
− 2
an
)−(1
2
+
4
an
)
(xn − 1)2
x2n + (xn − 1)2
, (
1
2
+
4
an
)
(xn − 1)2
x2n + (xn − 1)2
)
(3)
Proof. This follows directly from the updating routine specified in previous sec-
tion.
3
Definition 2.2. Fix any M ∈ N such that
0.01 · (M − 2)− 2
√
K · (M − 2) ln(M − 2) ≥ 4
and
M > max(M0(σ),M1(σ))
whereM0(σ) andM1(σ) are finite numbers that depend only on the fixed σ. We
will define M0(σ) and M1(σ) later in the proof: this is mostly for more concise
presentation–M0(σ) and M1(σ) can be defined right away if σ is given as we
will see later. M apparently exists for any fixed natural number K.
Definition 2.3. Define sequence Ni inductively such that N0 = 0, N1 =M0(σ)
and Ni −Ni−1 = M − 2 + 2(i− 2), i = 2, 3, ....
Definition 2.4. Define an as follows:{
an = 8, if 0 ≤ n < N1
an = 8
2i2+1−2i
2i−1+0.1 − 0.001, if Ni−1 ≤ n < Ni, ∀i ≥ 2
(4)
Lemma 2.2. (i) an →∞; (ii) an ≥ 8.
Proof. (i) is true since Ni is finite for each i; (ii) is a just an algebra exercise:
it is easy to show that an increases for n ≥ 2 and a2 > 8.
Proposition 2.1. For each i ≥ 2, if xn ≥ i and Ni−1 ≤ n < Ni, there exists
a sequence of i.d.d random variable {Zi} such that Zi is stochastically smaller
than Sn+1 − Sn for each n ∈ [Ni−1, Ni) and Zi,n take value {−1, 0, 1} and
E(Zi) ≥ 0.01
Proof. Since xn ≥ i, and an is constant for Ni−1 ≤ n < Ni
1
4
+
2
an
> (
1
2
+
4
an
)
(xn − 1)2
xn2 + (xn − 1)2 ≥ (
1
2
+
4
an
)
(i− 1)2
i2 + (i − 1)2 (5)
1
4
− 2
an
< (
1
2
− 4
an
)
(xn)
2
(xn)2 + (xn − 1)2 ≤ (
1
2
− 4
an
)
i2
i2 + (i− 1)2 (6)
Solve the following inequality:
(
1
2
+
4
an
)
(i− 1)2
i2 + (i − 1)2 − (
1
2
− 4
an
)
i2
i2 + (i− 1)2 > 0.1 (7)
We obtain:
an < 8
2i2 + 1− 2i
2i− 1 + 0.1
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This means that with our choice of an, for all n ∈ [Ni−1, Ni)
(
1
2
+
4
an
)
(i− 1)2
i2 + (i − 1)2 − (
1
2
− 4
an
)
i2
i2 + (i− 1)2 > 0.1
Note that since i ≥ 2,
(
1
2
− 4
an
)
i2
i2 + (i− 1)2 ≤ 4/5 · 1/2 = 2/5
and since an > 10 for i ≥ 2
(
1
2
+
4
an
)
(i− 1)2
i2 + (i− 1)2 < 1/2 · (1/2 + 4/10) = 9/20
Denote distribution of Zi as (ai, 1− ai − bi, bi). For n ∈ [Ni−1, Ni), we choose
ai = (
1
2
− 4
an
)
i2
i2 + (i− 1)2 + 0.0001 (8)
bi = (
1
2
+
4
an
)
(i − 1)2
i2 + (i− 1)2 − 0.0001 (9)
Note that here an is constant depending on only i (thus the notation does not
refer to n); ai < 1/2, bi < 1/2, ∀i > 1 and E(Zi) > 0.1 − 0.0002 = 0.0998 >
0.01.
Define Ii,m :=
∑m
j=1 Zi. Since Zi is strictly bounded by [−1, 1], by Hoeffding’s
inequality, for any t > 0,
P (|Ii,m − E(Ii,m)|≥ t) ≤ 2 exp(− t
2
2m
) (10)
For any n > 1, let the ”bound” t be tm = 2
√
Kn ln(n) for each n. Then the
probability of ”exceeding the bound” for each m is
P
(
|Ii,m − 0.01m|≥ 2
√
Km ln(m)
)
≤ 2
m2K
(11)
Therefore,
P
(
Ii,m > 0.01m− 2
√
Km ln(m)
)
> 1− 2
m2K
(12)
Now we can proceed to prove the main theorem.
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Proof. When n < N1, an = 8. the probability of moving one step back is 0
and there is positive probability of moving ahead. From law of large number,
we know that there exists finite M0(σ) such that P (SM0 > M) > (1 − σ/2) for
arbitrarily small σ > 0.
Let’s adopt the following notation:
Ω1 = {SM0 > M}
Ωi = {SNi ≥M + 4(i− 1)}
We need to first prove some lemmas.
Lemma 2.3. For each i ≥ 2, under event ∩i−1j=1Ωi, xn ≥ i for all n ∈ [Ni−1, Ni).
Proof. We know that under event ∩i−1j=1Ωi, SNi−1 ≥M +4(i−2). We now claim
that for Ni−1 ≤ n < Ni, xn ≥ i: assume the worst case where Sn − Sn−1 = −1
always for Ni−1 ≤ n < Ni; since Ni −Ni−1 = M − 2 + 2(i − 2), we know that
the smallest Sn is achieved at SNi :
SNi ≥ SNi−1 − (M − 2 + 2(i− 2)) ≥M + 4(i− 2)−M + 2− 2i+ 4 = 2i− 2.
This implies that the smallest value possible for xn, n ∈ [Ni−1, Ni) is xNi ≥ i.
So xn ≥ i, n ∈ [Ni−1, Ni).
Before we prove the next lemma, we restate the following theorem concerning
monotone coupling and stochastic domination:
Theorem 2.2. The real random variable X is stochastically larger than Y if
and only if there is a coupling between X,Y such that
P (X ≥ Y ) = 1
Remark. This means that if Xi is stochastically larger than Yi respectively
for all i > 1, we may find a coupling for each i between Xi and Yi such that
P (
∑
Xi ≥
∑
Yi) = 1.
Lemma 2.4. For each i ≥ 2, under event ∩i−1j=1Ωi, for all n ∈ [Ni−1, Ni),
P{SNi ≥M + 4(i− 1)} ≥ 1−
2
(M − 2 + 2(i− 2))2K
Proof. Note that Ni − Ni−1 = M − 2 + 2(i − 2) ≥ M − 2, ∀i ≥ 2. And from
definition of M , we know that for all m ≥M − 2
0.01m− 2
√
Km ln(m) ≥ 4.
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We have also shown that
P
(
Ii,m > 0.01m− 2
√
Km ln(m)
)
> 1− 2
m2K
(13)
From the previous lemma, we know that for n ∈ [Ni−1, Ni) we may couple
Sn+1 − Sn with Zi since xn ≥ i. This gives us that
P{SNi ≥M + 4(i− 1)} ≥ P{SNi−1 + Ii,Ni−Ni−1 ≥M + 4(i− 1)}
= P
{
Ii,M−2+2(i−2) ≥M + 4(i− 2)−M − 4(i− 2) = 4
}
≥ P
{
Ii,M−2+2(i−2) ≥
0.01(M − 2 + 2(i− 2))− 2
√
K(M − 2 + 2(i− 2)) ln (M − 2 + 2(i− 2)))
}
> 1− 2
(M − 2 + 2(i− 2))2K
Corollary 2.1. From the lemma above, we have
P (Sn →∞) ≥ (1− σ/2) ·Π∞j=0(1 −
2
(M − 2 + 2j)2K )
Proof. The lemma essentially provides us with the following:
P{Ωi|∩i−1j=1Ωj} ≥ 1−
2
(M − 2 + 2j)2K
Since ∩∞j=1Ωj implies that {Sn →∞, n→∞}. The claim follows by induction.
The main theorem can be proved as follows. Let K = 1. for any σ ∈ [0, 1),
we may choose sufficiently large M1(σ) so that Π
∞
j=0(1 − 2(M1(σ)−2+2j)2K ) >
(1− σ/2). Such M1(σ) exists because limM→∞Π∞j=0(1− 2(M−2+2j)2 ) = 1.
As a result,
P (Sn →∞) ≥ (1− ǫ) ·Π∞j=0(1 −
2
(M − 2 + 2j)2K )
≥ (1− σ/2)2 > 1− σ
This concludes the proof.
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3 APPENDIX: Proof Using An Auxiliary Pro-
cess
The main result is Theorem 3.1. We first need to construct a auxiliary process
as in the following proposition.
Proposition 3.1. Define a random-walk-like space homogeneous process as
following:
S0 = 0 and Sn :=
n∑
i=1
Yi, for n ≥ 1
, where Y1, Y2, ... are independent random variables taking values in {−1, 0, 1}.
Let distribution of Yn on {−1, 0, 1} be
vn =
{1
4
− 1
an
,
1
2
,
1
4
+
1
an
}
.
Then there exists a choice of {an}, a positive,strictly increasing, unbounded
sequence, such that Sn tends to infinity in probability. That is, for any large
number M and any ǫ > 0, there exists some positive integer N such that
P (Sn > M) > 1− ǫ, ∀n > N
.
Proof. Since Yi is strictly bounded by [−1, 1], by Hoeffding’s inequality, for any
t > 0,
P (|Sn − E(Sn)|≥ t) ≤ 2 exp(− t
2
2n
)
.
For any n > 1, let the ”bound” t be tn = 2
√
n ln(n) for each n. Then the
probability of ”exceeding the bound” for each n is
pn := P
(
|Sn − E(Sn)|≥ 2
√
n ln(n)
)
≤ 2
n2
Let’s choose an =
3
√
n+ 999, whereby E(Sn) =
∑n
i=1
2
3
√
i+ 999
.
Define Ωn = {ω ∈ Ω : |Sn(ω)− E(Sn)|≤ tn}.
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Under event ∩∞n=mΩn, we have
Sn > E(Sn)− tn =
n∑
i=1
2
3
√
i+ 999
− 2
√
n ln(n), ∀n > m (1)
Notice that
lim
n→∞
n∑
i=1
2
3
√
i+ 999
− 2
√
n ln(n) = +∞ (2)
(since
∑n
i=1
2
3
√
i+ 999
>
∫ n+1
1
2
3
√
x+ 999
dx = 3(n+ 1000)2/3 − 300)
And for any integer m > 1,
P (∩∞n=mΩn) = Π∞n=m(1 − pn) ≥ Π∞n=m(1−
2
n2
) > (
m− 1−√2
m− 1 +√2)
√
2
2 (3)
Therefore, by ”Squeeze Theorem” and (3),
lim
m→∞
P (∩∞n=mΩn) = 1 (4)
By (2), for any M , we are able to find positive integer N1 so that
n∑
i=1
2
3
√
i+ 999
− 2
√
n ln(n) > M, ∀n > N1
By (4), for any ǫ > 0, we are able to find positive integer N2 so that
P (∩∞n=mΩn) > 1− ǫ, ∀m > N2
Choose N = max{N1, N2}. By (1) and the fact that N ≥ N1, we know that
under event ∩∞n=NΩn, Sn ≥ E(Sn)− tn > M , for all n > N , i.e.
P ({ω ∈ Ω : Sn(ω) > M, ∀n > N}) ≥ P (∩∞n=NΩn) > 1− ǫ
Theorem 3.1. For any fixed σ ∈ [0, 1), there exists a choice of a˜n such that
P (X˜n →∞) > σ.
Proof. Let’s first write the distribution of X˜n − X˜n−1 with values {−1, 0, 1}:
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If Xn−1 = (i, i),(
(
1
2
− 4
an
)
i2
i2 + (i − 1)2 , 1− (
1
2
− 4
an
)
i2
i2 + (i − 1)2 − (
1
4
+
2
an
),
1
4
+
2
an
)
If Xn−1 = (i, i− 1),(
1
4
− 2
an
, 1− (1
4
− 2
an
)− (1
2
+
4
an
)
(i − 1)2
i2 + (i− 1)2 , (
1
2
+
4
an
)
(i − 1)2
i2 + (i− 1)2
)
Notice that if we plug in an = 8, the above simplifies to:
If Xn−1 = (i, i), (
0,
1
2
,
1
2
)
If Xn−1 = (i, i− 1), (
0, 1− (i− 1)
2
i2 + (i− 1)2 ,
(i− 1)2
i2 + (i − 1)2
)
Notice that if an = 8, X˜n − X˜n−1 is stochastically larger than random variable
Zn = −1, 0, 1, which is i.d.d for all n with the following distribution:
(0,
9
10
,
1
10
)
Therefore, for On :=
∑n
i=1 Zn, there exists a coupling between X˜n − X˜n−1 and
Zn such that
X˜n ≥ On, ∀n > 1
Now we will use Hoeffding’s inequality to construct a ”lower bound” on On as
before. Recall for any t > 0,
P (|On − E(On)|≥ t) ≤ 2 exp(− t
2
2n
)
.
For any n > 1, let the ”bound” t be tn = 2
√
n ln(n) for each n. Then the
probability of ”exceeding the bound” for each n is
P
(
|On − n
10
|≥ 2
√
n ln(n)
)
≤ 2
n2
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Define ΩO,n = {ω ∈ Ω : |On(ω)− n10 |≤ tn}. Similar to the case for Sn, for any
integer m > 1,
P (∩∞n=mΩO,n) ≥ Π∞n=m(1−
2
n2
) > (
m− 1−√2
m− 1 +√2)
√
2
2 (5)
Notice that under event ∩∞n=mΩO,n,
On ≥ n
10
− 2
√
n ln(n), ∀n > m
Meanwhile, under event ∩∞n=mΩn, as we have shown above, for all n > m
Sn < E(Sn)+tn =
n∑
i=1
2
3
√
i+ 999
+2
√
n ln(n) < 3(n+999)
2
3−300+1
5
+2
√
n ln(n)
Apparently, there exists some N0 such that the ”lower bound” of On (of order
n) will exceed ”upper bound” of Sn (of order n
2
3 ), i.e. for all n > N0,
n
10
− 2
√
n ln(n) > 3(n+ 999)
2
3 − 300 + 1
5
+ 2
√
n ln(n)
There exists some N1 such that an =
√
n+ 999 > 8 for all n > N1;
By (4), as σ < 1, there exists some N2 such that
P (∩∞n=mΩn) >
√
σ, ∀m > N2
There exists some N3 such that for all n > N3, the lower bound of On will
exceed 15, i.e.
n
10
− 2
√
n ln(n) > 15, ∀n > N3
By (5), as σ < 1, there exists some N4 such that
P (∩∞n=mΩO,n) >
√
σ, ∀m > N4
There exists some N5 such that the ”lower bound” of Sn minus 6 (of order n
2
3 )
will exceed an+1 (of order n
1
3 ), i.e. for all n > N5
n∑
i=1
2
3
√
i+ 999
−2
√
n ln(n)−6 > 3(n+1000)2/3−300−2
√
n ln(n)−6 > 3√n+ 1000
Let N := max{N0, N1, N2, N3, N4, N5}.
Define a˜n = 8, if n ≤ N while a˜n = an otherwise. Notice that since N ≥ N1,
a˜n remains an increasing sequence tending to infinity.
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For all n ≤ N , X˜n − X˜n−1 is stochastically larger than Zn. Therefore, there
exists a coupling between X˜n − X˜n−1 and Zn such that
X˜N ≥ ON (6)
Under event (∩∞i=NΩi) ∩ (∩∞i=NΩO,i), since N > N0, the ”lower bound” of ON
has already exceeded ”upper bound” of SN ,
ON ≥ SN (7)
By (6) and (7),
X˜N ≥ SN (8)
Now we seek to use induction to show that X˜n ≥ Sn for all n ≥ N . We want to
show the following: under event (∩∞i=NΩi)∩ (∩∞i=NΩO,i), for all n > N , if given
X˜n−1 ≥ Sn−1, X˜n ≥ Sn.
Indeed, since N ≥ N5, for all n > N , the ”lower bound” of Sn minus 6 will
be already larger than an+1, i.e. under event (∩∞i=NΩi) ∩ (∩∞i=NΩO,i), for all
n > N > N5,
Sn > 3(n+ 1000)
2/3 − 300− 2
√
n ln(n)− 6 > 3√n+ 1000 = an+1
Since X˜n−1 ≥ Sn−1,
X˜n−1 − 6 ≥ Sn−1 − 6 > an
By Lemma 6.4(b), there exists coupling of X˜n − X˜n−1 and Yn such that if
X˜n−1− 6 ≥ an then X˜n− X˜n−1 ≥ Yn, given that X˜n− X˜n−1 and Yn follow the
same an. In our case, this rule applies for all n > N . Therefore,
X˜n−1 − 6 > an =⇒ X˜n ≥ Sn
.
Thus, by induction, under event (∩∞i=NΩi) ∩ (∩∞i=NΩO,i),
X˜n ≥ Sn, ∀n ≥ N
Therefore, since event ∩∞i=NΩi and event ∩∞i=NΩO,i are independent,
P (X˜n →∞) > P ((∩∞i=NΩi) ∩ (∩∞i=NΩO,i)) = P (∩∞i=NΩi)P (∩∞i=NΩO,i) = σ
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