T his article considers the overall crew management problem arising from the daily operation of an urban transit bus company that serves the metropolitan area of the city of Belo Horizonte, Brazil. Due to its intrinsic complexity, the problem is divided in two distinct subproblems: crew scheduling and crew rostering. We have investigated each of these problems using mathematical programming (MP) and constraint logic programming (CLP) approaches. In addition, we developed hybrid column generation algorithms for solving these problems, combining MP and CLP. The hybrid algorithms always performed better, when obtaining optimal solutions, than the two previous isolated approaches. In particular, they proved to be much faster for the scheduling problem. All the proposed algorithms have been implemented and tested over real-world data obtained from the aforementioned company. The coefficient matrix of the linear program associated with some instances of the scheduling problem contains tens of millions of columns; this number is even larger for the rostering problem. The analysis of our experiments indicates that it was possible to find high-quality, and many times optimal, solutions that were suitable for the company's needs. These solutions were obtained within reasonable computational times on a desktop PC.
Introduction
The overall crew management problem concerns the allocation of trips to crews within a certain planning horizon. In addition, it is necessary to respect a specific set of operational constraints and minimize a certain objective function. Being a very hard problem, when taken in its entirety, it is usually divided in two smaller problems: the crew scheduling problem and the crew rostering problem (Caprara et al. 1997 ). In the crew scheduling problem, the aim is to partition the initial set of trips into a minimal set of feasible duties. Each such duty is an ordered sequence of trips to be performed by the same crew and that satisfies a subset of the original problem constraints: those related to the sequencing of trips during a workday. The crew rostering problem takes as input the set of duties output by the crew scheduling phase and builds a roster spanning a longer period, e.g., months or years. In the latter case, the roster must satisfy a different set of constraints: those related to rest periods, vacations, and other long-term operational restrictions.
This article describes the crew management problem stemming from the operation of a Brazilian bus company that serves a major urban area in the city of Belo Horizonte. This area serves more than two million inhabitants in central Brazil. Because employee wages may account for 50% or more of the company's total expenditures, even small percentage savings can be quite significant. The related crew scheduling and crew rostering problems are solved by means of hybrid column generation approaches involving both integer programming (IP) and constraint logic programming (CLP) techniques. We also present pure IP and CLP solutions for these problems.
We started with the crew scheduling problem, applying a pure IP formulation and using a classical branch-and-bound technique to solve the resulting set partitioning problem. Because this method requires that all feasible duties are previously inserted into the problem formulation, all memory resources were rapidly consumed when we reached half a million feasible duties. To circumvent this difficulty, we implemented a column generation technique. As suggested by Desrochers and Soumis (1989) , the subproblem of generating feasible duties with negative reduced cost was transformed into a constrained shortest-path problem over a directed acyclic graph and then solved using dynamic programming techniques. However, due to the size and idiosyncrasies of our real problem instances, this technique did not make much progress toward solving large instances.
The difficulties we faced when using the previous approaches almost disappeared when we turned to a language that supports constraint specification over finite domain variables. We were able to develop and implement our models in a short time, producing code that was both concise and clear. When executed, it came as no surprise that the model showed two distinct behaviors, mainly due to the huge size of the search space involved. It was very fast when asked to compute new feasible duties, but lagged behind the IP methods when asked to obtain a provably optimal schedule. The search spaces of our problem instances are enormous, and there are no strong local constraints available to help the resolution process. A good heuristic to improve the search strategy does not come easily, as noted in Darby-Dowman and Little (1998) .
To harness the capabilities of both the IP and CLP techniques, we resorted to a hybrid approach to solve the larger, more realistic, problem instances. The main idea is to use the linear relaxation of a smaller core problem in order to efficiently compute good lower bounds on the optimal solution value. Using the values of dual variables present in the solution of the linear relaxation, we can enter a generation phase that computes new feasible duties. This phase is modeled as a constraint satisfaction problem that searches for new feasible duties with negative reduced cost. This model is submitted to the constraint solver, which returns new feasible duties. After introducing these new duties into the IP problem formulation, the initial phase can be taken again, restarting the cycle. When the CLP solver announces the inexistence of new feasible duties with negative reduced cost, the optimality of the current solution is proved. This algorithm secures the strengths of both the pure IP and the pure CLP approaches: Only a small subset of all the feasible duties is efficiently dealt with at a time, and new feasible duties are quickly computed only when they will make a difference. The resulting code was tested on some large instances, based on real data. As of this writing, we can solve, in a reasonable time and with proven optimality, instances of the crew scheduling problem with an excess of 150 trips and 12 million feasible duties.
Some specific union regulations and operational constraints make our rostering problem fairly distinct from other known crew rostering problems found in the literature (such as . In general, it is sufficient to construct one initial roster consisting of a feasible sequencing of the duties that spans the least possible number of days. The complete roster is then built by just assigning shifted versions of that sequence of duties to each crew to have every duty performed in each day of the planning horizon. In other common cases such as Jachnik (1981) , Carraresi and Gallo (1984) , and Bianco et al. (1992) , the main concern is to balance the workload among the crews involved. Although we also look for a roster with relatively balanced workloads, these approaches will not, in general, find the best solution for our purposes. We are not interested in minimizing the number of days needed to execute the roster, since the length of the planning horizon is fixed in advance. Our objective is to use the minimum number of crews when constructing the roster for the given period. Another difficulty comes from the fact that some constraints behave differently for each crew, depending on the amount of work assigned to the crew in the previous period. Moreover, different crews have different needs for days off, imposed by personal requirements.
Similar to the crew scheduling problem, we started with models based on pure IP and CLP techniques to solve the rostering problem. We also developed a hybrid column generation approach for this problem, which follows the same basic ideas of the one applied in the crew scheduling phase.
This article is organized as follows. Section 1 describes the crew scheduling problem and includes a number of subsections. In §1.4, we describe an IP approach and report on the implementation of an alternative technique using standard column generation. In §1.5 we consider a pure CLP approach, and in §1.6 we present the hybrid approach. Section 2 gives a detailed description of the crew rostering problem. Its subsections present the different solution techniques that were investigated. Section 2.4 explains the format of the input datasets used in our experiments. In §2.5, we briefly comment on an IP formulation used to solve the problem. Section 2.6 presents some experiments that were conducted to evaluate the performance of a pure CLP model for crew rostering. The results achieved with a hybrid column generation approach are analyzed in §2.7. Finally, we draw the main conclusions and discuss further issues in §3.
All computation times presented in this text are given in CPU seconds of a Pentium II 350 MHz with 320 MB of RAM. Execution times inferior to one minute are reported as ss cc, where ss denotes seconds and cc denotes hundredths of a second. For execution times that exceed 60 seconds, we use the alternative notation hh:mm:ss, where hh, mm, and ss represent hours, minutes, and seconds, respectively.
The Crew Scheduling Problem
In a typical crew scheduling problem, a set of trips has to be assigned to some available crews. The goal is to assign a subset of the trips to each crew in such a way that no trip is left unassigned. As usual, not every possible assignment is allowed since a number of constraints must be observed. Additionally, a cost function has to be minimized.
Terminology
Among the following terms, some are of general use, while others reflect specifics of the transportation service for the urban area that is the source of the input data. A relief point is a location where crews may change buses and rest. The act of driving a bus from one relief point to another relief point, passing by no intermediate relief point, is named a trip. Associated with a trip we have its start time, its duration, its departure relief point, and its arrival relief point. The duration of a trip is statistically calculated from field collected data, and depends on many factors, such as the day of the week and the time of day of the trip start. A duty is a sequence of trips that are assigned to the same crew. By idle time we denote any of the time intervals between two consecutive trips in a duty. Whenever this idle time exceeds Idle_Limit minutes, it is called a long rest. A duty that contains a long rest is called a split-shift duty or simply a split shift. The rest time of a duty is the sum of its idle times, not counting long rests. The parameter Min_Rest gives the minimum amount of rest time, in minutes, to which each crew is entitled. The sum of the durations of the trips in a duty is called its working time. The sum of the working time and the rest time gives the total working time of a duty. The parameter Workday is specified by union regulations and limits the daily total working time.
Input Data
The input data come in the form of a two dimensional table where each row represents one trip. For each trip, the table lists start time, measured in minutes after midnight; duration, measured in minutes; initial relief point; and final relief point. We have used data that reflect the operational environment of two bus lines, Line 2222 and Line 3803, that serve the metropolitan area around the city of Belo Horizonte, in central Brazil. Line 2222 has 125 trips and one relief point and Line 3803 has 246 trips and two relief points. The daily number of trips and the number of relief points in these instances are representative of the lines in the transportation system of Belo Horizonte, which is composed of 266 different bus lines. The input data tables for these lines are called OS 2222 and OS 3803, respectively. Table 1 shows the first 10 rows of OS 3803. By considering initial segments taken from these two input data tables, we derived several other smaller problem instances. For example, taking the first 30 trips of OS 2222 gave us a new 30-trip problem instance. A measure of the number of active trips along a typical day for both Line 2222 and Line 3803 is shown in Figure 1 . This figure was constructed as follows. For each x y entry, the ordinate y indicates how many trips are active at time x. We could also have built smaller instances that span the A feasible duty is a duty that satisfies all problem constraints. A schedule is a set of feasible duties, and an acceptable schedule is any schedule that partitions the set of all trips. Because the problem specification treats all duties as indistinguishable, every duty is assigned a unit cost. The cost of a schedule is the sum of the costs of all its duties. Hence, minimizing the cost of a schedule is the same as minimizing the number of crews involved in the solution or, equivalently, the number of duties it contains. A minimal schedule is any acceptable schedule whose cost is minimal.
Mathematical Programming Approaches
Let m be the number of trips and n be the total number of feasible duties. The pure IP formulation of the 
subject to
The x j 's are 0-1 decision variables that indicate which duties belong to the solution. The coefficient a ij equals 1 if duty j contains trip i; otherwise, a ij is 0. This is a classical set partitioning problem where the rows represent all trips and the columns represent all feasible duties. We developed a constraint program to count all feasible duties both in OS 2222 and in OS 3803. Table 2 summarizes the results for increasing initial sections (column "# Trips") of the input data. The time (column "Time") needed to count the number of feasible duties (FD-column "# FD") is also presented. For OS 2222, we get in excess of 1 million feasible duties, and for OS 3803 we get more than 122 million feasible duties.
It would be possible to adopt a set-covering formulation if we replaced the "=" sign by a "≥" sign in (2). In practice, this results in having crews riding on buses just like ordinary passengers. Despite the fact that a less expensive solution could arise from the set-covering model, the latter was not used in practice since it may bring difficulties to the operational control.
1.4.1. A Pure Integer Programming Approach. In the pure IP approach, we used a constraint program to generate an output file containing all feasible duties. A program was developed in C to make this file conform to the CPLEX (ILOG 1999) input format. The resulting file was fed into a CPLEX LP solver. The node selection strategy used was best-first, and branching was done upon the most fractional variable. Every other setting of the branch-andbound algorithm used the standard default CPLEX configuration.
The main problem with the IP approach is clear: The number of feasible duties is enormous. Computational results for OS 2222 appear in Table 3 , columns under "Pure IP." In that table, columns "Opt" and "Sol" indicate, respectively, the optimal and computed values for the corresponding run. It soon became apparent that the pure IP approach using the CPLEX solver would not be capable of obtaining the optimal solution for the complete OS 2222 problem instance. Besides, memory usage was also increasing at an alarming pace, and execution time was lagging when compared with other approaches that were being developed in parallel. As an alternative, we decided to implement a column generation approach.
Column Generation with Dynamic Programming.
Column generation is a technique that is widely used to handle linear programs that have a very large number of columns in the coefficient matrix (see Barnhart et al. 1998 ). The method works by repeatedly executing two phases. In a first phase, instead of solving a linear relaxation of the whole problem in which all columns are required to be loaded in memory, we quickly solve a smaller problem, called the master problem, that deals only with a subset of the original columns. That smaller problem solved, we start Phase 2, looking for columns with negative reduced cost. If there are no such columns, we have proved that the solution at hand indeed minimizes the objective function. Otherwise, we augment the master problem by bringing in a number of columns with negative reduced cost, and start over on Phase 1. From the pure IP formulation above, the reduced cost of a feasible duty d is given by 1 − j∈T u j , where T is the set of trips contained in d and u j is the value of the dual variable associated with trip j. The problem of computing columns with negative reduced cost is called the slave subproblem. When the original variables have integer values, this algorithm must be embedded in a branch-and-bound strategy. The resulting algorithm is also known as branch-and-price.
Generating Columns. In general, the slave subproblem can also be formulated as another IP problem. In our case, constraints like the one on split-shift duties substantially complicate the formulation of a pure IP model. As another approach, Desrochers and Soumis (1989) suggest reducing the slave subproblem to a constrained shortest path problem (CSPP). Since this technique is still considered to be one of the most efficient (see Crainic and Laporte 1998; Dror 2000) , we decided to apply it to our problem.
Implementation and Results. To implement the branch-and-price strategy, the use of the ABACUS (OREAS 1999) branch-and-price framework saved a lot of programming time. We refer the reader interested in more details to Yunes et al. (2000) . In Table 3 , columns under "CG + DP" show the computational results for OS 2222. Within the maximum allowed Central Processing Unit time of 24 hours, this approach did not reach a satisfactory performance. Because the constrained shortest-path subproblem is solved by means of a pseudopolynomial algorithm, the state space at each node has the potential of growing exponentially with the input size. The number of feasible paths that the algorithm has to maintain became so large that the time spent looking for columns with negative reduced cost (pricing time) was responsible for more than 90% of the total execution time, on average, over all instances (see Table 3 ).
A Constraint Logic Programming Approach
Modeling with finite domain constraints is rapidly gaining acceptance as a promising programming environment to solve large combinatorial problems. This led us to model the crew scheduling problem using pure CLP techniques. We were able to find feasible schedules in a very short time using the CLP system ECL i PS e (IC-Parc 2001), but obtaining provably optimal solutions was out of reach for our CLP approach. The details can be found in Yunes et al. (2000a) . Guerinik and Caneghem (1995) and Darby-Dowman and Little (1998) also report difficulties when trying to solve crew scheduling problems with a pure CLP approach. Finding the optimal schedule reduces to choosing, from an extremely large set of elements, a minimal subset that satisfies all the problem constraints. The huge search spaces involved can only be dealt with satisfactorily when pruning is enforced by strong local constraints. Besides, a simple search strategy, lacking good problem-specific heuristics, is unlikely to succeed. When solving scheduling problems of this nature and size to optimality, none of these requirements can be met easily, rendering it intrinsically difficult for pure CLP techniques to produce satisfactory results in these cases. Gervet (1998) shows that, in some cases, neither the pure IP nor the pure CLP approaches are capable of solving certain kinds of combinatorial problems satisfactorily, but a hybrid strategy might outperform them.
A Hybrid Approach
When contemplating a hybrid strategy, it is necessary to decide which part of the problem will be handled by a constraint solver, and which part will be dealt with in a more classical way. Given the huge number of columns at hand, a column generation algorithm seemed to be almost mandatory. On the one hand, as reported in §1.4.2, we knew that the dynamic programming column generator used in the pure IP approach did not perform well on the largest instances. On the other hand, a declarative language is particularly suited to express not only the constraints imposed by the original problem, but also the additional constraints that must be satisfied when looking for feasible duties with negative reduced cost. Given that, it was a natural decision to implement a column generation approach where new columns were generated on demand by a constraint program. In addition, the discussion in §1.5 indicates that the CLP strategy implemented was very efficient when identifying feasible duties. It lagged behind only when computing a provably optimal solution to the original scheduling problem, due to the minimization constraint. Because it is not necessary to find a column with the most negative reduced cost, the behavior of the CLP solver was deemed adequate. It remained to program the CLP solver to find a set of new feasible duties with the extra requirement that their reduced cost should be negative.
There have been other attempts that somehow explore the idea of integrating IP and CLP into column generation algorithms. We identify their main similarities and differences with respect to our approach in the following paragraphs.
An early work treating the cooperation of linear and finite-domain constraint solvers for column generation is Leconte et al. (1996) . A bin-packing configuration problem is modeled, posting constraints both to a linear solver (a revised Simplex algorithm) and to a finite-domain constraint solver. All possible bin configurations (columns) are generated at the start, and a pure integer linear model is solved in order to find the right quantities for each type of bin.
In Junker et al. (1999a) , the authors solve an airline crew assignment problem where the column generation subproblem is modeled as a CSPP on a directed acyclic graph (DAG). This subproblem is formulated as a constraint satisfaction problem. Nevertheless, although they argue that their results are encouraging, the models and computational results are not explicitly described. Moreover, they introduce some heuristic pruning techniques that may prevent the algorithm from finding a provably optimal solution. Chabrier (1999) describes an iterative cooperation between CLP and linear programming optimizers for solving the pairing generation problem for airline companies. In this case, the generation process is guided by heuristics for choosing "nice" pairings and metaheuristics that restrict the exploration of the search tree. Also, this algorithm is not a branch-and-price algorithm and the computational experiments are not quite elucidative because of the small number of instances. Junker et al. (1999b) present a general framework for column generation based on constraint programming (CP). Sometimes the subproblem of finding new columns with negative reduced cost is too complicated for traditional operations research (OR) methods. In these cases, formulating the column generator as a constraint satisfaction problem might help. This is more or less the same idea presented in our previous work (Yunes et al. 1999) . It is interesting to note here that these two investigations, although leading to similar proposals, have been developed independently and in parallel. Junker et al. (1999b) , instantiate the framework for solving a crew assignment problem and discuss the implementation of an efficient path constraint for the subproblem. Their application does not give rise to the need of integrating this framework inside a branch-and-price algorithm but, according to them, this would not be a problem.
Both Fahle and Sellmann (2000) and Sellmann et al. (2000) make use of the constraint-based column generation framework presented in Junker et al. (1999b) . Fahle and Sellmann (2000) address one kind of cutting stock problem where the column generation subproblem is a constrained knapsack problem (CKP) rather than the usual CSPP. However, the paper concentrates on solving the subproblem efficiently and does not give details about the whole master-slave interaction and the results obtained for the overall cutting stock problem. Sellmann et al. (2000) describe an algorithm that integrates a direct constraint programming based approach (DCPA) and a CP-based column generation approach (CPCGA), in an iterative way, for the crew assignment problem. The pool of columns for the master problem is initialized with a set of initial feasible solutions found by the DCPA. The CPCGA then finds a solution for a set covering formulation and the DCPA tries to generate a set partitioning solution through deassignment of variables. Some local refinements on this solution are performed and the CPCGA is called again. They show that, in the long run, this cooperation performs better than both the DCPA or CPCGA alone. However, it is difficult to have a good notion with respect to the effectiveness of their approach since the computational experiments are restricted to two instances. In addition, there is no guarantee of optimality and no presentation of the idea of the quality of the solutions.
Our hybrid approach differs from the aforementioned approaches due to the following main aspects: We make use of a complete branch-and-price framework, i.e., the linear relaxation of every node of the branch-and-bound tree is solved by means of a column generation algorithm; since the total number of feasible columns is enormous, we do not generate them all in advance; the subproblem of column generation is not formulated as a CSPP on a DAG; our experiments are conducted over large real-world datasets; and we guarantee the optimality of the final solutions.
1.6.1. Implementation Issues. The basis of this new algorithm is the same as the one developed for the column generation approach, described in §1.4.2. The dynamic programming routine is substituted for an ECL i PS e process that solves the slave subproblem and communicates with the ABACUS process through a network connection. When the ABACUS process has solved the current master problem to optimality, it sends the values of the dual variables to the CLP process. If there remain columns with negative reduced cost, some of them are captured by the CLP solver and are sent back to the ABACUS process, and the cycle starts over. If there are no such columns, the linear programming (LP) solver has found an optimal solution. Having found the optimal solution for this node of the enumeration tree, its dual bound is also available. The normal branch-and-bound algorithm can then proceed until it is time to solve another program. This interaction is depicted in Figure 2 . For branching purposes, we selected the active node with best LP bound and we branched on a variable with fractional value closest to one half.
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LP ol. ree RC < 0 The code for the CLP column generator is almost identical to the code for our pure CLP model referred to in §1.5. That is, we use the same representation of the problem constraints. However, there are three major differences. First, we are not looking for a complete schedule any more-just feasible duties. Second, there are two additional kinds of constraints. One states that the sum of the values of the dual variables associated with the trips in the duty being constructed should represent a negative reduced cost. The other states that variables that have been fixed to zero by previous branching decisions must not be generated again. This is done by sending the list of branching variables to the column generator. Finally, we no longer need to use a minimization predicate. Instead, we use a predicate that keeps on looking for new feasible duties until the desired number of feasible duties with negative reduced cost have been computed, or until there are no more feasible assignments. By experimenting with the datasets at hand, we determined that the maximum number of columns with negative reduced cost to request at each iteration of the CLP solver was best set to 50. Redundant modeling techniques (Caseau and Koppstein 1992; Cheng et al. 1999) , as well as more advanced labeling heuristics (Jourdan 1995) , both used to improve the performance of the original CLP formulation, became unnecessary and were removed. This model is thoroughly explained in Yunes et al. (2000b) .
1.6.2. Computational Results. The hybrid approach was able to construct an optimal solution to substantially larger instances of the problem in a reasonable time. Computational results for OS 2222 and OS 3803 appear in Tables 4 and 5, respectively. Column headings "# Trips," "# FD," "Opt," "DBR," "# CA," "# LP," and "# Nodes" stand for, respectively, number of trips, number of feasible duties, optimal solution value, dual bound at the root node, number of columns added, number of linear programming relaxations solved, and number of nodes visited. Column headings "PrT," "LPT," "HT," and "TT" stand for, respectively, time spent generating columns, time spent solving linear programming relaxations, time spent by a primal heuristic, and total execution time. In every instance the dual bound at the root node was equal to the value of the optimal integer solution. Hence, the LP relaxation of the problem already provided the best possible lower bound on the optimal solution value. This motivated the use of a primal heuristic after the solution of each linear relaxation of the problem. For this purpose, we implemented the set covering heuristic developed by Caprara et al. (1999) . This heuristic won the FASTER competition jointly organized by the Italian Railway Company and AIRO, solving, in a reasonable time, large set covering problems arising from crew scheduling. Using our own experience and additional ideas from the chapter on Lagrangian Relaxation in Reeves (1993) , an implementation was written in C and went through a long period of testing and benchmarking. Tests executed on set covering instances coming from the OR-Library showed that our implementation is competitive with the original implementation in terms of solution quality. Although this is a set covering heuristic, it was able to find, in many cases, coverings that were indeed partitions. In those cases that it did not find partitions, we implemented a simple local search algorithm that would try to transform the covering into a partition of the same size by removing trips whenever possible. For the purpose of comparison, when we solved instances with two relief points without using this primal heuristic within the same time limit of 24 hours, we were only able to find optimal solutions for instances with up to 150 trips. Moreover, in this case the search tree ended up having 25 nodes and the time needed to prove optimality was about 22 hours. As we can see in Table 5 , using the primal heuristic we were able to prove optimality for instances of up to 210 trips in approximately 14.5 hours. Notice that this 210-trip instance has roughly five times as many columns as the 150-trip instance. When solving instances with one relief point the heuristic helped us drop the maximum number of nodes in the enumeration tree from 41 to 11. For the instances with two relief points, the maximum number of nodes dropped from 25 to 7. Finally, note that the number of columns added by the algorithm was kept small. The sizable gain in performance is shown in the last four columns of each table. Note that the time to solve all linear relaxations of the problem was a small fraction of the total running time, for both datasets.
It is also clear, from Table 4 , that the hybrid approach was capable of constructing a provably optimal solution for the smaller dataset using 19 minutes of running time on a 350 MHz desktop. That problem involved in excess of one million feasible columns and was solved considerably faster when compared with the best performer (see §1.4.1) among all the previous approaches.
The structural difference between both datasets can be observed by looking at the 100-trip row, in Table 5 . The number of feasible duties on this line is, approximately, the same number of 1 million feasible duties that are present in the totality of 125 trips of the first dataset, OS 2222. Yet the algorithm used roughly twice as much time to construct the optimal solution for the first 100 trips of the larger dataset as it did when taking the 125 trips of the smaller dataset. In essence, the instances with two relief points are harder to solve than those with one relief point because they involve more trips per time unit. In other words, they are denser, as can be seen in Figure 1 and Table 2 .
Finally, when we fixed a maximum running time of 24 hours, the algorithm was capable of constructing a solution and proving its optimality for as many as 210 trips taken from the larger dataset. This corresponds to an excess of 67 million feasible duties. It is noteworthy that less than 30 MB of main memory were needed for this run. By efficiently dealing with a small subset of the feasible duties, our algorithm managed to surpass the memory bottleneck and solve instances that were very large. This observation supports our view that a CLP formulation of column generation was the right approach to solve these very large crew scheduling problems.
The comparative performance of the hybrid model against the isolated IP model over the OS 2222 and OS 3803 datasets is depicted in Figures 3 and 4 , respectively. We chose the IP approach for this comparison because it was the best one among the exact isolated approaches. The curves are identified as follows: "IP" is the integer programming approach and "Hybrid" is the hybrid column generation approach. 
The Crew Rostering Problem
The duties obtained as output from the solution of the crew scheduling phase must be assigned to crews day after day, throughout an entire planning horizon. This sequencing has to obey a set of constraints that differs from the constraints that are relevant to the crew scheduling problem. This set includes, for example, the need for days off, with a certain periodicity, and a minimum rest time between consecutive workdays.
Input Data
The set of duties to be performed on weekdays is different from the set of duties to be performed on weekends or holidays, due to fluctuations of customer demand. For each case, the crew scheduling problem gives a number of distinct sets of duties as input for the rostering problem. The planning horizon we are interested in spans one complete month. It is important to take into account as input data many features of the month under consideration, such as the total number of days, which days are holidays, and which day of the week is the first day of the month (the remaining weekdays can be easily figured out from this information). The differences in the input data from one month to the next one may lead to variations of the number of crews actually working in each month. Consequently, some rules must be observed in order to select the crews that are going to be effectively used. If, say, in month m 40 crews were needed, and in month m + 1 only 38 will be necessary, how do we select the 2 crews that are going to be left out? Furthermore, suppose that, after eliminating those crews that cannot work in the current month for some reason, the company has 50 crews available. Even if the number of crews remains the same, e.g., 40, from one month to the next, it is important to evenly distribute the work among them. This balance can be obtained considering the number of days each crew has worked since the beginning of the year, for example, or with the aid of another kind of ranking function for the crews. Finally, because some constraints refer to a time window that spans more than one month (see §2.2), some attributes for each crew have to be carried over between successive months.
The input data needed to build the roster for month m are the following:
• The sets of duties D wk , D sa , D su , and D ho that have to be performed on weekdays, Saturdays, Sundays, and holidays, respectively.
• The number of days, d, in month m.
• The occurrence of holidays in month m.
• The day of the week corresponding to the first day in month m.
• The whole set of crews, C, employed by the company.
• For each crew i in C.
-The set of days, OFF i , in which i is off duty (due to vacations or sickness), excluding's ordinary weekly rests; -The number of days, ls i , between the last Sunday i was off duty and the first day of month m; -A binary flag, wr i , that is equal to 1 if and only if i had a weekly rest in the last week of month m − 1; -A binary flag, sl i , that is equal to 1 if and only if i performed a split-shift duty during the last week of month m − 1; -The difference in minutes, lw i , between the last minute i was working in month m − 1 and the first minute of the first day of month m.
•
-The start and end times of k (ts k and te k , respectively), given in minutes after midnight; -A binary flag, ss k , that equals 1 if and only if k is a split-shift duty.
• A list of all crews in C sorted according to a certain ranking function. This ordering will be used to assign priorities to the crews when identifying the subset of C that is going to work in month m.
Problem Constraints
The constraints associated with the sequencing of the duties are:
(a) The minimum rest time between consecutive workdays is 11 hours.
(b) Every employee must have at least one day off per week. Moreover, for every time window spanning seven weeks, at least one of these days off must be on a Sunday.
(c) When an employee performs one or more splitshift duties during a week, his day off in that week must be on Sunday.
(d) In every 24-hour period starting at midnight, within the whole planning horizon, each crew can start to work on at most one duty.
Objectives
For each month, we are looking for the cheapest solution in terms of the number of crews needed to perform all the duties required. In addition, it is desirable to have balanced workloads among all the crews, but the models we present in this article are not concerned with this issue.
The Format of the Input Datasets
Before describing the IP and CLP models for the rostering problem, it is important to understand the format of the instances used in the computational experiments. These instances correspond to the actual schedules constructed by the crew scheduling phase described in §1.
Using the duties built during the crew scheduling phase, we have constructed a set of instances ranging from small to large that are typically encountered by the management personnel in the bus company. The main features of these instances appear in Table 6 . The "Name" is just a string identifying the instance. The number of crews available for the roster, c, appears under the heading "# Crews." The column "# Days" shows the number of days in the planning horizon in the format d h , where d indicates the total number of days and h indicates how many of those d days are holidays. The next four columns show the number of duties that must be performed in each kind of the possible working days: weekdays, Saturdays, Sundays, and holidays, respectively. The format used is ss/tt, where tt is the total number of duties and ss is how many of the tt duties are split-shift duties. To begin, we set the following parameters for every crew i: OF F i = , ls i = 0, wr i = 1, sl i = 0, and lw i = 660. This is the same as ignoring any information from the previous month when constructing the roster for the current month.
An IP Approach
Let n be the total number of crews available and let d be the number of days in the current month m. Moreover, let p, q, r, and s be the numbers of duties to be performed on weekdays, Saturdays, Sundays, and holidays, respectively (i.e., D wk = p, D sa = q, D su = r, and D ho = s). The IP formulation of the rostering problem is based on x ijk binary variables that 
p + q + r + s , respectively. The duty numbered 0 is a special duty indicating that the crew is off duty on the given day. Thus, if x ij0 = 1 it means that crew i is not working on day j. For modeling purposes, we set ts 0 to a very large number, te 0 = 0, and ss 0 = 0. Given a day j in m, D j represents its set of duty indexes, except for the duty 0. For instance, if j is a Saturday then D j = p + 1 p + q . The main objective is to minimize the number of crews working during the present month. This is equivalent to maximizing the number of crews that are idle during the whole month. Given this choice of variables and objective function, an IP model for this problem can be easily written. Our complete formulation is presented in detail in Yunes et al. (2000b) . The linear relaxations and the integer programs were solved with the CPLEX solver. This model appears to suffer from symmetry, as discussed in Barnhart et al. (1998) , and finding optimal solutions, even for small instances, turned out to be a difficult task. For example, when looking for optimal solutions for instances with tens of duties in a workday, not even a feasible answer could be found within 30 minutes of computation time. Therefore, we decided to experiment with a pure CLP formulation of the problem.
A CLP Approach
Having found difficulties when solving the crew rostering problem with a pure IP model, as described in §2.5, we decided to try a constraint-based formulation. We used the ECL i PS e finite domain constraint solver to solve the model.
Let n, d, p, q, r, and s be defined as in §2.5. The main idea of the CLP model for the rostering problem is to represent the final roster as a two-dimensional matrix, X, where each cell X ij contains the duty performed by crew i on day j, for i ∈ 1 n , and j ∈ 1 d . The X ij 's are finite domain variables whose domains depend on the value of j. For the complete details see Yunes et al. (2000b) .
2.6.1. Computational Results. When compared to the IP model of §2.5, this model performed much better both in terms of solution quality and computation time. As can be seen in Table 7 , it was possible to find feasible solutions for fairly large instances in a few seconds. Again, no minimization predicate was used and the solutions presented here are the first feasible rosters encountered by the model. The column "LB" in Table 7 shows the LP lower bound.
Some special cases deserve further consideration. When providing 15 crews to build the rosters for instances s16 and s17, the model could not find a feasible solution even after 10 hours of search. Then, after raising the number of available crews in these instances to 16 (s16a) and 18 (s17a), respectively, we easily found the model solutions. Another interesting observation arises from instance s19. This instance comes from the solution of a complete real-world crew scheduling problem. In this problem, the optimal solution for weekdays contains 25 duties, 22 of which are split shifts. Because we did not have access to the input datasets for the other workdays, the sets of duties for Saturdays, Sundays, and holidays are subsets of the solution given by the scheduling algorithm for a weekday. Instance s19a is made up of the same duties, except that all of them are artificially considered non-split shifts. Notice that the value of the first solution found is significantly smaller for instance s19a than it is for instance s19. This is an indication of the severity of the influence of the constraints (2.2) introduced in §2.2. Moreover, we can see from Table 7 that the values of the solutions grow quickly as the number of split-shift duties increases. With this point in mind, we generated two other solutions for the same crew scheduling problem where the total number of duties used was increased in favor of a smaller number of split shifts. These are s20 and s21. Despite the larger number of duties in the input, the final roster for these instances uses fewer crews than it did for instance s19. This strengthens the remark made by Caprara et al. (1997) that, ideally, the scheduling and rostering phases should work cyclically, with some feedback between them.
Similar to the IP approach, this CLP model was not efficient to compute optimal solutions. Because we were limited to run for 24 hours, we could only find provably optimal solutions for instances s01, s02, and s03.
Proving Optimality
In § §2.5 and 2.6, we showed that it is difficult to find provably optimal solutions for this rostering problem. Moreover, it is possible to see from Table 7 that the lower bound provided by the LP relaxation of the problem is always equal to the largest number of duties that must be performed on a workday. This is clearly a trivial lower bound and probably not a very good one. We decided then to try another formulation for the problem, to find better lower bounds or, at least, better feasible solutions.
2.7.1. A Hybrid Model. Another possible mathematical model for the rostering problem turns out to be a typical set partitioning formulation, where n is the number of rosters:
All numbers a ij in the coefficient matrix A are 0 or 1 and its columns are constructed as shown in Figure 5 . Each column is composed of d sequences of numbers, where d is the number of days in the planning horizon. For each k ∈ 1 d , the kth sequence, l k , has length h k , where h k is the number of duties that must be performed on day k. Also, at most one number inside each sequence is equal to 1. The number of rows e, in A, equals 
A Column in the Coefficient Matrix of the Set Partitioning Formulation feasible roster for a crew, where u k , k ∈ 1 d is the number of the duty performed on day k. Remember from §2.5 that u k ∈ D k ∪ 0 , where D k is equal to 1 p , p + 1 p + q , p + q + 1 p + q + r , or p + q + r + 1 p + q + r + s , depending on whether k is a weekday, a Saturday, a Sunday, or a holiday, respectively. For every such feasible roster t, A will have a column where, in each sequence l k , the ith number will be equal to 1 (i ∈ 1 h k ) if and only if u k is the ith duty of D k . In case u k = 0, all numbers in sequence l k are set to 0.
With this representation, the objective is to find a subset of the columns of A, with minimum size, such that each line is covered exactly once. This is equivalent to finding a number of feasible rosters that execute all the duties in each day of the planning horizon.
It is not difficult to see that the number of columns in the coefficient matrix is enormous and it is hopeless to try to generate them all in advance. For example, the coefficient matrix for an instance as small as s03 already has billions of columns. Hence, we decided to implement a branch-and-price algorithm to solve this problem, generating columns as they are needed. This approach is deemed hybrid because the column generation subproblem is solved by a CLP model. The whole algorithm follows the same basic ideas described in §1.6. The model for the column generator is a variation of the CLP model of §2.6. Now, instead of looking for a complete solution for the rostering problem, we are only interested in finding, at each time, feasible rosters corresponding to columns in A with negative reduced cost.
Preliminary Results.
The best results for the hybrid model were achieved when initializing the columns of matrix A as the ones obtained by the first solution found by the CLP model of §2.6. Also, the ordinary labeling mechanism worked better than labeling according to the first-fail principle.
With this model, we could find provably optimal solutions for small instances of the rostering problem, as shown in Table 8 , where column "LB" gives the LP bound at the root node and column "Opt" gives the optimal value. By "small instances" we mean either instances with a small number of duties to be executed in each day or instances with a short planning horizon. This is already a noticeable improvement over the pure IP model of §2.5, which was not able to find any optimal solution, even for the smallest instances. Besides, when comparing Tables 7 and  8 , we can see that the first solutions found by the pure CLP model for instances s01 to s04, s13a, and s18a are indeed optimal.
We believe that the main reason for the poor performance of this algorithm over larger instances is because the IP formulation of §2.7.1 may lead to degenerate problems, as is the case with many partitioning problems with unit cost functions. When trying to solve larger instances, the pricing subroutine keeps on generating columns for a long time, with little or no improvement in the value of the objective function. As a consequence, the linear relaxation of the first node of the branch-and-price enumeration tree could not be completely solved in the medium-and large-sized instances. For example, Figure 6 shows the progress on the value of the objective function in terms of the number of column generation iterations for instance s20a. Notice that it took more than 3,737 iterations to decrease the objective function from the initial value of 34 to something below 33. In this case, the solution of the first LP relaxation was already integer. Out of the 21.4 hours of computation, 20.1 hours (94%) were spent generating columns and 1.3 hours (6%) were spent solving linear programs.
As can be seen in Figure 6 , the stalling on the value of the cost function occurs during the first few thousand iterations. Recall that, at each iteration, the CLP solver returned the first 50 columns with negative reduced cost that it could find. As the iterations progressed, the dual variables tended to contain more information, thus helping the CLP solver produce better columns.
Another problem concerns the labeling policy that follows the simplest possible strategy. In the next section, we present some ideas that were implemented with these deficiencies in mind.
2.7.3. Performance Improvements. We implemented three major modifications in the hybrid algorithm presented so far with the intent of finding provably optimal solutions for larger instances of the rostering problem. These modifications are outlined below.
Because the cost of all the columns in our formulation is equal to 1, we have an undesirable symmetry in the sense that any column is, in principle, as suitable for the solution as any other. We decided then to implement a strategy similar to what was presented in Grötschel et al. (1996) and Uchôa and Poggi de Aragão (1999) . The basic idea is to add a small perturbation, ∈ − , to the cost of each column. For this mechanism to function correctly, the value of was chosen according to a simple rule: One solution S with k + 1 columns must always cost more than one solution S with k columns. The most critical situation occurs when all columns in S cost 1 − and all columns in S cost 1 + . Then, we must have
or, equivalently,
Because the number of columns in an optimal solution will never be greater than the total number of lines, e, in the coefficient matrix, we set k = e in (4). One final observation is relevant. If we were solving an integer program with all columns loaded in memory, the value of , for each column, could be randomly chosen inside the interval − . However, because we are generating columns on demand and the negative reduced cost constraint depends on the cost of the column in the objective function, the choice of must be deterministic. Our approach was to divide the − interval into v discrete values and then use a mod-type hash function to map each column to a specific value of perturbation . Cormen et al. (1990) suggest that v should be a prime number not too close to a power of 2. We decided to set v = 1 531.
Set Covering Formulation. With the problem constraints described in §2.2, it is easy to see that any subroster of a feasible roster is itself another feasible roster. Hence, if we change the set partitioning formulation of §2.7.1 to a set covering formulation, the final covering solution can be transformed in a partition just by removing from some rosters those duties that are performed more than once, if any. This idea was motivated by the fact that, in general, a set covering formulation of a problem is easier to solve than a set partitioning formulation for the same problem. Looking for Better Dual Prices. We tried different pricing strategies available in CPLEX such as the variants on dual steepest-edge pricing. Also, we tried to use a barrier method to solve the LP relaxation, since these methods have a tendency to converge to strictly complementary and, therefore, nondegenerate solutions with more useful dual prices.
2.7.4. Computational Results with the Improved Algorithm. The inclusion or exclusion of each one of the previous suggested improvements leads to various possible versions of the hybrid algorithm. After comparing the results obtained with all these possible combinations, the best overall performance was achieved by an algorithm using the simplest labeling strategy over a set covering formulation without perturbations on the costs, and with CPLEX's default pricing rule. The results are summarized in Table 9 . On the other hand, when tackling the specific instance s20a, the best overall performance was achieved by an algorithm using the improved labeling strategy over a set partitioning formulation without cost perturbation. The latter configuration could find an optimal solution for instance s20a in less than 16 minutes, whereas Table 9 reports more than 12 hours of computation for the same instance.
When comparing Tables 8 and 9 , we notice significant gains both in terms of the time needed to find the optimal solutions and in terms of the sizes of the instances that were optimally solved by the algorithm. The improved versions of the hybrid algorithm still do not scale up to an entire planning horizon of one complete month with a large number of duties in each day. Nevertheless, we were able to construct optimal weekly rosters for real-world instances. We believe that further developments on the labeling strategy through the inclusion of more sophisticated guiding heuristics can be used to improve the performance of this algorithm.
Conclusions and Future Work
Real-world crew management problems often give rise to large set covering or set partitioning models. We have given a detailed description of urban transit crew management problems that are part of the daily operation of a medium-size Brazilian bus company. In particular, their rostering problem is rather different from some other bus crew rostering problems found in the literature.
We have shown a way to integrate pure IP and declarative CLP techniques into hybrid column generation algorithms that solved, to optimality, huge instances of these real-world crew management problems. It was difficult to obtain provably optimal solutions for these problems for both IP and CLP approaches when taken in isolation. Our hybrid methodology combines the strengths of both sides, while overcoming some of their main weaknesses.
Another crucial advantage of our hybrid approach over a number of previous attempts is that it considers all feasible duties. Therefore, the need does not arise to use specific rules to select, at the start, a subset of "good" feasible duties (or rosters). This kind of preprocessing could prevent the optimal solution from being found. Instead, our algorithm implicitly looks at the set of all feasible duties (rosters), when activating the column generation method. When declarative constraint satisfaction formulations are applied to generate new columns on demand, they have shown to be a very efficient strategy, in contrast to dynamic programming, for example.
We believe that our CLP formulations can be further improved. In particular, the search strategy deserves more attention. Earlier identification of unpromising branches in the search tree can reduce the number of backtracks and lead to substantial savings in computational time. Techniques such as dynamic backtracking (Ginsberg 1993 ) and the use of nogoods (Lever et al. 1995) can be applied to traverse the search tree more efficiently, thereby avoiding useless work.
