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Résumé
Les éléments prinipaux apparaissant dans e doument de synthèse sont les
suivants :
 La mise en exergue de la pertinene du ritère d'information ϕβ qui ore la
possibilité d'être réglé par apprentissage de β et ela quelque soit le problème
de séletion de modèles pour lequel il est possible d'érire un ritère d'informa-
tion, possibilité qui a été illustrée dans divers ontextes appliatifs (supports
de prédition linéaire et dimension du modèle utilisé pour les inétiques de
V˙ O2, signal physiologique dérit à l'aide d'un modèle linéaire généralisé).
 Une méthode d'estimation d'histogrammes pour dérire de manière non-paramé-
trique la distribution d'éhantillons et son utilisation en reonnaissane de lois
supervisée dans un ontexte de anaux de transmission.
 Une méthode dite omparative desendante permettant de trouver la meilleure
ombinaison des paramètres pour dérire les données étudiées sans avoir à tes-
ter toutes les ombinaisons, illustrée sur l'obtention de supports de prédition
linéaire 1-D et 2-D.
 La mise en plae de stratégies de hoix de modèles par rapport à des ontextes
variés omme l'imagerie TEP (Tomographie par Emission de Positrons) et les
lois de mélange de Gauss et de Poisson ou les espaes ouleur et les lois de
mélange gaussiennes multidimensionnelles.
 L'exploration des modèles de prédition linéaire vetorielle omplexe sur les
images représentées dans des espaes ouleur séparant l'intensité lumineuse
de la partie hromatique et l'usage qui peut en être fait en aratérisation de
textures an de les lassier ou de segmenter les images texturées ouleur.
 Des apports en segmentation d'images texturées : optimisation d'une méthode
de segmentation non-supervisée d'images texturées en niveaux de gris ; une
nouvelle méthode supervisée de segmentation d'images texturées ouleur ex-
ploitant les espaes ouleur psyhovisuels et les erreurs de prédition linéaire
vetorielle omplexe.
 Une méthode de segmentation 3-D haut-niveau exploitant le formalisme des
proessus pontuels qui permet de prendre en ompte des informations géo-
métriques et topologiques sur le hamp des régions introduites dans l'énergie
de Gibbs du proessus.
 L'illustration des méthodes MCMC dans des ontextes divers omme l'estima-
tion de paramètres, l'obtention de segmentations 2-D ou 3-D ou la simulation
de proessus.
Et beauoup d'autres éléments se révèleront à sa leture ...
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Abstrat
The main elements desribed in this doument are :
 The use of information riterion ϕβ whih allows the learning of parameter β
for any model seletion problem possible to solve with the information rite-
rion. This is illustrated in the ontext of dierent appliations inluding the
estimation of linear predition neighborhood support and model dimension
for V˙ O2 inetis whih is a physiologial signal desribed with a linear general
model.
 An non-parametri method for the approximation of the data distributions
based on an information riterion based novel tehnique for the histogram
estimation. A supervised framework for law reognition based on this method
is also disussed.
 The omparative desend method for the estimation of optimal parameter
ombination in the data desription problems without testing all the possible
parameter ombinations. This method is used for the optimal neighborhood
support estimation in 1-D and 2-D linear predition models.
 The implementation of dierent model seletion methodologies in various ontexts
inluding Poisson and Gauss mixture laws for PET (Positron Emission To-
mography) volumes, and optimal olor spaes for multidimensional gaussian
mixture models.
 Study of omplex multihannel linear predition models for olor image re-
presentation in luminane-hrominane type olor spaes. The pertinene of
these models for olor texture haraterization, lassiation and segmentation
is also disussed.
 Some ontributions for textured image segmentation : the optimization of an
unsupervised method for the segmentation of gray level textured images ; a su-
pervised method for the segmentation of olor textured images in psyhovisual
olor spaes based on omplex multihannel linear predition error.
 A point proess based high level 3-D segmentation method taking into aount
the geometrial and topologial information of the lass label eld in the Gibbs
energy.
 The use of MCMC methods for parameter estimation, 2-D and 3-D segmen-
tation methods, and the simulation of proesses.
And many other things that you will nd during the reading of this doument ...
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L'objet de l'étude dans de nombreuses appliations en traitement du signal et
de l'image est un ensemble de dimension nie d'éhantillons x = {xs}s∈∆ ou de
veteurs x = {xs}s∈∆. ∆ dont le ardinal sera noté |∆| ou N est lassiquement un
sous-ensemble de Zd. Ce qui donne à es données une ertaine spéiité par rapport
à d'autres types de données, 'est l'existene d'une organisation temporelle (série
temporelle lorsque d = 1), d'une organisation spatiale (image ou volume, d = 2
ou 3) ou d'une organisation spatio-temporelle (séquene d'images ou de volumes,
d = 3 ou 4). Depuis une quarantaine d'années, les problèmes posés par es données
omme l'analyse et la synthèse, le odage et la ompression, la restauration et la
séparation de soures, ... sont abordés à l'aide de théories mathématiques telles que
l'analyse harmonique, les équations aux diérenes partielles (EDP), les méthodes
variationnelles, les statistiques et les probabilités, ... Evidemment, pour la résolution
de es problèmes, une approhe purement mathématique ne pourrait sure et il ne
faut pas oublier la néessité de prendre en ompte toutes les onnaissanes physio-
himiques sur les proessus étudiés lorsque ela est possible ainsi que l'importane du
savoir-faire expérimental, de l'implantation informatique des algorithmes mettant
en ÷uvre les méthodes envisagées et de la réalisation életronique dans ertaines
appliations. C'est en ela que le traiteur de signaux et d'images se doit d'être un
être polymorphe sientiquement parlant et être apable de disuter si possible
ave les biologistes, les médeins, les géologues, ...
L'approhe probabiliste onsiste à faire l'hypothèse que x est une réalisation
d'un proessus aléatoire
1 X = {Xs}s∈∆ qui est une famille de variables aléatoires
ou de veteurs aléatoires
2
. De e fait, à haque indie s, est déni un espae pro-
babilisé
(
ΩXs ,AΩXs , PXs
)
dont l'espae d'état ΩXs et la tribu assoiée AΩXs dé-
pendent du type de donnée étudiée. Pour le proessus, l'espae probabilisé est alors
(ΩX ,AΩX , PX) où ΩX =
∏
s∈∆ΩXs , ave ii
∏
désignant le produit artésien.
Faisons maintenant une hypothèse très forte : tous les ΩXs et toutes les probabi-
1
A priori, ette hypothèse peut toujours être formulée même si, nalement, x se révèle être un
proessus déterministe : d'après la déomposition de Wold [CAR01℄, un proessus aléatoire est,
d'un point de vue densité spetrale, la somme d'un proessus purement aléatoire et d'un proessus
déterministe (ou qui présente des aspets déterministes). Cette hypothèse signie tout de même
que le hasard existe au moins d'un point de vue mathématique e qui est un onept d'une grande
modernité au regard de l'histoire de l'humanité. Cela dit, débattre sur l'existene ou non du hasard
est un sujet passionnant mais qui trouve plutt sa plae dans un ouvrage de philosophie.
2
Pour alléger le texte, on suppose qu'il est question de données salaires pour l'instant.
1
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lités PXs sont identiques. Dans e as, on pourra noter tous les espaes probabilisés
(Ω,AΩ, P ) et il s'agit d'un proessus aléatoire stationnaire au sens strit. De plus,
si la probabilité P se révèle absolument ontinue par rapport à une autre mesure,
il sera alors possible de dénir une densité de probabilité (d.d.p.) qui sera notée
f(xs). La théorie des probabilités permet alors de diérenier deux prinipaux as :
les variables aléatoires de la famille sont indépendantes et la d.d.p. de x s'érit
f(x) =
∏
s∈∆ f(xs) (voir Chapitre 3) ; les variables aléatoires ne sont pas indépen-
dantes (voir Chapitre 4) et ette hypothèse paraît appropriée lorsqu'on veut dérire
des proessus possédant des strutures temporelles ou spatiales. Il sera aussi abordé
par la suite le as où la famille possède des lois de probabilités qui hangent en
fontion de leur loalisation, 'est à dire le as non-stationnaire ou du moins le as
stationnaire par moreaux.
L'intérêt des traiteurs de signaux et d'images pour l'approhe probabiliste pro-
vient non seulement de sa rigueur mathématique mais aussi de la variété oerte en
terme de modèles de proessus. Ces modèles
3
sont d'autant plus intéressants que,
souvent, ils peuvent être simulés e qui permet de les utiliser en synthèse ou en opti-
misation stohastique (voir Chapitres 3 et 4). Deux as, là enore, se distinguent : le
modèle paramétré qui est souvent déni omme une fontion dont la forme dépend
d'un ensemble de paramètres (voir Chapitres 2, 3 et 4) et le modèle non paramétré
(voir Chapitres 2 et 3).
Prenons pour l'instant le as paramétré. Un ensemble de K paramètres sera
noté θ = {θk}k∈[[1,K]]. Comme l'objetif du sientique est de dérire au mieux
les proessus qu'il étudie, un sérieux problème apparaît lorsqu'il se trouve fae au
hoix d'un modèle dans une olletion de modèles {Mm}m∈[[1,M ]], haun assoié à
un ensemble de paramètres θm = {θm,k}k∈[[1,Km]] de dimension Km. En eet, il est
reonnu que le modèle le plus approprié (ou le plus exploitable) n'est pas toujours
elui qui possède le plus de paramètres 'est à dire elui qui est suseptible de
s'ajuster au mieux aux données observées [Coq08℄. A e sujet, ertains parlent même
de la malédition de la dimensionalité. Le hoix du modèle est ainsi un thème
qui existe dans la ommunauté sientique depuis de nombreuses années. Il est
néanmoins possible de onstater que le sujet est redevenu d'une brulante atualité si
on onsidère tous les développements réalisés autour de la notion de représentations
parimonieuses qui onsistent à reherher dans un ditionnaire de fontions, elles
qui permettront de représenter au mieux les données étudiées selon un ritère. Car,
quelque soit l'approhe, le prinipe de parimonie revient à trouver un ompromis
entre la omplexité du modèle (e qui est d'ailleurs ruial pour l'usage informatique)
et le pouvoir de représentation du modèle.
Au niveau des probabilités et des statistiques, divers outils existent en lien ave
la théorie de l'estimation. Un des prinipaux outils est la fontion de vraisemblane
des paramètres du modèle Mm :
gMm : R
Km → R+
θm 7→ gMm (θm) = f (x |θm,Mm) (1.1)
en supposant l'existene de la d.d.p. et que tous les paramètres sont des réels. La
méthode du Maximum de Vraisemblane (MV) qui préonise de hoisir, lorsqu'il
3
La notion de modèle mathématique est aussi largement sujette à débat philosophique [CC00℄.




est un estimateur onsistant des paramètres du modèle Mm. Par ontre, la maxi-




, m ∈ [[1,M ]], an de hoisir un modèle est une
proédure qui se révèle la plupart du temps ineae lorsqu'il s'agit de hoisir de
manière parimonieuse un modèle puisqu'elle fournira systématiquement
4
le modèle
possédant le plus de paramètres. La question qui se pose alors est la suivante :
existe-t-il aujourd'hui une méthode permettant de hoisir le bon modèle en ad-
mettant que elui-i existe ? S'il est diile de répondre par l'armative tellement
le problème possède d'impliations, dont elle d'être sûr d'avoir, dans sa olletion
de modèle, le bon modèle, de nombreuses pistes ont été explorées dans un ontexte
probabiliste et statistique depuis plus de quarante ans.
Dans le hapitre suivant, la question du hoix (ou de la séletion) d'un modèle
sera don abordée. Puis, dans les hapitres 3 et 4, ette question reviendra (ou non)
dans diérents ontextes appliatifs :
 la ompression d'images, la aratérisation de anaux de transmission, l'ana-
lyse de signaux physiologiques, la segmentation bas-niveau de volumes 3-D
TEP (Tomographie par Emission de Positrons) et la représentation d'images
ouleur,
à l'aide de modèles supposant l'indépendane entre les éhantillons auxquels
peut s'adjoindre un modèle de proessus déterministe ou un modèle de hamp
de régions ;
 la aratérisation de textures ouleur, la segmentation d'images texturées et
la segmentation 3-D haut-niveau de volumes 3-D TEP,
à l'aide de modèles de prédition linéaire et de modèles possédants des distri-
butions de Gibbs, permettant de dérire diérentes propriétés spatiales.
4
ou presque à ause des erreurs de préisions numériques dans les aluls sur un ordinateur.
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Chapitre 2
Séletion de modèles par ritères
d'information
Dans le ontexte d'une approhe probabiliste du problème de séletion de modèle,
il paraît naturel de voir Mm omme la réalisation d'une expériene aléatoire. Et il
en sera de même ave un ensemble de paramètres θm, dont l'espae de réalisation
sera noté Θm et la d.d.p. πm (θm) = f (θm |Mm ) si elle existe. Il est alors possible
d'érire la loi onditionnelle de x quand le modèle Mm est observé :
f (x |Mm ) =
∫
Θm
f (x, θm |Mm ) dθm =
∫
Θm
f (x |θm,Mm )πm (θm) dθm (2.1)
qui peut être onsidérée omme la fontion de vraisemblane marginale du modèle
appelée evidene dans la littérature anglaise. L'obtention, par le biais de méthodes
d'optimisation stohastique exploitant la simulation de variables aléatoires (omme
les méthodes de Monte Carlo), des valeurs f (x |Mm ) an de trouver le modèle qui
renvoie la probabilité maximum a fait l'objet d'une vaste littérature en partiulier
sous la dénomination du hoix bayésien de modèles (voir [Gre95℄ par exemple).
il sera question dans e doument de l'approhe onnue sous le nom de ritère
d'information (IC pour Information Criterion). Nous reviendrons néanmoins sur
le sujet de l'optimisation stohastique dans les Chapitres 3 et 4.
Poursuivons maintenant la disussion ommenée dans l'introdution au sujet
de la fontion de vraisemblane et supposons que nous avons aaire pour l'instant





, m ∈ [[1,M ]], un ertain nombre de herheurs ont onstaté que
leur roissane nissait par s'inéhir et que, de fait, la ourbe qu'elles forment
en fontion de la dimension du modèle possède un oude. Ils ont don herhé à
identier la dimension du modèle assoié à la loalisation de e oude. La ourbe
intitulée terme MV (en fait, un terme proportionnel à l'opposé du logarithme du
MV) sur la gure 2.1b illustre bien es propos. Il est néanmoins diile de dire
préisément où se situe l'inéhissement de ette ourbe juste en l'observant. Il
pourrait être situé au niveau des ordres de valeurs omprises entre 7 et 12. D'une
ertaine manière, les ritères d'information réalise l'opération dérite préédemment
tout en mettant en ÷uvre le prinipe de parimonie et possédant des justiations
en lien ave la théorie de l'information. En eet, leur forme générale est une fontion
de la dimension du modèle onstituée de deux termes :




+ p (Km, N) . (2.2)
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Le premier terme est le terme proportionnel à l'opposé de la log-vraisemblane
(terme MV, voir g. 2.1b) en lien ave le pouvoir de représentation du modèle,
qui déroît en fontion de m ontrairement à la fontion de vraisemblane, et le
seond terme roît en fontion de la omplexité du modèle. Ce deuxième terme est
appelé lassiquement la pénalité et il permet d'inéhir la ourbe des valeurs en lien
ave la vraisemblane de manière à faire apparaître une valeur minimum
1
. Souvent
p (Km, N) = Kmα (N) et la pénalité dépend linéairement du nombre de paramètres,
pour N xé. Dans ertains ritères, un troisième terme apparaît voire plus (f. par-




Dans e hapitre, un rappel sur les origines des ritères d'information est proposé
ainsi que la présentation de quelques apports plutt théoriques, essentiellement en
lien ave les travaux de Dotorat de Guilhem Coq [Coq08℄, onernant la séletion
de modèles.
P ∗ ou θ∗ désigneront par la suite respetivement la vraie loi de probabilité ou
le vrai modèle dont sont issus les éhantillons x. La question de l'appartenane
éventuelle de θ∗ à l'ensemble des modèles onsidérés n'entre pas dans le adre des
travaux présentés ii. On trouve dans la littérature des référenes traitant des deux
as [Nis84, Nis88℄ ou enore [LMh04℄ pour la notion de quasi-vrai modèle.
1
au niveau du oude ?
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2.1 Notions fondamentales en lien ave l'entropie
2.1.1 Entropie
L'entropie est une grandeur lé assoiée à une distribution de probabilité. Nous
en donnons brièvement une dénition et le lien qu'elle entretient ave l'information
de Kullbak qui a été utilisée pour développer et étudier les propriétés des ritères
d'information.
L'entropie prendra les formes suivantes selon que l'espae Ω sera disret ou s'il
sera possible de dénir une d.d.p. f :∣∣∣∣∣∣∣∣
H(P ) = −
∑
xs∈Ω






On sous-entendra toujours que 0 log 0 = 0. La base du logarithme a peu d'impor-
tane.
L'entropie est largement utilisée dans des domaines tels que la thermodynamique
ou l'astrophysique. Sa prinipale utilité est de mesurer le désordre apporté par la
distribution. Pour illustration, sur un espae disret de ardinal m, la distribution
uniforme a la plus forte entropie. Parmi toutes les distributions à densité ontinue
sur [0, 1], 'est la distribution uniforme qui a la plus forte entropie. Parmi toutes les
distributions à densité ontinue sur R de moyenne et variane xées µ et σ2, 'est
la distribution normale N (µ, σ2) qui a la plus grande entropie.
C'est en e sens que, fae à une observation d'une distribution dont il ne onnait
rien, un utilisateur devrait faire en premier lieu l'hypothèse que ette distribution
est d'un de es types. Dans le as ontraire il diminuerait sans raison le désordre
apporté par sa distribution.
2.1.2 Entropie roisée
Considérons maintenant deux distributions dénies sur un même espae proba-
bilisé. Une grandeur non symétrique entre es deux distributions, appelée entropie










Par ommodité de notation, il arrivera que la distintion entre les adres disret
et ontinu ne sera pas faite et, dans e as, les distributions seront appelées P et
Q. L'inégalité de onvexité de Jensen donne le résultat suivant : l'entropie H(P ) et
l'entropie roisée H(P,Q) vérient H(P ) ≤ H(P,Q).
Ce résultat, également appelé inégalité d'information de Shannon, onstitue les
fondements de la théorie de l'information dans [Sha48℄. Elle permet également de
dénir l'information non symétrique de Kullbak entre P et Q omme
K(P,Q) = H(P,Q)−H(P ). (2.5)
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Cette quantité positive mesure don le défaut d'entropie que présente la distribution
Q par rapport à P . Dans le as de deux lois de probabilité absolument ontinues
par rapport à la mesure de Lebesgue, de d.d.p. paramétrées respetives fθ et fθ′ ,
elle s'érit :







C'est l'une des nombreuses divergenes permettant de mesurer l'éart entre deux
lois de probabilité [Bas96℄. Ces notions d'entropie et d'entropie roisée ont permis
le développement d'outils pour le odage binaire de séries de symboles.
2.1.3 Codage entropique et arithmétique adaptatif
Soit E un ensemble de ψ symboles. Un ode binaire sur E est une appliation
injetive C : E → ∪i∈N∗{0, 1}i. La longueur de C(x), x ∈ E, est notée L(x). On
ode ainsi haque symbole par une haîne. Si L vérie l'inégalité de Kraft [Gru05℄,
on sait qu'elle est la longueur d'un ertain ode qui satisfait la ondition du préxe,
indispensable au déodage. Prenant P une probabilité sur E et L = ⌈− logP ⌉, où
log est le logarithme à base 2, L vérie ette inégalité et est don la longueur d'un
ode binaire que nous onfondrons ave P . Ainsi, si P (x) est grand, L(x) est faible.
Sur des données provenant de P inonnue, l'objetif du odage de Human est de
trouver un odage Q dont l'entropie roisée H(P,Q) se rapprohe le plus de H(P ).
Cependant le odage arithmétique
2
[Ris76℄, onsistant à oder plusieurs symboles
simultanément, donne de meilleurs résultats. Finalement, des onsidérations autour
du odage arithmétique adaptatif ont amené Rissanen à dénir la omplexité sto-
hastique qui est à la soure de la théorie de la séletion d'un modèle par la longueur
minimale du ode (le MDL - Minimum Desription Length) [Ris86℄. Dans la partie
2.2.3, il sera fait les rappels néessaires pour présenter le lien entre la théorie du
MDL et la séletion de modèle.
2
Ce odage est utilisé dans JPEG2000.
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2.2 Les diérents ritères d'information
2.2.1 Minimisation d'un risque
Les travaux d'Akaike [Aka74℄ autour de l'obtention de l'ordre d'un modèle Au-
toRegressif mono-dimensionnel (AR 1-D) sont à l'origine des ICs. Comme il sera
souvent question de modèles AR dans e doument (voir les parties 2.3.1, 4.1 et




arXs−r + Es (2.7)
où D est appelé le support de prédition. E = {Es}s∈∆, le proessus innovation
ou exitation, est un bruit blan de variane σ2e . Pour le as 1-D et ausal, D
s'érit Dm = {1, · · · , m}, m ∈ N∗ étant l'ordre du modèle. Si m = 0, D0 = ∅.
Les modèles dénis par es supports peuvent être emboités ou non omme nous
le verrons ultérieurement (voir partie 2.3.2). Pour l'instant, étudions les modèles
AR 1-D dénis par des supports de taille roissante d'ordre 0 jusqu'à un ordre
maximum M . A haque modèle est alors assoié un ensemble de paramètres θm ={{am,r}r∈Dm , σ2m,e}, m = 0, · · · ,M , de ardinalKm = m+1 et il s'agit d'une famille
de M + 1 modèles emboités {M0, · · · ,MM} .
Comme le montre l'équation 2.7, un proessus AR X n'est pas un proessus
indépendemment et identiquement distribué (i.i.d.) pour m > 0. Par ontre, sous
hypothèse gaussienne, le proessus innovation l'est. Dans le as ausal et à l'aide
d'un hangement de variable aléatoire, les fontions de vraisemblane (voir éq. 1.1)
pour m = 0, · · · ,M , peuvent s'exprimer ainsi :
gMm : R
m+1 → R+

















. Sous des onditions lassiques
de régularité sur les fontions θ 7→ f (x |θ ) [Kay93℄, la matrie d'information de
Fisher en θ∗




∂2 log f (x |θ )
∂θi ∂θj |θ=θ∗
]]
dénit un produit salaire 〈., .〉 sur l'espae des paramètres de norme assoiée ‖.‖.
Akaike a don herhé la pénalité permettant de minimiser le risque, assoié à ette
norme, du hoix d'un modèle θ :
E
[‖θ∗ − θ‖2] . (2.9)
Au voisinage de θ∗, ette norme est reliée à l'information de Kullbak (voir éq. 2.6)
par la formule suivante :
2K (θ∗, θ) = ‖θ∗ − θ‖2 (1 + o(1)) . (2.10)
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Fig. 2.1  Exemple sur un signal d'Eletromyographie (EMG). (a) Signal EMG
(après retrait de l'inuene du réseau életrique et de la omposante ontinue). (b)
Valeurs de diérents ICs en fontion de l'ordre du modèle.
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En utilisant les propriétés du produit vetoriel et des approximations en lien ave
des onsidérations asymptotiques, Akaike a alors obtenu le ritère AIC (Akaike IC)
qui dans le as du modèle AR 1-D ausal gaussien s'érit, m = 0, · · · ,M :









où apparaît l'opposé de la log-vraisemblane lMm(.) = − log gMm(.). L'opposé de la
log-vraisemblane tend asymptotiquement vers l'entropie e qui explique que parfois
les ritères d'information sont aussi appelés ritères d'entropie pénalisée. De plus,
d'après l'équation 2.8 et sous hypothèse gaussienne, le ritère peut s'érire suivant




2N log σMVm,e + 2Km
)
(2.12)
ave σMVm,e , l'estimation au sens du MV de l'éart-type de l'exitation pour le modèle
d'ordre m. De part l'ériture de la vraisemblane en fontion de l'éart-type de
l'exitation, une méthode d'estimation des paramètres AR ausaux gaussiens au
sens des moindres arrés (MC) va don fournir une estimation au sens du MV, e
qui entraîne souvent des omplexités de alul peu élevées en partiulier dans le as
des approhes par oeients de réexion (voir [Ala98℄).
La ritique prinipale envers le ritère d'Akaike vient du onstat qu'il est non
onsistant si on se réfère aux onditions énonés dans [Nis88℄ : un ritère d'informa-



















 onsistant au sens faible (lim
+∞
P (mIC = m





= 0 et lim
+∞
α(N) = +∞. (2.14)
Comme αAIC(N) = 2 ne dépend pas du nombre d'éhantillons, il apparaît dire-
tement que le ritère d'Akaike ne remplit pas les deuxièmes onditions énonées
équations 2.13 et 2.14.
Si l'étude des propriétés asymptotiques a été au entre des réexions des her-
heurs travaillant sur les ICs dans les années 80 et 90, depuis une dizaine d'année,
ertains auteurs ont plutt abordé la question d'un point de vue pratique : dans la
réalité, le nombre d'éhantillons est toujours ni (même s'il peut être grand) et par-
fois de petites tailles [Bro00℄. Ainsi, l'étude des bornes du risque est apparue omme
un hamp d'étude approprié pour proposer de nouvelles pénalisations qui, en n de
ompte, se sont révélées des généralisations de la pénalisation du ritère d'AIC ar







où C > 1 et Lm ≥ 0 est un nouveau poids assoié au modèleMm. Ce nouveau poids
est d'ailleurs suseptible de faire perdre la linéarité en fontion de Km de la pénalité.
Passons maintenant à la deuxième approhe en lien ave la fontion evidene et le
hoix bayésien de modèles introduits préédemment.
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2.2.2 Approhe bayésienne
D'après le thèorème de Bayes, il est possible d'érire la fontion de vraisemblane
marginale d'un modèle (voir éq. 2.1) de la manière suivante :
P (x |Mm ) = P (Mm |x)P (x)
P (Mm)
. (2.15)
Ainsi, un des premiers ritères proposé, le ritère BIC (pour Bayesian Information
Criterion) [Sh78℄, est onstruit sur la maximisation de la probabilité a posteriori
du modèle onnaissant l'observation :
mBIC = argmax
m
P (Mm |x) (2.16)
P (x) est une onstante du fait que x est l'observation et, lassiquement, la loi a priori
des modèles est supposée non informative : P (M0) = P (M1) = · · · = P (MM).
La maximisation de la loi a posteriori passe don par l'expression de la fontion
de vraisemblane marginale des modèles. Cette intégrale peut être approhée en
utilisant la méthode d'approximation de Laplae. Dans [LMh04℄, es développements
sont rappelés. Ils mênent à l'expresion suivante :




+Km log(N) +O(1) +O(N−1/2) (2.17)
Sahant que les deux premiers termes tendent vers l'inni quand N tend vers l'inni,
les deux derniers termes sont souvent négligés et αBIC(N) = log(N) e qui fait que
e ritère est onsistant (il onverge presque sûrement d'après les onditions données
équation 2.13). Dans le terme O(1), il apparaît le logarithme du déterminant de la
matrie d'information de Fisher qui est parfois gardé dans ertaines études.
2.2.3 Séletion par la longueur minimum de ode
Dans la présentation de la théorie du odage arithmétique et du MDL (voir partie
2.1.3), l'éhantillon est supposé être issu d'une haîne de Markov multiple (CMM).
Comme les modèles AR ausaux, les CMM sont dénis par un ordre m en lien ave
un passé mais, au lieu d'une relation linéaire entre les variables aléatoires, il s'agit
d'une relation plus générale exprimée en terme de probabilité onditionnelle :
P (Xs |Xs−1, · · · , X0 ) = P (Xs |Xs−1, · · · , Xs−m ) (2.18)
pour tout s ∈ N, s ≥ m, et Ω est supposé être un ensemble ni de symboles de
ardinal ni ψ (voir partie 2.1.3).
Considérons le problème de séletion de modèles suivant : étant donné une haîne
x de longueur N , séletionner l'ordre m d'une CMM dont x serait une réalisation.
Pour m ∈ N, notons Θm l'espae de réalisation des paramètres du modèle d'ordre
m, onstitué des probabilités de transitions d'une CMM d'ordre m, et Θ la réunion
des Θm. Le nombre de omposantes libres d'un θm ∈ Θm est Km = (ψ − 1)ψm, en
omettant les probabilités à l'initialisation.
Appelons omplexité stohastique de x relativement au modèle d'ordre m la
longueur du ode arithmétique adaptatif de x à l'ordre m, notée Cm(x). Il a été
montré que si x est une réalisation d'une CMM d'ordrem⋆, alorsm⋆ minimiseCm(x),
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et don son espérane. Le MDL préonise don de hoisir l'ordre minimisant Cm(x)
ou son risque IE [Cm(x)]. Le alul des Cm(x) étant omplexe, Rissanen eetue une
étude détaillée de IE [Cm(x)] aboutissant à un enadrement de es valeurs [Ris86,
Coq08℄. Les inégalités de et enadrement suggèrent d'estimer IE [Cm(x)] par RIC






et le prinipe du MDL répond au problème de séletion de modèles posé en hoisis-
sant l'ordre m qui minimise RIC(m). Ce ritère RIC prend la même forme que BIC
(voir partie 2.2.2) quand N devient grand. Il possède don la même onsistane forte.
Et ette approhe peut bien entendu être utilisée sur d'autres types de modèles.
2.2.4 Critère ϕβ et disussion
D'autres ritères d'information ont été proposés dans la littérature (voir [Coq08,
OA07℄
3
et partie 3.3.2). Au ours des travaux de reherhe qui seront présentés par
la suite, le ritère ϕβ s'est révélé partiulièrement intéressant d'un point de vue
pratique de part son terme d'ajustement β ompris entre 0 et 1 stritement pour
que le ritère soit fortement onsistant (voir onditions énonées équation 2.13). Ce
ritère, proposé dans [EMH96℄, apparaît omme une généralisation des travaux de






β log log(N) (2.20)
et don αϕβ(N) = N
β log log(N). Si on hoisit bien β, en l'ourrene :
βAIC =
log 2−log log logN
logN
βBIC =
log logN−log log logN
logN
(2.21)
le ritère ϕβ peut prendre les formes des ritères présentés préédemment. A partir
de es dénitions, 0 < βBIC < 1 pour N > 4 et βAIC < 0 pour N > 1619 e qui est
ohérent ave la non onsistane annonée du ritère AIC.
Dans ertains problèmes, les ritères AIC et BIC peuvent avoir tendane à sur-
paramétriser le modèle hoisi. An de pallier e défaut, un enadrement de la va-
leur de β a été proposé permettant de dénir les valeurs partiulière βmin et βmax
[JOM00℄ :
0 < βmin =
log logN
logN
≤ β ≤ βmax = 1− βmin < 1 (2.22)
On notera par la suite mmin = argmin
m
ϕβmin (m) et mmax = argmin
m
ϕβmax (m). Ces
bornes ont été testées dans ertains ontextes appliatifs qui seront présentés ulté-
rieurement (voir par exemple la partie 2.3). Il faut noter dès à présent que, pour
N > 15, βAIC < βBIC < βmin < βmax < 1 et don mAIC ≥ mBIC ≥ mmin ≥ mmax.
3
Le livre Optimisation en traitement du signal et de l'image a été traduit en Anglais ré-
emment : Optimisation in Signal and Image Proessing, ISTE, Wiley, 2009, edité par Patrik
Siarry.
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Illustrons maintenant à l'aide d'un exemple onret
4
tous es rappels plutt
théoriques. Figure 2.1a montre une partie d'un signal d'Eletromyographie (EMG),
aquis sur un musle interostal d'un hien, dans une zone où il n'y a pas de bouf-
fées musulaires. A l'origine, e signal est bruité par le réseau életrique. Ii, il
s'agit du signal résiduel, qui peut être assimilé à un bruit d'aquisition, après retrait
de la moyenne et de la sinusoïde liée au réseau. A l'observation de e bruit, trois
hypothèses peuvent être formulées : il s'agit d'un signal aléatoire, d'une zone sta-
tionnaire et les éhantillons peuvent être onsidérés omme une réalisation de taille
N d'un proessus AR ausal. Bien entendu, une bonne démarhe onsiste à vérier
es hypothèses (voir par exemple [BD02℄). De plus, même si des tests statistiques
permettent de vérier es hypothèses, rien ne prouvera in ne que es éhantillons
sont bien issus des modèles envisagés. Il faudrait faire une étude prenant en ompte
toute l'életronique mise en jeu et des modèles physiologues pour aboutir à un
modèle de représentation plus à même de dérire es données. Et enore ...
Suivant l'hypothèse que l'erreur de prédition est gaussienne, les ourbes de la
gure 2.1b donnent les valeurs IC(m) pour les ritères AIC, BIC et ϕβmin (ϕβmax
sous-estimant fortement l'ordre, sa ourbe a été omise pour des raisons de visuali-
sation). Les valeurs obtenues sont : mAIC = 19, mBIC = 11, mmin = 8 et mmax = 1
e qui montre bien que si on veut justier le hoix d'un modèle, une première étape
onsiste à trouver le bon ritère fae à une appliation donnée (ou un résultat at-
tendu), e qui semble être la démarhe suivie dans les travaux réents autour de
la minimisation du risque (voir partie 2.2.1). Les données n'étant pas simulées, les
ourbes ne présentent pas la régularité attendue mais 'est aussi l'intérêt de tra-
vailler sur des données réelles : les théories mathématiques sont mises à mal et,
souvent, il faut arriver à prendre du reul fae à un résultat expérimental inattendu
an de modier l'approhe mathématique utilisée dans un premier temps. Enn,
dans un ontexte pratique donné, le paramètre β du ritère ϕβ peut se révéler une
variable d'ajustement très intéressante (dans l'exemple proposé, pour N = 4000 :
βAIC = −0.0068, βBIC = 0.165, βmin = 0.255 et βmax = 0.745) surtout dans le as
où il est possible de réaliser un apprentissage. Ce point sera débattu ultérieurement
au ours de e rapport dans divers ontextes appliatifs (voir parties 2.3.2 et 3.2).
4
L'analyse et le traitement du signal d'Eletromyographie m'a permis de monter un TP, de
niveau Master, sur plusieurs séanes, au ours duquel la Transformée de Fourier disrète, l'esti-
mation au sens du maximum de vraisemblane, le modèle AR, les ritères d'information, les tests
statistiques de validation d'hypothèse, ... sont abordés. Il a fait l'objet d'une présentation à la
onférene Silab 2004 dans une session dédiée à l'enseignement [Ala04℄.
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Fig. 2.2  Supports d'ordre (m1, m2) Quart de Plan premier quadrant (QP1) et
Demi-Plan Non Symétrique (DPNS).
2.3 Modèles autorégressifs
Au ours de la partie préédente, il a été question du modèle AR 1-D ausal. Ces
types de modèles ont été étendus à la modélisation de signaux multidimensionnels
[AC01℄. Dans [AO03℄, le ritère ϕβmin a été proposé pour l'estimation du support
de modèles AR 2-D ausaux et expérimenté sur des textures synthétiques et réelles
[Ala98℄.
2.3.1 Prédition linéaire bidimensionnelle
Un modèle AR 2-D ausal est déni par l'équation 2.7 ave s = (s1, s2) ∈ ∆ ⊂ Z2,
|∆| = N = N1 × N2, le nombre de olonnes et de lignes, et r = (r1, r2) ∈ D ⊂ Z2.
Diérents types de support ont été proposés dans la littérature. Les plus utilisés
sont le support Quart de Plan (QP)
5
, d'ordre m = (m1, m2) ∈ N2 (voir Fig. 2.2) :
DQP1m =
{
r ∈ Z2, 0 ≤ r1 ≤ m1, 0 ≤ r2 ≤ m2, r 6= (0, 0)
}
(2.23)
et le support Demi-Plan Non Symétrique (DPNS - voir Fig. 2.2) :
DDPNSm = {r ∈ Z2, 0 < r1 ≤ m1 pour r2 = 0,
−m1 < r1 ≤ m1 pour 0 < r2 ≤ m2} . (2.24)
Les ardinaux des modèles assoiés sont KQP1m = (m1 + 1) (m2 + 1) et K
DPNS
m =
(2m1 + 1)m2 + m1 + 1, en rajoutant le déompte de la variane de l'exitation
au ardinal du support de prédition. Lorsqu'on se xe un ordre maximum M =
(M1,M2), nous ne sommes plus dans le as d'un ensemble de modèles emboités
puisqu'il est possible d'avoir deux modèles diérents ave des ardinaux égaux.
5
Il existe quatre supports QPs diérents. La dénition de l'équation 2.23 est elle du premier
QP (QP1). Les autres QPs sont obtenus par symétrie au niveau des axes ou par symétrie entrale
(voir partie 4.1).
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(a) ordre (1,1) (b) ordre (2,2) (c) ordre (3,3) (d) ordre (1,3) (e) ordre (5,2)
(f) ordre (1,1) (g) ordre (2,2) (h) ordre (3,3) (i) ordre (1,3) (j) ordre (5,2)
Fig. 2.3  Textures de synthèse obtenues à partir de diérents modèles AR 2-D
(1ère ligne) et leurs Densités Spetrales de Puissane (DSP) sur la 2ème ligne.
Dans le as des modèles AR gaussiens ausaux, les ICs (AIC, BIC, ϕβ) s'érivent




2N log σMVm,e + αIC(N)Km
)
(2.25)
De manière lassique, les performanes des ICs sont omparées sur des proes-
sus AR simulés (voir [OA07℄). La gure 2.3 montre une réalisation par proessus
ARs QP1 utilisés dans [AO03℄. Rappelons maintenant, une des propriétés qui a fait
l'intérêt de la ommunauté du traitement du signal et des images pour le modèle
AR : ils permettent de réaliser une analyse spetrale Haute Résolution [CRA01℄ par
la fontion de transfert (notée H par la suite) qui lui ait assoié, un proessus AR
étant par dénition un ltrage numérique de type RII (Réponse Impulsionnelle de
support temporel Inni) d'un bruit blan. Ainsi, la Densité Spetrale de Puissane
(DSP) absolument ontinue d'un proessus AR (voir [CAR01℄
6
) s'érit alors :
SX(ν) = |HAR(ν)|2 SE(ν) (2.26)
ave ν la fréquene normalisée et HAR(ν) = A(ν)
−1
,
A(ν) = 1 +
∑
r∈D
ar exp (−j2π 〈ν, r〉) (2.27)
ave 〈., .〉, le produit salaire de Rd. Dans le as 2-D, ν = (ν1, ν2) ∈ R2 et la DSP est
périodique de période 1 suivant les deux axes. La gure 2.3 montre les DSPs pour
ν ∈ [−0.5, 0.5]2 de diérents proessus AR QP1. Ces DSPs ontiennent des modes
fréquentiels variés (hautes et basses fréquenes, ontenus fréquentiels prohes ou
bien distints) e qui rend l'expérimentation sur et ensemble de modèles pertinente.
6
Ce hapitre fourni les extensions aux as 2-D des fondements du traitement du signal 1-D. Le
livre Analyse de signaux bidimensionnels a été traduit en Anglais réemment : Two-Dimensional
Signal Analysis, ISTE, 2008, edité par René Garello.
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L'ordre maximum a été xé à M = (10, 10) et haque proessus a été simulé ent
fois pour diérentes valeurs de N (45× 45, 55× 55, 64× 64, 80× 80 et 90× 90). Les
tableaux 2.1 et 2.2 donnent les résultats obtenus ave le ritère BIC et le ritère ϕβmin.
Le ritère BIC donne de moins bons résultats ar, dans e ontexte expérimental, il
a tendane à estimer un ordre trop important et 'est forément pire pour le ritère
AIC (voir partie 2.2.4). Il faut noter le bon omportement de ϕβmin. L'algorithme
d'estimation des paramètres AR utilisé était un algorithme adaptatif exploitant une
approhe par oeients de réexion bidimensionnelle évitant toute inversion de
matrie [LN96, Ala98℄. Il eut été intéressant d'étudier l'inuene de l'algorithme
d'estimation, par exemple en utilisant un algorithme basé sur la méthode de Yule-
Walker, sur les performanes des ritères.
Tab. 2.1  Pourentages d'estimation exate de l'ordre du modèle ave BIC. 1ère
ligne : ordre (m1, m2) onnu - 1ère olonne : taille de l'image N1 ×N2.
(1,1) (2,2) (3,3) (1,3) (5,2)
45× 45 91 99 97 100 97
55× 55 94 96 98 100 96
64× 64 84 95 100 99 94
80× 80 91 95 98 100 92
90× 90 86 94 99 100 93
Tab. 2.2  Pourentages d'estimation exate de l'ordre du modèle ave ϕβmin. 1ère
ligne : ordre (m1, m2) onnu - 1ère olonne : taille de l'image N1 ×N2.
(1,1) (2,2) (3,3) (1,3) (5,2)
45× 45 99 100 100 100 100
55× 55 100 100 100 100 100
64× 64 100 99 100 100 100
80× 80 99 100 100 100 100
90× 90 99 100 100 100 100
Tab. 2.3  Estimation de l'ordre pour 16 (64× 64)-images issues de D92.
(m1, m2) (1,2) (2,2) (3,2) (4,2) (5,2) (6,2) autre
AIC 0 1 2 2 0 0 11
BIC 0 5 9 1 1 0 0
ϕβmin 1 12 1 2 0 0 0
Si on utilise maintenant es ritères pour hoisir un modèle sur des données
réelles omme des textures, omment savoir quel ritère sera le plus approprié ?
Cette question fait ého à la disussion de la partie 2.2.4. Dans [AO03℄, l'expériene
a été menée sur quatre textures de Brodatz [Bro66℄ (voir Fig. 2.4). Ces textures ont
été hoisies en lien ave la variété de leur ontenu spetral qui peut être observé à
l'aide du module de la Transformée de Fourier Disrète 2-D (TFD2-D) (voir Fig. 2.4).
Une rapide observation du tableau 2.3 permet de onstater que les ordres obtenus
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(a) D 19 (b) D 29 (c) D 38 (d) D 92
(e) D 19 (f) D 29 (g) D 38 (h) D 92
Fig. 2.4  4 textures de Brodatz [Bro66℄ (1ère ligne) et les modules de leur TFD2-D
sur la 2ème ligne.
pour les diérentes valeurs de β utilisées7 sont diérents. De manière générale, les
résultats les plus stables ont été obtenus ave le ritère ϕβmin quelque soit la taille
des images (de 45×45 à 90×90). Cependant, ela ne permet toujours pas d'armer
que e ritère ore le bon hoix de modèle.
Dans [AO03℄, une manipulation originale a été proposée an de tenter de ré-
pondre par l'expériene à la question posée. Les proessus ARs peuvent être utilisés
en analyse ou en simulation, pour synthétiser des réalisations que nous appellerons
ii texture simulée. Comme es proessus permettent d'estimer la DSP qui est la
TF de la fontion d'autoorrélation, il peut être envisagé d'évaluer la diérene entre
les orrélations estimées à partir de la texture d'origine (Tb) et la texture simulée
(Ts). A et eet, il est possible d'utiliser la divergene de Kullbak exprimée dans le
as de proessus orrélés gaussiens de moyenne nulle [Bas88, Bas96℄ :







−1)+ tr (R(Ts)R(Tb)−1)]− 121 (2.28)
ave R(Ti), i = b ou s, la matrie de ovariane estimée ii à partir d'un support QP1
de taille 10× 10 (matrie 121× 121) et tr(.) l'opérateur qui renvoie la trae d'une
matrie. Dans e ontexte, les modèles de supports QP1 et NSHP ont été testés.
La tendane des résultats obtenus peut être illustrée par la gure 2.5 qui donne des
valeurs de distanes moyennes : pour haque texture, la divergene de Kullbak est
alulée dix fois à l'aide de dix réalisations du proessus et on dispose de 25 images
45× 45 et 80× 80, et de 16 images 55× 55, 64× 64 et 90× 90.
Les onlusions de ette étude sur les textures étaient les suivantes, en rappe-
lant que l'algorithme adaptatif 2-DFLRLS (Two Dimensional Fast Lattie Reursive
Least Squares) a été utilisé : la bonne lisibilité (ou stabilité) des ordres de modèles
7
Rappellons que les ritères AIC et BIC peuvent s'obtenir pour des valeurs partiulières de β
(voir éq. 2.21).























racine carre de la taille de l’image




Fig. 2.5  Divergenes de Kullbak obtenues à partir de la synthèse de proessus
AR 2-D QP1 dont l'ordre a été estimé ave diérents ICs.
estimés à l'aide de ϕβmin, e qui permet d'envisager une bonne aratérisation en
terme de hoix de modèle (voir Tab. 2.3), et des valeurs de divergenes de Kullbak
plus faibles que elles obtenues ave les autres ritères, e qui permet d'envisager
une bonne desription des statistiques d'ordre 2. Ces onsidérations autour de la
modélisation de textures ont été exploitées pour la mise au point d'une méthode
non-supervisée de segmentation d'images texturées [AR05℄ (voir Chapitre 3).
Dans la suite de e hapitre, nous voyons omment ne pas se limiter à l'usage
de supports de tailles roissantes dans le as du modèle AR 1-D et des supports de
forme retangulaire dans le as du modèle AR 2-D [CAOA09℄.
2.3.2 Méthodes omparatives
Pour pouvoir aborder le problème du hoix de modèles diéremment de la ma-
nière utilisée pour les modèles emboités, il faut dénir autrement l'ensemble des
modèles. Soit, omme préédemment, M le nombre maximum de paramètres libres
et on peut prendre sans manque de généralité ΘM = R
M
. Des sous-modèles dis-
joints, pouvant être de même ardinaux, apparaîssent en xant un paramètre θ0 de
référene et en onsidérant les 2M sous-ensembles indexés par un support S, partie
de [[1,M ]] :
ΘS =
{
θ ∈ ΘM tels que ∀j ∈ S, θj 6= θ0j et ∀j /∈ S, θj = θ0j
}
(2.29)
Un sous-modèle θS ∈ ΘS est dit alors de support S. Le support reherhé sera noté
S∗ ; il est assoié au sous-modèle θ∗. Le as le plus fréquent est θ0 = 0 et ela
onvient dans le ontexte du hoix d'un modèle AR : le problème revient à trouver
les oeients AR de valeur nulle. Une étude portant sur la régression polynomiale
est proposée dans [Coq08℄ et ette approhe pourrait aussi s'appliquer à la reherhe
des attributs pertinents dans un ensemble d'attributs pour représenter une forme
par exemple [OA07℄. Plusieurs méthodes peuvent être envisagées pour résoudre le
problème à l'aide des ICs.
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Méthode globale.





Cette méthode impose une omplexité alulatoire qui ne permet pas l'implantation
de l'approhe dans tous les ontextes appliatifs (voir Tab. 2.4).
Méthode omparative.
Dans [Nis88℄, une méthode possédant une omplexité alulatoire inférieure a été
proposée. Fixons la valeur du ritère lorsque tous les paramètres sont libres omme






j ∈ [[1,M ]], IC
ref
≤ IC ([[1,M ]] \ {j})} . (2.31)




Dans [Coq08℄, deux nouvelles méthodes ont été proposées : la méthode ompara-
tive inversée, qui prend omme référene, ontrairement à la méthode omparative
de Nishii, la valeur de l'IC lorsque tous les paramètres sont mis à la valeur de réfé-
rene θ0, et la méthode omparative desendante. Cette dernière méthode a permis
l'obtention d'une inégalité orale du risque de hoisir le bon modèle [Coq08℄ et 'est
don elle qui est présentée dans e doument.
La méthode omparative desendante élimine les omposantes jugées non utiles




L'étape k ≥ 0 ayant été eetuée, on proède à l'étape k + 1 en posant :
C(k+1) =
{
j ∈ S(k), IC (S(k) \ {j}) ≤ IC(k)
ref
}











Ainsi, à haque étape, nous éartons dénitivement la omposante J (k+1) jugée
la moins utile par le ritère. A une ertaine étape kf + 1, on obtiendra C
(kf+1) = ∅.
Cela signie que le ritère juge qu'il n'y a plus de omposantes inutiles dans S(kf ).




omme estimation de S⋆.
Notons que toutes les quantités C(.), J (.), S(.), IC
(.)
ref
, kf produites par ette mé-
thode sont aléatoires. Le nombre de ritères qu'il est néessaire de aluler pour
ahever ette méthode est don lui aussi aléatoire, mais borné par M(M + 1)/2.
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Tab. 2.4  Les trois méthodes et leur omplexité.
Globale (2.30) Comparative (2.31) Desendante (2.32)
2M M + 1 ≤M(M + 1)/2
Complexités des méthodes.
Le tableau 2.4 résume les omplexités des méthodes abordées ii en terme de
nombre de ritères à aluler néessaires à la séletion de S. La méthode globale,
présentant une omplexité exponentielle, est beauoup plus oûteuse en terme de
alul que les méthodes omparatives. Voyons maintenant l'appliation de es mé-
thodes au modèle AR 1-D.
Simulations ave le modèle AR 1-D
En se donnant un ordre de régression maximal M , les ICs s'érivent dans le
ontexte de la reherhe des indies r pour lesquels ar = 0 (voir éq. 2.7 & 2.25) :
IC(S) = 2N log σMVS,e + αIC(N)(|S|+ 1)
où σMVS,e est l'éart-type estimé en supposant que le support est S de ardinal |S|.
Pour omparer les diérents ICs, nous avons synthétisé des réalisations d'un
proessus AR, d'ordre 15, dont les paramètres sont :
θ∗ =
{{0.5, 0.4, 0, . . . , 0, 0.45} , σ2e = 1} .
Nous appliquons ensuite les méthodes (2.30) (2.31) et (2.32) ave M = 20 en faisant
varier β entre 0 et 1 (voir éq. 2.20). On ompte un suès lorsque le support S
hoisi est {1, 2, 15}. L'expériene est répétée 100 fois et les pourentages de suès
des méthodes sont représentés, en fontion de la valeur de β, sur la gure 2.6 pour









(voir éq. 2.21 et 2.22). Pour N = 10.000, on obtient
β
AIC
< 0, ette valeur n'apparait don pas sur la gure.
Les résultats des méthodes sont satisfaisants et omparables à faible omme à
grand nombre d'éhantillons. Cependant, pour les obtenir, les méthodes ompara-
tive et omparative desendante ont été environ 200 fois plus rapides que la méthode
globale. Il faut aussi noter le bon omportement de la méthode omparative desen-





semblent prendre totalement leur sens dans e ontexte expérimen-




] donne des ritères permettant
d'atteindre un taux de 100%. Pour N = 100, et à partir de l'expérimentation qui
fait oe de proédure d'apprentissage, une valeur de β autour de 0.4 semble être
appropriée.
Données réelles et modèle AR 2-D
Si on onsidère les réursions lassiquement utilisées pour obtenir le support
DPNS (voir éq. 2.24) par ritère d'information [AO03℄, dans le as de la prédition
linéaire bidimensionnelle, l'inrément sur le ardinal du support n'est pas systéma-
tiquement de un. Par exemple, pour m1 > 1 et m2 > 1, Θm1,m2+1 et Θm1+1,m2
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(a) N = 100
(b) N = 10.000
Fig. 2.6  Pourentage de suès des méthodes omparatives et globale en fontion
de β.
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ontiennent respetivement 2m1 + 1 et 2m2 + 1 paramètres en plus par rapport à
Θm1,m2. Il apparaît alors que des indies peuvent être inlus dans le support même
s'ils ne sont pas pertinents et inversement des paramètres pertinents peuvent être
rejetés ar ils néessiteraient l'inlusion de trop de paramètres non pertinents. Fae
à e onstat, la proédure de hoix du modèle qui onsiste en la reherhe de l'en-
semble des paramètres non nuls (ou pertinents) dans un support DPNS (voir éq.
2.24) d'ordre M = (M1,M2) apparaît omme une alternative judiieuse.
An de montrer la faisabilité d'une telle proédure, des simulations ont été réa-
lisées sur deux textures de taille 256 × 256 issues de l'album de Brodatz [Bro66℄
(voir Fig. 2.7). A l'aide des méthodes omparative et omparative desendante, des
supports de forme non ontrainte à l'intérieur d'un support DPNS d'ordre maximal
(7, 7) ont été obtenus en utilisant le ritère ϕβmin.
La gure 2.7 montre les textures utilisées, les supports obtenus ave les mé-
thodes proposées ainsi que les analyses spetrales issues des DSPs estimées à l'aide
des modèles obtenus. A titre de omparaison, nous avons aussi fourni les modules des
TFD2-D qui donnent aussi une estimation de la DSP (méthode du périodogramme).
La méthode lassique de hoix du support DPNS a donné : pour la texture d29, un
support de taille (4, 2) ontenant 22 paramètres ontre 14 et 15 pour les méthodes
omparatives ; pour la texture d38, un support de taille (5, 3) ontenant 38 para-
mètres ontre 13 et 16 pour les méthodes omparatives. Dans les deux as, des
paramètres séletionnés par les méthodes omparative et omparative desendante
ont été exlus par l'approhe lassique.
Pour nir, il est possible de noter que les supports obtenus ave les deux méthodes
dièrent et que la méthode desendante a tendane à fournir plus de paramètres que
la méthode omparative : si on se réfère aux DSP estimées, le spetre obtenu ave
la méthode omparative desendante sur la texture d38 semble améliorer elui ob-
tenu ave la méthode omparative. En perspetive de ette étude, an de montrer
quantitativement quelle méthode dérit le mieux les statistiques d'ordre 2, des ex-
périmentations du type de elles produites dans [AO03℄ pourraient être réalisées.









Fig. 2.7  Analyse spetrale de deux textures issues de l'album de Brodatz (d29
pour la 1ère olonne et d38 pour la 2ème olonne). 1ère ligne : textures ; 2ème ligne :
modules de la Transformée de Fourier 2-D ; 3ème ligne : DSP estimée par méthode
omparative ; 4ème ligne : DSP estimée par méthode omparative desendante ; 5ème
ligne : les supports obtenus ave les deux méthodes. Le site arré est le site ourant
et les sites dérits par des ronds noirs sont les sites hoisis par les méthodes dans le
support retangulaire DPNS de taille (7, 7).
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2.4 Desription d'une distribution par histogramme
L'approximation par un histogramme d'une d.d.p., problème de séletion de mo-
dèles non-paramétriques, peut également être envisagée par l'utilisation de ritères
d'information. Dans ette optique, Hall présente des résultats basés dans un pre-
mier temps sur la minimisation d'une distane du type Kullbak-Leibler [Hal87℄
puis sur un ritère du type Akaike [Hal90℄. Suivant la même démarhe, Olivier et al.
[OCC
+
94℄ ont aussi étendu le ritère AIC (puis le ritère AIC*) à e problème de
reherhe d'histogramme mais en exploitant la distane de Hellinger. Cette approhe
a été utilisée dans un ontexte de ompression d'images (voir Chapitre 3). Plus ré-
emment, et omme pour les modèles paramétrés, des résultats non-asymptotiques
ont émergé dans e domaine notamment par les travaux de Castellan [Cas99, Cas00℄
qui donne des bornes sur le risque de l'estimation. Citons également les travaux
de Birgé et Rozenhol [BR06℄ qui étudient la séletion d'histogramme à l'aide d'un
ritère d'un point de vue appliatif.
(a) Histogramme régulier (b) Histogramme à intervalles
de longueur variable
Fig. 2.8  Illustration du problème du hoix d'un histogramme pour dérire une
distribution.
Fig. 2.9  Ehantillons et intervalles d'une partition de I. La préision q est donnée
par les petites barres vertiales noires.
Une autre voie a été proposée par Rissanen et al. [RSY92℄ qui relient la notion de
omplexité stohastique à e problème. Martin & al. [MRGG06℄ l'exploite d'ailleurs
dans un ontexte de loi disrète pour dérire la distribution des niveaux de gris dans
une région d'une image. Faisant suite aux travaux de Rissanen, nous avons proposé
un ritère d'information permettant de hoisir un histogramme [CAOA07℄ à partir de
onsidérations issues de la théorie du odage arithmétique et de la quantiation sa-
laire uniforme. Les hypothèses de départ sur l'éhantillon étudié x sont maintenant
qu'il s'agit d'une réalisation d'un proessus i.i.d. dont la loi de probabilité possède
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une densité f et dont l'espae de réalisation est un intervalle I ⊂ R. Les gures 2.8a
et 2.8b donnent un exemple à partir d'une loi beta. Sur l'axe des absisses sont re-
présentés les éhantillons issus de tirages suessifs. Comment alors déider a priori
du nombre d'intervalles
8
sur lequel observer l'histogramme ? De plus, on peut aussi
se poser la question de savoir s'il faut herher des intervalles de longueur identique
(histogrammes dits réguliers) ou des intervalles de longueur variable (histogrammes
dits dynamiques
9
. Bien entendu, la reherhe d'histogrammes dynamiques semble
au premier abord de omplexité alulatoire plus importante, e qui inquiète tou-
jours en vue d'appliations onrètes. L'approhe proposée permet de répondre aux
deux as envisagés en exploitant la longueur d'un odage sans perte des éhantillons,
et elle est mise en oeuvre à l'aide d'un algorithme possédant une omplexité de alul
raisonnable omme nous le verrons.
Soit Πm une partition de I à m intervalles (Ij)j∈[[1,m]]. Pour s ∈ ∆ = [[1, N ]],
on note ys ∈ Ωy = [[1, m]] le numéro de l'intervalle dans lequel tombe xs et y =
{ys}s∈∆. Par indépendane des xs, le odage arithmétique adaptatif de y à l'ordre
0 sera évidemment le meilleur
10
. Ainsi, à partir de l'exemple donné gure 2.9, Ωy =
{1, 2, 3, 4, 5} et y = {2, 2, 4, 4, 4, 3, 5, 4, 1, 2} et es éhantillons sont supposés être
la réalisation d'un proessus i.i.d. D'après Rissanen [Ris86℄, la longueur minimum











ave nj , le nombre d'éhantillons dans x tombant dans l'intervalle Ij. Il faut remar-
quer ii que Cm(y,Πm) va augmenter ave m. Si on se limite au odage arithmétique,
il semble évident que les éhantillons x seront odés ave pertes. An de réaliser un
odage sans perte, odons maintenant la position de haque xs dans l'intervalle dans
lequel il se trouve, en supposant que les données sont odées à une préision xe q.
En reprenant l'exemple fourni gure 2.9, x9 sera odé 11 en binaire. La longueur
de e odage, nommé ii odage de préision est :
L (x |y ) =
m∑
j=1
nj logLj −N log q (2.34)
ave Lj, la longueur de l'intervalle Ij .
A partir de e qui prééde, la longueur du ode sans perte de x, suivant la
préision q, est L(x|Πm) ≈ Cm(y,Πm) + L(x|y). Il faut, pour déoder, onnaitre la
partition utilisée ; la longueur néessaire à son odage étant faible devant L(x|Πm),
8
En TP, 'est une question réurrente de la part des étudiants lorsqu'il leur est demandé de
regarder l'histogramme des éhantillons assoiés à un signal. Pour l'image en niveaux de gris,
omme il s'agit de données entières le plus souvent odées sur 256 niveaux, ils se posent moins de
questions. Pour l'image ouleur, les hoses se ompliquent à nouveau (voir Chapitres 3 et 4).
9
Ce terme a été hoisi en référene à l'algorithme de programmation dynamique qui permet
d'obtenir es histogrammes. Cet algorithme est brièvement présenté dans la suite de ette partie.
10
Le odage arithmétique part du point de vue que les données sont issues d'une CMM (voir
partie 2.2.3). Bien sûr, le hoix d'un ordre nul semble ne pas être toujours le plus approprié surtout
pour les signaux et les images. Néanmoins, ette hypothèse simpliatrie permet souvent d'obtenir
des résultats probants en signal et en image (voir Chapitre 3) tout en diminuant la omplexité de
alul.
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nous l'omettons. Cette longueur de ode nous permet don de dénir le ritère,
nommé ICH dans e doument, qui entre dans le adre général des ritères utilisés
par exemple par Birgé [BR06℄ pour la séletion d'un histogramme :





N × Lj +
m− 1
2
logN −N log q (2.35)
Il est important de préiser qu'il ne s'agit pas seulement d'une fontion de m mais
bien d'une fontion de la partitionΠm ar il existe plusieurs partitions àm intervalles
dans le as dynamique.
Le prinipe du MDL préonise de hoisir pour partition elle qui minimise e
ritère. Le nombre de partitions de I étant souvent trop élevé, on se restreint à
la lasse des sous-partitions d'une partition ΠM donnée. Si ΠM a Q intervalles, il
y a 2Q−1 telles sous-partitions. Rissanen et al. [RSY92℄ présentent une méthode de
programmation dynamique qui permet de ramener en O(Q2) le nombre d'opérations
à eetuer pour trouver la sous-partition optimale. Une telle méthode a pu être
développée (voir [Coq08℄ pour plus de détails) à partir de l'existene de la formule
de mise à jour du ritère suivante :
ICH(x(r)|Πm(τ, r))− ICH(x(τ)|Πm(τ)) =
−(n(r)− n(τ)) log n(r)−n(τ)
n(r)(r−τ) − n(τ) log n(τ)n(r)
+m logn(r)
2




ave I = [a, b], b = a+Q×q, Πm(τ) partition enm intervalles de [a, τq], τ ∈ [[1, Q−1]],
Πm(τ, r), partition en m+1 intervalles de [a, rq], r ∈ [[τ, Q]], partition onstituée de
Π(τ) ave un intervalle de plus. Pour m xé, la diérene exprimée équation 2.36
ne dépend pas de Π(τ) e qui permet de réaliser une méthode de programmation
dynamique.
Pour une densité Laplaienne e−|xs|/2 (par exemple une distribution de oef-
ients DCT dans JPEG), ave I = [−5, 5] et ΠM la partition régulière de pas
q = 2.10−2, on obtient la partition présentée en gure 2.10a. Sur l'histogramme des
256 niveaux de gris de l'image Léna, ave I = [0, 255] (q = 1), la partition hoisie
2.10b a 39 intervalles. Dans les deux as, le ritère hoisit plus d'intervalles aux
endroits où la densité présente de fortes variations. La reonstrution de l'image
Léna sur 39 niveaux de gris hoisis est donnée en gure 2.11b. Elle présente un
PSNR (Peak Signal to Noise Ratio) de 38,52 dB par rapport à l'image originale
indiquant que le hoix de es 39 niveaux résume bien l'information ontenue dans
les 256 niveaux de l'image originale.
Dans la partie suivante, ette méthode sera utilisée dans un ontexte de ara-
térisation de anaux de transmission numérique. La perspetive prinipale de e
travail est d'étendre ette méthode à l'obtention d'un histogramme assoié à des
éhantillons issus de lois multivariées pour la reherhe d'histogrammes dynami-
ques dans le as des images ouleur ou multispetrales par exemple.
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Fig. 2.10  (a) Histogramme hoisi par le ritère sur une densité Laplaienne. (b)
Histogramme approhé de l'image Léna en 39 niveaux de gris
.
Fig. 2.11  (a) Image originale. (b) Image reonstruite sur 39 niveaux de gris pour
un PSNR de 38,52 dB.
Chapitre 3
Des distributions en signal et image
Dans ertains ontextes appliatifs, les éhantillons étudiés peuvent être sup-
posés issus d'un proessus indépendants et identiquements distribués (i.i.d.) e qui
implique que les observations n'ont pas de strutures temporelles ou spatiales par-
tiulières du moins d'un point de vue probabiliste. Cette hypothèse peut paraître
restritive et plus appropriée pour d'autres jeux de données statistiques.
Néanmoins, elle peut être très adaptée à ertaines données renontrées en signal
et image omme pour la modélisation des oeients issus d'une transformée (voir
partie 3.1.1) ou elle des éhantillons reçus sur un anal de transmission (voir partie
3.1.2). Ensuite, nous verrons deux manières d'introduire une struture : le signal
peut être vu omme la somme d'un proessus déterministe possédant une struture
temporelle dérite par un ensemble de paramètres et d'un proessus i.i.d. ommu-
nément appelé bruit (voir partie 3.2) ; si les observations n'ont pas de strutures,
une réalisation d'un hamp ahé peut lui en posséder une et de e fait, induire
des propriétés spatiales dans la solution obtenue (voir partie 3.3.1).
Dans e hapitre, les deux types de modélisation introduits préédemment sont
exploitées dans des ontextes appliatifs variés : les histogrammes (voir partie 3.1),
modèles non-paramétriques de lois de probabilité, et les modèles paramétrés de
densités (voir partie 3.2 et partie 3.3). Il sera abordé la question des densités multi-
variées, en signal (voir partie 3.2) et dans une première étude onernant les espaes
ouleur qui avait pour objetif de justier plutt expérimentalement de l'usage d'un
espae ouleur ave les lois de mélange gaussiennes multidimensionnelles (voir partie
3.3).
Les ritères d'information sous diérentes formes seront utilisés pour justier
du hoix d'un histogramme (voir partie 3.1), du nombre de paramètres du modèle
de proessus déterministe (voir partie 3.2) et du hoix du nombre de omposantes
d'une loi de mélange gaussienne multidimensionnelle (voir partie 3.3.2). Toujours
dans le ontexte des lois de mélange, une alternative aux ICs pour l'estimation du
nombre de omposantes sera présentée (voir partie 3.3.1) : l'algorithme Expetation
Maximization (EM) dans sa version stohastique (SEM) [CD85℄.
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3.1 Appliation des méthodes d'estimation d'histo-
grammes
Les travaux présentés dans ette partie ont été réalisés dans le adre des thèses
d'Azza Ouled-Zaïd [OZ02℄ et de Guilhem Coq [Coq08℄.
3.1.1 Appliation aux images dans le adre des méthodes de
ompression
Fig. 3.1  Codage d'une image ave seuillage.
Durant sa thèse, Azza Ouled-Zaid a amélioré les performanes de systèmes de
ompression JPEG (Joint Photographi Expert Group
1
) et JPEG2000 par l'optimi-
sation de la zone dite morte des oeients des transformées
2
: la transformée en
osinus disrète (DCT pour Disrete Cosine Transform) pour JPEG [ZOAM03℄ et
la transformée en ondelettes pour JPEG2000 [OZOA03℄.
Bien que les aspets onernant JPEG2000 soient aussi importants que eux
onernant JPEG, e seront es derniers qui seront abordés dans la suite de ette
partie pour des raisons de ohérene : 'est dans la partie onernant JPEG qu'une
méthode d'optimisation de la zone morte exploitant les ritères d'information (voir
Chap. 2) a été proposée. Comme une autre méthode exploitant un seuillage, justié
par d'autres onsidérations probabilistes et statistiques, a été introduite onernant
les oeients DCT, un aperçu des diérentes approhes proposées par Azza Ouled-
Zaid aura été proposée puisque ette deuxième approhe est du type de elle qui a
été développée sur les oeients en ondelettes utilisés dans JPEG2000.
1
site web : http ://www.jpeg.org/index.html. Le site de JPEG2000 est aessible à partir de
elui de JPEG.
2
Les oeients qui tombent dans la zone morte sont mis à zéro. Ces oeients sont onsi-
dérés omme dérivant des détails dans l'image et leur suppression doit permettre d'améliorer les
performanes d'une méthode de ompression ave perte.
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Seuillage global
Fig. 3.2  Distribution du oeient d'indie (3,5) des diérents blos DCT 8× 8
d'une image, et d.d.p. de la loi de Laplae ave α = 0.1916.
La gure 3.1 montre les diérentes étapes subient par une image au ours d'une
haîne de odage type JPEG ave zone morte. L'obtention de la zone morte des
oeients se fait lassiquement durant l'étape de seuillage omme ela est rappelé
dans le paragraphe suivant.
La méthode JPEG est onstruite à partir du déoupage par blos 8×8 de l'image.
Sur haque blo est appliqué une DCT qui produit un blo de oeients 8×8 dont
un oeient ontient l'information de l'intensité moyenne (oeient DC) et tous
les autres oeients sont assoiés à des fréquenes bidimensionnelles non nulles plus
ou moins élevées (oeients AC). Le seuillage global, qui s'applique uniquement
sur les oeients AC, est spéié par une table T de taille 8× 8 de valeurs réelles
positives non nulles, qui déident si le oeient doit être onservé ou non ou, dit
d'une autre manière, s'il est dans la zone morte ou non. Pour simplier la notation,
les oeients d'un blo 8×8 sont rangés dans un veteur 1-D à 64 valeurs indexées
par n. Par exemple, pour un oeient situé à la loalisation spatio-fréquentielle
(i, j), n = 8× i+ j, i = 0, · · · , 7, j = 0, · · · , 7. Un oeient DCT F (n) sera alors
mis à zéro si sa valeur absolue est inférieure à la valeur T (n). Le résultat ombiné
de la quantiation, dénie aussi par un blo Q (fourni par la norme) de taille 8× 8








si F (n) > T (n)
0 sinon
(3.1)
FQ,T est aussi assoié à un blo de taille 8 × 8, ave T (0) = 0 pour onserver
le oeient DC systématiquement. Les valeurs des veteurs FQ,T seront ensuite
odées à l'aide du odeur entropique (voir Fig. 3.1) pour produire les données binaires
assoiées à l'image ompressée.
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An de trouver de manière plus optimale la zone morte, il a été envisagé dié-
rentes approximations de la distribution des oeients. Suite aux travaux présentés
dans [RG83, BCC
+
92℄ par l'intermédiaire de tests du χ2, les 63 distributions des o-
eients AC à travers l'image transformée sont approhées par des lois laplaiennes
(voir Fig. 3.2). D'autres approhes plus réentes ont proposé une autre modélisation
à base de lois de Cauhy [Bas89a℄, ou bien enore de lois de mélange gaussiennes
ou laplaiennes [EGCD94℄. A partir de es dernières études, il a été onrmé que la
meilleure modélisation de la distribution des oeients AC est un mélange de 1, 2
ou 3 lois gaussiennes. Nous avons retenu tout de même une modélisation laplaienne,
d'une part pour la faisabilité des aluls, et d'autre part par le fait qu'il n'y a qu'un
paramètre (α : paramètre de la Laplaienne, proportionnel à l'éart-type - voir équa-
tion 3.2) à déterminer pour trouver la modélisation orrespondante à la distribution









, σ désignant l'éart-type.
Il est à noter que dans le as de l'utilisation des sous-bandes Haute-Fréquene
d'une ompression basée ondelettes (JPEG2000), la loi a priori des oeients serait
supposée être une Gaussienne Généralisée [OZ02℄.
A partir des préédentes onsidérations, deux méthodes ont été proposées an
de trouver la zone morte.
Seuillage par appliation des ICs
Les ICs peuvent être utilisés pour hoisir le nombre d'intervalles, ainsi que leurs
longueurs, d'un histogramme assoié à un éhantillon de taille N (voir partie 2.4).
De e fait, il est envisageable de trouver une zone morte par le biais d'un intervalle
assoié aux valeurs de faibles amplitudes. En e qui onerne la ompression JPEG
dérite, les 63 ensembles de oeients AC, assoiés aux diérents indies des blos,
peuvent être vus omme 63 réalisations de tailleN = |∆|
64
, |∆| désignant le nombre de
sites de l'image, de 63 proessus i.i.d. (en supposant l'indépendane entre les blos) :
xn = {xn,s}s∈[[1,N ]], n = 1, · · · , 63, xn,s représentant le nième oeient du blo s (on
rappelle que pour n = 0, il s'agit du oeient DC).
La proédure d'obtention d'un histogramme optimal utilisée est elle introduite
dans [OCC
+
94℄. Elle est don antérieure aux travaux d'Azza Ouled Zaid [ZOAM03℄
et de Guilhem Coq, présentés partie 2.4, mais l'idée reste la même : approher
la densité théorique dont les éhantillons, ii les oeients AC, sont issus. Dans
[OCC
+
94℄, une approhe du type de elle d'Akaike mais exploitant une mesure
de Hellinger pour exprimer le risque a permis d'érire un ritère d'information.
Dans [ZOAM03℄, la pénalité du ritère a été remplaée an de dénir un ritère














ave µ, une loi de probabilité xée a priori (loi de Laplae ii) et θm la loi estimée
à partir de la partition Πm à m lasses, ou intervalles, (Ir)r∈[[1,m]] de l'ensemble de
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dénition des valeurs I. Classiquement, θm(Ir) =
nr
N
, nr étant le nombre d'éhan-
tillons tombant dans l'intervalle Ir. On herhe don la partition qui minimise ϕβ,H .
Contrairement à l'algorithme par programmation dynamique de la partie 2.4, l'algo-
rithme d'obtention de la partition est sous-optimal
3
et est onstitué de deux étapes :
 Etape d'initialisation : estimation d'un histogramme initial en xant un nombre






d'après Sakamoto [SIK86℄. Les
valeurs θM(I) sont obtenus par MV.
 fusion itérative des intervalles : supposons que la partition, à une étape de
l'algorithme, soit omposée de m intervalles Ir, r = 1, · · · , j, · · · , m. Si deux
intervalles Ij et Ij+1 fusionnent pour former l'intervalle Ij∪Ij+1, nous obtenons
une nouvelle partition à (m − 1) lasses. Parmi toutes les fusions possibles à
(m−1) lasses, nous retenons la fusion qui maximise ϕβ,H(Πm)−ϕβ,H(Πm−1).
A haque itération, nous herhons don à fusionner les deux lasses adjaentes (ou
intervalles juxtaposés) qui vont engendrer la plus forte déroissane du ritère. Le
proessus est arrêté quand la diérene ϕβ,H(Πm) − ϕβ,H(Πm−1) devient négative.
Nous trouvons alors le nombre de lasses mˆ herhé ainsi que la sous partition
optimale assoiée Πmˆ = {Ir}r∈[[1,mˆ]] qui permet de dénir la loi θmˆ.
Cette proédure appliquée aux 63 ensembles de oeients AC fournit la table
de seuillage global herhée T (n), n = 1, · · · , 63, haque seuil étant obtenu omme
la borne positive de la lasse assoiée aux plus faibles valeurs.
Seuillage par modélisation statistique
En s'inspirant des travaux sur la ompression JPEG et la modélisation statistique
[EGCD94℄, une méthode d'obtention de la table de seuillage global tenant ompte
de la d.d.p. de haque oeient AC sur tous les blos de la matrie image a été
proposée. Etant donné que les oeients ne représentent pas tous la même quantité
d'information, la mise à zéro d'un oeient orrespondant aux hautes fréquenes
ne provoquera pas autant de dégradations que elle d'un oeient orrespondant
aux basses fréquenes. Il faut don pouvoir moduler le seuil en fontion de l'indie
n du oeient.
Le seuil lassique des statistiiens à P = 0.95 sur la fontion de répartition permet
de dénir les valeurs ρn au-dessus desquels les oeients ont peu de probabilité
d'apparaître : ∫ ρn
−ρn
fn(x)dx = 0.95 (3.4)
ave fn, la d.d.p. de la loi du n
ième
oeient AC, n = 1, · · · , 63. En premier lieu,
les oeients dépassant e seuil doivent être onservés. Ainsi, à partir des 63 dis-
tributions de Laplae estimées à partir de l'image dans l'espae transformé, la table






Les partitions obtenues au ours des itérations dépendent du hoix de la partition initiale et
toutes les partitions à partir de la partition initiale ne sont pas testées. Il serait d'ailleurs intéressant
d'étudier s'il est possible de réaliser un algorithme par programmation dynamique an de trouver
la partition qui optimise e ritère et omparer les résultats obtenus ave eux de la méthode
présentée dans [Coq08℄.
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ave Fe un fateur d'éhelle xé a priori (par exemple, Fe = 50 dans [ZOAM03℄).
Après avoir alulé les valeurs ρn assoiées aux diérents oeients AC, on
s'aperçoit que es dernières sont faibles aux hautes fréquenes e qui fait que les
valeurs des seuils orrespondants sont élevées. Ainsi, seules les valeurs élevées des
oeients en hautes fréquenes sont onservées. En basses fréquenes les valeurs
ρn sont élevées, ainsi, les seuils orrespondants sont faibles, soit la plupart des oef-
ients AC en basses fréquenes sont onservés.
Résultats expérimentaux
(a) (b)
Fig. 3.3  (a) Une Image test : Bateau. (b) Distribution d'un oeient AC (n = 37)
et fusion des lasses par ϕβmin sur l'image Bateau.
Fig. 3.4  Comparaison des méthodes proposées à des méthodes de référene.
De façon à satisfaire la minimisation du débit-distorsion (voir Fig. 3.1), les o-
eients AC non nuls après l'étape de seuillage sont quantiés ii par la méthode
RD-OPT [RL00℄.
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La gure 3.3b montre un histogramme optimal obtenu à partir de la distribution
d'un oeient AC issue de l'image test Bateau (voir Fig. 3.3a). Les oeients
dans la lasse "zéro" ('est à dire l'intervalle ontenant la valeur zéro) seront don
mis à zéro. La valeur de β utilisée était βmin. Il s'agissait don du ritère ϕβmin
(voir partie 2.2.4). La gure 3.4 donne des ourbes de omparaison en terme de
PSNR entre la méthode JPEG standard, la méthode RD-OPT seule, la méthode ave
ϕβmin ouplée à RD-OPT (notée IC ave RD-OPT) et la méthode ave seuillage
statistique ouplée à RD-OPT (notée Seuillage théorique ave RD-OPT). Nous
trouvons en absisse le débit mesuré en nombre de bits par pixel (bpp).
Conernant la méthode IC ave RD-OPT, le résultat est satisfaisant (gain de
plusieurs dB par rapport au standard JPEG, à faible débit). La méthode surpasse
RD-OPT entre 0.25 dB et 0.6 dB, e qui a été onstaté sur l'ensemble de notre
base test jusqu'à 0.5 dB. Elle donne de moins bonnes performanes que la méthode
dite Seuillage théorique ave RD-OPT mais la méthode par IC ne demande pas de
xer un paramètre a priori, ontrairement aux deux autres méthodes. Ces moindres
performanes peuvent éventuellement s'expliquer par le fait que sont fusionnées prio-
ritairement les lasses à eetifs prohes et adjaentes et don les valeurs élevées des
AC (les queues de la distribution de Laplae de la gure 3.3b), e qui est ontraire
au but reherhé. Evidemment, quand le débit devient plus important, la méthode
par IC ne présente plus d'intérêt.
Pour nir, il faut noter le bon omportement de la méthode Seuillage théorique
ave RD-OPT qui améliore sur toute la gamme de débit la méthode RD-OPT.
Les travaux d'Azza Ouled-Zaid sur JPEG et JPEG2000 et les ICs pourraient
maintenant être revisités en exploitant la méthode d'obtention d'histogrammes par
ICs proposée dans la partie 2.4 dont l'algorithme de programmation dynamique
assoié permet de mieux optimiser le ritère. Nous revenons d'ailleurs sur ette
méthode an de montrer son intérêt dans un ontexte appliatif en lien ave les




09℄. Nous l'avons utilisé dans un
ontexte de reonnaissane de lois.
3.1.2 Appliation aux anaux de transmissions numériques
sans l
Position du problème
Donnons nous une famille de d.d.p. paramétrées onstituée des lois de Rayleigh,



























où σ, µ,Ξ, k, λ sont les paramètres de forme de es lois. Notons que, pour µ = 1 ou
k = 2, les lois de Nakagami ou Weibull orrespondent à elle de Rayleigh.
Ces lois sont lassiquement utilisées pour la modélisation des anaux de propaga-
tion radio (voir [SK05, SJK
+
03℄). Nous nous intéresserons aux as où les émetteurs
et réepteurs sont en position de visibilité (Line Of Sight, LOS) ou de non-visibilité
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Fig. 3.5  Environnement de simulation.
(Non Line Of Sight, NLOS) (voir Fig. 3.5). Le as NLOS est le plus déliat. En
eet, une simulation de la propagation des ondes radio en onguration NLOS par
un logiiel [EPVA01℄, mis au point par le laboratoire XLIM-SIC, montre que les
densités andidates (3.6) sont plus prohes visuellement que dans la onguration
LOS.
Le problème de reonnaissane de lois se présente don ainsi : à partir d'un
éhantillon x d'une loi inonnue mais appartenant à l'ensemble hoisi, déterminer si
ette loi est du type Rayleigh, Weibull, ou Nakagami.
Les diérentes méthodes étudiées
Tab. 3.1  Paramètres des diérentes lois appris à partir d'éhantillons réels.
Loi Cas LOS Cas NLOS
Rayleigh σ 1.5788 1.7108
Nakagami (µ ; Ξ) 0.6755 ; 4.985 0.9565 ; 4.8536
Weibull (k ; λ) 1.5291 ; 2.0505 1.8447 ; 2.3674
Les paramètres de forme σ, µ,Ξ, k, λ des lois (voir éq. 3.6) sont xés a priori
(voir Tab. 3.1). Les lois fR,σ, fN,µ,Ξ et fW,k,λ deviennent les lois en ompétition.
On peut onsidérer qu'elles ont été déterminées au préalable par apprentissage. La
reonnaissane s'eetue ensuite par l'une des deux méthodes suivantes :
La méthode de Kolmogorov-Smirnov (KS) : ette méthode est lassiquement
utilisée par les personnes travaillant sur les systèmes de téléommuniation. Nous
l'avons don prise omme référene an de montrer l'intérêt de la méthode que
nous avons proposée. La distane de Kolmogorov-Smirnov entre deux fontions de
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Notons F̂ la fontion de répartition empirique de l'éhantillon. La loi est hoisie par
minimisation de la distane KS entre F̂ et les fontions de répartition des lois en
ompétition (voir éq. 3.6 et Tab. 3.1).
La méthode à histogrammes (KL) : elle utilise la divergene de Kullbak-Leibler
(KL), i.e. l'information de Kullbak (voir éq. 2.6) symétrisée, qui est dénie entre






(f − g) log(f/g)dt. (3.8)
ave dt la mesure de Lebesgue.
Nous notons hIC l'histogramme dynamique hoisi par minimisation du ritère donné
au ours du hapitre préédent (voir équation 2.35). La loi est hoisie par minimi-
sation de la distane KL entre hIC et les densités des lois en ompétition (voir éq.
3.6 et Tab. 3.1).
Simulations et Résultats
Nous avons travaillé dans un adre théorique visant à valider la méthode à his-
togrammes dynamiques, exploitant la divergene de KL, et à la omparer ave la
méthode usuelle exploitant la distane KS.
Deux as ont été envisagés. Le as LOS, où les lois génératries sont relativement
éloignées visuellement, et le as NLOS où es lois sont plus prohes. Pour haun
de es as et pour n variant de 100 à 1000, nous avons généré 450 n-éhantillons
de haque loi. A haun de es éhantillons, les deux stratégies de reonnaissane
étudiées ont été appliquées.
A haque loi, fournie par les équations 3.6, et à haune des stratégies de reon-
naissane étudiées, nous avons assoié la matrie de onfusion donné dans la table
3.2. Cette matrie est présentée ii, pour illustration, en partiularisant la loi de
Weibull.





















Weibull a c = 450− a
Autre b d = 900− b
Pour haune des matries de onfusion, nous avons étudié les statistiques sui-
vantes :
• Sensibilité : la probabilité d'être reonnu Weibull lorsque l'on est généré par
Weibull.
S = a/450 (3.9)
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Fig. 3.6  Evolution, en fontion de la taille des éhantillons, de la sensibilité des
stratégies de reonnaissane dans le as LOS.
• Spéiité : la probabilité de ne pas être reonnu Weibull lorsque l'on n'est
pas généré par Weibull.
SP = d/(b+ d) (3.10)
• Préision : la probabilité d'être bien lassé par le test au regard de la loi de
Weibull.
P = (a+ d)/1350 (3.11)
• Valeur Préditive Positive : la probabilité d'avoir été généré par Weibull lors-
qu'on est reonnu Weibull.
VPP = a/(a + b) (3.12)
• Valeur Préditive Négative : la probabilité d'avoir été généré par une autre loi
lorsque l'on n'est pas reonnu Weibull.
VPN = d/(c+ d) (3.13)
Plus es statistiques sont prohes de 1, plus la stratégie étudiée est eae pour
la reonnaissane de la loi de Weibull.
La gure 3.6 présente l'évolution de la sensibilité (voir éq. 3.9) pour les méthodes
KL et KS et les diérentes lois en fontion de la taille N des éhantillons. Nous nous
sommes plaés ii dans le as LOS. Pour N ≥ 400, nous remarquons que la méthode
KL présente une sensibilité au moins aussi bonne que la méthode KS, voire une
sensibilité meilleure dans le as de la loi de Nakagami. Pour des tailles d'éhantillons
plus faibles (N ≤ 300), la méthode KS reste privilégiée pour la reonnaissane
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de la loi de Rayleigh. Cependant les diérenes observées ii ne portent que sur
l'estimation brute des statistiques de reonnaissane, elle ne permettent don pas de
déider si les méthodes KL et KS ont des omportements signiativement diérents.
Dans la prohaine setion nous apportons des éléments de réponse à ette question.
Intervalles de onane
Nous nous intéressons maintenant aux intervalles de onane à 95% des sta-
tistiques de reonnaissane (voir éq. 3.9 à 3.13). Calulés de manière lassique à
partir des matries de onfusion, es intervalles ontiennent la valeur inonnue des
statistiques ave un risque d'erreur de 5%.
Pour illustration, la gure 3.7 présente les intervalles de onane des statistiques
étudiés pour les méthodes KL et KS dans deux des as de notre étude.
On observe, par exemple, que l'intervalle de onane de la sensibilité de la re-
onnaissane de la loi de Nakagami à N = 400 par la méthode KL est disjoint de
elui obtenu par la méthode KS. Cela indique que la méthode KL présente un om-
portement signiativement meilleur, en terme de sensibilité, pour la reonnaissane
de ette loi.
De manière plus exhaustive, la table 3.3 présente des tableaux de omparaison.
Pour haune des lois (Rayleigh, Nakagami et Weibull), haun des as (LOS et
NLOS) et haune des statistiques (sensibilité S, spéiité SP, préision P, valeur
préditive positive VPP et valeur préditive négative VPN) de notre étude, la mé-
thode de reonnaissane signiativement la plus eae en terme de disjontion des
intervalles de onane est indiquée. Un + indique que la méthode à histogramme
KL est meilleure que la méthode KS, un − indique le ontraire. Les ases sont
laissées vides lorsque les intervalles de onane à 95% ont une intersetion.
Notons que la première olonne de es tableaux orrespond en fait à la gure
3.6. On observe que, globalement, les performanes de la méthode KL sont signi-
ativement meilleures omparées à elles de la méthode KS, partiulièrement pour
les éhantillons de tailles moyennes ou grandes (N ≥ 400).
Pour onlure, nous avons proposé une stratégie de reonnaissane de loi basée
sur l'estimation direte de la densité par un histogramme déterminé par le ritère
d'information donné équation 2.35. Cette stratégie est omparée à elle, lassique-
ment utilisée dans la modélisation de anaux de transmission exploitant la distane
de Kolmogorov-Smirnov. A travers des simulations et un test statistique au risque
5%, nous avons montré que notre stratégie est, dans la majorité des as, la plus
eae pour N ≥ 400. L'histogramme que nous utilisons peut être vu omme un
résumé de l'information apportée par l'éhantillon en un nombre restreint de lasses
orrespondant aux intervalles de l'histogramme. Par opposition, la fontion de ré-
partition empirique utilisé dans la proédure de Kolmogorov-Smirnov onserve toute
l'information de l'éhantillon. En e sens, on peut dire que l'information résumée
par l'histogramme permet une meilleure reonnaissane de ses aratéristiques que
l'information totale.
Cette étude se poursuit atuellement dans le as où les lois ne sont pas apprises
au préalable et ave un ritère de type ϕβ, à β variable, an de justier expérimenta-
lement que la pénalité de type BIC était la plus appropriée. De plus, nous essayons
de réaliser une omparaison ave une autre méthode d'approximation de densité à
partir d'éhantillons : la méthode à noyaux.










Sensibilite Specificite Precision VPP VPN
Methode KS
Methode KL











Sensibilite Specificite Precision VPP VPN
Methode KS
Methode KL
Reonnaissane de la loi de Rayleigh, as NLOS, N=1000
Fig. 3.7  Comparaison des intervalles de onane des statistiques de reonnais-
sane obtenues par les méthodes KL et KS.
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Loi de Rayleigh
Cas LOS Cas NLOS
N S SP P VPP VPN S SP P VPP VPN
100 − − − − −
200 − − − +





800 − + +
900 + + +
1000 + + +
Loi de Nakagami
Cas LOS Cas NLOS




400 + + + +
500 + + +
600 + + +
700 + + +
800 + + + +
900 + + + + +
1000 + + + + +
Loi de Weibull
Cas LOS Cas NLOS




400 + + + −
500 + + + + +
600 + + + + +
700 + + + +
800 + + + + +
900 + + + + +
1000 + + + + + +
Tab. 3.3  Tableaux résumant la omparaison entre les méthodes KL et KS suivant
les statistiques onsidérées : un + indique que la méthode à histogramme KL est
meilleure que la méthode KS, un − indique le ontraire.
42 CHAPITRE 3. DES DISTRIBUTIONS EN SIGNAL ET IMAGE
Dans le suite de e hapitre, nous abordons l'approhe par modélisation para-
métrique des lois de probabilité en ommençant par le modèle linéaire généralisé.
3.2 Modèle linéaire généralisé
Les signaux physiologiques omme les életroardiogrammes (ECG), les éle-
troenéphalogrammes (EEG), ... sont soures d'études onsidérables en traitement
du signal depuis de nombreuses années.
L'analyse des inétiques de V˙ O2 qui dérivent la quantité d'oxygène aquise à
haque respiration par une personne permet par exemple d'avoir des informations
sur les performanes des sportifs. L'étude menée sur es signaux a d'ailleurs été faite
en ollaboration ave la faulté des sports de l'Université de Poitiers
4
. Si es signaux
font l'objet d'un nombre de publiations assez restreint dans les revues de traitement
du signal, l'estimation des paramètres assoiés au modèle lassiquement utilisé pose
de réelles diultés omme nous le verrons par la suite. En eet, les inétiques
de V˙ O2 sont dérites mathématiquement de la manière suivante [BAF06, AB07℄,
m > 1 :










U (t− tdm,r) (3.14)
ave U(t) =
∣∣∣∣ 1 si t ≥ 00 sinon . A partir des signaux éhantillonnés forément bruités,
le physiologiste veut pouvoir estimer les paramètres du modèle pour m xé : am,1
(appelé oset) et {am,r, tdm,r, τm,r}, r = 2, · · · , m. De plus, il voudrait onnaître
le nombre de omposantes ou du moins savoir si m = 2 ou m = 3. Les gures 3.8a
et 3.8b exhibent des signaux simulés à l'aide de l'équation 3.14, ave des ensembles
de paramètres diérents mais ave m = 3, auxquels des réalisations d'un bruit
blan gaussien ont été rajoutées. Ces signaux simulés ressemblent bien entendu aux
signaux observables à partir de l'aquisition sur une personne en train de pédaler à
faible intensité dans un premier temps puis à forte intensité à partir de t = 0.
Il s'agit d'un problème d'estimation ompliqué puisque la fontion de l'équation
3.14 est ontinue mais la dérivée ne l'est pas ; pour m = 3, les oeients am,1,
am,2 et am,3 doivent être positifs, tdm,2 ≤ tdm,3 et 0 < τm,2 ≤ τm,3 pour que le
modèle ait un sens pour le physiologiste ; l'estimation des paramètres d'une somme
d'exponentielles est un problème d'estimation mal onditionné du fait qu'une petite
variation au niveau des données observées peut générer de larges variations dans les
paramètres estimés [RF96℄.
Commençons par présenter la méthode d'estimation qui a été proposée dans
[BAF06, AB07℄, le premier artile ne traitant que du as où m est xé (m = 3) et
le deuxième abordant l'estimation de m (m = 2 ou m = 3) à l'aide des ICs.
3.2.1 Dénition et méthode d'estimation
Le modèle linéaire généralisé (GLM pour General Linear Model) permet de
représenter un signal numérique bruité de manière additive sous la forme vetorielle
4
ave Olivier Bernard, Maître de Conférenes au laboratoire des Adaptations Physiologiques
aux Ativités Physiques, LAPHAP, EA 3813, Université de Poitiers.
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Fig. 3.8  Exemples de inétiques de V˙ O2 synthétisées.
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suivante [RF96℄ :
x = Gmam + em (3.15)
ave x = [x1, · · · , xN ]T , le veteur des observations, Gm, une matrie ontenant au
niveau de haque olonne gr, r = 1, · · · , m, les éhantillons d'un proessus déter-
ministe de paramétres θm,r, et em, le veteur de la réalisation du bruit assoié au
modèle de dimension m que nous supposerons ii être un proessus i.i.d. gaussien
entré de variane σ2m,e. Le veteur de oeients am = [am,1, · · · , am,m]T pondère
les éhantillons des proessus déterministes ontenus dans la matrie Gm. Les oef-
ients ne variant pas dans le temps et le bruit étant i.i.d., l'ensemble de paramètres




. θm pourra aussi désigner
par la suite le veteur ontenant tous les paramètres du modèle de dimension m.
Il faut aussi noter que le nombre total de paramètres libres du modèle est |θm| + 1
lorsqu'on rajoute σ2m,e.
Si les paramètres des fontions déterministes sont onnues, l'estimation des o-
eients du modèle et l'obtention de la réalisation du bruit assoiée se font las-
siquement par la méthode de la minimisation au sens des moindres arrés
5
faisant





GTmx et eˆm = x− xˆm (3.16)




GTmx est la projetion vetorielle de x sur l'espae vetoriel
généré par les veteurs olonnes de la matrieGm. Il est alors possible d'estimer σ
2
m,e
à partir de eˆm.
Maintenant, si m ainsi que θm ne sont pas onnus, le problème se omplique et
on se retrouve dans un ontexte de séletion de modèle tel qu'il est exposé hapitre
2. Nous avons don proposé une méthode d'estimation au sens du maximum de
vraisemblane à m xé et utilisé les ICs pour estimer m.
A m xé, il est possible d'utiliser un reuit simulé, algorithme qui fait partie des
méthodes stohastiques d'optimisation exploitant les haînes de Markov (méthodes
dites MCMC pour Monte Carlo Markov Chain). A et eet, il faut exprimer la loi de
probabilité (ou la d.d.p.) que l'on herhe à simuler. Dans e ontexte d'estimation
des paramètres d'un GLM, la d.d.p. jointe en question se formule à partir de la
fontion de vraisemblane [RF96℄ :
pT (θm) ∝ exp
(




Cette d.d.p. est une distribution de Gibbs dont l'énergie est − log p(x |θm ), T la
température et B la onstante de Boltzmann. L'algorithme du reuit simulé onsiste
à simuler la loi de probabilité de θm en faisant déroître lentement la température
jusqu'à une valeur prohe de 0. Si la déroissane de la température est réalisée de
manière susamment lente, ette proédure revient à simuler une haîne de Markov
non-homogène dont la loi de probabilité onverge vers une distribution uniforme sur
les ensembles θm qui donnent le maximum global de p(x |θm ) et une probabilité nulle
en dehors. Le problème de ette approhe, 'est qu'il est diile de régler de manière
optimale la déroissane de la température. De e fait, la plupart des personnes
5
équivalente ii à l'estimation au sens du MV puisque le bruit est supposé gaussien.
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utilise les mêmes shémas de déroissane omme par exemple une déroissane
exponentielle. C'est e que nous avons fait dans [BAF06, AB07℄ (voir partie 3.2.2).
D'après le théorème de Bayes, il est possible de onsidérer que p(x |θm ) ∝
p(θm |x) à partir du moment où p(x) est une onstante du problème (on ne tra-
vaille qu'ave une seule observation à la fois) et qu'on fait l'hypothèse que p(θm)










Il est alors possible d'utiliser une dynamique de Métropolis-Hastings pour pou-
voir simuler une haîne de Markov sur l'espae de réalisation de l'ensemble des
paramètres possédant omme loi stationnaire pT (θm) à T xé. Soit θ
(i)
m ∈ Rd l'état
ourant de la haîne de Markov. La dynamique de Metropolis-Hastings est onstruite
de façon à obtenir une haîne de Markov pT -réversible :
 A l'aide d'une transition q(θ
(i)
m , .) sur Rd, dite proposition de hangement, on




m . La proposition de hangement
utilisée sur les inétiques de V˙ O2 sera présentée partie 3.2.2.




























. Ainsi, un tirage est réalisé suivant une loi uniforme entre
0 et 1, u ∼ U[0,1]. Si u ≤ a(θ(i)m , θ(p)m ), θ(i+1)m = θ(p)m . Sinon, θ(i+1)m = θ(i)m .
L'algorithme du reuit simulé (SA pour Simulated Annealing) onsiste don
à répéter es opérations en faisant déroître progressivement la témpérature. Soit
θMVm , les paramètres obtenus à la dernière itération de l'algorithme. L'estimation
de m peut alors être réalisée en minimisant ϕβ(m) (voir partie 2.2.4). Sahant que
−2 log p (x ∣∣θMVm ) = 2N log σMVm,e +C (à ause de l'hypothèse gaussienne) ave C une




2N log σMVm,e +N
β log log(N) (|θm|+ 1)
)
(3.19)
3.2.2 Appliation aux inétiques de
˙V O2




. An d'adapter la dénition du GLM
au modèle des inétiques de
˙V O2 (voir éq. 3.14), il faut poser :
 g1 = [1, · · · , 1] (θm,1 = ∅).
 Pour 1 < r ≤ m, θm,r = {tdm,r, τm,r} et gr = [gr,1, · · · , gr,N ] valeurs obtenues
suivant le veteur temps t = [t1, · · · , tN ] :
gr,k =
∣∣∣∣∣ 0 si tk < tdm,r1− exp(− tk−tdm,rτm,r ) si tk ≥ tdm,r , k = 1, · · · , N.
L'ensemble des paramètres du modèle de dimension m > 1 est don, θm ={
am,1, {am,r, tdm,r, τm,r}r=2,··· ,m
}
sahant que le physiologiste veut savoir si le modèle
6
Attention ! p(θm) est une loi a priori sur les paramètres à ne pas onfondre ave pT (θm) dénie
équation 3.17.
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(a)
(b)
Fig. 3.9  Pourentages de bonne estimation du nombre de omposantes à N xé
et à niveau de bruit variable. (a) Résultats sur les signaux simulés ave m = 2. (b)
Résultats sur les signaux simulés ave m = 3.
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a3,1 a3,2 td3,2 τ3,2 a3,3 td3,3 τ3,3
Modèle 1 1550 860 17 23 340 150 84
Modèle 2 1600 2200 14 21 600 75 500
Tab. 3.4  Ensembles de paramètres utilisés pour omparer le reuit simulé et la
méthode GRG2.
le plus approprié orrespond à m = 2 ou m = 3. An d'utiliser la dynamique
de Metropolis Hastings, la proposition de hangement a été réalisée de la manière
suivante : les déalages temporels td
(p)
m,r, r = 2, · · · , m, ont été tirés suivant des
lois uniformes indépendantes les unes des autres et les onstantes de temps des
exponentielles, τ
(p)
m,r, r = 2, · · · , m, suivant des lois uniformes pour les logarithmes7.
Pour plus de détails sur les bornes utilisées sur les diérentes lois, il est possible
de onsulter [AB07℄. Pour avoir θ
(p)
m et aluler pT (θ
(p)
m ), il faut alors appliquer les
formules 3.16, 3.17 et 3.18. La température a été initialisée à T0 = 0, 1 pour nir
à Tf = 1e
−6







. B a été hoisi égal à 2
N−m . Bien entendu, un ertain nombre
d'essais nous ont amené à déterminer es valeurs sahant que l'algorithme tourne en
un temps raisonnable malgré le nombre d'itérations relativement élevé.
An de justier la pertinene de la méthode d'estimation proposée, nous avons
réalisé une omparaison de performanes, lorsque m = 3, ave une méthode par
desente de gradient, la méthode nommée GRG2 qui est adaptée aux problèmes
d'optimisation non linéaires ave ontraintes et qui est reonnue pour être assez
robuste fae aux diultés numériques pouvant apparaître dans le problème d'esti-
mation posé ii. Les résultats ave la méthode GRG2 ont été obtenus en relançant 3
fois l'algorithme ave 3 ensembles de paramètres d'initialisation diérents de manière
à e que les résultats d'estimation ave ette méthode ne soit pas trop inuenés par
le hoix d'un seul ensemble de paramètres à l'initialisation, le reuit simulé étant
quant à lui toujours initialisé de la même manière.
Quarante simulations de inétiques de V˙ O2, orrespondant à des transitions d'un
exerie à faible intensité vers un exerie à forte intensité, ont don été générées à
un SNR autour de 20 dB suivant les deux prinipaux types d'évolution onnus : une
deuxième omposante retarde l'arrivée d'un état stable qui est néanmoins atteint
avant la n de l'exerie (voir Fig. 3.8a - 1er modèle dans le tableau 3.4), ou fait que
la inétique de V˙ O2 roit jusqu'à la n de l'exerie (voir Fig. 3.8b - 2ème modèle
dans le tableau 3.4).
A partir de tests statistiques sur les estimations
8
, les onlusions suivantes ont
pu être obtenues :
 La méthode GRG2 biaise de manière signiative les paramètres de la 1ère
7p (τ) =
∣∣∣∣∣∣
0 si τ < vmin
1/(τ log (vmax/vmin)) si vmin ≤ τ ≤ vmax
0 si τ > vmax
8
Calul de biais d'estimation (ou justesse de l'estimation), de varianes d'estimation (ou préi-
sion de l'estimation), intervalles de onane à 95%, test de Student pour savoir si les biais sont
signiatifs, omparaison de varianes à l'aide d'un F-test, omparaison de biais à l'aide d'un test
de Student.
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exponentielle : td3,2 et τ3,2.
 SA estime de façon plus préise l'oset a3,1, les paramètres de la 1ère expo-
nentielle td3,2 et τ3,2, et le oeient et les paramètres de la 2ème exponentielle
a3,3, td3,3 et τ3,3.
 Les deux méthodes d'estimation biaisent l'estimation de td3,3 et présentent une
impréision importante sur l'estimation de τ3,3. Cela est dû en grande partie
au fait que, pour le 2ème modèle, de nombreux ensembles de valeurs peuvent




La omparaison a aussi été réalisée sur des données réelles aquises sur 26
sujets pédalant sur ergomètre eetuant une transition d'un eort à 80 W vers un
eort d'une intensité néessitant 80% V˙ O2,max de haque personne. Plus de 88% des
ensembles de paramètres estimés à l'aide du reuit simulé ont permis d'obtenir une
variane d'erreur résiduelle σˆ23,e entre les données observées et le modèle (voir éq.
3.16) plus faible que elle obtenue ave la méthode GRG2.
Tous es résultats statistiques nous ont permis de onlure que l'implantation
proposée du reuit simulé permettait d'améliorer l'estimation des paramètres obte-
nue ave la méthode GRG2 pour m = 3.
Après l'estimation à m xé, notre étude s'est poursuivie sur l'estimation du
nombre de omposantes exponentielles suivant le shéma suivant : les paramètres
pour m = 2 et m = 3 sont estimés à l'aide de l'implantation proposée du reuit
simulé ; une fois les paramètres estimés, un IC (voir eq. 3.19) doit permettre de
hoisir l'un des deux modèles. Des signaux simulés du type de eux de la 1ère étude
ont don été générés mais ette fois-i en faisant varier m (m = 2 et m = 3) et en
faisant varier le SNR sahant que les physiologistes utilisent plutt un oeient
de variation qui est alulé de la manière suivante : CV% = 100σm,e
am,2
. Plus CV%
augmente plus le SNR diminue. Nous avons ainsi travaillé sur 4 niveaux de CV%,
le nombre d'éhantillons restant xe.
An de valider expérimentalement le hoix d'une valeur de β, nous avons travaillé
à β variable. Les gures 3.9a et 3.9b donnent respetivement les pourentages de
bonne estimation de m pour les signaux simulés ave m = 2 et m = 3. Les traits
vertiaux indiquent les résultats obtenus respetivement ave les ritères AIC (β =
βAIC), BIC (β = βBIC), ϕβmin (β = βmin) et ϕβmax (β = βmax) (voir éq. 2.21 et 2.22).
L'inuene de β apparaît lairement sur es ourbes : quand β diminue, le ritère
sur-paramétrise de plus en plus et on obtient alors m = 3 systématiquement pour
les signaux simulés ave m = 3 alors que pour les signaux simulés ave m = 2,
les erreurs sont de plus en plus nombreuses à partir d'une valeur de β légèrement
inférieure à βBIC quelque soit le niveau de bruit. Par ontre, quand β augmente,
'est l'eet inverse qui se produit puisque le ritère sous-paramétrise de plus en
plus : on obtient m = 2 systématiquement pour les signaux simulés à m = 2 alors
que pour les signaux simulés ave m = 3 les erreurs sont de plus en plus nombreuses
à partir d'une valeur de β légèrement supérieure à βmin quelque soit le niveau de
bruit.
Pour la valeur de N utilisée, la plage de valeur de β omprise entre βBIC et βmin
donne un 100% de bonne estimation. Cette manipulation montre lairement l'intérêt
d'utiliser le ritère ϕβ an d'apprendre le ritère le plus approprié pour un problème
d'estimation de modèles donné e qui rejoint le propos du hapitre 2.
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Poursuivons maintenant les études menées sur les lois paramétrées mais ette
fois-i ave les lois de mélange et dans un ontexte d'imagerie (volumique et ouleur).
3.3 Lois de mélange
Les lois de mélanges sont des modèles paramétrés qui ont été utilisés ave suès
dans de nombreux ontextes appliatifs omme la lassiation [BCG00℄, la reon-
naissane de forme [LFJ08℄, la aratérisation du ontenu ouleur d'une image ou des
distributions d'attributs de textures [YA99, PFJ06℄, la segmentation d'images ou-
leur [YJY06℄, l'indexation d'images ouleur ou de video [HM00, CBGM02℄, ... Une
loi de mélange d'une observation d'un éhantillon de tailleN , supposée la réalisation
d'un proessus i.i.d., est dénie de la manière suivante :
P (xs |θm ) =
m∑
r=1
πrP (xs |θr ) (3.20)
oùm désigne ii le nombre de omposantes du mélange de lois P (. |θr ), r = 1, · · · , m.
Le modèle paramétré assoié se note alors θm = {πr, θr}r∈[[1,m]] ave θr les paramètres
de la loi P (. |θr ) et πr sa probabilité a priori dans le mélange. De part l'hypothèse
d'indépendane :
P (x |θm ) =
∏
s∈∆
P (xs |θm ) (3.21)
Il est préférable ii de mettre P plutt que f ar les lois peuvent très bien ne pas être
absolument ontinue par rapport à une mesure donnée omme 'est le as ave une
loi de Poisson (voir partie 3.3.1). Par ontre, dès qu'il s'agira d'une loi absolument
ontinue, P sera remplaé par f .
Lorsqu'on herhe à estimer les paramètres de e modèle, il apparaît lairement
un nouveau problème de hoix de modèle : trouver m, le nombre de omposantes.
Ce point a fait l'objet d'une vaste littérature à l'aide des ICs (voir par exemple
[BCG00, OA07℄), à l'aide de l'approhe bayésienne et de la simulation (voir par
exemple [RG97℄) et à l'aide d'algorithmes développés à partir de l'algorithme EM
(Expetation-Maximization) [DLR77, M98, BCG03℄. L'algorithme EM est un al-
gorithme itératif qui permet d'obtenir une estimation au sens du MV lorsqu'il y a
des données manquantes. Dans ette partie, les données manquantes sont les don-
nées de lassiation des observations, 'est à dire qu'on ne sait pas a priori à quelle
omposante du mélange haque xs appartient. Au ours des travaux présentés par la
suite, il sera bien entendu question des ICs mais aussi des algorithmes EM et SEM
(Stohasti EM) [CD85℄ (voir Annexe A).
Il faut aussi rajouter qu'ave les lois de mélange, il se pose la question du hoix
de la loi la plus appropriée pour dérire une donnée (ou obtenir un résultat de lassi-
ation satisfaisant) e qui apparaît omme un autre problème de hoix de modèle.
Ces deux problèmes seront abordés par la suite : dans le adre des travaux de thèse
de Samuel Burg
9
, une étude omparant les lois de mélange gaussiens et les lois de
mélange de Poisson a été réalisée sur des données 3-D simulées en lien ave l'ima-
gerie TEP (Tomographie par Emission de Positons) érébrale, an de justier d'un
9
médein ayant travaillé au CHU de Poitiers et travaillant atuellement au servie de médeine
nuléaire de l'hpital Bihat.
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hoix de modèle pour réaliser des segmentations sur des données réelles [BAV09℄.
Puis, une étude sur les lois de mélange gaussiennes multidimensionnelles (MGMM :
Multidimensional Gaussian Mixture Model) et trois espaes ouleur diérents a été
menée an d'identier si un espae ouleur était plus approprié qu'un autre lors-
qu'on veut utiliser les MGMM pour dérire la distribution des ouleurs d'une image
ouleur, ou la distribution des ouleurs et leur répartition spatiale simultanément
[AQ09℄.
3.3.1 Segmentation 3-D de TEP érébrales
Imagerie TEP érébrale volumique
L'imagerie TEP au 18FDG ([18F℄-FluoroDéoxyGluose) est une tehnique d'ima-
gerie fontionnelle atuellement en plein développement, ayant fait la preuve de
son intérêt linique prinipalement en anérologie. Atuellement, l'interprétation
des examens par le médein se base d'abord sur une appréiation qualitative des
images. Cependant, l'obtention de statistiques desriptives quantitatives peut être
également un outil préieux, par exemple lorsque l'on souhaite évaluer l'évolution
d'une pathologie sur deux examens réalisés hez un même patient à des moments
diérents, ou porter un jugement pronostique basé sur l'intensité de xation du tra-
eur au niveau d'une lésion donnée. Il s'agit alors d'eetuer des mesures sur des
régions ou volumes d'intérêt (ROI pour Region Of Interest, ou VOI pour Volume
Of Interest) de l'image an d'en extraire des valeurs numériques et ainsi proéder
à une quantiation absolue ou relative de la aptation du traeur par l'organisme.
De e fait, la délimitation de régions (en 2-D) ou volumes (en 3-D) d'intérêt
est une étape apitale qui onditionne largement les résultats obtenus dans une dé-
marhe d'évaluation quantitative de la xation du traeur. Atuellement, les onsoles
de traitement d'images disponibles en pratique linique quotidienne en médeine nu-
léaire ne proposent guère plus que la détermination supervisée de régions/volumes
d'intérêt, eetuée par le médein, qui joue alors le rle d'expert. La segmentation
des images est alors soumise aux aléas de la variabilité inter et intra-individuelle. Les
autres solutions disponibles se limitent souvent à des méthodes semi-automatiques
omme le traé d'un iso-ontour adaptatif, proédant à un simple seuillage au-
tomatique à niveau variable. En TEP au 18FDG, e type de méthode peut être
susant dans l'exploration de nombreux types de tumeurs, souvent hypermétabo-
liques de façon franhe, mais si le ontraste est en général important entre les lésions
néoplasiques et les tissus physiologiques, e n'est pas le as lorsqu'il s'agit de l'ex-
ploration des tumeurs érébrales : la substane grise érébrale présente en eet une
xation importante du traeur à l'état normal, e qui peut gêner la visualisation
de strutures pathologiques peu hypermétaboliques, ou bien enore rendre diile
la délimitation préise d'une lésion. Le rapport signal sur bruit présent dans les
images TEP est par ailleurs moins important que dans d'autres modalités d'image-
rie médiale, omme l'IRM
10
, e qui rend inutilisables les outils semi-automatiques
10
Il faut noter qu'une étude a aussi été menée sur les IRMs 3-D à partir d'une méthode de
segmentation 3-D exploitant les ICs dans le adre de la thèse d'Anne-Sophie Capelle [CAFMF01℄.
Des lois de mélange gaussiens permettaient de modéliser les éhantillons. Cette méthode, étendue
aux modèles AR 2-D, sera plus détaillée dans un ontexte de segmentation non-supervisée d'images
texturées dans le prohain hapitre (voir partie 4.2.2).
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atuellement disponibles en pratique.
La proposition de nouveaux outils de segmentation est don dans e ontexte
d'un intérêt tout partiulier. L'étude onernant le hoix d'une loi de mélange de
Poisson ou de Gauss est don une étape préalable au développement d'un outil de
segmentation 3-D. Dans ette partie, nous verrons les résultats qu'il est possible
d'obtenir en réalisant une régularisation markovienne à partir des deux hypothèses.
Dans les deux as, nous obtenons une segmentation qui peut-être qualiée de bas-
niveau dans le sens où on obtient des régions statistiquement homogènes. Ce travail
a été valorisé en onférene [BAV09℄ et est en ours de soumission en revue.
Une meilleure prise en ompte de l'information géométrique et topologique dans
la modélisation de la solution ore des résultats enourageants dans le ontexte d'une
méthode de segmentation ette fois-i haut-niveau (voir partie 4.3), dans le sens
où il est possible d'obtenir des ROIs onstituées de plusieurs régions statistiquement
homogènes. Ce travail est en ours de soumission [ABDA℄.
Algorithme de segmentation
L'algorithme de segmentation 3-D des images TEP est juste rappelé. Les travaux
originaux en terme de segmentation d'images seront présentés dans le hapitre 4. Cet
algorithme se présente en deux étapes : une étape d'estimation des paramètres du
modèle puis une étape d'estimation du hamp de lasses à l'aide d'une régularisation
markovienne [GG84, BL91, Guy95℄.
L'estimation des paramètres du modèle est réalisée à l'aide d'un algorithme SEM
(voir Annexe A.1), le but étant d'avoir un algorithme qui puisse à la fois être rapide
et s'adapter à de nouvelles données sans avoir à faire un apprentissage préalable (la
variabilité des volumes érébraux en TEP ave ou sans tumeur étant importante).
L'algorithme SEMmean (voir Annexe A.1) fournit mˆ, le nombre de omposantes
estimées et θˆm soit suivant l'hypothèse qu'il s'agit de lois de Gauss, soit suivant l'hy-
pothèse qu'il s'agit de lois de Poisson. A partir de ette estimation, une segmentation
peut être obtenue en attribuant à haque site, une omposante du mélange.
A et eet, le hamp de lasses y = {ys}s∈∆ est modélisé à l'aide d'un hamp
de Markov onnu sous le nom de modèle de Potts. L'espae d'état des lasses est
Ωmˆ = [[1, mˆ]] et elui du hamp de lasses, Ωy = Ω
N
mˆ. Pour faire un résumé rapide, un
hamp de Markov est onstruit à partir de la dénition d'un système de voisinage
permettant de dénir les probabilités onditionnelles suivantes (qui sont les exten-
sions au as spatial du as temporel - voir partie 2.2.3) : P (ys |ys ) = P (ys |yVs ),
ave ys = y\ {ys} et yVs = {ys}s∈Vs , s /∈ Vs, Vs l'ensemble des sites voisins de s.
Rappelons que l'intérêt de l'approhe markovienne en image vient du fait qu'elle
permet de dénir à la fois une loi globale et des lois onditionnelles loales. Ainsi,
suivant le théorème d'Hammersley-Cliord, un hamp de Markov possède une dis-
tribution de Gibbs (loi globale) [Guy95℄, sous la ondition que P (y) > 0 pour tout
y ∈ Ωy :
P (y) ∝ exp (−U(y)) (3.22)
U désignant l'énergie. Le alul de la onstante de normalisation11, néessite a priori
le parours de tout l'espae de réalisation, e qui n'est pas toujours faisable, surtout
11
qui est omise équation 3.22, ontrairement à l'équation 3.17, an de donner l'ériture générale
qui sera utilisée dans le as des densités non normalisées.
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en image (Ωy possède un ardinal très grand). Néanmoins, les algorithmes de type
Monte Carlo Markov Chain (MCMC) orent la possibilité d'exploiter es distribu-
tions de Gibbs sans avoir à aluler ette onstante de normalisation. Cet aspet a
déjà été abordé partie 3.2.1 ave la dynamique de Metropolis-Hastings et sera de
nouveau traité hapitre 4.
Pour les hamps de Markov, l'énergie s'érit sous la forme d'une somme de po-





où C désigne l'ensemble des liques c ave c ⊂ ∆, sous-ensembles de sites pouvant
être un singleton {s} ou des ensembles de sites deux à deux voisins. Le ardinal de
c est appelé l'ordre de la lique. A partir de es dénitions, il vient pour le site s,
en utilisant les notations préédentes :







Le modèle de Potts est déni lassiquement en 2-D à partir d'un système de voi-
sinage 4-onnexe ou 8-onnexe. En 3-D, nous avons utilisé le voisinage 18-onnexe
qui dénit omme voisins les sites les plus prohes d'un site donné dans les trois di-
retions. Il est basé sur des liques d'ordre 2. Son terme d'énergie est proportionnel
au nombre de liques ontenant des sites attribués à deux lasses diérentes. Ainsi,
plus il y a aura de sites voisins assoiés à des lasses diérentes, plus la probabilité
du hamp de lasses sera faible. L'intérêt prinipal du modèle de Potts en segmen-
tation d'image est don qu'il permet d'obtenir des régions ave moins de trous et
qu'il assure une régularisation des frontières en pénalisant les sites voisins assoiés
à deux lasses diérentes. Les fontions potentielles du modèle de Potts s'érivent
loalement, r ∈ Ωmˆ :











ave λ, l'hyperparamètre permettant de moduler la pénalisation, 1(Cond), la fontion
qui vaut 1 quand la ondition est vériée, 0 sinon, et Vs,j =
{
t ∈ ∆, ‖s− t‖22 = j
}
,
‖s− t‖2 étant la distane eulidienne entre deux sites. Il faut noter que, pour le
modèle de Markov déni par l'équation 3.25, Vs = Vs,1 ∪ Vs,2.
Pour pouvoir obtenir un hamp de lasses en ohérene ave les données obser-




P (y |x) = argmax
y∈Ωy
P (x |y )P (y) (3.26)
d'après le théorème de Bayes et le fait que la probabilité de l'éhantillon, P (x), est
une onstante du problème.
Rappelons que le but est d'assoier une des omposantes de la loi de mélange à
haque site et que les éhantillons de x sont supposés issus d'un proessus i.i.d. e
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qui permet d'érire P (x |y ) = ∏s∈∆ P (xs ∣∣∣θˆys ) suivant l'équation 3.20, P (. ∣∣∣θˆys )
pouvant être soit une loi de Poisson, soit une loi de Gauss assoiée à la omposante
ys du mélange, dont les paramètres ont été estimés à l'aide de l'algorithme SEM. De
e fait, d'après les équations 3.24 et 3.25 :








∣∣∣θˆt) exp (−ψs(t)) (3.27)
Ces probabilités peuvent être utilisées dans une méthode de type reuit simulé
[RC99℄ exploitant un éhantillonneur de Gibbs an d'obtenir une réalisation y maxi-
misant le ritère MAP. C'est l'approhe hoisie dans la partie 4.2.2. Pour les données
volumiques, nous avons préféré un algorithme plus rapide : l'algorithme Iterative
Conditional Mode (ICM). Cet algorithme onsiste à parourir les sites de l'image,
mais pas de manière lexiographique [BL91℄, et à attribuer à ys la lasse qui maxi-
mise la probabilité onditionnelle de l'équation 3.27. Cet algorithme déterministe
onverge rapidement, après quelques parours omplets du volume, mais il est for-





∣∣∣θˆr ), s ∈ ∆ (3.28)
Nous avons testé les performanes de l'algorithme de segmentation 3-D sur des
données simulées en ne faisant pas de régularisation (proédure Cλ = 0), en faisant
roître λ de 0.25 à 1.75 par pas de 0.25 (proédure Cλ = 0.25) et en faisant roître
λ de 0.5 à 2.5 par pas de 0.5 (proédure Cλ = 0.5).
Mélange de Poisson ou mélange de Gauss ?
Tab. 3.5  Statistiques obtenues sur les segmentations des nes tronqués pleins
(Moy. signie Moyennes et E-T. signie Eart-Types).
Préision VPP VPN
Moy. E-T. Moy. E-T. Moy. E-T.
Threshold 0.980 2.72e-4 0.980 7.46e-4 0.981 4.17e-4
Smoothing + Threshold 0.991 1.64e-4 0.995 4.35e-4 0.988 2.01e-4
Images - Cλ = 0 0.970 6.78e-3 0.972 1.69e-2 0.970 7.94e-3
Arbitrary Gauss Cλ = 0.25 0.966 1.18e-2 0.962 2.58e-2 0.971 2.18e-2
ativity 100 Cλ = 0.5 0.941 2.43e-2 0.929 5.44e-2 0.959 3.40e-2
Cλ = 0 0.975 3.87e-3 0.980 6.62e-3 0.972 4.79e-3
Poisson Cλ = 0.25 0.973 2.94e-3 0.980 5.06e-3 0.968 4.69e-3
Cλ = 0.5 0.964 5.47e-3 0.963 1.10e-2 0.966 7.14e-3
Threshold 0.992 1.61e-4 0.994 2.78e-4 0.991 1.70e-4
Smoothing + Threshold 0.993 7.1e-5 0.999 1.86e-4 0.990 1.18e-4
Images - Cλ = 0 0.981 8.05e-3 0.969 1.83e-2 0.992 3.39e-3
Arbitrary Gauss Cλ = 0.25 0.968 1.64e-2 0.984 2.00e-2 0.961 3.11e-2
ativity 1000 Cλ = 0.5 0.951 2.00e-2 0.963 4.61e-2 0.950 3.14e-2
Cλ = 0 0.990 1.44e-3 0.993 1.67e-3 0.988 1.60e-3
Poisson Cλ = 0.25 0.989 1.24e-3 0.992 1.53e-3 0.987 1.39e-3
Cλ = 0.5 0.987 7.28e-4 0.989 1.27e-3 0.986 1.11e-3
An de répondre à ette question du hoix de loi de mélange, nous avons réalisé
des images simulées ave vérité de terrain. De plus, histoire de montrer l'intérêt
d'utiliser de manière plus générale une segmentation exploitant les lois de mélange,
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(a) Image bruitée et image originale (as du ne tronqué reux)
visualisées soit ave une table de ouleurs soit en niveaux de gris.
(b) Résultats de segmentation.
Fig. 3.10  Exemple d'image simulée ave des résultats de segmentation obtenus
ave les diérentes méthodes testées.
des segmentations à l'aide d'outils basiques
12
omme un seuillage ou un seuillage
réalisé après un lissage gaussien ont aussi été eetuées.
Deux types d'images simulées ont été proposés à partir de quatre objets :
 deux nes tronqués dit plein (ne ontenant qu'un seul niveau d'intensité)
d'intensités respetives 100 et 1000 pour haque voxel des nes,
 deux nes tronqués dit reux ontenant deux niveaux d'intensité, le niveau
d'intensité à l'intérieur étant plus faible, d'intensités respetives 100 et 50 à
l'intérieur, puis 1000 et 500 à l'intérieur (voir Fig. 3.10a olonne de droite).
An de simuler des volumes TEP reonstruits, nous avons rajouté un bruit de
Poisson ave erreur de diusion gaussienne et un lissage à l'aide d'une fenêtre gaus-
sienne pour simuler l'eet de volume partiel (voir 3.10a olonne de gauhe pour un
exemple de ne tronqué reux bruité). Pour haque objet, 10 réalisations d'images
bruitées ont ainsi été réalisées. Comme dans l'étude proposée partie 3.1.2, des sta-
tistiques ont été utilisées an de omparer les diérentes méthodes de segmentation.
Dans le as des nes tronqués pleins, les meilleurs résultats en terme de pré-
ision, de valeur préditive positive (VPP) et de valeur préditive négative (VPN)
ont été alulées (voir Tab. 3.5). Pour les méthodes par seuillage, es résultats ont
12
néanmoins utilisés en routine linique par les médeins.
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Tab. 3.6  Moyennes des oeients de orrélation roisée normalisés (NCCC pour
Normalized Cross Correlation Coeients) alulées à partir des segmentations sur
les nes tronqués reux.
Arbitrary ativity 100 1000
Window 0.441 0.534
Smoothing + Window 0.505 0.524
Cλ = 0 0.424 0.503
Gauss Cλ = 0.25 0.481 0.492
Cλ = 0.5 0.484 0.516
Cλ = 0 0.430 0.521
Poisson Cλ = 0.25 0.482 0.534
Cλ = 0.5 0.531 0.533
été obtenus en faisant varier un seuil et en utilisant la vérité de terrain. Pour les
méthodes par lois de mélange, le seuil a été appliqué sur les lasses ordonnées suivant
leurs valeurs moyennes an de regrouper les régions et diérenier le fond de l'objet.
L'appliation d'un seuillage après un lissage gaussien est la méthode qui fournit les
meilleurs résultats ave les plus faibles variations mais il ne faut pas oublier qu'il
s'agit ii de résultats idéaux qui ne reètent pas l'inonvénient majeur de ette ap-
prohe supervisée fortement dépendante de l'utilisateur. Ces résultats peuvent don
servir de référenes pour les méthodes par lois de mélange. Ainsi, si on ompare
maintenant les segmentations par lois de mélange de Gauss et de Poisson, les résul-
tats obtenus ave les lois de mélange de Poisson sont les meilleurs ave une stabilité
qui augmente lorsqu'on augmente la régularisation spatiale.
Dans le as des nes tronqués reux, nous avons utilisé une autre statistique
plus adaptée à la géométrie des régions et au fait que nous avons maintenant trois
niveaux au lieu de deux : le oeient de orrélation roisée normalisé (NCCC pour
Normalized Cross Correlation Coeients - voir Tab. 3.6) de valeur omprise entre
-1 et +1. Un -1 signie une segmentation totalement fausse : haque voxel du ne
est lassié omme s'il appartenait au fond et haque voxel du fond est lassié
omme faisant partie de l'objet. Un 0 signie que la lassiation fond / objet est
aléatoire. Un +1 signie une segmentation exate des voxels. Pour les méthodes
par seuillage, il faut maintenant appliquer deux seuils e qui rend l'opération enore
plus diile pour un opérateur dans un ontexte supervisé. Il en est de même pour
les lois de mélange pour pouvoir trouver les deux zones du ne reux. Dans la
table 3.6, l'intérêt de faire un lissage gaussien avant l'opération de seuillage apparaît
surtout dans le as des volumes de faibles intensités (olonne 100). Cette fois-i les
meilleurs résultats de segmentation ont été obtenus à l'aide des lois de mélange de
Poisson qui dépassent à nouveau eux obtenus à l'aide des lois de mélange de Gauss.
De plus, la régularisation spatiale permet d'améliorer nettement les résultats.
Ces résultats sur images simulées montrent bien l'intérêt d'utiliser les lois de
mélange. Nous nous sommes appuyés sur eux-i pour mener une étude sur des
données réelles.
Données réelles
An de valider sur des données réelles les segmentations à l'aide des lois de
mélange de Poisson, une étude sur 30 volumes TEP ontenant des tumeurs érébrales
a été réalisée. Trois médeins ont évalué visuellement les grades des tumeurs selon
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Fig. 3.11  Segmentation d'un demi-erveau sain. Au niveau de haque ligne, de
gauhe à droite : oupe oronale, oupe sagittale et oupe transversale. 1
ère
ligne :
intensités en niveaux de gris. 2
ème
ligne : intensités ave une table de ouleur irré-
gulière pour amplier visuellement le bruit. 3
ème
ligne : segmentation sans régula-
risation. 4
ème
ligne : segmentation en augmentant λ de 0,5 à 5 par pas de 0,5. 5ème
ligne : segmentation en augmentant λ de 2 à 20 par pas de 2.
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une éhelle semi quantitative de 6 niveaux pour haque patient, une heure après
injetion du produit radioatif et inq heures après injetion du produit radioatif
omme ela est fait en routine linique. Un médein a utilisé les volumes segmentés
à l'aide des lois de mélange pour réer des ROI 3-D à l'aide du logiiel MRIro
13
en
regroupant des régions. Les segmentations ont été réalisées soit sur des sous-volumes
sphériques autour des zones tumorales (voir Fig. 4.12a et b) soit sur des hémi-
erveaux sains (voir Fig. 3.11) an de pouvoir obtenir des statistiques desriptives
sur les tissus pathologiques et sur les tissus sains : matière grise (GM pour Gray
Matter) et matière blanhe (WM pour White Matter). L'algorithme SEM (voir
Annexe A) a été onguré de la manière suivante : le seuil de suppression d'une lasse







. Les segmentations ont été obtenues
sans régularisation et ave l'algorithme ICM (voir partie 3.3.1) suivant deux shémas
diérents d'inrémentation de λ : λ augmente de 0,5 à 5 par pas de 0,5 et λ augmente
de 2 à 20 par pas de 2. La gure 3.11 montre les diérents résultats de segmentation
obtenus ave les diérentes versions de l'algorithme ICM.
Tab. 3.7  Statistiques desriptives (niveau moyen ± éart-type) des ROI réalisées
après segmentation à l'aide des lois de mélange de Poisson. Les tissus tumoraux sont
de trois types : gliome de bas grade (Low-G G), gliome de haut grade (High-G G),
autres tumeurs de haut grade (OT High-G) qui sont le plus souvent des lymphomes
et des métastases de tumeurs solides.
une heure inq heures
après injetion après injetion
Tissus sains
GM 1,00 ±0 1,00 ±0
WM 0,42 ±0,09 0,41 ±0,07
Tissus tumoraux
Low-G G 0,44 ±0,10 0,41 ±0,11
High-G G 1,06 ±0,48 1,43 ±0,74
OT High-G 1,24 ±0,29 1,71 ±0,56
Des statistiques desriptives sur les tissus sains et les tissus tumoraux ont été
alulées à partir des ROI 3-D (voir Tab. 3.7) e qui n'avait pas vraiment été réalisé
préédemment dans la littérature sur les volumes TEP où en général une oupe (ou
un nombre très restreint de oupes) est exploité à et eet. Ces statistiques montrent
bien l'évolution existante des intensités entre les aquisitions prises une heure et inq
heures après injetion.
Comme les niveaux de la GM sont très diérents d'un volume à un autre (7659
± 2576), toutes les valeurs des ROI ont été normalisées par rapport à la GM (voir
Tab. 3.7 et 3.8) ou à la WM (voir Tab. 3.8). La table 3.8 permet de omparer le
diagnosti réalisé visuellement et numériquement à partir des valeurs apparaissant
dans les ROI 3-D suivant la préision, la sensibilité et la spéiité (voir partie 3.1.2).
Ces résultats montrent que les tumeurs érébrales peuvent être aratérisées sur les
images aquises à une heure ou sur les images aquises à inq heures que e soit à
l'aide de l'analyse visuelle et numérique e qui est un résultat très enourageant.
13
http ://www.sph.s.edu/omd/rorden/mriro.html
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Tab. 3.8  Statistiques sur l'analyse visuelle et numérique, ette dernière étant
obtenue à partir de ROI 3-D, pour les aquisitions une heure et inq heures après
injetion, ave pour objetif de diérenier les tumeurs de bas grade et de haut
grade. T/G-R : rapport tumeur sur GM ; T/W-R : rapport tumeur sur WM; T/G-
ret. ind. : indie de rétention tumeur sur GM ; T/W-ret. ind. : indie de rétention
tumeur sur WM.)
Cut-o Préision Sens. Spe.
Analyse visuelle
Une heure après injetion 4 0.94 0.95 0.93
Cinq heures après injetion 4 0.97 0.97 0.93
Analyse numérique
T/G-R une heure 0.580 1.00 1.00 1.00
T/G-R inq heures 0.629 1.00 1.00 1.00
T/G-ret. ind. 0.022 0.97 0.96 1.00
T/W-R une heure 1.307 0.97 1.00 0.80
T/W-R inq heures 1.513 1.00 1.00 1.00
T/W-ret. ind. -0.001 0.97 1.00 0.80
Nous avons don poursuivi la mise au point d'une méthode automatique de
segmentation des volumes TEP en tentant de réaliser de manière automatique l'ag-
grégation des régions assoiées à une ROI. Ce travail sera exposé partie 4.3.
Pour nir e hapitre, voii une deuxième étude menée ave les lois de mélange.
3.3.2 Un espae ouleur mieux adapté ?
Classiquement, les espaes ouleur sont des espaes vetoriels à 3 dimensions
(voir Annexe B). L'hypothèse de départ sera dans ette partie qu'une image ouleur
peut être vue omme la réalisation d'un proessus aléatoire 2-D vetoriel i.i.d. : x =
{xs}s∈∆ et la loi de haque Xs est une loi de mélange gaussienne multidimensionnelle
(une MGMM). Rappelons que le ardinal d'une MGMM de modèle paramétré θm,






Ces dix dernières années, de nombreux artiles abordent des problèmes en lien
ave le traitement des images ouleur à l'aide des MGMMs (voir par exemple
[HM00, CBGM02, YJY06℄. L'inuene de l'espae ouleur sur les modèles obtenus
a été peu étudié. Evidemment, fae à ertains problèmes très spéiques, l'usage de
ertains plans ouleur s'impose de fait [YA99℄. De plus, des ICs ont été proposés spé-
iquement dans le ontexte des lois de mélange (voir par exemple [Boz93, BCG00,
WYC03℄).
Dans [AQ09℄, l'objetif était de répondre à deux questions fae aux problèmes
d'une part de la représentation de la distribution multivariée des ouleurs et d'autre
part de la desription du ontenu de l'image ouleur : lorsqu'on travaille ave les
MGMM, l'espae ouleur hoisi a-t-il réellemment une inuene et existe-il un IC,
parmi les ICs existants, à reommander lorsqu'on veut hoisir le nombre de ompo-
santes du mélange ?
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Il n'était pas possible de tester tous les espaes ouleur existants aujourd'hui
14
.
Il a don été hoisi l'espae RGB ar il onstitue un espae de référene, un espae
issu d'une transformation linéaire, YC1C2 ( étape intermédiaire dans l'obtention
de l'espae IHLS voir Annexe B.3), et un espae issu d'une transformation non-
linéaire, l'espae L*a*b* (voir Annexe B.2). Ces deux derniers espaes possèdent une
omposante pour l'intensité lumineuse (Y ou L*) et deux omposantes hromatiques.
ICs et lois de mélange
Dans le ontexte des lois de mélange, des ICs ontenant plus que les deux termes
usuels de vraisemblane et de pénalité (voir la forme générale des ICs donnée équa-
tion 2.2) ont été proposés. Dans [AQ09℄, un hoix de trois ritères a été fait dans
le but de les omparer aux ritères AIC, BIC et ϕβmin (voir Chap. 2) dont la forme
dans le as des MGMM est (p = 3 pour les images ouleur) :
 pour l'Information Complexity riterion (ICOMP) [Boz93℄ :













































 pour l'Integrated Completed Likelihood (ICL) riterion [BCG00℄ qui s'érit
omme BIC ave un terme supplémentaire proportionnel à l'entropie du hamp
de lassiation :





∣∣∣θˆm))+ log (N)Km − 2 N∑
s=1
log f (xs |θrˆs ) (3.30)
ave rˆs le omposant attribué au site s.
 pour le ritère Minimum Message Length (MML) proposé dans [FJ02℄ et
utilisé dans un ontexte appliatif dans [WYC03℄ :











1 + log N
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) (3.31)
Par la suite, les ritères AIC, BIC, ϕβmin, ICOMP , ICL etMML seront exploités
pour déterminer sur des images ouleur un nombre optimal de omposantes et une
disussion sera proposée autour du pouvoir de représentation des diérents modèles
obtenus.
ICs et espaes ouleur
La transformation entre RGB et YC1C2 est linéaire. Ainsi, si X est un veteur
aléatoire dans RGB, un veteur aléatoire dans YC1C2, noté Y, s'exprimera don
Y = AX d'après l'équation B.6. Par la formule lassique du hangement de variable
14
voir http ://www.ouleur.org/
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qui s'exprime dans le as présent f (y) = f (A−1y) / |detA|, il est possible d'expri-


















∣∣∣θˆ(Y C1C2/RGB)m )) (3.32)
ave θˆ
(Y C1C2)
m l'estimation au sens MV de l'ensemble des paramètres dans YC1C2 et
θˆ
(Y C1C2/RGB)
m , le même ensemble de paramètres mais exprimé dans l'espae RGB.
L'équation 3.32 permet de penser que la minimisation d'un IC dans RGB et dans
YC1C2 devrait mener à l'estimation d'un même nombre de omposantes dans les
deux espaes vu que les termes de vraisemblane sont égaux à une onstante près
pour N donné.
La transformation entre RGB et L*a*b* est non linéaire. Vu sa omplexité (voir
Annexe B.2), il n'a pas été possible d'exprimer une relation du type de elle donnée
equation 3.32. La omparaison en terme d'estimation du nombre de omposantes
ave les autres espaes a don été faite uniquement sur la base des simulations
fournies dans la partie suivante.
Etude des trois espaes ouleur
Huit images ont été utilisées pour mener à bien ette étude (voir Fig. 3.12). Elles
ont été hoisies pour leur ontenu varié ; elles sont lassiquement exploitées pour
évaluer des méthodes de ompression. Comme il s'agissait de omparer au mieux
des modèles, il fallait essayer pour haque valeur m du MGMM d'estimer au mieux
les paramètres du modèle. Dans un tel ontexte, il a été préféré l'algorithme EM
(voir Annexe A.2) à l'algorithme SEMmean utilisé sur les volumes TEP (voir Annexe
A.1). Néanmoins, l'algorithme SEMmean est gardé pour initialiser l'algorithme EM.
Il s'agit don d'une proédure SEMmean-EM. L'algorithme SEMmean est relané
systématiquement 5 fois, le modèle estimé possédant la plus forte log-vraisemblane
sert d'initialisation à l'algorithme EM. Pour haque image et pour haque valeur de
m, la proédure d'estimation SEMmean-EM est relanée 10 fois.
Dans [AQ09℄, des valeurs de log-vraisemblane estimées sur diérentes images et
diérents espaes sont montrées sur des ourbes pour m variant de 2 à 40. Il est pos-
sible de remarquer sur les ourbes de log-vraisemblane des instabilités numériques
partiulièrement pour l'espae YC1C2 lorsque m > 23. Il est ertain qu'une plus
mauvaise estimation des paramètres du modèle est suseptible d'apporter de moins
bons résultats par la suite. Globalement, la propriété de l'équation 3.32 a pu être
en grande partie vériée
15
et les ourbes d'estimations dans l'espae L*a*b* appa-
raîssent les plus stables. Passons maintenant à la partie onernant la omparaison
entre les ICs.
Les pénalisations des ritères ICOMP et AIC donnent des valeurs omparables et
par ordre roissant, on obtient les pénalisation des ritères MML, BIC, ϕβmin, ICL et
ϕβmax (voir Fig. 3.13). Les résultats ave ϕβmax ne sont pas donné ar mˆ = 2 ave e
ritère. Si on observe la ourbe de la pénalisation du ritère ICL, elle-i paraît plus
15
On n'a sans doute pas égalité entre le nombre de omposantes estimé dans RGB et YC1C2 à
ause des erreurs d'estimation des paramètres des modèles.
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AIC BIC
RGB L*a*b* YC1C2 RGB L*a*b* YC1C2
Image 1 39 39 38 37 39 38
Image 2 ≥ 40 ≥ 40 37 ≥ 40 ≥ 40 37
Image 3 ≥ 40 ≥ 40 39 ≥ 40 ≥ 40 39
Image 4 39 ≥ 40 39 39 ≥ 40 39
Image 5 39 ≥ 40 39 39 ≥ 40 39
Image 6 ≥ 40 39 36 ≥ 40 39 36
Image 7 38 ≥ 40 39 38 ≥ 40 39
Image 8 39 39 ≥ 40 39 39 ≥ 40
Minimum 38 39 36 37 39 36
Maximum ≥ 40 ≥ 40 ≥ 40 ≥ 40 ≥ 40 ≥ 40
Moyenne 39.25 39.625 38.375 38.75 38.875 38.25
Tab. 3.9  mˆ obtenu ave AIC et BIC
ϕβmin ICL
RGB L*a*b* YC1C2 RGB L*a*b* YC1C2
Image 1 28 32 23 13 14 12
Image 2 ≥ 40 ≥ 40 37 30 20 20
Image 3 ≥ 40 ≥ 40 39 36 39 39
Image 4 39 36 39 31 39 31
Image 5 39 36 39 39 36 39
Image 6 ≥ 40 39 36 ≥ 40 39 36
Image 7 38 39 39 38 38 36
Image 8 39 39 ≥ 40 39 39 ≥ 40
Minimum 28 32 23 13 14 12
Maximum ≥ 40 ≥ 40 ≥ 40 ≥ 40 39 ≥ 40
Moyenne 37.875 37.625 36.5 33.25 33 31.625
Tab. 3.10  mˆ obtenu ave ϕβmin et ICL
perturbée. Cela est dû au fait qu'elle est alulée à partir des paramètres estimés
pour haque valeur de m ontrairement aux autres ritères. Il faut noter qu'il eut
été possible de trouver une valeur de β omprise entre βmin et βmax qui aurait donné
une ourbe de pénalisation linéaire se rapprohant de elle du ritère ICL. Pour nir
les tableaux 3.9 et 3.10 résument les estimations de m pour les ritères prinipaux
de l'étude, ICOMP et MML donnant à peu près les mêmes résultats que AIC et
BIC respetivement. Il faut noter que les résultats moyens sont très prohes pour
AIC, BIC et ϕβmin et l'observation des tableaux indique qu'il eut fallu aller au delà
de m = 40, e qui était ompliqué d'une part au regard des instabilités numériques
onstatées et d'autre part du temps de alul important même s'il n'y avait que 8
images. Le ritère ICL hoisit logiquement des modèles ave moins de omposantes
ave de grandes variations entre les images.
Maintenant, regardons les résultats en termes d'analyse d'images. Pour les images
naturelles, il n'existe pas bien entendu une vérité de terrain. De e fait, omme dans
[AO03℄, des proédures d'évaluation par synthèse d'images ont été mises en plae.
62 CHAPITRE 3. DES DISTRIBUTIONS EN SIGNAL ET IMAGE
Ainsi, si on onsidère la proédure de lassiation des sites qui onsiste à attribuer
à haque site le omposant qui maximise la probabilité de xs (voir équation 3.28),
il est possible d'envisager deux proédures de synthèse d'images :
 par tirage aléatoire (1
ère
méthode) : pour haque site s, tirer un éhantillon issu
de la gaussienne assoiée à la omposante ys,MV (voir éq. 3.28 et [RF96, AQ09℄
pour la simulation des éhantillons d'une gaussienne multidimensionnelle),
 en attribuant à haque site s, la valeur moyenne de la omposante µys,MV (2
ème
méthode).
Des exemples d'images de synthèse sont fournis gure 3.15 sur lesquelles il est
possible d'observer des diérenes d'un espae ouleur à un autre. La 1
ère
méthode
permet de aluler une distane entre les histogrammes et don d'évaluer les modèles
en terme de représentation de la distribution des ouleurs. La 2
ème
méthode permet
de aluler une distane psyhovisuelle en alulant la distane moyenne sur tous les
sites de la distane ∆E2000 entre ouleurs (voir Annexe B.2.2).
Conernant la 1
ère
méthode de synthèse, et sans trop donner de détails, les dis-
tanes histogrammes ont été alulées à l'aide de la norme l1 des éarts entre les
probabilités estimées et en réalisant une moyenne pour haque modèle sur 20 réali-
sations
16
. Un déoupage régulier de haque axe a été réalisé en prenant un nombre
d'intervalles variable : 8, 16, 32 et 64. Les mêmes onlusions peuvent être faites
quelque soit le nombre d'intervalles utilisé à partir des ourbes de rapport entre les
distanes intra-lasse et inter-lasse, une lasse désignant ii une image (voir Fig.
3.14a et [AQ09℄ pour plus de détails). Globalement, pour les trois espaes ouleur,
on observe une déroissane de e rapport qui montre le pouvoir de disrimination
des modèles obtenus à partir des distributions des ouleurs. Cependant la dérois-
sane devient nettement moins importante, voire inexistante, pour des valeurs de m
omprises entre 25 et 30. L*a*b* semble apporter une meilleure disrimation que
les autres espaes. La diérene entre RGB et YC1C2 lorsque m devient grand peut
être dûe aux problèmes d'estimation renontrés ave YC1C2 vu que pour des valeurs
de m faibles, les deux ourbes sont similaires.
Conernant la 2
ème
méthode de synthèse, il peut être fait à peu près les mêmes
remarques sauf que ette fois-i, RGB et L*a*b* donnent des ourbes similaires et
que la déroissane, bien que s'inéhissant, se poursuit jusqu'à m = 40. On aurait
don envie d'aller au-delà de ette limite.
Pour onlure ette étude, il peut être reommandé de travailler ave l'espae
L*a*b* ar la méthode d'estimation a présenté peu d'instabilités numériques pour
des valeurs de m grandes et elle donne les meilleurs résultats sur les distanes alu-
lées à partir des histogrammes. Maintenant, onernant les ICs, le ritère ICL peut
être onseillé si on veut se ontenter de représenter la distribution des ouleurs. Dans
e ontexte, une étude pourrait d'ailleurs être menée en faisant varier β entre βmin
et βmax an de déterminer de manière empirique une valeur de β adaptée pour le
ritère ϕβ.
Par ontre, pour représenter l'image ouleur dans son ensemble, le ritère qui
semble le plus approprié est ϕβmin du fait qu'il hoisit des nombres de omposantes
plutt inférieurs à 40, e qui semblait être la limite supérieure qu'il était possible
d'atteindre ave la proédure d'estimation utilisée, pour les trois espaes ouleur.
16
L'information de Kullbak (voir éq. 2.6), qui est asymétrique, aurait pu être utilisée. Elle aurait
peut-être apporté un élairage diérent des distanes lassiques de part son asymétrie.
(a) Image 1 - 378× 252 (b) Image 2 - 384× 256
() Image 3 - 366× 245 (d) Image 4 - 370× 238
(e) Image 5 - 380× 253 (f) Image 6 - 251× 380
(g) Image 7 - 379× 252 (h) Image 8 - 379× 253
Fig. 3.12  Images originales











































IMG1 − RGB − Critères d’information
m
(a) Pénalisations (b) Valeurs des ritères
Fig. 3.13  Pénalisations et valeurs des diérents ritères (ICOMP, AIC, MML,
BIC, ϕβmin, ICL) en fontion du nombre de omposantes m (de 2 à 40) pour l'image

































Distances DeltaECIE2000 − Ratio
m
(a) Distanes histogramme (b) Distanes ∆E2000
Fig. 3.14  Rapports des distanes intra-lasse et inter-lasse pour les trois es-
paes ouleur : RGB, YC1C2 et L*a*b*.
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Image originale
(a) Image 8 - RGB - 1
ère
méthode (b) Image 8 - RGB - 2
ème
méthode
() Image 8 - YC1C2 - 1
ère
méthode (d) Image 8 - YC1C2 - 2
ème
méthode
(e) Image 8 - L*a*b* - 1
ère
méthode (f) Image 8 - L*a*b* - 2
ème
méthode
Fig. 3.15  Exemples d'images synthétisées ave la 1
ère
méthode (a,  et e) et la
2
ème
méthode (b, d et f) pour l'image 8 ave diérents espaes ouleur et en utilisant
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Chapitre 4
Desription de strutures spatiales
En analyse d'images, la aratérisation de textures [Har79, Gag83℄ et la segmen-
tation d'images texturées [BL91℄ sont des thèmes de reherhe qui ont été étudiés de
manière onsidérable es trentes dernières années. Dans un ontexte probabiliste et
statistique, la segmentation peut d'ailleurs être vue omme une méthode de lassi-
ation prenant en ompte l'information spatiale, e qui la diérenie d'une approhe
de lassiation statistique sur des données quelonques.
Des travaux peuvent être menés d'une part pour dérire les observations, e qui
peut faire appel à la aratérisation de proessus (voir par exemple partie 2.3.1),
et d'autre part pour ontraindre la solution obtenue à l'aide d'une réalisation par-
tiulière du hamp de lasses (voir partie 3.3.1). Il faut noter que les deux termes
du ritère MAP (voir éq. 3.26) montrent bien les deux prinipaux axes de reherhe
en modélisation en lien ave la segmentation par une approhe probabiliste : un
terme assoié à la desription des données auquel est ajouté un terme en lien ave
la desription du hamp de lasses dit de régularisation. Bien entendu, la méthode
d'optimisation du ritère dans un ontexte non-supervisé ou supervisé onstitue un
troisième axe de reherhe.
Dans e qui suit, il est d'abord présenté des travaux, réalisés durant la thèse
d'Imtnan Qazi [Qaz10℄ pour la partie ouleur, qui sont dans la ontinuité de re-
herhes abordées dans [Ala98℄ (voir partie 4.1) : la aratérisation de textures ou-
leur par prédition linéaire 2-D vetorielle, suivi de son exploitation en segmentation
supervisée d'images texturées ouleur et enn l'amélioration de la méthode de seg-
mentation d'images texturées en niveaux de gris exploitant les quatre supports de
prédition QPi, i = 1, 2, 3 et 4, (voir éq. 2.23) en la rendant non-supervisée en e qui
onerne le nombre de textures et l'ordre du support de prédition assoié à haque
modèle servant à dérire une texture. Une nouvelle omparaison d'ICs a d'ailleurs
été réalisée dans e ontexte.
Les hamps de lasses obtenus à l'aide du modèle de Potts sont ertes régularisés
mais ils ne permettent pas d'obtenir une solution satisfaisante lorsqu'il faut trouver
des strutures partiulières dans les images ou les volumes [Des04℄. Ainsi, il peut
être envisagé d'introduire des ontraintes en lien ave la géométrie et la topologie
du hamp des régions dans les modèles stohastiques utilisés [MW98℄. Les distri-
butions de Gibbs dont l'énergie est la somme de potentiels représentent des outils
adaptés à l'introdution d'informations diverses et variées sur la solution à obtenir.
En troisième partie de e hapitre (voir partie 4.3), des travaux en rapport ave es
onsidérations, eetués durant la thèse de Samuel Burg, seront présentés. Ils ont
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été réalisés en exploitant une struture de donnée qui permet de dérire a priori
toutes les propriétés géométriques et topologiques d'un hamp de régions : les artes
topologiques [Dam01℄ (voir partie 4.3.2).
4.1 Prédition linéaire 2-D vetorielle omplexe
Au ours du hapitre préédent, une 1
ère
étude sur les espaes ouleur a été
réalisée à l'aide des lois de mélange gaussiennes multidimensionnelles (voir partie
3.3.2), ave l'hypothèse que les veteurs aléatoires assoiés à l'image étaient indé-
pendants. Nous abordons maintenant la desription de la struture spatiale d'une
zone d'une image olorée pour laquelle l'hypothèse de stationnarité au moins jusqu'à
l'ordre deux statistique peut être supposée. L'image ouleur possède plusieurs plans
en lien ave les diérents anaux qui la onstituent (voir Annexe B). Ainsi, l'analyse
spetrale d'une zone stationnaire d'une image RGB peut être réalisée à l'aide de la
prédition linéaire 2-D vetorielle [ES87℄. Cela dit, ette approhe peut être ritiquée
dans le sens où les trois anaux RGB sont souvent fortement orrélés et une analyse
spetrale fait apparaître trois DSP assoiées aux trois fontions d'autoorrélation
2-D et trois DSP assoiées aux trois fontions d'interorrélation entre plans pris
deux à deux (voir éq. 4.11). Si on onsidère maintenant les espaes ouleur faisant
apparaître une séparation entre l'intensité lumineuse et la partie hromatique, une
analyse spetrale sur un plan réel (intensité lumineuse) et un plan omplexe (partie
hromatique) peut alors être réalisée. C'est e qui a été proposé dans [QABFM10℄
à l'aide ette fois-i de la prédition linéaire 2-D vetorielle omplexe étudiée dans
le ontexte de la thèse d'Imtnan Qazi [Qaz10℄. Une analyse spetrale d'une zone
olorée est alors obtenue à l'aide de deux DSP assoiées à haque plan (ou anal) et
une DSP assoiée à la fontion d'interorrélation des deux anaux. Non seulement,
l'analyse spetrale est simpliée mais les transformations vers es espaes ouleur
ont aussi pour objetif de séparer les informations ontenues dans les anaux de
l'espae RGB e qui est intéressant d'un point de vue de la aratérisation. Dans e
qui suit, les éléments théoriques et les prinipaux résultats de ette approhe seront
présentés.
4.1.1 Analyse spetrale 2-D multianale et espaes ouleur
Les modèles de prédition linéaire 2-D vetorielle omplexe possèdent la même
dénition que elle exprimée équation 2.7 à ei près qu'il s'agit maintenant de
veteurs aléatoires à valeur dans Cp, que les sites sont des ouples d'entiers (voir
partie 2.3.1) et que les oeients salaires sont maintenant des matries p × p de
valeurs omplexes. Les supports de prédition utilisés dans ette partie pourront être
des supports ausaux, QP ou DPNS (voir éq. 2.23 et 2.24) ou le support non-ausal
(voir éq. 4.5 et Fig. 4.1).
La DSP n'est plus une fontion de R2 dans R (voir éq. 2.26) mais une matrie
de fontions de R2 dans R e qui est en n de ompte la forme la plus générale, la
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Fig. 4.1  Support non-ausal d'ordre m = 3.
ave SE,ν, la DSP matriielle de l'exitation, A
H
ν , la matrie adjointe de Aν qui
s'érit :
Aν = 1 +
∑
r∈D
Ar exp (−j2π 〈ν, r〉) (4.2)
où l'ensemble {Ar}r∈D ontient les matries de oeients du modèle.
Si on hoisit de travailler ave des modèles AR ausaux (supports QP et DPNS),
l'exitation est supposée être un bruit blan et sa DSP est onstante et égale à la







le as du modèle AR QP1, la DSP obtenue présente une anisotropie qui peut être
orrigée lorsqu'on utilise un estimateur onstruit à partir de la moyenne harmonique
(HM - Harmoni Mean) des DSP obtenues ave les modèles AR QP1 et AR QP2













r ∈ Z2,−m1 ≤ r1 ≤ 0, 0 ≤ r2 ≤ m2, r 6= (0, 0)
}
(4.4)
L'autre modèle lassiquement utilisé, est le modèle de hamps L-markovien (ou
GMRF pour Gauss Markov Random Field) [Guy95℄ qui s'appuie sur la dénition








r, argminr /∈ ∪
1≤l≤k−1
Dl
‖r‖2 , r 6= (0, 0)
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Pour le GMRF, la ondition d'orthogonalité, pour tout s ∈ ∆, entre Es et les
veteurs aléatoires Xr, r ∈ ∆\ {s}, engendre que la DSP de E, qui n'est plus ii un
bruit blan, se formule :







Pour obtenir les estimations de la DSP à l'aide de la méthode HM, du modèle
AR DPNS et du GMRF, il faut estimer au préalable les matries de oeients. A
et eet, nous avons utilisé la minimisation au sens des moindres arrés (méthode
de Yule-Walker ou des équations normales amenant à une résolution numérique
du type de elle présentée équation 3.16) pour les trois méthodes. Sous hypothèse
gaussienne et pour les supports ausaux, ette méthode d'estimation revient à faire
une estimation au sens du MV.
Dans la partie suivante, nous omparons les diérentes méthodes d'analyse spe-
trale qui seront nommées DSP_HM, DSP_DPNS et DSP_GMRF puis une expé-
riene d'analyse spetrale menée sur les espaes L*a*b* et IHLS (voir Annexe B)
permettant de omparer les interférenes existantes entre la partie intensité lumi-
neuse et la partie hromatique des diérents espaes sera disutée. Si on onsidère
les deux espaes ouleur IHLS et L*a*b* (voir Annexes B.3 et B.2), les images
ouleur peuvent être mises sous la forme d'une image multianale ontenant deux
anaux (p = 2), un anal réel pour l'intensité lumineuse et un anal omplexe pour














cs = as + jbs
]
(4.9)
pour L*a*b*. De e fait, les DSPs matriielles vont s'érire :
SX,ν =
[
SLL (ν) SLC (ν)
SCL (ν) SCC (ν)
]
(4.10)
ave SLL (ν), la DSP du anal intensité, SCC (ν), la DSP du anal hromatique et
SLC (ν) = S
∗
CL (ν) l'inter-spetre des deux anaux.




, p = 3 et
SX,ν =
 SRR (ν) SRG (ν) SRB (ν)SGR (ν) SGG (ν) SGB (ν)
SBR (ν) SBG (ν) SBB (ν)
 . (4.11)
An de omparer les performanes des diérentes méthodes d'estimation de la
DSP omme ela a été réalisé pour les images en niveaux de gris [CRA01℄, nous avons
généré des images de synthèse ontenant des sinusoides bruitées. Dans [QABFM10℄,
ette omparaison a été eetuée dans l'espae IHLS.
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(a) νc = (0.05, 0.05) (b) νc = (−0.3, 0.3)
Fig. 4.2  Sinusoides hromatiques dans l'espae IHLS.
(a) L*a*b* - Canal Intensité (b) IHLS - Canal Intensité
() L*a*b* - Canal Chromatique (d) IHLS - Canal Chromatique
Fig. 4.3  Estimations spetrales réalisées ave la méthode DSP_HM dans les es-
paes L*a*b* et IHLS. Les images ont subi une double transformation an d'étudier
les interférenes en lien ave les diérentes transformations : de L*a*b* (ou IHLS)
vers RGB puis de RGB vers L*a*b* (ou IHLS).
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(a) Fréquene horizontale (b) Fréquene vertiale
Fig. 4.4  Comparaison des préisions des méthodes d'analyse spetrale dans l'es-
pae IHLS : logarithme de la variane des fréquenes estimées en fontion de la taille
de l'image.
Les sinusoides bruitées onsistent en la simulation d'une sinusoide 2-D réelle
pour le anal intensité et d'une sinusoide 2-D omplexe pour le anal hromatique
auxquelles est rajouté un bruit blan vetoriel :
xs =
[
Al cos (2π 〈s, νl〉+ ϕl)
Ac × exp (j(2π 〈s, νc〉+ ϕc))
]
+ bs (4.12)
ave Ai, ϕi et νi, i = l ou c, respetivement les amplitudes, les phases et les fréquenes
normalisées 2-D des sinusoides des deux anaux. La gure 4.2 montre une sinusoide
hromatique (intensité onstante et bs = 0, s ∈ ∆) réée dans l'espae IHLS et
ayant subi une transformation de IHLS vers RGB. Il s'agit d'une fontion qui réalise
un parours irulaire dans le plan perpendiulaire à l'axe ahromatique (voir Fig.
B.2). De e fait, toutes les ouleurs apparaîssent à une saturation donnée (égale à
Ac) et réent une onde dont l'orientation et les variations dépendent de la valeur de
νc, νc = (0.05, 0.05) pour la gure 4.2a et νc = (−0.3, 0.3) pour la gure 4.2b.
La gure 4.3 montre des exemples d'estimations spetrales à l'aide de la mé-
thode DSP_HM sur des sinusoides bi-anales bruitées, νl = (0.3, 0.1) et νc =
(0.03,−0.03), dans les deux espaes IHLS (Fig. 4.3b et 4.3d) et L*a*b* (Fig. 4.3a
et 4.3). Notons que les deux lobes symétriques dans SHMLL sont bien loalisés (aux
erreurs d'estimation près) autour de νl et −νl et que le lobe dans SHMCC est bien
loalisé autour de νc.
An d'avoir des informations préises sur les performanes des méthodes en terme
d'analyse spetrale, nous avons estimé les biais et les varianes d'estimation à par-
tir de plusieurs fréquenes (νl = (0.3, 0.3) et νc = (0.05, 0.05) - νl = (0.05, 0.3) et
νc = (−0.3, 0.3)), plusieurs réalisations du bruit blan, ave un SNR = 0 dB, en
faisant varier la taille des images de 24× 24 sites à 64× 64 sites (voir Fig. 4.4 pour
une des deux sinusoides) et en prenant des supports de prédition de ardinaux
équivalents pour les trois méthodes. Globalement, nous avons obtenu le même ré-
sultat que pour les images en niveaux de gris : la méthode DSP_HM présente les
meilleures performanes en terme de biais et de variane et une meilleure isotropie
(voir [QABFM10℄ pour plus de détails).
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Tab. 4.1  Rapports moyens entre les amplitudes maximums du lobe lié à l'interfé-
rene de la partie hromatique dans le anal Intensité et les amplitudes maximums
du lobe prinipal de SHMLL .
Ratio de C en L sur L
IHLS L*a*b*
méthode DSP_HM 0.1254 0.0066
Au premier abord, l'espae IHLS de part sa struture ave un axe ahromatique et
un plan hromatique perpendiulaire nous paraissait le plus approprié pour travailler
ave l'approhe vetorielle envisagée. C'est pourquoi dans [QABFM10℄, nous n'avons
abordé que l'espae IHLS. Une omparaison d'espaes ouleur en terme de résultats
pour la lassiation de textures a néanmoins dû être réalisée mais uniquement
ave l'espae RGB, an de montrer qu'une approhe ave séparation de l'intensité
de la partie hromatique était suseptible d'apporter de meilleurs résultats (voir
partie 4.1.2). Dans la ontinuïté de e premier travail, nous avons voulu voir si
l'espae ouleur pouvait avoir une inuene [QAB
+
℄ et nous avons mis en plae
une expériene permettant d'étudier les interférenes entre les anaux en lien ave
les transformations de RGB vers les espaes ouleur. Comme pour l'étude sur les
MGMMs (voir partie 3.3.2), nous avons utilisé les espaes IHLS et L*a*b*. D'autres
transformations d'espaes ouleur pourraient être testées à l'aide de ette expériene.
Comme préédemment, il s'agit de générer une sinusoide bruitée (voir éq. 4.12)
omme si elle existait dans l'espae ouleur hoisi. Puis, on applique suessivement
la transformation de l'espae ouleur vers RGB et la transformation de RGB vers
l'espae ouleur. L'analyse spetrale par les méthodes de prédition linéaire 2-D ve-
torielle omplexe révèle alors des lobes en lien ave les interférenes réées par la
transformation. L'observation de SHMLL ave IHLS (voir Fig. 4.3b) révèle l'existene
d'un lobe parasite
1
loalisé au niveau de la fréquene de la sinusoide hromatique
beauoup plus important que dans SHMLL ave L*a*b* (le lobe existe mais n'est pas
visible sur la gure 4.3a). Les deux transformations font aussi apparaître des lobes
parasites au niveau de la fréquene de la sinusoide intensité dans SHMCC mais eux-i
sont d'amplitudes plus faibles et à peu près égales pour les deux transformations. Ces
observations sont valables quelque soit la méthode utilisée. An de mesurer quanti-
tativement es interférenes, des rapports d'amplitudes maximums des lobes liés à
l'interférene sur elles des lobes prinipaux ont été alulés (Ratio de C en L sur L
dans le tableau 4.1). Le tableau 4.1 donne des valeurs moyennes. Ces valeurs mettent
bien en évidene que la transformation de l'espae IHLS rée plus d'interférenes (de
la partie hromatique dans le anal intensité) que elle de L*a*b*
2
.
Dans les parties suivantes, les modèles de prédition linéaire 2-D vetorielle om-
plexe sont exploités an de lassier des textures ouleur et de segmenter des images
1
Il faut noter que les spetres d'amplitude apparaîssant gure 4.3 ont subi une transformation
non linéaire de leurs valeurs ampliant la visualisation des bas niveaux par rapport aux hauts
niveaux.
2
Pour avoir l'intégralité de ette étude, voir [Qaz10℄.
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texturées ouleur. Dans es parties, le support de prédition a été xé à (2,2) pour
les supports ausaux et un ordre 5 pour le support non-ausal an d'avoir des sup-
ports de prédition omparables lorsqu'on utilise les supports QP1 et QP2 pour la
méthode HM (voir éq. 2.23 et 4.4), le support DPNS (voir éq. 2.24) et le support
non-ausal (voir éq. 4.5). Ces supports de prédition permettent ii de faire un pre-
mier point sur l'approhe proposée en e référant à e qui est lassiquement utilisé
dans la littérature [PFJ06℄. Une amélioration des méthodes proposées pour les tex-
tures ouleur pourrait être réalisée en exploitant les ritères d'information omme
ela a été fait pour les textures en niveaux de gris [AO03, AR05℄.
4.1.2 Classiation de textures ouleur
Fig. 4.5  Base de textures DS1 issue de la base Vistex (MIT Media Lab).
Trois diérents ensembles de textures ouleur ont été utilisés an de tester la
validité de notre approhe par rapport à d'autres travaux en lassiation de textures
[PFJ06, MP04℄ :
 DS1 : et ensemble ontient 24 textures de taille 512 × 512 (voir gure 4.5)
de la base Vistex
3
(MIT Media Lab). Pour haque texture, un ensemble d'ap-
prentissage est onstitué de 96 sous-images de taille 32×32 et un ensemble de
test de 160 sous-images de taille 32× 32.
 DS2 : et ensemble ontient 54 textures de taille 512× 512 de la base Vistex.
Pour haque texture, un ensemble d'apprentissage est onstitué de 8 sous-
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 DS3 : et ensemble ontient 68 textures de taille 746× 538 de la base Outex
[OMP
+
02℄. Pour haque texture, un ensemble d'apprentissage est onstitué de
10 sous-images de taille 128 × 128 et un ensemble de test de 10 sous-images
de taille 128× 128.
An de lassier au mieux les textures, la plupart des travaux réents montrent
qu'il faut adjoindre des attributs issus de la distribution des ouleurs aux attributs
permettant de aratériser la struture spatiale. C'est don e que nous avons fait
dans [QAB
+
℄. Une texture ouleur est ainsi aratérisée par son histogramme des
ouleurs (attribut H), sa DSP assoiée au anal intensité (attribut L) et sa DSP
assoiée au anal hromatique (attribut C). Ave RGB, les DSP utilisées seront
elles obtenues à partir des diérents anaux rouge, vert et bleu. Il faut ensuite
pouvoir mesurer la ressemblane d'une texture par rapport à une autre. A et eet,
nous avons utilisé pour les trois attributs une divergene de Kullbak (voir eq. 3.8).
Pour les DSP, ette distane prend la forme partiulière suivante [Bas89b℄ :

















ave c ∈ {LL,CC}, dans le as de l'approhe bi-anal proposée (voir eq. 4.10),
et S1 (resp S2) désigne les DSP de la texture 1 (resp. texture 2). Ave RGB, c ∈
{RR,GG,BB} (voir eq. 4.11). Pour réaliser la fusion des diérentes informations
et attribuer à une texture test de lasse inonnue une lasse de texture parmi un
ensemble de lasses Ωm = {1, · · · , m}, m étant le nombre de lasses de textures, un
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(4.14)
où k ∈ {H,L,C} (k ∈ {H,R,G,B} ave RGB), les probabilités étant obtenues à
l'aide des distanes de Kullbak assoiées à haque attribut :







dk (xt, xj) = min
xi∈Xj
dk (xt, xi) désigne ii la distane de Kullbak symétrisée, assoiée
à l'attribut k, de l'éhantillon de test xt à l'éhantillon le plus prohe parmi les
éhantillons de l'ensemble d'apprentissage Xj de la lasse de texture j. Il faut noter
ii que ette méthode de fusion va privilégier la fusion d'attributs qui seront assoiés
à des informations indépendantes.
Les prinipaux résultats sont résumés dans les tableaux 4.2, 4.3, 4.4 et 4.5. LC
dans es tableaux signie la ombinaison des aratérisations spetrales issues du
anal intensité et du anal hromatique suivant l'équation 4.14. Le tableau 4.2
donne une omparaison en terme de bonne lassiation sur la base DS1 entre les
diérentes méthodes d'estimation spetrale. La méthode DSP_HM permet d'ob-
tenir les meilleurs résultats sur les diérents anaux ainsi qu'en fusionnant les in-
formations issues des deux anaux. Ce résultat est retrouvé ave les bases DS2 et
DS3. Les tableaux 4.3, 4.4 et 4.5 donnent ensuite les résultats en n'utilisant que la
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Tab. 4.2  Résultats de lassiation sur les 24 textures de la base Vistex (DS1).
IHLS L*a*b*
L C LC L C LC
GMRF 72.47 66.98 87.27 73.83 78.39 91.95
NSHP 82.11 83.18 93.33 83.62 88.59 94.64
QP HM 87.37 85.76 95.42 87.66 92.06 97.24
Tab. 4.3  Pourentages moyens de bonne lassiation sur les bases de textures
DS1, DS2 et DS3 dans les espaes ouleur IHLS et L*a*b* à partir de la méthode
d'analyse spetrale DSP_HM ave un support de prédition d'ordre (2,2).
L C LC
IHLS L*a*b* IHLS L*a*b* IHLS L*a*b*
DS1 87,4 87,7 85,8 92,1 95,4 97,2
DS2 91,4 90,3 87,5 91,2 97,4 96,5
DS3 75,1 79,4 73,2 78,5 84,1 88,0
Average 84,6 85,8 82,1 87,3 91,3 93,9
Tab. 4.4  Pourentages moyens de bonne lassiation sur les bases de textures
DS1, DS2 et DS3 en utilisant des histogrammes à quantiation uniforme sur les
trois axes.
HRGB HIHLS HLab
DS1 (Q = 10) 96,4 96,4 91,8
DS2 (Q = 16) 99,5 100,0 99,1
DS3 (Q = 16) 94,0 94,5 92,2
Average 96,6 97,0 94,4
Tab. 4.5  Pourentages moyens de bonne lassiation sur les bases de textures
DS1, DS2 et DS3 en fusionnant l'information ouleur et l'information texture
ouleur.
DS1 DS2 DS3
LCIHLS LCLab LCIHLS LCLab LCIHLS LCLab
HIHLS 98,8 99,3 98,8 99,1 88,9 87,8
HRGB 98,9 99,3 98,6 99,1 88,9 87,2
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méthode DSP_HM, par souis de simpliation dans la présentation des résultats
(voir [QAB
+
℄ pour l'intégralité des résultats). Le tableau 4.3 onerne la ompa-
raison entre les espaes ouleur. La diérene prinipale existe au niveau du anal
hromatique : les taux de bonne lassiation du anal hromatique ave L*a*b*
dépasse eux obtenus ave IHLS. Il faut noter ii que les taux de lassiation ob-
tenus sur haque anal R, G ou B sont autour de 81% - 82 % en moyennant sur les
trois bases, la fusion produisant un taux de 86,9% à omparer aux 91,3% ave IHLS
et 93,9% ave L*a*b*. Sur DS1, le résultat obtenu en exploitant uniquement une
information de type texture (sans fusion ave une information issue de la distri-
bution ouleur) dépasse e qui a été proposé dans la littérature réemment (97,2%
au lieu de 91,2% dans [PFJ06℄). Pour DS2 et DS3, la omparaison est plus déliate
dans le sens où les meilleurs résultats présentés dans [MP04℄ sont obtenus ave des
desripteurs diérents pour haque base de textures. Les résultats sont néanmoins
omparables ave eux que nous avons obtenus. Le tableau 4.4 montre les meilleurs
résultats que nous avons obtenus lorsqu'on utilise uniquement l'information issue
de la distribution des ouleurs en faisant varier le nombre d'intervalles réguliers sur
haque axe (variable Q). Les espaes RGB et IHLS ont permis ette fois-i d'obte-
nir les meilleurs résultats e qui est sans doute dû au hoix d'utiliser un déoupage
régulier des diérents axes, l'espae L*a*b* n'étant pas vraiment adapté à un tel
déoupage (voir gure B.1). Il faut noter qu'un 100% de bonne lassiation peut
être obtenu uniquement en utilisant une information ouleur e qui peut éventuel-
lement remettre en question le hoix de ette base pour évaluer des desripteurs
texture. Enn, les résultats du tableau 4.5 montrent que la fusion de l'informa-
tion ouleur et texture améliore les taux de bonne lassiation sur la base DS1.
Sur DS3, notre approhe en fusion ne semble pas très appropriée. En eet, plus on
dispose d'éhantillons d'apprentissage, mieux seront apprises les probabilités ondi-
tionnelles et pour DS3, nous ne disposons que de 10 images pour l'apprentissage
(ontre 96 pour DS1).
Pour nir, il serait intéressant de regarder l'évolution des résultats sur DS2 et
DS3 lorsqu'on prend des images de tailles 32 × 32 et 64 × 64 ave des ensembles
d'apprentissage et de tests plus importants. Pour L*a*b*, il faudrait pouvoir tra-
vailler ave des histogrammes ave des pas irréguliers sur les diérents axes. Nous
travaillons atuellement à étendre aux lois multivariées les travaux présentés ha-
pitre 2 partie 2.4. Cette extension théorique devrait trouver un ontexte appliatif
ave l'amélioration de la desription de la distribution des ouleurs dans l'espae
L*a*b*.
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4.2 Segmentation d'images texturées
Dans les parties 2.3.1 et 4.1.1, des améliorations à la aratérisation de textures
à l'aide de la prédition linéaire 2-D ont été proposées d'une part en introduisant
le ritère ϕβmin et d'autre part en explorant son extension au as vetoriel omplexe
pour les espaes ouleur psyhovisuels. Pour es deux études, les observations sont
supposées être issues d'une zone stationnaire au sens large. Pour de grandes images,
ette hypothèse est rarement vériée et une hypothèse de stationnarité au sens large
par zone ou par région paraît plus réaliste. Dans de nombreuses appliations en
imagerie médial, en imagerie satellitaire, ... il est néessaire de réaliser une étape
de partitionnement de l'image avant d'en faire une analyse omplète.
Fig. 4.6  Images utilisées pour tester la méthode de segmentation proposée (nu-
mérotées de 1 à 10 en partant de la gauhe, 1ère ligne puis 2ème ligne).
4.2.1 Segmentation supervisée d'images texturées ouleur
Un algorithme prohe de elui présenté partie 3.3.1 a été proposé pour segmenter
les images texturées ouleur à partir des modèles de prédition 2-D omplexe ve-
torielle (partie 4.1), dans un ontexte supervisé 'est à dire que les modèles sont au
préalable appris à partir d'un éhantillon de haque texture de taille 32× 32. Pour
haque modèle, il est alors possible de aluler la séquene d'erreur de prédition sur
l'intégralité de l'image. L'obtention du hamp de lasses se fait alors en exploitant
es erreurs de prédition :
yˆ = argmax
y∈Ωy
P (e |y )P (y) (4.16)
ave P (e |y ) = ∏s∈∆ P (es ∣∣∣θˆys ) si on suppose l'indépendane des erreurs de pré-
dition les unes par rapport aux autres. La distribution des erreurs de prédition a
lassiquement été approhée par une loi de Gauss [BL91, AR05℄. Nous avons intro-
duit d'autres lois de probabilité a priori pour dérire ette distribution : les MGMM
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λ = 0 et γ = 0 Potts + Region
RGB
L*a*b*
Fig. 4.7  Résultats de segmentation sans régularisation spatiale (olonne λ = 0
et γ = 0) et ave régularisation spatiale (olonne Potts + Region) pour l'image
texturée ouleur 3 (voir Fig. 4.6) ave le modèle AR 2-D QP et les MGMM pour
approher la distribution des erreurs de prédition, dans les espaes ouleur RGB
(ligne 2) et L*a*b* (ligne 3).















ave G = JJT une matrie semi-dénie positive de taille d × d. Pour onstruire J ,
nous avons onsidéré les voisins les plus prohes horizontalement et vertialement :
J = [en−1v , en−1h , en, en+1v , en+1h] (4.18)
ave ǫ = 5, 1h = [1, ∅] et 1v = [∅, 1]. Pour RGB, il vient diretement d = 3,
haque veteur d'erreurs de prédition ontenant 3 valeurs réelles. Dans le as des
images bi-anal omplexes (voir eq. 4.8 et 4.9) on obtient des veteurs d'erreurs de
prédition ontenant deux valeurs omplexes sahant que la partie imaginaire de
elle assoiée au anal luminane est pratiquement nulle. Ainsi, nous avons aussi,
pour es espaes, des veteurs de taille d = 3 ontenant la partie réelle du anal
luminane et les parties réelles et imaginaires du anal hrominane.
Du fait que les distributions des erreurs de prédition assoiées aux diérentes
lasses peuvent être multimodales, les MGMM doivent permettre d'améliorer les
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λ = 0 et γ = 0 Potts + Region
RGB
L*a*b*
Fig. 4.8  Résultats de segmentation sans régularisation spatiale (olonne λ = 0
et γ = 0) et ave régularisation spatiale (olonne Potts + Region) pour l'image
texturée ouleur 10 (voir Fig. 4.6) ave le modèle AR 2-D QP et les MGMM pour
approher la distribution des erreurs de prédition, dans les espaes ouleur RGB
(ligne 2) et L*a*b* (ligne 3).
résultats obtenus ave la loi de Gauss multidimensionnelle. Quant à la loi de Wi-
shart, elle doit permettre de rendre plus robuste l'attribution d'une lasse à un site
en prenant en ompte dans la probabilité permettant de lasser un site non pas
un veteur d'erreurs de prédition mais plusieurs veteurs d'erreurs de prédition.
Les paramètres des diérentes lois paramétrées sont appris à partir de la séquene
d'erreur de prédition onnue pour haque texture. Un algorithme EM est utilisée
pour estimer les paramètres des MGMM (voir Annexe A).
Au niveau du terme de régularisation, il a été rajouté au modèle de Potts (voir
partie 3.3.1) une loi a priori sur la taille des régions onnexes formées dans le hamp
de lasses permettant de pénaliser les régions de petites tailles [TZ02℄. La distribu-
tion de Gibbs assoiée devient :
P (y) ∝ exp (− (Ui,1(y) + Ui,2(y))) (4.19)







Ri, i = 1, · · · , nR, étant les nR régions onnexes du hamp de label, γ ≥ 0 l'hyper-
paramètre réglant l'inuene de ette énergie par rapport aux autres énergies (Potts
et terme d'attahe aux données) et ϕ un paramètre d'éhelle.
L'évaluation de la méthode a été réalisée sur trois bases d'images texturées ou-
leur :
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 elle proposée dans [IW08℄ ontenant des images de taille 184× 184 (voir Fig.
4.6),
 4 images issues de l'artile [KP06℄,
 20 images hautes résolutions prises par les satellite IKONOS et QuikBird ave
vérité de terrain.
Tab. 4.6  Pourentages moyens d'erreurs de segmentation sans régularisation spa-
tiale (λ = 0 et γ = 0) sur les 10 images texturées ouleur.
RGB IHLS L*a*b*
Single Gauss 12.98 18.41 14.97
MGMM 12.47 16.83 13.67
Wishart 6.04 8.14 6.35
Tab. 4.7  Pourentages moyens d'erreurs de segmentation ave régularisation spa-
tiale sur les 10 images texturées ouleur.
RGB IHLS L*a*b*
Single Gauss 1.62 1.85 1.68
MGMM 1.41 1.58 1.52
Wishart 3.15 3.37 3.09
Le tableau 4.6 donne les pourentages moyens d'erreurs de segmentation sur la
première base d'images lorsqu'on n'utilise pas le terme de régularisation spatiale
(λ = γ = 0). Dans e ontexte, il paraît pertinent d'utiliser la distribution de
Wishart quelque soit l'espae ouleur hoisi. Des exemples d'images segmentées sans
régularisation spatiale sont fournis gures 4.7 et 4.8.
Le tableau 4.7 donne les meilleurs pourentages moyens d'erreurs de segmen-
tation ave régularisation spatiale sur la première base d'images : λ roît de 0.1 à
5.0 ave γ = 2 et c = 0.9 (valeurs proposées dans [TZ02℄). Les meilleurs résultats
sont ette fois-i obtenus à l'aide des MGMM quelque soit l'espae ouleur hoisi.
Des exemples d'images segmentées ave régularisation spatiale sont fournis gures
4.7 et 4.8. Dans [Qaz10℄, nous montrons que les résultats les plus stables quelque
soit l'a priori hoisi pour la distribution des erreurs de prédition sont obtenus ave
l'espae L*a*b*. Néanmoins, il faut noter ii les bons résultats de la méthode de
segmentation ave l'espae RGB ontrairement à e qui avait été obtenu pour la
lassiation. Cei est dû au fait que le modèle de prédition permet d'appréhender
les orrélations entre les diérents anaux et, quelque soit le modèle paramétrique
de distribution utilisé, il s'agit de modèles de probabilité jointe prenant en ompte
les dépendanes entre les éléments des veteurs d'erreurs de prédition. Ces résultats
sont don plutt à mettre en relation ave eux présentés dans la partie onernant
les MGMM et les espaes ouleur (voir partie 3.3.2).
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Au sujet des 4 images issues de l'artile [KP06℄, les taux d'erreurs de segmenta-
tion ave les espaes RGB et L*a*b* sont de nouveau du même ordre de grandeur
lorsqu'on utilise les MGMM. Ils sont d'ailleurs omparables à eux donnés dans
[KP06℄ alors qu'il est utilisé onjointement une information ouleur et une infor-
mation texture issue des ltres de Gabor pour dérire les zones texturées.
Pour nir ette partie, les résultats obtenus sur les images satellites ave l'espae
L*a*b* sont quant à eux nettement meilleurs à eux obtenus ave l'espae RGB
[Qaz10℄. De fait, il apparaît que l'espae L*a*b* semble le plus approprié pour la
méthode de segmentation d'images texturées ouleur exploitant la prédition linéaire
2-D vetorielle omplexe.
Une perspetive direte de e travail onsiste à développer une méthode de seg-
mentation non-supervisée d'images texturées ouleur en réalisant l'extension vers
les espaes ouleur de la méthode proposée pour les images texturées en niveaux de
gris résumée dans la partie suivante.
Sites d’un bloc (8,8)
(cas du support QP4)
Rajout pour le calcul des statistiques
(2,1) QP2 support
(2,1) QP4 support
(a) Calul des statistiques. (b) QPs et frontières entre régions.
Les QP2 et QP4 sont représentés.
Fig. 4.9  Intérêt de l'usage des quatre supports QP.
4.2.2 Segmentation non-supervisée d'images texturées et ri-
tères d'information
Dans [AR05℄, une ontribution à la segmentation non supervisée d'images tex-
turées en niveaux de gris à partir de modèles AR 2-D ausaux a été proposée dans
la ontinuité des travaux présentés dans [BL91℄ : les ICs sont utilisés pour estimer
le nombre de textures (ou de lasses) dans l'image mais aussi pour optimiser le
hoix du modèle pour haque texture, 'est à dire l'estimation de l'ordre de haque
support (alors qu'il est xe d'ordre (1,1) dans [BL91℄). De plus, si dans [BL91℄ le
ritère AIC a uniquement été utilisé, les ritères BIC et ϕβmin ont été exploités et
omparés dans [AR05℄. Pour nir, une réexion, ommenée dans [Ala98℄, autour
de l'exploitation des quatre supports QP an d'améliorer l'algorithme au niveau des
4.2. SEGMENTATION D'IMAGES TEXTURÉES 83
frontières a été nalisée. En eet, en segmentation, si on utilise un support de type
non-ausal (voir Fig. 4.1), le alul d'une erreur de prédition pour un site frontière
fera forément intervenir des sites appartenant à plusieurs lasses. Par ontre, si le
support QP est bien hoisi, il y a moyen d'éviter en grande partie e désagrément
omme l'illustre la gure 4.9b. Il faut aussi noter que l'usage du seul QP1 d'ordre
(1,1) omme dans [BL91℄ engendre d'une part une anisotropie dans les erreurs de
segmentation, dûe à la forme du support, et d'autre part l'inapaité de diérenier
au mieux ertaines textures, dûe à une sous-estimation de l'ordre, omme ela a été
montré expérimentalement dans [ABN96℄.
L'algorithme de segmentation se divise en deux étapes (omme elui présenté
dans la partie 3.3.1) : une étape d'estimation des paramètres du modèle puis une
étape d'estimation du hamp de lasses à l'aide d'un modèle de Potts. Dans [AR05℄,
un algorithme d'optimisation stohastique a été utilisé pour la deuxième étape : l'al-
gorithme du reuit simulé (SA pour Simulated Annealing - voir partie 3.2) onstruit
à l'aide d'un éhantillonneur de Gibbs (voir [Guy95, RC99℄). L'originalité du travail
résidant prinipalement dans les aspets onernant la modélisation des proessus,
e sont eux-i qui sont le plus détaillés dans e doument.
Estimation des paramètres du modèle
Si on onsidère le support QP, quatre diérents supports peuvent être dénis :
voir les équations 2.23 et 4.4 pour les supports QP1 et QP2 et
DQP3m = {r ∈ Z2,−m1 ≤ r1 ≤ 0,−m2 ≤ r2 ≤ 0, r 6= (0, 0)}
DQP4m = {r ∈ Z2, 0 ≤ r1 ≤ m1,−m2 ≤ r2 ≤ 0, r 6= (0, 0)} . (4.20)
Ces supports seront don notés DQPpm , p = 1, . . . , 4, par la suite.
Le modèle d'une image omposée de mi textures s'érit : θ
mi = {θt}t=[[1,mi]]. Si
on suppose que haque texture peut être dérite par un des quatre modèles AR 2-D










p = 1, . . . , 4}. L'aspet non-supervisé de l'algorithme réside essentiellement dans la
question du hoix de modèle qui s'exprime à deux niveaux : estimer mi dont on
supposera la valeur majorée par Mi et estimer pour haque texture les ordres mtp
des supports QPp, p = 1, · · · , 4, dont l'ordre maximum (Mt,Mt) sera fontion du
nombre d'éhantillons assoié à la texture au ours de la proédure d'estimation.
D'après [Bro00℄, il est possible de hoisir Mt =
⌈
0.1×√|∆t|⌉ ave ∆t l'ensemble
des sites attribués à la texture t.
Mais revenons sur la 1ère étape d'estimation du modèle. L'image est déoupée en
blos arrés (par exemple de taille 8×8 ou 16×16 - voir Fig. 4.10 et 4.11b) supposés
être indépendants entre eux
4
. Cet ensemble de blos est noté ∆B = {∆w}w=1,··· ,Ni,
le ardinal de haque blo étant NB et le nombre de blos attribués à la texture t,
Nt ave
∑mi
t=1Nt = Ni. De e fait, |∆t| = Nt ×NB
4
Les observations ne sont plus supposées indépendantes les unes des autres. Leur probabilité
onjointe ne peut plus s'érire omme le produit de leurs probabilités omme 'était le as dans
le hapitre 3. On les regroupe don par blos dont les variables aléatoires seront supposées in-
dépendantes blo par blo, par souis de simpliation, e qui va permettre d'érire le ritère
d'information (voir [BL91℄ pour la démonstration).
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La répartition des lasses de textures sur les blos est supposée suivre une distri-
bution multinomiale de paramètres inonnus ρmi = {ρt}t=1,··· ,mi ,
∑mi
t=1 ρt = 1. Suite
à es hypothèses, Bouman & Liu [BL91℄ ont proposé l'ériture de la probabilité
onjointe de x et des ∆t, t = 1, · · · , mi :




(−fθtp (x∆t) +Nt log ρt) (4.21)
ave x∆t , l'ensemble des valeurs observées attribuées à la texture t, θtp , un des quatre


















es,mtp est l'erreur de prédition obtenue à partir du support QPp en s. La proba-
bilité onjointe de l'équation 4.21 est égale à P (x,∆1, · · · ,∆mi |θmi , ρmi ) puisque
∆mi , Nmi et ρmi se déduisent respetivement de {∆t}t=1,··· ,mi−1, {Nt}t=1,··· ,mi−1 et{ρt}t=1,··· ,mi−1.
L'estimation MV des paramètres {θmi , ρmi} peut s'obtenir en maximisant ette
probabilité onjointe. Par ontre, omme expliqué préédemment (voir hapitre 2),
ette proédure ne permettra pas de hoisir le modèle dans le sens où elle le sur-
dimensionnera : mi sera quasiment toujours égal à Mi et les ordres des textures
égaux à (Mt,Mt). Pour répondre à e problème de hoix de modèle, Bouman & Liu














(∣∣θtp ∣∣+ 1)+mi − 1) .
(4.23)
αIC (N) pouvant être la pénalité des ritères AIC, BIC ou ϕβmin (voir parties 2.2.1,
2.2.2 et 2.2.4).
L'optimisation de e ritère se fait par minimisation suessive par rapport à
{θmi , ρmi}, à la répartition des mi lasses sur les blos, et à mi, les deux autres
grandeurs restant xées :
 mi et les ∆t, t = 1, · · · , mi, sont xés ; {θmi , ρmi} peuvent être estimés. L'es-
timation MV des paramètres de la distribution multinomiale se fait de la ma-
nière suivante : ρMVt =
Nt
Ni
. Les paramètres des modèles QPp, p = 1, · · · , 4,
pour des ordres allant jusqu'à (Mt,Mt) sont estimés à l'aide de la méthode
de Yule-Walker, 'est à dire à partir de l'estimation des statistiques d'ordre
2. Ces statistiques à l'ordre 2 sont alulées réursivement à partir des blos
initiaux [BL91℄. Le alul des statistiques sur les blos initiaux est réalisé en
étendant le blo à des sites voisins de manière adaptée pour haque support
(voir Fig. 4.9a). Le hoix de l'ordre des modèles est réalisé à l'aide des ritères
AIC, BIC ou ϕβmin (voir partie 2.3.1).
 mi et {θmi , ρmi} sont xés. Les blos sont répartis entre les textures de la











4.2. SEGMENTATION D'IMAGES TEXTURÉES 85
 Cette proédure réduit le nombre de textures. A haque itération, la fusion des
deux textures qui produit la plus grande déroissane du ritère d'information
de l'équation 4.23 est réalisée. Si auune fusion ne provoque une déroissane
du ritère, on ne fait rien.
Résultats
A partir d'une image de taille 256 × 256 ontenant des textures de synthèse
(voir gure 4.10, les textures de synthèse étant similaires à elles présentées gure
2.3), la segmentation blo à l'aide du ritère ϕβmin a été obtenue (Figure 4.10).
Comme les ordres des diérentes textures, mtp , ainsi que le nombre de textures, mi,
étaient onnus, des omparaisons ont pu être réalisées ave les ritères AIC et BIC,
au détriment de es ritères (voir tableau 4.8), en terme de biais, bˆ, et d'éart-type
d'estimation, σˆ (voir [AR05℄ pour plus de détails sur les formules utilisées).
Un autre exemple de segmentation blo est donné gure 4.11, mais ette fois-i
à partir d'une image ontenant des textures naturelles. On remarque, sur la gure
4.11b, qu'une lasse de texture supplémentaire sur les frontières a été obtenue (6
lasses détetées). La segmentation nale après reuit simulé peut donner des ré-
sultats du type fournis gure 4.11, en travaillant ave λ xé (voir équation 3.25),
ou gure 4.11d en augmentant de manière progressive λ. Ce dernier résultat montre
l'élimination de la lasse de texture indésirable sur les frontière de la gure 4.11b.
et possède un pourentage d'erreur de segmentation faible. Pour l'améliorer enore,
il faudrait sans doute introduire d'autres termes de régularisation en plus du terme
assoié au modèle de Potts et du terme assoié à la taille des régions (voir éq. 4.19)
qui n'a pas été utilisé dans ette partie. En eet, il faudrait pouvoir ontraindre les
frontières à devenir plus régulières mais ette fois-i dans un sens géométrique de
façon à éviter les irrégularités au niveau de la frontière irulaire entrale et de la
frontière linéaire en bas à droite de l'image. Ce genre de onsidérations a motivé
l'idée de réer des termes d'énergie dont les potentiels d'interation prendrait en
ompte des informations de type géométrique et topologique.
Tab. 4.8  Comparaison des performanes des diérents ritères pour l'estimation
du nombre de textures, mi, et des ordres des modèles, mtp lorsqu'on utilise un seul
Quart de Plan (1QP) ou lorsqu'on utilise les quatre Quarts de Plan (4QP).
1QP 4QP
AIC BIC ϕβmin AIC BIC ϕβmin
mˆi bˆmi 6.5 2.6 1.7 2.4 0.9 0
σˆmi 1.51 0.52 0.48 0.52 0.32 0
mˆtp bˆmtp 0.16 0 0 0.51 0.01 0
σˆmtp 0.21 0 0 0.56 0.03 0
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(a) Image ontenant (b) Vérité de terrain pour
inq textures de synthèse. le hamp de label.
() Segmentation par blos (d) Estimation du hamp de label
après l'étape d'estimation après reuit simulé.
du modèle.
Fig. 4.10  Résultats de segmentation ave des textures de synthèse issues de inq
modèles AR 2-D QP d'ordres diérents.
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(a) Image ontenant (b) Segmentation par blos
inq textures de Brodatz. après l'étape d'estimation
du modèle.
() Estimation du hamp de label (d) Estimation du hamp de label
après reuit simulé (λ = 1.5). après reuit simulé et en augmentant
progressivement la valeur de λ.
Fig. 4.11  Résultats de segmentation ave inq textures de Brodatz.
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(a) Données TEP (b) Segmentation () Région d'intérêt en blan
(d) Evolution d'un Grouping-Degrouping Point Proess
Fig. 4.12  Exemple de région d'intérêt onstituée de plusieurs régions statistique-
ment homogènes issues d'une 1ère segmentation exploitant les lois de mélange (voir
partie 3.3.1). Les points (en vert) permettent de séletionner des régions.
4.3 Géométrie et topologie du hamp de régions
Le laboratoire SIC a depuis son origine une équipe orientée Informatique Graphi-
que dont un des thèmes de reherhe est le développement des artes topologiques
(voir partie 4.3.2) en 2-D et en 3-D. Un des intérêts des artes topologiques est d'of-
frir un outil struturé d'un point de vue informatique pour manipuler les propriétés
géométriques et topologiques d'un hamp de régions. Ainsi, une des premières ap-
pliations onrètes envisagée pour et outil a été la segmentation d'image. Une
première étude a ainsi été menée ave Guillaume Damiand
5
dans le but de proposer
des termes de régularisation aptes à prendre en ompte des informations géomé-
triques et topologiques, es travaux pouvant être perçus omme s'insrivant dans la
ontinuité de eux présentés dans [DMPS95, MW98℄. Dans [BAD
+
02℄, nous avons
ainsi proposé un terme en lien ave la taille des régions prohe de elui apparais-
sant dans [TZ02℄ puis un terme permettant de favoriser la linéarité des frontières
[DAB03℄. Au début des années 2000, les artes topologiques 2-D présentaient néan-
moins un défaut majeur ar elles n'oraient pas la possibilité de mettre à jour de
manière eae une arte assoiée à un hamp de régions lorsqu'un site hangeait de
label (il fallait realuler l'intégralité de la arte) e qui ne permettait pas vraiment
d'utiliser un éhantillonneur de Gibbs de manière eae. Aujourd'hui, es études
mériteraient d'être reprises dans un ontexte par exemple de segmentation d'images
ouleur texturées (voir partie 4.2.1) puisque la bibliothèque assoiée aux artes to-
5
alors qu'il était MdC à SIC. Il est atuellement herheur CNRS au LIRIS à Lyon.
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pologiques possède les fontions permettant de mettre à jour une arte topologique
de manière eae en terme de temps de alul.
Au ours du travail de thèse de Samuel Burg, nous nous sommes intéressés à la
segmentation 3-D d'images TEP (voir partie 3.3.1). Les segmentations obtenues sont
ertes onstituées de régions statistiquement homogènes mais une zone d'intérêt est
onstituée de plusieurs régions omme le montre les gures 4.12a, b & . Nous avons
don reherhé une méthode permettant de séletionner un ensemble de régions
suivant des ritères géométriques et topologiques sahant qu'elle devait aussi orir
la possibilité de modier les régions. Ce deuxième point reste une de nos perspetives.
A notre onnaissane, il y a relativement peu de travaux sur le sujet dans un
ontexte probabiliste. Dans [GMIM95℄, après l'obtention d'une segmentation en ré-
gions par Watershed, un modèle de Potts, dont les noeuds du graphe de voisinage
sont les régions, modié par une pondération prenant en ompte la surfae de ontat
entre deux bassins voisins, est exploité an de trouver des zones d'intérêt. Wang
[Wan98℄ propose une relaxation stohastique sur les omposantes onnexes d'une
partition 2-D. On part d'une sursegmentation. Puis, on simplie la représentation
du hamp des régions en réduisant le nombre de labels à 4 suivant le prinipe que
les régions onnexes de n'importe quelle partition d'une grille 2-D peut être olo-
rée à l'aide de 4 ouleurs sans que jamais deux régions voisines possèdent la même
ouleur. A partir de là, on peut dénir un terme d'énergie interne sur les ompo-
santes onnexes qui prend en ompte la longueur des frontières (e qui fait penser au
modèle de Potts). A noter qu'il est aussi introduit un terme d'attahe aux données
qui mesure l'éart des niveaux aux frontières de omposantes onnexes voisines. Il
est aussi présenté des outils de minimisation d'une énergie, dénissant une distri-
bution de Gibbs, à partir de mouvements permettant de modier des ensemble de
sites onnexes en les regroupant à d'autres ensembles ou en les séparant. Il s'agit
néanmoins d'un algorithme d'une grande omplexité qui n'a jamais été étendu à la
3-D.
Depuis un peu plus de 10 ans, un regain d'intérêt s'est porté sur les proessus
pontuels [Str75℄ en imagerie et plus partiulièrement sur les proessus pontuels
marqués ou proessus objets [BNKvL99, SDZ04, Des04, ODZ07℄ qui permettent de
manipuler dans un ontexte probabiliste une marque géométrique autour d'un point.
C'est en partie dû au fait que les proessus pontuels orent un formalisme d'une
grande souplesse. C'est don e formalisme que nous avons hoisi pour retrouver un
ensemble de régions (voir gure 4.12d) en partant du prinipe qu'un point dans une
région permet de la séletionner, suivant non seulement ses intensités
6
mais aussi
un ensemble de propriétés géométriques et topologiques. Dans les parties suivantes,
le formalisme du proessus pontuel proposé que nous avons baptisé Grouping-
Degrouping Point Proess (GDPP), la manière de le simuler et les résultats que
nous avons obtenus seront présentés (pour plus de détails sur le GDPP voir [ABDA℄).
6
dans le futur, ça pourrait être des ouleurs.
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4.3.1 Le GDPP (Grouping-Degrouping Point Proess)
Notions fondamentales en lien ave les proessus pontuels
L'expériene aléatoire assoiée à un proessus pontuel (PP) renvoie à haque
réalisation un ensemble de points non ordonnés (ou onguration) ω = {ωi}i=1,··· ,n,
n étant le nombre de points, d'un espae χ muni d'une métrique d, omplet et
séparable. Par exemple, χ = R3 ou χ est un sous-ensemble ompat de R3. Soit N lf ,
la famille de toutes les ongurations loalement nies, une onguration loalement
nie plaçant un nombre ni de points dans tout borélien A ⊆ χ. Un PP sur χ est
une variable aléatoire à valeur dans l'espae mesurable
(
N lf ,N lf) où N lf est la plus
petite σ-algèbre (ou tribu) telle que le nombre de points dans tout borélien A ⊆ χ,
N (A), soit une variable aléatoire nie.
Pour dénir un PP, il faut lui adjoindre une mesure borélienne, dit d'intensité,
sur (χ, d), notée ν(.), telle que ν(χ) > 0 et ν(A) < +∞, pour tout borélien A ⊆ χ.
Ainsi, les proessus pontuels les plus élémentaires dits de Poisson (les P.P.P.), pour
lesquels les points sont indépendants les uns des autres, ont une mesure d'intensité
telle que N (A) suit une loi de Poisson d'espérane ν(A) et que les variables aléatoires
N (A1), · · · , N (Ak), assoiées à k boréliens de χ disjoints, sont indépendantes. Si la
mesure d'intensité est proportionnelle à la mesure de Lebesgue, ν = λµ, dans le as
où χ = Rp, le P.P.P. est alors homogène et λ est alors l'intensité du proessus7. Le
P.P.P. homogène est onsidéré omme le P.P. de référene. Sa mesure de probabilité
surN lf , P (F ), F ∈ N lf , a été dénie dans de nombreux travaux omme par exemple
[Des04℄. La spéiité d'un P.P. par rapport à un autre provient de sa d.d.p. (ou
dérivée de Radon-Nikodym par rapport à P ). D'une manière générale, la d.d.p. des
PP de Gibbs possèdent la forme non-normalisée suivante :
f (ω |θ ) ∝ exp (−U (ω |θ )) . (4.25)
Comme pour les hamps de Markov (voir éq. 3.22), U (ω |θ ) est l'énergie du
système, onstituée d'une somme de potentiels :
U (ω |θ ) = −n log λ+
∑
ωi∈ω
θ(1) (ωi) + · · ·+
∑
{ωi1 ,··· ,ωik}∈ω
θ(k) (ωi1 , · · · , ωik) (4.26)
ave θ(j) : χj → R, j = 1, · · · , k, les potentiels dont le alul fait intervenir des
sous-ensembles de j points et dont les paramètres sont inlus dans l'ensemble de
paramètres dénissant l'énergie θ.
Quand tous les points des sous-ensembles sont voisins suivant la dénition de
relations de voisinage, le PP est alors un PP de Markov (PPM).
La ondition prinipale à vérier lorsqu'on dénit une énergie assoiée à un
PP provient de l'intensité onditionnelle de Papangelou
f(ω∪{ζ})
f(ω)
= β exp(−(U(ω ∪
{ζ} |θ )− U(ω |θ )) ave ζ , un point dans χ rajouté à la population ω :
U (ω |θ )− U (ω ∪ {ζ} |θ ) ≤ log (C) (4.27)
ave C > 0. Cette ondition est onnue dans la littérature omme étant assoiée à
la propriété de stabilité loale et elle implique que la d.d.p., donnée équation 4.25,
sera intégrable par rapport à la mesure de probabilité de référene.
7
Attention à ne pas onfondre ave le λ, paramètre du modèle de Potts dans les parties
préédentes !
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Les équations 4.26 et 4.27 montrent qu'il est possible de dénir une énergie
aeptable pouvant prendre en ompte diverses propriétés sur des ensembles de
points sans trop de diultés. C'est la raison pour laquelle il y a eu de nombreux
travaux en imagerie réalisés à l'aide des P.P. es dernières années.
Comme pour les hamps de Markov
8
, l'énergie peut être vue omme une somme
de deux termes, omposés haun de potentiels :
U (ω |θ ) = Ud (ω |θ ) + Ui (ω |θ ) (4.28)
ave Ud (ω |θ ) le terme d'attahe aux données, permettant aux points d'aller se
positionner de manière ohérente par rapport au ontenu de l'image, et Ui (ω |θ )
le terme d'énergie interne qui va permettre de régulariser la solution suivant un
ertain nombre de ontraintes. D'après es dénitions, la population partiulière qui
minimise l'énergie est une population estimée au sens du MV :
ωˆML = argmax
N lf
{f (ω |θ )}
= argmin
N lf
[Ud (ω |θ ) + Ui (ω |θ )] (4.29)
La minisation de ette énergie peut être réalisée à l'aide des méthodes MCMC
exploitant la simulation du proessus et en partiulier la méthode RJMCMC pour
Reversible Jump MCMC [Gre95℄ (voir partie 4.3.2).
Les potentiels qui omposent l'énergie dièrent d'une appliation à une autre
(voir [SDZ04, PDZ05℄ par exemple). Néanmoins, le potentiel assoié à l'intensité
du proessus, −n log λ, apparaît systématiquement dans la dénition de l'énergie
interne. En guise d'exemple, le PP de Strauss [Str75℄ qui appartient à la famille
des PPM est un PP lassiquement utilisé pour éviter une aggrégation exessive de
points. Il est déni à partir d'un potentiel d'interation d'ordre 2 :
θ(2)s (ωi, ωj) =
∣∣∣∣ − log γs, si ‖ωi − ωj‖2 < r0, sinon (4.30)
ave γs ∈ [0, 1] et (i, j) ∈ [[1, n]]2, i 6= j. Si γs = 1, il s'agit d'un PPP homogène
d'intensité λ. Quand γs ∈ ]0, 1[, les ouples de points dont la distane est inférieure
à r sont pénalisés. Si γs = 0, le PP de Strauss est appelé le hard ore PP et
tous les ouples de points dont la distane est inférieure à r sont interdits9. γs est
l'hyperparameter de θ
(2)
s . Dans e qui suit, tous les potentiels proposés possèdent
au moins un paramètre suseptible de modier le poids apporté par le potentiel par
rapport aux autres potentiels.
Dans la partie suivante, nous présentons les potentiels qui dénissent l'énergie
assoiée au GDPP.
8
et d'autres outils mathématiques en traitement de l'image omme les modèles déformables.
9
autrement dit : une onguration ayant un ouple de points dont la distane est inférieure à r
a une d.d.p. nulle.
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Dénition du GDPP
Rappelons que notre objetif est de faire de la segmentation 3-D haut-niveau
dans le sens où nous voulons reonstituer un objet ou une zone d'intérêt dans une
image dont le support est une grille disrète de dimension p : ∆ ⊂ Zp, p = 3 ii. On
suppose qu'une première segmentation en L régions a été réalisée :
PS = {R1, · · · , RL} , ∪Li=1Ri = S, et Ri ∩ Rj = ∅, (i, j) ∈ [[1, L]]2, i 6= j. (4.31)
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S2. PS induit don une partition de χ en L regions. Une région R ∈ PS pourra






et de volume µ (Ri), i = 1, · · · , L. A partir de PS, un nouveau terme
d'énergie omposé de deux termes, Up = Ud,p+Ui,p peut alors être déni et rajouté
à l'énergie dénie équation 4.28 :
U (ω |θ ) = Ud (ω |θ ) + Ud,p (ω |θ ) + Ui,p (ω |θ ) + Ui (ω |θ ) (4.32)
Ud,p dépend bien entendu des données assoiées à une appliation partiulière ; ette
énergie sera dénie partie 4.3.3. Quelques exemples de potentiels omposant Ui,p













Fig. 4.13  Proessus pontuel de type Hard ore à partir d'une relation de voi-
sinage sur les regions : les ongurations (a) ou (b) ont une d.d.p. non nulle ; les
ongurations () ou (b) ont une d.d.p. nulle.
Dans une onguration de points, plusieurs points sont suseptibles d'apparaître
dans une même région (voir Fig. 4.13 & 4.13d). Un potentiel région d'interation
à l'ordre 2 inspiré de elui utilisé dans le modèle de Strauss peut être utilisé pour
éviter qu'il y ait trop de points dans une même région. Ce potentiel s'appuie sur la
relation de voisinage entre deux points dans ω = {ω1, · · · , ωn} :
ωi
r∼ωj, si ωi et ωj sont dans la meme region (4.33)
ave (i, j) ∈ [[1, n]]2, i 6= j. Il est déni de la manière suivante :
θ(2)r (ωi, ωj) =
∣∣∣∣ − log γr, si ωi r∼ωj0, sinon (4.34)
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ave γr ∈ [0, 1]. Si γr = 0, on obtient un proessus pontuel de type hard ore sur
les régions (voir Fig. 4.13) : une onguration de points ave deux points dans une
même région a une probabilité nulle. Dans e as, il est possible de dire qu'un point

















Fig. 4.15  (a) Distane d'une région à un point et (b) distane d'une région à une
autre région (ou à un ensemble de régions).
Dans [ABDA℄, d'autres potentiels ont été dénis en lien ave :
 la surfae de ontat entre les régions en vue de favoriser la séletion de régions
adjaentes partageant des frontières surfaiques importantes (voir Fig. 4.14)
en s'inspirant de [GMIM95℄ ; trois potentiels ont été dénis en lien ave ette
propriété,
 la loalisation globale des régions soit par rapport à un point soit par rapport
à une autre région (voir Fig. 4.15),







Fig. 4.16  Trou dans une région séletionnée : la onguration (a) peut être préférée
à la onguration (b).
 le nombre de trous soit en ne prenant ompte que des trous existants à l'in-
térieur des régions séletionnées (voir Fig. 4.16 et [MW98℄) soit en prenant
ompte des trous qui apparaîssent dans les zones reouvertes par les régions
séletionnées (voir Fig. 4.17).
A haque potentiel est assoié un hyperparamètre et éventuellement des para-
mètres xant la forme des fontions. En guise d'exemple, les potentiels en lien ave
l'adjaene des régions sont détaillés (pour les autres potentiels, voir [ABDA℄).
Pour ommener, il faut dénir l'adjaene des sites de ∆ et des régions de PS
ainsi que la surfae de ontat entre deux régions Ri et Rj , (i, j) ∈ [[1, L]]2, i 6= j :
 deux sites (s, r) ∈ S2 sont adjaents si ‖s− r‖2 = 1.
 Ri et Rj sont adjaentes si il existe s ∈ Ri et r ∈ Rj tels que s et r sont
adjaents. Figure 4.14, les régions R1 et R2 sont adjaentes.







On pourra alors érire indiéremment SRi,Rj ou Sωk,ωl, (k, l) ∈ [[1, n]]2, si ωk et
ωl sont respetivement dans Ri et Rj . De fait, il est possible de dénir une relation
d'adjaene entre deux points dans ω = {ω1, · · · , ωn} :
ωi
a∼ωj , si ωi et ωj sont dans des regions adjacentes, (i, j) ∈ [[1, n]]2, i 6= j. (4.36)
Dénissons maintenant un ensemble de régions onnexes A = {R1, · · · , RNA}
ontenant NA régions : ∀ (Ri, Rj) ∈ A2, ∃(Ri,1, · · ·Ri,n) ∈ An telles que Ri est adja-
ente à Ri,1, Ri,n est adjaente à Rj et Ri,k est adjaente à Ri,k+1, k = 1, · · · , n− 1.
Ainsi, ωA ⊂ ω sera un groupe de points adjaents si ∀ωi ∈ ωA, ωi ∈ A, ensemble de
régions onnexes et il existe au moins un point de ωA dans haque région de A. De
plus, il n'existe pas de point dans ω\ωA adjaent à un point de ωA.











Fig. 4.17  Trou dans un ensemble de régions séletionnées : la onguration (a)
peut être préférée à la onguration (b).
Il est aussi possible de dénir un point isolé, ωi ∈ ω, à partir du moment où il
n'existe pas de points dans ω en relation d'adjaene ave ωi.
Le premier potentiel d'interation, nommé SC1 (SC pour Surfae de Contat),
en lien ave l'adjaene a pour objetif de prendre en ompte la surfae de ontat
de la région assoiée à un point ave les autres régions assoiées aux autres points.
Son alul néessite la prise en ompte d'un groupe de points adjaents ωA ={
ω1, · · · , ω|ωA|





ω1, · · · , ω|ωA|
)




avec fSC1 (ωi) =
∣∣∣∣∣∣
1, si κ < TS,L
−1, si (κ > TS,H)
1− 2× κ−TS,L
TS,H−TS,L sinon
, si γr = 0
ou fSC1 (ωi) =
∣∣∣∣∣∣∣








si γr ∈ ]0, 1]
(4.37)
ave γsc ∈ ]0, 1], κ = Sωi,ωSωi , Sωi,ω =
∑
Rj∈A,∃ωj∈ωA,ωj∈Rj ,ωj a∼ωi
SRi,Rj , la surfae de ontat
entre Ri assoiée à ωi et les autres régions assoiées aux points dans ω, et Sωi la
surfae de la région Ri : Sωi =
∑
s∈Ri
1(‖s−r‖2=1,r∈(S\Ri)). κ est don la surfae de
ontat de Ri normalisée par sa surfae. Quand Sωi,ω est faible (resp. élevée) par
rapport à Sωi, la valeur du potentiel est prohe de − log γsc (resp. log γsc si γr = 0)
et le point ωi est pénalisé (resp. favorisé si γr = 0).
Dans le as où ωi est isolé (par exemple R3 dans la gure 4.14b), le potentiel
renvoie − log γsc e qui pénalise la région assoiée à ωi.
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Revenons à l'équation 4.37 ar deux as sont envisagés : γr = 0, 'est le proessus
hard ore sur les régions qui impose un point dans une région ; γr ∈ ]0, 1] qui
pénalise (ou non si γr = 1) l'existene de plusieurs points dans une région. Ces deux
as doivent être diéreniés an de onstruire un proessus loalement stable (voir
éq. 4.27). En eet, si γr = 0, il est possible de favoriser l'apparition d'un point dans
une région (fSC1(ωi) < 0) tout en gardant un proessus loalement stable alors que
e n'est pas le as lorsque γr ∈ ]0, 1]. Tous les détails sur l'étude de la stabilité du
GDPP sont fournis dans [ABDA℄.
TS,L et TS,H sont des seuils haut et bas sur les surfaes de ontat normalisées,
κ. Nous donnerons les valeurs hoisies pour es seuils dans la partie 4.3.3.
Une autre façon de gérer les adjaenes entre les régions, et les régions isolées,
onsiste à dénir un potentiel d'ordre 2, nommé SC2, prenant en ompte les sur-
faes de ontat entre deux points adjaents [GMIM95℄ et un potentiel d'ordre 1,
nommé IR pour Isolated Region, pénalisant les point isolés. Voii omment le
premier a été déni :
θ
(2)
SC2 (ωi, ωj) =
∣∣∣∣ − log γsc2 × fSC2 (ωi, ωj) , si ωi a∼ωj0, sinon
avec fSC2 (ωi, ωj) =
∣∣∣∣∣∣
1, si η < TS,L
−1, si η > TS,H
1− 2× η−TS,L
TS,H−TS,L sinon
, si γr = 0
ou fSC2 (ωi, ωj) =
∣∣∣∣∣∣∣








si γr ∈ ]0, 1]
(4.38)
ave γsc2 ∈ ]0, 1] et η = 2×Sωi,ωjSωi+Sωj , la surfae de ontat entre Ri et Rj normalisée par
la moyenne des surfaes des deux régions. Comme le potentiel SC1 (voir éq. 4.37),
le potentiel SC2 favorisera l'intégration de points dans la population qui tombent
dans des régions qui ont d'importantes surfaes de ontat si γr = 0 et deux régions
adjaentes seront pénalisées si elles partagent une faible surfae de ontat pour
toute valeur de γr dans ]0, 1[.
Par ontre, ontrairement au potentiel SC1, le potentiel SC2 n'agit pas sur les
points isolés omme le point dans la région R3 de la gure 4.14b. De e fait, pour




∣∣∣∣ − log γir, si ¬(∃ωj ∈ ω, ωj 6= ωi, ωi a∼ωj)0, sinon (4.39)
ave γir ∈ ]0, 1].
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4.3.2 Simulation du GDPP
Les mouvements de naissane et de mort
Dans la plupart des travaux réents sur les proessus pontuels en imagerie,
les populations de points sont simulés grâe à un algorithme RJMCMC proposé
à l'origine dans un ontexte de séletion de modèle [Gre95, ADD01℄. L'algorithme
RJMCMC permet la génération d'éhantillons pour des lois de probabilité dénis
sur des unions d'espaes disjoints de dimensions diérentes e qui est intéressant
pour la simulation des proessus pontuels.
L'algorithme RJMCMC est un éhantillonneur de type Metropolis Hastings
dont la loi de proposition est un mélange de lois de proposition appelés lassiquement
mouvements qui peuvent dépendre de l'état de la haîne de Markov, ω dans notre
as. A haque itération, un mouvement mo est hoisi aléatoirement et amène
la haîne dans l'état ω′ ave la probabilité Qmo(ω, dω′). Le rapport de Green du





ave P (.) la loi de probabilité que l'on herhe à simuler. Le mouvement mo hoisi
lorsque l'état de la haîne de Markov est ω′ doit permettre de sauter depuis l'espae
de réalisation de ω′ vers l'espae de réalisation de ω et orrespond don au mou-
vement inverse du mouvement mo quand l'état est ω. Le nouvel état ω′ est alors
aepté ave la probabilité αmo(ω, ω
′) = min {1, Rmo}, omme ave la dynamique de
Metropolis-Hasting lassique (voir partie 3.2.1).
Pour pouvoir sauter d'un état vers un autre état qui appartiennent à des espaes
de dimensions diérentes, il est souvent néessaire de prendre en omplément des
variables aléatoires absolument ontinues an de mettre en relation dans la loi de
proposition des espaes de même dimension. Soit U un veteur de variables aléatoires
absolument ontinues dont la dimension ajoutée à elle de l'espae de ω donne
elle de ω′. On suppose alors que ω′ peut être obtenu de ω à partir d'une fontion
déterministe inversible : ϕmo(ω, u), u étant une réalisation de U .
La simulation des proessus pontuels exploite lassiquement deux types de mou-
vements qui produisent des hangements de dimensions au niveau de l'espae d'état :
les mouvements de naissane et de mort. Le mouvement de naissane onsiste à ajou-
ter un point à la population et son mouvement inverse est le mouvement de mort qui
onsiste à supprimer un point. Quand l'état est ω, l'espae d'état est Ωn, l'espae des
ongurations à n points. Dans le as d'une naissane (resp. d'une mort), l'espae
d'état de la haîne de Markov saute dans Ωn+1 ave la probabilité Pb,n = Pb, n ≥ 0
(resp. Ωn−1 ave la probabilité Pd,n = Pd, n > 0, Pd,0 = 0). De e fait, le mouvement
de mort ne néessite pas la simulation d'une variable aléatoire absolument ontinue
mais juste de hoisir suivant une loi uniforme le point à supprimer.
Comme le mouvement de naissane onsiste à ajouter un point ζ à la ongura-
tion ω, la position de ζ est tirée aléatoirement et l'état proposé est alors ω′ = ω∪{ζ}.
Le mouvement de naissane est ainsi onstruit à l'aide du veteur aléatoire U dont
la réalisation est un point de oordonnées : u = [u1, · · ·up]T ∈ χ = Rp. u est tiré
suivant une loi uniforme et p(u) = µ(χ)−1, ave µ(χ) la mesure de Lebesgue de χ.
De e fait, ϕb(ω, u) = ω
′ = {ω′1 = ω1, · · · , ω′n = ωn, ζ = u}. Le Jaobien de ette
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transformation est alors
∣∣∣∂ϕb(ω,u)∂(ω,u) ∣∣∣ = 1.
Pour le mouvement inverse, le mouvement de mort, un point est hoisi dans
ω′ ∈ Ωn+1 ave une probabilité uniforme égale à (n + 1)−1. Le rapport de Green




Pd × (n+ 1)−1
Pb × µ(χ)−1
∣∣∣∣∂ϕb(ω, u)∂(ω, u)
∣∣∣∣ = f(ω′)f(ω) Pd × µ(χ)Pb × (n+ 1) (4.41)
qui est aisément alulable ave un ordinateur puisque le rapport des probabili-
tés non-normalisées fait disparaître la onstante de normalisation qui n'est pas elle
failement alulable. Le rapport de Green pour le mouvement de mort est :
Rd =
f(ω′ = ω\ {ζ})
f(ω)
Pb × n
Pd × µ(χ) (4.42)
ave ζ un point hoisi aléatoirement à l'aide d'une loi uniforme sur les n points de
ω.
Les mouvements proposés dans la littérature ne modiant par la dimension de
l'espae d'état de la onguration de points sont onstruits suivant la dynamique de
Metropolis-Hastings lassique [SDZ04, Des04℄.
Les mouvements en lien ave l'adjaene des régions
Nous avons déni deux mouvements en lien ave l'adjaene des régions, l'ob-
jetif étant d'aélérer l'inorporation de régions possédant d'importantes surfaes
de ontat ou l'élimination de régions isolées qui ne seraient pas souhaitées. Ces
mouvements sont : la naissane et la mort d'un point isolé et la naissane et la mort
d'un point adjaent.
Pour la naissane d'un point isolé, un point ζ qui n'est pas en relation d'adjaene
ave les points de la onguration ourante ω doit être proposé. Pour le mouvement
inverse, la mort d'un point isolé, un point isolé dans ω doit être proposé pour la
suppression. Soit nω,i, le nombre de points isolés dans ω et nω,a = n − nω,i, le
nombre de points dans ω qui ne sont pas isolés.
Pour érire les taux d'aeptation de es mouvement, il faut aussi dénir Kω,
Kω,i et Kω,a soit respetivement l'ensemble des régions assoiées aux points dans
la onguration ourante, l'ensemble des régions isolées de ω (si un point ζ était
dans une de es régions, il serait isolé dans la onguration ω ∪ {ζ}) et l'ensemble
des régions adjaentes à ω (si un point ζ était dans une de es régions, il serait
adjaent à au moins un point de la onguration ω ∪ {ζ}) :
Kω = ∪ni=1Ri,
Kω,a = ∪j∈JARj , JA =
{
j ∈ [[1, L]], ∃ωi ∈ ω, ∀ζ ∈ Rj , ζ /∈ ω, ωi a∼ ζ
}
Kω,i = K\ {Kω ∪Kω,a}
(4.43)
A partir de es dénitions, le taux d'aeptation pour la naissane d'un point
isolé est, Pb,i et Pd,i étant respetivement les probabilités assoiées au mouvement
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Pour la naissane d'un point en relation d'adjaene, on aura, Pb,a et Pd,a étant
respetivement les probabilités assoiées au mouvement de naissane et au mouve-


















Présentons maintenant rapidement la struture informatique qui a permis l'implan-
tation du GDPP qui néessite le alul d'informations géométriques et topologiques
sur un ensemble de régions, qui plus est 3-D dans le as qui nous a intéressé.
Implantation à l'aide des artes topologiques
An de retrouver de manière eae les relations d'adjaene entre les régions
ou de aluler le nombre de trous dans un ensemble de régions, il faut utiliser une
représentation de l'image adaptée.
Un des modèles topologiques les plus onnus est le graphe d'adjaene des ré-
gions (RAG pour Region Adjaeny Graph). Un RAG représente la partition en
régions d'une image sous la forme d'un graphe : haque noeud est une région et les
liaisons sont les relations d'adjaene entre les régions. Cependant, le RAG présente
quelques inonvénients. Entre autres, il ne permet pas de dérire toute l'informa-
tion topologique omme, par exemple, les relations d'adjaene multiples entre les
régions. Ainsi, d'autres modèles topologiques ont été proposés an de ombler les
launes des RAG omme les artes topologiques [Dam08℄.
La arte topologique est un outil générique pour les appliations en traitement
d'image. Elle ore aussi bien une représentation omplète d'un hamp de régions
que des opérations pour onstruire ou modier une partition. A et eet, elle dérit
le nombre minimum de ellules à la frontière des régions qui permet de reonsti-
tuer toute l'information. La géométrie des ellules est mémorisée dans une matrie
intervoxelle qui stoke tous les éléments intervoxels appartenant aux ellules des
frontières. Les relations d'inlusion entre les régions sont quant à elles représentées
par un arbre des régions.
La gure 4.18 montre un exemple de arte topologique simple : (a) hamp de
région 3-D image ontenant trois régions ; (b) modèle topologique qui représente la
partition de l'image ; () éléments intervoxels représentant la géométrie des ellules
aux frontières des régions (ellules apparaîssant dans (b)) ; (d) arbre d'inlusion des
régions (la région r0 englobe toute l'image).
Nous avons utilisé les artes topologiques 3-D pour représenter les hamps de ré-
gions initiaux (voir partie 3.3.1). La représentation de la géométrie des régions nous
a permis de aluler toutes les informations géométriques en lien ave la taille, la
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a b  d
Fig. 4.18  Exemple de arte topologique : la arte topologique du hamp de régions
a est omposée du triplet (b, , d).
forme et la loalisation des régions. La représentation topologique a permis de retrou-
ver toute l'information d'adjaene entre les régions y ompris les multi-adjaenes.
L'arbre d'inlusion a permis la gestion des trous dans les régions. Le alul des
surfaes de ontat a néessité la omposition de plusieurs type d'information (géo-
métrique et topologique).
Dans la partie suivante, des résultats de simulation sont fournis.
4.3.3 Résultats
Simulations sans terme d'attahe aux données
Le GDPP a été testé sur un ensemble d'environ 3000 régions 3-D obtenu d'une
première sur-segmentation d'un volume TEP ontenant 103823 voxels (voir Fig.
4.24a et 4.24b).
An de vérier que les potentiels proposés dans [ABDA℄ fontionnent orrete-
ment, nous avons simulé diérentes populations en utilisant 100000 itérations de
l'algorithme RJMCM, diérentes valeurs des hyperparamètres, et une équiprobabi-
lité entre les mouvements de naissane et de mort. Comme dans [SDZ04℄, diérentes
évolutions de statistiques du modèle ont été traées ; es statistiques ont été alulées
en utilisant des éhantillons pris toutes les 100 itérations de manière à réduire les
orrélations entre les éhantillons. En simulation, nous avons pour l'instant travaillé
uniquement ave le GDPP onguré en proessus hard ore sur les régions (γr = 0
- voir eq. 4.34).
La gure 4.19 montre l'évolution des moyennes umulées pour le nombre total
de points (a), le nombre de points isolés (b) et du nombre de points en relation
d'adjaene dans la population (). Quand λ (paramètre d'intensité en terme de
nombre de points dans le proessus - voir partie 4.3.1) augmente de 0.01 à 0.02,
le nombre total de points augmente de manière ohérente. Quand le nombre de
points augmente, le nombre de points isolés possible diminue. Ainsi, les moyennes
umulées des points en relation d'adjaene augmentent plus que elles des points
isolés lorsque λ augemente.
La gure 4.20 dérit l'inuene du potentiel SC1 (voir partie 4.3.1). A λ xé,
quand − log γsc augmente, le nombre de points isolés diminue (voir Fig. 4.20a) tandis
que le nombre de points en relations d'adjaene augmente (voir Fig. 4.20b) ainsi
que la surfae de ontat totale des régions assoiées aux points dans la population
(voir Fig. 4.20).
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De la même manière, les gures 4.21 et 4.22 montrent respetivement l'inuene
du potentiel IR (voir partie 4.3.1) et d'un potentiel appelé HP (pour Hole Partition)
que nous avons proposé qui permet de pénaliser le nombre de trous dans les groupes
de points adjaents (voir Fig. 4.17 et [ABDA℄). Quand − log γir (resp. − log γhp,
l'hyperparamètre du potentiel HP) augmente à λ xé, le nombre de points isolés
(resp. le nombre total de trous) diminue (voir Fig. 4.21a) alors que le nombre de
points en relation d'adjaene augmente (see Fig. 4.21b).
Pour toutes es simulation, la forme des ourbes montrent bien la stabilité du
proessus et les statistiques obtenues sont globalement ohérentes ave les pénalités
que nous avons voulues imposer.
Segmentations 3-D de TEP érébrale II
Pour pouvoir réaliser la segmentation des volumes TEP à partir des sur-segmen-
tations (voir Figures 4.24a et b ainsi que la partie 3.3.1), il faut dénir le terme






(voir éq. 4.32), ave RD pour Region Data. Nous n'avons pas enore utilisé onjoin-
tement Ud,p (ω |θ ) ave Ud (ω |θ ), e dernier étant le terme d'attahe aux données
lassiquement alulé à l'aide d'une marque géométrique autour de haque point
dans ω, omme dans [SDZ04, Des04℄.
La gure 4.24a montre une petite sphère à l'intérieur du erveau englobant une
zone tumorale. Dans un tel volume, l'objetif prinipal est d'obtenir la zone nérosée
de la tumeur (dite Npt) et la zone ative de la tumeur (dite Apt ou neoplasie).
La zone Npt possède en général des niveaux d'intensité faibles en omparaison des
niveaux d'intensité de la néoplasie. Un potentiel RD relativement basique exploitant





− log γrd, si Iωi < TRD,L ou Iωi > TRD,H





si TRD,L ≤ Iωi < TRD,M






si TRD,M ≤ Iωi ≤ TRD,H
(4.48)
ave γrd ∈ ]0, 1]. Ce potentiel pénalise les niveaux qui ne sont pas dans l'intervalle
ompris entre TRD,L et TRD,H .
An de montrer l'inuene de e potentiel, nous avons simulé, de la même ma-
nière qu'à la partie préédente, deux populations ave même λ mais en utilisant
deux valeurs diérentes de − log γrd : 0 et 3. La gure 4.23 dérit l'évolution de
la moyenne des intensités des régions séletionnées par la population en utilisant
TRD,L = 500, TRD,M = 1500, TRD,H = 3500 (voir eq. 4.48). Ave de telles valeurs, le
potentiel RD pénalise les fortes intensités omme il est possible de le onstater sur
les ourbes : l'intensité moyenne nale ave − log γrd = 3 est inférieure à l'intensité
moyenne nale ave − log γrd = 0, ette dernière étant à peu près égale à l'intensité
moyenne des voxels dans le volume.
Pour obtenir une population suivant le ritère du MV, nous avons utilisé un
reuit simulé [GG84, Des04℄ omme dans la partie 3.2. Dans le ontexte partiulier
des PP, la température aete tous les potentiels sauf elui qui onerne l'intensité
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(en terme de nombre de points) du PP (voir partie 4.3.1) :
fT (ω |θ ) ∝ λn exp
(




ave U−λ (ω |θ ) l'énergie en ayant ter le potentiel lié à l'intensité du PP. En faisant
déroître lentement la température jusqu'à zéro (ou presque), la réalisation de la
haîne de Markov du SA va onverger vers une population qui maximise la d.d.p.
non-normalisée du proessus. Malheureusement, il est très diile de régler la dé-
roissane de température sans onnaître la onstante de normalisation de la d.d.p..
Néanmoins, il est possible de réaliser des shémas de déroissane de température
permettant d'obtenir des résultats stables.
Samuel Burg étant médein, il a pu traer une vérité de terrain sur les zones
NpT (voir Fig. 4.24) et ApT (voir Fig. 4.24e) à partir de laquelle, il a été possible
de aluler l'erreur globale de la méthode en omptant le nombre de voxels mal
lassiés, le nombre de voxels appartenant à une ROI mal lassiés (NF pour Not
Find) et le nombre de voxels n'appartenant pas à une ROI mais lassés omme tel
(FF pour False Find).
Tout d'abord, nous avons herhé à trouver les régions assoiées à la nérose (zone
NpT). Le reuit simulé a été onguré de la manière suivante : température initiale
égale à 0.5 ; température nale égale à 0.1 ; la température déroit de manière expo-
nentielle sur 100000 itérations
10
. Dans l'énergie interne du GDPP, nous avons utilisé
un potentiel en lien ave la loalisation par rapport au entre de la sphère [ABDA℄,
ave pour hyperparamètre γl, et le potentiel SC1 (voir éq. 4.37). An d'étudier les
inuenes des deux potentiels et de trouver les valeurs des hyperparamètres les plus
adaptées, nous les avons faits varier (− log γl de 0 à 0.045 et − log γsc de 0 à 2.5) tout
en gardant les autres paramètres du proessus xes : Pb = 0, 3, Pd = 0, 3, Pb,a = 0, 2,
Pd,a = 0, 2, β = 0.3, − log γrd = 3, TRD,L = 500, TRD,M = 1500, TRD,H = 3500,
TS,L = 0.08 et TS,H = 0.4. Des valeurs d'erreurs moyennes ont pu être obtenues en
relançant plusieurs fois le reuit simulé pour haque onguration de paramètres.
Ainsi, nous avons pu onstater que si la pénalisation en lien ave la loalisation
était trop importante (γl élevé), les régions éloignées du entre n'étaient plus sé-
letionnées e qui augmentait le nombre de voxels NF. Par ontre, lorsque − log γsc
augmentait, trop de régions étaient inluses par le biais des surfaes de ontat en-
gendrant un grand nombre de voxels FF. Le meilleur résultat a été obtenu pour
− log γsc = 2 et − log γl = 0.016 observable sur la gure 4.24d.
Des résultats similaires ont pu être observés lors de la reherhe de la néoplasie
en utilisant ette fois-i une pénalisation de la loalisation par rapport à la zone de
nérose obtenues préédemment (voir Fig. 4.24d). Les valeurs de seuils du potentiel
RD ont été ajustées pour pénaliser les faibles intensités : TRD,L = 2000, TRD,M =
5500 et TRD,H = 10
12
. Le plus faible taux d'erreur a été obtenu pour − log γsc =
1, 4 et − log γl = 0.034 (voir Fig. 4.24f). Sur e dernier résultat, il est possible
d'observer le défaut prinipal de la méthode : les régions originales issues de la sur-
segmentation peuvent ne pas être adaptée à la reherhe de la ROI. Ainsi, nous
avons en perspetive de pouvoir retravailler les régions de la partition initiale. De
10
Sur un monoproesseur type Intel à 3.00GHz, le temps de alul est autour de 4 minutes, si
on n'utilise pas le potentiel HP sur les trous dans les groupes de régions adjaentes e qui est le
as dans ette partie.
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plus, nous aimerions aussi introduire une estimation des diérents hyperparamètres
du modèle.
Pour nir, la gure 4.25 montre l'évolution de l'erreur globale, des voxels NF
et des voxels FF au ours des itérations du réuit simulé. Au début des itérations
de nombreuses régions sont testées à ause d'une faible pénalisation engendrant
des forts taux d'erreurs. La déroissane de la température fait que l'inuene des
potentiels hoisis sera de plus en plus importante et omme le reuit simulé a été
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Fig. 4.19  Statistiques des points en modiant le paramètre d'intensité λ. L'axe des
absisses représente le nombre d'itérations (×102). L'axe des ordonnées donne l'évo-
lution des moyennes umulées des statistiques suivantes du GDPP : (a) le nombre
de points dans la population, (b) le nombre de points isolés dans la population et
() le nombre de points en relation d'adjaene dans la population.
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()
Fig. 4.20  Statistiques des points en utilisant le potentiel SC1 (pour Surfae de
Contat). L'axe des absisses représente le nombre d'itérations (×102). L'axe des
ordonnées donne l'évolution des moyennes umulées des statistiques suivantes du
GDPP : (a) Le nombre de points isolés dans la population, (b) Le nombre de points
en relation d'adjaene dans la population et () la surfae de ontat totale des
régions assoiées aux points dans la population.
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Expectation of the number of "adjacent" points
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(b)
Fig. 4.21  Statistiques des points en utilisant le potentiel IR (pour Isolated Re-
gion). L'axe des absisses représente le nombre d'itérations (×102). L'axe des ordon-
nées donne l'évolution des moyennes umulées des statistiques suivantes du GDPP :
(a) le nombre de points isolés dans la population et (b) le nombre de points en
relation d'adjaene ave d'autres points dans la population.







 0  200  400  600  800  1000
Expectation of the number of holes in the partition
beta = 0.01, -log(gamma_hp) = 0
beta = 0.01, -log(gamma_hp) = 0.1
Fig. 4.22  Statistiques des points en utilisant un potentiel pénalisant les trous
dans les groupes de points en relation d'adjaene. L'axe des absisses représente
le nombre d'itérations (×102). L'axe des ordonnées donne l'évolution des moyennes








 0  200  400  600  800  1000
Expectation of the mean intensity of the points
beta = 0.01, -log(gamma_rd) = 0
beta = 0.01, -log(gamma_rd) = 3
Fig. 4.23  Evolution des moyennes umulées de l'intensité moyenne assoiée aux
régions séletionnées par les points dans la population. L'axe des absisses représente
le nombre d'itérations (×102).




Fig. 4.24  Résultats de segmentation 3-D sur des volumes TEP. (a) Données origi-
nales. (b) Sur-segmentation fournissant l'ensemble des régions 3-D. () ROI dessinée
par le médein pour la zone nérosée (NpT). (d) Régions séletionnées pour NpT.
(e) ROI dessinée par le médein pour la zone ative (ApT). (f) Régions séletionnées
pour ApT.











Evolution of different statistics
Iteration
Fig. 4.25  Evolution de diérentes statistiques durant le reuit simulé : erreur
globale (Err), nombre de voxels appartenant à la ROI qui ne sont pas trouvés (NF)
et nombre de voxels n'appartenant pas à la ROI mais identiés omme tel (FF).
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Chapitre 5
Bilan et perspetives
Dans e doument de synthèse qui présente des reherhes menées sur une période
de douze années, il n'en gure toutefois pas l'intégralité omme l'étude en ours sur
l'analyse et le ltrage des signaux d'impédanemétrie ardiaque (ICG) ou les études
menées sur la aratérisation des textures insensible aux hangements d'orientation
et d'éhelle. Il s'agit pourtant de projets faisant appel à des outils théoriques forts
intéressants tels que les algorithmes adaptatifs (LMS pour Least-Mean-Square ou
RLS Reursive Least-Squares), que j'avais eu l'oasion d'aborder durant mon
Dotorat, ou la transformée de Fourier généralisée en l'ourrene sur le groupe des
similitudes (translations, rotations et hangements d'éhelle). Il faut bien faire des
hoix ...
Comme elui d'avoir présenté les reherhes menées sous l'angle de la modélisa-
tion : séletion de modèles, modèles de distributions de proessus i.i.d. et modèles
pour dérire des strutures spatiales. D'autres hoix auraient pu être faits omme
partir de la aratérisation des textures. En eet, durant mon Dotorat, ayant abordé
les textures en niveaux de gris, il était possible de développer tous les thèmes que
je n'avais pas pu alors aborder : il faut pouvoir hoisir un support de prédition
don aller vers les outils de séletion de modèles ; de la texture en niveaux de gris
étendre les travaux à la texture ouleur ; les premiers résultats de segmentation
d'images texturées qui apparaissent dans la thèse montrent des imperfetions que
l'on veut pouvoir résoudre en prenant en ompte des informations géométriques et
topologiques sur les régions ; de la aratérisation de textures, on peut avoir envie
d'étendre ses travaux vers la aratérisation des signaux
1
, des volumes, ...
Un autre angle d'approhe aurait pu être l'estimation : ritères d'information
pour estimer l'ordre d'un modèle, algorithmes itératifs omme l'EM ou l'ICM, al-
gorithmes d'optimisation stohastiques ave les méthodes MCMC (dynamiques de
Metropolis-Hastings et Metropolis-Hastings-Green, éhantillonneur de Gibbs), algo-
rithmes adaptatifs, ...
Pour faire ourt, les résultats prinipaux apparaissant dans e doument peuvent
se résumer en quelques lignes :
 la mise en évidene de la pertinene du ritère d'information ϕβ qui ore la
possibilité d'être réglé par apprentissage de β et ela quelque soit le problème
de séletion de modèles pour lequel il est possible d'érire un ritère d'informa-
1
Je n'ai d'ailleurs pas présenté une étude ommenée sur les sons, et plus partiulièrement eux
produits par les orgues, qui sont des proessus non-stationnaires.
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tion, possibilité qui a été illustrée dans divers ontextes appliatifs (supports
de prédition linéaire et dimension du modèle utilisé pour les inétiques de
V˙ O2).
 Une méthode d'estimation d'histogrammes pour dérire de manière non-paramé-
trique la distribution d'éhantillons et son utilisation en reonnaissane de lois
supervisée dans un ontexte de anaux de transmission.
 Une méthode dite omparative desendante permettant de trouver la meilleure
ombinaison des paramètres pour dérire les données étudiées sans avoir à tes-
ter toutes les ombinaisons, illustrée sur l'obtention de supports de prédition
linéaire 1-D et 2-D.
 La mise en plae de stratégies de hoix de modèles par rapport à des ontextes
variés omme l'imagerie TEP et les lois de mélange de Gauss et de Poisson ou
les espaes ouleur et les lois de mélange gaussiennes multidimensionnelles.
 L'exploration des modèles de prédition linéaire vetorielle omplexe sur les
images représentées dans des espaes ouleur séparant l'intensité lumineuse
de la partie hromatique et l'usage qui peut en être fait en aratérisation de
textures an de les lassier ou de segmenter les images texturées ouleur.
 Des apports en segmentation d'images texturées : optimisation d'une méthode
de segmentation non-supervisée d'images texturées en niveaux de gris ; une
nouvelle méthode supervisée de segmentation d'images texturées ouleur ex-
ploitant les espaes ouleur psyhovisuels et les erreurs de prédition linéaire
vetorielle omplexe.
 Une méthode de segmentation 3-D haut-niveau exploitant le formalisme des
proessus pontuels qui permet de prendre en ompte des informations géo-
métriques et topologiques sur le hamp des régions introduites dans l'énergie
de Gibbs du proessus.
 L'illustration des méthodes MCMC dans des ontextes divers omme l'estima-
tion de paramètres, l'obtention de segmentations ou la simulation de proessus.
Peut-être que j'oublie ertains points importants ii ('est le danger de e genre
de résumés). Je voudrais néanmoins insister sur l'importane de la démarhe de
validation statistique des méthodes proposées en partant de données simulées (ou
non), dont on onnait la vérité de terrain (ou pas) et qui inlue la omparaison aux
méthodes existantes en terme de performanes. Il s'agit souvent d'une étape de la
reherhe remplie d'éueils
2
mais qui reste inontournable dans de nombreux as. Je
rois que dans la plupart des travaux présentés dans e rapport, un souis partiulier
a été apporté à ette validation.
Quant aux perspetives, un ertain nombre d'entre elles sont indiquées au l des
pages de e doument. Les reherhes les plus fondamentales sont sans doute elles
qui présentent un intérêt le plus large par rapport à la ommunauté du traitement du
signal et des images ar pouvant s'intégrer dans de nombreux ontextes appliatifs.
Ainsi, la méthode de séletion d'un histogramme à pas variable optimal suivant
les ICs a été développée dans un ontexte de loi univariée. Son extension au as
des lois multivariées pourrait présenter un grand intérêt pour l'imagerie ouleur ou
2
voire très pénible ou déstabilisante quand on n'arrive pas à dépasser les résultats des autres
méthodes réentes. Vu les dérives atuelles du système d'évaluation de la reherhe qui se veut de
plus en plus numérique, des méthodes très prometteuses pourraient d'ailleurs être abandonnées
trop rapidement ar jugées pas assez rentables dans l'immédiat en terme de publiations.
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multianale par exemple.
Nous sommes aussi en train de travailler sur la séletion du meilleur ensemble
d'attributs pour dérire une forme, à l'aide de la méthode omparative desendante
présentée dans le hapitre 2, que e soit dans un ontexte de desription paramétrique
ou non-paramétrique des distributions des attributs. De nombreuses appliations
néessitant la reonnaissane d'une forme, d'une texture d'un objet, d'un son ... en
signal et en image pourraient être optimisées grâe à ette méthode.
Un autre thème porteur onsiste à développer des modèles présentant une partie
déterministe et une partie aléatoire omme la déomposition de Wold en analyse
spetrale. Dans e ontexte, nous réalisons atuellement une amélioration de la des-
ription des textures ouleur proposée hapitre 4 ave pour objetif la synthèse de
textures ouleur et une aratérisation robuste à l'orientation et aux hangements
d'éhelle. De manière générale, j'aimerais explorer le ouplage des approhes par
transformées ave l'approhe par modélisation stohastique.
Pour la segmentation des images, qui orrespond à un thème plus appliqué, ma
volonté serait de réaliser une méthode travaillant en plusieurs étapes. La première
étape devrait permettre de séparer rapidement les zones texturées des zones non-
texturées, des pistes existent aujourd'hui ave des outils omme les quaternions.
La deuxième étape devrait permettre d'aner la segmentation des deux zones ave
des algorithmes appropriés. Enn, une étape de regroupement/transformation de
régions pourrait permettre de faire émerger les éléments onstituant l'image (ou
le volume ou la video) étudiée. Bien entendu, là où ela semblerait néessaire, des
informations en lien ave la géométrie et la topologie des régions pourraient être
intégrées faisant le lien ave des préoupations d'autres ommunautés omme elle
des herheurs en informatique graphique. Dans e ontexte, il faudrait pouvoir
proposer des méthodes d'estimation de tous les paramètres ou hyperparamètres
apparaissant dans les modèles envisagés.
Au niveau appliatif, le traitement et l'analyse des signaux et des images pour
le biomédial est un thème sur lequel j'ai beauoup appréié travailler. Mon souhait
serait de ontinuer à travailler dans e domaine sahant que de nombreux autres
domaines appliqués sont suseptibles de m'intéresser omme l'analyse des sons et des
vidéos ouleur, les problèmes inverses, la synthèse de proessus n-D ou la résolution
de problèmes en lien ave les systèmes de téléommuniation (odage, ompression,
...).
Pour nir, les perpetives oertent par l'approhe exploitant la modélisation
stohastique sont vraiment très larges de par les potentialités qu'elle possède pour
développer de nouveaux modèles, de nouvelles méthodes d'estimation grâe entre
autres à l'optimisation stohastique ou des méthode de simulation pouvant s'adapter
à une très grande variété de proessus.
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Annexe A
Algorithmes EM et SEM
Il est présenté dans ette annexe les diérentes implantations des algorithmes EM
et SEM utilisés dans le hapitre 3 pour les lois de mélange gaussiennes, de Poisson
et gaussiennes multidimensionnelles. L'algorithme SEM dans sa version SEMmean
est d'abord présenté ar il est utilisé en étape d'initialisation dans le as multidi-
mensionnel. Pour une présentation plus omplète de es algorithmes, voir [M98℄.
A.1 Algorithme SEM
A.1.1 Loi de mélange gaussien
Dans le as de la loi de mélange gaussienne, xs ∈ R et les densités s'érivent







. Le modèle paramétré s'érit θm = {πr, θr}r∈[[1,m]]
ave θr = {µr, σ2r}, la moyenne et la variane. Au ours de l'étape d'initialisation, les
probabilités onditionnelles d'appartenane de xs à une omposante (notées Pr(xs))
sont initialisées suivant une loi uniforme.




pour r = 1, · · · ,m et s = 1, · · · , N .
• Faire
◮ Etape S : une partition Pi = (P1,i, · · · ,Pm,i) de ∆ est réalisée en attribuant à
haque site s un des omposants du mélange par tirage aléatoire suivant une loi
multinomiale de paramètres (Pr,i (xs) , r = 1, · · · ,m).












◮ S'il existe r ∈ [[1,m]] tel que πr,i < T , alors i = 1, m = m − 1, suppression de la
omposante r par attribution aléatoire de haque site appartenant à la omposante
r à une des omposantes restantes de la loi de mélange, suivant une loi uniforme.
Une nouvelle partition P1 est alors obtenue. Retour à l'Etape M.






, r = 1, · · · ,m et s = 1, · · · , N .
◮ Si (i > iburn) ommener à aluler le modèle moyen, θˆm.
◮ i = i+ 1.
• Jusqu'à e que θˆm onverge.
La onvergene de θˆm est testée à l'aide de la divergene de Kullbak [Bas88℄ qui
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s'érit dans le as de deux lois gaussiennes N1 {µ1, σ21} et N2 {µ2, σ22} :




















A.1.2 Loi de mélange de Poisson





le modèle paramétré s'érit θm = {πr, θr}r∈[[1,m]] ave θr = {µr}, l'intensité moyenne
de la omposante r. L'algorithme SEM a la même struture que pour le as gaussien.
Par ontre, l'initialisation a été implémentée de la manière suivante : i = 1.
m = M . πr,0 =
1
m
. µr,0 = xmin +
r−1
m
(xmax − xmin), r = 1, · · · , m, xmin et xmax,
les valeurs minimum et maximum des intensités. L'étape suivant l'initialisation est
l'étape E.
La divergene de Kullbak entre deux lois de Poisson P1 {µ1} and P2 {µ2} s'érit :





(µ1 − µ2) . (A.2)
A.2 Algorithme EM pour MGMM
Les observations sont maintenant des veteurs xs ∈ Rp et les densités s'érivent :








. Une MGMM a pour modèle para-
métré θm = {πr, θr}r∈[[1,m]] ave θr = {mr,Σr}, le veteur moyen et la matrie de
ovariane de la omposante r.
Pour initialiser l'algorithme EM, nous avons utilisé l'algorithme SEMmean ave
peu d'itérations et en prenant un seuil T = 0 (voir Annexe A.1 mais en étendant
aux as multivarié). Le modèle initial obtenu est noté θm,0 = {πr,0, θr,0}r∈[[1,m]]. Puis,
les deux étapes de l'algorithme EM s'érivent de la manière suivante, en partant de
i = 0 :
 Etape E : Pour s ∈ ∆ et r ∈ [[1, m]], faire le alul de la probabilité de xs






 M-step : Maximisation de la vraisemblane onnaissant Pr,i+1(xs), s ∈ ∆ et


















Pr,i+1(xs) (xs −mr,i+1) (xs −mr,i+1)T. i = i+ 1.
L'objetif de l'étude (voir partie 3.3.2) était de pouvoir implémenter et algo-
rithme ave un nombre de omposantes pouvant aller jusqu'à 40 sur des images
ouleurs et don des données entières. L'algorithme EM ne garantit pas que la ma-
trie de variane restera inversible au ours des itérations. Il sut de prendre un
exemple simple : si une omposante ne ontient que des sites assoiés à une même
valeur entière ou une même ouleur, la matrie de variane alulée sera nulle. Pour
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palier à e problème, nous avons voulu éviter des valeurs nulles sur la diagonale de la
matrie. On suppose que haque plan ouleur est assoié à un pas de quantiation
q dénissant l'éart minimum entre deux valeurs. Pour haque plan, une variane
minimale peut être dénie en supposant que les réalisations sortant de l'intervalle
[µ− q, µ+ q] sont rares e qui peut s'érire : P (|Xs − µ|〈 q) < 0.95. Pour q = 1,
σL = 0.2603.
Dans l'étude menée sur les MGMM, q = 1 pour les trois espaes ouleur utilisés.
Les valeurs minimums des varianes sur la diagonale de la matrie ont été limitées
en valeur inférieure à σL.






> 0.00001 refaire l'étape E.
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Annexe B
Trois espaes ouleur
B.1 Espae ouleur RGB
(a) RGB (b) L*a*b*
Fig. B.1  Espaes ouleur RGB et L*a*b*
L'espae ouleur RGB (voir Fig. B.1) est un espae à trois dimensions assoiées
aux trois ouleurs primaires. Les trois veteurs de base sont : r = [1, 0, 0]T , g =
[0, 1, 0]T et b = [0, 0, 1]T . Une ouleur est dénie par un veteur c = [R,G,B]T ∈
[0, 1]3. RGB n'est pas un espae ouleur uniforme d'un point de vue pereptuel.
B.2 Espae ouleur CIEL*a*b*
B.2.1 Denition
L'espae ouleur L*a*b* (voir Fig. B.1) est un espae ouleur uniforme d'un point
de vue pereptuel. Il exploite une approhe de type HVS (Hue / Value / Saturation)
proposée par la Commision Internationale de l'Elairage (CIE). La transformation
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de RGB vers L*a*b* s'érit : XY
Z
 =










3 − 16 for Y
YW
> 0.008856,


































pour u > 0.008856,
f(u) = 7.787× u+ 16
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pour u ≤ 0.008856
(B.2)
et XW , YW et ZW sont les valeurs CIE XYZ du blan de référene. Dans les études
réalisées, le blan de référene n'est pas onnu pour les diérentes images ouleur
utilisées. Il a été pris les valeurs de XYZ obtenues en prenant R = 1, G = 1 et
B = 1.
B.2.2 Distane psyhovisuelle
Depuis 1976, la CIE reommande deux espaes ouleur uniformes d'un point de
vue pereptuel : l'espae CIE L*a*b* et l'espae CIE L*u*v*. Ces deux espaes
représentent l'information ouleur d'une manière similaire : un axe pour l'intensité
lumineuse (L*) et les deux autres pour la partie hromatique. La première distane
entre ouleurs à avoir été reommandée par la CIE est la distane CIE∆E76 :
∆E76 (x1,x2) =
√
(∆L2 +∆a2 +∆b2) (B.3)
















,∆L = L∗1−L∗2,∆a = a∗1−a∗2 et ∆b = b∗1−b∗2.
En 1994, la CIE reommande l'utilisation d'une nouvelle distane à partir des





















a∗2 + b∗2 et ∆C = C1 − C2. ∆H =
√
∆a2 +∆b2 −∆C2. Pour les arts
graphiques, SL = 1, SC = 1 + 0.045×C1, SH = 1 + 0.015× C1, KL = 1, KC = 1 et
KH = 1.
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 a∗ est réajusté en a′ de manière à orriger la dénition de la saturation C en
C ′ et de la teinte h en h′ :
a′ = (1 +G)a∗, C ′ =
√
a′2 + b∗2 et
h′ =
∣∣∣∣ arctan (b∗/a′) if arctan (b∗/a′) ≥ 0arctan (b∗/a′) + 360◦ if arctan (b∗/a′) < 0










où C = C1+C2
2
est la moyenne de C.
 Dénition des éarts de saturation et de teinte entre deux ouleurs : ∆C ′ =
C ′1 − C ′2, ∆h′ =
∣∣∣∣∣∣
h′2 − h′1 if |h′2 − h′1| ≤ 180◦
h′2 − h′1 + 360◦ if |h′2 − h′1| > 180◦, h′2 ≤ h′1
h′2 − h′1 − 360◦ if |h′2 − h′1| > 180◦, h′2 > h′1
,




















∣∣∣∣ (h′1 + h′2 + 360◦) /2 if |h′2 − h′1| > 180◦(h′1 + h′2) /2 if |h′2 − h′1| ≤ 180◦
SH = 1+0.015C ′T , T = 1−0.17 cos(H ′−30◦)+0.24 cos(2H ′)+0.32 cos(3H ′+















B.3 Espae ouleur IHLS
Fig. B.2  IHLS Color spaes
Un espae ouleur de type HLS (Hue, Luminane, Saturation) a été utilisé à
titre de omparaison ave les espaes RGB et L*a*b*. L'espae IHLS (pour Im-
proved HLS olour spae) [HS02℄ a été hoisi de par ses bonnes propriétés pour
dérire la saturation. La transformation depuis RGB vers IHLS possède une étape
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intermédiaire qui est une transformation linéaire du veteur RGB : YC1
C2
 =

















Y représente l'intensité lumineuse. La teinte (H) et la saturation (S) sont alulées














si C 6= 0 et C2 ≤ 0
360◦ − arccos (C1
C
)
si C 6= 0 et C2 > 0
(B.7)
S =
2C sin (120◦ −H∗)√
3
(B.8)
ave H∗ = H − k × 60◦, k ∈ {0, 1, 2, 3, 4, 5}, de façon à e que 0◦ ≤ H∗ ≤ 60◦.





C1 = C cos(H)
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C.2 Formation et titres universitaires
Nov. 1993 
Janv. 1998
Dotorat de l'Université de Bordeaux I.
Spéialité : Automatique. Mention : Très Honorable.
Titre : Caratérisation de textures par oeients de réexion
2-D - Appliation en lassiation et segmentation.
Interruption d'un an (S. du ontingent).
De. 1995 
De. 1996
Sientique du ontingent à la Soiété Européenne de
Propulsion (SEP - St. Médard en Jalles (33)).
1992 - 1993
DEA de l'Université de Bordeaux I et de l'Eole Nationale
Supérieure en Eletronique et Radioéletriité de Bordeaux
(ENSERB).
Spéialité : Automatique, option traitement du signal et de
l'image. Mention : Bien
1989 - 1992
Diplme d'ingénieur en életronique ENSERB,
option de 3ème année : Tehnologie de l'Image et de la
Communiation.
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C.3 Parours Professionnel
C.3.1 Fontions atuelles et laboratoire d'aetation
Maître de Conférenes à l'Université de Poitiers, UFR Sienes Fondamentales et
Appliquées, poste MCF 0514, setion 61, enseignant au département EEA (Ele-
tronique, Eletrotehnique et Automatique), herheur au laboratoire XLIM-SIC
(Signal, Image, Communiation), UMR CNRS 6172, Université de Poitiers.
C.3.2 Préédente fontion
De septembre 1997 à août 1998 : ATER à l'Eole Nationale Supérieure des Sienes
Appliquées et Tehnologies (ENSSAT - Lannion (22)).
C.4 Enseignements
Au ours de mes 12 années en tant que Maître de Conférenes à l'UFR SFA (sept.
1998 - juin 2010), département EEA, j'ai eu l'oasion de partiiper à plusieurs
lières :
 Génie physiologique et informatique (Gphy - niveaux Ba+3 à Ba+5) et plus
partiulière son option  signal, image, informatique graphique  ou  image-
rie , depuis 1999. Cette lière a été un IUP de 2000 à 2004.
 Les lières du département EEA :
◦ jusqu'en juin 2004 : Liene EEA, maîtrise EEA et DEA T3IA (Traitement
de l'Information : Informatique, Images, Automatique).
◦ de sept. 2004 à juin 2008 : Liene TIS Parours  EEAS  et  Réseaux 
(en ommun ave le département informatique) ; Master STIC Parours F3I
(en ommun ave le département informatique) et RCA.
◦ de sept. 2008 à juin 2010 : Liene ISTI (Informatique, sienes et tehnolo-
gies de l'ingénieur) Parours  EEAS  et  Médias numériques  (en ommun
ave le département informatique) ; Master IT (Informatique, Téléommu-
niation) Parours TMR (Téléommuniation, Multimédia, Réseaux)
 Génie des systèmes industriels (GSI). IUP jusqu'en 2004. J'ai donné des en-
seignements niveaux Ba+3 à Ba+5 dans ette lière jusqu'en 2006-07.
 Liene bio 1ère et 2ème années depuis 2005-06.
 Master 2 Mathématiques spéialité Modélisation Mathématique et Analyse
Statistique (MMAS) en 2009-10.
Dans es diérentes lières, j'ai eu aaire à des prols d'étudiants très variés (de la
liene Bio 1ère année au Master 2 MMAS), e qui a été très enrihissant d'un point
de vue pédagogique, et j'ai partiipé à des lières à orientation plutt profession-
nelle et à orientation plutt reherhe. Mes enseignements peuvent se résumer de la
manière suivante :
 Informatique industrielle :
◦ Systèmes à miroproesseur (jusqu'en 2006-07 ave des répartitions du type
6hC, 4hTD, 16hTP) : niveau Ba+3 (LEEA, Liene TIS, GSI) puis Ba+2
(Liene TIS). Réalisation d'un doument de ours de 50 pages. Réalisation
d'une série de TPs sur miroontrleur de type 68HC12.
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◦ Systèmes  Temps réel  et outils de spéiations (de l'année 2002-03 à
l'année 2005-06 : niveau Ba+4 (MEEA) puis Ba+5 (GSI  10hC, 8hTD,
8hTP). Cours présenté sur 130 diapositives.
◦ Commande de systèmes  Tâhes parallèles (depuis 2008-09) : niveau Ba+3
(Liene ISTI parours  EEAS  et  Médias numériques  - 18hC, 20hTD,
16hTP). Cours présenté sur 300 diapositives. Réalisation d'une série de TPs
sur Labview ave programmation multitâhe et arte d'aquisition en olla-
boration ave Olivier Kihl, moniteur à l'Université de Poitiers.
◦ Programmation en langage C : niveau Ba+3 (GSI  jusqu'en 2004-05).
Réalisation d'un ours sur diapositives et de plusieurs TPs.
 Traitement du signal et de l'image :
◦ Traitement du signal déterministe : niveau Ba+3 (Gphy depuis 1999-00 
exemple de répartition : 16hC, 10hTD, 16hTP en 2005-06). Réalisation d'un
doument de ours de 60 pages puis d'une série de 186 diapositives.
◦ Traitement du signal aléatoire : niveau Ba+4 (MEEA puis Master STIC et
IT, Gphy option  imagerie  ave par exemple une intervention de 10hC,
8hTD et 8hTP en 2005-06). Réalisation d'un doument de ours de 70 pages
puis d'une série de 217 diapositives. Réalisation d'une série de TPs qui a
donné lieu à une publiation (voir [Ala04℄).
◦ Initiation au traitement informatique de l'image : Liene Bio niveau Ba+1
et Ba+2 (4hTD, 4hTP).
◦ Traitement de l'image : Master 2 Gphy option  imagerie . Autour de 10hC
puis projets tutorés pour mettre en appliation des méthodes de segmenta-
tion d'images par modèles déformables, fuzzy C-mean, . . .
◦ Modélisation stohastique pour le signal et l'image : DEA T3IA puis Master
2 STIC (4hC).
◦ Utilisation des algorithmes stohastiques en image (UE algorithme stohas-
tique) : Master 2 MMAS (6hC, 6hTD, 6hTP). Réalisation d'un doument
de ours de 26 pages ave d'une série de diapositives de 50 diapositives.
J'ai aussi enadré des projets ou des stages sur des niveaux allant de Ba+3 à Ba+5
et réalisé de nombreux sujets de TD.
Chaque année, j'ai eetué de 192 heqTD à 220 heqTD sauf l'année 2007-08 durant
laquelle j'ai eu un CRCT au 2ème semestre.
Enn, au ours de es années, j'ai eu l'oasion d'enadrer des ollègues en Dotorat
ou en poste d'ATER sur des séries de TPs en lien ave ertaines UE que j'ai animées.
C.5 Charges administratives
 Reponsabilités pédagogiques :
◦ Depuis 2004 : Equipe pédagogique de la lière Génie physiologique et infor-
matique de l'UFR SFA, Université de Poiters. Co-responsable du par-
ours  Génie Biomédial  appelé ommunément parours  imagerie 
ave Jean-Noël Rimbert (Professeur) et Philippe Blasi (MdC).
◦ 2004  2006 : Co-responsable ave Lilian Aveneau (MdC) du parours
 Réseaux  de la Liene TIS (Traitement de l'Information et Systèmes)
de l'UFR SFA, Université de Poitiers.
◦ Responsabilités d'UE en
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⋆ Systèmes à miroproesseur (LEEA  IUP GSI).
⋆ Commande de systèmes  Tâhes parallèles (Liene ISTI parours  EEAS 
et  Médias numériques ).
⋆ Aquisition et traitement (L3 Gphy, option  imagerie ) ontenant deux
enseignements : traitement du signal déterministe et traitement de l'image.
⋆ Analyse et transmission des signaux (M1 Gphy, option imagerie) onte-
nant des enseignements en traitement du signal aléatoire, réseaux, om-
pression et reonnaissane de forme.
 Ations en lien ave la ommuniation :
◦ Gestion de la ommuniation du département EEA (Années 2000-01 et 2001-
02) ave Louis Gay, PRAG, ave, entre autres ations, la partiipation à la
réalisation d'une plaquette.
◦ Membre de la ommission ommuniation de l'UFR SFA (Années 2002-03 et
2003-04).
◦ Partiipation à de nombreuses journées en lien ave la présentation des for-
mations.
C.6 Ativités " d'animation de la reherhe "
 Co-organisateur ave Christian Olivier, Prof. Univ. Poitiers, de la Jour-
née  Séletion de modèles  (11/06/09) dans le adre des Journées de
Probabilités 2009 qui se sont déroulées à Poitiers du 8 au 12 juin 2009.
 Guest Editor ave Christine Fernandez de 2 numéros spéiaux de la re-
vue CMB en lien ave les travaux présentés lors du Workshop  Biomedial
Signal and Image Proessing . La publiation de es 2 numéros a nées-
sité de mener à terme un proessus de Peer Review pour 16 artiles ave 2
releteurs par artile.
 Co-organisateur ave Christine Fernandez du Workshop  Biomedial
Signal and Image Proessing  dans le adre de la onférene Internatio-
nale Cellular & Moleular Biology (CMB) en 2005.
 Responsabilités sientiques :
◦ Responsabilité de la partie  traitement de signal  dans un projet REI
(Reherhe Exploratoire et Innovation) DGA sur l'amélioration de
la tehnique d'impédanemétrie pour la mesure du débit ardiaque (nan-
ement d'environ 240 keuros sur 3 ans à partir de n 2007). Ce projet a
donné lieu à une ollaboration ave une entreprise (EMKA Tehnologies) et
à l'enadrement d'une thèse CIFRE (Olivier Dromer).
◦ Co-Responsable à l'Ation Conertée Initative (ACI) 2007 de l'Uni-
versité de Poitiers  Optimisation de la représentation de l'information à
partir d'outils probabilistes : Aspets théoriques et Appliations . Cette
ACI était ommune aux laboratoires XLIM-SIC et au LMA (Laboratoire de
Mathématiques et Appliations) de l'Université de Poitiers.
◦ Dans le adre du Plan Pluri Formation Géométries  Images  Commu-
niations (PPF GIC) regroupant les Universités de Limoges, Poitiers, La
Rohelle, Orléans et Tours, partiipation à 2 ations :  Codage et me-
sure de l'information  (organisation d'une Journée en juin 2008), et  Mise
au point d'outils d'analyse d'images en médeine et biologie  (organisation
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d'une Journée en 2008).
◦ Dans le adre du Ple Régional de Reherhe en Image, Données et Systèmes
(Fédération PRIDES) : animation du GT  Textures n-D et ouleur  et du
GT  Mesure de l'information .
 Commissions de spéialistes :
◦ 1999  2001 : Membre suppléant de la ommission de spéialistes 61ème
setion à Poitiers.
◦ 2001  2003 : Membre suppléant de la ommission de spéialistes 61ème
setion à Rouen.
C.7 Ativités d'enadrement
C.7.1 Thèses de Dotorat























Thèses soutenues (ou prohainement soutenues)
M. Imtnan Ul-Haque Qazi,  Luminane-Chrominane linear predition models
for olor textures : an appliation to satellite image segmentation . Thèse de Do-
torat de l'Université de Poitiers, soutenue le 01/07/2010.
Co-enadrants : C. Fernandez-Maloigne, Prof. Univ. Poitiers, et J.-C. Burie, MdC.
Univ. La Rohelle.
M. Guilhem Coq,  Utilisation d'approhes probabilistes basées sur des ritères
entropiques pour la reherhe d'informations sur supports multimédia . Thèse de
Dotorat de l'Université de Poitiers, soutenue le 05/12/2008.
Co-enadrants : C. Olivier, Prof. Univ. Poitiers, et M. Arnaudon, Prof. Univ. Poi-
tiers.
Mlle Azza Ouled-Zaid,  Amélioration des performanes des systèmes de om-
pression JPEG et JPEG2000 . Thèse de Dotorat de l'Université de Poitiers, sou-
tenue le 20/12/2002.
Co-enadrants : C. Olivier, Prof. Univ. Poitiers, et F. Marmoiton, MdC Univ. Poi-
tiers (atuellement Ingénieur de Reherhe à Clermont-Ferrand).
Thèses en ours
M. Olivier Dromer,  Développement d'une tehnique ambulatoire de mesure
du débit ardiaque . Thèse de Dotorat de l'Université de Poitiers, n prévue en
2010.
Co-enadrants : C. Fernandez-Maloigne, Prof. Univ. Poitiers, et O. Bernard, MdC.
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Univ. Poitiers.
M. Samuel Burg.  Segmentation 3D d'images sintigraphiques ave validation
sur simulations très réalistes GATE . Thèse de Dotorat de l'Université de Poi-
tiers, n prévue en 2010.
Co-enadrants : E. Andres, Prof. Univ. Poitiers, et P. Blasi, MdC. Univ. Poitiers.
Samuel Burg est Pratiien Hospitalier dans le servie de médeine nuléaire de l'h-
pital Bihat.




















M. Williams W. Wanda
Fév. 2003 Juillet 2003
50%





Fév. 2001 Juillet 2001
50%
M. Pasal Bourdon











Jin Zhan,  Validation d'une méthode entropique d'identiation de modèles sta-
tistiques , Master TMR (Teleom, Multimedia et Réseaux), Sept. 2010.
Laurent Vervueren,  Intégration d'a priori anatomiques, géométriques, et topo-
logiques dans la segmentation 3-D d'images TEP 18FDG , Rapport de DEA SIBM
(Signaux et Images en Biologie et Médeine), Sept. 2007.
Aymen Lakdhar,  Optimisation des desripteurs de Fourier-Mellin appliqués aux
images et aux densités spetrales des textures , Rapport de n d'étude d'Ingénieur
Informatique, ENSI de Tunis, Sept. 2007.
Co-enadrant : C. Olivier, Prof. Univ. Poitiers.
Williams Wandji Wanda,  Proessus gaussiens ouleur  appliation à la seg-
mentation par modèle de mélange , Rapport de Master reherhe STIC (Sienes
et Tehnologies de l'Information et de la Communiation), Sept. 2006.
Ony Niaina Razamandanona,  Extration des zones texturées d'une image à
l'aide de la arte topologique , Rapport de DEA T3IA (Traitement de l'Informa-
tion : Informatique, Images, Automatique), Université de Poitiers, Juillet 2003.
Co-enadrant : Guillaume Damiand, MdC Univ. Poitiers.
C. Bihoreau,  Intégration d'informations topologiques sur les régions d'une image
dans une méthode de segmentation markovienne semi-supervisée , Rapport de DEA
T3IA (Traitement de l'Information : Informatique, Images, Automatique), Univer-
sité de Poitiers, sept. 2002.
Co-enadrant : Guillaume Damiand, MdC Univ. Poitiers.
Pasal Bourdon, Segmentation de régions par approhes stohastiques et alul
de artes de frontières , Rapport de DEA T3IA (Traitement de l'Information :
Informatique, Images, Automatique), Université de Poitiers, Juillet 2001.
C.8. REFEREES ET RAPPORTS 131
Co-enadrant : Guillaume Damiand, MdC Univ. Poitiers.
Azza Ouled-Zaïd,  Codage et ompression d'images xes par transformées or-
thogonales DCT et Ondelettes , Rapport de DEA Instrumentation et ommande
pour les systèmes de vision option Image, Université de Rouen, Juillet 1999.
Co-enadrant : C. Olivier, Prof. Univ. Poitiers.
Sébastien Lefèvre,  Elaboration et validation d'un outil automatique de segmen-
tation et de reonstrution volumique sur imagerie IRM de tumeurs érébrales ,
Rapport de DEA Contrle des systèmes de l'Université de Tehnologie de Com-
piègne, sept. 1999.
Clarisse Ramananjarasoa,  Analyse et synthèse de textures par la méthode de
déomposition de Wold 2-D , Rapport de stage DESS de Mathématiques Appliqués
(Univ. de Provene, Univ. de Luminy), sept. 1997.
Co-enadrant : Mohamed Najim, Prof. Bordeaux.
C.8 Referees et rapports
C.8.1 Referees
Partiipations aux omités de leture :
 de revues : Pattern Reognition Letters, IEEE PAMI, Tehnique et Siene
Informatique.
 de onférenes : Taima 07, SITIS 08, SITIS 09, SITIS 10, IEEE ICIT 09,
CIARP 10.
C.8.2 Rapports
 Eriture d'un des deux rapports sur la thèse  Méthodes mathématiques en
traitement du signal pour l'estimation spetrale  soutenue le 21/12/2006 par
Rami Kanhouhe, ayant pour direteur de thèse Abdelatif Seghier, MdC HDR.
Ce rapport a été érit sous le ontrle de Christine Fernandez-Maloigne, Prof.
Univ. Poitiers.
 Partiipations à des jury de DEA et de Master 2 reherhe en tant que rap-
porteur et/ou examinateur.
C.9 Ativités internationales
 Chargé des relations internationales du laboratoire XLIM-SIC depuis Sep-
tembre 2010.
 Aueil de herheur étranger :
◦ Ahmed Moussa, Laboratoire des Tehnologies Innovantes de l'ENSA Tan-
ger, Enseignant-Cherheur, Maro : séjour de 3 mois à XLIM-SIC nané
par la région Poitou-Charentes sur le programme d'invitation de herheurs
étrangers, du 25/04/09 au 25/07/09.
 Aueil en stage d'étudiants de nationalités étrangères :
◦ Najd Lamiae (04/01/10  04/02/10). Fin d'étude ingénieur. Finanement :
INRIA.
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◦ Fatima Ghazi (22/11/08  22/12/08). Dotorante, Maro. Finanement :
INRIA.
◦ Aymen Lakdhar (Avril 2007  Sept. 2007). Stage de n d'étude, Eole d'in-
génieur. Tunisie.
 Responsable à l'Université de Poitiers d'un aord de oopération (sept. 2009)
entre l'UFR SFA de l'Université de Poitiers et l'Eole Nationale des Sienes
Appliquées (ENSA) Tanger de l'Université Abdelmalek Essaâdi, Maro. Cet
aord de oopération fait apparaître des ations ommunes en enseignement
et en reherhe sous forme d'éhanges, de o-tutelles de thèses et de montage
de formations en o-diplomation.
 Montage d'un projet de reherhe Volubilis (Egide Maro) en 2010, intitulé
 Développement de Modèles Stohastiques et Statistiques pour les Sienes
de la Vie et de la Santé (DEMOD)  dans lequel gure la proposition de
deux o-tutelles de thèse entre des enseignants-herheurs de Tanger et Rabat
et des herheurs et enseignants-herheurs d'XLIM-SIC, Poitiers, de l'IPBC,
Poitiers et de l'INRIA Sophia-Antipolis Méditerranée.
C.10 Relations ave le monde industriel ou soio-
éonomique
 EMKA Tehnologies (depuis 2006)
Mise au point d'un système ambulatoire de mesure de débit ardiaque par la
tehnique de l'impédanemétrie. Dans e ontexte, une thèse CIFRE a démarré
novembre 2006 sur le ltrage des signaux d'impédanemétrie. Ce projet est nané
à l'aide d'un ontrat DGA REI (Reherhe Exploratoire Innovante).
 Institut Français du Pétrole (IFP - n 2002 à début 2005)
L'objetif de notre ollaboration était la réalisation d'un logiiel permettant l'ex-
tration automatique des horizons et des failles dans un blo géologique ei en vu
d'aider les géologues dans leur étude du sous-sol pour la prospetion pétrolière.
Un logiiel nommé  GeomDetet  a été développé.
 Institut Universitaire de Santé Publique de Poitiers (n 2003  n
2006)
Cette ollaboration avait pour objetif la réalisation d'un logiiel permettant
l'analyse statistique, à l'aide des haînes de Markov, du parours thérapeutique
de patientes atteintes d'un aner du sein.
 Advestigo (n 2003  début 2006)
Après sa thèse, Clarisse Ramananjarasoa (voir partie C.7.2) est allée travailler
hez Advestigo. Notre ollaboration sur la aratérisation de textures s'est pour-
suivie dans le but de réaliser une méthode de lassiation automatique de tex-
tures robuste à l'orientation et à l'éhelle exploitant la déomposition de Wold
2-D ainsi qu'une méthode de segmentation d'images texturées.
 CHU de Poitiers (période me onernant : début 99  n 2001)
Le projet avait pour objetif le suivi de tumeurs solides à partir d'IRM érébrales.
L'évolution de la prise en harge thérapeutique des tumeurs malignes a permis
une amélioration des taux de survie. Néanmoins, l'élaboration de la stratégie thé-
rapeutique néessite une évaluation préise du volume et des extensions tumorales
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an de réaliser un suivi dans le temps. De nombreuses équipes de reherhe en
analyse d'images tentent ainsi de mettre au point des tehniques automatiques
de détetion et de quantiation des volumes tumoraux. Les méthodes atuel-
lement utilisées, d'analyse et de suivi des ontours des tumeurs sont en général
insusantes ar elles ne permettent pas de reéter les hangements à l'intérieur
des tissus. Aussi, elles sont insusantes pour la quantiation du volume des
tumeurs érébrales. L'appliation de nouvelles méthodes de segmentation aux
données multispetrales IRM devait permettre une meilleure diéreniation des
tissus sains et pathologiques et l'élaboration d'outils plus performants pour quan-
tier les volumes tumoraux et de qualier leur texture, de façon à les assoier à
des  lasses  d'évolution possible. En e qui onerne les premiers résultats de
ette étude, il faut se référer aux publiations [C12,C17℄ (voir Annexe D).
 Réalisation d'un logiiel pour la SEP (Soiété Européenne de Pro-
pulsion) (De. 95 à De. 96 en tant que S. du ontingent)
A partir de reherhes menées au sein de l'Equipe Signal et Image de Bordeaux
dans laquelle j'ai eetué mon Dotorat, e logiiel devait permettre de mesurer
l'anisotropie de matériaux à partir d'images numériques obtenues par mirosopie
életronique à transmission. L'objetif du projet de reherhe en ollaboration
ave la SEP était de séparer des ensembles d'images en trois lasses distintes. An
de répondre à e besoin onret, j'ai appliqué diretement un ensemble d'attributs
texturaux issu de mes travaux de thèse ar le problème pouvait se ramener à un
problème de lassiation de textures. En guise de omparaison, une méthode
plus  traditionnelle  basée sur l'étude de la Densité Spetrale de Puissane
(DSP) des images de matériaux a été aussi expérimentée. Les deux méthodes ont
donné des résultats satisfaisants et ont donné lieu à des publiations [C36,C37℄
(Annexe D.4.3).
C.11 Collaborations
 La ollaboration sientique ave Ahmed Moussa, Laboratoire des Tehno-
logies Innovantes de l'ENSA Tanger, Maro, débutée en 2008, a donné lieu
à :
◦ deux séjours d'étudiants maroains à Poitiers.
◦ la réalisation de publiations ommunes (voir Annexe D) : 2 revues inter-
nationale (Pattern Reognition) [R1℄, 1 onférene internationale [C1℄. En
ours de soumission : 1 revue internationale (IJCV), 1 onférene interna-
tionale (IEEE ICIP), 2 papiers en onférene franophone ave omité de
leture (CARI).
 Collaborations sientiques autour des méthodes de segmentation 2-D et 3-
D (voir Chapitre 4) :
◦ Radu Stoia, MdC, Lab. Painlevé, UMR CNRS 8524, Univ. Lille.
◦ Guillaume Damiand, Cherheur CNRS, LIRIS, UMR CNRS 5206, Lyon
(aniennement MdC au laboratoire XLIM-SIC).
◦ Eri Andres, Prof., responsable équipe  Informatique Graphique , Lab.
XLIM-SIC, UMR CNRS 6172, Univ. Poitiers.
 Collaboration sientique autour des méthodes de séletion de modèles (voir
Chapitre 2) :
134 ANNEXE C. CURRICULUM VITAE
◦ Mar Arnaudon, Prof., Lab. LMA, UMR CNRS 6086, Univ. Poitiers.
◦ Christian Olivier, Prof., Lab. XLIM-SIC, UMR CNRS 6172, Univ. Poitiers.
 Collaboration sientique sur les signaux physiologiques (voir Chapitre 3) :
◦ Olivier Bernard, MdC, LAPHAP, EA 3813, Univ. Poitiers.
 Collaboration sientique sur les textures ouleur (voir Chapitre 4) :
◦ Christine Fernandez-Maloigne, Prof., Lab. XLIM-SIC, UMR CNRS 6172,
Univ. Poitiers.
◦ Jean-Christophe Burie, MdC, Lab. L3I, EA 2118, Univ. La Rohelle.
◦ N. Vandenbrouke, MdC, Lab. LAGIS, UMR CNRS 8146, Univ. Lille 1 :
ériture d'un hapitre sur les desripteurs de texture pour un projet de livre
sur l'imagerie ouleur aux Editions Hermès.
◦ Une onvention de partenariat a été établie en 2010 ave le laboratoire de
Mathématiques Informatique et Appliations (LAMIA) de l'Université des
Antilles et de la Guyane autour de la segmentation d'images multianales
prises par les satellites IKONOS, QuikBird et Spot. Un papier en onférene
internationale (ICIP) a été soumis.
 Collaboration ave l'Equipe Signal Image, Bordeaux, autour de la thèse de
Clarisse Ramananjarasoa,  Modélisation paramétrique de proessus stohas-
tiques bidimensionnels : étude de la stabilité des proessus autorégressifs bi-
dimensionnels et des modèles fondés sur la déomposition de Wold , thèse
soutenue le 16 otobre 2002.
Le travail de thèse de Clarisse se déompose en 2 parties : la première présente
un résultat théorique onernant la stabilité des ltres numériques 2-D par
le biais d'une représentation en treillis du modèle AR 2-D [R8℄ et la seonde
onerne l'estimation des paramètres de la déomposition de Wold 2-D d'un
hamp aléatoire [C14℄ (voir Annexe D)
 Projet Trilion (période me onernant : début 99  début 2002)
Le travail sur le thème du odage  ompression (f. thèse de Azza Ouled-
Zaïd) entrait en partie dans le adre d'une ollaboration, appelée TRILION,
pour TRansmission d'Images par LIaison IONosphérique, entre le Laboratoire
SIC et le Laboratoire Strutures Rayonnantes et Radioommuniations du
professeur Bertel de l'Université de Rennes I. Celui-i s'oupait de l'aspet
Traitement d'Antennes du projet. La partie réalisation industrielle était faite







répartis sur deux livres du Traité IC2, Hermès,
traduits ensuite hez ISTE, Wiley.
2 Chapitres en ours de réalisation.
Numéros de revues en tant
qu'éditeur assoié
2
Conférenes internationales 26 dont une onférene invitée.
Conférenes franophones
ave omité de leture
14 dont 4 GRETSI, 1 CORESA, 2 CARI, 2
TAIMA.
Communiations orales
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D.1 Revues internationales ave omité de leture
[R1] I.-U.-H. Qazi, O. Alata, J.-C. Burie, A. Moussa, C. Fernandez-Maloigne, "Choie of
a pertinent olor spae for olor texture haraterization using parametri spetral
analysis". Pattern Reognition, Vol. 44, pp. 16-31, 2011.
[R2] I.-U.-H. Qazi, O. Alata, J.-C. Burie, C. Fernandez-Maloigne, "Colour Spetral Analy-
sis for Spatial Struture Charaterization of Textures in IHLS Colour Spae". Pattern
Reognition, Vol. 43, n° 3, pp. 663-675, 2010.
[R3] C. Pereira, G. Coq, Xiang Li, Y. Pousset, C. Olivier, O. Alata, R. Vauzelle, M.
Arnaudon, P. Combeau, "Appliation of information riteria for the seletion of the
statistial fast fading model of the radio mobile hannel". Int. Journal of Eletronis
and Communiations, Volume 64, pages 521-530, 2010.
[R4] O. Alata, L. Quintard, "Is there a Best Color Spae for Color Image Charateriza-
tion or Representation based on Multivariate Gaussian Mixture Model ?". Computer
Vision and Image Understanding, Volume 113, Number 8, pages 867-877 - August
2009.
[R5] O. Alata and O. Bernard, " Parameter estimation and Order seletion for an empirial
model of on-kinetis ", Cellular and Moleular Biology, speial issue on " Biomedial
Signal and Image Proessing ", vol. 53, no. 2, pages 11-21, 2007.
[R6] O. Bernard, O. Alata and M. Franaux, " On the modeling of breath-by-breath oxygen
uptake kinetis at the onset of high-intensity exerises : Simulated Annealing versus
GRG2 method ", Journal of Applied Physiology, Volume 100, pages 1049-1058, Marh
2006.
[R7] O. Alata and C. Ramananjarasoa, " Unsupervised Textured Image Segmentation
using 2-D Quarter Plane Autoregressive Support with Four Predition Support ",
Pattern Reognition Letters, volume 26, pp. 1069-1081, 2005.
[R8] O. Alata, M. Najim, C. Ramananjarasoa and F. Turu, " Extension of the Shur-Cohn
Stability Test for 2-D AR Quarter-Plane Model ", IEEE Transations on Information
Theory, Vol. 49, no. 11, pp. 3099-3106, November 2003.
[R9] O. Alata and C. Olivier, " Choie of a 2-D Causal Autoregressive Texture Model using
Information Criteria ", Pattern Reognition Letters, Vol. 24, no. 9-10, pp. 1191-1201,
June 2003.
[R10] A. Ouled-Zaïd, C. Olivier, O. Alata and F. Marmoiton, "Transform Image Coding
with Global Thresholding : Appliation to baseline JPEG", Pattern Reognition Let-
ters, vol. 24, no. 7, pp. 959-964, April 2003.
D.2 Numéros de Revues en tant qu'éditeur
[E1] Alata O., Fernandez-Maloigne C., Cellular andMoleular Biology, Volume 52, Number
6 - May 2006 : "Speial issue on Biomedial Signal and Image Proessing - volume
1".
[E2] Alata O., Fernandez-Maloigne C. Cellular and Moleular Biology, Volume 53, Number
2 - Marh 2007 : "Speial issue on Biomedial Signal and Image Proessing - volume
2".
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D.3 Chapitres dans des ouvrages sientiques
[L1] Olivier C., Alata O., Optimisation in Signal and Image Proessing, Chapter 4. ISTE,
Wiley, pages 79-110 - July 2009.
[L2] Cariou C., Alata O., Le Caille J.-M., Two-dimensional Signal Analysis, Chapter 1
"Basi elements of 2-D signal proessing". ISTE, Wiley, pages 17-64 - April 2008.
[L3] Alata O., Cariou C., Two-dimensional Signal Analysis, Chapter 2 "2-D linear stohas-
ti modeling". ISTE, Wiley, pages 65-114 - April 2008.
[L4] Cariou C., Rouquette S., Alata O., Two-dimensional Signal Analysis, Chapter 3 "2-D
spetral analysis". ISTE, Wiley, pages 115-174 - April 2008.
[L5] C. Olivier et O. Alata, Traité IC2, sous la oordination de Patrik Siarry, " Optimisa-
tion en traitement du signal et de l'image ", hapitre 4 " Les Critères d'information :
Exemples d'appliations en Traitement du Signal et des Images ", Hermès, Paris,
2007.
[L6] C. Cariou, O. Alata et J.-M. Le Caille, Traité IC2, sous la oordination de René
GARELLO, " Traitement du signal bidimensionnel ", hapitre 1 " Eléments de base
de l'analyse du signal 2-D ", Hermès, Paris, 2001.
[L7] O. Alata et C. Cariou, Traité IC2, sous la oordination de René GARELLO, " Traite-
ment du signal bidimensionnel ", hapitre 2 " Modélisation stohastique linéaire 2-D
", Hermès, Paris, 2001.
[L8] C. Cariou, S. Rouquette et O. Alata, Traité IC2, sous la oordination de René GA-
RELLO, " Traitement du signal bidimensionnel ", hapitre 3 "Analyse spetrale 2-D
", Hermès, Paris, 2001.
[L9] J. Angulo, S. Lefèvre, O. Lezoray et O. Alata, Traité IC2, sous la oordination de
hristine Fernandez, " Imagerie ouleur numérique : avanées et perspetives ", ha-
pitre "Représentation et traitement ouleur dans des espaes polaires intensité, teinte
et saturation ", Hermès, en ours de nalisation.
[L10] N. Vandenbrouke, O. Alata, C. Leomte, A. Porebski et I. Qazi, Traité IC2, sous
la oordination de hristine Fernandez, " Imagerie ouleur numérique : avanées et
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tives ", hapitre "Desripteurs de textures ouleur ", Hermès, en ours de
nalisation.
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D.4.1 Conférenes internationales ave omité de leture
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es", 11th Congress
of the International Colour Asso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for the Segmentation of 3-D Magneti Resonane Brain Images ", in Pro. IEEE ICIP
2001, pp. 1047-1050.
[C14] A. Ouled-Zaïd, C. Olivier, F. Marmoiton and O. Alata, "Transform Image Coding
with Global Thresholding : Appliation to Baseline JPEG", in Pro. IEEE-SIBGRAPI
2001, Borges and Wu ed., Florianopolis (Brazil), pp 164-171, Ot. 2001.
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DCT Disrete Cosine Transform
d.d.p. Densité de Probabilité
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trale de Puissane
DPNS Demi-Plan Non Symétrique
EM Expetation Maximization




i.i.d. Indépendemment et Identiquement Distribué
IRM Imagerie par Résonan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JPEG Joint Photographi Expert Group
L Luminane (intensité lumineuse)
MAP Maximum a Posteriori
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MCMC Monte Carlo Markov Chain
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ription Length
MV Maximum de Vraisemblane
PSNR Peak SNR
QPp Quart de Plan p, p = 1, 2, 3, 4
RGB Espae 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SNR Signal to Noise Ratio ou taux de signal à bruit
TEP Tomographie par Emission de Positrons
TFD2-D Transformée de Fourier Disrète 2-D
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