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Abstract
In power electronics, the switched converter plays a fundamental role in the effi-
cient conversion and dynamical control of electrical energy. Due to the switching
operation of these systems, overlaid disturbances come into existence in addition to
the desired behavior of the variables, causing deviations in the current and voltages.
From a control perspective, these disturbances are of no interest since they can-
not be compensated. They can even alter the measurements given to the control
system, affecting its behavior. Furthermore, during the control design, averaged
models are often used, by which the switching operation is somehow disregarded.
They consider instead the average behavior of the system variables. Thus, it is
essential that the measuring setup provides a measurement of the average value
to the control system. To accomplish this goal, there are in practice different
approaches. For example, the disturbances originated by the switching operation
can be either suppressed using an analog or digital filter, or the sampling of the
variables can be carried out in a suitable manner, synchronous to the carrier of
the modulation method. Unfortunately, the use of filters adds an extra phase shift
or delay to the control loop, reducing its dynamical performance. Moreover, the
synchronous sampling method provides a good approximation of the average value
only if certain conditions are met, otherwise a distortion due to aliasing takes place.
A method is developed in this work to predict, in every switching cycle, the
average value of the system variables in a switched power converter. In this con-
text, the work presents an alternative method to carry out the measurement of
the average value, avoiding the principal drawbacks of the standard measuring
methods. To achieve this, a suitable model of the converter is used, incorporating
the modulation method and the type of analog-to-digital converter, either a con-
ventional sample-and-hold or a sigma-delta converter. The measurement given by
the analog-to-digital converter is used to predict the time behavior of the system
variables during the present switching period and then to evaluate its average value,
before the period is completed. The method allows to obtain simultaneously the
average value of currents and voltages, to get rid of the delay introduced by filtering,
and to avoid the drawback of sampling in the measurement, i.e. aliasing.
In this work, an overview of the standard measuring methods for switched power
converters is first presented. The problematics that arise from the sampling process
are also discussed. Next, the theoretical grounds of the method are developed and
the tools needed to implement it are derived. To illustrate its applicability, the
method is used first in DC-DC converters, where the case of the buck converter is
analyzed in detail. Similarly, the method is applied to a three-phase two-level volt-
age source converter. In both cases, simulation results and experimental verification
are presented for different operational modes. The usage of the method in open
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and closed loop is discussed, and its effect in the system behavior is shown. The
performance of the prediction method is contrasted with other standard measuring
methods.
ii
Kurzfassung
Im Bereich Leistungselektronik spielen geschaltete Stromrichter eine wichtige Rolle
bei der effizienten Umwandlung von Energie und der Regelung der elektrischen Sy-
stemgrößen. Aufgrund des geschalteten Betriebs dieser Systeme entstehen prinzipbe-
dingt dem mittleren Verhalten der Systemvariablen überlagerte, charakteristische
Störungen, die von der Schaltfrequenz abhängig sind und nicht vom Regelungs-
system beseitigt werden können. Diese können sogar die an das Regelungssystem
bereitgestellten Variablen, aufgrund der Abtastung, verfälschen und somit die Eigen-
schaften der elektrischen Größen negativ beeinflussen. Meist werden diese Störungen
beim Entwurf von Reglern nicht betrachtet, indem gemittelte Modelle verwendet
werden. Diese Modelle beschreiben stattdessen das mittlere Verhalten der System-
variablen. Demzufolge besteht eine fundamentale Aufgabe der Messeinrichtung
darin, den Mittelwert der zu messenden Systemvariablen für das Regelungssystem
bereitzustellen. Dazu gibt es in der Praxis unterschiedliche Vorgehensweisen. Die
charakteristischen Störungen können beispielsweise durch analoge oder digitale
Filter unterdrückt werden oder die Abtastung kann in geeigneter Weise synchron
zum Trägersignal der Modulation erfolgen. Beide Verfahren besitzen jedoch je-
weils Nachteile. Leider entstehen durch die Verwendung von Filtern, aufgrund ihrer
Dynamik, zusätzliche Zeitverzögerungen im Regelungssystem, die das dynamische
Verhalten des geschlossenen Regelkreises beeinträchtigen. Außerdem werden die
Störungen bei Verwendung der synchronen Abtastung aus den Messungen nur un-
ter bestimmten Bedingungen unterdrückt. Werden diese nicht erfüllt, kommt es zu
einer Verfälschung der Messung, die als Alias-Effekt bezeichnet wird.
In dieser Arbeit wird eine Methode zur Prädiktion des Mittelwertes der System-
variablen für geschaltete Stromrichter entworfen. Damit zusammenhängend stellt
die Methode eine alternative Vorgehensweise zur Bereitstellung des Mittelwertes
dar, wobei gleichzeitig wesentliche Nachteile der derzeit häufig verwendeten tech-
nischen Lösungen vermieden werden. Für deren Umsetzung wird ein geeignetes
Modell des Stromrichters verwendet, wobei die durch das Modulationsverfahren
erzeugten Kommutierungen und die Art der verwendeten Analog-Digital Wandler,
entweder Abtast- oder Sigma-Delta-Wandler, betrachtet werden. Die Messdaten aus
dem Wandler werden als Anfangszustand für die Prädiktion des zeitlichen Verlaufs
der Systemvariablen verwendet, wodurch ihr Mittelwert bereits vor dem Ende der
Schaltperiode im Voraus berechnet wird. Daher ermöglicht es die Methode, gleich-
zeitig den Mittelwert von Spannungen und Strömen verzögerungsfrei zu prädizieren,
so dass die Zeitverzögerung von Filtern bzw. der Alias-Effekt, vermieden werden
können.
Die Arbeit stellt eine Zusammenfassung des Stands der Technik von Messverfah-
ren in geschalteten Stromrichtern vor. Außerdem werden ihre Vor- und Nachteile
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diskutiert. Die theoretischen und mathematischen Grundlagen der Methode werden
hergeleitet. Die Anwendung der Methode für DC-DC-Wandler wird anhand eines
Tiefsetzstellers im Detail untersucht. Außerdem wird die Methode auf einen Zwei-
punktstromrichter angewendet. Weiterhin werden verschiedene relevante Aspekte
der Methode untersucht und durch experimentelle Ergebnisse in verschiedenen Be-
triebsmodi verifiziert. Die Anwendung der Methode im offenen und geschlossenen
Regelkreis wird diskutiert und ihre Wirkung auf das Regelungssystem dargestellt.
Das mit der Methode erreichte Verhalten wird mit den häufig verwendeten techni-
schen Lösungen verglichen.
iv
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1. Introduction
1.1. Motivation
Power electronics is a branch of electrical engineering which deals with the con-
version and control of electrical energy. This is carried out with components,
such as inductors, capacitors, resistors, and power semiconductors. Some of these
semiconductors can be actively fully controlled, for example the insulated-gate
bipolar transistor (IGBT) and the metal-oxide-semiconductor field-effect transistor
(MOSFET) and, therefore, they are used as switches to manage the energy flow. To
this end, the fundamental building block of power electronics is the power converter,
which groups these elements according to the type of input and output power used.
Power converters can be mainly classified as: 1) DC-DC converters in which the
input and output are of direct current (DC) type; 2) AC-DC converters in which
the conversion is carried out, depending on the direction of energy flow, either from
an alternating current (AC) source into a DC output (rectifiers), or conversely from
a DC source into an AC output (inverters); and 3) AC-AC converters in which the
input and output are of AC type. They regulate, among other things, the amplitude,
frequency and phase angle of currents and voltages. To accomplish this, some of
these converters use the active semiconductors to turn them on and off in a suitable
manner such that the desired voltages and currents are achieved. The properties of
these variables, for example harmonic content, are determined by the modulation
technique used, e.g., pulse width modulation (PWM), space vector modulation or
modulation with optimized patterns such as selective harmonic elimination. These
modulated switched power converters allow for a better efficiency and quality of
currents and voltages, which is of significant importance with the increasing need
of power consumption.
The transition to sustainable energy supply requires the expansion of renewable
energies. Additionally, there is a tendency to decentralized power generation as
a countermeasure of global warming, which is also being carried out with help of
renewable energies. According to the ‘Renewable Energy Policy Network for the 21st
Century’ the portion of renewable energies in 2015 amounted worldwide to about
24% of the total energy consumption. About 20% of this contribution corresponded
to photovoltaic and wind facilities. In Germany, the portion of renewable energies
amounted in 2016, according to the ‘Federal Ministry for Economic Affairs and
Energy’, to about 30% of the total power generation, in which about 60% of them
corresponded to photovoltaic and wind resources. The goal in Germany is to
increase the proportion of renewable energies to somewhere between 55 and 60%
until 2035. Additionally, the Federal Government drew up in 2009 a development
plan for the electromobility (Nationalen Entwicklungsplan Elektromobilität), which
sets as a goal to have one million electric vehicles on the streets in 2020 and over five
1
1. Introduction
million in 2030. These developments should enable a reduction of the dependency
on fossil oil and cut down the carbon dioxide emissions. Power converters play,
therefore, a fundamental role in the realization of these goals.
The power converter provides great flexibility in the power generation and man-
agement. Unfortunately, the switching operation brings along an undesirable reper-
cussion: the superposition of characteristic disturbances to the desired behavior
of the currents and voltages, the so-called ripple. These disturbances deviate the
instantaneous value of the variables from its average behavior. From a control
point of view, the disturbances are of no interest since they cannot be compensated
by the control system. Furthermore, they are considered as a perturbation of the
measurements because they can alter the values given to the control system. The
design of a control strategy for power converters requires some type of model. Since
the ripple caused by the switching is of no interest in the control, an averaged model
of the converter is used. This model regards the averaged behavior of the variables
by considering the switching frequency to tend to infinity. Thus, the control action
results to be a continuous variable. Furthermore, since the control is implemented
in a processor, a discrete algorithm is needed. For this, there are in practice two
approaches: the first one, relies on a discretized version of the averaged model of
the converter, where the discrete controller is directly designed for this model; in
the second approach, a continuous-time controller is designed using the averaged
model, and then the controller is somehow discretized.
1.2. Goal of the Work
One main concern of the measuring system is the distortion produced by the aliasing
during the sampling of signals with high frequency components. This phenomenon
may add, depending on the type of modulation and sampling technique, a DC
offset to the measurement, or additional frequency components in the base band
which are not part of the original analog signal. Therefore, the purpose of the
measurement system is to provide the control system a measurement which is
not biased by the switching process, resembling as close as possible the average
behavior of the variables. To accomplish this goal there are in practice different
approaches. For example, the disturbances originated by the switching operation
of the converter can be either suppressed using an analog or digital filter, or the
sampling of the variables can be carried out in a suitable manner, synchronous to
the carrier of the modulation method. The use of low-pass filters to suppress these
harmonics adds an extra phase delay to the control loop, reducing its dynamic
performance, especially in applications with low switching frequency. On the other
hand, the synchronous sampling method provides an approximation of the average
value, by sampling the variables at instants where the amplitude of the ripple is
ideally zero. Thus, the use of low-pass filters can be avoided. The method gives
a good approximation if certain conditions are satisfied. Since these conditions
cannot always be fulfilled, an error in the measurement is introduced.
The goal of this work is to develop a method, by which the average value of
currents and voltages can be obtained, avoiding the principal drawbacks of the
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standard measuring methods. With the help of a suitable model of the power
converter, the knowledge of the modulation technique and sampling method, the
average value of the variables is predicted. The measurement given by the analog-
to-digital converter (ADC) can be used to foresee the behavior of the converter
within the present switching period, taking into account the disturbances produced
by the modulation. Therefore, a measure of the average value can be given to the
control system even before the switching period is completed. In this context, the
work presents an alternative method to obtain this measurement.
1.3. Structure of the Dissertation
To gain insight of the measuring process, an overview of the standard methods
used in power electronics is given in Chapter 2. In particular, the aliasing phe-
nomenon, the analog and digital filtering of modulated signals, as well as the PWM
synchronous sampling method are discussed. The properties of conventional sample-
and-hold and oversampling ADCs, like the sigma-delta (Σ-∆) ADC, are examined.
Furthermore, the characteristics of the moving average filter are presented.
Chapter 3 sets the scope and framework of the proposed method for predicting
the average value. A suitable state-space model of the converter is defined to foresee
the progression of the variables over time, based on the information available at
the sampling instant. The method is developed first for a conventional sample-
and-hold ADC, and then is extended for an oversampling Σ-∆ ADC. The dynamic
characteristic of the method is discussed. An overview of numerical algorithms,
needed to solve the problem, are also derived.
To further illustrate the method, its usage in DC-DC converters is shown in
Chapter 4. In particular, the buck converter is analyzed in detail. Simulation
results and experimental verification are presented. The role that the measurement
method plays in the performance of the closed loop is also discussed. In particular,
it is examined how the control strategy, using the same parametrization, can lead
to different responses depending on the type of measurement used. Additionally,
the method is also applied to the buck-boost converter. The models of other types
of DC-DC converters are also presented in order to further show the applicability
of the method.
In Chapter 5, the method is applied to a three-phase two-level voltage source
converter. A convenient model of the converter is first derived. Simulation and
experimental results are also presented for different operational modes. The influ-
ence on the prediction of nonideal conditions, due to the practical realization of
the converter, are discussed.
Finally, the conclusions and main results are summarized in Chapter 6. Possible
extensions for future work are also discussed.
Own Publications During the development of this work, some results were pub-
lished in [1, 2]. The contents of the next chapters are based on these publications.
Particularly, the summary given in [1] regarding the state of the art for the mea-
suring methods used in power converters is further deepened in Chapter 2. Large
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parts of the method developed in Chapter 3 and the application of the prediction
presented in Section 4.1 for the buck converter—when using a PWM with a trian-
gular waveform as carrier—are in line with [1]. Essential parts of [2] are further
discussed in Chapter 5.
4
2. Measuring Methods for Power
Converters
In modulated power converters, overlaid characteristic disturbances come into
existence in addition to the desired behavior of the variables, as a result of the
switching operation of these systems. The disturbances are dependent on the
switching frequency and due to the inherent operation of the converter they cannot
be compensated by the control system. In order to disregard the disturbances
in the control design, averaged models are used to blind them out [3–8]. These
models incorporate the average of the system variables over one switching period
and consider that the switching frequency tends to infinity [9–11]. The task of the
measuring setup is, therefore, to provide the average value of the measured variables
to the control system that make use of these models. The sampling process with
its aliasing phenomenon, and the standard measuring methods to suppress these
disturbances—based on the summary presented in [1]—are discussed in this chapter.
2.1. Sampling of Signals
The sampling of continuous-time signals can be an ambiguous process if special
care is not taken. This means that the information of the analog signal may not be
completely preserved in this process. Fortunately, the ambiguity can be removed by
restricting the signal to be measured and choosing an adequate sampling rate. This
restriction, summarized by the Nyquist-Shannon sampling theorem, implies a trade-
off between the bandwidth of the signal and its sampling rate. The theorem states
that the information is preserved if the signal is sampled at least at its Nyquist
rate, which is twice the bandwidth of the signal [12]. If this is not met, aliasing
occurs. This causes distortion of the measured signal due to frequency folding,
where some frequencies are mirrored into the base band, creating new components
that were not present in the original signal. In other words, to assure integrity,
the bandwidth of the signal has to be restricted to at least half of the sampling
frequency. It should be mentioned that this represents only a theoretical condition
between these quantities and due to practical reasons the sampling frequency is
chosen many times higher than the bandwidth of the signal. Fig. 2.1 shows the
effect of sampling on the frequency spectrum. As example, an analog signal with a
bandwidth of fB is considered. The sampling causes the spectrum of the sampled
signal to consist of periodically repeated replicas of the analog signal spectrum [12].
These are located at integer multiples of the sampling frequency fs. Depending
on the bandwidth of the original signal fB and fS, these replicas may or may not
overlap. The aliasing can be avoided by limiting the bandwidth of the signal to be
sampled, and choosing an adequate sampling frequency.
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Figure 2.1.: Effect of sampling on the frequency spectrum of a signal. (a) Analog
signal with a bandwidth fB, (b) analog signal sampled with a frequency of fs > 2fB,
and (c) with fs < 2fB.
In power electronic applications, the measured signals usually contain frequency
components that are characteristic multiples of the switching frequency [13–15].
This means that the signals to be measured are not bandlimited, that is, its
components are not limited to a maximal frequency. Therefore, these type of
signals have to be low-pass filtered in order to avoid aliasing. Fig. 2.2 shows
an example of an amplitude frequency spectrum of a voltage modulated by a
PWM with a sine waveform as a reference [14]. The modulated signal consists
of a fundamental frequency f0, corresponding to the frequency of the reference
signal, and multiple frequency components, which are grouped in bands. These
carrier bands appear at integer multiples of the switching frequency fs, and the
frequencies of the harmonics or sidebands depend on different aspects such as, the
switching frequency, the fundamental frequency, and the modulation method of
the power converter. Now, if the sampling takes place with the same rate of the
switching frequency, aliasing will occur and the sidebands mirror into the base
band, appearing for example at the frequencies 0, 2f0, 4f0, etc. It should also
be mentioned that the modulation process itself can generate lower harmonics at
the base band, for example a second or third harmonic [14]. These should not be
confused with the lower harmonics that appear on the digitalized signals as a result
of aliasing. Both phenomena can take place simultaneously. To avoid the aliased
components produced by the sampling, or at least to reduce its influence in the
base band, there are different methods to digitalize the analog signal. They depend
mainly on the type of ADC that is being used for the conversion.
When considering the digitalization of analog signals, the ADCs can be classified
in two different categories according to its sampling rate [16, 17]. The first type—the
conventional Nyquist-rate ADC or also known as sample-and-hold ADC—samples
the signal at a frequency slightly over the Nyquist rate. Here, there is a direct
correspondence between the input and the output sample, and the converter has
no memory in its structure. The second type of ADC, the oversampling converter,
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Figure 2.2.: Example of an amplitude frequency spectrum of a PWM-modulated
voltage with a fundamental component by f0 and switching frequency fs.
samples the signal at a much higher rate than the Nyquist rate (typically between
8 to 512 times [17]). Since the converter works at a high sampling frequency, a
sample rate reduction or decimation filter is required, which is implemented in the
digital domain. Due to this decimation filter, the ADC generates the output using
preceding values, incorporating consequently memory in its structure. Thus, there
is no longer a direct correspondence between input and output value. Both types
of converters are further discussed below.
2.2. Sampling with Conventional ADC
This section presents two measuring methods that are used when sampling with a
sample-and-hold Nyquist-rate ADC. In particular, the use of anti-aliasing filter is
discussed, as well as the PWM synchronous sampling method.
2.2.1. Avoiding Aliasing
As stated before, to avoid aliasing, the bandwidth of the signal has to be limited
by the analog filter to at least half of the sampling frequency, which is the so-called
Nyquist frequency†. That means, the filter should provide a good attenuation
for frequencies above fs/2. Unfortunately, the utilization of low-pass anti-aliasing
filters introduces a phase shift or delay in the measurement, which increases with
filter complexity. This extra phase delay has a detrimental influence on the dynam-
ical performance of the closed loop system, especially for applications with a low
switching frequency. The operation conditions enforce a considerable requirement
on the anti-aliasing filter since the passband is desired to be as broad as it can be,
so that the measured signal is altered as few as possible. The filter should provide
†The terms Nyquist rate (2fB) and Nyquist frequency (fs/2) are used in the literature
distinctively, and should not be confused.
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a flat response at the passband and an adequate roll-off transition with the purpose
of reaching a suitable attenuation at the stopband [18]. Setting the cutoff frequency
of the filter close to the stopband increases the complexity, because a higher order
filter has to be chosen.
Assuming that there are no other frequency components above the Nyquist
frequency, besides the switching-related components, the cutoff frequency of the
filter could be increased in order to reduce its impact on the measured signal. In
this manner, the lower order harmonics of the signal are less affected, in amplitude
and phase, by the analog filter. Fig. 2.2 shows an example of the amplitude
response of an analog low-pass anti-aliasing filter. The dashed response attenuates
all frequencies above the Nyquist frequency. Assuming the same roll-off factor, the
dotted response has a higher cutoff frequency, reaching an adequate attenuation
for the first sideband of the PWM-Spectrum, and allowing the harmonics in the
base band to be less affected. It might be even the case that the amplitude of the
first sideband is small enough, and its aliased component can be neglected. This
makes possible to further increase the bandwidth of the filter.
It should be kept in mind that since the frequency components above the Nyquist
frequency are only attenuated and cannot be completely eliminated by the ana-
log filter, there will be nevertheless aliasing. However, the amplitudes of these
aliased components are greatly reduced, so they can be disregarded. In summary,
the filter design turns out to be a compromise between the attenuation of the
aliased components and the bandwidth or dynamical response of the signal to be
sampled [19].
Example 2.1 (Anti-aliasing Butterworth filter) Consider the case of a third-order
Butterworth filter with a cutoff frequency ωc (-3 dB) and unit gain at zero frequency,
where its amplitude response is given by [20]
|F (ω)| = 1/
⌜⃓
⎷⃓1 +
(︄
ω
ωc
)︄6
. (2.1)
It can be calculated how much attenuation can be provided for a PWM sideband
at the frequency ωsb = 2π(k1fs + k2f0), with k1 = 1, 2, . . ., k2 = ±1,±2, . . ., and f0
the fundamental frequency of the modulated signal. For fs = 4 kHz, f0 = 50 Hz,
k1 = 1, and k2 = −2, that is for one of the lowest harmonics with significant
amplitude, ωsb = 2π(3.8 × 103) rad/s. Choosing, for example, the cutoff frequency
ωc = 2π(1×103) rad/s allows to measure until the 19th harmonic without significant
amplitude attenuation. With this choice, the amplitude of the sideband harmonic
after the filtering amounts ca. 1.8 %. Now, if the output of the filter is sampled
with a frequency of fs, this damped harmonic will alias into the baseband at a
frequency of |k2|f0 = 100 Hz. Additionally, the filter has at a frequency of 50 Hz
a phase delay of 5.7 deg or equivalently a time delay of 318µs, which corresponds
about 127 % of the switching period. △
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2.2.2. Synchronous Sampling
In order to avoid the disadvantages inherent to anti-aliasing filters, a measuring
method was developed for applications with PWM using a triangle waveform as
carrier, which is known as carrier-based synchronous sampling [21–24]. In these
applications, three different implementations are usually used. They differ in how
often the update of the duty cycle is done and in which time instant the sampling of
the measured signals is carried out. In the first two implementations, the update of
the duty cycle is done at the beginning of the switching period, whereas the sampling
of the signals is done either at the beginning or at the midpoint of the period. The
first implementation will be called here single-update PWM with sampling at the
beginning and the second one single-update PWM with sampling at the midpoint.
In the third implementation, the update of the new duty cycle and the sampling
of the measured signals occur simultaneously twice per switching period—that is,
at the beginning and at the midpoint of the period. This implementation will be
called here double-update PWM.
The principal property of these synchronous sampling PWM methods is that
the sampling takes place at moments where the amplitude of the ripple is ideally
zero, providing inherently the average value of the measured signal. This allows
the requirements of the analog low-pass anti-aliasing filter to be relaxed or even to
be left out, since the switching-related frequency components of the signal remain
undetected by the measurement method.
When using this measuring method, it is important to keep in mind that certain
assumptions have to be fulfilled for it to work properly. First, no aliasing occurs as
long as the measured signal does not contain other frequency components, besides
the switching-related frequencies, above the Nyquist frequency. Second, the method
assumes—in addition that sampling takes place synchronous with the carrier—that
the measured signal has a linear behavior during the switch-on and switch-off
intervals [24, 25]. The linear behavior occurs only if the “time constant” of the
load connected to the power converter is much higher than the switching period.
Additionally, the rate of change of the measured signal should depend directly
on the control signal for the switch. This means that a change in the control
signal immediately causes a change in the measured signal. In a buck converter,
for example, this last condition applies for the current but not for the voltage.
Furthermore, this property assumes an operation with a symmetrical ripple around
the sampling instant. For the case of sampling and updating the duty cycle at the
same time, the sampling instant does not always coincide with the moment where
the ripple is zero. If the value of duty cycle changes considerably, the ripple is not
symmetrical around the sampling instant and the sampled value deviates from the
average value, see time instant tk in Fig. 2.3. This takes place in the single-update
PWM with sampling at the beginning and in the double-update PWM. If these
conditions are not met, the sampling at these moments will introduce an error in
the measurement, the aforementioned aliased frequencies, and the measured value
does not longer equal the average value of the signal [25]. This can also be seen
for the dashed signal, which has an exponential behavior during the transition and,
therefore, the sampling instants do not correspond to the average value for that
9
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Figure 2.3.: PWM synchronous sampling of a variable x(t) with sampling at the
midpoint (a) and at the beginning (b) of the switching period. Solid x: linear
behavior; dashed x: exponential behavior.
sampling period. Additionally, other effects like the dead time for the transistors
and the limited bandwidth of the transducers can affect the measurement.
Possible solutions to this problem are, for example, to shift the sampling instant
of the signal in order to compensate for its exponential behavior, so that a closer
approximation of the average value can be obtained. Unfortunately, it can result
difficult to determine this new time instant. Another approach is to sample the
signal multiple times during the period—for example 3–5 samples—and then cal-
culate the average of these values. The disadvantage of this approach is that the
approximation of the average value can only be obtained once the last sample is
ready for use. This reduces the remaining time available in the period to execute
other tasks such as the control of the converter. It might even be the case that
the new duty cycles cannot be ready before the next update, and these will have
to be used in the subsequent period, adding another delay of a full period to the
control loop.
2.3. Sampling with Oversampling ADC
2.3.1. Properties of Oversampling
These type of ADCs sample the analog signal with a frequency much higher than its
Nyquist rate. This technique has several advantages over conventional sample-and-
hold ADCs. First, increasing the sampling frequency shifts the repeated replicas
of the analog spectrum far from each other, see Fig. 2.1b. Since the analog signal
is still being sampled, the method also requires the use of an anti-aliasing filter.
Nevertheless, the oversampling simplifies the filter design, since the stopband can
now be set at a higher frequency and, therefore, the roll-off transition does not
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necessarily have to be sharp [12, 19]. For example, a simple resistor-capacitor
network could be used as low-pass filter. Furthermore, a higher cutoff frequency
could also be chosen, affecting less the signal components in the passband. Second,
the oversampling does not affect the total quantization noise, but instead spreads
it equally over a larger frequency range. This reduces its power spectral density,
and the resulting percentage of this noise in the base band is then much smaller
than in the case of the Nyquist rate ADC [16, 19, 26, 27]. Lastly, the resolution
of the conversion can be increased by means of a digital filter. In this type of
ADCs, the data rate has to be reduced from a high oversampling rate fo to the
desired operation rate, e.g., to the control system operating rate fs. Thus, a type
of averaging of these samples is needed, see Fig. 2.4. This is done by a digital
filter, which attenuates most of the quantization noise and affects as few as possible
the desired signal. It increases the signal to quantization noise ratio (SQNR) and,
therefore, the resolution of the conversion. This relationship, discussed in [26],
is described for the case of an ideal BN-bit Nyquist-rate ADC with a full scale
sinusoidal input by
BN =
SQNR −1.76 dB
6.02 dB . (2.2)
This equation shows that an increase of the SQNR increases the conversion res-
olution BN. The same figure of merit is sometimes given as the dependency of
the effective number of bits (ENOB) on the signal to noise and distortion ratio
(SINAD), which is a measure that includes the effect of the conversion distortion
as well [28]. This same property allows to reduce the resolution needed in the
ADC in order to achieve a desired SQNR. In this way, combining an oversampling
BN-bit low-resolution ADC with a digital filter to increase the SQNR, a higher
final conversion resolution of BF bits can be achieved [29].
In the oversampling conversion, the high data rate of fo = OSR fs, with an
oversampling ratio of OSR, is reduced by the downsampler to the desired output
rate using only every OSRth sample. This can be considered as a sampling of the
digital filter output. The process has the same spectral implications as in the case
of sampling an analog signal. This means, that if the Nyquist-Shannon theorem is
not satisfied, aliasing will take place [12, 30]. Further, the frequency spectrum of
the digital output of the ADC is not bandlimited and contains periodically repeated
replicas of the input signal spectrum, see Fig. 2.1. When using oversampling ADCs,
the cutoff frequency of the analog anti-aliasing filter lies at a much higher frequency
ADCanalog
signal
fo
BN-bits
/
fo
Digital
filter
BF-bits
/
fo
Down-
sampling
fs
BF-bits
/
fs
Decimation filter
Figure 2.4.: Block diagram of an ADC with oversampling ratio OSR = fo/fs.
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as in the case of sampling with conventional ADCs, and the bandwidth of the
analog input can result much higher. Downsampling the digital signal with a
frequency lower than two times the bandwidth of the analog signal will result again
in aliasing. In some applications this might be tolerable. If not, the bandwidth has
to be limited. Therefore, an additional purpose of the digital filter is to limit the
bandwidth of the oversampled signal, before the downsampling takes place, to avoid
aliasing. This process, also called decimation, results into a two-step procedure.
First, the bandwidth of the oversampled signal is limited by a low-pass filter, and
then the data rate is reduced by downsampling it. Sometimes, the filtering and
the downsampling can be combined into one single block, the decimation filter,
allowing a reduction of computational operations. Further, the usage of digital
filters allows for a more flexible signal processing in which even complex filters can
be implemented in a digital signal processor (DSP) or in a field-programmable gate
array (FPGA).
2.3.2. Sigma-Delta ADC
One particular oversampling converter suitable for measuring the average value of
signals is the Σ-∆ ADC [17]. This converter exploits the properties of the sigma-
delta modulation to represent the analog signal as a 1-bit digital data stream or
bitstream with a high data rate. Usually this converter works with a sampling
frequency in the order of tens of megahertz simplifying the design of the analog anti-
aliasing filter, because the roll-off transition of the filter can be further loosened.
To obtain a useful signal from the bitstream produced by the Σ-∆ modulator,
a decimation filter is needed in a second stage. Its purpose is to reduce both,
the quantization noise introduced by the modulator, and the data rate to the
frequency at which the control system operates [16, 27, 31]. The particular choice
of the implemented digital filter, the oversampling ratio and the order of the Σ-∆
modulator determines the resolution achieved by the converter.
The composing parts of the Σ-∆ ADC are the same as those shown in Fig. 2.4.
In this case, the digitalization is carried out by a Σ-∆ modulator. The bandwidth
of the analog signal is assumed to be already limited by an anti-aliasing filter to no
more than the Nyquist frequency of fo/2 imposed by the Σ-∆ modulator. Fig. 2.5
shows an example of a first order modulator using a BN = 1 bit ADC. Its output is
fed back to the input of the modulator and compared with the analog signal. This
analog
signal
∫
Quantizer fo 1-bit
datastream
/
1-bit ADC
1-bit DAC
−
Figure 2.5.: Block diagram of a Σ-∆ modulator of first order.
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quantization error is added up and then given to the 1-bit ADC. The digitalization
is done by the 1-bit quantizer with sampling frequency fo. In order to compare the
quantized output with the analog input, a 1-bit digital-to-analog converter (DAC)
is used for the feedback. With this configuration, a binary digital signal is obtained
at the ADC output, which modulates the analog signal. Since the order of the Σ-∆
modulator has an influence on the achievable SQNR, it is common to find second
order modulators in the commercially available converters [32].
Unlike the standard oversampled ADC where the quantization noise is spread
out evenly over the frequency range, the Σ-∆ modulator shapes the quantization
noise, reducing it for lower frequencies and pushing it to higher frequencies [17, 27].
With this, most of the quantization noise lies at frequencies above the passband
of the digital filter, and the obtained ENOB is therefore much larger than in the
case of a conventional ADC with the same oversampling ratio. This also explains
why similar resolutions can be reached as with the conventional ADC, when using
a coarse 1-bit converter.
An example of the output of the modulator is shown in Fig. 2.6. If the input
signal is close to the maximal measuring range of the converter, the output is
positive most of the time. On the other hand, for values closer to the minimal
measuring range, the output is zero most of the time. The useful signal can be
recovered by low-pass filtering the data stream in order to remove the quantization
noise. Finally, the data rate is reduced by downsampling. At the output of the
decimation filter, a signal is available with an increased resolution and a reduced
data rate of fs = fo/OSR.
2.3.3. Moving Average Filter
Different types of digital filters can be used for the decimation. In power electronic
applications, a particular type is widely used—the sinc-k filter or also known as
cascaded integrator-comb filter [33–36]. The (single stage) sinc filter provides a
moving arithmetical average over the length of a window, which is usually set
equal to the switching period. With this choice, the disturbances produced by the
switching are highly attenuated by the filter.
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Figure 2.6.: Example of the input and output waveforms in a Σ-∆ modulator.
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2.3.3.1. Continuous-Time Filter
It is of interest to know the behavior of this filter. For this purpose, the frequency
response of the continuous-time moving average filter is first analyzed. Its output
can be seen as the response x̄m(t) of a linear time-invariant system to an input
x(t), see Fig. 2.7. Defining the moving average value of a variable x(t) at time t
over a preceding window of length Ts as
x̄m(t) := 1
Ts
∫︂ t
t−Ts
x(τ) dτ (2.3)
the output of the filter can be expressed as
x̄m(t) = 1
Ts
∫︂ Ts
0
x(t− ζ) dζ
=
∫︂ t
0
w(ζ)x(t− ζ) dζ (2.4)
with the window function w(ζ) defined as
w(ζ) =
⎧
⎪⎨
⎪⎩
1
Ts
for 0 ≤ ζ ≤ Ts,
0 otherwise
(2.5)
and x(t) = 0 for all t < 0, i.e., x(t− ζ) = 0 for all t < ζ. The result in (2.4) is the
convolution of the functions x(t) and w(t) [20], that is
x̄m(t) = x(t) ∗ w(t). (2.6)
Using the convolution property of the Laplace transform, the last equation can be
written in the s−domain as
X̄
m(s) = X(s)W (s) (2.7)
or equivalently
X̄
m(s)
X(s) = W (s) (2.8)
with F (s) = L{f(t)} as the Laplace transform of a function f(t). This represents
the transfer function of the moving average filter and it can be found considering
Moving
average
filter
x(t)
X(s)
x̄m(t)
X̄m(s)
Figure 2.7.: Input-output relationship of the moving average filter.
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the function w(t) in the time domain, that is,
w(t) = 1
Ts
[1(t) − 1(t− Ts)] (2.9)
with the Heaviside step function
1(t) =
⎧
⎨
⎩
1 for t ≥ 0,
0 otherwise.
(2.10)
Applying the Laplace transform to w(t) results in
W (s) = 1
Ts
(︄1
s
− 1
s
e−sTs
)︄
= 1
sTs
(︂
1 − e−sTs
)︂
. (2.11)
Finally, the frequency response of the filter can be now obtained evaluating W (s)
for s = ω, leading to
W (ω) = 1
ωTs
(︂
1 − e−ωTs
)︂
= e
−ω Ts2
Ts
(︂
e ω Ts2 − e−ω Ts2
)︂
ω
=
sin
(︂
ω Ts2
)︂
(︂
ω Ts2
)︂ e−ω
Ts
2 (2.12)
= sinc
(︄
ω
Ts
2
)︄
e−ω
Ts
2 . (2.13)
Fig. 2.8 shows the amplitude and phase response of the moving average filter
described in (2.13). It can be noted that the filter greatly attenuates frequency
components around multiples of the frequency fs = 1/Ts, providing full cancellation
when the frequency component of the input lies exactly at an integer multiple of
fs. This property is of particular interest in PWM applications when fs represents
the switching frequency, since the harmonics produced by the modulation lie at
characteristic multiples of the switching frequency, exactly at frequencies where the
filter provides a great attenuation. Unfortunately, these frequency components do
not get fully damped.
Remark 2.1 (Cutoff frequency). The -3 dB cutoff frequency ωc of the filter can
be calculated considering the amplitude response of (2.13), and solving |W (ωc)| =
| sinc(ωcTs/2)| = 1/
√
2 for ωc = 2πfc, that is,
fc ≈
1.3916
π
fs. (2.14)
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Figure 2.8.: Frequency response of the moving average filter with an averaging
window of one switching period Ts = 1/fs.
Remark 2.2 (Phase delay). The filter has a constant group delay, which means that
the phase added by the filter is linear in frequency. Thus, every frequency component
of the input signal is delayed by the same amount at the output, corresponding to
half of a switching period, i.e.,
− ddω argW (ω) =
Ts
2 . (2.15)
Remark 2.3 (Sideband attenuation). Considering the magnitude of (2.13) at a
sideband frequency of ωsb = 2π(k1fs + k2f0), it can be shown that the attenuation
of this filter at that frequency is given by
|W (ωsb)| =
|sin (k2π f0/fs)|
π (k1 + k2 f0/fs)
. (2.16)
A total cancellation can be achieved only if f0 = 0, which means that the harmonic
should be an integer multiple of the switching frequency.
Example 2.2 (Moving average filter) Considering the attenuation given by (2.16)
for fs = 4 kHz, f0 = 50 Hz, k1 = 1, and k2 = −2, that is, ωsb = 2π(3.8 × 103) rad/s,
the amplitude of the harmonic after the filtering amounts ca. 2.6 %. The filter has a
cutoff frequency of fc = 1.77 kHz, which allows to measure until the 35th harmonic
without greatly attenuating the amplitude. Additionally, the measured signal will
have a constant time delay of a half switching period, that is 125µs, which at 50 Hz
corresponds to a phase delay of 2.3 deg, compare with Example 2.1. △
2.3.3.2. Discrete-Time Filter
An important characteristic of the sinc-k filter is that it has a simple digital im-
plementation with a minimal use of hardware, composed basically of adders and
registers. The stages of the filter represent a cascaded connection of single sinc
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filters, in which the number of stages influences the resolution (effective number of
bits) of the Σ-∆ ADC, the attenuation of the switching-related frequency compo-
nents, and the total delay. The single stage of the sinc filter can be thought as the
arithmetic average of the values contained in a defined time window. Its output
can be represented as
x̄m[k] =
N−1∑︂
j=0
1
N
x[k − j] (2.17)
with N the number of samples to average. In order to obtain the frequency response
of this discrete-time filter, the Z-transform is first applied to the last equation and
using the time shift property yields
Z {x̄m[k]} = X̄m(z)
= 1
N
X(z)
(︂
1 + z−1 + z−2 + . . .+ z−(N−1)
)︂
(2.18)
with X(z) = Z {x[k]}. Since the response of the filter depends only on the present
and past values of the input x, it represents a type of finite impulse response (FIR)
filter. The addition in the last equation corresponds to the sum of the first N terms
of a geometric series with initial value 1 and common ratio z−1, leading to
N−1∑︂
j=0
z−j = 1 − z
−N
1 − z−1 . (2.19)
Therefore, the discrete transfer function of the sinc filter can be derived from
Wd(z) =
X̄
m(z)
X(z) =
1
N
1 − z−N
1 − z−1 . (2.20)
The frequency response can be obtained evaluating Wd(z) for z = eωTo, where
To = 1/fo is the time interval between samples. This results in
Wd(eωTo) =
1
N
1 − e−ωNTo
1 − e−ωTo
= 1
N
sin
(︂
ωN To2
)︂
sin
(︂
ω To2
)︂ e−ωTo
(N−1)
2 . (2.21)
Considering that the function sin(θ) ≈ θ for small values of the argument θ, and
noting that N = OSR and Ts = OSR To, the magnitude of the above frequency
response approximates very closely the magnitude of (2.13), providing a high
attenuation at integer multiples of the downsampled frequency, i.e.,
ks
fo
OSR = ksfs, with ks = 1, 2, . . . ,OSR /2. (2.22)
Fig. 2.9 shows the block diagram of the single stage sinc filter, without considering
the gain factor, in its recursive form (2.20) and in its implementation for reducing
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the use of hardware. Since not every output of the filter is used, due to decimation,
it is only necessary to calculate those outputs which are needed. This allows to move
the comb section of the filter to the lower rate side, where it can be implemented
as a simple differentiator† [30]. Therefore, fewer operations are done at the high
data-rate side. This filter, without considering the gain factor 1/N is commonly
known as the cascaded integrator-comb filter [37]. In [37, 38] it is shown that the
full resolution bit width at the output of the filter is defined by
Bout = ⌈k log2 (N)⌉ +Bin (2.23)
where Bin is the bit width of the input data, k is the number of stages in the sinc-k
filter, and ⌈·⌉ denotes the ceil operator. For a Σ-∆ modulator with Bin = 1 bit
bitstream, working at a frequency of 10 Mhz, an output frequency of 8 kHz (N =
1250), and single stage k = 1, an output width of 12 bits can be achieved. Moreover,
additional stages for the sinc-k filter can be obtained by cascading single stages
of the sinc filter. This is done in the hardware implementation of the decimation
filter by cascading k accumulators at the high data-rate side and k “differentiators”
at the low data-rate side.
As shown in Fig. 2.8, measuring with a Σ-∆ ADC has the advantage of greatly
attenuating the disturbances produced by the switching and practically eliminating
the effects of aliasing in the measurement. On the other hand, the use of a digital
filter also introduces an additional phase delay, which detriments the dynamical
performance of the system just like in the case of the analog anti-aliasing filter.
Nevertheless, the configuration of oversampling ADCs with decimation filter lets
the design for attenuating the disturbances to be more flexible in comparison with
an analog anti-aliasing filter and conventional ADC. The digital filter can be easily
modified depending on the requirements of the system and it can be even optimized
for a certain desired characteristic.
†The term “differentiator” is commonly use in the literature of digital signal processing to
refer to computing the difference between two sampled values. Also, the terms “integrator” and
“accumulator” are used indistinguishable.
x
z−N
−
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z−1
Accumulator
N
Downsampling
x̄m
(a) Recursive implementation
x
z−1
Accumulator
N
Downsampling
z−1
−
x̄m
Differentiator
(b) Hardware implementation
Figure 2.9.: Block diagram of the sinc filter.
18
3. Prediction of the Average Value of
System Variables
The design of a control strategy requires some type of model of the power converter.
The main interest of the control-oriented modeling is to obtain a description, which
captures only the relevant aspects of the system that are needed for control purposes.
With this, the complexity of the model can be simplified, and a distinguishable
structure can be obtained and exploited. Certain assumptions are made to simplify
the mathematical expressions describing the system, such as considering ideal
components, or disregarding high-frequency parasitic effects.
A physical description of the dynamics of interest provides a continuous time
model of the converter, leading to the so-called switched model. Here, the behavior
of the converter—determined by the position and possible combination of the
switches—is defined. Usually, it results in a system with variable structure, that
is, a system in which the differential equations describing it, can change suddenly
accordingly to the state of the switches. A general description of these types of
model is given by a bilinear system of the form [6–8]
xi̇ = fi(x) +
m∑︂
j=1
gij(x)Sj, i = 1, 2, . . . , n (3.1)
with xi a component of the state vector x ∈ Rn, fi and gij are smooth vector
fields, and Sj is one of the m control inputs of the system, representing the switch
position. In [6], the structure of the vectors fields is broken down into more detailed
components based on the physical interpretation of the model.
Although there are some control strategies that take advantage of the switched
model such as “sliding mode control”, this model is not always appropriate for con-
trol purposes, especially for the linear techniques widely used in power electronics.
Further, the perturbations generated by the switching process are not considered
in the control design. For this reason, another type of model is used in which the
averaged value of the system variables is taken into account [3–9]. The averaged
model considers the average of the variables over a window length of one switching
period Ts, and regards the switching frequency to tend to infinity. It has been
shown that under these considerations, the averaged model of the switched system
(3.1) is given by [9–11]
zi̇ = fi(z) +
m∑︂
j=1
gij(z)dj, i = 1, 2, . . . , n (3.2)
where z ∈ Rn represents the state vector for this model, and dj represents an
equivalent continuous switch-position, which is related to the switching function by
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dj(t) = lim
Ts→0
1
Ts
∫︂ t
t−Ts
Sj(τ) dτ. (3.3)
The duty cycle is then a discrete version of this continuous switch-position in order
to implement it at the modulation stage. The model (3.2) has the same structure
as the one provided by (3.1), but with the equivalent continuous switch-position
as control input instead. It is shown in [9] that the behavior of these two models
remains close to each other given a sufficient small switching period. In this type of
model the system input is a continuous variable, taking infinitely many values, as
opposed to the switched model where the input takes only a discrete set of values,
e.g., {0, 1} for a converter that switches between two positions, or {−1, 0, 1} for
three-positions, and so on.
Since the control system is implemented generally in a processor, a discrete-time
algorithm has to be derived. In the control design for power converters, two main
approaches to obtain a discrete-time controller can be distinguished. The first
approach considers a discrete-time version of the averaged model, usually as a zero-
order hold (ZOH) sampled-data model. With this, a discrete-time controller can be
directly obtained. The second approach derives a continuous-time controller from
the averaged model of the converter. In a second step, the controller is discretized in
some manner to obtain a discrete-time algorithm. The final implemented discrete-
time controller assumes that the control variable (actuation) remains constant
during the present switching period, and changes only at the beginning of the next
period. In power electronics systems this holds only in an averaged sense due to
the modulation process.
Both of the previously discussed approaches disregard the switching operation
mode of the converter, and rely on having measurements of the controlled variables
that resemble the averaged behavior of the system. This is the main task of the
measuring setup, which as discussed in Chapter 2, is not always capable of providing
it to the control system.
These aforementioned issues motivated the development of a method to determine
the average value of system variables while avoiding the principal drawbacks of the
measuring schemes mentioned in the previous chapter. Thus, it is desired:
• to simultaneously obtain the average value of currents and voltages;
• to get rid of the delay introduced by filtering; and
• to avoid aliasing in the measurement.
The goal of the method is to estimate at every sampling instant the average value
over the present period, even before it is completed. In this sense, the method
can be considered as a prediction of the average value based on the information
available at the sampling instant. Hence, it represents an alternative measuring
scheme to those mentioned in Chapter 2.
Similar as in other predictive schemes, the method uses a model of the power
converter in order to foresee the progression of the variables over time. Model
based prediction algorithms have been used extensively for the converter control.
These take advantage of the finite set of states the converter can generate. For
the prediction, a discrete-time model of the system is used, which is normally
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obtained using an Euler discretization of the first order derivatives or using an
exact discretization as in the case of sampled-data models [39–44]. However, these
approaches predict rather the instantaneous value of the system variables than its
average. In this work, instead of using a discretized averaged model, as in model
predictive control, the switched model of the converter is directly used to include
the effects of the modulation. The prediction is done here at the measuring stage
rather than at the control level, although finally the latter will benefit from it. A
similar approach was reported in [45], but to the author’s knowledge there are no
other publications concerning this topic.
In the next sections, the framework and scope of the proposed approach is
discussed, as well as the derivation of the method to predict the average value. The
content of this chapter is based on the work published in [1].
3.1. Framework of the Method
The main idea behind the proposed method can be outlined as follows: at every
sampling instant, the duty cycle for the remaining time in the switching period, as
well as for the time already elapsed, is known. This means that with the knowledge
of the modulation method, it is possible to determine the corresponding switching
instants. With this information, a suitable model of the power converter, and an
initial condition, the time progress of the system variables can be calculated for
the present switching period, as well as for the previous one. Finally, the average
value of the system variables can be calculated and provided to the control system.
Here it is assumed that: 1) the duty cycles are updated only at the beginning of
the switching period; 2) the sampling of the measured variables takes place only
once within the switching period; and 3) the variables are sampled at the beginning
of the period. Choosing the sampling at this particular time instant allows to
simplify the explanation of the main idea behind this work, but it does not impose
a restriction on the method. Another important reason for choosing the sampling
instant at the beginning of the period is that the time available to do calculations—
for example carrying out the control algorithm and the calculations related to
this method—is maximized. Later, a generalization is made, and the sampling is
allowed to take place at any arbitrarily time instant within the switching period.
To obtain the initial condition of the system two distinct cases are considered.
In the first one, the initial state is given directly by the samples of the conventional
ADC. In contrast, when using a Σ-∆ converter with a sinc-k filter, the initial
condition is given only implicitly and it has to be extracted from the output of
the filter. Since in this work the average value of the measured signals is the main
concern, only a single stage of the sinc-k filter will be considered. From here on, only
the sinc-1 or simply sinc filter—also known as moving average filter—with a window
length of one switching period will be regarded as the decimation filter for the Σ-∆
ADC. Its output represents the average of the last sampled values contained in a
moving window of length equal to a switching period. If the output of the sinc
filter is read at the beginning of the PWM period, then its value represents the
moving average over the previous switching period.
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To determine the time behavior of the system variables, the following model of
the power converter, based on a state-space representation [1], will be used:
ẋ(t) = A(S(t))x(t) + B(S(t)) (3.4)
where x ∈ Rn and x(tk) is the initial state condition at time instant tk. The matrix
A ∈ Rn×n and the vector B ∈ Rn are time variant, and depend on the function
S(t) = (S1(t), S2(t), . . . , Sm(t)) ∈ Rm, a tuple composed of m control signals or
switching functions t ↦→ Sj(t), j = 1, 2, . . . ,m. These control signals represent the
inputs to the system, by which the state can be altered. They take finite discrete
values such as Sj(t) ∈ {0, 1}, representing a particular switch position. The tuple
S(t) can be considered known during the present PWM period since the switching
functions depend directly on the duty cycles, which are periodically calculated
by the control algorithm in the previous period. The vector B also contains
external sources to the system, which cannot be modified by the control signals.
Additionally, it is assumed that all state variables in x can be measured directly,
which is a reasonable assumption in power electronics applications. Furthermore,
DC-DC power converters with nonlinear averaged models—e.g., the buck-boost and
boost converter—are included by the description (3.4). Even models of AC-DC
converters as the three-phase two-level converter can be brought in this form under
certain assumptions. For example, the grid voltages can be considered to change
slowly in time, compared to the switching frequency, and thus they are regarded
to be piecewise constant.
In order to predict the behavior of the system for the present switching period,
the following is needed: the initial condition x(tk), with tk = k Ts, k ∈ Z and Ts its
length; and the input S(t) for t ∈ [tk, tk+1). This last one is a piecewise constant
function, which changes only at the commutation moments. The total number of
commutations, and therefore, the number of intervals within a switching period is
determined by the particular modulation algorithm and the amount of independent
switching functions m = dim(S). This results in a system with piecewise constant
or possibly constant matrix†A(t) and vector B(t).
A time diagram of the tasks carried out during the switching period is shown
in Fig. 3.1. First, the analog-to-digital conversion takes place at the beginning of
every period in task 1. These values are used as an initial condition of the system,
and with knowledge of the duty cycles—which are calculated in the previous period
[tk−1, tk)—the corresponding average values are predicted in task 2. The control of
the power converter is executed next in task 3. The algorithm can be carried out
using directly the measurements obtained in task 1—in case the prediction method
is not used, or using the predicted average values obtained in task 2. Finally, the
new duty cycles are saved in task 4 in order to update the compare registers of the
pulse width modulator at the beginning tk+1 of the next period.
It is worth mentioning that unlike a state observer, the method does not contain
any internal memory. The system of differential equations (3.4) is solved for the
†For many models of power converters the matrix A can be decomposed as the sum
A(t) = A0 +
∑︁m
j=1 AjSj(t) with constant matrices A0 and Aj .
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t
Figure 3.1.: Time diagram of tasks carried out during the switching period. The
task 1 is the AD conversion, task 2 is the prediction of the average value, task 3 is
the control and calculation of the duty cycles, and task 4 saves the duty cycles for
the next PWM update.
restricted time interval [tk, tk+1). The initial condition is given directly by the
measurements of the conventional ADC or are extracted from the output of the
downsampling filter, as in the case of the Σ-∆ ADC. At the next period, everything
starts over again with new measurements. In this manner, the method does not
have stability or convergence issues as it would be in the case of a state observer.
The system (3.4) is solved no matter whether the controller may stabilize it or not.
In Sections 3.2 and 3.3, the method is developed assuming that the sampling takes
place at the beginning of the period. Section 3.2 considers that the measurements of
the system variables are done with a conventional ADC, while Section 3.3 considers
the measurements to be done with a Σ-∆ ADC. In Section 3.4 the assumption of
sampling at the beginning of the period will be dropped, allowing the sampling to
take place at any time instant within the switching period.
3.2. Measurement with a Conventional ADC
In this section, the method to predict the average value of the system variables
when measuring the signals with a conventional ADC will be developed, while
considering the framework described in the previous section.
3.2.1. Averaging of the State Variable
To illustrate the proposed method a PWM with a sawtooth waveform as a carrier will
be considered as an example, see Fig. 3.2. The relevant signals for the modulation
are shown for a single-input system m = 1. It has to be pointed out that any type
of modulation can be used as long as the switching or commutation instants are
known. The resulting switching signal S(t) ∈ {0, 1} is obtained by comparing the
carrier with the duty cycle d(t) ∈ [0, 1]. It is assumed that the sampling of the
system variables and the update of the duty cycle take place simultaneously at the
beginning of the PWM period (single-update PWM with sampling at the beginning
in case of working with a triangle waveform as carrier). When measuring with a
conventional ADC the sampled value is directly used as the initial condition of the
system to calculate the progression of the variables over time. It can be observed
that during the period t ∈ [tk, tk+1), the duty cycle d(t) = d(tk) is constant and
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Figure 3.2.: Time behavior of a PWM with a sawtooth waveform as carrier. The
signal d(t) is the duty cycle and S(t) the resulting switching signal. Tasks 1–4 are
the same as those shown in Fig. 3.1.
the switching signal S(t) is piecewise constant. This last one modulates the duty
cycle by means of the width of a pulse and its average over the switching period
coincides with the duty cycle for that period, i.e.,
d(tk) =
1
Ts
∫︂ tk+1
tk
S(t) dt. (3.5)
For the development of the method is helpful to consider the following definition:
The prediction of the local average of a variable z(t) at time t = τ over a succeeding
time window of length T is to be defined as
z̄(τ, T ) := 1
T
∫︂ τ+T
τ
z(t) dt = 1
T
∫︂ T
0
z(τ + ζ) dζ. (3.6)
With this definition, the average value of the state variables for the time interval
[tk, tk+1), with tk+1 = tk + Ts, can be determined by
x̄(tk, Ts) =
1
Ts
∫︂ tk+1
tk
x(t) dt = 1
Ts
∫︂ Ts
0
x(tk + ζ) dζ. (3.7)
The last expression can be further simplified considering that switching functions—
and consequently the state x(t) as well—are piecewise time functions. This allows
to partition the integral into disjunct consecutive intervals [τi, τi+1), with i ∈
{0, 1, . . . , ni − 1}. The total number ni of intervals depends on the particular
modulation method used and the number m of switching functions. For the case
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of pulse width modulation, this is given by
ni =
⎧
⎨
⎩
m+ 1 for a sawtooth carrier,
2m+ 1 for a triangle carrier.
(3.8)
As an example, in the case of a PWM with a sawtooth waveform as carrier and a
single system input, the number of intervals amounts ni = 2, see Fig. 3.2. The time
instants that characterize the partition of the switching period into intervals, are
given by the start and end of the period, as well as by the commutation instants.
These are defined as:
τi =
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
tk if i = 0,
tk +
i−1∑︂
j=0
hj if 1 ≤ i < ni,
tk+1 if i = ni
(3.9)
with i ∈ {0, 1, . . . , ni} and hi = τi+1 − τi being the length of the i-th interval.
Following [1], the integral in (3.7) can now be partitioned as follows:
x̄(tk, Ts) =
1
Ts
[︄∫︂ tk+h0
tk
x(t) dt+
∫︂ tk+h0+h1
tk+h0
x(t) dt+ . . .
]︄
= 1
Ts
ni−1∑︂
i=0
∫︂ τi+1
τi
x(t) dt
= 1
Ts
ni−1∑︂
i=0
∫︂ hi
0
x(τi + ζ) dζ (3.10a)
= 1
Ts
ni−1∑︂
i=0
x̄(τi, hi)hi. (3.10b)
From this, the average value x̄(tk, Ts) for the present sampling period can be
determined as the weighted sum of the individual state averages x̄(τi, hi) for every
time interval hi. It remains how to determine this last one.
The system of differential equations (3.4) for the time interval hi is reduced to
the following affine time-invariant differential equation:
ẋ(t) = Aix(t) + Bi (3.11)
with the constant matrix A(t) = A(τi) =: Ai and vector B(t) = B(τi) =: Bi for
t ∈ [τi, τi+1), which parametrize the system during the interval. The solution of
(3.11) is then given by [46, 47]
x(t) = eAi(t−τi)x(τi) +
∫︂ t
τi
eAi(t−s)Bi ds. (3.12)
The first term represents the natural response of the system given by the initial
condition x(τi), and the second term represents the forced response produced by Bi.
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Evaluating (3.12) at time t = τi + ζ, with ζ ∈ [0, hi) equals
x(τi + ζ) = eAiζx(τi) +
∫︂ τi+ζ
τi
eAi(τi+ζ−s)Bi ds
= eAiζx(τi) +
∫︂ ζ
0
eAiη dηBi (3.13)
where the last step follows from the variable substitution η = τi + ζ − s. With this,
the average value of the state x̄(τi, hi) in (3.10b) can be calculated at time instant
τi over the time interval hi. Replacing (3.13) as integrand in (3.10a) and using the
definition (3.6) gives
x̄(τi, hi) =
1
hi
⎛
⎝
hi∫︂
0
eAiζ dζ x(τi) +
hi∫︂
0
ζ∫︂
0
eAiη dη dζ Bi
⎞
⎠
= 1
hi
(︃
Ψix(τi) + ΛiBi
)︃
. (3.14)
This means that the average value x̄(τi, hi) can be calculated from the initial x(τi)
and from the change produced by the input S(τi), which defines the matrix Ai and
the vector Bi. Additionally, it follows from (3.13) that the state at time instant
t = τi + hi = τi+1 equals
x(τi+1) = eAihix(τi) +
∫︂ hi
0
eAiη dηBi
= Φix(τi) + ΨiBi (3.15)
which corresponds to the initial condition for the following interval.
From the results above, the state averages x(τi, hi) for every interval in (3.10b)
can be calculated using (3.14), where the initial condition for the next interval can
be predicted using (3.15). This scheme is illustrated in Fig. 3.3. Equivalently, the
state-space average over the whole period can be compactly written as the weighted
(3.14), (3.15)
x(τ0)
x̄(τ0, h0)
B(τ0)
x(τ1) (3.14), (3.15)
x̄(τ1, h1)
B(τ1)
. . .
x(τni−1) (3.14), (3.15)
x̄(τni−1, hni−1)
B(τni−1)
x(τni)
(3.10b)
x̄(tk, Ts)
(3.16) or (3.17)
Figure 3.3.: Block diagram of the method using a conventional ADC to predict the
average value x̄(tk, Ts) for the present switching period from the initial condition
x(tk) = x(τ0).
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sum of these individual averages replacing (3.14) in (3.10b), that is,
x̄(tk, Ts) =
1
Ts
ni−1∑︂
i=0
(︃
Ψix(τi) + ΛiBi
)︃
. (3.16)
For later purposes, the state average x̄(tk, Ts) is also expressed as a function of
the initial state x(tk) = x(τ0) and the piecewise constant vector B(t) = B(τi). This
can be described by the following mapping:
x̄(tk, Ts) =
1
Ts
⎛
⎝Mx(τ0) +
ni−1∑︂
i=0
NiBi
⎞
⎠ (3.17)
where the matrices M , Ni ∈ Rn×n depend on the total number of commutations per
switching period ni. The form of these matrices can be derived evaluating (3.15)
for every interval and expressing it as a function of x(τ0), that is,
x(τ1) = Φ0x(τ0) + Ψ0B0, (3.18a)
x(τ2) = Φ1x(τ1) + Ψ1B1,
= Φ1Φ0x(τ0) + Φ1Ψ0B0 + Ψ1B1 (3.18b)
x(τ3) = Φ2x(τ2) + Ψ2B2,
= Φ2Φ1Φ0x(τ0) + Φ2Φ1Ψ0B0 + Φ2Ψ1B1 + Ψ2B2 (3.18c)
...
x(τi+1) = Φix(τi) + ΨiBi
=
⎛
⎝
i∏︂
j=0
Φi−j
⎞
⎠x(τ0) +
i∑︂
j=0
⎛
⎝
i−1−j∏︂
k=0
Φi−k
⎞
⎠ΨjBj (3.18d)
for i ∈ {0, 1, . . . , ni − 1}.
Remark 3.1. It should be noted that for ℓ > r, the product ∏︁rj=ℓ aj is the empty
product and is defined equal to 1 or correspondingly as the identity matrix. Similarly,
the sum ∑︁rj=ℓ aj results in the empty sum and is defined as the zero matrix 0n×n.
The matrices M and Ni can be obtained replacing (3.18) in (3.16) and comparing
it with (3.17). These forms are now given for the case of a single input system and
a PWM with sawtooth waveform as carrier and for the case of a triangle waveform.
Example 3.1 (Matrices for PWM with sawtooth waveform) In this case there
is only one commutation in the switching period. This means that there are ni = 2
intervals. The matrices have the form
M = Ψ0 + Ψ1Φ0, (3.19a)
N0 = Λ0 + Ψ1Ψ0, (3.19b)
N1 = Λ1. (3.19c)
△
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Example 3.2 (Matrices for PWM with triangle waveform) For this configuration
there are two commutations during the period, and consequently a total of ni = 3
intervals. The corresponding matrices read
M = Ψ0 + Ψ1Φ0 + Ψ2Φ1Φ0, (3.20a)
N0 = Λ0 + Ψ1Ψ0 + Ψ2Φ1Ψ0, (3.20b)
N1 = Λ1 + Ψ2Ψ1, (3.20c)
N2 = Λ2. (3.20d)
△
A general form of these matrices can be derived from the equations above, leading
to the following expressions:
M =
ni−1∑︂
j=0
Ψj
⎛
⎝
j∏︂
k=1
Φj−k
⎞
⎠ , (3.21a)
Nj = Λj +
ni−1∑︂
k=j+1
Ψk
⎛
⎝
k−j−1∏︂
ℓ=1
Φk−ℓ
⎞
⎠Ψj (3.21b)
for j ∈ {0, 1, . . . , ni − 1}.
How to compute the matrices Φi, Ψi and Λi will be discussed later in Section 3.6.
3.2.2. Determination of the Switching Instants
Depending on the modulation method and the number of system inputs m, the
total number of intervals ni within a sampling period can vary. The length of these
intervals is given by the value of the duty cycles. In PWM methods, the switching
instants can be computed comparing the duty cycle with the carrier and considering,
for example, that both lie within 0 and 1. For the purpose of explanation, the
switching instants and the length of the intervals for a PWM with a single-input
system are determined as an example. Two cases are considered next.
Example 3.3 (Intervals for PWM with sawtooth waveform) With this modu-
lation method there is only one commutation per sampling period, see time instant
τ1 in Fig. 3.2. The switching instant can be determined as follows:
τ1 = τ0 + d(tk)Ts (3.22)
and the time intervals amount to
h0 = τ1 − τ0 = d(tk)Ts, (3.23a)
h1 = τ2 − τ1 = (1 − d(tk))Ts. (3.23b)
△
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Example 3.4 (Intervals for PWM with triangle waveform) In this case there
are two commutation instants per sampling period, see time instant τ1 and τ2 in
Fig. 3.4. Similar as before, these time instants can be determined as
τ1 = τ0 + d(tk)
Ts
2 , (3.24a)
τ2 = τ1 + 2(1 − d(tk))
Ts
2 (3.24b)
and the time intervals amount to
h0 = τ1 − τ0 = d(tk)
Ts
2 , (3.25a)
h1 = τ2 − τ1 = (1 − d(tk))Ts, (3.25b)
h2 = τ3 − τ2 = d(tk)
Ts
2 . (3.25c)
△
It is important to mention that the switching instants correspond to an idealized
situation. The implementation of the ideal switches with power electronics compo-
nents can affect the length of the ideal intervals and also bring the converter into a
special operation mode. These effects and their consequences are discussed below.
3.2.2.1. Effects of the Switch Realization
The implementation of an ideal switch is accomplished with semiconductor compo-
nents such as transistors and diodes. The particular combination of these elements
provides the desired quadrant operation [5]. In many cases only one or two quadrant
operation is needed, which simplifies the realization of the ideal switch. However,
t
d(t)
tk tk+1
Ts
sampling
S(t)
0
1
0
1
tk−1
d(tk−1)
d(tk)
S(τ0)
S(τ1)
S(τ2)
t
τ0
τ
τ1 τ2 τ3
h0 h1 h2
update
duty cycle
Figure 3.4.: Time behavior of a PWM with a triangle waveform as carrier. The
signal d(t) is the duty cycle and S(t) the resulting switching signal.
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this can lead to a mode of operation of the power converter where the assumptions
made on the ideal functionality of the switch cannot be fully replicated, e.g., cur-
rent or voltage polarity reversal. This operation mode is known as discontinuous
conduction mode, and has as a consequence that the properties of the power con-
verter change substantially [48, 49]. For the method here presented, this means
that the model of the system described by (3.4) also changes. Nevertheless, this
particular behavior can be taken into account in the prediction method, consider-
ing the corresponding model of the system during the discontinuous conduction
mode. Since power converters are designed to operate in the desired quadrant, the
discontinuous conduction mode will be treated later in Chapter 4 and 5 with the
aid of an example.
3.2.2.2. Effects of Dead Time
A special case of switch realization is the single-pole double-throw switch with bidi-
rectional current and two quadrant operation [5]. This is accomplished connecting
two transistors in series with two antiparallel diodes as in Fig. 3.5a. The configura-
tion, called half-bridge, requires a special operation of the transistors in order to
prevent a short circuit of the voltage source. Considering that the transistors oper-
ate complementary, and the turn-on and turn-off transitions are not instantaneous,
a simultaneous conduction of both transistors may occur if special care is not taken
[15, 50]. This problem can be avoided by delaying the turning on moment of the
transistor by the so-called dead time, allowing first, the complementary transistor
to turn off [51]. Compared to the ideal case where no dead time is considered, the
effect of the delay is a variation of the switch-on and switch-off intervals depending
on the direction of current flow [52].
Fig. 3.5 shows the effect of the dead time in the duration of the intervals. In
Fig. 3.5a, the switching signal S′(t)—which results directly from comparing the duty
cycle with the carrier—is given to the “logic and driver”-block, which generates two
complementary gate signals Sp(t) and Sn(t). The “logic block” delays the turn on
instant of the gate signals by a fixed value Td. In Fig. 3.5c, a center aligned PWM
with a triangle waveform as carrier is shown, which is a common implementation of
the modulation. For the generation of this switching signal S′, the corresponding
duty cycle is calculated as d∗(t) = 1−d(t) with d(t) ∈ [0, 1]. In this way, the turn-on
interval is centered in the middle of the switching period. When the current i > 0
flows out of the half-bridge, the effect of the delay is a decrease of the switch-on
time and an increase of the switch-off time by an amount of Td respectively. This
can be explained considering that if Sn is turned on, the current can only flow
through the bottom diode. If Sn is turned off, the current keeps flowing through
the bottom diode during the dead time, and first when Sp is turned on, the current
starts flowing through the top transistor. This means that during the dead time,
the output voltage u remains connected to the bottom rail of the voltage source.
Similarly, when the current i < 0 flows into the half-bridge, there is an increase
of the switch-on time and a decrease of the switch-off time also by an amount of
Td, see Fig. 3.5c. The equivalent switching signal S for the ideal switch represents
this behavior, which is dependent on the direction of current flow, see Fig. 3.5b.
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Logic and
driver
Sp
Sn
S ′
i
u
(a) Half-bridge configuration with the
complementary gate signals.
S
i
u
(b) Ideal configuration with equivalent
switching signal S.
S′(t)
tk tk+1
Sp(t) Td Td
h′0 h
′
1 h
′
2
t
TdTd
d∗(t)
Sn(t)
S(t)
S(t)
(1)
(2)
i > 0
i < 0
(c) Ideal switching signal S′(t) and corresponding gate signals Sp and Sn with dead
time for a PWM (center aligned) with triangle waveform as carrier. The equivalent
switching signal S for the ideal switch is shown for (1) positive and for (2) negative
current.
Figure 3.5.: Effect of the dead time Td in the duration of the intervals.
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The effect is noted particularly in applications with a high switching frequency,
since in this case the dead time is a larger percentage of the switching period.
Therefore, having in mind that the dead time is a known parameter, its effect
can be considered when determining the duration of the time intervals. Finally,
it should be mentioned that when the current reaches zero i = 0 during the dead
time interval, this can also lead to a discontinuous conduction mode of the power
converter.
Remark 3.2. From a practical point of view, this effect can be taken into account
by predicting the progress of the variables with the corresponding ideal switching
state S′ for the length of the ideal interval h′i. Then, at the end of the interval,
the conditions that lead to a change of the commutation instant—as a result of the
dead time—are evaluated. If applicable, the present switching state is extended for
a duration equal to the dead time. With this, the length of the next ideal interval is
reduced by Td.
Remark 3.3. In case the current remains always positive or negative, the change
in the commutation instants are known, and the switching intervals hi can be
precalculated beforehand.
3.3. Measurement with a Sigma-Delta ADC
An extension of the method is discussed in this section when using a Σ-∆ ADC
to measure the system variables. In contrast to the previous section, the samples
given by this type of ADC do not represent the instant value of system state but
instead they measure its moving average. The values cannot be used directly to
predict the time progression of the system. The initial state has to be extracted
from the values given by the moving average filter, refer to Section 3.1.
As discussed in Section 2.3.2, the Σ-∆ ADC oversamples the measured signal
producing a bitstream. In order to obtain a useful signal for the control system, a
digital filter attenuates its quantization noise and reduces the data rate. As stated
in Section 3.1 only a single stage of the sinc-k filter is considered in this work,
since the moving average is the main concern. This filter provides the arithmetical
average of the last values contained in a moving window equal to a switching
period. This means that the measurement available at the beginning of a period
corresponds to the average value over the previous switching period.
An example of a measurement using the Σ-∆ ADC with a moving average filter is
shown in Fig. 3.6. The time progression of a variable x(t) produced by PWM with
a triangle waveform as carrier can be seen. The output of the filter x̄m(t) at time
t is defined by (2.3), or equivalently with definition (3.6) as x̄m(t) = x̄(t− Ts, Ts).
This is queried at the beginning of a new period. Its value x̄m(tk) corresponds to
the average value of the previous switching period, the interval [tk−1, tk), and can
be used by the control system during the interval [tk, tk+1).
In order to predict the average value x̄(tk, Ts) for the current period t ∈ [tk, tk+1)
using the available measurement x̄m(tk) = x̄(tk−1, Ts) of the moving average filter,
the following procedure is proposed [1]:
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1) With knowledge of the switching function tuple S(t) for the time interval
t ∈ [tk−1, tk) and use of (3.17), the state value at the beginning of the present
switching period x(tk) can be extracted from x̄(tk−1, Ts). This is discussed in
the next section.
2) This value will be used as an initial condition for the present period. With
the switching vector S(t) for the time interval t ∈ [tk, tk+1) and use of (3.15)
and (3.16), the average value of the state can be predicted, just as it was done
in Section 3.2.1.
3.3.1. Mapping Inversion
As a first step in the procedure, the state x(tk) has to be extracted from the
measurements x̄m(tk) = x̄(tk−1, Ts). For this, the results given in Section 3.2.1 for
mapping the state x(t) and the piecewise constant vector B(t) for t ∈ [tk, tk+1) into
the average value x̄(tk, Ts) are used, see (3.17). By inverting this mapping, the
state value can be computed from its average.
To ease this procedure, it is useful to consider the time inversion problem of a
system of differential equations and its relation with the original problem of solving
the system for a succeeding time interval. Following [1], it can be shown that given
t
t
t
0
1
tk
0
1
x(t)
moving average
x̄m(t)
sampled moving
average x̄m(tk)
τ̃ 0τ̃ 1τ̃ 2
τ̃
tk−1 tk+1
h̃0
S(t)
update duty
cycle
query
(a)
(b)
d(t)
Ts
h̃1
Figure 3.6.: Time behavior of a measurement using a Σ-∆ ADC. (a) PWM with
a sawtooth waveform as carrier. The signal d(t) is the duty cycle and S(t) the
resulting switching signal. (b) System variable x(t), output of moving average filter
x̄m(t), and queried value of the filter’s output x̄m(tk).
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the set of differential equations ẋ(t) = F(x(t), t) with F as the vector field, the time
inversion of the system can be obtained by replacing t̃ for −t, that is
d
dtx(−t) = F(x(−t),−t)
d
dt̃ x(t̃)
dt̃
dt = F(x(t̃), t̃ )
d
dt̃ x(t̃) = −F
(︂
x(t̃), t̃
)︂
=: x′(t̃). (3.26)
It can be seen that solving the system for the time inversion problem can be carried
out as in the original problem, but with the negation of the vector field F(·).
This result can now be used for the inversion of the mapping (3.17) considering
now the state x(tk) as the initial condition of (3.4) for t̃ ∈ (tk, tk−1]. The system
for the time inversion problem can now be described by
x′(t̃) = Ã(S(t̃))x(t̃) + B̃(S(t̃)) (3.27)
with Ã = −A and B̃ = −B.
The new time instants for the time inversion problem are defined as
τ̃ i =
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
tk if i = 0,
tk +
i−1∑︂
j=0
h̃j if 1 ≤ i < ni,
tk−1 if i = ni
(3.28)
where h̃i is the length of an interval during the period t̃ ∈ (tk, tk−1], with τ̃ i+1 =
τ̃ i + h̃i and i ∈ {0, 1, . . . , ni}, see Fig. 3.6.
With this, the state value x(tk) can be extracted from the output of the moving
average filter by inverting (3.17) for the system (3.27) [1], that is,
x(tk) = M̃
−1
⎛
⎝Ts x̄(tk−1, Ts) −
ni−1∑︂
i=0
Ñ iB̃i
⎞
⎠ . (3.29)
Here the matrices M̃ and Ñ i are defined similarly as in Section 3.2.1 with the only
difference that Ai˜ and h̃i are used instead of Ai and hi.
Remark 3.4. It should be noticed that due to the time inversion for t ∈ [tk−1, tk),
the intervals h̃i and hj are equal for the index values j = ni −1− i. That means, for
example, that the first interval j = 0 of the “time forward” problem, corresponds to
the last interval of the “time inversion” problem i = ni − 1.
Remark 3.5. Since M̃ and Ñ i are evaluated for Ã(t̃) = −A(t), the matrices Φi,
Ψi and Λi need to be calculated for this new system matrix. Considering that only
the sign of the system matrix A(t) changes, expressions can be found for Φ̃i, Ψ̃i
and Λ̃i based on the original matrices Φi, Ψi and Λi in order to reduce the amount
of computation to be done. These expressions are given in Appendix A.1.
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It remains to determine if the matrix inverse of M̃ exists. This is equivalent
to the problem of determining if x(tk) can be obtained given the measurement
of the moving average filter x̄m(tk). A direct analysis of the matrix results to be
somewhat difficult, since its structure depends on the total number of intervals ni,
see Examples 3.1 and 3.2. Furthermore, the existence of the inverse involves the
inversion of the sum of matrices, which is a difficult problem to analyze. For this
purpose, an alternative approach is examined. If only the moving average filter is
considered in the analysis, it is easy to see that there may be different trajectories
x(t) for t ∈ [tk−1, tk) that lead to the same average value x̄m(tk). Fortunately, the
system dynamics (3.4) and the input S(t) are also known and therefore, they can
be incorporated in the analysis.
The theorem of existence and uniqueness of ordinary differential equations for
the initial value problem gives the conditions by which the solution exists and
it is unique [53]. If this is applied to the system (3.11), its solution x(t) for the
initial value x(τi) in the interval t ∈ [τi, τi+1) results to be unique. Furthermore,
the system (3.4) is continuous differentiable for all t except for the commutation
instants t = τi. From these two facts, it can be argued that given the initial
condition x(τi), the state value x(τi+1) is also unique, which represents the initial
condition for the next interval. Contemplating this sequentially for every stage, and
considering that there are no discontinuities in x, the solution x(t) for t ∈ [tk−1, tk)
given the initial value x(tk−1) results to be unique. Equivalently, given the system
(3.27) with the switching function S(t) for t ∈ [tk−1, tk), there is only one trajectory
x(t̃) corresponding to the initial value x(t̃k) that gives rise to the average value
x̄m(tk) = x̄(tk−1, Ts) for t ∈ [tk−1, tk) and therefore, the inverse of the matrix M̃
exists and (3.29) can be solved.
Remark 3.6. Solving (3.29) does not require the direct inversion of M̃ , but instead
finding the solution of a linear system of the form M̃x = b. This can be done, for
example, using the Gaussian elimination algorithm [54].
3.3.2. Prediction of the Average
As a final step, the state x(tk) given by (3.29) is used as initial condition for solving
(3.4) for the interval t ∈ [tk, tk+1), see Fig. 3.7. The average value can be found
using either (3.10b) with (3.14) and (3.15), or equivalently using (3.17). The same
task sequence of Fig. 3.1 applies in this case, with the only difference that the
prediction is done here as a two-step procedure.
(3.29)x̄(tk−1, Ts)
. . .
B̃(τ̃ 0) B̃(τ̃ni−1)
x(tk) Fig. 3.3 x̄(tk, Ts)
Figure 3.7.: Block diagram of the method using a Σ-∆ ADC to predict the average
value x̄(tk, Ts) from the measurement x̄(tk−1, Ts). The inversion (3.29) is applied
to the related system (3.27).
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3.4. Sampling within the Switching Interval
For convenience of simplifying the explanation and development of the prediction
method, it has been assumed until now that the sampling time ts takes place at
the beginning of a new switching period, i.e. ts = tk. Refer to the assumptions
given in Section 3.1 for further reasons of choosing this instant. Considering now
the results of the previous sections, it can be observed that the method can also
be used when the sampling takes place at an arbitrary time instant within the
switching period, i.e., tk < ts < tk+1. The key for carrying out the prediction in
this case is to divide the switching period [tk, tk+1) into the two subperiods [tk, ts)
and [ts, tk+1) as shown in Fig. 3.8. By doing this [1], the average can be predicted
by considering the system (3.27) for the interval t̃ ∈ (ts, tk] and the system (3.4) for
the interval t ∈ [ts, tk+1). When measuring with a conventional ADC, the sampled
values can be used directly as initial conditions for both subperiods. In contrast,
when measuring with a Σ-∆ ADC, the initial state x(ts) has to be extracted from
the values given by the moving average filter using (3.29) with x̄(ts−1, Ts). It should
be noted that in this case the window length of the moving average filter contains
time intervals of the previous and present switching period. With the extracted
initial condition, the prediction can be carried out as in the case of the conventional
ADC.
3.5. Modeling of the Predicted Average Value
Similar as in Section 2.3.3, it is of interest to know the behavior of the predicted
average value as an input-output system. For this purpose, its frequency response
is derived next. Comparing the definitions (2.3) for x̄m(t) with (3.6) for x̄(t, Ts)
at any given moment t, it can be noted that the predicted average value is time
t
d(t)
tk tk+1
sampling
0
1
tk−1
d(tk)
τ0
τ
τ1 τ2
update duty
cycle
d(tk−1)
τ̃ 0
τ̃
τ̃ 1τ̃ 2
tsts−1 ts+1
window of
moving average
filter
Figure 3.8.: Time diagram of a PWM with a triangle waveform as carrier for an
arbitrary sampling instant ts within the period.
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shifted one period Ts in advance compared to the moving average, i.e.,
x̄(t, Ts) = x̄m(t+ Ts). (3.30)
This allows to express (2.6) in terms of the predicted average as
x̄m(t) = x̄(t− Ts, Ts) (3.31a)
= x(t) ∗ w(t) (3.31b)
from which the relationship between the input x(t) and the output x̄(t, Ts) can be
derived. Next, the causality of the system is considered.
The output of the moving average filter is a causal signal, that is, x̄m(t) = 0 for
t < 0 since the input x(t) = 0 for t < 0. On the other hand, the prediction of the
moving average describes a noncausal signal since x̄(t, Ts) ̸= 0 for t < 0 even so
if x(t) = 0 for t < 0, see definition (3.6) and Fig. 3.9. With this in consideration,
the frequency response of the system can be obtained using the Fourier transform,
which can be applied to noncausal signals. The conditions for its existence are here
assumed. The transform of the predicted average x̄(t, Ts) gives
F{x̄(t, Ts)} =
∫︂ ∞
−∞
x̄(t, Ts)e−ωt dt = X̄(ω) (3.32)
which allows to express the Fourier transform of (3.31a) in terms of X̄(ω) using
0 t
Response of moving average
input x(t)
output x̄m(t)
−Ts 0 t
Response of predicted average
input x(t)
output x̄(t, Ts)
Figure 3.9.: Response of the moving average filter x̄m(t) (left) and of the predicted
average value x̄(t, Ts) (right).
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the time shift property [20, 55, 56], that is,
F{x̄(t− Ts, Ts)} = X̄
m(ω)
=
∫︂ ∞
−∞
x̄(t− Ts, Ts)e−ωt dt
=
∫︂ ∞
−∞
x̄(z, Ts)e−ω(z+Ts) dz
= e−ωTs
∫︂ ∞
−∞
x̄(z, Ts)e−ωz dz
= X̄(ω)e−ωTs. (3.33)
Considering this result and applying the convolution property of the Fourier
transform to (3.31) gives
F{x̄m(t)} = X̄m(ω) = X(ω)W (ω) (3.34)
where F{x(t)} = X(ω). From this, the input-output relationship of the predicted
average value can be expressed using (3.33) as
X̄(ω)
X(ω) =
X̄
m(ω)
X(ω) e
ωTs = W (ω)eωTs (3.35)
with W (ω) representing the Fourier transform of the window function w(t) in
(2.5). Comparing this with (2.8) and using (2.13), the frequency response can be
obtained as
X̄(ω)
X(ω) = sinc
(︄
ω
Ts
2
)︄
eω
Ts
2 . (3.36)
This shows that the prediction can be seen as the transfer function of the moving
average filter with a phase advance of a period Ts. It should be kept in mind that
this represents a noncausal system, i.e., not realizable and should be used carefully
only for modeling purposes.
3.6. Computation of the Matrix Exponential and Its
Integrals
In this section, the methods presented in [1] for computing the matrix exponential
function and its integrals are further discussed. To predict the average value of the
state variables, the matrices Φi, Ψi, and Λi must be computed for every interval i.
For this purpose it is useful to consider the definition of the matrix exponential as
a power series [57], that is,
eX =
∞∑︂
k=0
Xk
k! . (3.37)
38
3.6. Computation of the Matrix Exponential and Its Integrals
With this definition, the matrices in (3.14) and (3.15) can be computed as follows:
Φi := eAihi =
∞∑︂
k=0
Aki h
k
i
k! (3.38a)
= I + Aihi +
A2ih
2
i
2! +
A3ih
3
i
3! + . . . ,
Ψi :=
∫︂ hi
0
eAiζ dζ =
∞∑︂
k=0
Aki h
k+1
i
(k + 1)! (3.38b)
= Ihi +
Aih
2
i
2! +
A2ih
3
i
3! +
A3ih
4
i
4! + . . . ,
Λi :=
∫︂ hi
0
∫︂ ζ
0
eAiη dη dζ =
∞∑︂
k=0
Aki h
k+2
i
(k + 2)! (3.38c)
= Ih
2
i
2! +
Aih
3
i
3! +
A2ih
4
i
4! +
A3ih
5
i
5! + . . .
where I represents the identity matrix, and Φi, Ψi, Λi and I ∈ Rn×n. From the
above definitions emerge the following relationships:
Ψi = Ihi + AiΛi, (3.39a)
Φi = I + AiΨi. (3.39b)
The computation of these matrices can be done either by doing a numerical
approximation of the series or, when possible, by obtaining an analytical solution
to the problem. These approaches will be discussed below.
Remark 3.7. In control theory, a related problem arises in which the matrices
Φ = eAh, (3.40a)
Γ =
∫︂ h
0
eAζ dζ b = Ψ b (3.40b)
have to be calculated, with the vector b ∈ Rn×m. It can be shown that this is
equivalent to calculate the matrix exponential of the following augmented block
matrix [58]: (︄
Φnn Γnm
0mn Imm
)︄
= exp
(︄[︄
Ann bnm
0mn 0mm
]︄
h
)︄
. (3.41)
In this way, both matrices can be obtained from calculating a single quadratic matrix
exponential of order n+m.
Remark 3.8. The approach taken in this section to calculate the matrices (3.38)
deals with quadratic matrices of order n instead, and uses (3.39) to relate them.
This is discussed next.
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3.6.1. Numerical Approximation
One important property that can be seen from (3.39) is that it suffices to approx-
imate only the matrix Λi, since the other two matrices are determined directly
by this relationship. In this manner, all the matrices are computed from one sin-
gle approximation. Therefore, this section concentrates in obtaining a numerical
approximation for Λi.
Much of the work found in the literature focuses in obtaining a numerical ap-
proximation of the matrix exponential Φi instead of the matrix Λi. Several authors
have investigated how to numerically approximate the matrix exponential using
different approaches since the early 1960s, see [57] for an exhaustive discussion. In
this work two particular techniques are discussed, which put together are suited for
the computation of the matrix exponential and also for its integrals. Combining
these two techniques results, according to [57], in one of the most effective methods
of computing the matrix exponential.
3.6.1.1. Evaluation of the Series
The simplest approach to calculate the power series (3.38) is to evaluate a truncated
approximation Λ̂i of the matrix Λi. With this estimate and using the relationships
(3.39) the matrices Ψ̂i and Φ̂i can be easily obtained. The calculation using directly
the form of the Taylor series may not be the best computationally efficient method.
In [46], a better suited approach for the computation is discussed, which was already
mentioned in [59]. The method rewrites the direct series in a recursive formulation
by factorizing common terms. The resulting algorithm is a modification to the
known Horner’s method [57]. For example, the evaluation of the matrix exponential
by its first ns + 1 terms was rewritten in [46] as
Φ̂i =
ns∑︂
k=0
Aki h
k
i
k! (3.42)
= I + Aihi +
A2ih
2
i
2! +
A3ih
3
i
3! + . . .+
Ansi h
ns
i
ns!
= I + Aihi
(︄
I + Aihi2
(︄
I + Aihi3
(︄
. . .
(︄
I + Aihi
ns
)︄
. . .
)︄)︄)︄
.
Following the same idea, the evaluation of the matrix Λi by its first ns + 1 terms
can be rewritten by factorizing the power series as
Λ̂i =
ns∑︂
k=0
Aki h
k+2
i
(k + 2)! (3.43)
= Ih
2
i
2! +
Aih
3
i
3! +
A2ih
4
i
4! +
A3ih
5
i
5! + . . .+
Ansi h
ns+2
i
(ns + 2)!
= h
2
i
2
(︄
I + Aihi3
(︄
I + Aihi4
(︄
I + Aihi5
(︄
. . .
(︄
I + Aihi
ns + 2
)︄
. . .
)︄)︄)︄)︄
.
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Algorithm 3.1 (Modified Horner’s method) A recursive approximation of the
matrix Λi can be obtained by defining the matrices Fℓ, for ℓ = 0, 1, 2, . . . , ns as
F0 = I, (3.44a)
Fℓ = I +
hi
ns − ℓ+ 3
Ai Fℓ−1 (3.44b)
and then computing
Λ̂i =
h2i
2 Fns. (3.44c)

This algorithm is the recursive implementation of the series, and avoids the direct
calculation of the matrix powers Aki and the factorials. Once the approximation
of the matrix Λi is done, the other matrices Ψ̂i and Φ̂i can be calculated replacing
(3.44c) in (3.39). In terms of numerical computation cost, measured primarily by
the number of matrix multiplications [54, 57], this algorithm needs one matrix
multiplication for every iteration of (3.44b), i.e., a total of ns − 1 multiplications.
This is one of the most used algorithms to evaluate a matrix polynomial due
to the simplicity of the implementation. However, if efficiency is to be considered,
there is another method which reduces the number of matrix multiplications to
evaluate the series, especially for large values of ns. The details of this method are
discussed next.
Improving Efficiency Based on the previously discussed algorithm, Van Loan
[60] develops another algorithm to efficiently evaluate a matrix polynomial using
the so-called Paterson and Stockmeyer technique. The algorithm minimizes the
number of matrix multiplications needed to evaluate the polynomial
pns(X) =
ns∑︂
k=0
bkX
k (3.45)
with coefficients bk ∈ R and matrix X ∈ Rn×n, by rewriting it as a polynomial
of degree r in Xq, with r = floor(ns/q) and choosing the parameter q either as
q = floor(√ns) or q = ceil(
√
ns), i.e.,
pns(X) =
r∑︂
ℓ=0
Bℓ · (Xq)ℓ. (3.46)
Both choices of the parameter q lead to the same number of matrix multiplications
[60, 61]. The coefficients Bℓ are matrix polynomials in X, and its general form,
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depending on bk and X, is defined as [60]
Bℓ =
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
q−1∑︂
j=0
bqℓ+jX
j if ℓ = 0, . . . , r − 1,
ns∑︂
j=qr
bjX
j−qr if ℓ = r.
(3.47)
The idea of the algorithm is to precompute the matrix powers X2, . . . , Xq as
X2j = XjXj for the even powers and as X2j+1 = X2jX for the odd powers, with
j = 1, 2, . . .. Then, the sum (3.46) is evaluated recursively, similarly as in (3.44),
for ℓ = 1, 2, . . . , r with
G0 = Br, (3.48a)
Gℓ = XqGℓ−1 +Br−ℓ (3.48b)
where the matrix polynomial is given by
pns(X) = Gr. (3.48c)
Example 3.5 (Paterson and Stockmeyer method) The polynomial (3.45) is
evaluated with ns = 6 and q = 3 (r = 2) as
p6(X) = X3
(︂
X3 b6I⏞⏟⏟⏞
B2
+ (b5X2 + b4X + b3I)⏞ ⏟⏟ ⏞
B1
)︂
+ (b2X2 + b1X + b0I)⏞ ⏟⏟ ⏞
B0
(3.49)
or recursively with
X2 = XX, (3.50a)
X3 = X2X, (3.50b)
G0 = B2, (3.50c)
G1 = X3G0 +B1, (3.50d)
G2 = X3G1 +B0 = p6(X). (3.50e)
From above, it can be seen that only three matrix multiplications are need, that is,
to form X2, X3 and G2. The term G1 does not include any matrix multiplications
since in this case G0 = B2 = b6I is only a scaling factor. △
With this algorithm, the total number of matrix multiplications equals [60]
r + q − 1 − ψ(ns, q), where ψ(ns, q) =
⎧
⎨
⎩
1 if q divides ns,
0 otherwise.
(3.51)
This is, especially for large ns, much smaller than the algorithm discussed previously
and proposed in [59], which requires ns − 1 multiplications. Therefore, the matrix
can be computed much faster. For example, truncating the series to its first ten
terms (ns = 9), the first algorithm needs 8 multiplications, whereas this last one
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needs only 4. Since sometimes in this algorithm more than one choice of ns leads
to the same number of multiplications, it is important to choose ns so that the
order of the approximation is maximized and at the same time the number of
matrix multiplications is minimized, see [54, 61, 62] for more details. For example,
choosing ns either as 7, 8 or 9 leads to same number of 4 matrix multiplications
and, therefore, choosing ns = 9 is the best choice.
Returning to the problem of calculating Λ̂i, this technique can also be applied
by rewriting the matrix (3.43) as
Λ̂i = h2i
ns∑︂
k=0
1
(k + 2)!(Aihi)
k (3.52)
and comparing it with (3.45). Identifying the coefficients bk = 1/(k + 2)!, the
matrix X = Aihi, and applying (3.48) results in the following algorithm:
Algorithm 3.2 (Paterson and Stockmeyer method) A recursive approximation
of the matrix Λi can be obtained by defining the coefficients Bℓ as [1]
Bℓ =
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
q−1∑︂
j=0
(Aihi)j/ (qℓ+ j + 2)! if ℓ = 0, . . . , r − 1,
ns∑︂
j=qr
(Aihi)j−qr/ (j + 2)! if ℓ = r
(3.53)
and the matrices
G0 = Br, (3.54a)
Gℓ = (Aihi)qGℓ−1 +Br−ℓ (3.54b)
with ℓ = 1, 2, . . . , r, and then computing
Λ̂i = h2iGr. (3.54c)

Once the approximation of the matrix Λi is done, the other matrices Ψ̂i and
Φ̂i can be calculated replacing (3.54) in (3.39). The implementation of algorithm
(3.54) requires computing explicitly the factorial in the coefficients bk. A minor
modification to the algorithm can take advantage of the factorized terms, and thus
the factorials can be avoided. Further details can be found in [63, 64].
3.6.1.2. Scaling and Squaring
Unfortunately, the Taylor series—regardless of how it is computed—provides a
good approximation of the matrix exponential only near the origin [57]. The
main problem of the series are numerical issues. Due to the terms added in the
series, a numerical overflow could take place before an acceptable accuracy has
been reached by the approximation. For example, when the term hi∥Ai∥ is large,
where ∥·∥ denotes any matrix norm, then with increasing k, the term (Aihi)k/k!
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becomes very large before becoming small. Furthermore, the series is subjected
to loss of significance by catastrophic cancellation [61, Theorem 4.5]. This takes
place—due to floating-point arithmetic—when the addition of two numbers closely
to each other, but of opposing sign is performed [65–67]. The operation leads to
a reduction of significant digits in the result. This is observed especially when the
final result is small, and its value is being computed by subtraction of large numbers.
Thus, it is important to mention that the difficulty in the calculation of the series
is not the truncation of the series, but rather the finite precision arithmetic [57].
In the literature, the method developed to avoid the aforementioned problems is
called “the scaling and squaring method” [54, 57]. Considering the definition
Φ(t) := eAit (3.55)
where Φ(hi) = Φi, the main idea of this second technique is to exploit the following
property of the matrix exponential
(︂
Φ(hi)
)︂2 = Φ(hi)Φ(hi) = Φ(2hi). (3.56)
This can be used to scale down the problem—in the sense of a matrix norm—and
then compute the series for the new smaller matrix. For example, if the hi∥Ai∥ is
too large compared to a predefined constant, usually chosen to be close to one, the
power series can be evaluated for Aihi/2 instead. If this also turns out to be too
large, then the evaluation is done for Aihi/4, and so on until an adequate integer
s is found such that hi 2−s∥Ai∥ is not too large. Then, the original series of the
matrix exponential can be computed as
Φi =
⎡
⎣. . .
[︄
Φ
(︄
hi
2s
)︄]︄2
. . .
⎤
⎦
2
(3.57)
where the squaring of the matrix Φ(hi/2s) is taken s times.
With this property of the matrix exponential, and defining
Ψ(t) :=
∫︂ t
0
Φ(ζ) dζ (3.58)
it was shown in [59] and also in [46] that the problem to calculate Ψi = Ψ(hi) from
Ψ(hi/2s) can be reduced to the following iteration:
Ψ
(︄
hi
2ℓ−1
)︄
=
[︄
2I + AiΨ
(︄
hi
2ℓ
)︄]︄
Ψ
(︄
hi
2ℓ
)︄
(3.59)
for ℓ = s, s−1, . . . , 1. The proof follows from the property (3.56), and using (3.39b)
to obtain
Φ
(︂
hi/2ℓ−1
)︂
= Φ
(︂
hi/2ℓ
)︂
Φ
(︂
hi/2ℓ
)︂
I + AiΨ
(︂
hi/2ℓ−1
)︂
= I + 2AiΨ
(︂
hi/2ℓ
)︂
+ A2i Ψ2
(︂
hi/2ℓ
)︂
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and then simplifying for Ψ
(︂
hi/2ℓ−1
)︂
. Using this same procedure, and with the
definition
Λ(t) :=
∫︂ t
0
Ψ(η) dη (3.60)
the matrix Λi = Λ(hi) can be calculated from Λ(hi/2s) by replacing the expression
(3.39a) in (3.39b), using the property (3.56), and keeping in mind that the matrix
multiplication AiΛ is commutative, see definition (3.38c). Starting from
Φ
(︄
hi
2ℓ−1
)︄
= Φ
(︄
hi
2ℓ
)︄
Φ
(︄
hi
2ℓ
)︄
(3.61)
and expressing the matrix exponential Φ(t) in terms of Ai and Λ(t) results in
I + hi2ℓ−1Ai + A
2
i Λ
(︄
hi
2ℓ−1
)︄
=
[︄
I + hi2ℓAi + A
2
i Λ
(︄
hi
2ℓ
)︄]︄ [︄
I + hi2ℓAi + A
2
i Λ
(︄
hi
2ℓ
)︄]︄
= I + hi2ℓ−1Ai +
[︄
hi
2ℓ
]︄2
A2i + 2A2i Λ
(︄
hi
2ℓ
)︄
+ 2 hi2ℓ A
3
i Λ
(︄
hi
2ℓ
)︄
+ A4i Λ2
(︄
hi
2ℓ
)︄
. (3.62)
Simplifying the expression above, the following algorithm can be derived:
Algorithm 3.3 (Scaling and squaring) The recursive implementation to obtain
Λi starting from Λ(hi/2s) can be reduced to calculate [1]
Λ
(︄
hi
2ℓ−1
)︄
= I
[︄
hi
2ℓ
]︄2
+
[︄
2I + Ai
[︄
hi
2ℓ−1 I + AiΛ
(︄
hi
2ℓ
)︄]︄]︄
Λ
(︄
hi
2ℓ
)︄
. (3.63)
for ℓ = s, s− 1, . . . , 1. 
Summarizing, one possible way to calculate the matrices Φi, Ψi and Λi can be
done as follows:
1) appropriate values for s and ns are chosen;
2) the matrix Λ̂(hi/2s) is approximated by the Taylor series using either Algo-
rithm 3.1 or Algorithm 3.2, and replacing hi for 2−shi;
3) with this matrix as start value for Algorithm 3.3, and then computing (3.63)
s-times, yields the matrix Λ̂i;
4) finally, the matrices Ψ̂i and Φ̂i can be calculated replacing Λ̂i in (3.39).
As final comment on the numerical approximation of the matrices (3.38), it is
worth to mention that the methods consisting on direct calculation of the matrix
exponential Φi using the scaling and squaring method for the Padé approximant
[57, 68], can be also explored for the purposes here presented. This, provided that
the system matrix Ai is nonsingular. In this way, the other matrices Ψi and Λi can
be obtained using (3.39). The direct Padé approximant of the series (3.38c) could
also be investigated.
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3.6.1.3. Parametrization
Some guidelines are given in this section for finding appropriate values for s and
ns. The determination of these parameters has been studied by many authors for
the matrix exponential function. The goal is to find a set of values which give an
approximation error that remains under a certain given tolerance. For evaluating
this error two approaches can be found: a numerical and an analytical analysis.
In the first approach a numerical investigation of the error dependency on s
and ns is carried out for a specific given matrix Ai. For evaluating the error,
the “true value” of the matrix exponential is needed. This can be found either
through an analytical solution if possible, or using a state-of-the-art numerical
method as in [68, Algorithm 2.3], which is implemented in the MATLAB function
expm. Furthermore, the error analysis can also incorporate the corresponding
computational effort needed to carry out the approximation. In [59] the number of
matrix multiplications for different techniques along with the optimal combination
of s and ns which leads to the smallest error is investigated.
Another approach found in the literature is the analytical analysis of the approx-
imation error, where an expression for the error dependency on the parameters is
searched. For example, in [57] an inverse error analysis is carried out and an expres-
sion dependent on the error tolerance and the size of the matrix Ai is obtained. The
author chooses the parameter s so that hi∥Ai∥ ≤ 2s−1, summarizing the results in
[57, Table 1]. Another technique can be found in [68] where—based on a backward
error analysis—a lower bound for the error is given. The expression for the bound
results difficult to evaluate analytically. For this reason, a numerical analysis using
250 decimal digit arithmetic is carried out by searching parameters that give an
error bound that do not exceed the unit round-off of the IEEE double precision
arithmetic. The results are also summarized in Tables. Further analysis specifically
related to the cost of evaluating the Taylor series is given in [62]. Another method
based on the Taylor series with its corresponding error analysis can be found in [69].
The previously discussed techniques search the parameters based on a generic
problem where a general system matrix Ai is examined. The optimal choice of
the parameters are for any given matrix. Considering that the implementation of
the prediction method has to be done in real time, the structure of the system
matrix can be exploited to simplify the calculations. Investigating numerically the
particular system matrix might lead to a better set of parameters as the ones given
by the analytical error analysis of a general matrix. In other cases, the analytical
solution of the matrix exponential might be the best approach.
Furthermore, for power electronics applications, a much higher error bound can
be chosen as the one given by a double precision arithmetic. Given a predefined
bound that lead to an acceptable approximation error, adequate values for s and
ns can be found numerically. Since the length of the intervals vary, the longest
expected value should be taken into account in hiAi, e.g., hi = Ts. The optimal
choice of the parameters should consider not only the error of the approximation,
but the computational effort as well. This last one is measured by the total number
of matrix multiplications to be done by both techniques, the Taylor series and the
scaling and squaring.
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3.6.2. Analytical Solution
In some cases, it is also possible to obtain an analytical solution for the matrix
exponential. Some of these techniques are discussed below.
3.6.2.1. Diagonalization
This technique, based on the decomposition methods, applies a similarity transfor-
mation of the form
Ai = S DS−1 (3.64)
to the system matrix Ai, where dim(D) = dim(S). The matrix exponential can be
calculated using the definition of the power series and considering that
(︂
SDiS
−1)︂k =
(︂
SDiS
−1)︂ (︂SDiS−1
)︂
· · ·
(︂
SDiS
−1)︂ = SDki S−1 (3.65)
leading to
Φi = eAihi = S eDhi S−1. (3.66)
In this manner, the similarity transformation allows to easily compute the matrix
eDhi. An analytical solution to the problem of obtaining Λi can be obtained if the
inverse A−1i of the system matrix exists for all i. From (3.39) it follows that the
matrices Ψi and Λi can be derived from the matrix Φi as
Ψi = A−1i
(︂
Φi − I
)︂
, (3.67a)
Λi = A−1i
(︂
Ψi − Ihi
)︂
. (3.67b)
For the decomposition of the system matrix into D and S there are two ap-
proaches which allow an easy computation of the matrix exponential. If the system
matrix has a complete set of linear independent eigenvectors, it can be diagonalized
and the matrix exponential can be very easily obtained as [70]
Φi = S
⎛
⎜⎜⎜⎜⎜⎝
eλ1hi
eλ2hi
. . .
eλnhi
⎞
⎟⎟⎟⎟⎟⎠
S−1 (3.68)
where the λj, with j = 1, 2, . . . , n, are the eigenvalues of the system matrix Ai,
which form the diagonal matrix
D = diag
(︂
λ1, λ2, . . . , λn
)︂
(3.69)
and S = (v1,v2, . . . ,vn) is the similarity transformation, whose columns are the
eigenvectors that satisfy Aivj = λjvj.
Remark 3.9. An example of this technique can be found later in Section 4.1.3.1.
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3.6.2.2. Jordan Normal Form
Now, if the matrix Ai cannot be diagonalized, it can be expressed with a similarity
transformation as a block-diagonal matrix, where each block has a triangular form,
i.e. the Jordan canonical form [61, 70]. In this case, the block-diagonal matrix in
(3.64) takes the form
D = diag (J1, J2, . . . , Jk) (3.70)
where the submatrices Jj for j = 1, 2, . . . , k are the (nj × nj)-Jordan blocks having
the form
Jj =
⎛
⎜⎜⎜⎜⎜⎜⎝
λj 1
λj
. . .
. . . 1
λj
⎞
⎟⎟⎟⎟⎟⎟⎠
(3.71)
for every distinct eigenvalue λj of Ai, with
∑︁k
j=1 nj = n. The similarity transfor-
mation S is build from the eigenvectors and the generalized eigenvectors of Ai.
Furthermore, the Jordan blocks can be expressed as
Jj = λj
⎛
⎜⎜⎜⎜⎜⎝
1
1
. . .
1
⎞
⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1
0 . . .
. . . 1
0
⎞
⎟⎟⎟⎟⎟⎟⎠
= λj I +Nj (3.72)
where Nj is a nilpotent matrix, i.e. N qj = 0 for every positive integer q ≥ nj.
Example 3.6 (Nilpotent matrix) Let the particular nilpotent matrix of order
nj = 4 to be
Nj =
⎛
⎜⎜⎜⎜⎝
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎞
⎟⎟⎟⎟⎠
. (3.73)
It can be shown that succeeding powers of Nj move the superdiagonal upwards
until it disappears for N4j , that is,
N2j =
⎛
⎜⎜⎜⎜⎝
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎟⎠
, N3j =
⎛
⎜⎜⎜⎜⎝
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎟⎟⎠
, and N qj = 0 for all q ≥ 4 . (3.74)
△
Using the power series definition, the matrix exponential eAihi can be obtained as
Φi = S diag
(︂
eJ1hi, eJ2hi, . . . , eJkhi
)︂
S−1. (3.75)
Thus, the problem is to find the matrix exponential of the Jordan blocks. Using
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the nilpotency property in (3.72) and replacing it in the power series definition
(3.37), it can be shown that the matrix exponential of the Jordan blocks can be
obtained by [57, 61]
eJjhi = eλjhiIeNjhi
= eλjhi
⎛
⎝I +Njhi +
N2j h
2
i
2! + . . .+
N
nj−1
j h
nj−1
i
(nj − 1)!
⎞
⎠ (3.76)
= eλjhi
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 hi h2i /2! . . . h
nj−1
i /(nj−1)!
1 hi . . .
...
1 . . . h2i /2!
. . . hi
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.77)
Thus, allowing to easily find an analytical solution for the matrices Φi, Ψi and Λi.
3.6.2.3. Laplace Transform
Another analytical method commonly used to obtain the matrix exponential is
carried out in the frequency domain with the Laplace transform [57, 58], that is,
Φ(t) = eAit = L−1
{︂
(sI − Ai)−1
}︂
(3.78)
which is the transition matrix associated to the differential system ẋ(t) = Aix(t)
for t ∈ [τi, τi+1).
Example 3.7 (Laplace transform) Consider the matrix† Ai =
(︂−1 0
1 0
)︂
for which
(sI − Ai)−1 =
(︄
s+ 1 0
−1 s
)︄−1
=
⎛
⎜⎜⎜⎜⎝
1
s+ 1 0
1
s(s+ 1)
1
s
⎞
⎟⎟⎟⎟⎠
. (3.79)
The matrix exponential can be then calculated as
Φi = Φ(hi) = L−1
{︂
(sI − Ai)−1
}︂ ⃓⃓
⃓
t=hi
=
(︄
e−hi 0
1 − e−hi 1
)︄
. (3.80)
△
†Example taken from Åström and Wittenmark [58, example 2.3].
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4. Application of the Method for DC-DC
Converters
This section presents an example of the application of the method for the prediction
of the averaged value in DC-DC converters, in particular for the buck and the
buck-boost converter. The method is analyzed in detail for the buck converter.
The corresponding model in state-space representation is derived for both cases,
obtaining the matrices A(t) and B(t). A PWM will be used, either with a sawtooth
or a triangle waveform as carrier. Results are shown for measurements done with
a conventional, and with a Σ-∆ ADC with moving average filter. The simulation
of the converters was carried out using PLECS, and the implementation of the
method for the prediction of the average value was programmed in C and carried
out using Simulink from MATLAB. Experimental results are also presented for the
case of the buck converter to verify the functionality of the method. At the end of
the chapter, the state-space model of other DC-DC converters are given to further
show the scope of the method.
4.1. Buck Converter
To illustrate the method presented in the previous chapter, the buck converter of
Fig. 4.1 is studied as an example. The results presented in this section build on
those published in [1]. For the application of the method, the following assumptions
will be considered:
1) The input voltage udc is constant within a switching period.
2) The resistor RL remains constant during the operation.
3) The converter operates in continuous conduction mode. The discontinuous
conduction mode will be treated separately in Section 4.1.5.2.
4) The system variables i1 and u2 are sampled at the beginning of the PWM
period.
udc
S =0
S =1 S1
u1
i1 R L
ic
C
iL
RL u2
Figure 4.1.: Circuit diagram of the buck converter.
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4.1.1. Modeling
The relationship between i1 and u2 can be determined applying Kirchhoff’s laws.
From the analysis follows that:
L
di1(t)
dt = −R i1(t) − u2(t) + u1(t), (4.1a)
C
du2(t)
dt = i1(t) −
u2
RL
. (4.1b)
A state-space representation of the converter can be obtained by choosing the
state variable as x = (i1 u2)T. With this choice and comparing (4.1) with (3.4),
the matrices that describe the system read
A = −
(︄
R/L 1/L
−1/C 1/(RLC)
)︄
, (4.2a)
B(t) =
(︄
udcS(t)/L
0
)︄
. (4.2b)
In this case, the matrix A is constant and the vector B is piecewise constant,
since the voltage u1(t) = udc S(t) depends on the switching function. This set of
equations represents the ideal model of the buck converter. If a more detailed
model is needed, nonideal effects of the circuit can also be incorporated. These are
discussed next.
4.1.2. Effect of Nonideal Circuit Elements
In this section, a more detailed model of the buck converter is shown, which includes
the parasitic voltage source and resistive component of the switches, as well as the
equivalent series resistance (ESR) of the capacitor. The ESR R of the inductor has
already been included in the model. The influence of these elements on the method
is discussed.
Fig. 4.2 shows the circuit diagram of the buck converter with nonideal elements.
Considering the implementation of the unidirectional ideal switch of Fig. 4.12a
on page 67, the voltage drops of the transistor and the diode are incorporated.
RT S = 1
UT
udc
RD
S = 0
UD
i1 R L
RC
C u2
RL uL
Figure 4.2.: Circuit diagram of the buck converter with nonideal elements.
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A constant voltage drop is modeled with the voltage sources UT and UD respectively,
and a voltage drop depending on the current is modeled with the resistors RT and
RD. Furthermore, the ESR RC of the capacitor C is also included. The model of
the nonideal buck converter can be compactly written considering the two states
of the switching function S(t) ∈ {0, 1}. That is,
⎛
⎜⎜⎝
L RCC
0 (RL +RC)C
RL
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
di1(t)
dt
du2(t)
dt
⎞
⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎝
−R −RTS(t) −RD(1 − S(t)) −1
1 − 1
RL
⎞
⎟⎟⎠
⎛
⎜⎝
i1(t)
u2(t)
⎞
⎟⎠
+
(︄
(udc − UT)S(t) − UD(1 − S(t))
0
)︄
. (4.3)
With this set of equations and defining the vector x = (i1 u2)T, the system can
be represented in the state-space form of (3.4) with
A(t) = −
(︄
(R +RTS(t) +RD(1 − S(t)) +RC rq)/L (1 −RC rq/RL)/L
−rq/C rq/(RLC)
)︄
,
(4.4a)
B(t) =
(︄
((udc − UT)S(t) − UD(1 − S(t))) /L
0
)︄
(4.4b)
where rq = RL/(RC + RL). If the resistors RC = RD = RT = 0 and the voltage
drops UT = UD = 0, the ideal model of the buck converter in (4.2) is obtained.
This shows that despite these nonideal elements, the converter can nevertheless be
brought in the standard state-space form. If only the constant voltage drops of the
ideal switch are to be incorporated in the model, the system can be described in a
general form by (4.2a) and
B(t) =
(︄
u1(t)/L
0
)︄
, (4.5)
u1(t) =
⎧
⎨
⎩
udc + Uon if S(t) = 1,
Uoff if S(t) = 0
(4.6)
with Uon and Uoff as the voltage drop during the on and off state respectively.
4.1.2.1. Measurement of the State Variable
One issue to be considered here is that due to the ESR RC , the state variable
u2 cannot be measured directly. In this case, the voltage of the load uL is only
available. The voltage of the capacitor can be then derived by considering that
uL(t) = u2(t) +RC
(︄
i1(t) −
uL(t)
RL
)︄
(4.7)
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from where it follows that the state variable u2(t) can be obtained from the available
measurements: the voltage load uL(t) and the inductor current i1(t), i.e.,
u2(t) = uL(t)
RL +RC
RL
+RC i1(t). (4.8)
This can be used when measuring with both, the conventional and the Σ-∆ ADC. In
the first case, the initial condition x(tk) = (i1(tk) u2(tk))T can be obtained directly.
For the second case, the average value of the state x̄m(tk) =
(︂
ī
m
1 (tk) ūm2 (tk)
)︂T
can be obtained from the available measurements. In both cases, the prediction of
the state variables can be done using the model (4.4), as described in Sections 3.2
and 3.3 respectively, without any modification of the method.
Remark 4.1. A similar procedure can be done for other DC-DC converters in
order to obtain the corresponding state-space model, and to take into account the
effect of nonideal elements.
Remark 4.2. In some converter models, the voltage of the capacitor will depend
also on the switching function S(t). In case of measuring with a conventional
ADC, the state S(tk) at the sampling instant should be considered. On the other
hand, in case of measuring with a Σ-∆ ADC, care must be taken since the relation
between the capacitor voltage, the measured variables, and the switching function
may result nonlinear. In a more general description, this gives rise to a relation in
which a state variable xj(t) is multiplied by a switching function Sk(t). In this case,
the measurements given by the moving average filter cannot be replaced directly in
the relation, because the average of the quantity q(t) = xj(t)Sk(t) is needed and,
therefore, the approximation q̄m(tk) ≈ x̄mj (tk)S̄
m
k (tk) has to be made.
4.1.3. Simulation Results
The parameter values used for the buck converter are shown in Table 4.1. The
values of the capacitor C, the inductance L, and the switching period Ts were
Table 4.1.: Parameters of the buck converter
Parameter Value
Voltage udc 100 V
Resistor R 0.2 Ω
Inductance L 0.88 mH
Capacitance C 1.58 mF
Load resistor RL 13.7 Ω
On-state voltage drop Uon −2 V
Off-state voltage drop Uoff −1 V
Dead time Td 3µs
Switching period Ts 125µs (8 kHz)
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particularly chosen to achieve a relatively large amplitude of the oscillations in the
current and voltages. This is to emphasize the ripple in order to compare it with
the average value. For a duty cycle of d = 0.5, this results in a maximal amplitude
of ∆i1 ≈ 49 %In for the current, where In = 7.2 A is the nominal current, and
∆u2 ≈ 35 %udc for the output voltage.
4.1.3.1. Matrix Exponential
The matrices Φi, Ψi, and Λi in (3.38) were numerically calculated using the method
proposed in Section 3.6. For the computation of the matrices, it was found sufficient
to utilize the first ten terms of the Taylor series with no scaling and squaring, i.e.,
ns = 9 and s = 0. Furthermore, to test the time performance of the numerical
calculations, the Algorithm 3.1 was used since in this case the total number of
operations to be done is not minimal, and therefore, the method can be tested in
a more difficult scenario.
For illustration purposes, the analytical solution of the matrix exponential is
also derived. The goal is to rewrite the system matrix as A = SDS−1, so that
the matrix Φi can be easily calculated, see (3.66). The eigenvalues of a generic
quadratic matrix
A =
(︄
a11 a12
a21 a22
)︄
(4.9)
are given by solving the equation P (λ) = det (λI − A) = 0, that is,
λj =
a11 + a22
2 ±
√︂
a211 − 2a11a22 + a222 + 4a12a21
2 (4.10)
with j ∈ {1, 2}. Assuming a real matrix A and that the argument of the square
root is negative, which is the case for the parameters in Table 4.1, the eigenvalues
in (4.10) can be expressed as λj = σ ± ω. On the other hand, the eigenvectors of
the matrix are given by the solution of (A− λjI) vj = 0, resulting in
vj =
(︄
a12
λj − a11
1
)︄T
. (4.11)
Similarly, the eigenvectors can be expressed as vj = (Σ ± Ω 1)T. Defining the
decomposition matrices D and S = (v1 v2) as
D = diag (σ + ω, σ − ω) , (4.12a)
S =
(︄
Σ + Ω Σ − Ω
1 1
)︄
(4.12b)
and replacing them in (3.66) gives after simplification
Φi =
eσhi
Ω
⎛
⎝Ω cos(ωhi) + Σ sin(ωhi) − sin(ωhi)
(︂
Ω2 + Σ2
)︂
sin(ωhi) Ω cos(ωhi) − Σ sin(ωhi)
⎞
⎠ . (4.13)
Finally, the matrices Ψi and Λi are obtained replacing Φi in (3.67).
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4.1.3.2. Open Loop Control
The method was first tested in open loop, where the duty cycle d(t) for the PWM
was preset manually. The purpose of this experiment is to test the method as
an independent block, considering only its effectiveness to predict the average
values based on the measured variables and the model of the system. In this way,
any artifacts that might be introduced by a feedback loop are disregarded. The
influence of the method on the performance of the closed loop will be examined later
in Section 4.1.5.3. For this open loop test, the prediction was tested in different
working points, changing the duty cycle gradually from 0.2 to 0.9. Two modulation
schemes were considered, PWM with sawtooth and triangle carrier, and in both
cases the same duty cycle profile was given to the modulator, see Fig. 4.3. In
this way, the method is tested in both steady state and dynamic operation, i.e.,
an interval with constant duty cycle and another with variable. The duty cycles
were generated using a third order polynomial, which allows to set the transition
between the two operating points. That is,
d(t) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
d(t0) if t < t0,
p(t) if t0 ≤ t ≤ tf ,
d(tf ) otherwise
(4.14)
where d(t0) is the value of the duty cycle at the start instant t0 of the transition,
d(tf ) is the value of the duty cycle at the end tf of the transition, and
p(t) = a0 + a1(t− t0) + a2(t− t0)2 + a3(t− t0)3 (4.15)
is the polynomial for t ∈ [t0, tf ]. The total transition time is defined by Tt = tf − t0.
The coefficients can be obtained considering the following requirements on the
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Figure 4.3.: Preset duty cycle for the PWM in the buck converter.
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polynomial:
p(t0) = d(t0), p(tf ) = d(tf ),
dp
dt (t0) = 0,
dp
dt (tf ) = 0 (4.16)
which leads to
a0 = d(t0), a1 = 0, a2 = 3
d(tf ) − d(t0)
T 2t
, a3 = −2
d(tf ) − d(t0)
T 3t
. (4.17)
In this case, the operating points and the transition time were chosen as d(t0) = 0.2,
d(tf ) = 0.9, and Tt = 1 ms respectively.
The simulation results for the open loop test are shown in Figs. 4.4 and 4.5
for the case of PWM with sawtooth and triangle waveform as carrier respectively.
Both figures show the results for measuring with the conventional ADC and with
the Σ-∆ ADC. For the case of triangle waveform as carrier, a symmetric or center
aligned active-high pulse was used for the PWM. This variant was chosen in order to
compare it later with experimental results [1]. It can be seen that at the beginning
of every period, depicted by the vertical dashed lines, a sampled value of the voltage
and the current is available, from which its progression over time is predicted. For
the case of measurement with a conventional ADC the sample corresponds to the
instantaneous value, and for the case of measurement with Σ-∆ ADC the sample
corresponds to the average over the last switching period. In both figures the
moving average of the corresponding variable is also shown as a reference for the
evaluation of the method, see definition (2.3). When comparing the predicted
average value and the corresponding moving average, it can be observed that they
coincide at the end of the period as expected. This shows that the method allows
to know this information in advance. In Fig. 4.5a can be seen that the sampling
is done at an instant where the amplitude of the ripple is almost zero for the case
of the current but not for the voltage. Further, in Fig. 4.4a can be seen that the
sampling of the current is done at an instant when the amplitude of the ripple
reaches its minimum value. In all cases, the current and voltage sampled values
deviate from the corresponding average value for that period.
Comparison with PWM Synchronous Method For comparison, the measure-
ment of the variables with the synchronous methods single-update PWM with
sampling at the beginning and with sampling at the midpoint are shown in Fig 4.6.
For a better contrast, the duty cycle was changed here using the polynomial (4.14)
with the same parameters as before, but after reaching the stationary value d(tf),
its value was changed back to d(t0). In the case of the current, it can be seen that
the sampling instants take place at moments when the amplitude of the ripple is
almost zero. The measurements provided by this method only approximate the
average of the signals for the corresponding switching period. Its effectiveness
depends on whether the conditions discussed in Section 2.2.2 are fulfilled.
57
4. Application of the Method for DC-DC Converters
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
measured signal
sampled value
predicted average
moving average
(a) conventional ADC
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
measured signal
sampled value
predicted average
moving average
(b) Σ-∆ ADC
Figure 4.4.: Simulation results for the buck converter in open loop control and using
a PWM with sawtooth waveform as carrier.
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Figure 4.5.: Simulation results for the buck converter in open loop control and using
a PWM with triangle waveform as carrier [1].
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Figure 4.6.: Simulation results for the buck converter in open loop control, using
a PWM with triangle waveform as carrier, and sampling at the beginning and
midpoint of the period.
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Fig 4.6b shows the dynamic error in the prediction for both state variables,
defined as the deviation of the sampled value from the average of the signal for the
corresponding period, that is,
εx(t) = x(t) − x̄m(tk+1) (4.18)
where the error is evaluated at t = tk for the synchronous method with sampling at
the beginning, and at t = tk + 12Ts for sampling at the midpoint. The average value
can be obtained, for example, by reading the output value of the moving average
filter at the end of the switching period, see (2.3). It can be observed that for
the case of the samples of the current i1, their values approach the average closer
than for the case of the voltage u2. In this last one, the samples are closer to the
maximal or minimal values of the ripple instead. As mentioned in Section 2.2.2,
the synchronous sampling can provide in the buck converter a good approximation
of the average only for the case of the current, since the ripple of the voltage does
not behave linearly. However—for this example—a measurement error can also be
observed in the current because this last one changes exponentially rather than
linearly during a switching interval [25]. Moreover, comparing both synchronous
methods, the current error results much larger for the case of sampling at the
beginning. This is due to the asymmetry of the gate signal—and therefore of the
time progress of the current as well—with respect to the sampling instant, where
the asymmetry is caused by the update of the duty cycle, see also Fig. 2.3.
The measurement error was also evaluated in a stationary operation mode for
different constant values of the duty cycle in Fig. 4.6c. It can be seen that the
current error has a symmetry with respect to the duty cycle, reaching its maximum
deviation by d = 0.5 for both methods. Further, their absolute values are quite
close to each other for every value of d. For the voltage measurement, there is no
symmetry with respect to the duty cycle. The maximum absolute deviation for
sampling at the beginning is reached by d = 0.6 and for sampling at the midpoint
by d = 0.4. Comparing with Fig 4.6b, it can be seen that the dynamic error can
be much larger than the stationary error, especially when the sampling is carried
out at the beginning of the period.
4.1.3.3. Sensibility to Parameter Variations
Until now, it has been assumed that the parameters used in the model are known
within a certain accuracy. Like every model-based predictive algorithm, the perfor-
mance of the method depends on how well these parameters are known. These can
be obtained from the information provided by the manufacturer in the data sheet,
or via experimentation. It is then of interest to investigate how a variation in the
parameters affects the predicted average value. For this purpose, the values used in
the model for the resistors, the inductor, and capacitor were changed independently
in about ±30 % from its nominal value. Simulations were carried out for different
values of the duty cycle d. The predicted instantaneous value for x(tk) and the
predicted average value x̄(tk, Ts) were compared with the “true values”, that is, the
sampled value and the output of the moving average filter respectively. This was
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done for a PWM with sawtooth waveform as carrier and using a conventional ADC.
Fig. 4.7 shows the relative errors in x and x̄ for every changed parameter. It can
be seen that the model mismatch has a smaller effect in the predicted average value
than in the instantaneous value. Particularly, it can be seen that the variation in
the resistor value R has almost a negligible influence on the prediction. For the
inductor L and the capacitor C the relative errors in the average value remain
under ±10.6 % and ±2.8 % respectively, see Table 4.2a. Variations in the load
resistor RL have the largest influence on the predicted average value, where the
relative errors remain under ±18 %. Nevertheless, it should be noticed that the
error in the predicted average value does not change in the same proportion as
the parameter variation, but rather in a much smaller proportion. From these
results, it can be identified which parameters need to be known more accurate in
order to have small errors in the prediction. In case of using a PWM with triangle
waveform as carrier, the relative errors are smaller than in the case with sawtooth
carrier—especially for the predicted instantaneous value—see Table 4.2b. This can
be explained considering that for the triangle carrier the intervals hi are shorter
and, therefore, the value of x̄ at the end of every period deviates less from its true
value. Furthermore, the fluctuations in the predicted state values have a certain
symmetry during the switching cycle, which are then compensated by the averaging
process.
Table 4.2.: Maximal relative error in the predicted state x and the average value x̄
of the buck converter for parameter variations of ±30 %
(a) sawtooth carrier
absolute relative error for (x, x̄) in %
R L C RL
i1 1.35, 0.34 100.00, 7.93 14.06, 2.83 141.65, 18.12
u2 0.80, 0.27 52.01 , 10.63 19.28, 1.68 11.74 , 17.86
(b) triangle carrier
absolute relative error for (x, x̄) in %
R L C RL
i1 0.57, 0.28 16.68, 6.49 3.63, 1.09 36.72, 16.68
u2 0.37, 0.20 5.92 , 5.25 6.24, 1.65 16.55, 17.02
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Figure 4.7.: Relative error in the predicted state x and the predicted average value
x̄ of the buck converter for parameter variations and different values of the duty
cycle d, using a PWM with sawtooth as carrier.
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4.1.4. Experimental Setup
An existing test rig of a back-to-back three-phase two-level converter was used
for the experimental verification of the method, see Fig. 4.8a. The setup consists
of two industrial converters TWERD MFC710 connected together by means of
a DC link. The front-end of the converter is connected to the grid with a pure
inductive filter, and the amplitude of the grid voltages can be adjusted by means
of a variable autotransformer, not depicted in the figure. This allows to charge the
DC link capacitor to a desired voltage if the front-end converter is used as a diode-
bridge rectifier. On the other side, different loads can be connected to the back-end
converter. Measurements are available at both sides. At the grid side, the line
currents and the phase voltages are available. The DC link voltage is also measured.
At the back-end, the line currents are available. Additionally, other external signals
can be measured and interconnected with the system, e.g., a voltage on the load.
The levels of these signals are adjusted for the interface with the dSpace system
DS1103. This last one features a PowerPC with an input/output (I/O) interface
with a 16 bit ADC and DAC, and a slave DSP TMS320F240. The conventional
sampling of the variables is carried out by the internal ADC of the dSpace system,
whereas the measurement with the Σ-∆ ADC is done by a custom-made PCB with
a ADS1209 Σ-∆ modulator and a TE0630 Spartan-6 FPGA micro-module, see
Fig. 4.8b. The sinc decimation filter was programmed in Verilog on the FPGA
board, running with a clock frequency of 10 MHz. The control algorithm of the
converter and the routine for predicting the average value were programmed in
the dSpace system with Simulink and C code. It is to be noticed that the PWM
implemented by the dSpace corresponds to a center aligned active-high modulation,
so that the turn-on interval of the switching signal is always centered at the midpoint
of the switching period. Internal signals of the control and the prediction algorithm
were outputted to the DAC of the dSpace system with the purpose of measuring
them with an oscilloscope, and compare them with other analog signals.
4.1.5. Experimental Verification
This section shows experimental results obtained in the verification of the method.
The buck converter was implemented using the existing test rig of Fig. 4.8a, where
the active front-end is just used as a rectifier in order to charge the DC link, and
the load is connected between two phases of the back-end, see Fig. 4.9. For this
purpose, the transistor pair S1/S2 is actively controlled and the pair S3/S4 remains
in the same state, i.e., S3 off and S4 on. The switching and control of the converter
was done with a frequency of 8 kHz. This results in a downsampling ratio for the
measurement with the Σ-∆ ADC of OSR = 10 Mhz/8 kHz = 1250, and a resolution
of 12 bits is reached, see Section 2.3.3.2.
The method was tested using the conventional ADC and the Σ-∆ ADC. In both
cases, the measurements are done at the beginning of the PWM period. The current
i1, the voltage u2, and the input voltage udc are measured. This last one is used
in (4.6), and it is considered constant during the period. The parameters of the
converter are the same of those shown in Table 4.1.
63
4. Application of the Method for DC-DC Converters
Grid
measurements
Back-end
measurements
Front-end
converter
TWERD
MFC710
Back-end
converter
TWERD
MFC710
analog ±10 V PCB with
Σ-∆-ADC
digital TTL
Signal adjustment for dSpace
Gate signals Gate signalsDC link
voltage External
signals
conventional
16 bit ADC
PowerPC and DSP
TMS320F240
dSpace system DS1103
(a) Circuit and block diagram of the experimental setup.
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A D
(b) Custom made PCB for the measurement with the Σ-∆ ADC. (A) Analog input signals;
(B) FPGA micro-module; (C) Σ-∆ modulator; (D) digital output signals.
Figure 4.8.: Setup for experimental verification.
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Figure 4.9.: Circuit diagram of the implemented buck converter.
4.1.5.1. Open Loop Control
Experimental results for the buck converter in open loop control are shown in
Figs. 4.10 and 4.11, see also [1]. The converter was first tested with the same preset
duty cycle of Fig. 4.3b. The case of a PWM with triangle waveform as carrier
is investigated since it is the standard implementation on the dSpace system. In
Fig. 4.10, the sampled value of the Σ-∆ ADC (blue) and the moving average (dotted
green) are also shown as a reference for the evaluation of the method. The moving
average was calculated filtering the data obtained with an oscilloscope using a FIR
filter with a window length of 125µs. The internal signals of the dSpace system
were outputted by a digital-to-analog converter in order to measure them with
an oscilloscope. It can be observed, for both types of ADCs, that the predicted
average value approximates closely the output of the moving average filter at the
end of the period, and provides the average value of the signal one period earlier
than the output of the Σ-∆ ADC.
Furthermore, to show the immediate response of the method, the duty cycle d(t)
is changed abruptly from 0.2 to 0.9 at time instant 0.25 ms and then changed back
to 0.2 at time instant 1.375 ms (nine switching cycles later). The experimental
results are shown in Fig. 4.11. It can be observed that even with a large change in
the duty cycle the average value can be predicted correctly for both types of ADCs.
The small deviations in the prediction can be explained considering that the
parameters of the model are known only with a certain accuracy. Furthermore,
parasitic and nonlinear effects like the variation of the inductance with the current
are not taken into account. Additionally, possible parameter mismatches have a
greater impact in the case of measuring with a Σ-∆ ADC, because the prediction
is done as a two-step process and errors are propagated further.
4.1.5.2. Discontinuous Conduction Mode
The standard implementation of the unidirectional ideal switch of Fig. 4.1 by means
of a transistor and a diode, has as a consequence that the current i1 can flow in
only one direction, see Fig. 4.12a. When the switch is turned off, the current
can flow only through the diode. During this time, its value declines toward zero.
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Figure 4.10.: Experimental results for the buck converter in open loop control and
using a PWM with triangle waveform as carrier [1].
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Figure 4.11.: Experimental results for the buck converter in open loop control.
Response to a step change in the duty cycle for a PWM with triangle waveform.
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(b) Current in discontinuous conduction mode.
Figure 4.12.: Effect of the discontinuous conduction mode.
If the current becomes zero, it will remain in this state until the transistor turns
on again. This discontinuous conduction mode takes place, due to the ripple, when
operating with small currents [5]. In this mode, the properties of the converter
change substantially. For example, in the buck converter, the inductor current is
zero during this time, i.e., i1 = 0, and the capacitor C is discharged by the load RL.
This means the model of the converter also changes, and it is not described by (4.2)
anymore. This will have an effect on the prediction of the average values. In order
to consider this behavior in the method, the following is proposed:
1) The time behavior of the current i1(t) is predicted during the switch-off interval
[τℓ, τℓ + hoff) just as in the normal operation mode, where hoff := hi for all i
such that S(t) = 0. If the predicted current ip1(τℓ+1) at the end of the interval
changes sign, the discontinuous conduction mode is detected.
2) In this mode, the switch-off interval is divided into two subintervals, at the
time instant tz where the current reaches zero, see Fig. 4.12b. These intervals
are given by [τℓ, tz) and [tz, τℓ+1), with tz = τℓ + hz1, τℓ+1 = tz + hz2, and
hoff = hz1 + hz2. The time instant tz can be estimated considering that the
current changes linearly during the interval of length hoff , which—for these
short time spans—gives a good approximation. This results in
tz = τℓ +
|i1(τℓ)|
|i1(τℓ) − ip1(τℓ+1)|
hoff . (4.19)
3) The average value x̄(τℓ, hz1) during the first subinterval [τℓ, τℓ + hz1) and the
value of the state x(tz) at the end of the subinterval are calculated normally
using (4.2).
4) During the second subinterval [tz, tz + hz2), the converter operates in discon-
tinuous conduction mode, and the current i1 and its average value ī1 are
equal zero. The only remaining dynamic is given by the discharging of the
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capacitor C, which is described by
d
dtu2(t) = −
1
RLC
u2(t). (4.20)
Comparing (4.20) with (3.4), and defining the state vector as x(t) = u2(t) ∈ R
for t ∈ [tz, τℓ+1), it can be identified that A = −1/(RLC) and B = 0. With
this new model and considering the voltage x(tz) = u2(τℓ + hz1) at the end
of the previous subinterval as initial condition, the average of the voltage u2
and its value at the end of the interval can be calculated. Finally, the state
average and its value at the end of the interval for the original state vector
are given then by
x̄(tz, hz2) =
(︂
0 ū2(tz, hz2)
)︂T
, (4.21a)
x(τℓ+1) =
(︂
0 u2(τℓ+1)
)︂T
. (4.21b)
Segmenting the switch-off interval into these two subintervals allows to incorporate
the discontinuous conduction mode in the prediction of the state average.
This behavior can also be replicated by the experimental configuration shown in
Fig. 4.9. In this case, since the transistor S4 remains always in the same on state,
and the antiparallel diode is reversed blocked, the current i1 can only flow in the
positive direction, having the same consequences described previously. Fig. 4.13
shows experimental results in open loop control and in operation with discontinuous
conduction mode when measuring the signals with a conventional ADC. It can be
observed that during a short time in the first switching periods, the current goes
to zero and remains briefly in this state. Comparing the output of the Σ-∆ ADC
with the predicted value, it can be seen that the prediction is done correctly during
those periods, for both the current and the voltage.
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Figure 4.13.: Experimental results for the buck converter in open loop control
operating in discontinuous conduction mode. Measurement with conventional ADC.
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4.1.5.3. Closed Loop Control
The method was also tested in closed loop using the cascaded control structure
shown in Fig. 4.14. In this scheme, the inner loop controls the current i1 with a
proportional controller, and the outer loop controls the output voltage u2 with a
proportional-integral (PI) controller. The output of the PI voltage controller acts
as a reference for the inner current loop. This type of controller was chosen since
they are commonly used in power electronics. The purpose of this experiment is
to compare—using the same structure and parameters of the controller—how the
particular measuring method influences the response of the closed loop. For this
purpose, both variables i1 and u2 were measured using first the conventional ADC,
then the Σ-∆ ADC, and finally the method here presented. The transfer function
of the implemented discrete PI controller reads
Cv(z) =
kPI (z − nPI)
z − 1 (4.22)
where kPI sets the voltage controller gain and nPI the position of the zero. The
parameter kP sets the proportional gain for the current control. These were adjusted
empirically, assuming no particular model of the buck converter. In all three cases,
the same controller parameters were used, see Table 4.3.
The setpoint for the output voltage u2 was changed instantly from 20 V to 80 V
around the time instant 1 ms and then changed back to 20 V around the instant
3 ms. Fig. 4.15 shows the experimental results for the closed loop test, see [1]. In
all three cases can be seen that the value of the measured voltage given to the
controller reaches the corresponding setpoint after a transient. In Fig. 4.15a can be
observed that the sampling instants for the voltage measurement do not coincide
with the moments where the amplitude of the ripple is zero, see also Fig. 4.5. This
introduces an offset in the measurement and the average value of u2 deviates from
the given setpoint, compare with Figs. 4.15b and 4.15c. In these last two cases, the
average of the output voltage reaches the setpoint given to the controller since no
offset is added by the measurement.
To clarify the influence of the measuring method on the closed loop system,
the simulated response of the buck converter is contrasted with the experimental
u∗2(z) Voltagecontroller
Cv(z)
i∗1(z) Currentcontroller
kP
Update
of
actuation
u1 (4.1a)
i1(t) (4.1b) u2(t)
−
Measuring
method
i1(z)
−
u2(z)
−
Buck converter
Figure 4.14.: Block diagram for closed loop control of the buck converter.
69
4. Application of the Method for DC-DC Converters
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 1 2 3 4 5
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
analog signal
measured value
model
(a) conventional ADC
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 1 2 3 4 5
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
analog signal
measured value
model
(b) Σ-∆ ADC
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 1 2 3 4 5
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
analog signal
measured value
model
(c) prediction of the average value
0
1
2
3
4
5
6
7
C
ur
re
nt
i 1
(A
)
0 1 2 3 4 5
10
20
30
40
50
60
70
80
90
Time (ms)
Vo
lta
ge
u
2
(V
)
continuous
discrete
prediction
conventional
Σ∆ ADC
(d) Comparison with ideal response
Figure 4.15.: Experimental results for the buck converter in closed loop control and
using a PWM with triangle waveform as carrier [1].
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Table 4.3.: Parameters of the controllers for the buck converter
Parameter kPI nPI kP
Value 12 · 10−3 A/V −5.0 5.4 V/A
results. For this purpose, the averaged model is used, considering that the switching
frequency tends to infinity. This means that the actuation variable is not the binary
switching function S(t) ∈ {0, 1} but rather a continuous variable, i.e., the duty
cycle d(t) ∈ [0, 1]. As mentioned in the introduction of Chapter 3, the averaged
model has the same structure as the switched model. Therefore, the switched and
averaged models of the buck converter results in linear models, see (4.1). The
closed loop response was obtained considering two characteristics of the system.
First, the time delay introduced by the modulator—which amounts one switching
period Ts—is incorporated, see block “Update of actuation” in Fig. 4.14. This delay
comes from the non instantaneous calculation and update of the duty cycle. Second,
the characteristic of the measuring method is also taken into account, see block
“Measuring Method” in Fig. 4.14. For the case of measurement with Σ-∆ ADC and
with the method here proposed, only the time delay introduced by the averaging
is considered. As shown in (2.13) and (3.36) the averaging influences both, the
amplitude of the measured signal and the phase. If the cutoff frequency of the filter
lies higher than the bandwidth of interest, then the effect on the amplitude can be
neglected. On the other hand, the delay has an effect on the dynamical behavior.
Table 4.4 summarizes the delays considered in the simulation for every measuring
method.
The simulated response of the averaged model of the buck converter with the
discrete controller (4.22) and considering the characteristics described above is
shown for every measuring method in Fig. 4.15 (red signal). It can bee seen that
the simulated response resembles quite closely the behavior obtained experimentally,
showing that modeling of these delays gives a good description of the system. This
can be considered in the design and dimensioning of the controller parameters in
order to reach the desired performance. Comparing the responses, the overshoot
obtained when measuring with the Σ-∆ ADC, see Fig. 4.15b, is due to the additional
time delay introduced by the moving average filter, which reduces the stability
margins of the closed loop. An elimination of this delay, given by the prediction
of the average value, improves the system response, see Fig. 4.15c. An offset
Table 4.4.: Time delay introduced by the measuring method
Measuring Method ConventionalADC Σ-∆ ADC Method
Measuring delay 0 0.5Ts −0.5Ts
PWM update Ts Ts Ts
Total delay Ts 1.5Ts 0.5Ts
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discrepancy in the current, between the measured value and the response of the
model, can be seen in Fig. 4.15a. This can be explained by the aliasing introduced
in the measurement. For the case of the voltage, the measured signal is driven to
the corresponding setpoint due to the integral action of the PI voltage controller.
However, the measurement introduces an offset and the average value of the voltage
deviates from the response of the model, resulting in a smaller average value. This
in turn produces a smaller average value for the current as well.
For comparison, the simulated response of the averaged model of system (4.1)
when controlled with an equivalent continuous controller is shown in Fig. 4.15d.
This controller corresponds to the one that gives rise to (4.22) when discretized
with a zero-order-hold method. The different time delays, such as from filtering
and the processing time together with the PWM update, are not included, since the
intention is to compare the previous responses with an idealized desired situation
having no delays (black signal). Additionally, the response of the system with
the discretized controller—excluding the time delays as well—is also shown (gray
signal). This last one shows that the discretization of the control law has already
an impact on the performance of the closed loop. From the results, it becomes clear
that all the measuring methods have an influence on the obtained behavior due to
the additional time delay introduced by the measuring method and the processing
time. A reduction of the measuring delay—given by the prediction of the average
value—improves the system response, resembling closer the response of the ideal
closed loop with the continuous controller.
Remark 4.3. From the previous discussion, it can be seen that the buck converter—
although it might be considered a simple system—it allows to investigate the method
with a variety of different effects. Furthermore, it can be argued that the buck
converter results to be a more difficult system to investigate compared to other
types of DC-DC converters as the boost or buck-boost converters. For example, as
discussed in Section 2.2.2, one of the requirements for the synchronous sampling
method to work is that the rate of change of the measured signal should depend
directly on the switching function. This is the case for many DC-DC converters
but not for the buck converter. In this case, the output voltage does not depend
on the switching function, see (4.1). This means that the sampled value of the
voltage does not approximate the average value as in the case of the boost or buck-
boost converters, resulting then more difficult to obtain an approximation of the
average. Furthermore, in some DC-DC converters the order of the system to be
solved depends on the state of the switching position. For example, in the boost
converter the input and output dynamics are coupled only for one position of the
switch. In the other position, the system can be modeled by two independent first
order systems. On the other hand, the buck converter remains a second order system
independent of the switch position and no decoupling is possible. Nevertheless, to
show the applicability of the method in other types of DC-DC converters, the buck-
boost converter is also investigated since it results to be a system with both, the
matrix A(t) and the vector B(t), being piecewise constant. This is discussed in the
next section.
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4.2. Buck-Boost Converter
4.2.1. Modeling
In this section, the method is applied to the buck-boost converter shown in Fig. 4.16.
The same assumptions as in Section 4.1 are here considered. The model of the
converter can also be obtained considering both states of the switching function
S(t) ∈ {0, 1}, and then applying Kirchhoff’s laws for both cases. The dynamics
can be compactly written in the following set of equations:
L
di1(t)
dt = −R i1(t) + u2(t)(1 − S(t)) + udc S(t), (4.23a)
C
du2(t)
dt = −i1(t)(1 − S(t)) −
u2(t)
RL
. (4.23b)
With the state definition x = (i1 u2)T, the system can be represented with the
matrices
A(t) = −
(︄
R/L −(1−S(t))/L
(1−S(t))/C 1/(RLC)
)︄
, (4.24a)
B(t) = 1
L
(︄
udc S(t)
0
)︄
. (4.24b)
Therefore, the buck-boost converter results in a state-space model with piecewise
constant matrix A(t) and vector B(t). Here, an ideal switch is considered, but it
should be mentioned that a voltage drop of the switch could also be incorporated
in the model by modifying the vector B, as in Section 4.1.2.
Remark 4.4 (Discontinuous conduction mode). The implementation of the ideal
switch is done similarly as in Fig. 4.12a. This means that the buck-boost converter
could also operate in discontinuous conduction mode. If the current i1 reaches
zero, it cannot reverse its polarity, and the output capacitor C and load resistor RL
are decoupled from the rest of the converter, as in the case of the buck converter.
Therefore, the system can also be described during this operation mode by the reduced
order model (4.20).
udc
S =1 S =0
S1 i1
R
L
C
ic
iL
RL u2
Figure 4.16.: Circuit diagram of the buck-boost converter.
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4.2.2. Simulation Results
This section presents simulations results when the method is used in open and
closed loop control. The parameter values for the buck-boost converter were here
also chosen to emphasize the amplitude of the ripple in both the current and voltage.
These are summarized in Table 4.5.
4.2.2.1. Open Loop Control
The method was tested in open loop as in Section 4.1.3, changing the duty cycle
in (4.14) gradually from d(t0) = 0.3 to d(tf) = 0.8 with the transition time also
chosen as Tt = 8 ms, see Fig. 4.17. This range was particularly chosen to show the
ripple in the signals, since this last one is too small for low values of the duty cycle
and too big for large values of the duty cycle, especially in the voltage. The same
duty cycle values were used for the PWM with sawtooth and triangle carrier.
The simulation results obtained for the open loop test are shown in Figs. 4.18 and
4.19 for the case of PWM with a sawtooth and triangle waveform carrier respectively.
In both figures the results are shown when measuring with the conventional ADC
and with the Σ-∆ ADC. At the beginning of every period—depicted by the dashed
vertical lines—a sampled value is available as initial state condition from which the
time behavior of the signals is predicted. It can be seen in Fig. 4.18a, for the case
of the sawtooth waveform and measurement with the conventional ADC, that the
sampled value deviates far from the average value or the value of the current at
the time instant where the ripple is zero. For both, the current and the voltage,
the measured value corresponds to the minimal value of the ripple. On the other
hand, when using a triangle carrier and a conventional ADC as in Fig. 4.19a, the
time instant of the sampled value coincides very closely to the moment where the
amplitude of the ripple goes to zero. A small deviation can be observed during the
transition—especially for the current—since the ripple is not symmetric around
the sampling instant, compare with Fig. 2.3. If the sampling would take place at
the midpoint of the period, the deviation would be smaller. In all cases can be
observed that the predicted average value (red signal) coincides, as expected, with
the value of the moving average (dotted green signal) at the end of every period,
showing that method can also be used for variable structure systems with piecewise
constant matrix A and vector B.
Table 4.5.: Parameters of the buck-boost converter
Parameter Value
Voltage udc 15 V
Resistor R 10 mΩ
Inductance L 10 mH
Capacitance C 60µF
Load resistor RL 30 Ω
Switching period Ts 1 ms (1 kHz)
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Figure 4.17.: Preset duty cycle for the PWM in the buck-boost converter.
4.2.2.2. Sensibility to Parameter Variations
In this section, the sensibility of the prediction to parameter variations is inves-
tigated in the buck-boost converter. Just as in Section 4.1.3.3, the values of the
parameters used in the model for the resistors, the inductor, and capacitor were
changed independently in about ±30 % from its nominal value. Fig. 4.20 shows the
relative errors in x and x̄ for the case of the inductor L and the load resistor R,
when using a PWM with sawtooth carrier and a conventional ADC. The maximal
relative errors for all the parameters are summarized Table 4.6. It can also be
observed here, that parameter deviations have a larger influence in the prediction
of the state than in the prediction of the average value. Variations of the resistor
R from its nominal value have a negligible influence in the prediction. The relative
error of the average value produced by changes in the capacitor C and load resistor
RL remains under ±7.2 % and 9.6 % respectively. In this case, variations of the
inductor L have the largest influence in the prediction, resulting in a maximal
relative error of 27.3 %. In the case of the triangle carrier, the relative errors result
smaller, except for the load resistor, where the error remains approximately the
same.
4.2.2.3. Closed Loop Control
The method was also tested in closed loop control. Since the averaged model of the
boost converter represents a nonlinear system, a state-space feedback law based on
a linearized model around an operating point is used to design a controller for the
output voltage of the converter. This is designed for the averaged model† of the
converter. The linearized version of the averaged model of (4.23) is derived below.
†The averaged model can be obtained from the switched model replacing the switching
functions with the corresponding duty cycles, see (3.1)–(3.3).
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Figure 4.18.: Simulation results for the buck-boost converter with open loop control
and using a PWM with sawtooth waveform as carrier.
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Figure 4.19.: Simulation results for the buck-boost converter with open loop control
and using a PWM with triangle waveform as carrier.
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Figure 4.20.: Relative error in the predicted state x and the predicted average value
x̄ of the buck-boost converter for parameter variations and different values of duty
cycle d, using a PWM with sawtooth carrier.
Table 4.6.: Maximal relative error in the predicted state x and the predicted
average value x̄ of the buck-boost converter for parameter variations of ±30 %
(a) sawtooth carrier
absolute relative error for (x, x̄) in %
R L C RL
i1 0.11, 0.03 86.81, 27.25 5.52, 0.57 67.83, 4.81
u2 0.01, 0.01 9.89 , 6.61 4.94, 7.24 13.04, 9.55
(b) triangle carrier
absolute relative error for (x, x̄) in %
R L C RL
i1 0.04, 0.03 1.83, 0.74 1.20, 0.45 12.55, 3.95
u2 0.01, 0.01 1.40, 1.79 1.86, 1.93 15.46, 9.82
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For this, the following general nonlinear model is considered:
ż(t) = F(z(t),d(t)) (4.25)
where z ∈ Rn represents the state of the averaged model, d ∈ Rm the system input
tuple, and F ∈ Rn the corresponding vector field. The linearization of (4.25) is
carried out around a stationary operating point (z(t),d(t)) = (zo,do) by which
F(zo,do) = 0, resulting in the small signal model [46, 71]
ż̃ = Fz z̃(t) + Fd d̃(t). (4.26a)
The variables z̃(t) = z(t) − zo and d̃(t) = d(t) − do represent the increments, and
the matrices
Fz =
∂
∂z
F(z,d)
⃓⃓
⃓⃓
⃓z=zo
d=do
, Fd =
∂
∂d
F(z,d)
⃓⃓
⃓⃓
⃓z=zo
d=do
(4.26b)
the corresponding Jacobian matrices.
For the buck-boost converter, it can be identified from (4.23) with (z1, z2) =
(i1, u2) that its averaged model reads†
F(z, d) =
⎛
⎜⎜⎜⎜⎝
−z1
R
L
+ z2
(1 − d)
L
+ udc
L
d
−z1
(1 − d)
C
− z2
1
RLC
⎞
⎟⎟⎟⎟⎠
. (4.27)
To simplify the derivation of the control law, it is assumed that the value of the
resistor R ≈ 0 can be disregarded. The corresponding stationary operating point
zo = (zo1 zo2)T in terms of the duty cycle d = do reads
zo =
(︄
udcdo
RL(1 − do)2
− udcdo1 − do
)︄T
(4.28)
and the matrices in (4.26b) result
Fz =
(︄
0 (1 − do)/L
−(1 − do)/C −1/(RLC)
)︄
=
(︄
0 a12
a21 a22
)︄
, (4.29a)
Fd =
⎛
⎜⎜⎜⎜⎝
udc
(1 − do)L
udcdo
(1 − do)2RLC
⎞
⎟⎟⎟⎟⎠
=
(︄
b1
b2
)︄
. (4.29b)
†It should be mentioned that nonlinear models of DC-DC converters—like the one of the buck-
boost converter—can also be controlled with nonlinear techniques such as feedback linearization,
passivity based control, and flatness based control [6, 11, 72]. For example, in [72] an energy-
related quantity is used as a flat output to control the converter via flatness-based feedback and
trajectory planning.
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The state feedback control law is then defined by
d̃ = −K z̃ =
(︂
k1 k2
)︂ (︄z̃1
z̃2
)︄
= −k1z̃1 − k2z̃2 (4.30)
which drives the state z̃ toward zero. In order to include setpoint tracking, the
integral of the incremental controlled variable z̃2 is considered as an extra state
variable so that z2(t) tends to the reference value [71]. The extra state can be
described by
q̇(t) = z̃2(t) (4.31)
and the corresponding new state feedback law is modified to
d̃ = −
(︂
K k3
)︂ (︄z̃
q
)︄
(4.32)
for the new augmented state-space vector (z̃ q)T. This control law leads to the
following closed loop system:
(︄
ż̃
q̇
)︄
=
(︄
Fz − FdK −Fdk3
0 1 0
)︄(︄
z̃
q
)︄
(4.33)
where the dynamics can be set by choosing an adequate value for the feedback
gains (k1 k2 k3) using pole placement. Considering the matrices in (4.29), the
corresponding characteristic polynomial of (4.33) is given by
Pcl(s) = s3 + (b1k1 − a22 + b2k2)s2
+ (b2k3 − a12a21 + a12b2k1 − a22b1k1 + a21b1k2)s+ a21b1k3. (4.34)
Defining the closed loop polynomial to be of the form
Pcl(s) = (s2 + 2ζωns+ ω2n)(s+ p0)
= s3 + (2ζωn + p0)s2 + (2ζωnp0 + ω2n)s+ ω2np0 (4.35)
and equating the coefficients, the feedback gains can be obtained. That is,
k1 = a21/b2 − g1(a21b1 − b2p0)/(a21b1b2g2), (4.36a)
k2 = (a22b2 − a21b1 + b2p0 + 2ωnζb2)/b22 + g1(a21b1 − b2p0)/(a21b22g2), (4.36b)
k3 = ω2np0/(a21b1) (4.36c)
with
g1 = ω2nb22 − 2ζωna21b1b2 + a221b21, (4.36d)
g2 = a21b21 + a22b1b2 − a12b22. (4.36e)
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Results The state feedback control of the buck-boost converter was designed for
the operating point which gives rise to an output voltage of z2 = −40 V, i.e.,
do = 0.72, zo1 = 4.89 A, zo2 = −40 V. (4.37)
The design parameters in (4.35) were chosen as
ζ = 0.65, ωn = 362 rad/s, p0 = 2ζωn (4.38)
resulting in the following state feedback gains:
k1 = 61.93 mA−1, k2 = −0.32 mV−1, k3 = −1.94 (Vs)−1. (4.39)
The state variables were measured using first the conventional ADC, then the
Σ-∆ ADC and finally the prediction method. In all three cases, the same con-
troller structure and parametrization was used to emphasize how the measuring
method influences the closed-loop performance. The simulation results are shown
in Fig. 4.21. A PWM with sawtooth waveform was used here as carrier. The
reference value of the output voltage was changed instantly at 5 ms from -10 V to
-40 V. In all three cases can be seen that the measured value (blue signal) given
to the controller reaches the reference value after a transient. In Fig. 4.21a the
sampled value of the voltage corresponds to the minimal value of the ripple, and
thus the average value does not coincide with the reference value. An offset is
introduced in the measurement, which depends on the amplitude of the ripple, i.e.,
the value of the duty cycle. On the other hand, when measuring with the Σ-∆
ADC and with the prediction method, the average value of the voltage reaches the
value imposed by the reference. The stationary value of the voltage is reached after
ca. 25 ms for the case of measuring with the method, and after 35 ms for the Σ-∆
ADC. It can also be observed that the overshoot in the response is much smaller
when measuring with the prediction method.
For comparison, the response of the nonlinear averaged model (4.27) of the buck-
boost converter (red signal) when controlled with the same state feedback gains is
also shown in Fig. 4.21. Similar as in Section 4.1.5.3, the switching frequency is
considered to tend to infinity, and the time delays introduced by the update of the
duty cycle and the measuring method are taken into account, refer to Table 4.4. The
response of the model resembles quite closely the average behavior of the switched
system, even though the converter operates with a low switching frequency of 1 kHz.
In Fig. 4.21a a discrepancy on the model response can be observed since in this
case—due to the offset in the sampling—the average of the switched system follows
a different trajectory as the response of the averaged model. If no offset were
introduced by the measurement with the conventional ADC, then both responses
would resemble each other.
Fig. 4.21d shows the responses of the averaged model for all three different
measurement methods. Additionally, the response of the averaged model is also
shown when considering that there is no delay introduced by the update of the
duty cycle and by the measuring method (black signal). This is to compare the
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Figure 4.21.: Simulation results for the buck-boost converter with closed loop control
and using a PWM with sawtooth waveform as carrier.
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responses to an idealized desired situation. It can be seen that, the shorter the total
time delay in the closed loop, the smaller is the resulting overshoot, resembling
closer the ideal response.
4.3. Models of Other Types of DC-DC Converters
This section presents the state-space model of other types of DC-DC converters.
In particular, the models for the boost, the SEPIC, the zeta, and the boost-boost
converter are presented. Additional examples of DC-DC converters with their
respective models can be found in [6]. Fig. 4.22 shows the circuit diagrams with ideal
switches for these converters. The system description can be obtained considering
the different operation modes, which are dependent on the state of the switching
function S.
Example 4.1 (Boost) The equations for the boost converter of Fig. 4.22a can be
obtained similar as in Section 4.2, resulting in
L
di1(t)
dt = −R i1(t) − u2(t)(1 − S(t)) + udc , (4.40a)
C
du2(t)
dt = i1(t)(1 − S(t)) −
u2(t)
RL
. (4.40b)
Comparing these equations with the state-space model (3.4) and defining the state
vector to be x = (i1 u2)T, the system can be represented in the standard form by
A(t) = −
(︄
R/L (1−S(t))/L
−(1−S(t))/C 1/(RLC)
)︄
, (4.41a)
B =
(︄
udc/L
0
)︄
. (4.41b)
△
Example 4.2 (SEPIC) In the SEPIC converter the switches S1 and S2 operate
complementary, i.e., if S1 is closed then S2 is open, see Fig. 4.22b. Considering the
switching function for both switches to be S(t), the converter can be described by
the following set of differential equations:
L1
di1(t)
dt = −R1i1(t) − (u1(t) + u2(t))(1 − S(t)) + udc, (4.42a)
C1
du1(t)
dt = i1(t)(1 − S(t)) − i2(t)S(t), (4.42b)
L2
di2(t)
dt = −R2i2(t) + u1(t)S(t) − u2(t)(1 − S(t)), (4.42c)
C2
du2(t)
dt = (i1(t) + i2(t))(1 − S(t)) −
u2(t)
RL
. (4.42d)
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Figure 4.22.: Circuit diagrams of DC-DC converters.
Defining the state vector to be x = (i1 u1 i2 u2)T, the system can be modeled by
A(t) =
⎛
⎜⎜⎜⎜⎝
−R1/L1 −(1 − S(t))/L1 0 −(1 − S(t))/L1
(1 − S(t))/C1 0 −S(t)/C1 0
0 S(t)/L2 −R2/L2 −(1 − S(t))/L2
(1 − S(t))/C2 0 (1 − S(t))/C2 −1/(RLC2)
⎞
⎟⎟⎟⎟⎠
,
(4.43a)
B =
⎛
⎜⎜⎜⎜⎝
udc/L1
0
0
0
⎞
⎟⎟⎟⎟⎠
. (4.43b)
△
83
4. Application of the Method for DC-DC Converters
Example 4.3 (Zeta) The zeta converter in Fig. 4.22c also operates with the
switches S1 and S2 in complementary mode. In this case, the converter can be
described by
L1
di1(t)
dt = −R1i1(t) + u1(t)(1 − S(t)) + udcS(t), (4.44a)
C1
du1(t)
dt = i1(t)(1 − S(t)) + i2(t)S(t), (4.44b)
L2
di2(t)
dt = −R2i2(t) − u1(t)S(t) − u2(t) + udcS(t), (4.44c)
C2
du2(t)
dt = i2(t) −
u2(t)
RL
. (4.44d)
Defining the state vector to be x = (i1 u1 i2 u2)T results in
A(t) =
⎛
⎜⎜⎜⎜⎝
−R1/L1 (1 − S(t))/L1 0 0
(1 − S(t))/C1 0 S(t)/C1 0
0 −S(t)/L2 −R2/L2 −1/L2
0 0 1/C2 −1/(RLC2)
⎞
⎟⎟⎟⎟⎠
, (4.45a)
B(t) =
⎛
⎜⎜⎜⎜⎝
udcS(t)/L1
0
udcS(t)/L2
0
⎞
⎟⎟⎟⎟⎠
. (4.45b)
△
Example 4.4 (Boost-boost) Finally, in the boost-boost converter the switches
are operated independently from each other, see Fig 4.22d. This results in a system
with two switching functions S1(t) and S2(t), which is described by the following
set of differential equations:
L1
di1(t)
dt = −R1i1(t) − u1(t)S1(t) + udc, (4.46a)
C1
du1(t)
dt = i1(t)S1(t) − i2(t) −
u1(t)
R3
, (4.46b)
L2
di2(t)
dt = −R2i2(t) + u1(t) − u2(t)S2(t), (4.46c)
C2
du2(t)
dt = i2(t)S2(t) −
u2(t)
RL
. (4.46d)
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Defining the state vector also to be x = (i1 u1 i2 u2)T results in
A(t) =
⎛
⎜⎜⎜⎜⎝
−R1/L1 −S1(t)/L1 0 0
S1(t)/C1 −1/(R3C3) −1/C1 0
0 1/L2 −R2/L2 −S2(t)/L2
0 0 S2(t)/C2 −1/(RLC2)
⎞
⎟⎟⎟⎟⎠
, (4.47a)
B =
⎛
⎜⎜⎜⎜⎝
udc/L1
0
0
0
⎞
⎟⎟⎟⎟⎠
. (4.47b)
△
This shows that there are many types of DC-DC converters, which can be brought
in the form of (3.4). The order of the system depends directly on the number of
inductors and capacitors of the converter, whereas the number m of independent
switching functions determines the partition of the switching period Ts in the
individual intervals hi. This will be analyzed further in the next chapter for the
case of three independent switches.
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5. Application of the Method for a
Three-Phase Two-Level Converter
Another application of the method is shown in this chapter, where the two-level
three-phase converter of Fig. 5.1 is studied. An inductive-resistive load with a
sinusoidal voltage source is connected to the converter. The load is Y-connected
and the neutral point N is floating. In order to use the method proposed in
Chapter 3, a suitable model of the converter is first derived. The effects of the
three independent switches are also discussed. Finally, simulation and experimental
results are presented. Some of the findings presented in this chapter were also
published in [2].
5.1. Modeling
For modeling purposes, the following assumptions are considered:
1) The DC link voltage udc is constant within a switching period.
2) The voltage udc, the currents ij, and the voltages uj with j ∈ {U,V,W} are
sampled at the beginning of the PWM period.
3) The switches are ideal. The nonideal case will be treated separately in
Section 5.2.2.
4) The voltages uj are considered to be constant during the switching period. Its
impact on the method, and an improvement for the prediction are analyzed
in Section 5.2.3.
udc
1
0
SU U
M
SV V
SW W
iU
L R
uU
iV
L R
uV
N
iW
L R
uW
uNM
uUM
uVM
uWM
Figure 5.1.: Circuit diagram of the two-level three-phase converter with ideal
switches.
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Applying Kirchhoff’s laws to the circuit in Fig. 5.1, the following relationships
per phase are obtained:
ujM(t) = L
d
dtij(t) +R ij(t) + uj(t) + uNM(t) (5.1)
where the output voltage of the converter depends on the switching function, i.e.,
Sj ↦→ ujM, with Sj(t) ∈ {0, 1}. This can be calculated, for example, as ujM = udcSj,
where the voltage drops of the switches can be incorporated if necessary. Here,
the tuple of switching function is defined as S = (SU, SV, SW) with m = 3. The
voltage uNM between the neutral point N and the reference point M of the converter
can be obtained by adding the three output voltages ujM, and considering that the
sum of the currents at the floating neutral point N equals zero, i.e., iU + iV + iW = 0.
This results in
uNM =
1
3 (uUM + uVM + uWW) −
1
3 (uU + uV + uW) . (5.2)
The differential equation describing the converter current can be written in vector
notation as
d
dti(t) = −
R
L
i(t) + 1
L
uM(t) −
1
L
u(t) − 1
L
uNM(t) (5.3)
with i = (iU iV iW)T, uM = (uUM uVM uWM)T, u = (uU uV uW)T, and uNM =
(uNM uNM uNM)T.
5.1.1. Coordinate Transformation
The system (5.3) can be transformed into another set of coordinates using the Clarke
transformation [73, 74]. This operation transforms a vector z = (zU zV zW)T from
the coordinate system UVW into the coordinate system αβγ with
zαβγ = Tαβγz (5.4)
where zαβγ = (zα zβ zγ)T and the transformation matrix is defined as
Tαβγ =
1
3
⎛
⎜⎜⎝
2 −1 −1
0
√
3 −
√
3
1 1 1
⎞
⎟⎟⎠ (5.5)
leading to an amplitude invariant transformation of the vector z. Applying (5.4)
to (5.3), and considering that uαβγNM = (0 0 uNM)
T and the sum of the currents is
zero—that is iγ = 0 and diγ/ dt = 0—the system can be described just by the α
and β coordinates, i.e.,
d
dti
αβ(t) = −R
L
iαβ(t) + 1
L
uαβM (t) −
1
L
uαβ(t). (5.6)
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The notation zαβ = (zα zβ)T represents the α and β components of the vector z.
It should be noticed that the output voltage uαβM of the converter depends on the
switching function tuple S, i.e., S ↦→ uαβM .
5.1.2. State-Space Representation
Defining the state vector as x = iαβ and comparing (5.6) with (3.4), the system
can be described in the required state-space representation, as in [2], by
A = −R
L
, (5.7a)
B(t) = 1
L
uαβM (t) −
1
L
uαβ(t) (5.7b)
with A ∈ R and B(S) ∈ R2. It should be noticed that the vector B(t) is considered
to be piecewise constant. This means that the converter voltage S(t) ↦→ uαβM (S(t))
and the voltage vector uαβ(t) are also considered to be piecewise constant. This
last one is in practice not strictly piecewise constant and its effect on the prediction
of the average value will be analyzed later on Section 5.2.3.
Since in this case the order of the system is reduced to dim(A) = 1, the matrix
exponential and its integrals in (3.38) are simplified into the real values
Φi = eAhi, (5.8a)
Ψi =
1
A
(Φi − 1) , (5.8b)
Λi =
1
A
(Ψi − hi) (5.8c)
with Φi, Ψi and Λi ∈ R. The average value of the current ī can be obtained with
the inverse Clarke transformation of the average value of the state vector x̄ = īαβ,
that is, ⎛
⎜⎜⎝
īU
īV
īW
⎞
⎟⎟⎠ = T−1αβγ
⎛
⎜⎜⎝
īα
īβ
0
⎞
⎟⎟⎠ . (5.9)
5.1.3. Ideal Switching Instants
The ideal switching instants are determined here for the case of a PWM with a
triangle waveform as carrier. Since the converter is a three-phase system, there
is one duty cycle for each phase, namely dj with j ∈ {U,V,W}. Fig. 5.2 shows
the ideal switching instants τi for the case of a center-aligned PWM, where the
corresponding duty cycle is defined as d∗j = 1 − dj. The two switching instants
for every phase can be calculated using (3.24) for the corresponding duty cycle
d∗j . The chronological order of these instants depends on the value of each duty
cycle. It can be noticed that the pair τ1 and τ6 correspond to the smallest duty
cycle, the pair τ2 and τ5 correspond to the second smallest duty cycle, and the
pair τ3 and τ4 correspond to the largest duty cycle. These switching instants are
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Figure 5.2.: Ideal switching instants τi of a center-aligned PWM with a triangle
carrier.
considered to be the ideal instants, since the use of a dead time to prevent a short
circuit of the DC link could change the commutation time points. This effect will
be included later on in this chapter. The switching period Ts can be divided into a
total of ni = 7 intervals , in which the switching-function tuple S = (SU, SV, SW)
is constant within the interval.
5.2. Simulation Results
Simulation results are presented in this section for the prediction of the average
value of the currents. Here, it is assumed that the sampling of the signals is done
with a conventional ADC, and it takes place once at the beginning of the PWM
period, see Fig. 5.2. Since the voltages uj are not strictly piecewise constant, its
effect on the prediction of the average value will be examined later. Therefore, for
the following results, these voltages are considered to be zero, i.e., uj(t) = 0, which
means an inductive-resistive load is connected to the converter. The parameters
used for the simulation are shown in Table 5.1. Same as before, these values
were chosen to emphasize the ripple in the current and to obtain an exponential
behavior during a switching interval. They correspond to the values of the available
components used later in the experimental verification.
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Table 5.1.: Parameters of the three-phase two-level converter
Parameter Value
Voltage udc 300 V
Resistor R 4.7 Ω
Inductance L 0.7 mH
Dead time Td 3µs
Switching period Ts 125µs (8 kHz)
The method was tested first in open loop, where the duty cycles for the PWM
were manually preset. These were generated with
dj(tk) = 0.5ma cos (ϑj(tk)) + 0.5, (5.10a)
ϑj(tk) = Ω(tk) + ϕj, (5.10b)
Ω(tk) = Ω(tk−1) + 2πf0Ts (5.10c)
where ma ∈ [0, 1] represents the modulation index, f0 is the oscillation frequency,
and (ϕU, ϕV, ϕW) = (0,−2π/3, 2π/3) are the corresponding phase shifts. In this
case, an oscillation frequency of f0 = 50 Hz and a modulation index of ma = 0.6
were chosen for the simulations, see Fig. 5.3.
5.2.1. Ideal Case
Here is considered that the switches commutate instantly and, therefore, no dead
time is needed Td = 0. Fig. 5.4a shows the time behavior of the phase currents when
the duty cycles of Fig. 5.3 are applied. A detailed view of the phase current iU(t)
and the predicted average value is shown in Fig. 5.4b for different time intervals. For
comparison, the moving average īmj (t) of the measured current, as defined in (2.3),
is also shown. It can be observed that the predicted average value coincides with
the moving average at the end of every period, depicted by the vertical dashed lines.
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Figure 5.3.: Preset duty cycles for the three-phase two-level converter with a switch-
ing frequency fs = 8 kHz and modulation index ma = 0.6.
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Figure 5.4.: Simulation results for the three-phase two-level converter for the ideal
case with a modulation index of ma = 0.6 and switching frequency fs = 8 kHz.
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5.2.2. Effect of Dead Time
As discussed in Section 3.2.2, the practical realization of the half-bridge config-
uration requires the use of a dead time in order to delay the turn-on instant of
the switches and, thus, avoid a short circuit. The consequence of this action on
the prediction of the average value were presented in [2] and are further discussed
below. To evaluate this, the absolute error obtained for the predicted average value
of the current is considered. This is defined as the difference between the predicted
average value īj(tk, Ts) for the present switching period and the value of the moving
average īmj (tk+1) at the end of the switching period, i.e.,
εij (tk) = īj(tk, Ts) − ī
m
j (tk+1). (5.11)
Fig. 5.5 shows the error in the phase current iU for the ideal case (without dead
time) and for the nonideal case (with dead time and no compensation). In this last
one, the switches are commutated with dead time but its effect is not considered
in the prediction of the average value. It can be seen that the error for the ideal
case is zero, as expected, but for the nonideal case an error is introduced in the
prediction. The amount of error depends directly on the length of the dead time Td
and on the instant value of the phase current as well. Therefore, in order to reduce
this deviation, the impact of the dead time should be included in the method.
5.2.2.1. Change of the Switching Instant
Changing the turn-on instant of the switches, in order to prevent a short circuit
of the DC link, modifies the length of the intervals hi. The effect of this action,
which depends on the direction of current flow, can be modeled with the equivalent
switching signal for the ideal half-bridge configuration of Fig. 3.5 on page 31.
This characteristic can be considered for every phase. It can be included in the
method to evaluate an extension of the present switching state for a duration equal
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Figure 5.5.: Simulation results of the two-level converter. Absolute error for the
predicted average of phase current iU for two cases: ideal commutation; and use of
dead time Td without compensating it.
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to the dead time, see Remark 3.2. The absolute error obtained by taking into
account this effect is shown in Fig. 5.6a for the phase current iU (circles). In
comparison with the error of Fig. 5.5 (stars), it can be noticed that the error has
been reduced drastically. Nevertheless, some small errors remain at certain time
instants. Fig. 5.6b shows two examples of what happens with the current at these
time instants. It can be observed that the current goes to zero and remains in this
state during some time. This rises from the practical realization of the half-bridge
configuration. Furthermore, it can be seen that since this “discontinuity” is not
included implicitly in the method, the predicted average value does not coincide
with the value of the moving average filter at the end of that period. However,
this discontinuous behavior can also be incorporated in the prediction with a small
modification. This is analyzed next.
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(a) Absolute error of the predicted average value for phase current iU including the impact
of dead time for the switches and the discontinous operation mode.
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Figure 5.6.: Simulation results for the three-phase two-level converter for the non-
ideal case with a modulation index of ma = 0.6 and switching frequency fs = 8 kHz.
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5.2.2.2. Discontinuous Conduction Mode
The use of dead time brings along a new phenomenon in the operation of the power
converter. During this time both gate signals—top and bottom—are turned off,
which means that the current can flow only through the diodes. The corresponding
phase current declines toward zero. If this one is small enough at the beginning
of the dead time interval, the current might become zero. When this happens, it
remains in this state until the end of the dead time, when one of the gate signals
turns on again. This phenomenon is also called in the literature zero-current
clamping effect [75, 76]. Fig. 5.7 shows an example of the progression of the current
during this time. The current is positive and close to zero at the ideal commutation
instant τℓ, in which the gate signal Snj is turned off. Before this instant, the current
is conducted by the bottom diode. Afterwards, the current keeps flowing through
the bottom diode, decreasing and becoming zero at time instant tz. After this,
the current cannot be negative since the top diode is reverse blocked. The reverse
recovery of the diode is not considered here. The current remains in this state until
the gate signal Spj is turned on at time instant τℓ + Td. This clamping effect leads
to a discontinuous mode of operation, which is not considered intrinsically by the
method to predict the average value. Following [2], a similar procedure as the one
in Section 4.1.5.2 is proposed to model this behavior. That is,
1) The time behavior of the corresponding phase current ij(t) is predicted during
the dead time t ∈ [τℓ, τℓ+Td) without considering the zero-current clamping. If
a change of sign takes place between ij(τℓ) and the predicted value ipj(τℓ + Td),
the zero-current clamping is detected.
2) The dead time Td is divided into two subintervals at the time instant tz where
the current goes to zero. These intervals are given by [τℓ, tz) and [tz, τℓ+1),
with tz = τℓ +hz1, τℓ+1 = tz +hz2, and Td = hz1 +hz2. The time instant tz can
be estimated assuming that the current changes linearly during the interval
Td, resulting in
tz = τℓ +
|ij(τℓ)|
|ij(τℓ) − ipj(τℓ + Td)|
Td. (5.12)
3) The average value x̄(τℓ, hz1) over the first subinterval [τℓ, τℓ + hz1), and the
state x(tz) at the end of the subinterval are calculated normally, using (5.7)
and considering the corresponding state S.
4) During the second subinterval [tz, tz +hz2) the converter operates in discontin-
uous conduction mode, and its behavior cannot be modeled by (5.7) anymore.
The corresponding phase current remains equal zero, i.e., ij(t) = 0 for t ∈
[tz, τℓ+1) with j ∈ J3 = {U,V,W}. This means that only the two other phases
conduct current. Applying Kirchhoff’s law to Fig. 5.1, and defining the current
of the active phases as i = il = −ir, with l ∈ J2 = {k | k ∈ J3, k ≠ j} and
r ∈ J1 = {k | k ∈ J2, k ̸= l}, the following differential equation is obtained:
d
dti(t) = −
R
L
i(t) + 12L
(︂
(ulM(t) − urM(t)) − (ul(t) − ur(t))
)︂
(5.13)
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Figure 5.7.: Zero-current clamping during dead time interval.
Comparing (5.13) with (3.4) and defining the state vector as x(t) = i(t) ∈ R
for t ∈ [tz, τℓ+1), the matrix A = −R/L ∈ R and the vector B(t) = ( (ulM(t) −
urM(t))− (ul(t)−ur(t)) )/2L ∈ R can be identified. Further, the converter out-
put voltages Sl ↦→ ulM and Sm ↦→ urM depend on the corresponding switching
states during this subinterval. Using (5.13), the average value of the current
over the subinterval [tz, tz + hz2) results
(︂
īj(tz, hz2), īl(tz, hz2), īm(tz, hz2)
)︂
=
(︂
0, x̄(tz, hz2), −x̄(tz, hz2)
)︂
(5.14a)
and the value of the current at the end of the subinterval
(︂
ij(τℓ + Td), il(τℓ + Td), im(τℓ + Td)
)︂
=
(︂
0, x(tz + hz2), −x(tz + hz2)
)︂
.
(5.14b)
Segmenting the dead time interval into two subintervals allows to incorporate
the zero-current clamping in the method. The absolute error obtained for this case
is shown in Fig. 5.6a. It can be noticed that now the error has been reduced to
zero.
Remark 5.1. The zero-current clamping is to be checked only during the time span
in which the dead time for the corresponding phase is active.
Remark 5.2. The use of a dead time might also lead to other cases, which could
be included in the logic to calculate the corresponding intervals. For instance, if an
extension of the present switching state takes place, and the length of the next ideal
interval turns out to be shorter than the dead time, special care has to be taken in
order to consider the correct switching state. This situation happens only in certain
operation modes of the power converter, and the error introduced by omitting it has
a small impact in the prediction due to the short time spans involved. Therefore,
this case can be disregarded.
96
5.2. Simulation Results
5.2.3. Effect of the Grid Voltages
The effect of the grid voltages in the prediction of the average value of the currents
is considered next. As shown before, the voltages uj(t) are contained in the vector
B, see (5.7), which is assumed to be piecewise constant. A first naive approach to
handle this voltage, it is to consider that the measured values at the beginning of
the period remain constant during the present switching period, i.e., uj(t) = uj(tk)
for t ∈ [tk, tk+1). This approach might be too simple, since depending on how
much the voltage changes within the switching period, an additional error will be
introduced in the prediction. Therefore, a second approach, it is to consider that
the voltages are piecewise constant, that is, constant during an interval hi. For
this purpose, they have to be somehow predicted during the switching period. One
option is to consider that they change linearly, and using the rate of change (5.6) of
the current at time instant tk, the values can be extrapolated. However, a solution
better suited for prediction purposes has been reported in [41, 77, 78]. It is based
on extrapolation, using a second order Lagrange polynomial. A general definition
of the interpolation polynomial is given by
PL(ζ) =
nL∑︂
l=0
yl pl(ζ), (5.15)
pl(ζ) =
nL∏︂
r=0
r ̸=l
ζ − ζr
ζl − ζr
(5.16)
where (ζl, yl), with l = 0, 1, . . . , nL, are the data pairs to be interpolated, nL is
the order of the polynomial, and pl are the Lagrange basis functions [79]. The
extrapolation of the voltages uj(t) for t ∈ [tk, tk+1) is done with a second order
nL = 2 Lagrange polynomial using the sampled value of the voltages uj(tk), and
the two previous sampled values uj(tk−1) and uj(tk−2) as well. Defining a new time
reference ζ as in Fig. 5.8 and choosing y0 = uj(tk−2), y1 = uj(tk−1), and y2 = uj(tk),
t
tk+1tktk−1tk−2
uj(tk)
uj(tk−1)
uj(tk−2)
0 Ts−Ts ζ
ζ0 ζ1 ζ2 ζ3
−2Ts
upj(ζ)
uj(t)y0
y1
y2
τi τi+1
Figure 5.8.: Definition of variables used for the extrapolation of the voltage uj(t)
for t ∈ [tk, tk+1).
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the voltage can be predicted as in [2] with
upj(ζ) =
(ζ + 2Ts)(ζ + Ts)
2T 2s
uj(tk) −
ζ(ζ + 2Ts)
T 2s
uj(tk−1) +
ζ(ζ + Ts)
2T 2s
uj(tk−2) (5.17)
for ζ ∈ [0, Ts). It can be noted that a simplification in the calculation can be
made if the normalized time reference ζ/Ts is used instead. Finally, the value of
the voltages for every interval hi is estimated, evaluating (5.17) at the midpoint of
every interval, i.e.,
uj(τi) = upj(τi+ 12 hi−τ0), for t ∈ [τi, τi+1). (5.18)
For the following results, the grid voltages were set to have an amplitude of
230
√
2 V and a frequency of 50 Hz. Here, the DC link voltage is increased and kept
constant at 650 V, so that the converter can operate correctly. The switches are
controlled in open loop by setting the duty cycles (5.10) with ma = 0.8, f0 = 50 Hz,
and Ts = 125µs. The phase of the grid voltages corresponds with the one of the
duty cycles, so that there is no phase difference between them. This results in a
current with an amplitude of ca. 15 A. In this case, the active component of the
current does not change the DC link voltage since this last one is fixed externally.
The fact that the DC link voltage is kept constant does not influence the method
since its value is measured and it is used to calculate the voltages ujM produced by
the converter. This particular working mode was chosen in order to simplify the
operation of the converter and to avoid the use of a closed loop control, but any
operation mode could have been chosen. The effect of the method in the closed
loop performance is analyzed later with experimental results.
In order to study only the effect of the grid voltages, the “ideal case” is considered
and the dead time is not included in the following simulations. Two situations are
examined: in the first one, the grid voltages are considered to be constant during
the whole switching period; In the second case, the voltages are predicted using
the Lagrange polynomial and considered to be piecewise constant. Fig. 5.9 shows
the absolute error in the prediction of the phase current for both cases. It can be
noticed that when the voltages uj(t) are taken to be constant during the switching
period, an error appears in the prediction of the average value. The error results
to be dependent on the rate of change of the corresponding grid voltage, having
its extreme values at the instants where the rate of change of the voltage is also an
extreme. The more the grid voltage changes during the switching period, the worst
is the approximation of the vector uj(t) ↦→ B(t) which results by regarding uj to
be constant. On the other hand, by considering the grid voltages to be piecewise
constant—with help of the Lagrange polynomial—the error is reduced significantly.
5.2.3.1. Operation in a Weak Grid
Until now, a strong power grid has been considered, i.e., the effect of the grid
impedance has been neglected. In this section the influence of the grid impedance
on the prediction of the average value is analyzed. The problem lies now in that
the measured grid voltage depends on the amount of current flowing through the
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Figure 5.9.: Simulation results of the grid-connected two-level converter for the
ideal case. Absolute error of the predicted average for the current iU, considering
the voltages uj constant and piecewise constant during the switching period.
grid impedance. Due to the switching operation of the converter a high frequency
ripple appears on the measured voltage, which have to be somehow included in the
model, see Fig. 5.10. If the voltage uj could be measured directly, then the filter
impedance (L,R) and the grid impedance (Lk, Rk) could be gathered together into
an equivalent series impedance, and the method could be used as until now without
any modifications. Unfortunately this is not the case, and a minor change has to
be introduced in order to include this effect. The model of the system in stationary
coordinates can now be expressed as
d
dti
αβ(t) = −R
L
iαβ(t) + 1
L
uαβM (t) −
1
L
uαβP (t). (5.19)
with the measured voltage as
uαβP (t) = Rkiαβ(t) + Lk
d
dti
αβ(t) + uαβ(t) (5.20)
ij
L R Lk Rk
uj
j P N
ujP
(a) Equivalent single-phase circuit diagram
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Figure 5.10.: Influence of the grid impedance in the voltage measurement ujP in a
weak power grid.
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where uαβP = (uαP uβP)
T is the transformed vector of the grid voltages measured
in the stationary coordinate system uP = (uUP uVP uWP)T.
The goal here is to obtain the voltage uj(t) at the sample instant t = tk from the
available measurements. This can be derived replacing (5.19) in (5.20), and using
the measurements ij(tk) and ujP(tk), as well as the converter voltage Sj(τ0) ↦→
ujM(tk). This results in
uαβ(tk) = uαβP (tk)
(︄
1 + Lk
L
)︄
+ iαβ(tk)
(︄
R
Lk
L
−Rk
)︄
− uαβM (tk)
Lk
L
. (5.21)
With this as initial value, the voltage can be predicted for the rest of the period
with (5.17), and the progression of the current can be obtained using (5.6) replacing
R with R′ = R +Rk and L with L′ = L+ Lk.
Fig. 5.11a shows simulation results when considering a weak power grid. The
same operating conditions as in the previous section were used here. The inductor
and resistor of the grid impedance were chosen as in Table 5.2, giving rise to a ripple
with a peak-to-peak value of about 25 V in the measured voltage. The time behavior
of the measured voltage uUP(t) of phase U is shown at different time intervals, and
it is compared with the sampled voltage uUP(tk) and the calculated voltage uU(tk).
It can be observed that because of the ripple caused by the grid impedance, the
sampled value uUP(tk) does not coincide with the voltage uU(t) at the time instants
t = tk. If that sampled voltage were to be used directly without considering the
grid impedance in the method, i.e., Lk = 0 and Rk = 0 as parameters in the model,
an error would be introduced in the prediction, see Fig 5.11b. It can be seen that
the error εiU in the predicted average current depends on the amount of voltage
error εuU = uUP − uU at the sampling instants. When the sampled value uUP(tk)
lies below uU(tk), the predicted average value of the current results greater than the
“true” average value, and vice versa, when uUP(tk) lies above uU(tk), the predicted
average value of the current results smaller than the “true” average value. This
can be explained considering both, the dependency of x̄ on the vector B in (3.16),
and the relation (5.7) between this vector and the grid voltages uj. The greater
the voltage error, the greater the prediction error of the current tends to be but in
the opposite direction.
Using the procedure described above allows to calculate the voltage uj(tk) from
the available measurements. If this voltage is now used as initial value in (5.17),
and the system model is evaluated with the equivalent impedance (L′, R′), the error
in the prediction of the currents can be reduced significantly.
Table 5.2.: Inductance and resistance values of the grid impedance
Parameter Lk = 35µH Rk = 1.5 mΩ
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Figure 5.11.: Simulation results for the three-phase two-level converter in operation
with a weak power grid.
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5.2.3.2. Measurement with Sigma-Delta ADC
It should be noticed that the prediction of the grid voltages presented above consid-
ers that the instantaneous sampled values are available, that means the measure-
ments are done with a conventional ADC. When using a Σ-∆ ADC, the average
value of the grid voltages is available instead. The difficulty in this case lies in
predicting the time behavior of the grid voltages from this measurement. Since the
voltages are not state variables, the inverse mapping (3.29) cannot be used directly
because it is necessary to know uαβ(t) ↦→ B(t) for t ∈ [tk−1, tk) (time-inversion
problem) and for t ∈ [tk, tk+1) (prediction). One alternative to estimate this is to
consider the frequency response of the moving average filter (2.13), which shows
how its output x̄m(t) is related to its input x(t). If the frequencies of interest are
below the cutoff frequency (2.14), an amplitude attenuation on the input signal can
be disregarded, and the input-output relation of the filter can be described only by
its time delay, that is,
x̄m(t) ≈ x(t− 12 Ts). (5.22)
Thus, an estimation of the time behavior for the grid voltages can be obtained
from the moving average filter as uj(t) ≈ ūmj (t + 12 Ts). With the measurements
ūmj (tk), ūmj (tk−1), and ūmj (tk−2) given by the Σ-∆ ADC, an estimation of ūmj (t) can
be calculated using the Lagrange polynomial (5.17). Replacing ζ with ζ + 12 Ts, the
progression of the grid voltages can be expressed with the interpolation polynomial
as
upj(ζ) ≈
a(ζ)b(ζ)
2T 2s
ūmj (tk) −
a(ζ)c(ζ)
T 2s
ūmj (tk−1) +
b(ζ)c(ζ)
2T 2s
ūmj (tk−2) (5.23)
for ζ ∈ [−Ts, Ts), where a(ζ) = ζ + 52Ts, b(ζ) = ζ + 32Ts, and c(ζ) = ζ + 12Ts. With
this, the grid voltages uj(τi) can be estimated for every interval hi as in (5.18).
Remark 5.3. In case of operating in a weak grid, the voltages ūmj (tk) can be
obtained with (5.21) but considering the corresponding measurements ūmjP , ī
m
j , and
ūmjM instead.
5.3. Experimental Verification
This section presents experimental results obtained for the two-phase three-level
converter. Some of these were published in [2] and are discussed in more detail
below. The circuit of Fig 5.1 was implemented using the same back-to-back test
rig presented in Section 4.1.4, see Fig. 4.8a. The prediction method is applied
here in two cases, for which the setup was configured accordingly. In the first
one, a pure inductive-resistive load is connected to the back-end of the converter
and no grid voltages are considered. The DC link is charged by the front-end
converter operating as a rectifier. The back-end converter is controlled in open
loop, presetting the duty cycles manually. In the second case studied, the front-end
converter is connected to the grid via an inductive filter, and it is operated in closed
loop. The back-end converter is not used. For this purpose, a voltage oriented
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control in rotating coordinates was used to simultaneously charge the DC link and
control the reactive current. For both cases, the modulation implemented by the
dSpace system was a center aligned active-high PWM. The sampling was carried
out by the internal ADCs of the dSpace system, and the measurement with the Σ-∆
ADC was done by the custom-made PCB. A single-update PWM with sampling at
the beginning of the period was used to obtain the currents ij, the voltages uj and
the DC link voltage udc, as well as to query measurements from the Σ-∆ ADC. The
constant voltage drops UT of the transistor and UD of the diode were included in
the model in order to represent the nonideal behavior of the switches, see Fig. 5.7a.
With this, the output phase voltage of the converter can be described by
ujM =
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
udc − UT if Sj = 1 and ij > 0,
udc + UD if Sj = 1 and ij < 0,
−UD if Sj = 0 and ij > 0,
UT if Sj = 0 and ij < 0
(5.24)
whereas the case ij = 0 is handled by the modeling of the discontinuous conduction
mode, see Section 5.2.2.2. The values used for the voltage drops are UT = UD = 1 V.
Same as before, the routine for the prediction of the average value was directly
programmed in C language in the dSpace computer.
5.3.1. Inductive-Resistive Load
As stated before, the load is connected to the back-end converter and no grid
voltages are considered, that is, uj(t) = 0. The duty cycles were generated using
(5.10), adjusting the modulation index ma. The converter is operated mostly in
open loop, but a test in closed loop is also presented. In both cases, the DC
link capacitor was charged by the front-end rectifier to a voltage of approximately
Udc = 150 V. Further, the aliasing caused by the PWM synchronous method is also
discussed. The parameter values of the resistor, the inductor, and the dead time
are the same as those shown in Table 5.1.
5.3.1.1. Open Loop Control
Fig. 5.12 shows the time behavior of the resulting currents when using a modulation
index of ma = 0.8 and a switching frequency of fs = 4 kHz (Ts = 250µs). The
figure also shows a closer look of the phase current iU at different time instants
with the corresponding moving average, the predicted average, and the output of
the Σ-∆ ADC in order to compare them with each other. The phase currents
were measured with an oscilloscope using a sample rate of 100 MHz. From this
measurement, the moving average was calculated using an FIR filter with a window
length of 250µs. From the figure it can be observed that the predicted average
value coincides very closely with the value of the moving average at the end of
every period, represented by the vertical dashed lines. Furthermore, comparing it
with the output of the Σ-∆ ADC, it can be seen that the average value is known
one step ahead, and already available at the beginning of the period.
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(b) Time behavior of 1) the current iU(t) at different time intervals and comparison with
2) the moving average, 3) the predicted average, and 4) the output of the Σ-∆ ADC.
Figure 5.12.: Experimental results for the three-phase two-level converter with an
inductive-resistive load for a modulation index of ma = 0.8 and fs = 4 kHz.
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Comparison with PWM Synchronous Method The method is also compared
with the sampled values obtained by using the synchronous method single-update
PWM. Two cases are studied as in [2], namely sampling at the beginning and at
the midpoint. The sampled values of the phase current at these instants were
obtained from measurements done with the oscilloscope. To compensate for small
fluctuations caused by the measurement noise, the average of the values contained
in a window length of 500 ns centered around the sampling instants was considered.
These last ones were determined from an interrupt signal generated by the dSpace
at the beginning of every switching period for synchronization purposes. To com-
pare the methods, the corresponding absolute errors were calculated using (5.11),
replacing īU(tk, Ts) with iU(t) for t = tk and t = tk + 12Ts respectively.
In Fig. 5.13a can be seen that the prediction error remains small during the entire
period of the 50 Hz fundamental frequency. The deviations can be explained from
uncertainties in the values of the parameters used for the prediction, and from effects
which are not considered in the model of the converter such as: parasitic effects;
nonlinear characteristics, like the dependency of the inductance with the current;
the non instantaneous commutation of the switches; and the coupling between the
inductors. However, despite the method not taking these effects into account, the
error is relative small. In comparison, the resulting deviations of the synchronous
sampling methods are much larger. This can be explained considering that the
load has a “time constant” (L/R ≈ 150µs) comparable to the switching period
(Ts = 250µs). Consequently, the current has an exponential behavior rather than
linear, which impacts the effectiveness of the synchronous sampling method, see
Section 2.2.2. Moreover, the error made by sampling at the beginning of the period
is larger than by sampling at the midpoint. The difference is due to asymmetry of
the current—with respect to the sampling instant—caused by the update of the
duty cycle and the corresponding asymmetry of the gate signals. This results in
the sampled value deviating more from the average value, see instant tk in Fig. 2.3.
The dependency of the absolute errors on the modulation index is shown in
Fig. 5.13b. For a better overview of the results, only the maximal absolute value of
the error—within the fundamental period—is considered for every value of ma. The
maximal error of the predicted average value remains almost constant for different
values of ma. In contrast, in both PWM synchronous methods, the maximal error
seems to be proportional to the modulation index, increasing for larger values of ma.
Sensibility to Parameter Variations The sensibility of the method to parameter
uncertainties is studied in section. Its performance—as in any prediction method—
depends on how well the parameters are known. To quantify this sensibility, the
prediction error was evaluated for different operating points, with ma ranging
from 0.2 to 0.8. For every value of the modulation index, the parameters L and
R used in (5.7) were varied independently between ±30 % and ±15 %, respectively.
In every case the maximal absolute error for the predicted average was calculated
from simulation results, see also [2]. For all the evaluated values of the modulation
index, the maximal error amounts to about 0.5 A for changes in L and 1 A for
R, which takes place for ma = 0.8 as shown in Fig. 5.13a. The prediction is also
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Figure 5.13.: Error of the predicted average value for phase current iU, and of the
PWM synchronous method with sampling at the beginning and at the midpoint
for a switching frequency of fs = 4 kHz, and Udc = 150 V [2].
more sensitive to mismatches in R than in L, since R is large. In Fig. 5.13b the
dependency on ma of the maximal absolute error is shown for the variations in R.
It can be seen that the magnitude of the maximal error changes proportionally
with the modulation index, as in the case of the synchronous sampling methods.
Furthermore, the maximal error of the predicted average—for the chosen variation
of R—is comparable to the ones obtained by the synchronous method. Similar as
in Chapter 4, the variation on the average value are smaller than the variations on
the state values—not shown here—due to the symmetry of the current during the
switching cycle, which then are compensated by the averaging process.
Contrasting Different Fundamental Frequencies Next, the method was also
tested using different frequencies for the fundamental component f0 of the mod-
ulated signal. Fig. 5.14 shows the time behavior of the phase current iU, the
corresponding moving average, the predicted average, and the output of the Σ-∆
ADC for a fundamental frequency of 250, 350, and 550 Hz. Comparing the predicted
value with the moving average, it can be seen that for these cases the prediction
also approximates very closely both, the value of the output of the Σ-∆ ADC, and
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Figure 5.14.: Experimental results for the three-phase two-level converter with an
inductive-resistive load. 1) Time behavior of phase current iU(t) and comparison
with 2) the moving average, 3) the predicted average, and 4) the output of the Σ-∆
ADC for ma = 0.8 with fs = 4 kHz and using different fundamental frequencies f0.
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the value of the moving average at the end of every switching period, depicted here
also by the vertical dashed lines. This also shows that depending on the measure-
ment method used, the values given to the control system can vary significantly,
especially for lower values of the ratio between the switching frequency and the
frequency of the modulated signal (fs/f0).
Aliasing As explained in Chapter 2, the effects of aliasing can only be avoided if
filtering is used or if certain conditions are met for the synchronous sampling PWM
method. To analyze the impact of the measuring methods on the frequency content
of the digital signal, the spectrum of the phase current iU is shown in Fig. 5.15 for
the first four carrier bands of the PWM. The measurements were done in open loop,
so that the aliasing in the measured variables does not affect the duty cycles given
to the modulator. It can be seen that there are almost no lower harmonics before
the first carrier band, besides a small 250 Hz component. Further, higher harmonics
are centered at integer multiples of the switching frequency fs = 4 kHz, and the
sidebands are displaced from this center by an integer multiple of the fundamental
frequency f0 = 50 Hz, e.g., 3900 Hz, 7950 Hz, etc.
The frequency spectrum of the digital signal is shown in Fig. 5.16 for different
types of measuring methods: 1) the single-update PWM with sampling at the
beginning; 2) the single-update PWM with sampling at the midpoint; 3) the
moving average with Σ-∆ ADC; and 4) the prediction method. The magnitude of
the harmonics are depicted for the fundamental frequency, as well as for some lower
harmonics. Additionally, the harmonics of the analog signal are also shown as a
reference for the comparison. It can be seen that for both of the PWM synchronous
methods, an aliased frequency at 100 Hz appears. This is due to the fact that no
anti-aliasing filter is used in the measurement, and the sampling instant does not
correspond exactly to the moments where the amplitude of the ripple is zero. Higher
harmonics—for example at frequencies of 3900 Hz, 4100 Hz, 11900 Hz, 12100 Hz,
etc.—are mirrored by the sampling process into the base band. Further, a change
on the amplitude of the fundamental frequency can also be observed. This is due to
mirrored components, for example at frequencies of 7950 Hz, 8050 Hz, etc. For the
case of measuring with the Σ-∆ ADC and the predicted average value, no significant
change on the magnitude of the harmonics is observed. A very small component
at 100 Hz can also be observed since a moving average filter does not provide a full
perfect attenuation at the frequencies of the sidebands, see Section 2.3.3. For all
the cases, the other lower harmonics remain almost unaltered.
5.3.1.2. Closed Loop Control
The method was also tested in closed loop, and its response is compared against
other two measuring methods as in Section 4.1.5.3. The purpose of this experiment
is to observe how the particular measuring method influences the response of
the closed loop system, when the structure and parametrization of the control
remain the same. The variables were measured first with the conventional ADC,
then with the Σ-∆ ADC, and finally with the method to predict the average
value. For this purpose, only a current control based on PI controllers in rotating
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Figure 5.15.: Higher harmonics of phase current iU with modulation index ma = 0.8
and a switching frequency of fs = 4 kHz.
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coordinates was implemented. It is based on the voltage oriented control of Fig. 5.17
[39, 80], where in this case the DC link voltage is not controlled in closed loop.
The reference angle θ(t) for the coordinate rotation was chosen arbitrarily and
linearly increasing since in this case there is no grid voltage uj(t) to orientate with.
The coordinate rotation transforms a vector zαβ = (zα zβ)T from the stationary
coordinate system αβ into the rotating coordinate system dq with
zdq = Tdqzαβ (5.25)
where zdq = (zd zq)T and the transformation matrix is defined as
Tdq =
(︄
cos θ sin θ
− sin θ cos θ
)︄
. (5.26)
With this, any sinusoidal signal in the stationary coordinate system with a frequency
ω = dθ/ dt will be transformed into a constant signal in the rotating coordinate
system [81]. The projected values of the constant into the dq coordinates depend
on both, the amplitude of the sinusoidal signal and the phase shift with respect
to the rotation angle θ(t). Applying the transformation (5.25) to the system (5.6)
and considering that
Tdq
d
dtT
−1
dq =
dθ
dt
(︄
0 −1
1 0
)︄
(5.27)
gives the model of the converter in dq coordinates
L
did(t)
dt = −Rid(t) + Lωiq(t) + uMd(t) − ud(t), (5.28a)
L
diq(t)
dt = −Riq(t) − Lωid(t) + uMq(t) − uq(t). (5.28b)
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dq
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Figure 5.17.: Block diagram of the voltage oriented control.
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For this experiment, the DC link capacitor was charged by the front-end converter
to a voltage of approximately 150 V. Here, the reference values i∗d and i∗q can be
then manually set. The PI current controllers were implemented in discrete time as
in (4.22). The parameters used for the test are listed in Table 5.3, where kc and nc
set the gain and position of the zero in the transfer function. These were adjusted
empirically, and the same values were used for all three experiments.
Fig. 5.18 shows the experimental results obtained for this test with a switching
frequency of 4 kHz, see also [2]. At time instant 10 ms the value for the reference
current i∗d was changed instantly from 2 A to 12 A. It can be seen that for all three
cases, after a transient, the measurement given to the current controller reaches
the value imposed by the reference. For the case of the synchronous PWM with
sampling at the beginning, and the Σ-∆ ADC, it can be seen that there is an
overshoot in the response, and the current oscillates before reaching its stationary
value. In case of controlling the current with the predicted value, the overshoot
is much smaller and the response is well damped, reaching its stationary value
faster. Fig. 5.18b compares the current id for the three cases. The response of
the prediction method reaches its stationary value after 2 ms, that is, about 3 ms
before the two other cases. Furthermore, the overshot when using the synchronous
sampling method amounts about 30 % of the setpoint change, and about 40 % for
the case of Σ-∆ ADC. The oscillation and overshoot in the responses of these
two methods can be explained—as stated in Section 4.1.5.3—by the larger delay
they introduced in the closed loop system. This test shows, once again, that the
measuring method has a direct influence on the performance of the control system.
5.3.2. Operation with Grid Voltages
For the next experiments, the test rig of Fig. 4.8a is operated as an active front-end
connected to the grid by an inductive filter, where the back-end converter is not
being used. The grid currents and the DC link voltage are sampled at the beginning
of the PWM period. The parameters used for the model are listed in Table 5.4. The
grid-side converter is operated in closed loop by means of a voltage oriented control
strategy as in Fig. 5.17. Here, the DC link voltage is controlled in closed loop to a
value of 650 V, and the output i∗d of the controller is used as reference value for the
inner current control. The PI controllers—for both current and voltage—were also
implemented in discrete time as in (4.22). The controller parameters used for the
test are listed in Table 5.5, where kc and nc set the gain and position of the zero
in the transfer function for the current controller, and kv and nv for the DC link
voltage controller. These were also adjusted empirically. A zero-sequence injection
based on the “min-max” implementation is included in the duty cycles in order to
Table 5.3.: Parameters of the PI current controllers for the inductive-resistive load
Parameter kc nc
Value 1.4 V/A −0.4
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Figure 5.18.: Experimental results for the three-phase two-level converter with an
inductive-resistive load in closed loop operation with different measuring methods.
The reference value i∗d is changed from 2 A to 12 A [2].
112
5.3. Experimental Verification
Table 5.4.: Parameters of the three-phase two-level active front-end converter
connected to the grid
Parameter Value
Voltage udc 650 V
Inductance L 4.2 mH
Resistor R 1 mΩ
Dead time Td 3µs
Switching period Ts 250µs (4 kHz)
Table 5.5.: Parameters of the current and DC link voltage controllers for the
active front-end converter
Parameter kc nc kv nv
Value 3 V/A 0.898 −0.469 A/V 0.99
increase the range of the modulation index to ma ∈ [0, 2/
√
3] [14, 82].
In this case, the reference angle θ for the coordinate rotation is given by the
grid voltages, which is estimated using a phase-locked loop (PLL). Two line-to-line
grid voltages were measured using a differential probe and these signals were given
to the ADC of the dSpace system. The phase-to-neutral voltages uj were then
calculated from these measurements using
uU =
2uUV + uVW
3 , (5.29a)
uV =
−uUV + uVW
3 , (5.29b)
uW =
−uUV − 2uVW
3 (5.29c)
where ujk = uj − uk, with j, k ∈ {U,V,W} and j ̸= k, are the line-to-line voltages.
Fig. 5.19 shows the resulting phase-to-neutral grid voltages uj(t) using the line-
to-line voltages measured directly with an oscilloscope, resulting in an amplitude
of ca. 326 V. The same calculation as in (5.29) was done internally in the dSpace
computer to obtain the phase-to-neutral grid voltages uj(tk). It can be seen that
these contain some lower harmonics due to distortions in the grid, but are small
compared to the fundamental. It should also be mentioned that the short-circuit
impedance of the grid is quite small. Therefore, the current flow does not alter the
measured voltage.
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Figure 5.19.: Measured grid voltages for the three-phase two-level converter.
5.3.2.1. Prediction in Parallel
Here, the converter is operated in closed loop using directly the measurements
provided by the ADC, whereas the prediction of the average is done in parallel as
in [2]. In this way, the prediction has no effect in the loop, and it can be compared
against the moving average and the output of the Σ-∆ ADC. The moving average
was also here calculated with an FIR filter using the measurements from the
oscilloscope as in the previous section. Figs. 5.20 and 5.21 show the time behavior
of the resulting currents, when the reactive current is controlled to a reference value
i∗q of 15 A and -15 A respectively. The phase current iU is also shown at different
time instants with the corresponding moving average, the predicted average value,
and the output of the Σ-∆ ADC in order to compare them with each other. It can
be observed that the predicted average value coincides very closely to the value
of the moving average at the end of every period, depicted by the vertical dashed
lines. Furthermore, contrasting the prediction with the output of the Σ-∆ ADC, it
can be seen that they are very similar with the difference that the average value is
predicted one step ahead, and already available at the beginning of the switching
period. Small deviations can be observed at some time instants, due to errors
introduced by the prediction of the grid voltages and possible model mismatches.
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(a) Time behavior of phase currents.
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Figure 5.20.: Experimental results for the grid-connected two-level converter oper-
ating in closed loop with a reactive current of i∗q = 15 A and fs = 4 kHz.
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Figure 5.21.: Experimental results for the grid-connected two-level converter oper-
ating in closed loop with a reactive current of i∗q = −15 A and fs = 4 kHz.
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Comparison with PWM Synchronous Method The results are also compared
with the sampled values obtained by using the single-update PWM synchronous
methods with sampling at the beginning and at the midpoint. These were obtained
from the momentary value of the phase current iU at the corresponding instants of
the period using the dSpace synchronization signal, as described in Section 5.3.1.
The absolute errors are depicted in Fig. 5.22. It can be seen, that the error remains
small during the whole period of the grid voltages, giving a very good measure of
the average value here as well. In this case, the error made by using synchronous
methods are comparable to the error made by the prediction. This can be explained
considering that the time constant (L/R ≈ 4.2 s) of the output filter is much larger
than the switching period (Ts = 250µs). Thus, the behavior of the current is
almost linear and the error in the measurement to approximate the average value
much smaller [25]. When sampling at the beginning, the error tends to be larger
due to the update of the duty cycle, which produces an asymmetry in the current
around the sampling instant.
Sensibility to Parameter Variations The sensibility to parameter uncertainties
when operating with grid voltages is also investigated as in Section 5.3.1. The values
for L and R were changed, in both cases, between ±30 %. Here, the absolute error
was calculated from simulation results for i∗q ranging from -15 A to 15 A. Out of all
the evaluated operating points, the maximal absolute error for the predicted average
amounts to about 0.37 A for L and 25 mA for R. In Fig. 5.22 can be observed
that the deviations produced by the selected variation of L are comparable to the
errors obtained with the synchronous methods. This can be explained considering
that in this experiment—as mentioned above—the time constant of the system
is much larger than the switching period, which improves the performance of the
synchronous sampling methods. Furthermore, the maximal absolute error made by
mismatches in R is negligible, since in this case, the value of the resistor is much
smaller than in the inductive-resistive load of Section 5.3.1.
5.3.2.2. Effect of the Measurement in the Closed Loop
The active front-end converter is tested in closed loop with the three different
measuring methods as in Section 5.3.1. For all three experiments the same set of
controller parameters of Table 5.5 were used. In the case of the prediction method,
the grid voltage measurement given to the controller corresponds to the average of
the individual predicted grid voltages uj(τi) calculated with (5.18). Fig. 5.23 shows
the experimental results obtained for this test. At time instant 10 ms the reference
value for the reactive current i∗q was changed instantly from 0 A to 10 A. Just as
before, it can be observed that the measuring method influences the behavior of
the closed loop response. The prediction of the average value has the smallest
overshoot and reaches faster the stationary value as the other methods.
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Figure 5.22.: Absolute error of the predicted average value for phase current iU,
and of the PWM synchronous method with sampling at the beginning and the
midpoint for two different setpoints of the reactive current. The converter operates
with grid voltages and a switching frequency of fs = 4 kHz [2].
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Figure 5.23.: Experimental results for the three-phase two-level converter with with
grid voltages in closed loop operation with different measuring methods. Reference
value for the reactive current is changed from 0 A to 10 A with fs = 4 kHz.
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6. Conclusions
Switched power converters are fundamental in the efficient conversion and dynamic
control of electrical energy. The use of fully controlled power semiconductors fa-
cilitates, among other things, the regulation of amplitude, frequency, and phase
angle of currents and voltages. However, the switching operation superimposes
characteristic disturbances to the desired behavior of the system variables, which
deviate the instantaneous value from its average. In the control design of power
converters, averaged models are commonly used in order to disregard these distur-
bances, since these last ones cannot be compensated by the control system, and in
fact, the average characteristic of the variables is of interest. Thus, it is essential
for control purposes that the measured values resemble as close as possible this
desired behavior.
The main concern of the measuring system is the suppression of the aliased com-
ponents that arise during the sampling. For this purpose, the standard measuring
methods used in power electronics were studied. Different approaches have been
used to achieve this. The first approach is to use analog anti-aliasing low-pass
filters. Since the sampling usually takes place with the same frequency of the
switching, the filtering of the ripple results difficult. The use of low-pass filters
can have a detrimental influence in the dynamical performance of the closed loop
control, since they add an extra time delay. This results in a trade-off between
the attenuation of the disturbances and the amount of phase delay added, which
depends for example on the filter order, bandwidth, and roll-off transition. Another
approach is to use oversampling ADCs. With this method, the requirements on the
analog filter can be loosened, but since the sampling rate has to be reduced to the
rate of the control system, a digital filter has to be used to avoid once again the
aliasing. The digital filter allows for a more flexible and optimized design, but the
repercussion of the time delay in the control loop remains. For the case of PWM
applications, a common measuring approach is to use the synchronous sampling,
where the sampling takes place at moments where the instantaneous value of the
ripple is ideally zero, either at the beginning or at the midpoint of the period.
With this, the design of analog filters can also be relaxed or even left out. For this
sampled value to approach the average of the measured variable, certain conditions
have to be met. The two more relevant ones are that the measured variable should
behave linearly during the corresponding switching interval, and that the rate of
change of the measured variable should depend on the control signal, so that a
change in the control signal immediately causes a change in the corresponding
variable. This cannot always be fulfilled, especially in both currents and voltages.
In voltage source converters, this method is suited to measure the average value of
currents but in general is not well suited for the voltage.
This work presented an alternative approach to obtain the measurement of the
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average value in a switched power converter, which avoids the main disadvantages
of the previously mentioned standard approaches. For this, a method was developed
to predict at every sampling instant the average value of both, currents and voltages.
The method can be used in power converters, whose models can be brought into the
form (3.4), which is the case for many switched converters. This model represents
both linear time-invariant systems, and bilinear systems with variable structure,
that is, systems in which the dynamic description changes depending on the state
of the switching function. Furthermore, for some converters—for example the
three-phase converter studied in Chapter 5—the vector (5.7b) depends on external
variable-sources that are not piecewise constant. Nevertheless, the method can still
be used if these sources can be somehow predicted and considered to be piecewise
constant. Since the method incorporates the switching in the prediction, different
types of modulation methods can be taken into account as long as the switching
instants are known.
The method can be used with conventional sample-and-hold or with Σ-∆ ADCs,
where measurement is used as initial condition to foresee the behavior of the
system. For the case of the Σ-∆ ADC, the measurement cannot be used directly,
but instead the method is used in a two-step process: first the instantaneous value
is extracted from the measurement provided by the moving average filter, and then,
with this, the average value for the present switching period is predicted. As in
the PWM synchronous method, the use of an analog anti-aliasing filter can be left
out and, therefore, the corresponding time delay avoided. Due to the prediction
characteristic of the method, it was shown in Section 3.5 that the method even
adds a phase advance of half a switching period in the control loop. Moreover, the
averaging of the variables with the inclusion of the switching disturbances—as in
the case of the Σ-∆ ADC with moving average filter—reduces the effects of the
aliasing phenomenon.
To carry out the prediction, the method needs the calculation of the matrices
(3.38). It was shown that only one of these matrices has to be calculated, because
they are related to each other by (3.39). Numerical methods to accomplish this task
were developed, where the efficiency of these algorithms was also considered, since
the calculation has to be done a few times per period. The use of Algorithm 3.2
allows to reduce the number of multiplications in the calculation. Furthermore,
Algorithm 3.3 can be used to reduce the approximation error for cases subjected to
numerically difficulties. It was also shown in Section 3.6 how an analytical solution
can be derived.
The method was first validated in DC-DC converters, in particular, for the buck
and buck-boost converters. The buck converter was analyzed in detail for different
operation modes. These models result in a second order system, with a linear time-
invariant model for the case of the buck converter, and variable-structure bilinear
model for the case of the buck-boost. Both converters have a single independent
switch, which keeps the total number of intervals in the period low. The models
of other types of DC-DC converters were also derived and brought in the form of
(3.4) to show that the method also works in systems with higher order and with
more than one independent switch. In contrast, the method was also validated
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in a three-phase two-level converter. In this case, the model of the converter can
be reduced to a first order system, but since there are three independent switches,
the number of intervals increases. Moreover, if the converter operates with grid
voltages, the resulting model is not strictly piecewise constant. Nevertheless, the
method can still be used if these voltages are considered to be constant during the
entire switching period. This introduces a small error in the prediction, which can
be reduced if the time behavior of the voltages are predicted for every interval,
using for example the proposed Lagrange extrapolation polynomial. In some AC-
DC converters with coupling between the phases or asymmetrical loads, a higher
order model results, but the prediction method can still be used.
The functionality of the prediction method was shown in open loop control for
different configurations. In this context, the method allows not only to predict the
average value of the system variables but also the instantaneous value for the next
sampling instant. The method could then be used running in parallel, to detect
possible failures in the operation of the converter. Experimental results carried out
for the buck and the three-phase converter verified the application of the method.
It was also shown how nonideal effects—due to the implementation of the switches
with semiconductors—can be incorporated in the method. In particular, the effect
of dead time and the operation of the converter in discontinuous conduction mode
were analyzed. Parasitic effects like the voltage drops of the semiconductors and
the series resistance of the capacitors were also considered.
The results obtained with the prediction method were compared with the mea-
surements done with a conventional ADC without anti-aliasing filter, a Σ-∆ ADC
with moving average filter, and the synchronous method with sampling at midpoint
of the period. From the results it can be observed that in general the measurement
with the conventional ADC introduces an error, either an offset for the case of the
DC-DC converters or aliased lower harmonics (for example 100 and 200 Hz) for the
case of the two-level converter. This can be avoided if the synchronous sampling
method is used, providing a better approximation of the average value. If the sam-
pling is done at the beginning of the period, the sampled value takes place at instant
where the amplitude of the ripple is ideally zero, but its value still deviates from
the average value for that period. This deviation results smaller when sampling
takes place at the midpoint of the period. For the case of the buck-boost converter,
the synchronous method provides a good measure for both the current and the
voltage, because the switching function influences both differential equations. On
the other hand, for the case of the buck and the two-level converter, the method
gives a good measurement of the average value only for the current but not for
the voltage. Furthermore, it was shown that if the current behaves exponentially,
the synchronous sampling introduces an error in the measurement. The prediction
method allows then to obtain the average value for cases where this is not easily
obtainable with the synchronous method, for example when using a PWM with a
sawtooth waveform as carrier or when using a modulation with optimized patterns,
such as selective harmonic elimination. When comparing the prediction with the
output of the moving average filter, it can be observed that both measurements
coincide at the end of every switching period, showing that the average value can
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be obtained even before the period has ended and, thus, avoiding the time delay
of the filter.
To emphasize the influence of the measuring system in the performance of the
control loop, the converters were also controlled in closed loop using different
measuring methods but with the same controller structure and parametrization
for every case. The results show that the behavior of the closed loop can vary
substantially depending on the measuring method used. If the aliasing cannot be
avoided, the performance of the converter is directly affected depending on the
type of aliased frequencies created. For example, the controller might drive the
converter to an operating point which is different to the one commanded, or the
converter might generate undesired lower harmonics which impacts the quality of
the resulting currents and voltages. If a filter is used, as in the case of the Σ-∆
ADC, an extra time delay is added to the loop, reducing the dynamic performance
of the control system. With the controller parameters used in the experiments, an
increase of the overshoot of the response was observed, making it to even oscillate
around the setpoint. Depending on the parametrization of the controller, it might
even be the case that the closed loop works as expected for a measuring method
with no delay, but results unstable when using a filter. This means that, in case of
measuring with the prediction method, the controller can be parametrized to achieve
faster responses as compared with the other standard methods, allowing for an
improvement of the dynamical performance of the closed loop control, especially for
applications with a lower sampling rate. It could also be verified that the modeling
of the time delays involved in the control loop, such as the measuring delay (time
advance for the prediction method) and the delay of the PWM update, give a good
representation of the experimentally achieved closed loop dynamics and, thus, they
can be considered in the design stage of the controller. Furthermore, comparing the
experimental responses with the simulated response of an “ideal” control loop—that
is, for the infinite-frequency averaged model where the corresponding delays are not
considered—it can be observed that the response of the prediction method is the
approach that resembles closer the response of the desired “ideal” loop.
Since not every aspect of the prediction could be considered in this work, there
are some elements that can be further studied. For example, like any model-based
prediction method, its performance depends on how well the system parameters
are known. An interesting extension of the method would be to introduce an
adaptation mechanism, in which the predicted behavior is compared with the
information provided by the sampling, and with this, a parameter mismatch or
variation during operation could be compensated. It can be shown that a discrete
state-space model of a switched converter in the form of (3.4), which models the
converter at the sampling instants, can be represented by a nonconstant state
matrix, since its value depends on the length of the individual intervals set by the
duty cycles, see (3.18) considering τ0 = tk and τni = tk+1. A type of state-space
observer that considers this structure could be investigated. The observer could
even be used if a state variable is not easily measurable or if a sensor should be
economized. In converters with AC variables, the difficulty lies in the prediction
of external time-varying sources such as the grid voltages. The proposed Lagrange
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extrapolation polynomial gives good results as long as the harmonic content remains
bounded. If the voltages are significantly distorted, another prediction algorithm
should be investigated. For the case of electrical drives, a direct measurement of
the induced back electromotive force is not available, so that a magnetic flux model
of the voltage should be used to predict it.
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A. Appendix
A.1. Matrix Exponential and Its Integrals for the
Time-Inversion Problem
Expressions for the matrix exponential and its integrals are given for the time-
inversion problem (3.27). These are given in dependence of the matrices Φi, Ψi
and Λi for the original system (3.4). For this, it should be kept in mind that
the interval h̃i is equal to the interval hj for the index value j = ni − 1 − i.
Additionally, the matrix exponential and its integrals are calculated for the system
matrix Ã(t̃) = Ãi = −Aj for t̃ ∈ (τ̃ i, τ̃ i+1]. From the definition of the matrix
exponential (3.38a), it follows that
Φ̃i = eAĩh̃i = e−Ajhj
= Φ−1j . (A.1)
The matrix Ψ̃i can be expressed using (3.39b) as
Ψ̃i = Ã
−1
i
(︂
Φ̃i − I
)︂
= (−Aj)−1
(︂
Φ−1j − I
)︂
= A−1j (Φj − I) Φ−1j
= ΨjΦ−1j
= ΨjΦ̃i. (A.2)
Similarly, the matrix Λ̃i can be expressed using (3.39a) and considering that A−1j
commutes with Ψj, see (3.38b). This leads to
Λ̃i = Ã
−1
i
(︂
Ψ̃i − Ih̃i
)︂
= (−Aj)−1
(︂
ΨjΦ−1j − Ihj
)︂
= −
[︂
A−1j (Ψj − Ihj) + A−1j Ψj
(︂
Φ−1j − I
)︂]︂
= −
[︂
A−1j (Ψj − Ihj) − ΨjA−1j (Φj − I) Φ−1j
]︂
= −Λj + ΨjΨ̃i. (A.3)
With these relationships, the amount of calculations needed to solve the mapping
inversion (3.29) can be reduced. The power series approximation of Λj has to be
done only once in every interval. All other matrices are related to each other by
(3.39) and the expressions above.
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Remark A.1. It can be noted that in order to reduce the amount of calculations,
this requires to save the values of the matrices Φj, Ψj, and Λj so that they can be
used in the next period. A trade-off is made between processing time and memory.
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