Abstract. We show the existence of a modified Cliff(1, 1)-structure compatible with an Osserman 0-model of signature (2, 2). We then apply this algebraic result to certain classes of pseudo-Riemannian manifolds of signature (2, 2). We obtain a new characterization of the Weyl curvature tensor of an (anti-)self-dual manifold and we prove some new results regarding (Jordan) Osserman manifolds.
Introduction
Let R be the curvature operator of the Levi-Civita connection of a pseudoRiemannian manifold M . The Jacobi operator J R (x) : T P M → T P M corresponding to unit spacelike or unit timelike tangent vectors x is characterized by J R (x)y := R(y, x)x, x ∈ T P M.
It plays a central role in curvature theory [4, 17] .
It was conjectured by Osserman [22] in the Riemannian setting that the spectrum of the Jacobi operator J R (x) is independent of the choice of a unit tangent vector x and its base point P if and only if the underlying Riemannian manifold is locally rank 1-symmetric or flat. This conjecture follows from work of Chi [8] and Nikolayevsky [19, 20, 21] in dimensions other than 16; this question is still open in dimension 16. Nikolayevsky executed the approach outlined in [18] , the major part of which is in showing that an Osserman 0-model (see the next section for the definition) allows a compatible Clifford algebra structure. This crucial step is the algebraic counterpart to studying the so-called point-wise Osserman manifolds: manifolds where the spectrum of the Jacobi operator J R (x) does not depend on the choice of the unit tangent vector x at any of the base points, but is allowed to vary from point to point. Note that there exists a nice connection between point-wise Osserman and self-dual Einstein Riemannian manifolds due to the work of Sekigawa and Vanhecke [23] . There are many other properties of the curvature operator which can be studied similarly -see, for example, [11, 16] .
Pseudo Riemannian and conformal geometry is central to many investigations and the phenomena are often very different from the Riemannian setting (see, for example, [5, 9] ), and the study of Osserman manifolds is no exception. In the pseudo-Riemannian geometry the study of Osserman-type manifolds becomes rather complicated because their Jacobi operators need not be diagonalizable. We say a pseudo-Riemannian manifold is (point-wise) timelike/spacelike Jordan Osserman if the Jordan normal form of J R (x) is independent of the choice of unit timelike/spacelike vector x. Numerous examples have been constructed [6] which show the existence of non-homogeneous point-wise Jordan Osserman manifolds.
The Weyl curvature tensor W , which depends only on the conformal class of a pseudo-Riemannian manifold, obeys the same algebraic symmetries as the Riemann curvature tensor itself (see the next section for details). Quite naturally one is led to investigating the spectral geometry of the conformal Jacobi operator
We say that a pseudo-Riemannian manifold is conformally Osserman if for each base point the spectrum (or equivalently the characteristic polynomial) of the conformal Jacobi operator J W (x) is independent of the choice of the unit tangent vector x. Note that the spectrum is allowed to vary from point to point. As in the case of point-wise Osserman manifolds, conformally Osserman and self-dual manifolds of dimension 4 are closely related. More precisely, we have the following theorem (see also [2] , [6] ).
Theorem 1.1. A 4-dimensional oriented pseudo-Riemannian manifold is conformally Osserman if and only if it is self-dual or anti-self-dual.
It should be pointed out that in the positive definite setting in dimension 4 one can actually show point-wise existence of a Clifford algebra structure compatible with a (conformal) Osserman algebraic curvature tensor [2] . More precisely, for a conformal Osserman algebraic curvature tensor R there exist skew-adjoint operators Φ 1 , Φ 2 , Φ 3 = Φ 2 Φ 1 and constants λ 1 , λ 2 , λ 3 such that
The tensors R Φ naturally appear in the geometry of rank 1-symmetric spaces: if we let R 0 (x, y)z = g(x, z)y − g(y, z)x denote the Riemann curvature tensor of the standard sphere, then the curvature tensor of the projective spaces CP n and HP n can be written as
Here I and {I, J, K} are the canonical complex and quaternion structures on CP n and on HP n , respectively. Operators of this type also are central to the analysis of [10] .
In this paper we will primarily study Osserman 0-models of signature (2, 2); they are a convenient algebraic abstraction of what is happening (point-wise) on Osserman and conformal Osserman manifolds (of signature (2,2)). Their exact definitions and other preliminaries can be found in Section 2. Section 3 is dedicated to the proof of the following proposition, which is our main algebraic result; this result plays a crucial role in the analysis of [7, 12] . 
A triple of skew-adjoint operators (Φ 1 , Φ 2 , Φ 3 ), Φ 3 = Φ 2 Φ 1 , satisfying the first two identities of the previous proposition is often referred to as a Cliff(1, 1)-structure on (V, g). A very interesting aspect of the tensor decomposition in the third identity is the appearance of the tensor R (Φi−Φj ) . It is particularly interesting that for some choices of i, j we have (Φ i − Φ j ) 2 = 0. Due to this distinct feature we will say that A admits a modified Cliff(1, 1)-structure. It should also be pointed out that the usage of the tensor R 0 is optional (see Remark 3.3 below). Proposition 1.2 can be applied to the geometric setting. In Section 4 we discuss the following geometric results. As in Proposition 1.2 the usage of the tensor R 0 is optional. 
In the light of the Theorem 1.1 we have the following characterization of the Weyl curvature of (anti-)self-dual manifolds. (1) M is conformally Osserman;
and smooth functions λ i , λ ij such that λ 0 − λ 1 + λ 2 + λ 3 = 0 and
The non-homogeneous examples of (conformally) Osserman manifolds given in [6] indicate that in general one can not find a Cliff(1, 1)-structure (Φ 1 , Φ 2 , Φ 3 ) such that the corresponding functions λ i , λ ij are constant. Indeed, if one could find such Φ i the Jordan normal form of the (conformal) Jacobi operators would have to be independent of the base point, contrary to the examples of [6] . A natural question at this point is if the (Weyl) curvature tensor of a globally (conformally) Jordan Osserman manifold, i.e. (conformally) Osserman manifold whose Jordan normal form of the (conformal) Jacobi operator is independent of the base point, allows a decomposition with constant functions λ i , λ ij . An affirmative answer to this question is proven in Section 4. 
Preliminaries
In what follows we will assume (M, g) is a 4-dimensional pseudo-Riemannian manifold of neutral signature (2, 2) . When referring to a pseudo-orthonormal frame or a pseudo-orthonormal basis {e 1 , e 2 , e 3 , e 4 } we will always assume g(e i , e j ) = ǫ i δ ij , where
The Riemann curvature tensor R of (M, g) satisfies the following symmetries:
The curvature tensor R restricted to a tangent space T P M is an example of an algebraic curvature tensor: a 4-tensor on an innerproduct space which satisfies symmetries (2.a)-(2.c). This abstract setting is convenient when working with point-wise properties of the geometric curvature tensor. The triple M = (V, g, A), where A is an algebraic curvature tensor on the innerproduct space (V, g), is called a 0-model [14] .
Another important example of a 0-model comes from conformal geometry. The Weyl tensor W is obtained from the decomposition
where Ric denotes the Ricci curvature (the contraction of R with respect to the first and the third slots), Scal denotes the scalar curvature (the contraction of Ric) and where h · k deonotes the Kulkarni-Nomizu product of two symmetric 2-tensors:
The Weyl tensor depends only on the conformal class of (M, g). Morover, it satisfies the curvature symmetries (2.a)-(2.c) and so we can treat it abstractly as an algebraic curvature tensor. In fact, we may use the decomposition (2.d) to associate the Weyl tensor W A to any 0-model (V, g, A). Note that the Weyl tensor is always Ricci flat. An algebraic curvature tensor A gives rise to the Jacobi operator, a family of operators J A (x) defined by
It follows from the curvature symmetries (2.a)-(2.c) that each J A (x), x = 0 induces a self-adjoint operator on the orthogonal complement {x} ⊥ . In particular, for unit timelike vectors x in a vector space of signature (2, 2) the operator J A (x) may be viewed as a self-adjoint operator on a vector space of signature (1, 2) .
Following the terminology of the spectral geometry of the Riemann curvature tensor, we say that a 0-model (V, g, A) is Osserman (resp. conformal Osserman) if the characteristic polynomial of J A (x) (resp. J WA (x)) does not depend on the choice of timelike unit vector x. If A is (conformal) Osserman then the characteristic polynomial of the Jacobi operator does not depend on the choice of unit spacelike vector x either, see [13] . Osserman 0-models of signature (2, 2) have been classified based upon the form of the corresponding minimal polynomial [1, 3, 6] . We have the following four types. • Type I: The Jacobi operators J A (x), x 2 = −1, are diagonalizable, i.e. have matrix representations of the form
In this case if {e 1 , e 2 , e 3 , e 4 } is a pseudo-orthonormal basis with respect to which J A (e 1 ) has the matrix representation as above, then the non-vanishing components of A with respect to {e 1 , e 2 , e 3 , e 4 } are:
• Type II: The Jacobi operators J A (x), x 2 = −1, have matrix representations of the form
• Type III: The Jacobi operators J A (x), x 2 = −1, have matrix representations of the form
• Type IV: The Jacobi operators J A (x), x 2 = −1, have matrix representations of the form
Here is an important corollary of this classification result.
Corollary 2.2. Let A and A be two Osserman algebraic curvature tensors on an innerproduct space (V, g) of signature (2, 2) . If for some timelike unit vector x we have J A (x) = J e A (x), then necessarily A = A. As mentioned in the Introduction, (Jordan) Osserman algebraic curvature tensors tend to be related to representations of Clifford algebras. We proceed by investigating this relationship in signature (2, 2).
Clifford structures and Proposition 1.2
Let R (p,q) , (., .) denote the standard innerproduct space of signature (p, q). The Clifford algebra Cliff(p, q) is the unital algebra generated by R (p,q) subject to the Clifford commutation relations:
The Clifford algebra Cliff(0, 2), for example, can be seen as the algebra of quaternions H := Span R {1, i, j, k}, where
Note that the multiplication on the left by i, j and k gives rise to a unitary representation of Cliff(0, 2) on R 4 . Likewise, Cliff(1, 1) = Span R {I, J, K} are the para-quaternions; these satisfy the relations
The main results of our paper rely on the existence of the following representation of Cliff(1, 1) on R (2,2) .
Lemma 3.1. Let {e 1 , e 2 , e 3 , e 4 } be a pseudo-orthonormal basis for an innerproduct space (V, g) of signature (2, 2). There exist skew-adjoint linear maps (1,1) α 0 and α 2 are self-adjoint while α 1 is skew-adjoint. It is now easy to check that Φ i , i = 1, 2, 3, defined by
satisfy conditions (1)-(3). We note that:
Property (4) now follows.
Gilkey and Ivanova [15] gave a construction using Clifford algebras that showed the Jordan normal form of a Jordan Osserman algebraic curvature tensor can be arbitrary. We use their construction in what follows. Note that it follows from Lemma 3.1 that the map Φ 1 is an isometry and that the maps Φ 2 , Φ 3 are antiisometries:
. Therefore, for unit timelike vector x the set {x, Φ 1 x, Φ 2 x, Φ 3 x} forms a pseudoorthonormal basis. 
gives rise to an Osserman 0-model on V .
Proof. In the computation which follows we will use π x to denote the linear map
The Jacobi operator corresponding to an algebraic curvature tensor of the form R Φ (see (1.a)) takes the form J RΦ (x)y = −3g(Φy, x)Φx = 3g(y, Φx)Φx, i.e. J RΦ (x) = 3π Φx .
The matrix representations of the operators
with respect to {x, Φ 1 x, Φ 2 x, Φ 3 x} are independent of the choice of unit timelike vector x. Therefore,
has its matrix representation with respect to {x, Φ 1 x, Φ 2 x, Φ 3 x} independent of the choice of a timelike unit vector x. So, the algebraic curvature tensor R is Osserman.
We can explicitly write down the matrix representation of the operator J R (x) (see equation (3.a)) with respect to the basis {x, Φ 1 x, Φ 2 x, Φ 3 x}. To do so note that the operator π Φix + π Φj x − π (Φix−Φj x) is zero on Span{Φ i x, Φ j x} ⊥ , while it acts as
Hence our matrix representation is of the form
The proof of Proposition 1.2 is based upon the previous two lemmas and the classification of Theorem 2.1.
Proof of Proposition 1.2.
Consider a pseudo-orthonormal basis {e 1 , e 2 , e 3 , e 4 } for (V, g) and consider maps Φ i , i = 1, 2, 3 of Lemma 3.1; we have e 2 = Φ 1 (e 1 ), e 3 = Φ 2 (e 1 ), e 4 = Φ 3 (e 1 ).
The matrix representation of the Jacobi operator J A (e 1 ) with respect to {e 2 , e 3 , e 4 } is of the form 
Let λ i , λ ij be chosen as in (3.c) and let
It follows from the previous lemma that R is Osserman with J R (e 1 ) = J A (e 1 ). We now use Corollary 2.2 to conclude that R = A. 
Moreover, we can always set λ 0 = 0 and eliminate the R 0 term from the decomposition (3.d) . On the other hand, the modified Clifford terms R Φi +R Φj −R (Φi−Φj ) are unavoidable in the cases when the conformal Jacobi operator is non-diagonalizable. Proposition 1.2 can be applied to the Weyl tensor W A of a conformal Osserman 0-model. Note though that the Ricci flatness of W A imposes certain conditions on the constants λ i . A short computation shows that the Ricci tensor corresponding to (3.d) is Ric = 3(λ 0 − λ 1 + λ 2 + λ 3 )g; this means we should restrict our attention to constants λ i with λ 0 − λ 1 + λ 2 + λ 3 = 0. 
with λ 0 − λ 1 + λ 2 + λ 3 = 0.
Local geometry
If the Riemann curvature tensor at a point P ∈ M is Osserman, we say that the manifold (M, g) is Osserman at P ; pseudo-Riemannian manifolds which are Osserman at each of their points are called point-wise Osserman. If the Weyl tensor of a pseudo-Riemannian manifold (M, g) is Osserman then M is said to be conformally Osserman. The first examples of (point-wise) Osserman and conformal Osserman manifolds of signature (2, 2) are locally isotropic spaces R (2, 2) , S (2, 2) and CP (1, 1) . The para-complex projective space CP 2 [13] is another example of an Osserman and conformally Osserman manifold.
The curvature decomposition of Proposition 1.2 carries over to the geometric setting, resulting in Theorems 1.3 and 1.4. To see this one needs to look back at the proof of Proposition 1.2 and replace the pseudo-orthonormal basis {e 1 , e 2 , e 3 , e 4 } with a smooth local pseudo-orthonormal frame. The functions λ i and λ ij in this case are smooth because they are given in terms of the components of the curvature tensor.
The really interesting examples of (conformally) Osserman manifolds come from manifolds having a parallel degenerate distribution of rank 2: the Walker manifolds [6, 14] . These manifolds provide a wide family of (conformally) Osserman manifolds which are not homogeneous. More specifically, we have the existence of (conformally) Osserman manifolds whose (conformal) Jacobi operator changes its Jordan normal form from point to point. Therefore, the decomposition of the Proposition 1.2 with constant λ's cannot be extended to the geometric setting without imposing further restrictions on the (conformal) Jacobi operators.
We say that a pseudo-Riemannian manifold is globally Jordan Osserman (resp. globally conformally Jordan Osserman) if the Jacobi operator J R (x) (resp. conformal Jacobi operator J W (x)) has its Jordan normal form independent of the choice of unit timelike tangent vector x and its base point. To prove Theorem 1.5, the curvature decomposition result in this setting, we need a more geometric version of the Theorem 2.1.
Extension Lemma 4.1. Let (M, g) be a globally Jordan Osserman (resp. globally conformally Jordan Osserman) manifold of signature (2, 2) . Then for each point of M there exists a smooth local pseudo-orthonormal frame {e 1 , e 2 , e 3 , e 4 } with respect to which the matrix representation of the Jacobi operator J R (e 1 ) (resp. conformal Jacobi operator J W (e 1 )) is of one of the four types listed in Theorem 2.1.
Proof. In what follows we will let A denote the Riemann or the Weyl curvature tensor, depending on whether we are working in the conformal setting.
Consider a (smooth) unit timelike vector field e 1 defined on a neighborhood U P of P ∈ M . For each Q ∈ U P there exists a pseudo-orthonormal basis E Q = {e 2 , e 3 , e 4 } of {e 1 } ⊥ ⊂ T Q M such that the matrix representation L of J A (e 1 ) with respect to E Q is independent of Q and is of one of the four types listed in the Theorem 2.1. A priori we do not know if E Q is smooth in Q.
Let F := {x 2 , x 3 , x 4 }, with x 2 timelike, be a smooth pseudo-orthonormal frame for the sub-bundle {e 1 } ⊥ ⊂ T M UP . Let X Q be the change of basis matrix at Q ∈ U P :
[e 2 , e 3 , e 4 ] = [x 2 , x 3 , x 4 ] · X Q .
As in the case of E Q it is not clear if X Q is smooth in Q. Let L Q be the matrix representation of the Jacobi operator J A (e 1 ) with respect to the frame F at a point Q ∈ U P ; the entries of L Q depend smoothly on Q. Note that
where G = diag (−1, 1, 1) . Without loss of generality we will assume E P = F , i.e. X P = Id and L = L P . To prove our Extension Lemma it suffices to show the existence of a solution X Q of the system (4.a) which is smooth in Q (on a neighborhood of P ) and which satisfies X P = Id.
We start with the first of our two equations. Consider the family of linear transformations
on the vector space of 3 × 3 matrices. The dimension of ker T Q is independent of Q due to
and the fact that multiplications by invertable matrices are linear isomorphisms. Set
where adL = [L, .] . By Cramer's Rule the 9 × 9 system of equations
has a k-parameter family of solutions X Q = X Q ( λ). Since the coefficients of the system vary smoothly with Q the solutions X Q ( λ) depend smoothly on Q and linearly on λ. Note that we can always find parameters λ 0 so that X P ( λ 0 ) = Id. Our next step is to use the second equation of (4.a) to solve for (some of) the parameters λ in the form of smooth functions of Q. We will accomplish this via the Implicit Function Theorem.
Let Symm G = {S | GS T G = S}. Consider the function
This function is well-defined, i.e. Im F ⊆ ker(adL) ∩ Symm G , due to a straightforward computation involving identities LG = GL T and L Q G = GL T Q . Recall that X Q ( λ) depends linearly on λ and that X P ( λ 0 ) = Id. This means that the linearization of F with respect to λ at (P, λ 0 ) is (4.c) L : λ → GX P ( λ) T G + X P ( λ).
By the Implicit Function Theorem it suffices to prove that the map (4.c) is onto.
To understand this map's rank and nullity note that λ → X P ( λ) is an isomorphism between R k and ker(adL).With this in mind it is clear that dim ker L = dim ker(adL) ∩ so G , where so G = {S | GS T G = −S}. A short computation involving LG = GL T shows that if X ∈ ker(adL) then also GX T G ∈ ker(adL). Since X = Consequently, k = dim ker(adL) = dim ker(adL) ∩ so G + dim ker(adL) ∩ Symm G and k − dim ker L = dim ker(adL) ∩ Symm G . Since Im F ⊆ ker(adL) ∩ Symm G the linear map (4.c) is onto. Applying the Implicit Function Theorem we obtain (some of) the parameters λ as smooth functions of Q; this yields to a local smooth solution X Q of (4.a). The proof of our Extension Lemma is now complete.
The proof of the last of our results, Theorem 1.5, is immediate from the Extension Lemma and the proof of Proposition 1.2. One simply needs to replace the pseudoorthonormal basis {e 1 , e 2 , e 3 , e 4 } with the smooth local pseudo-orthonormal frame given by the Extension Lemma.
Related problems
We conclude our paper with two related open problems.
(1) Modified Clifford algebraic curvature tensor is always (both spacelike and timelike) Jordan Osserman. It is known that in certain dimensions and signatures (such as signature (2,2) presented here) the converse also holds: a (Jordan) Osserman algebraic curvature tensor allows a modified Clifford structure. Is this a phenomenon which holds in general?
(2) Corollary 2.2 is the crucial background result which made our approach successful. Is there a higher dimensional analogue of Corollary 2.2? Such a result would prove useful in answering the question raised above.
