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1 Introduction
Data analysis often involves a comparison of several candidate models. Because true model
is seldom known a priori, there is a need for a simple, effective, and objective methods for
the selection of the best approximating model. Akaike (1973) proposed an information
criterion later known to be Akaike’s information criterion (AIC) based on the concept of
minimizing the Kullback-Leibler Information, a measure of discrepancy between the true
density (or model) and approximating model: The discrepancy between two models or
two probability densities is expressed by the expected $\log$-likelihood with respect to the
true density. AIC is designed to be an approximately unbiased estimator of the expected
$\log$-likelihood under the assumption that “true model” is one of the candidate models
being considered.
Hurvich and Tsai (1989) illustrated that AIC can be dramatically biased when the
sample size is small by comparing AIC with the finite bias-corrected version of AIC $(AIC_{C})$
proposed by Sugiura (1978). This criterion adjusts AIC to be an exact unbiased estimator
of the expected $\log$-likelihood. They then extend $AIC_{C}$ so that it can be employed for
autoregressive ($AR$) model and autoregressive moving average (ARMA) model. Later
Bedrick and Tsai (1994) further extend Sugiura (1978) to multivariate regression cases
where response variable is expressed by a matrix.
In the fully’ Bayesian data analysis, the deviance information criterion (DIC) is widely
used for the model selection. Spiegelhalter et al. (2002) proposed a Bayesian measure of
model complexity $(i.e.,$ effective number $of$ parameters $p_{D})$ obtained from the difference
between the posterior mean of the deviance and the deviance at the posterior mean of
the parameters. When the number of data is sufficiently large, DIC is given by adding
$p_{D}$ to the posterior mean of the deviance. Spiegelhalter et al. (2002) gave an asymptotic
justification of DIC in cases where the number of observations is large relative to the
number of parameters.
In an discussion to Spiegelhalter et al. (2002), Burnham (2002) questioned $[a]$ lesson
that we learned was that, if sample size $n$ is small or the number of estimated parameters
$p$ is large relative to $n$ , a modified AIC should be used, such as $AIC_{C}=$ AIC $+2p(p+$
$1)/(n-p-1)$ . $I$ wonder whether DIC needs such a modification or if it really automatically
adjusts for a small sample size or large $p$ , relative to $n.$ ” We write this article to answer this
question, at least partially for a very important case of linear regression. More concretely,
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we propose a finite-sample bias corrected information criterion for the Bayesian linear
regression models with normally distributed error, and then we implement simulation
studies when the sample size is relatively small.
The rest of this article is organized as follows: Next section briefly describes the
Bayesian linear regression model. In Section 3, we propose our information criterion for
the Bayesian linear regression $mo$del. Section 4 shows the results of simulation studies
to show the validity of our proposed information criterion when the sample size is small.
Finally, Section 5 draws some conclusions concerning our proposed criterion.
2 Bayesian Linear Regression Model
We consider the linear regression model as follows
$y=X\beta+\epsilon, \epsilon\sim \mathcal{N}(0, \sigma^{2}I_{N})$ (2.1)
where $y$ is a $N\cross 1$ vector and $X$ is a $N\cross K$ non-stochastic matrix. The parameter
vector $\beta$ is a $K\cross 1$ vector and error term $\epsilon$ follows a $N$-dimensional multivariate normal
distribution $\mathcal{N}(0, \sigma^{2}I_{N})$ .
We assume that prior distribution of $\beta$ is a $K$-dimensional multivariate normal distri-
bution and that of $\sigma^{-2}$ is a gamma distribution:
$\beta|\sigma^{-2}\sim \mathcal{N}(b_{0}, \sigma^{2}B_{0})$ (2.2)
$\sigma^{-2}\sim \mathcal{G}(\frac{\nu_{0}}{2}, \frac{\lambda_{0}}{2})$ . (2.3)
Then posterior distributions of parameters $\beta$ and $\sigma^{-2}$ are expressed as
$\beta|\sigma^{-2}, y, X\sim \mathcal{N}(b_{1}, \sigma^{2}B_{1})$ (2.4)
$\sigma^{-2}|y, X\sim \mathcal{G}(\frac{v_{1}}{2}, \frac{\lambda_{1}}{2})$ (2.5)
where $b_{1}=B_{1}(X’y+B_{0}^{-1}b_{0}),$ $B_{1}=(X’X+B_{0}^{-1})^{-1},$ $\nu_{1}=\nu_{0}+N+K,$ $\lambda_{1}=\lambda_{0}+(y-$
$X\sqrt{}N)’(y-X\hat{\beta}_{N})\wedge+(b_{0}-\hat{\beta}_{N})’[(X’X)^{-1}+B_{0}]^{-1}(b_{0}-\hat{\beta}_{N})$ and $\hat{\beta}_{N}=(X’X)^{-1}X’y.$
3 Finite-Sample Bias Correction and Variable Selec-
tion Criterion
Let us denote unknown true density as $f_{Y}(\cdot)$ and approximating model as $g(\cdot|\theta)$ with
parameter vector $\theta$ . Then Kullback-Leibler Information between $f_{Y}(.$ $)$ and $g(\cdot|\theta)$ can be
expressed as follows
$I(f_{Y}, g( \cdot|\theta))=\int f_{Y}(z)\log\{\frac{f_{Y}(z)}{g(z|\theta)}\}dz$ (3.1)
and (3.1) can be rewritten as
$I(f_{Y}, g(\cdot|\theta))=E_{z}[\log\{f_{Y}(z)\}]-E_{z}[\log\{g(z|\theta)\}]$ . (3.2)
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Even though the true density $f_{Y}(\cdot)$ is unknown, the first term on the right-hand side of
Kullback-Leibler Information in (3.2) can be regarded as a constant since the variable
$z$ is integrated out. Then we select the best approximating model with maximizing the
expected $\log$-likelihood.
In Bayesian perspective, parameters follow the posterior distributions estimated by
observed data $y$ . Hence we consider the posterior mean of (3.2):
$E_{\theta|y}[I(f_{Y}, g(\cdot|\theta))]=E_{z}[\log\{f_{Y}(z)\}]-E_{\theta|y}[E_{z}[\log\{9(z|\theta)\}]]$ (3.3)
and as in Spiegelhalter et al. (2002) and Ando (2007), our proposed information criterion
is constructed based on the posterior mean of expected $\log$-likelihood.
From the Bayesian hnear regression model (2.1), we use $y$ as observed data of sample
size $N$ obtained from the unknown true density $f_{Y}(y)$ to estimate the posterior distri-
butions of parameters $\beta$ and $\sigma^{-2}$ , while we also use $z$ as replicate data of sample size
$N$ generated from the unknown true density $f_{Y}(z)$ to evaluate the goodness of fit of ap-
proximating model $g(z|X,\beta, \sigma^{-2})$ . Then posterior mean of expected $\log$-likelihood $\mathcal{T}$ is
defined as
$\mathcal{T}\equiv E_{\beta,\sigma^{-2}|y,X}[E_{z}[\log\{g(z|X, \beta, \sigma^{-2})\}]]$ (3.4)
where expectation $E_{\beta,\sigma^{-2}|y,X}[\cdot]$ can be calculated by $E_{\sigma^{-2}|y,X}[E_{\beta|\sigma^{-2}y,X}[\cdot]]$ from the
posterior distributions (2.4) and (2.5).
To estimate the posterior mean of expected $\log$-likelihood $\mathcal{T}$ in (3.4), we use the
posterior mean of observed $\log$-likelihood $\hat{\mathcal{T}}_{N}$ :
$\hat{\mathcal{T}}_{N}\equiv E_{\beta,\sigma^{-2}|y,X}[\log\{g(y|X, \beta, \sigma^{-2})\}]$ . (3.5)
and the bias-corrected estimator is obtained as $\hat{\mathcal{T}}_{N}-\hat{b}_{N}$ , where $\hat{b}_{N}$ is an estimate of bias
$b_{\Theta}\equiv E_{y}[\hat{\mathcal{T}}_{N}-T]\neq 0$ . Then we propose information criterion ( $IC$ ) of the form
$IC\equiv-2\hat{\mathcal{T}}_{N}+2\hat{b}_{N}$ . (3.6)
Ignoring the constant term, we can express the $\log$-likelihood function for the replicate
data $z$ such as
$\log\{g(z|X, \beta, a-2)\}=\frac{N}{2}\log\sigma^{-2}-\frac{\sigma^{-2}}{2}(z-X\beta)’(z-X\beta)$ (3.7)
where parameters $\beta$ and $\sigma^{-2}$ follow the posterior distributions estimated by observed data







and the bias $b_{\Theta}$ with respect to the true density $f_{Y}(y)$ is obtained by $b_{\Theta}\equiv E_{y}[\hat{\mathcal{T}}_{N}-\eta=$
$E_{y}[C_{1}-C_{2}].$
First we evaluate $C_{1}$ in (3.8). However, true density $f_{Y}(z)$ is seldom known in practice,
so that expectation with respect to the true density is not analytically obtained. In
the previous studies, Kitagawa (1997) replaced the unknown true density by the prior
predictive density to construct the predictive information criterion (PIC) for the Bayesian
linear Gaussian model, while Laud and Ibrahim (1995), Gelfand and Ghosh (1998), and
Ibrahim et al. (2001) considered using the posterior predictive density to generate the
replicate data $z$ for model assessment. In this article, we use the posterior predictive
density to evaluate the expectation with respect to the true density $f_{Y}(z)$ in $C_{1}$ because
the prior predictive density is far more sensitive to the selection of prior distribution.
To evaluate $C_{1}$ in (3.8), we replace the true density $f_{Y}(\cdot)$ with $a$ (conditional) posterior
predictive density
$z|\sigma^{-2}, y, X\sim \mathcal{N}(Xb_{1}, \sigma^{2}\Sigma_{0})$ , (3.9)
where $\sigma^{-2}$ follows the posterior distribution (2.5) and $\Sigma_{0}=I_{N}+XB_{1}X’$ . From (3.9),
we estimate $C_{1}$ in (3.8) as
$\hat{C}_{1}=E_{\beta,\sigma^{-2}|y,X}[E_{z|\sigma^{-2},y,X}[\frac{\sigma^{-2}}{2}(z-X\beta)’(z-X\beta)]]$
$= E_{\beta,\sigma^{-2}|y,X}[E_{z|\sigma^{-2},y,X}[\frac{\sigma^{-2}}{2}(z-Xb_{1})’(z-Xb_{1})]]$
$+ E_{\sigma^{-2}|y,X}[tr\{\frac{\sigma^{-2}}{2}(X’X)E_{\beta|\sigma^{-2},y,X}[(\beta-b_{1})(\beta-b_{1})’]\}]$ . (3.10)
The first term on the right-hand side of (3.10) can be rewritten as follows
$E_{\beta,\sigma^{-2}|y,X}[E_{z|\sigma^{-2},y,X}[\frac{\sigma^{-2}}{2}(z-Xb_{1})’(z-Xb_{1})]]$
$= E_{\sigma^{-2}|y,X}[\frac{\sigma^{-2}}{2}$ tr $\{E_{z|\sigma^{-2},y,X}[(z-Xb_{1})(z-Xb_{1})’]\}]$
$= E_{\sigma}-2|y,X[\frac{\sigma^{-2}}{2}$tr $\{\sigma^{2}\Sigma_{0}\}]$
$= \frac{1}{2}$ tr $\{I_{N}+XB_{1}X’\}$
$= \frac{N}{2}+\frac{1}{2}$ tr $\{(X’X)B_{1}\}$ . (3.11)
The second term on the right-hand side of (3.10) is similarly obtained from the posterior




$= \frac{1}{2}$tr $\{(X’X)B_{1}\}.$ (3.12)
From (3.11) and (3.12), $\hat{C}_{1}$ in (3.10) is evaluated as follows
$\hat{C}_{1}=E_{\beta,\sigma^{-2}|y,X}[E_{z|\sigma^{-2},y,X}[\frac{\sigma^{-2}}{2}(z-Xb_{1})’(z-Xb_{1})]]$
$+ E_{\sigma^{-2}|y,X}[tr\{\frac{\sigma^{-2}}{2}(X’X)E_{\beta|\sigma^{-2},y,X}[(\beta-b_{1})(\beta-b_{1})’]\}]$
$= \frac{N}{2}+\frac{1}{2}$tr $\{(X’X)B_{1}\}+\frac{1}{2}$tr $\{(X’X)B_{1}\}$
$= \frac{N}{2}+$ tr $\{(X’X)B_{1}\}$ . (3.13)
Then we notice that $\hat{C}_{1}$ does not depend on any data $y$ , i.e., $E_{y}(\hat{C}_{1})=\hat{C}_{1}.$




where $E_{\beta,\sigma^{-2}}[\cdot]$ is an expectation with respect to the joint prior distribution and $E_{y|X,\beta,\sigma^{-2}}[\cdot]$
is an expectation with respect to $N$-dimensional multivariate normal distribution with
mean vector $X\beta$ and variance-covariance matrix $\sigma^{2}I_{N}$ . Since $E_{y|X,\beta,\sigma^{-2}}[(y-X\beta)(y-$
$X\beta)’]=\sigma^{2}I_{N},$ $E_{y}(C_{2})$ in (3.14) can be evaluated as
$E_{y}(C_{2})=E_{\beta,\sigma^{-2}}[E_{y|X,\beta,\sigma^{-2}}[tr\{\frac{\sigma^{-2}}{2}(y-X\beta)(y-X\beta)’\}]]$
$= \frac{1}{2}$ tr $\{I_{N}\}$
$= \frac{N}{2}$ . (3.15)




$=$ tr $\{(X’X)B_{1}\}$ . (3.16)
Then $\hat{b}_{N}$ in (3.16) can be regarded as a ratio of variance-covariance matrices $\sigma^{2}(X’X)^{-1}$
and $\sigma^{2}B_{1}.$
Multiplying $-2$ to the bias-corrected estimator $\hat{\mathcal{T}}_{N}-\hat{b}_{N}$ , our proposed information





For simplicity, let us denote the parameter $B_{0}$ in (2.2) as $B_{0}=\kappa_{0}I_{K}(\kappa_{0}>0)$ and
the bias term $\hat{b}_{N}$ can be rewritten as
$\hat{b}_{N}=K-tr\{(X’XB_{0}+I_{K})^{-1}\}$ (3.18)
from the matrix inversion lemma 3. Then if the sample size $Narrow\infty$ , the last term in
(3.18) is expected to be zero because tr$\{(\kappa_{0}X’X/N+I_{N}/N)^{-1}/N\}arrow 0$ $(i.e., \hat{b}_{N}arrow K)$
when each element of $X’X/N$ does not diverge. Furthermore, if $\kappa_{0}$ is sufficiently large
(i.e., non-informative prior), we also have tr $\{(\kappa_{0}X’X+I_{K})^{-1}\}arrow 0$ in (3.18).
4 Simulation Experiments
4.1 Deviance Information Criterion (DIC)
We conduct two simulation studies to compare small sample performances of our proposed
information criterion $(IC_{BL})$ in (3.17) with the deviance information criterion (DIC) :
DIC $=-2\hat{\mathcal{T}}_{N}+p_{D}$ , (4.1)
where Spiegelhalter et al. (2002) termed $p_{D}$ as the effective number of parameters defined
to be $p_{D}\equiv 2\log\{g(y|X,\overline{\beta},\overline{\sigma}^{-2})\}-2\hat{\mathcal{T}}_{N}$ evaluated at the posterior means of parameters
$\sqrt{}-(=b_{1})$ and $\overline{\sigma}^{-2}(=\nu_{1}/\lambda_{1})$ in (2.4) and (2.5).
4.2 Simulation studies
In this article, we present two small sample simulation studies: The first one is designed
to examine cases where the set of candidate models includes many over-specified models;
the second one examines performances with respect to under-specified candidate models.
Case 1
As in Hurvich and Tsai (1989), we consider the nested candidate models by using seven
explanatory variables $x_{1},$ $x_{2},$ $\ldots,$ $x_{7}$ . In our simulation study, $x_{1}$ is a $N\cross 1$ vector whose
elements are ones (i.e., intercept term) and the other $N\cross 1$ vectors $x_{i}(2\leq i\leq 7)$
are generated from the uniform distribution $\mathcal{U}(-2,2)$ . These variables $x_{1},$ $x_{2},$ $\ldots,$ $x_{7}$ are
included int$0$ the candidate models in a sequentially nested fashion. The candidate models
are linear regression models given by $y=\beta_{1}x_{1}+\beta_{2}x_{2}+\cdots+\beta_{K}x_{K}+\epsilon,$ $\epsilon\sim \mathcal{N}(0, \sigma^{2}I_{N})$ .
The candidate model with $K=1$ has only intercept term and with $K=7$ is the full
model. In this simulation study, we determine the number of variables $K$ by using our
proposed information criterion $(IC_{BL})$ in (3.17) and DIC in (4.1) in small sample cases
$N=25,50,100$ with informative $(\kappa_{0}=0.1)$ and non-informative $(\kappa_{0}=100)$ priors. To
3For any matrices $A(m\cross m),$ $B(m\cross n),$ $C(n\cross m)$ , and $D(n\cross n)$ , we have
$(A-BD^{-1}C)^{-1}=A^{-1}+A^{-1}B(D-CA^{-1}B)^{-1}CA^{-1}$
where $A$ and $D$ are nonsingular matrices.
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examine the small sample performance in the Bayesian linear regression cases, we generate
a sample of $y$ from the true model $(K=3)$ :
$y=1.0x_{1}+2.0x_{2}+3.0x_{3}+\epsilon, \epsilon\sim \mathcal{N}(0,1.0I_{N})$ . (4.2)
In Table 1, we examine the performance of $IC_{BL}$ and DIC for the small sample cases
$(N=25,50,100)$ . The parameters of prior distributions in (2.2) and (2.3) are set to be
$b_{0}=0,$ $B_{0}=\kappa_{0}I_{K}$ ( $\kappa_{0}=0.1$ or 100), and $\nu_{0}=\lambda_{0}=0.1$ . The simulation considered each
combination of $N=25,50,100$ and $\kappa_{0}=0.1,100$ . We draw 50, 000 MCMC samples from
the posterior distributions in (2.4) and (2.5) to compute the posterior mean of observed
$\log$-likelihood $\hat{\mathcal{T}}_{N}$ in (3.5). For each combination of $(N, \kappa_{0})$ , we generate 100 observations
of $IC_{BL}$ and DIC, and record the number of selected models (i.e., the candidate model
with minimum value for the two criteria).
Table 1 shows that our proposed information criterion $(IC_{BL})$ identifies the true model
$(K=3)$ for the small sample cases $(N=25,50,100)$ with informative prior $(\kappa_{0}=0.1)$
far better than DIC, on the other hand DIC tends to overfit the true model. For the
non-informative prior $(\kappa_{0}=100)$ , both criteria tend to overfit the true model for the
sample size $N=25$ and 50, but nevertheless our proposed information criterion $(IC_{BL})$
far outperformes DIC at the sample size $N=100.$
In Tables 2 and 3, we show the results of average criteria in 100 observations for the
small sample cases $(N=25,50,100)$ with informative $(\kappa_{0}=0.1)$ and non-informative
$(\kappa_{0}=100)$ priors. Both criteria selected the true model $(K=3)$ in all cases, but the
difference between $2\hat{b}_{N}$ and $p_{D}$ becomes more apparent along with an increase in the
number of explanatory variables. Hence the effective number of parameters $p_{D}$ in DIC
tends to underestimate the model complexity compared with the bias term $2\hat{b}_{N}$ in $IC_{BL}.$
Case 2
Next we consider the cases where explanatory variables in the candidate models are se-
lected from the subsets of $\{x_{1}, x_{2}, x_{3}\}$ , (i.e., $\{x_{1}\},$ $\{x_{2}\},$ $\{x_{3}\},$ $\{x_{1}, x_{2}\},$ $\{x_{1}, x_{3}\},$ $\{x_{2}, x_{3}\}$
and $\{x_{1}, x_{2}, x_{3}\})$ . Then we specify a true model such as
$y=1.Ox_{1}+2.0x_{2}+\epsilon, \epsilon\sim \mathcal{N}(0,1.0I_{N})$ . (4.3)
We implement a simulation study to examine the performance of $IC_{BL}$ in (3.17) and DIC
in (4.1) for under-specified candidate models in small sample cases.
The parameters of prior distributions in (2.2) and (2.3) are set to be $b_{0}=0,$ $B_{0}=$
$\kappa_{0}I_{K}$ ( $\kappa_{0}=0.1$ or 100), and $\nu_{0}=\lambda_{0}=0.1$ . We draw 50, 000 MCMC samples from the
posterior distributions in (2.4) and (2.5) and compute the posterior mean of observed
$\log$-likelihood $\hat{\mathcal{T}}_{N}$ in (3.5). For each combination of $(N, \kappa_{0})$ , we generate 100 observations
of $IC_{BL}$ and DIC and record the number of selected models such as Case 1.
Table 4 shows that DIC tends to select a full model $(i.e., \{x_{1}, x_{2}, x_{3}\})$ as compared
with $IC_{BL}$ in small sample cases. On the other hand, under-specified candidate models
$(i.e., \{x_{1}\}, \{x_{2}\}, \{x_{3}\}, \{x_{1}, x_{3}\}, \{x_{2}, x_{3}\})$ are not selected at all. Hence, DIC shows a
tendency to overfit the true $mo$del in this simulation study.
In Tables 5 and 6, average values of $mo$del complexity in $IC_{BL}$ and DIC with respect to
the candidate models $\{x_{1}, x_{2}\},$ $\{x_{1}, x_{3}\}$ , and $\{x_{2}, x_{3}\}$ are close to each other. However,
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true model $(i.e., \{x_{1}, x_{2}\})$ has the largest value of posterior mean of observed $\log$-likelihood
$\hat{\mathcal{T}}_{N}$ among three candidate models. Therefore, average values of $IC_{BL}$ and DIC successfully
select the true model (4.3) in all cases.
5 Conclusion and Discussion
In Bayesian data analysis, DIC (Spiegelhalter et al., 2002) is widely used for the model
selection, since this criterion is relatively easy to calculate and applicable to a wide range
of statistical models. Spiegelhalter et al. (2002) gave an asymptotic justification of DIC
in cases where the number of observations is large relative to the number of parameters.
However, Burnham (2002) questioned if the DIC needs a modification for small sample
size. In this article, we proposed a variable selection criterion $IC_{BL}$ for the Bayesian linear
regression models in small sample cases, as Sugiura (1978) proposed $AIC_{C}$ in frequentist
framework. We then examined the performance of our proposed information criterion
$(IC_{BL})$ relative to the DIC for small sample cases.
In our simulation studies, we found that DIC often showed tendency to overfit the true
model (see Tables 1 and 4), whereas our proposed information criterion $(IC_{BL})$ performs
well for small sample cases $(N=25,50,100)$ . We also found that the measure of model
complexity $2\hat{b}_{N}$ was mostly larger than $p_{D}$ (see Tables 2 and 3), leading us to conclude
bias correction of DIC underestimates the model complexity in small sample cases.
An important directions for the further research would be to extend our information
criterion to the several types of Bayesian regression models (e.g., the hierarchical Bayesian
regression models, Bayesian regression models with serially correlated error, and Bayesian
Markov-switching models) because empirical analysis is generally performed under the
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