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Visual short-term memory (VSTM) is a fundamental cognitive structure that temporarily 
maintains a limited amount of visual information in the service of current goals.  There is active 
theoretical debate regarding how limits in VSTM should be construed.  According to discrete-
slot models of capacity, these limits are set in terms of a discrete number of slots that store 
individual objects in an all-or-none fashion. According to alternative continuous resource 
models, the limits of VSTM are set in terms of a resource that can be distributed to bolster some 
representations over others in a graded fashion.  Hybrid models have also been proposed.  In the 
current thesis, I present a series of experiments that leverage different analytic approaches 
towards model assessment with the aim of evaluating candidate models of VSTM structure.  In 
Experiments 1-3 I fit theoretical ROCs derived from a suite of models to two standard VSTM 
tasks: a change detection task in which participants had to remember simple features and a rapid 
serial visual presentation task in which participants had to remember real-world objects.  I 
assessed the performance of each model via cross-validation. Cross-validation analysis provides 
insight into how well each model generalizes to new samples of data and therefore goes beyond 
modelling approaches that only involve assessing model fit. To gain a fuller understanding of the 
nature of limits in VSTM, I also evaluated the ability of these models, as well as a recently 
proposed hybrid model, to jointly model the two tasks.  As part of this analysis, I tested a new 
variant of a hybrid model, which includes a fixed item capacity but differentially engages an 
independent attention-like resource that determines the resolution of memory representations 
(Adam, Vogel, & Awh, 2017).  The cross-validation and the joint modeling analyses revealed 
support for pure continuous-resource models, as well as evidence that performance across the 





Experiment 4-6 was to use a different analytic approach towards model evaluation, which 
overcomes some of the limitations of fitting models to empirical ROC curves.  This alternative 
analytic approach is based on ranking judgments and involves only minimal assumptions about 
how memory states are translated to ranks. These experiments corroborated the results of 
Experiment 1-3, revealing that the qualitative pattern of results was only consistent with the 
unequal variance signal detection model.  In the discussion I provide an interpretation of the 
unequal-variance signal detection model that aligns it with the broader idea that items can be 
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CHAPTER 1: INTRODUCTION 
Visual short-term memory (VSTM) is a fundamental cognitive structure that temporarily 
maintains visual information in the service of active goals.  Although there is consensus that 
VSTM is capacity limited, the mental currency of these capacity limits is a topic of active 
theoretical debate.  According to the discrete-slot view, VSTM capacity is limited by a discrete 
number of slots that can store individual items in an all-or-none fashion (e.g., Cowan, 2001).  
According to an alternative continuous resource view, VSTM is limited by a continuous resource 
that can be distributed across memory representations to prioritize some input over other (e.g., 
Bays & Husain, 2008).  These models differ fundamentally in how they represent information in 
VSTM.  One key prediction of standard discrete-slot models is that capacity is set in terms of the 
number of objects a person can store in memory.  In particular, strong versions of these models 
predict that remembered items are stored with complete fidelity or not at all, and that there is no 
tradeoff between the quality of item representations and the number of items that can be 
maintained.  In contrast, continuous resource models predict that features and items can be stored 
with variable resolution and resources can be allotted to bolster some representations over others.  
This aspect can lead to a trade-off between the number of stored items and the fidelity with 
which they are coded in memory.  Hybrid models that combine assumptions from the discrete-
slot and resource models have also been proposed (e.g., Zhang & Luck, 2008).  
  Despite ongoing disagreement regarding which model of VSTM provides the best 
description of VSTM architecture, the discrete-slot model remains the dominant model in 
cognitive psychology (e.g., Cowan, 2001; Luck & Vogel, 2013; Luria, Balaban, Awh, & Vogel, 
2016).  For example, it is very common for researchers to report VSTM capacity in terms of a 
measure known as Cowan’s K, but this measure is only meaningful if the assumptions of the 
discrete-slot model are correct. This preference has significant implications both for 
understanding the structure of VSTM and for the choice of proper measurements of VSTM 
capacity in experimental research.  In the current manuscript I review and discuss some 
limitations of previous studies that have formally tested models of VSTM representation and 
capacity.  The first aim of our research is to replicate these studies while redressing some of 
these methodological and analytic limitations.  The second aim of our research is to address a 





is, how well do the contending models generalize? I address this question in two different ways.  
First, I use a technique for evaluating the competing models that captures their ability to predict, 
rather than just account for, the data at hand—cross-validation.  Cross-validation analysis is 
routinely applied in machine learning and statistics (e.g., Murphy, 2012), though it is rarely used 
to evaluate models in the social sciences (Yarkoni & Westfall, 2017).  This approach to model 
selection is desirable because models may provide a superior fit to a particular sample of data by 
erroneously fitting noise rather than variance generated by a psychological process of interest 
(e.g., Pitt & Myung, 2002).  A consequence of overfitting is that such models do a poor job of 
generalizing to new samples of data.  As such, assessing models based on their predictive rather 
than explanatory capability is more likely to produce theories that provide an accurate 
understanding of and prediction of behavior (Yarkoni & Wells, 2017).  
The second way in which I assessed model generalizability is by evaluating contending 
models of VSTM capacity across different experimental paradigms. I jointly modelled 
performance across markedly different VSTM tasks to directly test the prediction that a single 
parameter of capacity (e.g., Cowan’s K) or resource is shared across these tasks.  This type of 
joint modeling analysis extends prior work that has examined overlap between different working 
memory and attention tasks with covariance-based techniques, because it directly assesses the 
stronger prediction of how the common latent construct should be understood.   In other words, 
this type of analysis allows us to compare specific theories, defined by the various quantitative 
models, of how to construe the latent construct of interest. Furthermore, this analysis addresses a 
novel and fundamental question that, to our knowledge, has not yet been addressed formally in 
the VSTM modeling literature: Is there evidence that different VSTM tasks can be understood 
with a single model of capacity or resource?  
Genesis of the discrete-slot model of VSTM 
 The discrete-slot model of VSTM gained popularity following a study by Luck and 
Vogel (1997; see also Woodman, Luck & Vogel, 2001), who used the change detection task to 
measure people’s memory for a range of stimuli that varied in complexity. In a set of 
experiments participants were briefly shown a visual array that contained stimuli, such as shapes 
(squares) of different colors in different locations.  A brief period after the first array offset, 





and were asked to respond whether a change occurred or did not occur. The authors found that, 
on average, performance declined sharply as the number of to-be-remembered items passed three 
or four. Furthermore, these authors reported that the units of VSTM capacity were not limited by 
the number of features, but rather by the number of objects (i.e., bound features) that could be 
maintained.  That is, participants could maintain information about three to four objects defined 
by a single feature (stimuli that differed only in color or only in orientation), or three to four 
objects that were defined by a conjunction of features (stimuli that could differ in either color or 
orientation, or both).  This finding has been used to motivate discrete-slot models of VSTM 
because it suggests that the unit of storage in VSTM is set in terms of slots, each of which can be 
filled with objects of bound features and thus arbitrary complexity.  The results of follow-up 
studies examining the effects of stimulus complexity on memory capacity have been mixed, 
however, sometimes showing diminished capacity for more complex items (contrary to the 
discrete slot model prediction) and sometimes not (Wheeler & Triesman, 2002; Alvarez & 
Cavanagh, 2004; Fougnie, Cormiea, & Alvarez, 2016; Awh, Barton, & Vogel, 2007; Fukuda, 
Vogel & Awh, 2010).  
Discrete-slot and continuous resource models may capture performance differently 
      One limitation of studies that have failed to find evidence for a tradeoff between the 
quantity and quality of memory representations is that they used a measure to assess memory 
capacity that assumes that discrete-slot models are accurate. This measure of capacity is called 
the K metric (Cowan, 2001; Pashler, 1988), and it is based on a class of cognitive models that 
assume that memory operates in an all-or-none fashion (Blackwell, 1953; Swets, 1986). 
Importantly, this metric does not always explain performance in the same way as measures based 
on continuous resource models of memory.  In the context of the change detection task in which 
a single item is shown in the test array, the discrete-slot model assumes that a person’s hit rate 
(i.e., correctly responding that a change occurred when it did occur) is driven by the probability 
that the item is remembered (with probability  𝐾/𝑁—that is, a person’s capacity [𝐾] divided by 
the number of to-be-remembered items [𝑁]) and the probability that the subject lacks knowledge 
but guesses correctly (with probability [1 −
𝐾
𝑁
] ∗ 𝑔) that a change occurred. Furthermore, the 
model assumes that false alarms (i.e., incorrectly responding that a change occurred when it did 





guessing bias (with probability[1 −
𝐾
𝑁
] ∗ 𝑔).  Solving for 𝐾 requires taking the difference 
between hits and false alarm rates and weighting this difference by the number of to-be-
remembered items (i.e., 𝐾 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = [𝐻 − 𝐹𝐴] ∗ 𝑁).  It is critical to note that this model does 
not represent variability in the resolution of the memory representations because items are 
assumed to be stored in memory completely with probability 𝐾/𝑁 or not stored at all.   
  In contrast to discrete-slot models, continuous resource models posit that representations 
in VSTM can be stored with variable resolution. Such models are based on the assumption that 
there is both external and internal noise in processing that may corrupt memory representations.  
Noise increases as people increase the amount of visual input that they try to encode into VSTM, 
yielding a tradeoff between fidelity and quantity. Under this account, VSTM is not limited by the 
number of items that it can maintain, but rather relies on a continuous resource that can be 
distributed amongst features and items. In the change detection task, resource models have been 
tested with models based on signal detection theory (Green & Swets, 1966).  Within the signal 
detection framework participants must make a decision based on some amount of evidence that a 
change did or did not occur. Even on no-change trials some evidence for change will be present 
due to noise in the system and it is convenient to assume that this noise is normally distributed 
(Wickens, 2001). On change trials, the test stimulus is actually different from what is in memory, 
leading to even more evidence that a change occurred on average. This is represented by a 
second normal distribution (𝑛𝑜𝑖𝑠𝑒 +  𝑐ℎ𝑎𝑛𝑔𝑒). Following standard signal detection theory, the 
standardized distance (𝑑’) between the two normal distributions reflects an individuals’ 
discrimination of change from no-change trials.  Furthermore, because there is always some 
evidence that a change occurred, individuals must set a decision criterion 𝐶 for responding that a 
change occurred.  From a psychological standpoint 𝑑’ can be seen as an index of the fidelity of 
the VSTM representation, whereas 𝐶 is participants’ response bias to endorse a change versus a 
no change response.   
Unlike discrete-slot models, continuous resource models provide a continuous measure of 
the resolution of memory representation and explicitly quantify a person’s tendency to endorse a 
specific response (e.g., change versus no-change).  Critically, capacity estimates based on 
formulae derived from discrete-slot and continuous resource models do not lead to identical 
conclusions regarding the effects of a given manipulation on a person’s capacity.  This point is 





there are six to-be-remembered items (𝑁). Comparing data for Participants 1 and 2 reveals that 
the same 𝐾 estimate of capacity can correspond to different values of 𝑑’ and 𝐶 response bias. The 
converse is also true.  Participants 3 and 4 show large differences in 𝐾 estimates, but within the 
signal detection framework these differences are assumed to reflect differences in decision 
criterion rather than memory. This set of examples illustrates that determining which models best 
characterize VSTM storage and representation has significant implications not only for the 
understanding of VSTM structure, but also for interpreting the effects of a given experimental 
manipulation on people’s capacity.  I note that discrepancies between the two metrics are not 
limited to hypothetical data; in the General Discussion I point to and discuss similar patterns in 
our own results. 
 
Participant 𝑵 𝑯 𝑭𝑨 𝑯 − 𝑭𝑨 𝑲 𝒅’ 𝑪 
1 6 .9 .41 .49 2.94 1.51 -0.527 
2 6 .5 .01 .49 2.94 2.33 1.16 
3 6 .224 .015 .209 1.25 1.41 1.46 
4 6 .91 .471 .439 2.63 1.41 -0.634 
Table 1. Hypothetical data that demonstrate how metrics based off the discrete-slot and signal 
detection models may lead to different conclusions regarding VSTM processing. 
 
Evidence from formal model fitting  
A formal approach to testing between discrete-slot and signal detection models in the 
change detection task involves Receiver Operating Characteristic (ROC) analysis (Swets, 1986). 
In an ROC analysis, hit rates are plotted as a function of false alarm rates for different values of a 
participant’s response bias, that is, his or her tendency to endorse a specific response (e.g., 
change versus no change).  The discrete-slot model and signal detection-based resource model 
make distinct predictions about the shape of ROC curves. Specifically, the standard discrete slot 
model predicts a straight ROC curve because hit rates increase as a linear function of false alarm 
rates. In contrast, for partially overlapping noise and signal distributions where the variance of 
noise and signal distributions is equal (set to 1), a signal-detection model predicts a symmetric 





ROC analyses of VSTM data in the change detection task have yielded conflicting 
results.  For instance, Wilken and Ma (2004) found that a symmetric curvilinear function 
provided the best fit to their data, a finding that supports a common variant of the continuous 
resource model called the equal-variance signal-detection model (EVSD). That finding is 
difficult to interpret, however, because they used ROC curves based on data aggregated across 
subjects.  Assessing models based on pooled data may lead to average ROC curves that do not 
correspond to any individual’s data (e.g., Estes, 1956), so it is possible that Wilken and Ma’s 
results reflect an aggregation artifact.  
However, they reported another result, using the delayed estimation task, that cannot be 
so easily dismissed.  In that task, subjects report their memory of a feature of a probed item using 
a continuous scale, such as a color wheel.  They found that participants’ reports became more 
variable with increasing set size, a result straightforwardly inconsistent with the idea that items 
were either successfully encoded in full detail or not.  That result indicates that memory 
precision declines with increased memory load.  In a later study, Zhang and Luck (2008) found a 
similar pattern of results and developed a specialized hybrid model that combined processing 
assumptions from both the discrete-slot and resource models.  This model assumes that memory 
performance is determined by two factors, a discrete item capacity and a continuous attention-
like process that determines the resolution with which items are coded in memory (Adam et al., 
2017).  Critical in the current context is the fact that this hybrid model can predict either linear or 
curvilinear ROC curves.   
Other studies, however, have reported linear ROC functions and thus supported the 
predictions of discrete-slot models (Donkin, Tran & Nosofsky, 2014; Rouder, Morey, Cowan, 
Zwilling, More, & Pratte, 2008).  In both studies, a model based on discrete representations 
outperformed a continuous resource model.  There are, however, some important reasons to 
question the generality of their results. I review those concerns in the next section and then report 
a set of new experiments that uses what I see as procedural and analytic enhancements over prior 
work.   
 
Confidence ratings vs. change probability manipulations of bias 
One concern about the findings of Rouder et al. and Donkin et al. that the discrete-slot 





these authors manipulated participants’ response bias.  A standard practice for collecting 
responses over different levels of response bias is to collect confidence ratings.  This technique 
allows the researcher to sample a wide range of levels of response bias (or points on the ROC 
curve) with fewer observations (Wickens, 2002).  This was the approach taken by Wilken and 
Ma (who, it will be recalled, reported evidence for resource models of capacity).  In contrast, 
Rouder et al. and Donkin et al. experimentally induced bias by manipulating the probability of a 
change occurring across the experimental session.  A known limitation of this approach is that 
changing true base rates in this way may produce changes in accuracy, or in response 
strategies—an effect that would violate assumptions of ROC analyses of this type (Dube & 
Rotello, 2011; Balakrishnan, 1999; Markowitz & Swets, 1967).   A further concern is that, if 
participants are not sufficiently sensitive to the probability manipulation, this may lead to 
clustering of points in ROC space (Healy & Jones, 1975; Healy & Kubovy, 1978).  Indeed, 
perusal of the Rouder et al. data suggests that the study may have suffered from a restricted range 
problem and that these authors may have been sampling points on a sufficiently small portion of 
a curvilinear ROC curve so as to appear linear. Furthermore, several of the reported individual 
ROC curves in Donkin et al.’s study were nonmonotonic, leaving open the possibility that 
participants may have not been sensitive to all levels of the bias manipulation.   A similar 
critique of manipulating base rates to construct ROC curves has been made by Dube, Rotello and 
Heit (2011), who reported that under conditions where there is a clustering of ROC points 
researchers may erroneously infer evidence for linear ROC functions.  It is worth noting, 
however, that the confidence-rating procedure is not without concerns as well (e.g., Benjamin, 
Tullis, & Lee, 2013; Van Zandt, 2000). I address the limitations of confidence-rating procedures 
with an alternative approach in Experiment 4-6.     
Current research 
Addressing limitations of prior studies 
The first aim of the set of experiments reported here is to address limitations of the 
studies reviewed above (Experiment 1a-c). To this end, I (1) used confidence ratings instead of a 
change probability manipulation in order to sample a wide range of points on the ROC curve and 
(2) I fit models to individuals’ rather than to aggregate data to avoid averaging artifacts.  I also 
(3) tested a wider range of models, including a newly developed variant of the mixture model 





Zhang, 2017).  Table 2 and Figure 1 describe the models that I tested.  As detailed in the next 
section, I (4) used a model-evaluation procedure that directly assesses each model’s ability to 
predict unseen data—the central task for which they are designed.  Finally, I (5) fit models to 
data from two substantially different VSTM tasks (described below) to examine whether 
modeling results are robust across different experimental paradigms.  
 
Figure 1. The theoretical ROC curves for each candidate model. The three curves in each panel 
represent different set sizes (black = 4 items; grey = 6 items, white = 8 items). The first row 
shows predictions for models that assume an underlying item limit and the second row shows 
predictions for models that have continuously available capacity.  The fixed and variable 
discrete-slot models (denoted Fixed DS and Variable DS, respectively) do not assume that there 
can be variability in the resolution of memory representations. These models both produce linear 
ROC curves and are identical, except that the Variable DS model predicts that response bias and 
capacity may vary as a function of set size, whereas the Fixed DS model does not.  The mixture 
model assumes that there is a fixed item limit, but there may be variability in item resolution.  It 
is a hybrid of the discrete-slot and equal variance signal detection model.  The equal and unequal 
variance signal detection models both assume that information in VSTM is represented in a 





Figure 1 (cont.). variance of the signal distribution is set to 1 in the EVSD model (producing a 
symmetric curvilinear ROC curve) but is free to vary in the UVSD model (producing a 
potentially asymmetric curvilinear ROC curve). The 𝑑’ and response criteria values used to 
generate these curves are identical for the mixture, equal and unequal variance signal detection 
models. Finally, unequally spaced points on the ROC curve indicate that response criteria are 
free to vary across set sizes. 
 
Table 2. Summary of the models that were tested in Experiments 1-3. Φ denotes the standard 
cumulative normal, and N denotes the number of to-be-remembered items on a given trial. 
Model name Model equation Free parameters 
Fixed discrete-
slot 𝑃(𝐻𝑖𝑡) = 𝑚𝑖𝑛 (1,
𝐾
𝑁
) + (1 − 𝑚𝑖𝑛 (1,
𝐾
𝑁
)) ∗ 𝑔 
 
𝑃(𝐹𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚) = (1 − 𝑚𝑖𝑛 (1,
𝐾
𝑁
)) ∗ 𝑔 
A single capacity (𝐾) 
estimate across set sizes and 




A unique capacity estimate 
(𝐾) and 5 levels of guessing 
bias (g) for each set size (18 
total) 
Mixture 
𝑃(𝐻𝑖𝑡) = 𝑚𝑖𝑛 (1,
𝐾𝑜
𝑁






𝑃(𝐹𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚) = (1 − 𝑚𝑖𝑛 (1,
𝐾𝑛
𝑁
)) ∗ 𝛷(𝑐) 
A unique capacity estimate 
for hits (𝐾𝑜) and false 
alarms (𝐾𝑛)  that is fixed 
across set sizes (see Zhang, 
2017), a unique sensitivity 
estimate (𝑑′) and 5 levels of 
response bias (c) for each 




𝑃(𝐻𝑖𝑡) = 𝛷((𝑐 − 𝑑′)/𝜎) 
 
 
𝑃(𝐹𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚) = 𝛷(𝑐) 
 
A unique sensitivity estimate 
(𝑑’) and 5 levels of 
response bias(c) for each set 




A unique sensitivity estimate 
(𝑑’), variance estimate (𝜎) 
and 5 levels of response 






Model generalizability  
A central aim of our research is to address the more fundamental theoretical question of 
how well each of the candidate models generalizes across samples of data and across different 
paradigms (Experiment 2 and 3).  To this end, rather than guiding model selection by model fit, I 
applied within-sample k-fold cross-validation analysis, in which part of the data are used to 
estimate best fitting parameters for a given model and these best fitting parameters are then used 
to predict the remaining part of the data.  Cross-validation analysis is a highly effective remedy 
to the problem that overly flexible models may overfit data in a sample -- or rather, fit error 
variance instead of variance that is generated by the underlying process of interest (Holbert & 
Stephenson, 2002; Roberts & Pashler, 2000). Standard approaches to model selection, such as 
the use of Bayesian or Akaike information criteria, which penalize a model based on its number 
of parameters, may be inadequate because model complexity is not solely determined by the 
number of parameters, but also by how these parameters combine in the model equation (e.g., 
Pitt & Myung, 2002).  Therefore, in the context of selecting nonlinear models that are highly 
similar, such as the UVSD model and the mixture model, model selection should be guided not 
by how well a given model fits the data, but rather by how well these models predict unseen data.  
Overly flexible models that fit error variance within a subsample of the data perform poorly in 
cross-validation analysis in which these parameters are used to predict a different subset of the 
data (Browne, 2000).   
The second way in which I assessed model generalizability was by fitting candidate 
models jointly to the two different VSTM tasks to evaluate the degree to which a common model 
and set of parameters could accommodate performance across two procedures that differ 
considerably.  This type of joint modeling analysis is novel in that it goes beyond examining 
correlations across tasks, towards directly testing the prediction that a single parameter 
corresponding to an individual’s underlying capacity or resource, can capture performance across 
different VSTM tasks (for related approaches see Turner, Forstmann, Wagenmakers, Brown, 
Sederberg, & Steyvers, 2013).  Similarly, this approach differs from latent variable techniques 
(e.g., factor analysis), which help elucidate the question of whether a latent construct is shared 
across tasks (e.g., Unsworth, Fukuda, Awh & Vogel, 2014).  In contrast, the joint modeling 
approach employed here enables us to examine how to best represent the latent construct across 





and their values. A similar analysis was recently applied in the long-term memory literature 
(Cox, Hemmer, Aue, & Criss, 2018).    
As noted, a central aim of our joint modeling analysis was to test the prediction that a 
single estimate of capacity, such as Cowan’s K, or resource, could capture performance across 
experimental paradigms that differed from one another.  With this aim in mind, the tasks I chose 
differed markedly in the type of stimuli and presentation format used.  The first task I employed 
was a standard change detection task, similar to the one used by Wilken and Ma, Rouder et al., 
and Donkin et al.  In this task, participants were presented sequentially with displays of simple 
stimuli (e.g., colored squares) and then probed on whether any of the items changed or did not 
change across displays. The second task was one used by Endress and Potter (2014) to study 
VSTM.  In this task (RSVP), participants were briefly presented with a sequence of photos of 
real-world objects, followed with a single probe stimulus that may or may not have appeared in 
the trial sequence.  Importantly, Endress and Potter manipulated whether images in the sequence 
were presented only a single time throughout the experimental session (unique condition) or 
repeatedly throughout the experimental session (repeated condition).  The authors found that 
estimates of capacity increased without apparent bound in the unique condition, presumably 
because participants could rely on their long-term memory to recognize images at test.  In 
contrast, the authors found that estimates of capacity ranged from 2.3 to 4.8 in the repeated 
condition, similar to the capacity estimates typically found in change detection experiments (e.g., 
Luck & Vogel, 1997).   The authors reasoned that participants could no longer rely on their long-
term memory because images presented on prior trials interfered with their ability to recognize 
images on the current trial (i.e., proactive interference effects).  
Across-task fixed capacity + resource model 
Interestingly, although Endress and Potter did find that capacity was limited in the 
repeated condition, overall capacity estimates for the real-world images that they used were 
somewhat higher than those observed for the simple stimuli (e.g., colored shapes) that are 
typically used in standard change detection experiments.  Higher estimates of capacity for 
objects were also reported by Brady, Stormer and Alvarez (2016), who directly compared 
capacity for objects and simple stimuli under conditions where both were presented 
simultaneously.  Using discrete-slot measures of capacity, these authors found that participants 





they were simple stimuli.  In short, the finding that individual capacity for objects and simple 
stimuli differs has been well replicated (and I found similar differences in our own data; see 
Appendix B).  This finding poses a clear conceptual problem for pure discrete-slot models of 
visual short-term memory.  More specifically, it is unclear how the notion of a fixed object 
capacity can be reconciled with the finding that individuals’ estimates of capacity vary as a 
function of the informational content of the to-be-remembered items.  
Nevertheless, it is possible that more sophisticated hybrid versions of the discrete-slot 
model could accommodate performance across different VSTM tasks.  To test this I developed a 
model that I will refer to as the across-task fixed capacity + resource model.  This model follows 
from the mixture model of capacity, which has gained increasing popularity in modeling VSTM.  
According to the mixture model, VSTM is limited by a discrete number of slots that store 
representations of a fixed number of objects (bound features).  Furthermore, traditional versions 
of this model assume that as memory load varies (e.g., increases), the resolution of items stored 
in memory changes (e.g., decreases; Zhang & Luck, 2008).  Thus, this version of the slot model 
provides an explanation for the observation that memory precision declines as the number of to-
be-remembered items increases, while preserving the view that VSTM capacity is set in terms of 
a fixed number of object ‘slots’ (e.g., Adam, Vogel, & Awh, 2017; Xei & Zhang, 2017).  I 
developed a new variant of the mixture model that assumes that varying the informational 
content of objects and/or the manner in which they are presented also affects the resolution with 
which they are stored in memory. The across-task model presented here makes the theoretical 
prediction that item capacity (i.e., maximum number of ‘slots’ in which memory representations 
are stored) is fixed across tasks, but the ability to bolster the resolution of representations for 
each type of stimulus (for instance, by way of attentional processing) differs depending on the 
task demands (e.g., characteristics of to-be-remembered stimuli and the way in which they are 
presented).  To our knowledge, this variant of the mixture model has not been formally tested in 
prior research.  I evaluated the ability of this model (as well as the standard discrete and 
continuous models described above) to capture performance across the change detection and 








CHAPTER 2: ROC ANALYSIS ACROSS DIFFERENT VSTM TASKS 
Experiment 1 
Experiment 1a: change detection task with simple stimuli 
Materials and methods 
Experiment 1a was designed to test models of VSTM capacity in a standard change 
detection paradigm.  As mentioned, our design and analysis addressed several limitations of prior 
work.  First, rather than inducing bias experimentally I plotted levels of response bias on the 
ROC curve by collecting participants’ confidence ratings. This approach circumvents several 
potential problems with applying base rate manipulations with naïve subjects, such as the 
possibility that participants are not sensitive to all levels of the experimentally induced bias.  
Furthermore, I analyzed individual participants’ rather than aggregated data to avoid potential 
averaging artifacts at the level of participants.  I tested a total of five1 mainstream 
capacity/resource models: fixed discrete-slot (FDS); variable discrete-slot (VDS); mixture; and 
equal (EVSD) and unequal variance (UVSD) signal detection models.  
Participants.  Sample size in this and all other experiments was based on the sample size 
used by Rouder et al., (2008). These authors collected data from 23 participants.  To be 
conservative, I collected data from 30 participants.  Thirty individuals from the University of 
Illinois community participated in exchange for course credit or $8.  All participants reported 
normal or corrected-to-normal vision. The study was approved by the university’s Institutional 
Review Board. 
Stimuli and Procedure. The experimental program was written in Matlab, using 
Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997).  Stimuli were presented on a 
Samsung 2013 LED monitor with screen resolution of 1920 by 1200 pixels and a refresh rate of 
60 Hz. Stimuli were presented on a black background. 
 The procedure is shown in Figure 2.  At the beginning of each trial a white fixation cross 
(1º by 1º) was presented for 1,000 ms and was followed by a brief blank screen interval (1,000 
                                                          
1 I also ran analyses testing two additional models. The first was a model developed by Rouder et al., (2008). It is a 
variant of the discrete-slot model, and these researchers reported that this model provided the best fit to their data.  
The second was a different variant of the discrete-slot model developed by Cowan, Blume, and Saults (2013). This 
model was used to test the possibility that participants employed a particular strategy in Experiments 1a and 1b (see 
section 2.1.1.2 for discussion).  These models are not mainstream models in the literature and I did not find that they 
outperformed other contending models. Thus, in the interest of brevity I describe them and the relevant results in 





ms).  Next, participants were shown a memory array that contained 4, 6 or 8 colored squares for 
100 ms.  I chose 4 as the minimum set size in this and all of our other experiments because these 
were the set sizes used by Rouder et al. and Donkin et al.. Furthermore, previous research has 
performance on VSTM tasks tends to drop when people are shown more than 3-4 simple items 
(Luck & Vogel, 2013). Accordingly, using a smaller set size is likely to yield extremely high 
levels of performance, which may lead to a clustering of ROC points, making it difficult to 
evaluate the contending models (Pazzalgia, Dube & Rotello, 2013).  Finally, it is known that 
discrete-slot measures of VSTM are valid only under conditions when the set size is equal to or 
exceeds individuals’ capacity (e.g., Morey, 2011).  Thus, presenting a minimum of 4 to-be-
remembered items ensured that this happened on average.  
 
Figure 2. Example sequence of events for a no-change trial with four to-be-remembered items 
(Experiment 1a).   
 
Following standard procedures for this task (see Luck & Vogel, 1997), each square (size: 
0.75º by 0.75º) was shown in a pseudo-random location within a 9.8º by 7.3º visual angle view 
with the constraint that every square (center to center) was at least 2º from every other square 
and no square was located within 2º of the center.  Each square in the memory array was of a 
different color.  There were 8 possible colors; white (255, 255, 255), orange (255, 128, 0), gray 





(0, 128, 0).  The memory array was followed by a blank screen retention interval (900 ms).  
Following the retention interval, participants were shown a test stimulus, which was a square that 
appeared in the same location as one of the squares in the memory array.  On half of the trials 
(change trials), the square was a different color than the square presented in that location in the 
memory array. On such change trials, the square always was the color of a different square that 
appeared in the original memory array, thus forcing participants to remember the location of 
each colored square.  On the other half of the trials (no change trials), the square was the same 
color as the square presented in that location in the memory array.  Participants were instructed 
to report with a button press, as accurately as possible, whether the square changed color (left 
arrow key) or did not (right arrow key).  After their response, the memory array offset.  A brief 
interval (500 ms) after the memory array offset, participants were shown a confidence rating 
self-report screen.  Participants were instructed to respond using a three-point confidence scale 
how confident they were in their change or no change response (i.e., 1=guessing, 2=uncertain, 
3=sure).  Participants entered responses using the number keypad and pressed the Enter key to 
advance to the next trial.  There were 6 practice trials in the beginning of the experiment and 360 
experimental trials with an equal number of observations (60) in each cell. Participants were 
given the opportunity to take an optional break every 72 trials.  Each experimental session lasted 
approximately one hour.  
The requirement that participants had to remember the spatial location of the probed 
stimulus made our design different from the one used by Rouder et al., (2008), who always 
presented a new color (one not presented in the original memory array) on change trials.  I opted 
for our design for the following two reasons.  First, Rouder et al. used a fixed and limited set of 
colors (10), as did I. One consequence of this choice is that the informational content of the 
memory arrays varies as a function of set size. In particular, participants can learn the number of 
possible colors throughout the experimental session.  When 8 items are shown in the memory 
array participants can scan it (without attempting to memorize colors) for the two missing colors, 
and make accurate change/no change responses based on searching the test display for one of the 
missing colors.  With such a strategy, higher set sizes actually poses a smaller memory burden.  
The second reason I opted for our procedure is because it makes our design more comparable to 
the standard delayed estimation paradigm, in which participants are probed on the properties of a 





Nevertheless, our design introduces a different problem, which is that on change trials 
participants may rely not only on their memory of the probed item but also on the item that 
switched locations to the probed item’s position.  This approach is similar to the recall-to-reject 
strategy identified in tasks like associative recognition (Rotello & Heit, 2000) and with 
distractors that are highly similar to targets (Matzen, Taylor, & Benjamin, 2011). I note that 
Donkin et al. (2014) used both versions of the change detection task and reported no meaningful 
differences in performance between these tasks. To assess whether participants employed this 
type of informed guessing strategy in our experiments I fit a different discrete-slot model 
specifically designed for this type of VSTM task (Cowan, Blume, & Saults, 2013) to data from 
Experiments 1a and 1b.  Consistent with the observation of Donkin and colleagues (2014), I did 
not find that this model outperformed a variant of a standard discrete-slot mode that does not 
assume the use of such a strategy (or other contending models).  In the interest of brevity and 
because this model is not commonly used in research on VSTM, I report its details and our 
results in Appendix A.  
Experiment 1b: change detection task with simple stimuli and masking 
Experiment 1b was identical to Experiment 1a with the exception that a visual mask was 
presented between the presentation of the memory and test arrays. The mask was designed to 
eliminate any potential contributions of sensory or iconic memory to visual short-term memory 
performance (Cowan, 2001), and closely replicates a design used by Rouder et al. (2008).   
Participants.  Thirty new individuals from the University of Illinois community 
participated in exchange for course credit or $8.  All participants reported normal or corrected-
to-normal vision.  
Stimuli and Procedure. The stimuli and procedure in Experiment 1b (see Figure 3) was 
identical to those used in Experiment 1a except for the following changes. After the presentation 
of a fixation cross and a blank interval, the memory array was presented for 500 ms.  Stimuli in 
the memory array (colored squares) were presented in the same way as in Experiment 1a.  After 
a 500 ms blank interval, masks were presented in the locations of the presented squares for 500 
ms.  Mask stimuli consisted of a small (1.25º by 1.25º) 5 by 5 matrix with squares of different 






Figure 3. Example sequence of events on a no-change trial with four to-be-remembered items 
(Experiment 1b). 
 
Experiment 1c: Rapid serial presentation stream task with images of real-world objects 
In Experiment 1c I tested models of VSTM capacity using a task that differs from the change 
detection task in both the presentation format and the type of stimuli used.  Specifically, 
participants were presented with stimuli sequentially, rather than simultaneously, and stimuli 
were pictures of real-world objects rather than simple features bound to spatial locations. I chose 
this task precisely because it is meaningfully different from the task used in Experiments 1a and 
1b, but is also used in the literature to measure VSTM capacity (e.g., Endress & Potter, 2014). 
Experiment 1c allowed us to examine whether the modelling results found using the change 
detection task replicate under substantially different conditions.  
Participants.  Thirty new individuals from the University of Illinois community 
participated in exchange for course credit or $8.  All participants reported normal or corrected-
to-normal vision.  
Stimuli and Procedure.  The procedure used in Experiment 1c followed the procedure 
used by Endress and Potter (2014; repeated condition).  A schematic of the procedure is shown 
in Figure 4.   Stimuli were presented on a white background.  Each trial began with the 





were shown a sequence of rapidly presented photos of objects. Each image was presented for 250 
ms with no interval between the images.  Images were color photographs of real world objects 
taken from Brady et al. (2008).  Each participant was presented with a fixed set of 13 randomly 
drawn images throughout the experimental session. Four, six or eight images were shown in a 
sequence on a given trial.  Following the image sequence, a question mark was shown for 800 
ms followed by a blank screen for 500 ms.  Next, a probe image was shown for 800 ms, which 
was followed by a blank screen that was shown until participants made a response.  Participants 
were instructed to respond “old” if the probe image was an image that had appeared in the 
sequence of images shown on that trial, and to respond “new” if the probe image was an image 
that had not appeared in the sequence of images shown on the trial. On trials when the image had 
not been shown in the memory sequence (50% of trials) a randomly drawn image was selected 
from the remaining 13 images that were not shown in the sequence on that trial.  On trials when 
the image had been shown in the memory sequence, one of the images was selected at random 
from the sequence of images shown on that trial. After providing an old/new judgment, 
participants were asked to report on their confidence that the shown image was new or old.  The 
confidence scale was identical to that used in all other experiments. 
 
 
Figure 4. Example sequence of events on a trial where a new item was probed and there were 






Parameter estimation and model comparison. The critical outcome measure in our 
experiments is the residual error obtained for each model fitted via cross-validation to an out-of-
sample dataset (see Cross-validation sections).  This error score was used to guide model 
selection.  For each trial, the participant’s change/no-change response and confidence rating was 
converted to a value of 1 - 6 (i.e., 1 = no-change/sure, 2 = no-change/uncertain, 3 = no-
change/guessing, 4 = change/guessing, 5 = change/uncertain, 6 = change/sure).  To implement 
the 5-fold cross-validation analysis, a vector was created that contained the frequency of 
responses of each type.  For instance, if a participant had 15 observations in the 1st confidence 
bin (i.e., no-change/sure), 17 observations in the 2nd confidence bin, etc., this would generate a 
vector of fifteen 1s, seventeen 2s, and etc.  A random 4/5 of the data in this vector were selected 
and used to construct an empirical ROC.  This function was used as the training set, to which 
model curves were fit using the Maximum Likelihood Estimation procedure in Matlab and the 
ROC toolbox (Koen, Barrett, Harlow, & Yonelinas, 2016; code was modified to fit each type of 
capacity model reported here).  This model fitting was done separately for each condition (set 
size) and participant.  The remaining 1/5 of the data were used as the test set, and best-fitting 
parameters from the training set were used to predict points on the ROC function based on the 
data in the test set. This process was repeated five times, using each fold as the test set, and 
further repeated 20 times with 20 different random splits of the data.  Model selection was 
guided by comparing the average sum of squared errors of prediction across the 100 cross-
validation iterations of each model. The average residual error of prediction provides an index of 
the predictive ability of a model (e.g., Picard & Cook, 1984). Note that smaller values of sum of 
squared errors of prediction indicate that a given model captured more variance of the underlying 
process of interest rather than error variance in the training set.  I compared the average sum of 
squared errors of prediction of each model using a non-parametric permutation test.  In addition, 
I report the number of subjects for which a given pattern of results was obtained.  Note that for a 
two-tailed sign test (α=.05) a given difference had to be obtained for at least 21 of 30 participants 
to be statistically significant. In general, modelling results were consistent across participants. 
In addition to reporting the cross-validation results, for comparison with previous studies 
I summarize the results of transformations of the data made using standard formulas based on the 





statistics for each model and experiment (Appendix C). Table 3 summarize proportion correct for 
each experiment and set size. 
Table 3. Proportion correct aggregated across change and no-change (change detection task) and 
new and old (RSVP task) trials.  Values in parentheses denote standard deviations. 
 
Results 
The raw data are included in the supplemental materials for this and all experiments 
reported in this paper.  Here I focus on the competing models.  The sum of squared errors of 
prediction (SSEP) values from Experiments 1a-c averaged across cross-validation iterations and 
participants, as well as the empirical ROC results averaged across participants, are shown in 
Figure 5.  I used a permutation test with 1,000 iterations to test differences in SSEP between 
each model.  For each model comparison, I report the p-value of the permutation test and the 
number of participants for which a given difference was obtained. 
I first examined, separately in each experiment, which model had the lowest average 
SSEP. In all cases, this was the UVSD model, which outperformed all other models in all three 
experiments.  In particular, average SSEP was lower for the UVSD model than the standard FDS 
model in which capacity and response bias were fixed across set size conditions (p<.001; all 30 
participants in Experiments 1a-c), the VDS model (p<.001; all 30 participants in Experiments 1a, 
and 29 of 30 participants in Experiments 1b-c), the mixture model (p<.001; 26 of 30 participants 
in Experiment 1a, 21 of 30 participants in Experiment 1b and 28 of 30 participants in Experiment 
1c) and the EVSD model (p<.001; 26 of 30 participants in Experiment 1a and 22 of 30 
participants in Experiments 1b-c).   
 Number of items in memory array 
Four items Six items Eight items 
Experiment 1a .83 (.10) .74 (.09) .67 (.08) 
Experiment 1b .86 (.07) .73 (.07) .66 (.07) 
Experiment 1c .80 (.06) .74 (.06) .71 (.07) 
Experiment 2: Change detection task       .83 (.10) .72 (.09) .65 (.06) 
Experiment 2: RSVP task .80 (.08) .74 (.06) .72 (.06) 
Experiment 3: Change detection group .84 (.10) .74 (.09) .67 (.08) 






Figure 5. Sum of squared error of prediction for each model and experiment (a) and empirical 
ROC plot (averaged across participants) for each experiment (b). Shading of points in the ROC 
plots (panel b) represent different set sizes, with black, dark gray, and light gray shading 
designating set size 4, 6 and 8, respectively.  
 
Discussion 
The cross-validation results reveal that the UVSD model outperformed all other models.  
These results were impressively consistent across participants.  I failed to replicate the findings 
of Rouder et al. and Donkin et al. that discrete slot models outperform signal detection models.  
In addition to standard discrete-slot models, I tested a mixture model (Xie & Zhang, 2017), 
which is a hybrid of the signal detection and discrete-slot models. In our analyses I fixed the item 
capacity parameter across set sizes (K) and allowed the resolution parameter (d’) to vary freely 
across set sizes. This allowed us to test a central prediction of this model, which is that there is a 
fixed item capacity limit and an independent attention-like process that can lead to variability in 
item encoding/maintenance.  This model also performed more poorly than the UVSD model, 
however.   Our results suggest that the UVSD model provides the best description of how 





under conditions where to-be-remembered items were and were not masked after presentation, 
indicating that these results are not due to any contributions of perceptual or iconic memory.  
Furthermore, I found the same pattern of results under markedly different experimental 
conditions in which to-be-remembered items were photos of real-world objects instead of simple 
stimuli, and were presented sequentially instead of simultaneously.  
Taken together, our results suggest that continuous resource models, particularly those that 
additionally model variability in item encoding (i.e., UVSD model) have the best predictive 
capacity across different VSTM tasks.  Although this model has the highest number of 
parameters, I guided model selection using cross-validation analysis and therefore its superior 
performance is not attributable to excessive flexibility.  I present a possible interpretation of this 

























   CHAPTER 3: JOINT MODELLING 
Experiment 2 
  In the first set of experiments I tested models of capacity within different VSTM tasks.  
Our results revealed support for continuous resource rather than discrete-slot and mixture models 
of capacity in both tasks.  The aim of Experiment 2 was to extend these findings by evaluating 
the ability of these models to jointly account for performance in the two different tasks.  To our 
knowledge, it is the first time that models have been evaluated using more than one task, despite 
the general agreement that what I are seeking is a model of VSTM, not a model of one specific 
task or another.  This approach also allows us to test varying levels of constraint across the fits of 
an individual model to the two tasks.   
  To this end, I had a new group of participants complete both the change detection and 
RSVP tasks in separate experimental sessions and I fit different variants of the discrete-slot, 
mixture and signal detection models to their data from both tasks.  Specifically, I first fit a 
variant of each model in which capacity and response criteria were fixed across tasks (fully joint 
model). These models make the strong prediction that the same capacity or resource (K or d’) 
and response bias (g or C) estimates can account for performance across the two tasks.  I also fit 
a variant of each model in which capacity was fixed across tasks, but response bias was free to 
vary (joint capacity/disjoint criteria model).  These models make the prediction that both tasks 
place similar demands on VSTM capacity processing, but that participants may apply different 
response policies in the two tasks.  As part of this analysis, I also tested the across-task capacity 
+ resource model, which predicts that both tasks place demands on a single underlying item 
capacity but may place different demands on an independent attention-like resource that 
determines the resolution of item representations. In addition, this model assumes that 
participants may place different response criteria as a function of memory load and task.  Finally, 
I fit a variant of each model where both capacity and response bias were free to vary across the 
two tasks (fully disjoint model).  These variants assume that the two tasks place different 
demands on VSTM both at the level of how capacity, or resources are allotted, and how response 
bias is set.  Note that this set of analyses formally tests the strong prediction that follows from 
discrete-slot models, which is that the limits of visual short-term memory are set in terms of 





























Table 4. A summary of models and parameters used in the joint modeling analysis. A ‘’ 
indicates that a given parameter (set of parameters) varies freely across tasks and a blank box 





Model name Model parameters 
Type of joint task model 




(fixed across set sizes) 
   
g, response bias 
(fixed across set sizes) 




(free across set sizes) 
   
g, response bias 
(free across set sizes) 
   
Mixture 
Ko and Kn, capacity 
(fixed across set sizes) 
   
d’, sensitivity or resource 
(free across set sizes) 
   
c, response bias 
(free across set sizes) 




Ko and Kn, capacity 
(fixed across set sizes) 
N/A  N/A 
d’, sensitivity or resource 
(free across set sizes) 
N/A  N/A 
c, response bias 
(free across set sizes) 
N/A  N/A 
Equal variance 
signal detection 
d’, sensitivity or resource 
(free across set sizes) 
   
c, response bias 
(free across set sizes) 




d’, sensitivity or resource 
(free across set sizes) 
   
𝝈, variance 
(free across set sizes) 
   
c, response bias 
(free across set sizes) 






Figure 6.  A schematic that represents the variants of each discrete-slot and resource model that 
were tested in the joint modeling analysis of Experiment 2 and 3. 
 
Materials and methods 
Participants.  I collected data until our sample size reached n=30.  In total, I collected 
data from 36 participants. Six participants did not show up for the second session of the study – 
these participants were replaced and their data were not analyzed.  All participants were from the 
University of Illinois community and participated in exchange for course credit or $8.  All 
participants reported normal or corrected-to-normal vision.  
Stimuli and Procedure. In this experiment participants completed both the change 
detection and RSVP task in two separate sessions on two separate days (average duration 
between sessions was approximately 24 hours).  The stimuli and procedure in the change 
detection task were identical to those used in Experiment 1a and the stimuli and procedure in the 
RSVP task were identical to those used in Experiment 2.  The order of tasks was 






SSEP for each model averaged across subjects and across cross-validation iterations is 
shown in Figure 7. I began again by finding the model that had the lowest average SSEP.  This 
was the fully disjoint UVSD model.  As before, I found that the fully disjoint UVSD model 
outperformed the fully disjoint FDS model  (p< .001; 29 of 30 participants), the fully disjoint 
VDS model (p< .001; 27 of 30 participants), the fully disjoint mixture model (p< .001; 23 of 30 
participants), the across-task capacity + resource model (p< .001; 26 of 30 participants) and the 
fully disjoint EVSD model (p< .001; 26 of 30 participants).  Stratified permutation tests 
indicated that the fully disjoint model outperformed both the joint capacity/disjoint criteria and 
the fully joint model for all variants of the discrete-slot and signal detection models (all p< .001).  
In addition, the joint capacity/disjoint criteria model always outperformed the fully joint model 
(all p< .001). All of these results were robust across participants, i.e., obtained for at least 26 of 
30 participants. 
Discussion 
The cross-validation results of Experiment 2 replicated the results of Experiments 1a, 1b 
and 1c.  The UVSD model outperformed all other models, including the mainstream discrete-slot 
and mixture models of capacity.  Importantly, I found that the fully disjoint UVSD model 
outperformed the across-task capacity + resource model, according to which capacity is fixed 
across tasks but the resolution with which items are represented varies as a function of task 
demands.  Instead, I found that the fully disjoint UVSD model, in which resource and response 
criteria parameters were allowed to vary freely across tasks, outperformed both the fully joint 
model, in which all parameters were fixed across tasks, and the joint capacity/disjoint criteria 
model, in which the resource parameter was fixed across tasks, but response criteria were free to 
vary. Collectively, these results further buttress the claim that resources are continuously 
distributed across items but that the demands of the two tasks on those resources are quite 







Figure 7. Sum of squared error of prediction for each model (a) and empirical ROC plots 
(averaged across participants) for each task (b) (Experiment 2). 
 
Experiment 3 
Modelling results from Experiment 2 provided support for a fully disjoint model of 
performance for the change detection and RSVP tasks.  It is unclear, however, whether these 
results were obtained because the two VSTM tasks place different demands on VSTM, or rather 
were due to a more general effect of completing VSTM tasks multiple times (e.g., practice or 
fatigue effects). Previous work indicates that VSTM performance can change with practice (Xu, 
Adam, Fang, & Vogel, 2017), so it is possible that I would obtain a similar pattern of results if 
participants completed multiple sessions of the same VSTM task. To examine this possibility, I 
had two separate groups of participants perform the same VSTM task (either RSVP or change 





and fully joint models from Experiment 2.  If the disjoint model is favored to the same extent as 
is apparent in Experiment 2, even when fitted to two tasks of the same type, then this would 
suggest that practice and/or fatigue were responsible for the results of Experiment 2.  In contrast, 
if the difference in SSEP between the fully joint model and the joint capacity/disjoint criteria 
model is lower in this experiment than in Experiment 2, then this would support the conclusion 
that the results of Experiment 2 were not due merely to practice or fatigue from participating in 
multiple experimental sessions. 
Materials and methods 
Participants. I collected data until our sample size reached n=60.  In total, I collected data 
from 63 participants. Three participants did not show up for the second session of the study and 
their data were not analyzed.  Participants were from the University of Illinois community and 
participated in exchange for course credit or $8.  All participants reported normal or corrected-
to-normal vision.  
 Stimuli and Procedure.  Participants were assigned to one of two groups, the change 
detection group or the RSVP group. The change detection group completed the change detection 
task in two separate sessions on two separate days.  The stimuli and procedure were identical to 
those used in Experiment 1a.  The RSVP group completed the RSVP task in two separate 
sessions on two separate days. The stimuli and procedure were identical to those used in 
Experiment 2. 
Results 
 Two session change detection task. Average SSEP for each model is shown in Figure 8.  The 
fully disjoint variant of the UVSD model outperformed all models (all p<.01; results found for at 
least 19 of 30 participants) except for the joint capacity/disjoint criteria UVSD model (p>.1). A 
Bayes Factor for a paired t-test with a Cauchy prior on the effect size (scaling factor r=1.0) and a 
(non-informative) Jeffreys prior on variance revealed weak evidence for the null (BFNULL=2.11; 
Rouder, Speckman, Sun, Morey, & Iverson, 2009).  If fatigue or task familiarity was responsible 
for the finding in Experiment 2 that the fully disjoint model outperformed the joint capacity 
model, I expected to find that the fully disjoint model would outperform the joint capacity model 
to the same degree when participants performed two sessions of the same task.  To examine this 
question, I compared average SSEP between the fully disjoint model and the joint 





experiment and the across-task change detection session of Experiment 2. The results of a 
stratified permutation test revealed a significant difference between the average sum of squared 
errors of prediction between Experiment 2 and the change detection group of Experiment 3 
(p<.001; 26 of 30 participants). The difference in SSEP between the fully joint model and the 
joint capacity/disjoint criteria model was much higher in Experiment 2 (.037) than in the change 
detection group of Experiment 3 (.007).  This finding indicates that the results of Experiment 2 
were not due merely to practice or fatigue from participating in multiple experimental sessions. 
 Two session RSVP task. Average SSEP for each model is shown in Figure 8.  I found that the 
fully disjoint UVSD model outperformed all other models.  Once again, the critical comparison 
was of the difference in average sum of squared errors of prediction between the fully disjoint 
and joint capacity/disjoint criteria UVSD models in Experiment 2 and the RSVP group of 
Experiment 3 (p<.001; 21 of 30 participants). A stratified permutation test revealed a significant 
difference in SSEP between the two models in the two experiments (p=.006; 20 of 30 
participants), with the difference in SSEP between the fully disjoint and joint capacity/disjoint 
criteria UVSD models being lower in the RSVP (.015) group of Experiment 3 than in the group 
that completed two separate tasks in Experiment 2 (.037).  The results of Experiment 3 are 
consistent with the view that the joint model had greater success – though not total success -- 






Figure 8. Average sum of squared errors of prediction for each model (a) and empirical ROC 
plots from each task and session (b) (Experiment 3). 
Discussion 
Experiment 3 was designed to evaluate whether the superior performance of the fully 
disjoint model (relative to the joint capacity/disjoint criteria model) in Experiment 2 was due to 
the RSVP and change detection tasks placing different demands on VSTM processing, or rather 
was a consequence of performing VSTM tasks over multiple sessions (e.g., practice or fatigue 
effects).  As before, I found that the UVSD model outperformed other capacity models.  
However, unlike Experiment 2, the disjoint model performed similarly to the capacity-sharing 





criteria model and the fully disjoint model was much smaller in both the change detection and 
RSVP groups in Experiment 3 than in the group of participants who performed different VSTM 
tasks across the two sessions (Experiment 2).  In other words, relative to the most flexible fully 
disjoint model, the joint capacity/disjoint criteria model generalized to subsets of data from two 
different sessions of the same task (Experiment 3) better than to data from two different tasks 
(Experiment 2). Together, these findings suggest that the results of Experiment 3 reveal true 





























CHAPTER 4: A “CRITICAL TEST” USING RANK 
Throughout this thesis I highlighted the potentially problematic application of base rate 
manipulations and proposed that these may have led researchers to incorrectly infer evidence for 
discrete-slot models in the change detection task.  Our criticism is motivated by similar 
criticisms of base rate manipulations outside of the VSTM literature (Dube, Rotello, & Heit, 
2011) as well as the fact that researchers who used confidence ratings instead of base rate 
manipulations to conduct ROC analysis found evidence for resource models (Wilken & Ma, 
2004).  It is important to acknowledge, however, that the use of confidence ratings to construct 
ROC curves has also been challenged. For instance, Krantz (1969) argued that participants’ 
response strategies, or use of the confidence scale, may lead to curvilinear ROC curves even 
when the underlying data-generating process is generated by discrete-slot model.  To illustrate 
this issue, I will use an example given by Malmberg (2002).  Table 5 shows one way in which 
people may translate their memory states to confidence judgments, under the assumption that 
underlying memory process is generated by a discrete-slot model.  In this scenario, people map 
their memory states deterministically onto the rating scale. In the context of change detection 
task, for instance, people would always respond “sure that a change occurred” if a change occurs 
and the item is in memory. If the item is not in memory, however, people are equally likely to 






















1 = sure 
change 
2 3 4 5 
6 = sure 
no change 
Change trial 
and item is 
remembered  
𝑆𝑀1 
1.0 0 0 0 0 0 
Item is not 
remembered  
𝑆𝑁𝑀 
0 .25 .25 .25 .25 0 
No change trial 
and item is 
remembered  
𝑆𝑀2 
0 0 0 0 0 1.0 
 
Table 5. Response matrix for the discrete-slot model under the assumption that people 
deterministically map their memory states onto confidence judgments.   𝑆𝑀1 denotes memory of 
the item on a change trial, 𝑆𝑁𝑀denotes no memory of an item, and 𝑆𝑀2 denotes memory of an 
item on a no change trial. 
 
These hypothetical confidence ratings can be used to construct an ROC curve using the 
following formulas: 
𝑝(𝐻𝑖𝑡) = 𝑝(𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑟𝑎𝑡𝑖𝑛𝑔 𝑖 | 𝐶ℎ𝑎𝑛𝑔𝑒 ) =
𝐾
𝑁
∗ 𝑆𝑀1 + (1 −
𝐾
𝑁
) ∗ 𝑆𝑁𝑀  
𝑝(𝐹𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚) = 𝑝(𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑟𝑎𝑡𝑖𝑛𝑔 𝑖 |𝑁𝑜 𝑐ℎ𝑎𝑛𝑔𝑒 ) =
𝐾
𝑁
∗ 𝑆𝑀2 + (1 −
𝐾
𝑁
) ∗ 𝑆𝑁𝑀 
where 𝐾and 𝑁 denote a person’s memory capacity and the number of to-be-remembered items, 
respectively, and 𝑆𝑀 and 𝑆𝑁𝑀denotes the mapping strategy a person might use if an item is or is 
not in memory, respectively (represented by the probabilities in Table 5).   The left graph in 
Figure 9 shows a sample ROC curve (for arbitrarily chosen values of  𝐾(= 4) and 𝑁 (= 6)) that 
is consistent with such a response strategy.  As shown, this strategy predicts that memory 
processes generated by the discrete-slot model should give rise to linear ROC functions, just as 
outlined earlier in the paper. 
  An alternative possibility, however, is that people do not map their memory states onto 
confidence judgments in deterministic fashion.  For instance, if people tend to avoid extreme 





is in memory.  Similarly, people may sample extreme ends of the scale even if an item is not in 
memory.  Such a scenario may predict a distribution of rankings like the one shown in Table 6, 
which would predict a curvilinear ROC function (shown in the right graph in Figure 9). 
 
           Confidence rating 
Experimental 
trial and 
memory state  
1 = sure 
change 
2 3 4 5 
6 = sure         
no change 
Change trial 
and item is 
remembered 
𝑆𝑀1 
.6 .2 .08 .05 .05 .02 
Item is not 
remembered 
𝑆𝑁𝑀 
.166 .166 .166 .166 .166 .166 
No change trial 
and item is 
remembered 
𝑆𝑀2 
.02 .05 .05 .08 .2 .6 
  
Table 6. Response matrix for the discrete-slot model under the assumption that people do not 
deterministically map their memory states onto confidence judgments.  For instance, people may 
avoid extreme ends of the confidence scale some of the time and select intermediate confidence 
ratings even if an item is in memory. As before, 𝑆𝑀1 denotes memory of the item on a change 
trial, 𝑆𝑁𝑀denotes no memory of an item, and 𝑆𝑀2 denotes memory of an item on a no a change 
trial. 
 
Figure 9. Shape of ROC curves predicted by the discrete-model made using the response 






These examples show that the conclusions of Experiments 1-3 remain provisional due to 
the potential limitation of evaluating confidence-rating ROCs, which is that discrete-slot models 
may predict nonlinear ROC curves if assumptions about how people map their memory states 
onto their confidence judgments are relaxed.  To address this issue, I used a different analytic 
method to discriminate between discrete-slot and continuous resource models of memory (Kellen 
& Klauer, 2014).  This method was introduced by Kellen and Klauer (2014) as a “critical” test 
that makes minimal assumptions about how memory states are mapped onto people’s self-
reports.  In this task, instead of providing confidence judgments, participants are instructed to 
rank a set of items (one of which is a target to-be-remembered item) based on their belief that 
one of the items is the item on which memory is probed, i.e., is the target item.  Figure 11 shows 
an example sequence of events in Experiment 4. I will use it to the illustrate this method in the 
context of the VSTM task. First, participants are presented with a memory array. After a 
retention interval, participants are probed on one of the items with a spatial cue that indicates the 
spatial location of the item on which memory is probed.  Subsequently, participants are presented 
with a set of items, one of which is the probed (target) item and the rest of which are lures that 
were also presented in the memory array on that trial but in a different spatial location than the 
target item.  Participants are instructed to rank each item based on their belief that each item is 
the target item, i.e., the item presented in the probed spatial location. For instance, if participants 
are given three items to rank, Rank 1 would indicate that that item is most likely to be the target, 
Rank 2 would indicate that that item is less likely to be the target item, and Rank 3 indicates that 
a given item is least likely to be the target item.   A final aspect of this design is that memory 
strength is manipulated such that memory performance is higher in one condition (high memory 
strength condition) than another (weak memory strength condition). 
Of interest are two qualitative patterns of results that follow from discrete-slot and 
resource models.  The first pattern of results was described by Kellen and Klauer (2015). These 
authors focused on evaluating the conditional probability that a target item is assigned rank two 
given it was not assigned rank one (𝑐𝑝𝑅2 =  𝑝𝑅2/[1 − 𝑝𝑅1], where 𝑝𝑅2 is the probability the 
target item is assigned Rank 2 and 𝑝𝑅1 is the probability the target item is assigned Rank 1) 





Classic discrete-slot models predict that 𝑐𝑝𝑅2 should not change as a function of memory 
strength.  This prediction is based on the assumption that a manipulation that increases memory 
performance should increase the proportion of times that the target item is assigned Rank 1. 
However, because the discrete-slot model assumes complete information loss, if an item is not in 
memory, then the memory strength condition should not affect the probability that participants 
assign the target item Rank 2 versus Rank 3.  A formal proof for this prediction taken from 
Kellen and Klauer (2014) is given in Appendix D2.  In addition, in Appendix D I show that the 
mixture VSTM model also predicts that 𝑐𝑝𝑅2 should not change as a function of memory 
strength.  Predictions for both models are represented in Figures 10A and Figure10C. 
 In contrast to the predictions made by the discrete-slot model, Kellen and Klauer (2014) 
proposed that all types of resource models predict that 𝑐𝑝𝑅2 should increase monotonically with 
memory strength.  This prediction is based on the view that signal detection models predict that 
as memory strength increases, the probability of extreme errors (i.e., assigning Rank 3 versus 
Rank 2 to the target item) should decrease. To preview some of our work, I found that there were 
boundary conditions to this prediction that were not considered by Kellen and Klauer.  Although 
I were able to prove analytically (and confirm with a grid search; see Figure 10E) that the EVSD 
model does predict that 𝑐𝑝𝑅2 should increase with increasing memory strength, a grid search 
revealed that the UVSD model can predict any pattern of results (see Figure 10G).  The result 
that 𝑐𝑝𝑅2 may not change (and may even decrease with increasing memory strength) follows 
from the fact that a memory strength manipulation may affect both the distance between the 
noise and signal distribution as well as the variance of the signal distribution, an outcome that is 
captured by UVSD but not EVSD models. If memory strength increases the distance between the 
noise and signal distribution (𝑑’) as well as the variance of the signal distribution, 𝑐𝑝𝑅2 may 
remain the same or even decrease with increasing memory strength.  In short, this implies that 
the failure to find an effect of memory strength on 𝑐𝑝𝑅2 would make this analysis non-
diagnostic.  I will return to this point in our introduction to Experiment 5. 
In addition to examining how 𝑐𝑝𝑅2 changes as a function of memory strength, I examined 
how the conditional probability of assigning the target item Rank 2 (𝑐𝑝𝑅2) compares to the 
                                                          
2 In Appendix E I show that this prediction holds regardless of whether participants guide their ranking by their 





conditional probability of assigning an item Rank 3 (𝑐𝑝𝑅3) independently of memory strength
3.  
The discrete-slot and mixture model predict that these probabilities should be equal. This is 
because these models predict that if a target item is not in memory it should have an equal 
chance of being assigned Rank 2 or Rank 3 (I provide a formal proof for this prediction in 
Appendix D; the predicted results are shown in Figures 10B and 10D).  The equal variance 
signal detection model makes the prediction that 𝑐𝑝𝑅3 should be lower than 𝑐𝑝𝑅2 (under the 
restriction that 𝑑′is larger than zero).  This follows from the fact that a normal distribution with a 
higher mean should, on average, generate signals that provide more evidence for being the target 
than a normal distribution with a lower mean (provided their variances are equal).  The UVSD 
model also makes the prediction that 𝑐𝑝𝑅2 should be larger than 𝑐𝑝𝑅3, though as before, the 
greater flexibility of this model also permits the outcome that 𝑐𝑝𝑅3 is equal to or larger than 𝑐𝑝𝑅2 
(for instance, if 𝑑′ is small and variance of the signal distribution is large).  Again, I will revisit 
the scope of predictions that can be made by the UVSD model in Experiment 5. 
                                                          






Figure 10. Predictions of the discrete-slot, mixture, EVSD and UVSD model in the ranking task.  
Predictions were generated using a grid search and confirmed analytically (see Appendix D.) Note 
that in the EVSD and UVSD 𝑑′ > 0.  
Experiment 4 
 The purpose of Experiment 4 was to apply the ranking task and the analytic approach 





models.  When I ran this experiment, I did not consider the full range of predictions that could be 
made by the UVSD model.  Instead, our assumption was that support for continuous resource 
models would be reflected in an increase in 𝑐𝑝𝑅2with increasing memory strength and the 
finding that 𝑐𝑝𝑅2will be larger than 𝑐𝑝𝑅3.  Conversely, I assumed that support for discrete-slot 
models would be reflected in no change in 𝑐𝑝𝑅2 with an increase in memory strength and the 
finding that 𝑐𝑝𝑅2is equal to 𝑐𝑝𝑅3.   
Methods 
  Participants. I collected data until our sample size reached n = 30.  I collected data from 
a total of 31 participants. One person was replaced because he or she did not finish the 
experimental session. 
 Stimuli and procedure. The experimental program was written in Matlab, using 
Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997).  Stimuli were presented on a 
Samsung 2013 LED monitor with screen resolution of 1920 by 1200 pixels and a refresh rate of 
60 Hz. Stimuli were presented on a black background. 
Following standard procedures for this task (see Luck & Vogel, 1997), each square (size: 
0.75º by 0.75º) was shown in a pseudo-random location within a 9.8º by 7.3º visual angle view 
with the constraint that every square (center to center) was at least 2º from every other square 
and no square was located within 2º of the center.  Each square in the memory array was of a 
different color.  There were 8 possible colors; white (255, 255, 255), orange (255, 128, 0), gray 
(96, 96, 96), purple (128, 0, 128), blue (0, 0, 255), red (255, 0, 0), yellow (255, 255, 0) and green 
(0, 128, 0).  Participants were always presented with five items.   
To manipulate memory strength, I varied encoding time.  On high memory strength trials, 
the memory array was presented for 500 ms. On low memory strength trials, the memory array 
was presented for 100 ms.  The memory array was followed by the presentation of a blank screen 
(100 ms).  Next, participants were presented with a visual mask (500 ms), which was followed 
by another brief delay (500 ms).  After the retention interval, participants were shown a probe for 
1000 ms. The probe was a white circle (0.75˚ radius) that was shown in the location of one of the 
to-be-remembered items.  After 1000 ms, participants were presented with three squares at the 
bottom of the screen. All squares were items that were shown in the memory array on that trial. 
One of the squares (target item) was always the one presented in the probed spatial location on 





belief that it was the item indicated by the spatial probe.  Each time participants clicked on a 
square their ranking for that item was presented above the corresponding square. Each item 
could only receive one ranking and participants had to rank all items before advancing to the 
next trial.  Participants were shown two gray boxes at the bottom of the screen. One box 
contained the text “Start over” and the second box contained the text “Next trial”.  Participants 
could click on either box to either start over and reset their rankings, or to advance to the next 
trial. Participants were always required to press the box labeled “Next trial” to advance.   Each 
memory strength condition had 125 trials and participants completed 15 practice trials in the 
beginning of the experimental session (for a total of 265 trials).  Figure 11 shows an example 
sequence of events. 
 
Figure 11.  Example sequence of events in Experiment 4. 
Results 
In the high memory strength condition the proportion of Rank 1, 2 and 3 ratings to the 
target were .822 (.068), .104 (.046) and .074 (.032), respectively (values in parentheses and are 
standard deviations).  In the low memory strength condition the proportion of Rank 1, 2 and 3 
ratings to the target were .729 (.094), .152 (.057) and .119 (0.05), respectively. I assessed 
whether the encoding manipulation produced the desired effects on memory performance by 
comparing the proportion of time participants assigned the item Rank 1 in the low versus high 
memory strength condition.  As expected, participants were more likely to assign the target item 





Next, I examined the conditional probability the participants assigned the target item rank 2, 
given it was not assigned rank 1 as a function of memory strength (see Figure 12A).  This 
comparison revealed no effect of memory strength (Wilcoxon sign rank test p = 0.79).  As such, 
this pattern of results is consistent with both the discrete-slot, mixture and unequal variance 
signal detection model.  Next, I assessed the conditional probability of assigning the target item 
Rank 2 versus Rank 3, independently of memory strength (Figure 12B).  This analysis revealed 
that the conditional probability of assigning the target item Rank 2 was higher than the 
conditional probability of assigning the target item Rank 3 (Wilcoxon sign rank test p < .001).  
 
 
Figure 12. Results from Experiment 4. 
 
Discussion 
The purpose of Experiment 4 was to implement an alternative approach towards testing 
between discrete-slot and pure resource types of models that eschewed the limitations of fitting 
models to ROCs constructed from people’s confidence ratings. I did not find that memory 
strength increased 𝑐𝑝𝑅2.  On its own, this outcome would be consistent with discrete-slot models 
of VSTM.  However, I did find that the conditional probability of assigning the target item Rank 
2 was higher than assigning the target item Rank 3. This unexpected joint pattern of results is 
inconsistent with the predictions that follow from discrete-slot, mixture and EVSD models of 









Experiment 4 revealed a joint pattern of results that were inconsistent with the discrete-
slot, mixture, and EVSD of VSTM.  Because of this unexpected outcome, I re-evaluated the  
scope of possible outcomes that can be produced by the UVSD model by using a grid search 
(depicted in Figure 10).  For this grid search, I assessed how 𝑐𝑝𝑅2 may change as a function of 
memory strength as well as how 𝑐𝑝𝑅2 compares to 𝑐𝑝𝑅3 independently of memory strength.  I 
varied 𝑑′ from 0.1 to 5.1 using a step size of 0.1 and varied σ (variance of the signal distribution) 
from 0.1 to 5.1 with a step size of 0.1. To assess how 𝑐𝑝𝑅2 changes with memory strength I 
generated predictions from two UVSD models, such that one model had a larger 𝑑′ than the 
second model.   
Based on our insights, I reformulated our hypotheses in terms of joint predictions that 
were consistent with each type of model. These joint predictions are summarized in Table 7.  As 
shown, the UVSD model is consistent with any pattern of results.  The outcomes highlighted in 
gray are outcomes that are consistent with the EVSD and UVSD model (dark gray) and the 
discrete-slot, mixture and UVSD models (light gray).  A large set of outcomes are solely 
consistent with the UVSD model, however. One of these outcomes (highlighted in yellow), is the 
joint pattern of results I found in Experiment 4, that is, that 𝑐𝑝𝑅2 does not change as a function of 


















 Possible experimental outcomes 
Model 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 > 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 > 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 < 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 > 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 = 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 > 𝑐𝑝𝑅3 
Discrete-slot -- -- -- 
Mixture -- -- -- 
EVSD + -- -- 
UVSD + + + 
 𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 > 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 < 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 < 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 < 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 = 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 < 𝑐𝑝𝑅3 
Discrete-slot -- -- -- 
Mixture -- -- -- 
EVSD -- -- -- 
UVSD + + + 
 𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 > 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 = 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 < 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 = 𝑐𝑝𝑅3 
𝐻𝑖𝑔ℎ 𝑐𝑝𝑅2 = 𝑊𝑒𝑎𝑘 𝑐𝑝𝑅2 
& 
𝑐𝑝𝑅2 = 𝑐𝑝𝑅3 
Discrete-slot -- -- + 
Mixture -- -- + 
EVSD -- -- -- 
UVSD + + + 
 Table 7. A summary of the joint predictions that follow from the discrete-slot, mixture, EVSD 
and UVSD model. Cells shaded in gray highlight outcomes that may not be diagnostic. The cell 
shaded in yellow highlights the outcome observed in Experiments 4-6. 
 
The aim of Experiment 5 was to see if I could replicate the pattern of results that I found 
in Experiment 4.  I made minor changes to the experimental design, including an increase in the 
number of items that people had to remember and a decrease in encoding time for the high 
memory strength condition. The primary reason for these changes was to examine whether the 
results would replicate with minor changes in the procedure.   The secondary reason for these 
changes was to increase the overall difficulty of the memory task with the aim of increasing the 
number of errors, i.e., Rank 2 and 3 ratings of the target item, and consequently improve our 
ability to detect the qualitative pattern of results predicted by these sets of models. 
Methods 
  Participants. I collected data until our sample size reached n = 30. 
 Stimuli and procedure. Experiment 5 was identical to Experiment 4 except that 





memory strength condition from 500 to 350 ms and decreased the delay between the presentation 
of the memory array and the visual mask. The latter change was incorporated to decrease any 
possible contributions from iconic memory. Figure 13 shows an example sequence of events. 
Figure 13. Example sequence of events in Experiment 5. 
Results 
In the high memory strength condition the proportion of Rank 1, 2 and 3 ratings to the 
target were .705 (.106), .17 (.064) and .125 (.06), respectively.  In the low memory strength 
condition the proportion of Rank 1, 2 and 3 ratings to the target were .619 (.125), .217 (.061) and 
.162 (.086), respectively.  As in Experiment 4, I found that the proportion of times participants 
assigned Rank 1 to the target was higher in the high memory strength than the low memory 
strength condition (Wilcoxon sign rank test p-value < .001).  Next, I examined the conditional 
probability the participants assigned the target item rank 2, given it was not assigned rank 1 as a 
function of memory strength (see Figure 14A).  As before, this comparison revealed no effect of 
memory strength (Wilcoxon sign rank test p-value = .70).  Next, I assessed the conditional 
probability of assigning the target item Rank 2 versus Rank 3, independently of memory strength 
(Figure 14B).  Once again, this analysis revealed that the conditional probability of assigning the 
target item Rank 2 was higher than the conditional probability of assigning the target item Rank 







Figure 14. Results from Experiment 5. 
Discussion 
The pattern of results in Experiment 5 replicated those of Experiment 4. Once again, I 
found that the overall 𝑐𝑝𝑅2 was higher than 𝑐𝑝𝑅3. This pattern of results is only compatible with 
pure resource models of VSTM.  However, I did not find that 𝑐𝑝𝑅2 increased with increasing 
memory strength.  Jointly, out of the set of candidate models, this pattern of results is only 
compatible with the unequal-variance signal-detection model. 
Experiment 6 
 I ran Experiment 6 to examine whether I could replicate the effects of Experiments 4 and 
5 using a different manipulation of memory strength.  Specifically, instead of varying encoding 
time, I varied memory load on a trial-by-trial basis.  The purpose of changing the procedure was 
to see whether the pattern of results I observed in Experiments 4 and 5 replicates across changes 
in experimental conditions. 
Methods 
  Participants. I collected data until our sample size reached n = 30. 
 Stimuli and procedure. Experiment 6 was like Experiment 4 and 5 except for the 
following changes.  Rather than manipulating memory strength by varying the encoding 
conditions, I manipulated memory strength my varying the number of items participants had to 
remember. Specifically, on a given trial participants were required to remember five or seven 
squares.  The memory array was presented for 100 ms and was followed by a 1,500ms retention 





report screen in the same way as in Experiments 4 and 5. As before, there were 125 trials in each 
condition and participants completed 15 practice trials at the start of the experimental session.  
Figure 15 shows an example sequence of events. 
 
Figure 15. Example sequence of events in Experiment 6. 
Results 
In the high memory strength condition the proportion of Rank 1, 2 and 3 ratings to the 
target were .726 (.111), .159 (.059) and .116 (.069), respectively.  In the low memory strength 
condition the proportion of Rank 1, 2 and 3 ratings to the target were .565 (.095), .242 (.053) and 
.194 (.06), respectively.  As in Experiments 4 and 5, I found that the proportion of times 
participants assigned Rank 1 to the target was higher in the high memory strength than the low 
memory strength condition (Wilcoxon sign rank test p < .001).  Next, I examined the conditional 
probability the participants assigned the target item rank 2, given it was not assigned rank 1 as a 
function of memory strength (see Figure 16A).  As before, this comparison revealed no effect of 
memory strength (Wilcoxon sign rank test p = .12).  Next, I assessed the conditional probability 
of assigning the target item Rank 2 versus Rank 3, independently of memory strength (Figure 
16B).  Once again, this analysis revealed that the conditional probability of assigning the target 
item Rank 2 was higher than the conditional probability of assigning the target item Rank 3 








Figure 16. Results of Experiment 6. 
Discussion 
 The pattern of results in Experiment 6 replicates those found in Experiments 4 and 5.  
Once again, I found that the overall 𝑐𝑝𝑅2 was higher than 𝑐𝑝𝑅3. This pattern of results is only 
compatible with pure resource models of VSTM.  I did not find that 𝑐𝑝𝑅2 increased with 
increasing memory strength, however.  Collectively, our pattern of results from Experiment 4-6 
corroborates our results in Experiment 1-3.  The results of Experiments 4-6 rule out the discrete-
slot model of VSTM, as well as the mixture model of VSTM that assumes a discrete-item limit 
but postulates that memory representations can have variable resolution. As such, these findings 
suggest that our results in Experiments 1-3 were likely not artifactually driven by factors that 
were unrelated to how participants store information in VSTM, such as the response strategies 
they may use when mapping memory states to confidence judgments.  Instead, Experiments 4-6 
suggest that results of Experiments 1-3 do indeed capture characteristics of how information is 
stored in VSTM. More precisely, the results of Experiments 4-6 provide additional evidence for 
the UVSD model of VSTM.  I ran simulations with the aim of examining what combination of 
parameters can yield the pattern of results observed in these experiments, that is, no change as a 
function of memory strength in 𝑐𝑝𝑅2 and overall higher 𝑐𝑝𝑅2 than 𝑐𝑝𝑅3.  These simulations 
revealed that one possible outcome that can lead to these results is if the variance of the signal 
distribution is positive correlated with d’. In other words, if 𝜎2, the variance of the signal 
distribution, increases with µ, the mean of the signal distribution, 𝑐𝑝𝑅2 may remain fixed as 






2 = 1.21 in the low memory strength condition and µ𝑊 = 1.0 and 𝜎𝑊
2 = 1.44 in the high 
memory strength condition,  𝑐𝑝𝑅2 = 0.63 in the low and high memory strength condition and 

































CHAPTER 5: DISCUSSION AND CONCLUSIONS 
 The first aim of the set of studies reported here was to apply ROC analysis to formally 
evaluate candidate models of VSTM capacity while addressing several limitations of prior 
research.  To this end, I analyzed data at the level of individual participants rather than at the 
aggregate level to avoid potential averaging artifacts.  I ensured measurement over a wide range 
of response criteria by collecting participants’ confidence ratings rather than by manipulating 
base rates (Rouder et al., 2008; Donkin et al., 2014).  I used multiple tasks, both thought to tap 
VSTM, but very different in their implementation.  Finally, I guided model selection using cross-
validation rather than fit statistics to assess how each type of model predicts unseen data, rather 
than how well each model explains variance within a particular sample of data.  Together, the 
results across 3 experiments (with 6 independent samples) revealed consistent support for the 
UVSD model.  I found that this model outperformed the mainstream discrete-slot model (with at 
least 90% of participants in each experiment showing this difference), which posits that capacity 
in VSTM is set in terms of objects (rather than features) that are stored with complete fidelity or 
not at all, and a mixture model, which also posits that capacity in VSTM is set in terms of objects 
but with an additional independent process that can bolster some representations over others.   
  A second novel contribution of our research is that I jointly modeled performance across 
substantially different VSTM tasks.  This is important because researchers seek to discover 
fundamental characteristics of VSTM, rather than those specific to one particular VSTM task or 
another.  Our results provide consistent support for the UVSD model of capacity within each 
type of task.  That model provided the best account of the data regardless of whether participants 
had to remember simple features bound to spatial locations, or pictures of real-world objects 
presented sequentially.  Our results from the joint model analysis further reveal that performance 
across the two tasks cannot be estimated with a single estimate of capacity or resource.  This 
finding is consistent with previous evidence that memory capacity may differ for simple features 
and meaningful objects (Brady, Konkle, & Alvarez, 2013), and that the distribution of resources 
may differ for simultaneously and sequentially presented stimuli (Gorgoraptis, Catalao, Bays, & 
Husain, 2011).  Important in the current context is that this finding violates a basic prediction of 
discrete-slot models but supports one that is borne out by continuous resource models of VSTM 





encoding conditions will lead to differences in how a memory resource is distributed to encode 
and/or maintain representations.    
  I also ran a set of experiments using a different method for discriminating between 
discrete-slot and resource models of memory.  The primary purpose of these experiments was to 
address a common criticism of fitting models to ROCs constructed from confidence ratings. This 
criticism is that aspects of how people use the rating scale may artifactually lead to (curvilinear) 
ROCs that appear to be consistent with resource models of memory, even if the underlying 
memory generating process is compatible with a discrete-slot model.  These experiments use 
rankings as the central measure and provided consistent evidence against discrete-slot and 
mixture model of VSTM. This evidence was reflected in the finding that on trials when people 
did not assign Rank 1 to the target item, they were more likely to assign Rank 2 than Rank 3 
ratings to the target item. These results are inconsistent with the view that there is a discrete-item 
limit at which point people can store no information about to-be-remembered items. These 
results are consistent with pure resource models of VSTM that do posit that people can maintain 
partial information about memory items. Finally, I found that the 𝑐𝑝𝑅2 did not change as a 
function of memory strength. This outcome was unexpected and led us to carefully re-evaluate 
the predictions of the UVSD model using a grid search.  The results of this grid search revealed 
that UVSD was the only model that was compatible with this pattern of results. Therefore, 
collectively Experiments 1-6 demonstrate consistent support for the UVSD model of memory.   
Interpretation of the UVSD model 
As pointed out by others (e.g., Green & Swets, 1988), the UVSD model is an empirically 
rather than theoretically motivated variant of the signal detection model.  That is, the variance (σ) 
parameter was introduced to improve model fit and does not have a agreed-upon theoretical 
interpretation (e.g., DeCarlo, 2010).  One possible interpretation of this model in the current 
context, however, is based on its close relationship to a varying strength model, according to 
which sensitivity (d’) can vary over trials (see DeCarlo [2010] for a demonstration of the formal 
equivalence of the two models).  Such an interpretation would be consistent with a popular 
variant of the continuous resource model of capacity, the variable-precision model, which was 
developed to fit data from the delayed estimation task.  According to the variable-precision 
model, a continuous resource is not distributed equally to each item on each trial, but rather its 





variability in neural encoding (van den Berg, Shin, Chou, Georg, & Ma, 2012).  Therefore, the 
finding that the UVSD model provides a better description of the data in the change detection 
task can be seen as convergent support for the view that VSTM processing is based on a 
continuous resource that is unevenly distributed to maintain memory representations. 
Why have others found evidence for the discrete-slot model of capacity? 
In previous studies, several researchers applied ROC analysis to test models of VSTM 
capacity and reported evidence consistent with the discrete-slot model (Rouder et al., 2008; 
Donkin et al., 2014), a finding that is at odds with our own and those of others (e.g., Wilken & 
Ma, 2004).  One major difference between these studies and ours is in how response bias was 
manipulated or measured to plot points on the ROC curve.  Specifically, I collected participants’ 
confidence ratings whereas Rouder et al. (2008) and Donkin et al. (2014) induced bias 
experimentally by varying true base rates (i.e., the probability of a change versus no change 
occurrence).  Previous research indicates that the use of base rate manipulations can lead to 
clustering of ROC points and/or non-monotonic ROC curves, both of which may lead 
researchers to erroneously infer evidence for linear ROC functions (Dube, Rotello, & Heit, 
2011).   
  Human subjects are often quite insensitive to base rate manipulations (Benjamin, Diaz, & 
Wee, 2009); such manipulations may additionally be unsuitable because they may introduce 
differences in accuracy and/or response strategies, which would violate basic assumptions of 
ROC analysis (Dube & Rotello, 2011; Balakrishnan, 1999; Markowitz & Swets, 1967).  This 
point provides an alternative interpretation to another finding by Donkin et al. (2014). 
Specifically, these authors reported that the discrete-slot model outperformed resource-based 
models only under conditions in which set size (the number of to-be-remembered items) was 
manipulated randomly across trials, whereas a continuous resource model outperformed the 
discrete-slot model when set size was fixed across the experimental session.  In a more recent 
publication, Donkin, Kary, Tahir and Taylor (2016) replicated this result and proposed that 
people use different encoding strategies under conditions in which set sizes are variable but not 
when set sizes are fixed; specifically, people choose to distribute resources to a wide range of 
items when the number of to-be-remembered items is predictable (fixed set size condition), but 
choose to encode a subset of items when the number of to-be-remembered items is not 





results found by these authors it does not provide an explanation for why such encoding 
strategies would be employed. For instance, an equally plausible prediction is that people may 
try to encode a specific subset of items with high resolution when they can predict the number of 
items in the memory array because they can anticipate more about the spatial distribution of 
these items.  I propose an alternative interpretation, which is that manipulating both the number 
of to-be-remembered items and the true base rate (e.g., probability of a change versus no change) 
increases variability in criterion setting and ROCs that confound signal strength with criterion 
noise (Benjamin et al., 2009; Benjamin, Tullis, & Lee, 2013).  Our own results serve as 
converging evidence for this interpretation, given that I did not use a base rate manipulation, 
varied the number of to-be-remembered items randomly across trials, and found consistent 
evidence for continuous-resource rather than discrete-slot models of capacity.    
  Finally, I note that a few recent studies have reported evidence for the mixture model 
(Adam et al., 2017; Gold & Nosofsky, 2017) discussed here.  Unlike the standard discrete-slot 
model (e.g., Cowan, 2001), the mixture model does posit that items in memory can be stored 
with variable precision.  Although I found that this model outperformed standard discrete-slot 
models, I did not find that it outperformed a model that assumed no fixed item limit across tasks 
(the UVSD model).  Studies that reported evidence for the mixture model used tasks that differed 
substantially from the two-alternative forced choice task used here.  For instance, Adam et al. 
(2017) combined a continuous and whole report methodology, whereas Gold and Nosofsky 
(2017) used a multiple-alternative response task with payoffs. Therefore, one possibility is that 
the discrepancy in our results and the results of these researchers is due to these methodological 
differences.  However, other researchers that used design more similar to those used by these 
authors also reported evidence for continuous resource models of memory (e.g., Bays, 2018).   I 
think it is possible that these inconsistencies in the literature may be due in part to researchers’ 
focus on model fit instead of the predictive ability of a model. 
Metrics of VSTM capacity 
Based on our own and others’ results, I advise researchers to move away from using (K) 
metrics based on the discrete-slot model of capacity to characterize VSTM performance.  
Although such metrics may appear to have heuristic value, they inherit the strong and untenable 
processing assumption of classic threshold models—specifically, that individual capacity is set in 





maintenance of representations in VSTM.  Furthermore, the use of K metrics may obfuscate 
differences in performance that are appropriately captured by other measures based on 
continuous resource models, such as sensitivity (d’ or da), and response bias measures (e.g., C).  
In our own experiments, I found that there were important differences in how K and signal 
detection metrics captured performance in the change detection and RSVP task (see Appendix 
B).  For instance, one systematic finding was that K estimates of capacity increased as a function 
of set size in the RSVP task but remained stable in the change detection task.  In addition, K 
estimates of capacity were significantly higher in the RSVP task than the change detection task, 
but only when participants had to remember eight items (Experiment 2).  The signal detection 
metrics revealed, however, that sensitivity was higher in the change detection task than in the 
RSVP task when participants had to remember four items, a pattern of results not captured by K 
estimates.  Critical in the current context is that this pattern of results demonstrates how metrics 
based on discrete-slot models conflate aspects of performance that are due to the use of a 
different decision criterion and those that are due to true differences in sensitivity.  
  A final demonstration of this point is the finding that response bias became more liberal 
as a function of set size in the change detection task but remained stable as a function of set size 
in the RSVP task (see Appendix B).  The finding that response bias became more liberal as a 
function of load in the change detection task is consistent with other results showing that people 
may set a more conservative response criterion, or a higher standard for performance, when task 
demands are low (Benjamin & Bawa, 2004; Rotello & Macmillan, 2007).  The fact that I did not 
find such an effect in the RSVP task may indicate that people employ alternative strategies, or do 
not have sufficient information to adjust their bias on a trial-by-trial basis in the RSVP task (cf. 
Stretch & Wixted, 1998).   
Limitations 
A potential limitation of our study is that Experiment 4-6 also rest on assumptions about 
how people map their memory states onto rankings of items. It is possible, for instance, that the 
underlying memory processes are consistent with a discrete-slot model, but sometimes people 
choose to assign a target item Rank 2, even if it is in memory. This response strategy could 
accommodate the current pattern of results because it too would predict that 𝑐𝑝𝑅2  would be 
larger than 𝑐𝑝𝑅3, with no differences in 𝑐𝑝𝑅2 as a function of memory strength  Although this is a 





memory of the item and assign it an incorrect ranking (Kellen & Klauer, 2014).  At a minimum, 
it is unclear what would lead to such a response strategy.  Furthermore, if people were to 
intentionally provide incorrect rankings in this way, it is unclear why they would be more likely 
to choose to assign the target item Rank 2 instead of Rank 3.  Together, the pattern of results is 
more parsimoniously captured by resource models of VSTM. 
Summary and Conclusions 
I applied ROC and cross-validation analysis, as well as an alternative analytic method to 
evaluate candidate models of VSTM capacity within and across different VSTM tasks.  Our 
results show consistent support for the UVSD model of capacity within these tasks. Our 
interpretation of this model in this context is that it captures the allocation of a continuous 
resource that is unevenly distributed across memory representations.  Our results also reveal that 
performance cannot be captured by a common estimate of a resource across these two tasks.  
This finding further invalidates the use of a single metric (e.g., K) as a means of summarizing 
individuals’ VSTM capacity.  Based on our collective findings, I conclude that there is no K in 
capacity, and that researchers should move towards signal detection metrics to capture 
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APPENDIX A: ADDITIONAL VARIANTS OF THE DISCRETE-SLOT MODEL 
   Here I report the results of analyses from two variants of the discrete-slot model.  The 
first model was developed by Rouder et al. (2008).  It is similar to the traditional discrete-slot 
model except that it also assumes that performance is determined by the probability that attention 
is engaged on a given trials.  Under conditions when attention is not engaged performance is 
determined by a guessing rate.  I made the additional assumption that the probability of 
attentional engagement might vary as a function of memory load.  Like the discrete-slot model 
this model predicts linear ROC curves and assumes a fixed item limit. The model equation is 
show below. 
𝑝(𝐻𝑖𝑡) = 𝑎 ∗ (min (1,
𝐾
𝑁
) + (1 − min (1,
𝐾
𝑁
)) ∗ 𝑔) + (1 − 𝑎) ∗ 𝑔 
𝑝(𝐹𝑎𝑙𝑠𝑒 𝐴𝑙𝑎𝑟𝑚) =  𝑎 ∗ (1 − min (1,
𝐾
𝑁
)) ∗ 𝑔 + (1 − 𝑎) ∗ 𝑔 
This model has 9 free parameters (3 attention parameters (𝑎) for each set size, a single capacity 
(𝐾) parameter, and 5 guessing rate parameters (𝑔)). I tested this model via cross-validation 
results using data from Experiments 1a and 1b (the change detection task).  In Experiment 1a the 
average SSEP for this model was .1874.  A stratified permutation test revealed that it 
outperformed the fixed discrete slot model (p<0.001, for 26 of 30 participants), but was poorer 
than all of the remaining models (p<0.001, for at least 29 of 30 participants).  I found a similar 
pattern of results in Experiment 1b, in which the average SSEP for this model was .1918.  Once 
again, this model outperformed the fixed discrete-slot model (p<0.001, for 24 of 30 participants), 
but performed significantly more poorly than the remaining models (p<0.001, for all 30 





  The second model I tested was a different variant of the discrete-slot model developed by 
Cowan, Blume, and Saults (2013). These authors proposed this model for a version of the change 
detection task that required spatial binding, such as the one used in this paper.  This model also 
predicts linear ROC curves and is based on the assumption that there is a fixed item limit in 
VSTM with no variability in memory representations (i.e., processing is all or none).  This model 
also has the same number of parameters (6) as the fixed discrete-slot model.  Critically, this type 
of model makes a different prediction about how information in the array is used to produce 
change or no change responses.  Specifically, this model predicts that on change trials, the 
probability of reporting a change is determined by the probability that the probed item is in 
memory, or the probability that the probed item is not in memory but the item that is in the 
probed item’s location is in memory, or the probability that both items are in memory.  This is 
denoted by the variable 𝑐 as shown below. 
𝑐 = (min (1,
𝐾
𝑁
)) ∗ (min (1,
𝐾 − 1
𝑁 − 1
)) + 2 ∗ (min (1,
𝐾
𝑁




𝑝(𝐻𝑖𝑡) = min (1, 𝑐) + (1 − min (1, 𝑐)) ∗ 𝑔 
𝑝(𝐹𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚) = (1 − min (1,
𝐾
𝑁
)) ∗ 𝑔 
This model may not yield a unique solution for 𝐾.  However, I worked around this limitation by 
restricting the range of both 𝐾/𝑁  and 𝑐 from 0 to 1.  This restriction ensured that estimated 
values of 𝐾 did not fall below 0 or exceed 𝑁 (Morey, 2011).  I tested this model using cross-
validation with data from Experiment 1a and 1b.  The SSEP for this model was .1677 in 
Experiment 1a.  It outperformed the fixed discrete-slot model (p<0.001, for 21 of 30 participants) 
and performed comparably to the variable discrete-slot model (p>0.1).   This model was inferior 





participants).  In Experiment 1b the SSEP for this model .1940.  This time I found that the 
performance of this model was comparable to the fixed discrete-slot model (p>0.1). It performed 
worse than the variable discrete-slot model (p = 0.045, for 19 of 30 participants) and worse than 
























APPENDIX B: COMPARISONS OF METRICS 
  In this section I summarize results of transformations of the data based on the discrete-slot 
and equal-variance signal detection model.  I also calculated a measure of performance based on 
the unequal variance model (𝑑𝑎). For ease of exposition, these measures are summarized for 
each experiment in Table 8 and 9.  Importantly, these results did not guide model selection; I 
report them to provide researchers with insight into how these different metrics may lead to 
different conclusions regarding the effects of VSTM load on processing, particularly across 
different types of VSTM tasks.  K capacity was calculated using the formula 𝐾 = (𝐻 − 𝐹𝐴) ∗ 𝑁, 
where 𝐻 denotes the observed hit rate, 𝐹𝐴 denotes the observed false alarm rate, and 𝑁 denotes 
the number of to-be-remembered items on a given trial. The reported signal detection measures 
include estimates of sensitivity (𝑑’) and response bias (𝐶).  Sensitivity (𝑑)’ was calculated using 
the formula 𝛷−1(𝐻) − 𝛷−1(𝐹𝐴), where 𝐻 and 𝐹𝐴 denote hit and false alarm rates, respectively, 
and 𝛷−1 denotes the inverse of the cumulative normal distribution. 𝐶 response bias was 
calculated using the formula −0.5 ∗ (𝛷−1(𝐻) + 𝛷−1(𝐹𝐴)).  In cases when the observed hit and 
false alarm rates were 1 or 0, respectively, I applied a correction by replacing rates of 1 with 
(𝑛 − 0.5)/𝑛 and rates of 0 with 0.5/𝑛, where 𝑛 denotes the number of change or no-change 
trials (Macmillan & Kaplan, 1985).  For each non-significant difference, I report a Bayesian 
Information Criterion approximation of the Bayesian posterior probability that quantifies 
evidence for the null (pBIC[H0|D]; see: Masson, 2011).  pBIC(H0|D) values of .50-.75 indicate 
weak evidence for the null, values of .75-.95 indicate positive evidence for the null, values of 






  Experiment 1a. Average metrics based off the discrete-slot and signal detection models 
are shown in Figure 17.  K capacity estimates were similar (F(2, 58) = 1.5, p=.23, MSe=0.22; 
pBIC(H0|D)=.93) for set sizes four (M=2.62), six (M=2.83) and eight (M=2.72).  As expected, d’ 
estimates decreased with increasing set size (F(2, 58) = 73.8, p<.001, MSe=0.1). A Scheffe´ 95% 
confidence interval based on the error term of this effect was ±0.21.  Based on this confidence 
interval, I found that d’ was higher at set size four than set size six (M=2.17 and 1.53, 
respectively) and higher at set size six than set size eight (M =1.53 and 1.17, respectively). I also 
found that response bias (C) became more liberal with increasing set size (F(2, 58) = 19.6, p 
<.001, MSe=0.04; Scheffe´ 95% CI: ±0.13); C was higher at set size four than set size six (M = -
0.39 and -0.54, respectively) and higher at set size six than at set size eight (M = -0.54 and -0.71, 
respectively).  
 
Figure 17. Discrete-slot and signal detection model measures of performance (Experiment 1a). 
Experiment 1b. Figure 18 shows results for metrics based on the discrete-slot and signal 
detection models.  Like in Experiment 1a, K capacity estimates were similar (F(2, 58) = 2.44, 
p=0.1, MSe=0.31; pBIC(H0|D)=.84) for set size four (M=2.9), set size six (M=2.72) and set size 





MSe=0.13; Scheffe´ 95% CI: ±0.23).  As before, d’ was higher at set size four than set size six 
(M=2.48 and 1.44, respectively) and higher at set size six than set size eight (M=1.44 and 1.06, 
respectively).  Finally, I found that response bias (C) became more liberal with increasing set 
size (F(2, 58) = 31.5, p <.001, MSe=0.03; Scheffe 95% CI: ±0.11). Once again, C was higher at 
set size four than set size six (M= -0.28 and -0.50, respectively) and higher at set size six than set 
size eight (M = -0.50 and -0.63, respectively).  
 
 
Figure 18. Discrete-slot and signal detection model measures of performance (Experiment 1b). 
Experiment 1c. Metrics are shown in Figure 19. As before, I calculated standard metrics 
for both types of models.  Unlike in Experiment 1a and 1b, I found that K capacity estimates 
increased with increasing set size in this task (F(2, 58) =22.8, p<0.001, MSe=0.28; Scheffe´ 95% 
CI: ±0.34). K was lower at set size four than set size six (M=2.38 and 2.87, respectively) and K 
was lower at set size six than at set size eight (M=2.87 and 3.31, respectively).  As before, d’ 
estimates decreased with increasing set size (F(2, 58) = 47.6, p<0.001, MSe=0.08; Scheffe´ 95% 
CI: ±0.18). Thus, d’ was higher at set size four than at set size six (M=1.96 and 1.51, 
respectively) and higher at set size six than at set size eight (M=1.51 and 1.25, respectively).  





58)=1.1, p=0.34, MSe=0.02; pBIC(H0|D)=.93) at set size four (M=-0.43), set size six (M=-0.43) 
and set size eight (M=-0.38). 
 
Figure 19. Discrete-slot and signal detection model measures of performance (Experiment 1c). 
Experiment 2. Metrics are shown in Figure 20. I ran a two-way repeated measures 
ANOVA with set size (four, six or eight items) and task (change detection versus RSVP) as the 
within-subject factors to compare performance for each type of metric.  There was a main effect 
of task (F(1, 58)=5.37, p=.028, MSe= 1.04) with K capacity estimates being higher on the RSVP 
task (M=2.9) than on the change detection task (M=2.6). There was also a main effect of memory 
set size (F(2, 58)=11.9, p < .001, MSe=0.22; Scheffe´ 95% CI:  ±0.22).  Average K estimates 
were lower at set size four than set size six (M=2.5 and 2.8, respectively) and lower at set size 
four than at set size eight (M=2.5 and 2.9, respectively), but were not statistically different 
between set size six and eight.  Critically, there was a significant interaction between task and set 
size (F(2, 58)=11.9, p < .001, MSe=0.26; Scheffe´ 95% CI: ±0.33).  Based on this confidence 
interval, I found that K capacity estimates increased with increasing set size in the RSVP task 
(M=2.39, 2.87, and 3.48 for set sizes four, six and eight, respectively), but K capacity estimates 





set sizes four, six and eight, respectively; pBIC(H0|D)=.65).  I also found that K capacity estimates 
were similar in the change detection and RSVP tasks at lower set sizes (i.e., four and six items), 
but were significantly higher in the RSVP task (3.48) than in the change detection task (2.36) at 
the highest set size (eight items).    
 I ran a similar ANOVA with task and set size as the within-subject factors using the 
signal detection metrics as the dependent variable.  An ANOVA with d’ as the dependent 
variable revealed no main effect of task (F<1). There was an expected effect of memory set size 
(F(2, 58)=92.1, p<.001, MSe=0.15; Scheffe´ 95% CI: ±0.18). As before, average d’ was higher at 
set size four than set size six (M=2.04 and 1.43, respectively), and higher at set size six than set 
size eight (M=1.43 and 1.1, respectively).  Importantly, I found a significant interaction between 
task and set size (F(2, 58)=12.3, p<.001, MSe=0.09; Scheffe´ 95% CI: ±0.19).  Similar to the 
other experiments, I found that d’ decreased with increasing set size in the RSVP task (M=1.93, 
1.46, and 1.26, for four, six and eight items, respectively), and also decreased with increasing set 
size in the change detection task (M=2.15, 1.39, and 0.94, for four, six and eight items, 
respectively).  In addition, I found that d’ was significantly higher in the change detection task 
than in the RSVP task when participants had to remember 4 items (M=2.15 and 1.93, 
respectively), however, this time I also found that d’ was significantly higher in the RSVP task 
than in the change detection task when participants had to remember 8 items (M=1.26 and 0.94, 
respectively). Finally, a two-way ANOVA with task and set size as the two within-subject 
factors and response bias (C) as the dependent variable revealed no main effect of task (F(1, 
29)=2.5, p=.12, MSe=0.15; pBIC(H0|D)=.90). There was a main effect of set size (F(2, 58)=10.2, 
p<.001, MSe=0.03; Scheffe´ 95% CI: ±0.08). On average, response bias was more liberal at set 





set size four (-0.43 and -0.29, respectively), but there was no significant difference in response 
bias between set size six and set size eight.  Importantly, there was a significant interaction 
between task and set size (F(2, 58)=21.9, p<.001, MSe=0.03; Scheffe´ 95% CI: ±0.11).  Based on 
this confidence interval, I found that in the RSVP task response bias did not change as a function 
of set size (M=-0.36, -0.34, and -0.28, for four, six and eight items, respectively; 
pBIC(H0|D)=.91).  In contrast, response bias became more liberal with each increase in set size in 
the change detection task (M=-0.22, -0.46, and -0.57 for four, six and eight items, respectively).  
Response bias was more liberal on the RSVP than the change detection task when participants 
had to remember four items (M=-0.36 and -0.22, respectively), but was more liberal in the 
change detection than the RSVP task when participants had to remember six (M=-0.46 and -0.34, 
respectively) or eight items (M=-0.57 and -0.28, respectively). 
 
Figure 20. Discrete-slot and signal detection model measures of performance (Experiment 2). 
Experiment 3: Change Detection task.  Metrics are shown in Figure 21. I ran a two-way 
ANOVA with set size and session as the within-subject factors and K capacity estimates as the 





minimum pBIC(H0|D)=.84), and not interaction between set size and session (F<2; 
pBIC(H0|D)=.93).   
Next, I ran the same ANOVA using the signal detection metrics as the dependent 
variable.  An ANOVA with d’ as the dependent variable revealed no main effect of session (F<1; 
pBIC(H0|D)=.84), but a main effect of set size (F(2,58)=136, p<0.001, MSe=0.17; Scheffe´ 95% 
CI: ±0.27). Based on this difference, I found that d’ estimates decreased with each increase in set 
size in the change detection task (M=2.32, 1.53, and 1.1 for 4, 6 and 8 items, respectively).  The 
interaction between session and set size was not significant (F(2,58) =2.13, p=0.13, MSe=0.08; 
pBIC(H0|D)=.88).  I ran the same ANOVA with C response bias as the dependent variable.  This 
revealed no main effect of session (F<1; pBIC(H0|D)=.84), but a main effect of set size 
(F(2,58)=45.3, p<.001, MSe=0.04; Scheffe´ 95% CI: ±0.13).  Based on this confidence interval, I 
again found that response bias became more liberal with each increase in set size in the change 
detection task (M=-0.25, -0.49, -0.59 for four, six and eight items, respectively).  The interaction 
between session and set size was not significant (F<1; pBIC(H0|D)=.98). 
  Experiment 3: RSVP task.  Metrics are shown in Figure 21. As before, I ran a two-way 
ANOVA with set size and session as the two within-subject factors and K capacity estimates as 
the dependent variable. There was no main effect of session (F<1; pBIC(H0|D)=.79), but a main 
effect of set size (F(2,58)=28.4, p<.001, MSe=0.39; Scheffe´ 95% CI: ±0.41). As before, I found 
that capacity estimates increased with each increase in set size in the RSVP task (M=2.43, 2.82, 
and 3.28 at four, six and eight items, respectively).  The interaction between session and set size 
was not significant (F<2; pBIC(H0|D)=.91). 
  Next, I ran the same two-way ANOVA using the signal detection metrics as the 





session (F<2; pBIC(H0|D)=.70), but an expected effect of set size (F(2,58)=42.4, p<.001, 
MSe=0.24; Scheffe´ 95% CI: ±0.32).  Based on this difference, I found that d’ estimates 
decreased with each increase in set size in the RSVP task (M=2.1, 1.5, and 1.25 for 4, 6 and 8 
items, respectively).  The interaction between session and set size was not significant (F<1; 
pBIC(H0|D)=.98).  Finally, I ran the same two-way ANOVA using response bias (C) as the 
dependent variable. There was no main effect of session (F<1; pBIC(H0|D)=.84), no main effect 
of set size (F(2, 58)=2.22, p=0.12, MSe=0.03; pBIC(H0|D)=.89), and no interaction between set 
size and session (F<1; pBIC(H0|D)=.98).   
 






 Number of items in memory array 
Four items Six items Eight items 
Experiment 1a 2.08 (0.66) 1.44 (0.54) 1.07 (0.42) 
Experiment 1b 2.24 (0.53) 1.48 (0.56) 1.06 (0.44) 
Experiment 1c 1.57 (0.80) 1.19 (0.62) 1.01 (0.64) 
Experiment 2: Change detection task 2.07 (0.79) 1.38 (0.64) 0.92 (0.47) 
Experiment 2: RSVP task 1.74 (0.60) 1.30 (0.43) 1.15 (0.42) 
Experiment 3: Change detection group 2.21 (0.79) 1.53 (0.63) 1.07 (0.51) 
Experiment 3: RSVP group 1.70 (1.05) 1.25 (0.81) 1.11 (0.65) 
Table 8. Sensitivity metric of the UVSD model (da). Table contains mean da for each set size in 
each experiment. Values in parentheses denote standard deviations. 
Table 9. Mean regression estimates of slopes of standardized (z-score converted) ROC curves.  











 Number of items in memory array 
Four items Six items Eight items 
Experiment 1a 0.87 (0.53) 1.00 (0.35) 1.15 (0.48) 
Experiment 1b 0.92 (0.59) 0.98 (0.27) 1.01 (0.24) 
Experiment 1c 0.75 (0.25) 0.77 (0.25) 0.79 (0.21) 
Experiment 2: Change detection task 1.05 (0.93) 0.94 (0.30) 1.03 (0.32) 
Experiment 2: RSVP task 0.74 (0.16) 0.74 (0.17) 0.81 (0.22) 
Experiment 3: Change detection group 0.85 (0.48) 0.94 (0.32) 1.01 (0.26) 





APPENDIX C: FIT STATISTICS 
 
 
Table 10. Fit statistics for five models and each experiment. CD denotes the change detection 


























AIC 882 885 869 863 865 
BIC 906 955 947 933 946 
1b 
AIC 913 908 893 889 892 
BIC 1018 978 970 960 973 
1c 
AIC 908 946 936 934 933 
BIC 932 1016 1014 1004 1015 
2: CD 
AIC 915 914 898 898 900 
BIC 938 984 976 968 982 
2: RSVP  
AIC  951 969 956 953 954 
BIC 983 1039 1034 1023 1036 
3: CD 
Session 1 
AIC 890 889 874 870 871 
BIC 913 959 952 940 953 
3: CD 
Session 2 
AIC 855 856 842 838 840 
BIC 879 926 920 908 922 
3: RSVP 
Session 1 
AIC 941 950 932 920 917 
BIC 964 1020 1010 990 998 
3: RSVP 
Session 2 
AIC  896 904 890 875 871 





APPENDIX D: PROOFS FOR RANKING TASK 
Discrete slot model predictions. Proof that the discrete slot model predicts that conditional 
probability of assigning a target item rank 2, given it is not assigned rank 1, should not differ as a 
function of memory strength. The discrete slot model makes the following predictions about how 
people show assign ranks 1-3.  First, the model predicts that people should assign an item rank 1 
if it is in memory (𝐾/𝑁) or if it is not in memory but the person happens to guess with 
probability 𝑔 that the item should receive a rank of 1.  The expression for this prediction is 
shown in equation 1. 






) ∗ 𝑔    
Second, the model predicts that people should assign the target item rank 2 or 3, only if the item 
is not in memory (1 −
𝐾
𝑁
) and the item should receive a ranking of 2 or 3 with probability 𝑔4 . 
𝑝(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑘 2) = (1 −
𝐾
𝑁
) ∗ 𝑔 
𝑝(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑘 3) = (1 −
𝐾
𝑁
) ∗ 𝑔 
Together, the conditional probability of assigning the target item rank 2 given it is not assigned 
rank 1 can be expressed by the following equality. 












                                                          
4 It is possible that people may have a different guessing bias to assign an item Rank 1, 2 or 3 that 
depends on the spatial location or color of the stimulus. However, because all of this is 
randomized in all our experiments, I assume that the guessing bias for assigning the target any 





Rearranging terms in the above equation shows that 𝑐𝑝𝑅2 is determined solely by the response 
bias parameter 𝑔. 
 





























The second central prediction for this is that independently of memory strength, the conditional 
probability of assigning a target item rank 2 versus rank 3, should be equal. This can be 
demonstrated by considering the probability of assigning the target item any ranking, which is 




+ 3 ∗ (1 −
𝐾
𝑁




= 3 ∗ (1 −
𝐾
𝑁
) ∗ 𝑔 
1/3 = 𝑔 
Rearranging terms shows that the guessing bias is unrelated to the probability with which an item 
is in memory.  Therefore, the bias associated with assigning any item rank 1, 2 or 3 is unrelated 
to its memory strength.  It follows that 𝑐𝑝𝑅2 = 𝑐𝑝𝑅3 = 1/2.   
 
Mixture model predictions. The prediction of the mixture model about how people should assign 
ranks to items is given by the following equations. 
𝑝(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑘 1) =
𝐾
𝑁
∗ 𝜙(𝑑′ − 𝑐) + (1 −
𝐾
𝑁
) ∗ 𝜙(𝑐) 
p(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑘 2) = (1 −
𝐾
𝑁





p(𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑛𝑘 3) = (1 −
𝐾
𝑁
) ∗ 𝜙(𝑐) 
In words, this model predicts that the probability of assigning an item rank 1 is determined by the 
probability an item is in memory or the probability that an item is not in memory and the person 
happens to assign a rank of 1 through guessing. Unlike standard discrete-slot models, the mixture 
model does predict that, if an item is in memory, it can be of variable resolution.  However, if an 
item does not enter memory, i.e., is not stored in a slot, no information about it will be stored. As 
before, I assume that any bias to assign the target item rank 1, rank 2 or rank 3 if it is not in 
memory, is equal.   
  First, I will show how response bias  𝜙(𝑐) relates to memory strength.  As before, I 
assume that the probability of assigning the target item any rank must be equal to 1.  From the 




∗ 𝜙(𝑑′ − 𝑐) + 3 ∗ (1 −
𝐾
𝑁
) ∗ 𝜙(𝑐) 










It follows that the conditional probability of assigning an item rank 2, given it is not assigned 
rank 1 can be express as follows, 


































Multiplying the numerator and denominator by 3 yields,  





3 − (3 ∗
𝐾
𝑁 ∗ 𝜙

























Therefore, the mixture model also predicts that 𝑐𝑝𝑅2 should be constant as a function of memory 
strength. Similarly, 𝑐𝑝𝑅2 = 𝑐𝑝𝑅3 = 1/2.   
Predictions of EVSD model. Next I show that the EVSD model predicts that 𝑐𝑝𝑅2 increases 
monotonically with an increase in the mean of the signal distribution µ. 
  The probability of assigning a lower rank 𝑖 (where a lower rank designates higher 
‘probability’ that a given item is a target item) to a signal event is determined by the probability 
that the evidence provided by the signal event exceeds the evidence provided by the lure events 
(Wickens, 2001, pg. 107).  That is 
𝑝(𝑡𝑎𝑟𝑔𝑒𝑡 𝑖𝑡𝑒𝑚 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑟𝑎𝑛𝑘 𝑖|𝑋𝑆 = 𝑥) = 𝑝[max(𝑋𝑛1, 𝑋𝑛2 … 𝑋𝑛(𝑀−𝑖)) < 𝑥] 
where 𝑋𝑆 is the signal random variable, 𝑥 is the amount of evidence observed on a given trial 
from an event sampled from the signal distribution, 𝑋𝑛 is the noise random variable, and 𝑀 is the 
number to-be-ranked items.  This probability is equivalent to the cumulative density function of 
the noise distribution up to the value 𝑥 for  𝑀 − 𝑖 lures, which is equivalent to 𝐹𝑁(𝑥)





probability of assigning the remaining set of   𝑖 − 1 lures ranking smaller than the target item is 
1 − 𝑝[max(𝑋𝑛1 … 𝑋𝑛(𝑀−𝑖)) < 𝑥]. This probability is equivalent to (1 − 𝐹𝑁(𝑥))
𝑖−1.  To find the 
unconditional probability of both of these events, I need to compute their joint probability and 
weight this joint probability by the probability of each event 𝑥 for all possible events 𝑥 (see 
equation 6.19 in Wickens, 2001 pg 107).   Accordingly, the probability of assigning the target 







The coefficient represents all possible ways in which the lure items can be assigned a rank other 
than rank 𝑖 and 𝑓𝑆(𝑥) designates the pdf of the signal distribution.   
 Note that for 𝜇2 > 𝜇1, 𝑝(𝑥2 > 𝑥1) > 𝑝(𝑥2 ≤ 𝑥1). In other words, as the mean of the signal 
distribution increases, the probability of the signal event providing more evidence for a signal is 
higher than it is for a signal distribution with a lower mean. It follows that, 




𝑖−1 < (1 − 𝐹𝑁(𝑥1))
𝑖−1.   
  Consider the formula for 𝑐𝑝𝑅2. 
𝑐𝑝𝑅2 =
(𝑀 − 1) ∫ 𝑓𝑆(𝑥)𝐹𝑁(𝑥)
𝑀−2(1 − 𝐹𝑁(𝑥))𝑑𝑥
1 − ∫ 𝑓𝑆(𝑥)𝐹𝑁(𝑥)𝑀−1𝑑𝑥
 
   From above, it follows that the denominator is decreasing with increasing µ and 
numerator is increasing with increasing µ.  Furthermore, assuming that 𝜇0 = 0 is the mean of the 
noise distribution and 𝜇𝑆 > 0 is the mean of the signal distribution, from the inequality 𝜇𝑆 > 𝜇0, 
𝑝(𝑥𝑆 > 𝑥0) > 𝑝(𝑥𝑆 ≤ 𝑥0), it follows that the signal generated by the target item should, be on 
average, higher than the signal generated by the lure items.  This implies that 𝑐𝑝𝑅2 > 𝑐𝑝𝑅3 when 





APPENDIX E: PROOFS INCORPORATING ALTERNATIVE RESPONSE 
STRATEGIES 
The following proof shows that predictions about how 𝑐𝑝𝑅2should change as a function of 
memory strength, and how 𝑐𝑝𝑅2 compares to 𝑐𝑝𝑅3 continue to hold under the discrete-slot model 
even if people make their memory judgments by remembering the lures, or any combination of 
lures and the target item.  Tables 11 and 12 show the predictions made by the discrete-slot model 




T L1 L2 Outcome Probability of outcome 
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Table 11. Probabilities of assigning target rank 1 based on memory. 
𝑃(𝑅𝑎𝑛𝑘 1 𝑤𝑖𝑡ℎ  𝑚𝑒𝑚𝑜𝑟𝑦) = 𝑚 
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T L1 L2 Outcome Probability of outcome 



























Table 12. Probability of assigning target item rank 2 or 3 based on no memory. 





𝑁 − 𝐾 − 1
𝑁 − 1
) ∗ (
𝑁 − 𝐾 − 2
𝑁 − 2







𝑁 − 𝐾 − 1
𝑁 − 2
)
= (1 − 𝑚) 
𝑃(𝑟𝑎𝑛𝑘 2 ) = (1 − 𝑚) ∗ 𝑔 
𝑃(𝑟𝑎𝑛𝑘 3 ) = (1 − 𝑚) ∗ 𝑔 
𝑐𝑝𝑅2 =
(1 − 𝑚) ∗ 𝑔
1 − (𝑚 + (1 − 𝑚) ∗ 𝑔)
=
(1 − 𝑚) ∗ 𝑔
(1 − 𝑚)(1 − 𝑔)
=
𝑔
1 − 𝑔
= 1/2 
 
 
 
 
 
 
 
