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Abstract
We derive, by means of Γ-convergence, the equations of homogenized bending rod
starting from 3D nonlinear elasticity equations. The main assumption is that the
energy behaves like h2 (after dividing by the order h2 of vanishing volume) where
h is the thickness of the body. We do not presuppose any kind of periodicity and
work in the general framework. The result shows that, on a subsequence, we always
obtain the equations of bending-torsion rod and identifies, in an abstract formulation,
the limiting quadratic form connected with that model. This is a generalization from
periodic to non-periodic homogenization of bending-torsion rod theory already present
in the literature.
Keywords: elasticity, dimension reduction, homogenization, bending rod model.
AMS Subject Classification: 35B27, 49J45, 74E30, 74Q05.
Contents
1 Introduction 2
1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Derivation of the model 4
2.1 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Characterization of relaxation field . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Definition of limit energy density . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Identification of Γ-limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1
3 Appendix 22
[1]
—
1 Introduction
This paper is about derivation of homogenized bending-torsion theory for rods, starting
from 3D elasticity by means of Γ-convergence. The main novelty is that we do not presup-
pose any kind of periodicity, but work in a general framework. There is a vast literature on
deriving rod, plate and shell equations from 3D elasticity. The first work in deriving the
lower dimensional models by Γ-convergence techniques was [ABP91] where the authors
derived the string model. It was well known that the obtained models depend on the
assumption what is the relation of the external loads (i.e. the energy) with respect to the
thickness of the body h. The first rigorous derivation of higher ordered models was done in
[FJM02, FJM06]) for the case of bending and von Ka´rma´n plate. The key mathematical
ingredient in these cases was the theorem on geometric rigidity.
After these pioneering works there is a vast literature on the rigourous derivation of lower
dimensional models from 3D elasticity by means of Γ-convergence. We mention only those
works that refer to the derivation of the rod theories.
In [MM03] the authors derive the bending-torsion rod theory assuming the fixed stored
energy density function (without possible oscillations in the material). As usual in bending
theories, they assume that the energy is of the order h2, where h is the thickness of the
body (after division with the order of vanishing volume, which is h2). In [MM04] the
authors derive the model in the so called von-Ka´rma´n regime where the order of energy
is h4. In [MM08] the authors analyze the stationary points (i.e. the equations) in the
case of bending rod and show that the limit equation is the one corresponding to the limit
energy obtained by Γ-convergence. However, due to nonlinearity, it is not clear that the
global minimizers satisfy these equations from which the authors start the derivation (see
[MS12, DM12] for details).
It is important to notice that the bending theory is still large deformation theory (although
small strain theory), while the von-Ka´rma´n theory is a small displacement theory where
the limit deformation is rigid motion and the energy depends on the correctors. Thus, we
can say that the bending theory carries more nonlinearity. We refer the reader to [Sca09]
where the author gave the full asymptotic (higher ordered) theory for curved rods.
This paper deals with the effects of simultaneous homogenization and dimensional reduc-
tion. There is a vast literature on the effects of simultaneous homogenization and dimen-
sional reduction on the limit equations, in different context. In [GM06] the authors study
the effects of simultaneous homogenization and dimensional reduction for linear elasticity
system without periodicity assumption introducing the variant of H-convergence adapted
to dimensional reduction. In [BFF00] the authors study the same effects for nonlinear sys-
tems (membrane plate) by means of Γ-convergence, also without periodicity assumptions.
In [CM04] the author studies nonlinear monotone operators in the context of simultane-
ous homogenization and dimensional reduction, without periodicity assumption. Much
earlier in [JT89] the authors study the same effects for the linear rod case where it was
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assumed that the rod is homogeneous along its central line, but the microstructure is
given in the cross section. We also mention the work of Arrieta on Laplace equation
and thin domain with an oscillatory boundary (see e.g. [AP11]). Finally we emphasize
the works [Neu10, Neu12], where the author gave the systematic approach and combined
the techniques from [FJM02, FJM06] and two scale convergence to obtain the model of
homogenized bending rod.
Recently, the techniques from [FJM02, FJM06] were combined together with two-scale con-
vergence to obtain the models of homogenized von Ka´rma´n plate (see [Vel13, NV13]), ho-
mogenized von Ka´rma´n shell (see [HV]) and homogenized bending plate (see [HNV, Vela]).
These models were derived under the assumption of periodic oscillations of the material
where it was assumed that the material oscillates on the scale ε(h), while the thickness
of the body is h. The obtained models depend on the parameter γ = limh→0 hε(h) . In the
case of von Ka´rma´n plate the situation γ = 0 corresponds to the case when dimensional
reduction dominates and the obtained model is the model of homogenized von Ka´rma´n
plate and can be obtained as the limit case when γ → 0. Analogously, the situation when
γ = ∞ corresponds to the case when homogenization dominates and can again be ob-
tained as the limit when γ →∞; this is the model of von Ka´rma´n plate obtained starting
from homogenized energy. In the case of von Ka´rma´n shell and bending plate the situation
γ = 0 was more subtle and leaded that the models depend on the further assumption of the
relation between ε(h) and h. We obtained different models for the case ε(h)2 ≪ h ≪ ε(h)
and h ∼ ε(h)2.
This paper derives the model of bending-torsion rod by simultaneous homogenization
and dimensional reduction without any periodicity assumption and generalize the work
[Neu12]. In that work the author derived the bending-torsion rod theory by assuming
periodic oscillations of the material on the central line of the rod. The author used the
tool of two-scale convergence, appropriate for periodic homogenization. Here we show
sort of stability result: one obtains the same type of equations starting from any kind of
oscillating or non-oscillating material, where the oscillations can be done in any direction
(even in the cross-section). This is, because of these reasons, significant improvement
of [Neu12] and uses the general approach from Γ-convergence. The similar work in this
direction was [Velb] where the author derived the model of von-Ka´rma´n plate by means of
simultaneous homogenization and dimensional reduction without periodicity assumption
and thus generalized earlier work [NV13].
This paper, together with [Velb], is the first treatment of simultaneous homogenization
and dimensional reduction without periodicity assumption by variational techniques in
the context of higher order models in elasticity, at least to our knowledge (membrane
case was already analyzed in [BFF00]). The main results are given in Theorem 2.17 and
Theorem 2.18 where the lower bound and the upper bound is proved, respectively. We
prove that, on a subsequence, the limit energy density is a quadratic form in the strain of
the limit deformation (the limit deformation and the strain itself is the standard one for
the bending rod case).
1.1 Notation
By B(x, r) we denote the ball of radius r > 0 around x ∈ Rn in Euclidean norm. We
denote by e1, e2, e3 the canonical basis in R
3 and by ∇h we denote the operator ∇h =
3
(∂1,
1
h
∂2,
1
h
∂3). By M
m×n we denote the space of matrices with m rows and n columns,
by Mn we denote the space of quadratic matrices of order n. Mnsym denotes the space of
symmetric matrices of order n, while Mnskw denotes the space of skew symmetric matrices
of order n. For A ∈Mn by symA we denote the symmetric part of A; symA = 12(A+At),
while by skwA we denote the skew symmetric part of A; skwA = 12(A − At). For
A,B ∈Mn by A · B we denote the tr(ABt). ι : R3 →M3 denotes the natural inclusion
ι(m) =
3∑
i=1
miei ⊗ e1.
For A ∈ M3skw axlA stands for the axial vector of A, i.e., Ax = axlA ∧ x, for all x ∈ R3.
It is easy to see that axlA = (A32, A13, A21)
t.
If O ⊂ Rn open, by W 1,p(O;M) we denote the subset of Sobolev space of functions taking
values in M ⊂ Rm for a.e. x ∈ O. It is easy to see if M is a subspace of Rm then
W 1,p(O;M) is a subspace of W 1,p(O;Rm). If M is closed subset of Rm then W 1,p(O;M)
is a closed subset of W 1,p(O;Rm) in weak and strong topology. For S ⊂ Rn, by χS we
denote the characteristic function of S; χS : R
n → {0, 1}. By |S| we denote the Lebesgue
measure of S. For x ∈ R, by ⌊x⌋ we denote the greatest integer less or equal to x.
2 Derivation of the model
Let ω ⊂ R2 be an open connected set with Lipschitz boundary. We define by Ωh =
[0, L] × hω the reference configuration of the rod-like body. When h = 1 we omit the
superscript and write Ω = Ω1. We may assume that the coordinate axes are chosen such
that ˆ
ω
x2 dx2 dx3 =
ˆ
ω
x3 dx2 dx3 =
ˆ
ω
x2x3 dx2 dx3 = 0. (1)
We denote the moments of inertia by µi =
´
ω
x2i dx2 dx3 for i = 2, 3 and define dω =
(0, x2, x3)
t.
2.1 General framework
The following two definitions will give conditions on the energy densities.
Definition 2.1 (Nonlinear material law). Let 0 < η1 ≤ η2 and ρ > 0. The class
W(η1, η2, ρ) consists of all measurable functions W : R3×3 → [0,+∞] that satisfy the
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following properties:
W is frame indifferent, i.e. (W1)
W (RF ) =W (F ) for all F ∈M3, R ∈ SO(3);
W is non degenerate, i.e. (W2)
W (F ) ≥ η1 dist2(F,SO(3)) for all F ∈M3;
W (F ) ≤ η2 dist2(F,SO(3)) for all F ∈M3 with dist2(F,SO(3)) ≤ ρ;
W is minimal at I, i.e. (W3)
W (I) = 0;
W admits a quadratic expansion at I, i.e. (W4)
W (I +G) = Q(G) + o(|G|2), for all G ∈M3,
where Q : M3 → R is a quadratic form.
In the following definition we state our assumptions on the family (W h)h>0.
Definition 2.2 (Admissible composite material). Let 0 < η1 ≤ η2 and ρ > 0. We say
that a family (W h)h>0
W h : Ω×M3 → R+ ∪ {+∞},
describes an admissible composite material of class W(η1, η2, ρ) if
(i) For each h > 0, W h is almost surely equal to a Borel function on Ω× R3×3,
(ii) W h(x, ·) ∈ W(η1, η2, ρ) for every h > 0 and almost every x ∈ Ω.
(iii) there exists a monotone function r : R+ → R+∪{+∞}, such that r(δ)→ 0 as δ → 0
and
∀G ∈ R3×3 : lim sup
h→0
|W h(x, I +G)−Qh(x,G)| ≤ r(|G|)|G|2, (2)
for almost all x ∈ Ω, where Qh(x, ·) is a quadratic form given in Definition 2.1.
Notice that for each h > 0 Qh can be written as the pointwise limit
(x,G)→ Qh(x,G) := lim
ε→0
1
ε2
W h(x, Id+ εG). (3)
Therefore, it inherits the measurability properties of W h.
Lemma 2.3. Let (W h)h>0 be as in Definition 2.2 and let (Q
h)h>0 be the family of the
quadratic forms associated to (W h)h>0 through the expansion (W4). Then
(Q1) for all h > 0 and almost all x ∈ Ω the map Qh(x, ·) is quadratic and satisfies
η1| symG|2 ≤ Qh(x,G) = Qh(x, symG) ≤ η2| symG|2 for all G ∈M3.
Proof. (Q1) follows from (W2).
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Remark 1. From (Q1) we also obtain that
(4)
|Qh(x,G1)−Qh(x,G2)| ≤ η2| symG1 − symG2| · | symG1 + symG2|,
for a.e. x ∈ Ω,∀h > 0, G1, G2 ∈ R3×3.
We will assume that we are in bending regime, i.e., that the energy of minimizing sequence
behaves like this ˆ
Ω
W h(x,∇hyh) dx ≤ Ch2, for some C > 0. (5)
This assumption can be replaced by the assumption on the scaling of external loads, see
[FJM06] for details.
Theorem 2.4. Assume that the sequence of deformations yh ∈W 1,2(Ω;R3) satisfies
ˆ
Ω
dist2(∇hyh,SO(3)) dx ≤ C1h2,
for some C1 > 0, independent of h. Then there exist a constant C > 0 and a sequence
(Rh)h>0 ⊂ C∞([0, L];R3×3), such that Rh(x1) ∈ SO(3) for every x1 ∈ [0, L] and
‖∇hyh −Rh‖L2 ≤ Ch, (6)
‖(Rh)′‖L2 + ‖h(Rh)′′‖L2 ≤ C. (7)
Proof. See the proof of [MM08, Proposition 4.1].
From the expression (7) we conclude that the sequence (Rh)h>0, on a subsequence, con-
verges weakly in W 1,2([0, L];R3×3) (and thus strongly in L∞([0, L];R3×3)).
2.2 Characterization of relaxation field
We will need the following characterization of the rod deformation.
Lemma 2.5. There exists a constant C(ω) > 0 independent of h such that for given
u ∈W 1,q(Ω,R3), 1 < q <∞, we have that
u = ah +Bh(x1, hx2, hx3)
t +

 −(ϕh1)′(x1)x2 − (ϕh2 )′(x1)x3 + zh1 (x)1
h
ϕh1(x1) + w
h(x1)x3 + z
h
2 (x)
1
h
ϕh2(x1)− wh(x1)x2 + zh3 (x)

 , (8)
where ah ∈ R3, Bh ∈ M3skw, ϕα ∈ W 2,q([0, L]) for α = 1, 2, wh ∈ W 1,q([0, L]), zh ∈
W 1,q(Ω;R3) and
‖ϕh1‖W 2,q + ‖ϕh2‖W 2,q + ‖wh‖W 1,q ≤ C(ω)‖ sym∇hu‖Lq , (9)ˆ
Ω
|zh|q +
ˆ
Ω
|∇hzh|q ≤ C(ω)‖ sym∇hu‖Lq . (10)
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Proof. The proof follows from the Griso’s decomposition (see [Gri08, Theorem 2.1]): there
are functions Ue and u¯ such that u = Ue+ u¯, where u¯ ∈W 1,q(Ω;R3) and Ue is the elemen-
tary displacement, i.e., there are functions U ∈ W 1,q([0, L];R3) and R ∈ W 1,q([0, L];R3)
which are independent of x2 and x3 variables such that
Ue = U +R× (hx2e2 + hx3e3).
Also the following estimates hold
‖u¯‖Lq ≤ C(ω)h ‖sym∇hu‖Lq ‖∇hu¯‖Lq ≤ C(ω) ‖sym∇hu‖Lq , (11)
h
∥∥R′∥∥
Lq
+
∥∥U ′1∥∥Lq + ∥∥U ′2 −R3∥∥Lq + ∥∥U ′3 +R2∥∥Lq ≤ C(ω) ‖sym∇hu‖Lq . (12)
We define the functions:
ah = (U1(0),U2(0),U3(0)) ,
Bh =

 0 −R3(0) R2(0)R3(0) 0 −R1(0)
−R2(0) R1(0) 0

 ,
ϕh1(x1) = h
(ˆ x1
0
R3(t)dt− x1R3(0)
)
,
ϕh2(x1) = h
(
−
ˆ x1
0
R2(t)dt+ x1R2(0)
)
,
wh(x1) = −h(R1(x1)−R1(0)),
zh1 (x) = U1(x1)− U1(0) + u¯1(x),
zh2 (x) = U2(x1)− U2(0) −
ˆ x1
0
R3(t)dt+ u¯2(x),
zh3 (x) = U3(x1)− U3(0) +
ˆ x1
0
R2(t)dt+ u¯3(x).
It is straightforward to check that (8) holds. To prove the estimates (9) and (10) we use
the Poincare´ inequality, (11) and (12) to deduce
‖ϕh1‖W 2,q + ‖ϕh2‖W 2,q + ‖wh‖W 1,q ≤ CPh‖R′‖Lq ≤ C(ω)‖ sym∇hu‖Lq ,
and
‖zh‖Lq + ‖∇hzh‖Lq ≤ CP
(∥∥U ′1∥∥Lq + ∥∥U ′2 −R3∥∥Lq + ∥∥U ′3 +R2∥∥Lq)
+‖u¯‖Lq + ‖∇hu¯‖Lq + h‖R′‖Lq ≤ C(ω) ‖sym∇hu‖Lq .
Corollary 2.6. Let the sequence (uh)h>0 ⊂W 1,q(Ω,R3) is such that (‖ sym∇huh‖Lq )h>0
is bounded, (uh1 , hu
h
2 , hu
h
3) converges to zero strongly in L
q and
´
ω
x3u
h
2 (or
´
ω
x2u
h
3)
converges to zero strongly in Lq. Then there are sequences (ah)h>0 ∈ R3, (Bh)h>0 ∈
M
3
skw, (z
h)h>0 ⊂ W 1,q(Ω;R3), (ϕhα)h>0 ⊂ W 2,q([0, L];R3), for α = 1, 2, and (wh)h>0 ⊂
W 1,q([0, L];R3) such that (8), (9), (10) is valid. Moreover, we have:
a. (ah1 , ha
h
2 , ha
h
3 )→ 0, hBh → 0, zh1 → 0 strongly in Lq, wh → 0 strongly in Lq and for
α = 1, 2 ϕhα → 0 strongly in W 1,q as h→ 0.
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b. For the following decomposition of zh, zh = zh + z˜h, where zh =
´
ω
zh, we have that
z¯h1 → 0 strongly in Lq and ‖z˜h‖Lq ≤ C(ω)h‖ sym∇huh‖Lq , for some C(ω) > 0.
c. There are sequences (Ah)h>0 ⊂ W 1,q([0, L];M3skw) and (vh)h>0 ⊂ W 1,q(Ω;R3), such
that , Ah → 0 and vh → 0 strongly in Lq and the following decomposition holds
sym∇huh = sym ι
(
(Ah)′dω
)
+ sym∇hzh = sym ι
(
(Ah)′dω
)
+ sym∇hvh +O(h),
where O(h)→ 0 strongly in Lq as h→ 0. Moreover, we obtain that
‖Ah‖W 1,q + ‖vh‖Lq + ‖∇hvh‖Lq ≤ C(ω)‖ sym∇huh‖Lq . (13)
Proof. Since
´
ω
z˜h = 0 we conclude from the Poincare´ inequality that
‖z˜h‖Lq ≤ C(ω)h‖∇hzh‖Lq ≤ C(ω)h‖ sym∇huh‖Lq .
Thus, z˜h → 0 strongly in Lq. After redefining ah and Bh we can assume that
ˆ
Ω
zh =
ˆ L
0
zh =
ˆ L
0
wh =
ˆ L
0
ϕhα =
ˆ L
0
x1ϕ
h
α = 0, for α = 1, 2. (14)
Integrating the first equation in (8) over ω and taking into account the choice of coordinate
axes (1), we conclude that ah1 |ω| + zh1 → 0 strongly in Lq(ω). From this, by integration
over [0, L], we obtain that ah1 → 0 in Lq(Ω) and, consequently, zh1 → 0 strongly in Lq(Ω).
By multiplying the (8) with x2 and x3 and taking into account (9) and (10) we obtain
that hBh12 and hB
h
13 are bounded in L
q norm.
We multiply the second and third equation of (8) by h(x1 − L2 ), integrate over Ω and
take the limit as h → 0 to obtain that hBh12 → 0 and hBh13 → 0 strongly in Lq. Again,
integrating the second and third equation of (8) over Ω and taking the limit as h→ 0 we
deduce that hah2 → 0 and hah3 → 0 in Lq. We also obtain that ϕhα → 0 strongly in W 1,q,
since it is bounded in W 2,q.
We multiply the second equation in (8) by x3 and integrate over ω. Using the decompo-
sition of zh we conclude that hBh23 + w
h → 0 strongly in Lq. From this, using (14), it
follows that hBh23 → 0 and wh → 0 strongly in Lq. This finishes the proof of (a) and (b).
To prove (c) we take the sequence (ph2 , p
h
3)h>0 ⊂ C∞((0, L),R2) such that
‖ph − (zh2 , zh3)‖Lq → 0, ‖ph‖W 1,q ≤ C‖(zh2 , zh3)‖W 1,q , h‖ph‖W 2,q → 0.
for some C > 0. The sequence ph can be constructed by mollification of (zh2 , z
h
3) such that
the mollifiers are of radius rh ≫ h. We define
vh = zh − (0, ph2 , ph3)t + (hx2ph2 + hx3ph3 , 0, 0)t, O(h) = (−hx2(ph2)′ − hx3(ph3)′)e1 ⊗ e1.
and conclude the proof.
From the first equation in (8) (after integration over ω) we obtain that ah1 |ω| + zh1 → 0
strongly in Lq. From this, by integration over [0, L], we obtain ah1 → 0 and then zh1 → 0
strongly in Lq. We also conclude that hBh12, hB
h
13 is bounded. From the second and third
equation of (8) (after multiplication with h) we then obtain that hBh12 → 0, hBh13 →
0. This is done by multiplication with x1 − L2 and then integrating over Ω. Now only
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integration over Ω also gives hah2 → 0, hah3 → 0. We also obtain that ϕhα → 0 strongly in
W 1,q, since it is bounded in W 2,q and converges to zero strongly in Lq.
The second equation we multiply with x3 and integrate over ω. Using the decomposition
of zh we conclude that hBh23 + w
h → 0 strongly in Lq. From this, using (14), it follows
that hBh23 → 0 and wh → 0 strongly in Lq. This finishes the proof of (a) and (b). To
obtain (c) we find the sequence (ph2 , p
h
3)h>0 ⊂ C∞((0, L),R2) such that for some C > 0
‖ph − (zh2 , zh3)‖Lq → 0, ‖ph‖W 1,q ≤ C‖(zh2 , zh3)‖W 1,q , h‖ph‖W 2,q → 0.
This can be done by mollification of (zh2 , z
h
3) with mollifiers of radius rh ≫ h. We define
vh = zh − (0, ph2 , ph3)t + (hx2ph2 + hx3ph3 , 0, 0)t, O(h) = (−hx2(ph2)′ − hx3(ph3)′)e1 ⊗ e1.
Lemma 2.7. Let q ≥ 1 and let A ∈ W 1,q(Ω;M3skw) and v ∈ W 1,q(Ω;R3). Then there
exists uh ∈W 1,q(Ω;R3) such that
sym∇huh = ι(A′dω) + sym∇hv.
If A = 0 and v = 0 in the neighbourhood of {0, L} × ω then uh = 0 in a neighbourhood of
{0}×ω and uh is constant in a neighbourhood of {L}×ω. If (Ah)h>0 ⊂W 1,q([0, L];M3skw)
and (vh)h>0 ⊂ W 1,q(Ω;R3) are such that Ah → 0 and vh → 0 strongly in Lq then
(uh1 , hu
h
2 , hu
h
3 )→ 0 and
´
ω
x3u
h
2 → 0 and
´
ω
x2u
h
3 → 0 strongly in Lq.
Proof. Everything follows from the definition u =
(
A12(x1)x2+A13(x1)x3,
1
h
´ x1
0 A21(t) dt+
A23(x1)x3,
1
h
´ x1
0 A31(t) dt+A32(x1)x2
)t
+ v.
2.3 Definition of limit energy density
We now proceed as in [Velb] For any open set O ⊂ [0, L], function m in L2(Ω;R3) and
sequence (hn)n∈N monotonly decreasing to zero we define
(15)
K−(hn)n∈N(m,O) = inf
{
lim inf
n→∞
ˆ
O×ω
Qhn
(
x, ι(m) +∇hnψhn
)
dx :
(ψhn1 , hnψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(O × ω;R3),
ˆ
ω
x3ψ
hn
2 → 0 strongly in L2(O)
}
,
(16)
K+(hn)n∈N
(m,O) = inf
{
lim sup
n→∞
ˆ
A×I
Qhn
(
x, ι(m) +∇hnψhn
)
dx :
(ψhn1 , hnψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(O × ω;R3),
ˆ
ω
x3ψ
hn
2 → 0 strongly in L2(O)
}
.
Remark 2. By using standard diagonalization argument it can be shown that for any
(hn)n∈N monotonly decreasing to 0 the infimum in expressions (15) and (16) are attained.
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Lemma 2.8. There exists a constant C > 0 dependent only on η1, η2 such that for every
sequence (hn)n∈N monotonly decreasing to 0 and A ⊂ [0, L] open set the following inequality
is valid∣∣∣K−(hn)n∈N(m1, A)−K−(hn)n∈N(m2, A)
∣∣∣ ≤ C‖m1 −m2‖L2 (‖m1‖L2 + ‖m2‖L2) , (17)
∀m1,m2 ∈ L2(Ω,R3),
The analogous claim holds for K+(hn)n∈N .
Proof. The proof goes in an analogous way as the proof of [Velb, Lemma 3.5].
If A and B are subsets of [0, L], we denote by A≪ B if A¯ is compact and contained in B.
The following definitions are standard for Γ-convergence techniques (see [DM93]).
Definition 2.9. We say that a family of sets D of A is dense in the family A if for every
A,B ∈ A, with A≪ B, there exists D ∈ D, such that A≪ D ≪ B.
Let D denote the countable family of open subsets of [0, L] which is dense in the class A
of all open subsets of [0, L] and such that every D ∈ D is a finite union of open intervals
which are subsets of [0, L].
By using previous lemma and diagonal procedure we can also easily argument the following
claim.
Lemma 2.10. For every sequence (hn)n∈N monotonly decreasing to zero there exists a
subsequence, still denoted by (hn)n∈N, such that
K+(hn)n∈N
(m,D) = K−(hn)n∈N(m,D), ∀m ∈ L
2(Ω,R3), ∀D ∈ D.
We will now make an assumption on the sequence (hn)n∈N monotonly decreasing to zero
and family (Qhn)n∈N.
Assumption 2.11. For given (hn)n∈N monotonly decreasing to zero we suppose that we
have
K+(hn)n∈N
(m,D) = K−(hn)n∈N(m,D) =: K(m,D), ∀m ∈ L
2(Ω,R3), ∀D ∈ D.
Although the numbers K(m,D) also depend on the sequence, we will not write it, since
it will be clear from the context on which sequence we are referring to.
Remark 3. As in [Velb, Lemma 3.8] we can see that if a sequence (hn)n∈N satisfies the
Assumption 2.11 than we have that
K+(hn)n∈N
(m,O) = K−(hn)n∈N(m,O) =: K(m,O), ∀m ∈ L
2(Ω,R3), ∀O ⊂ [0, L] open.
The following lemma is analogous with [Velb, Lemma 3.10]. We shall not prove it here.
Lemma 2.12. Let (hn)n∈N be a sequence monotonly decreasing to 0 which satisfies As-
sumption 2.11. Take m ∈ L2(Ω,R3) and O ⊂ ω open. Then there exists a subsequence
(hn(k))k∈N and (ϑk)k∈N ⊂W 1,2(O × ω,R3) such that
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(a) (ϑk,1, hn(k)ϑk,2, hn(k)ϑk,3)→ 0,
´
ω
x3ϑk,2 → 0 strongly in L2,
(b) (| sym∇hn(k)ϑk|2)k∈N is equi-integrable,
sym∇hn(k)ϑk = sym ι((Ak)′dω) + sym∇hn(k)vk.
Here (Ak)k∈N ⊂ W 1,2([0, L];M3skw), Ak → 0 strongly in L2, (vk)k∈N ⊂ W 1,2(Ω;R3),
vk → 0 strongly in L2. Moreover we have where
(|(Ak)′|2)k∈N and
(
|∇hn(k)vk|2
)
k∈N
are equi-integrable. Also the following is valid
lim sup
k→∞
(
‖Ak‖W 1,2(O) + ‖∇hn(k)vk‖L2(O×ω)
)
≤ C (η2‖m‖2L2 + 1) ,
where C is independent of the domain O and for each k ∈ N we have Ak = 0 in a
neighborhood of ∂O and vk = 0 in a neighborhood of ∂O × ω.
(c)
K(m,O) = lim
k→∞
ˆ
O×ω
Qhn(k)(x, ι(m) +∇hn(k)ϑk) dx.
Let Lh : Ω ×M3 → M3sym be a measurable mapping such that for every x ∈ Ω, L(x, ·) is
a unique positive semidefinite linear operator such that Qh(x,M) = Lh(x,M) ·M , for all
M ∈M3.
Notice that
Lh(x,M) = Lh(x, symM), ‖Lh‖L∞ ≤ η2. (18)
Corollary 2.13. Take m ∈ L2(Ω;R3) and a sequence (hn)n∈N monotonly decreasing to 0
that satisfy Assumption 2.11 and for which there exists (ϑn)n∈N ⊂W 1,2(Ω,R3) such that
(a) (ϑn,1, hnϑn,2, hnϑn,3)→ 0,
´
ω
x3ϑn,2 → 0 strongly in L2,
(b) K(m, [0, L]) = lim
n→∞
ˆ
Ω
Qhn(x, ι(m) +∇hnϑn) dx.
Then we have that:
(I) (| sym∇hnϑn|2)n∈N is equi-integrable;
(II) for every O open subset of [0, L] we have that
K(m,O) = lim
n→∞
ˆ
O×ω
Qhn(x, ι(m) +∇hnϑn) dx; (19)
(III) If (ψn)n∈N ⊂W 1,2(Ω;R3) is any other sequence that satisfies (a) and (b) then
‖ sym∇hnψn − sym∇hnϑn‖L2 → 0.
and (| sym∇hnψn|2)n∈N is equi-integrable.
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Proof. From (Q1) and by taking the zero subsequence we obtain the bound
lim sup
n→∞
‖ sym∇hnϑn‖L2(Ω) ≤ C
(
η2‖m‖2L2 + 1
)
. (20)
From Corollary 2.6 there are sequences (An)n∈N ⊂ W 1,2((0, L);M3skw) and (vn)n∈N ⊂
W 1,2(Ω;R3) such that An → 0 and vn → 0 strongly in L2 and∥∥sym∇hnϑn − sym ι((An)′dω)− sym∇hnvn∥∥L2 → 0.
From (13) we obtain that
lim sup
k→∞
(‖An‖W 1,2(Ω) + ‖∇hnvn‖L2(Ω)) ≤ C (η2‖m‖2L2 + 1) .
To prove that (| sym∇hnϑn|2)n∈N is equi-integrable, let us assume the opposite, i.e., that
there is ε > 0 such that for every k > 0 there is a measurable set Sk such that |Sk| < 1k
and there is a n(k) > n(k − 1) such that
ˆ
Sk
| sym∇hn(k)ϑn(k)|2 dx ≥ ε.
On the other hand, by Lemma 3.1 and 3.2 there is a subsequence, still denoted by n(k)
and sequences (A˜k)k∈N ⊂W 1,2((0, L);M3skw) and (v˜k)k∈N ⊂W 1,2(Ω;R3) such that:
(i) lim
k→∞
∣∣∣Ω ∩ {A˜k 6= An(k) or A˜′k 6= A′n(k)}∣∣∣ = 0,
(ii) limk→∞
∣∣Ω ∩ {v˜k 6= vn(k) or ∇v˜k 6= ∇vn(k)}∣∣ = 0,
(iii) A˜′k and ∇hn(k) v˜k are equi-integrabile.
Now since
K(m, [0, L]) = lim inf
k→∞
ˆ
Ω
Qhn(k)
(
x, ι(m) +∇hn(k)ϑn(k)
)
dx
> lim inf
k→∞
ˆ
Ω
χΩ\SkQ
hn(k)
(
x, ι(m) +∇hn(k)ϑnk
)
dx
= lim inf
k→∞
ˆ
Ω
χΩ\SkQ
hn(k)
(
x, ι(m) + sym ι((A˜k)
′dω) + sym∇hn(k) v˜k
)
dx
= lim inf
k→∞
ˆ
Ω
Qhn(k)
(
x, ι(m) + sym ι((A˜k)
′dω) + sym∇hn(k) v˜k
)
dx
= K(m, [0, L]),
which gives a contradiction. Therefore, (| sym∇hnϑn|2)n∈N is equi-integrabile.
We will show that ϑn is optimal on any open set O ∈ D which is a finite union of disjoint
open intervals. If that was wrong then there would exist a subsequence, still denoted by
(hn)n∈N such that there is a sequence (ψ1n)n∈N ⊂W 1,2(O×ω,R3) satisfying the conditions
of Lemma 2.12 and
K(m,O) = lim
n→∞
ˆ
O×ω
Qhn
(
x, ι(m) +∇hnψ1n
)
dx < lim
n→∞
ˆ
O×ω
Qhn (x, ι(m) +∇hnϑn) dx.
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On the other hand, on the further subsequence, still denoted by (hn)n∈N we take the
sequence ψ2n ⊂W 1,2([0, L] \ O¯,R3) satisfying the conditions of Lemma 2.12 and
K(m, (0, L)\O¯) = lim
n→∞
ˆ
((0,L)\O¯)×ω
Qhn
(
x, ι(m) +∇hnψ2n
)
dx
≤ lim
n→∞
ˆ
([0,L]\O¯)×ω
Qhn
(
x, ι(m) +∇hnϑ2n
)
dx.
By using Lemma 2.7 we define (ψn)n∈N ⊂W 1,2(Ω;R3) such that
sym∇hnψn = χO sym∇hnψ1n + χ[0,L]\O¯ sym∇hnψ2n.
We conclude that
lim
n→∞
ˆ
[0,L]×ω
Qhn (x, ι(m) +∇hnψn) dx < lim
n→∞
ˆ
[0,L]×ω
Qhn (x, ι(m) +∇hnϑn) dx
= K(m, [0, L]),
which yields a contradiction with the optimality of the sequence (ϑn)n∈N.
Now for any open O ⊂ [0, L], by density, there is an increasing family of sets (Dk)k∈N ⊂ D
which exhausts O. Since (ϑn)n∈N is optimal on each Dk and since K(m,O) ≥ K(m,Dk)
(this can be easily seen from Lemma 2.12) we deduce from equi-integrability of
(| sym∇hnϑn|2)n∈N
that
K(m,O) ≥ lim
k→∞
K(m,Dk) = lim
n→∞
ˆ
O×ω
Qhn (x, ι(m) +∇hnϑn) dx.
that ϑk is also optimal for K(m,O) and (II) is proved.
To prove (III) we first note that
lim
n→∞
ˆ
Ω
Lh(x, ι(m) +∇hnϑn) · ∇hnψ˜n = 0, (21)
for every (ψ˜n)n∈N ⊂W 1,2(Ω;R3) that satisfies (a) and such that | sym∇hnψ˜n| is bounded
in L2.
To prove this we take ε > 0 and for k large enough we derive:
0 ≤
ˆ
Ω
Qhn(x, ι(m) +∇hnϑn + ε∇hnψ˜n) dx−
ˆ
Ω
Qhn(x, ι(m) +∇hnϑn) dx
=
ˆ
Ω
Lh(x, ι(m) +∇hnϑn + ε∇hnψ˜n) · (ι(m) +∇hnϑn + ε∇hnψ˜n) dx
−
ˆ
Ω
Lh(x, ι(m) +∇hnϑn) · (ι(m) +∇hnϑn) dx
= 2ε
ˆ
Ω
Lh(x, ι(m) +∇hnϑn) · (∇hnψ˜n) dx+ ε2
ˆ
Ω
Lh(x,∇hnψ˜n) · (∇hnψ˜n) dx
≤ 2ε
ˆ
Ω
Lh(x, ι(m) +∇hnϑn) · (∇hnψ˜n) dx+ ε2η2| sym∇hψ˜n|2
= 2ε
ˆ
Ω
Lh(x, ι(m) + sym∇hnϑn) · (sym∇hnψ˜n) dx+ ε2η2| sym∇hψ˜n|2.
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If (21) didn’t hold we would choose ε (by taking the appropriate sign) such that the
linear term dominates and the inequality is violated. Thus, we deduce (21), by the
contradiction. To prove the last claim we take two sequences (ϑn)n∈N ⊂ W 1,2(Ω;R3),
(ψn)n∈N ⊂W 1,2(Ω;R3) that satisfy (a) and (b). Now we have, using (21)
η1‖ sym∇hn(ψn − ϑn)‖2L2 ≤
ˆ
Ω
Lhn(x,∇hn(ψn − ϑn)) · ∇hn(ψn − ϑn) dx
=
ˆ
Ω
Lhn(x, ι(m) +∇hnψn) · ∇hn(ψn − ϑn) dx
−
ˆ
Ω
Lhn(x, ι(m) +∇hnϑn) · ∇hn(ψn − ϑn) dx→ 0.
The following lemma proves the compactness result we need.
Lemma 2.14. For every sequence (hn)n∈N that satisfy the Assumption 2.11 there exists
a subsequence, still denoted by (hn)n∈N such that for each m ∈ L2(Ω;R3) there exists
(ϑn(m))n∈N ⊂W 1,2(Ω;R3) which satisfies
(a) (ϑn,1(m), hnϑn,2(m), hnϑn,3(m))→ 0,
´
ω
x3ϑn,2(m)→ 0 strongly in L2,
(b)
K(m, [0, L]) = lim
n→∞
ˆ
Ω
Qhn(x, ι(m) +∇hnϑn(m)) dx.
Proof. Let M ⊂ L2(Ω;R3) be a countable dense family. By diagonalization procedure
it is possible to construct the subsequence, still denoted by (hn)n∈N such that for each
m ∈ M there is a sequence ϑ(m)n for which (a) and (b) holds. Now we take the sequence
(mn)n∈N ⊂ M such that mn → m in L2 as n → ∞ and define the strictly increasing
function k : N→ N which satisfies for every n0 ∈ N∣∣∣∣K(mn0 , [0, L]) −
ˆ
Ω
Qhn (x, ι(mn0) +∇hnϑn(mn0)) dx
∣∣∣∣ < 1n0 ,
‖(ϑn,1(mn0), hnϑn,2(mn0), hnϑn,3(mn0))‖L2 <
1
n0
,∥∥∥∥
ˆ
ω
x3ϑn,2(mn0)
∥∥∥∥
L2
<
1
n0
, for every n ≥ k(n0).
For every i ∈ N and j ∈ [k(i), k(i + 1)) take ϑj(m) := ϑj(mk(i)) and use Lemma 2.8 to
show (b).
We are now in position to make the assumption on the family (Qh)h>0.
Assumption 2.15. We assume that for every m ∈ L2(Ω;R3) and every O ⊂ [0, L] open
there exists number K(m,O) such that for every (hn)n∈N monotonly decreasing to zero
there exists (ϑn(m))n∈N ⊂W 1,2(Ω;R3) such that
(a) (ϑn,1(m), hnϑn,2(m), hnϑn,3(m))→ 0,
´
ω
x3ϑn,2(m)→ 0 strongly in L2,
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(b)
K(m,O) = lim
n→∞
ˆ
O×ω
Qhn(x, ι(m) +∇hnϑn(m)) dx.
Moreover, we have
K(m,O) = min
{
lim inf
n→∞
ˆ
O×ω
Qhn
(
x, ι(m) +∇hnψhn
)
dx :
(ψhn1 , hnψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(O × ω;R3)
ˆ
ω
x3ψ
hn
2 → 0 strongly in L2(O)
}
= min
{
lim sup
n→∞
ˆ
A×I
Qhn
(
x, ι(m) +∇hnψhn
)
dx :
(ψhn1 , hnψ
hn
2 , hnψ
hn
3 )→ 0 strongly in L2(O × ω;R3),
ˆ
ω
x3ψ
hn
2 → 0 strongly in L2(O)
}
.
We define the mapping m : L2([0, L];M3skw) × L2([0, L]) → L2([0, L];R3) by m(A, a) =
A(0, x2, x3)
t + a. The following proposition is the analogous to [Velb, Proposition 2.9].
Proposition 2.16. Let Assumption 2.15 be valid. There exists a measurable function Q :
[0, L]×M3skw ×R→ R such that for every O ⊂ [0, L] open and every A ∈ L2([0, L];M3skw)
we have
K(m(A, a), O) =
ˆ
O
Q(x1, A(x1), a(x1)) dx1. (22)
Moreover, Q satisfies the following property
(Q’1) for almost all x1 ∈ [0, L] the map Q(x1, ·, ·) is a quadratic form and there is a positive
constant Cω such that
Cω(|A|2 + |a|2) ≤ Q(x1, A, a) ≤ η2
(
max{µ2, µ3}|A|2 + |a|2
)
for all (A, a) ∈M3skw × R.
(23)
Proof. The existence of Q and the proof of 22 is identitical as in [Velb]. Therefore, we will
only prove the boundedness and coercivity property. The function Q is defined via (see
[Velb])
Q(x¯1, A, a) = lim
r→0
1
2r
K (m(A, a), B(x¯1, r)) , for a.e. x¯1 ∈ [0, L]. (24)
The upper bound in (23) is easily obtained by taking the zero subsequence ϑn = 0 and by
using (Q1) and (1) to deduce
|Q(x¯1, A, a)| ≤ η2
(| sym ι(a+Adω)|2) ≤ η2 (max {µ2, µ3}|A|2 + |a|2) ,
for a.e. x¯1 ∈ (0, L).
From the Assumption 2.15 and Corollary 2.6 we deduce that there are bounded sequences
(Ah)h>0 ⊂ W 1,2([0, L];M3skw) and (zh)h>0 ⊂ W 1,2(Ω;R3) such that Ah → 0 and vh → 0
strongly in L2 and
K(m(A, a), B(x¯1, r)) = lim
h→0
ˆ
B(x¯1,r)×ω
Qh
(
x, ι(m) + sym ι((Ah)′dω) + sym∇hvh
)
dx.
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for some C > 0. We can assume, by the density argument, that vh and Ah are smooth
functions. Using the property (Q1) we have
K(m(A, a), B(x¯1, r)) ≥ η1(I1 + I2),
where I1 and I2 are defined by:
I1 = lim
h→0
ˆ
B(x¯1,r)×ω
(
a+A12x2 +A13x3 + (A
h
12)
′x2 + (Ah13)
′x3 + ∂1vh1
)2
dx
I2 =
1
2
lim
h→0


ˆ
B(x¯1,r)×ω
(
A23x3 + (A
h
23)
′x3 + ∂1vh2 +
∂2v
h
1
h
)2
dx
+
ˆ
B(x¯1,r)×ω
(
−A23x2 − (Ah23)′x2 + ∂1vh3 +
∂3v
h
1
h
)2
dx


From the choice of the coordinate axis, see (1), we have that for every x1 ∈ B(x¯1, r)
ˆ
{x1}×ω
aA12x2 dx2 dx3 =
ˆ
{x1}×ω
aA13x3 dx2 dx3 =
ˆ
{x1}×ω
A13A12x2x3 dx2 dx3 = 0.
Thus, we derive that
I1 ≥
ˆ
B(x¯1,r)×ω
(|a|2 + x22A212 +A13x23) dx
+2 lim
h→0
ˆ
B(x¯1,r)×ω
(a+A12x2 +A13x3)
(
(Ah12)
′x2 + (Ah13)
′x3 + ∂1vh1
)
dx.
Since (Ah)
′ ⇀ 0 and ∂1v1h ⇀ 0 weakly in L2 the mixed term vanishes as h → 0. Hence,
we obtain that
I1 ≥ 2r
(|a|2 + µ2|A12|2 + µ3|A13|2) . (25)
To obtain the lower bound for I2 we we look for a solution of the minimum problem
min
ψ∈H1(ω)
ˆ
ω
|u−∇ψ|2 dx.
The solution of the problem is unique up to constant and satisfies the variational equation
ˆ
ω
(∇ϕu − u) · ∇ψ dx = 0, (26)
for every ψ ∈ H1(ω). The solution corresponds to L2 projection on the space
G(ω) =
{
w ∈ L2(ω;R2) : w = ∇p, for some p ∈ H1(ω)} ,
which is a closed subspace in L2(ω;R2). We denote with Pu = u−∇ϕu. Denote also with
Ψh(x) =
(
A23 +A
h
23
)(
x3
−x2
)
+
(
∂1v
h
2
∂1v
h
3
)
+
1
h
(
∂2v
h
1
∂3v
h
1
)
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we have that
I2 =
ˆ
B(x¯1,r)×ω
|Ψh|2dx ≥
ˆ
B(x¯1,r)×ω
|PΨh|2dx,
where PΨh equals
P (Ψh(x)) =
(
A23 +A
h
23
)
P
(
x3
−x2
)
+ P
(
∂1v
h
2
∂1v
h
3
)
.
Notice that the projection is done for fixed x1 ∈ [0, L]. This yields that:
I2 ≥ C¯ω lim
h→0
(ˆ
B(x¯1,r)
|A23|2 + 2
ˆ
B(x1,r)
A23(A
h
23)
′dx1
)
+ 2 lim
h→0
ˆ
B(x¯1,r)×ω
A23P
(
x3
−x2
)
· P
(
∂1v
h
2
∂1v
h
3
)
dx
where the constant C¯ω equals
C¯ω =
ˆ
ω
∣∣∣∣P
(
x3
−x2
)∣∣∣∣
2
dx2 dx3. (27)
Since A′h ⇀ 0 in L
2 the second term converges to zero. Since P is the projection we have
thatˆ
B(x¯1,r)×ω
A23P
(
x3
−x2
)
· P
(
∂1v
h
2
∂1v
h
3
)
dx =
ˆ
B(x¯1,r)×ω
A23P
(
x3
−x2
)
·
(
∂1z
h
2
∂1z
h
3
)
dx→ 0,
since ∂1z
h ⇀ 0 weakly in L2. We obtain that
I2 ≥ 2rC¯ωA223.
Combing this with (24) and (25) and taking the limit as r → 0 yields the coercivity of
Q.
We define the function Q0 : [0, L]×M3skw → R such that
Q0(x1, A) = min
a∈R
Q(x1, A, a), (28)
and mapping amin : [0, L] ×M3skw → R that satisfies
Q0(x1, A) = Q(x1, A, a(x1, A)). (29)
It is easy to see that Q0 satisfies the following property.
(Q′01) For almost all x1 ∈ [0, L] the map Q0(x1, ·, ·) is a quadratic form and satisfies
η1min{µ1, µ2, C¯ω}|A|2 ≤ Q0(x1, A) ≤ η2max{µ1, µ2}|A|2 for all A ∈M3skw,
where C¯ω is defined in (27).
The mapping amin is well defined, linear in A and for some Ca > 0 we have
|amin(x1, A)| ≤ Ca|A|, for a.e. x1 ∈ [0, L].
2.4 Identification of Γ-limit
We will state and prove liminf and limsup inequality.
Theorem 2.17. Let Assumption 2.15 be valid. Assume that the sequence of deformations
(yh)h>0 ⊂W 1,2(Ω;R3) satisfy (5). Then every sequence (hn)n∈N monotonly decreasing to
zero has its subsequence (still denoted by (hn)n∈N) such that the following is valid
a. there exists R ∈W 1,2([0, L]; SO(3)) such that ∇hnyhn → R strongly in L2.
b.
lim inf
n→∞
1
h2n
ˆ
Ω
W hn(x,∇hnyhn) ≥
ˆ
[0,L]
Q0(R
tR′)dx1.
Proof. We take (Rh)h>0 ⊂ C∞([0, L];R3×3) such that Rh(x1) ∈ SO(3) for a.e. x1 ∈ [0, L]
and Rh satisfies (6) and (7). From (7) we conclude that on a subsequence Rhn ⇀ R weakly
in W 1,2([0, L];R3) and thus also in C([0, L];R3). We write the following decomposition
yhn = 1|ω|
ˆ
{x1}×ω
yhn + hnx2R
hne2 + hnx3R
hne3 + hnv
hn . (30)
Using (1) it is easy to see that for a.e. x1 ∈ [0, L] we haveˆ
{x1}×ω
vhndx = 0. (31)
We prove that ‖∇hnvhn‖L2 is bounded. It is easy to see
∇hnvhn = 1hn (∇hnyhn −Rhn)−
(
phn + x2(R
hn)′e2 + x3(Rhn)′e3|0|0
)
,
where
phn = 1
hn|ω|
ˆ
{x1}×ω
(
∂1y
hn −Rhne1
)
.
Using (6) we conclude that there exists C > 0 such that
‖phn‖L2 ≤ C. (32)
Using (6) and (7) we conclude that there exists C > 0 such that
‖∇hnvhn‖L2 ≤ C. (33)
Using (31) and Poincare inequality we conclude that for some C > 0
‖vhn‖L2 ≤ Chn. (34)
Define the approximate strain
Gh =
(Rh)T∇hyh − I
h
. (35)
From (6) we conclude that (Gh)h>0 is bounded in L
2. It can be easily seen that
Ghn = ι
(
(A+Ahn)dω
)
+ ((Rhn)tphn |0|0) + (Rhn)t∇hnvhn , (36)
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where A = RtR′, Ahn = (Rhn)t(Rhn)′ − RtR′. Let p ∈ L2([0, L];R3) such that phn ⇀ p
weakly in L2 (on a subsequence). Take (rn)n∈N ⊂ C1([0, L];R3) such that
rn → Rtp, hn(rn)′ → 0, strongly in L2. (37)
Define
p˜hn =
ˆ x1
0
(
(Rhn)tphn −Rtp
)
,
v˜hn = (Rhn)tvhn + (hnx2rn,2 + hnx3rn,3, 0, 0)
t + p˜hn ,
ohn = (Rhn)t∇hnvhn −∇hn((Rhn)tvhn)− (hnx2(rn,2)′ + hnx3(rn,3)′)e1 ⊗ e1
+
∑
i=2,3
(
rn,i − (Rtp)i
)
ei ⊗ e1.
A˜hn =
ˆ x1
0
Ahn .
Notice that
(Rh)t∇hnvhn −∇hn((Rhn)tvhn) = −((Rhn)′vhn |0|0)→ 0, strongly in L2.
This follows from (7) and (34), since we have that ‖hn(Rhn)′‖L∞ → 0, by the Sobolev
embedding. From this it follows that
ohn → 0 strongly in L2. (38)
It also easily follows that
A˜hn → 0, v˜hn → 0, strongly in L2, ‖∇hn v˜hn‖L2 ≤ C, (39)
for some C > 0. Observe that
symGhn = sym ι(Adω) + (R
tp)1e1 ⊗ e1 + sym ι
(
(A˜hn)′dω
)
+ sym∇hv˜hn + sym ohn . (40)
Now using Lemma 3.1 and Lemma 3.2 we take a subsequence, (hn(k))k∈N such that there
exist sequences (A¯k)k∈N ⊂W 1,2([0, L];M3skw), v¯k ⊂W 1,2(Ω;R3) which satisfy
(i) limk→∞ |{v¯k 6= v˜hn(k) or ∇v¯k 6= ∇v˜hn(k)}| = 0,
limk→∞ |{A¯k 6= A˜hn(k) or A¯′k 6= (A˜hn(k))′}| = 0.
(ii) |A¯′k|2 and (|∇hn(k) v¯k|2)k∈N are equi-integrable.
It can be easily seen that A¯k → 0, v¯k → 0, strongly in L2 (i.e. weakly in W 1,2). By using
Lemma 2.7 we obtain a sequence (ψk)k∈N ⊂W 1,2(Ω;R3) such that
sym∇hn(k)ψk = sym ι((Ak)′dω) + sym∇hn(k) v¯hn(k) , (41)
(ψk,1, hn(k)ψk,2, hn(k)ψk,3)→ 0,
ˆ
ω
x3ψk,2 → 0 strongly in L2.
The sequence (| sym∇hn(k)ψk|2)k∈N is equi-integrable. We define the sets
Ch = {x ∈ Ω : |Gh| ≤ 1√
h
}.
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From the boundedness of the sequnce (Gh)h>0 we conclude that |Ω\Ch| → 0 as h → 0.
Using frame indifference property we have that W h(x,∇hyh) = W h(x, I + hGh). From
(2), by integrating, we conclude that
lim sup
h→0
∣∣∣∣ 1h2
ˆ
Ω
W h(·, I + hχChGh)−
ˆ
Ω
Qh(·, χChGh)
∣∣∣∣ ≤ r(√h)
ˆ
Ω
|χChGh|2 → 0. (42)
Finally we conclude, using the equi-integrability of (| sym∇hn(k)ψk|2)k∈N, (Q1), the defi-
nition of K and (42):
lim inf
k→∞
1
h2
n(k)
ˆ
Ω
W hn(k)(x,∇hn(k)yhn(k))
≥ lim inf
k→∞
1
h2
n(k)
ˆ
Ω
χ
C
hn(k)W
hn(k)(x,∇hn(k)yhn(k))
= lim inf
k→∞
ˆ
Ω
Qhn(k)(x, χ
C
hn(k)G
h)
= lim inf
k→∞
ˆ
Ω
Qhn(k)
(
x, χ
C
hn(k)
(
ι(Adω) + (R
tp)1e1 ⊗ e1 + ι((A˜hn)′dω) +∇hv˜hn
))
= lim inf
k→∞
ˆ
Ω
Qhn(k)
(
x, ι(Adω) + (R
tp)1e1 ⊗ e1 +∇hn(k)ψhn(k)
)
≥ K(m(A, (Rtp)1, [0, L])
≥
ˆ
[0,L]
Q0
(
RtR′(x1)
)
dx1.
The next theorem gives the construction of the recovery sequence.
Theorem 2.18. Let Assumption 2.15 be valid. Then for every R ∈ W 1,2([0, L]; SO(3))
and every sequence (hn)n∈N monotonly decreasing to 0 there exists a subsequence, still
denoted by (hn)n∈N, such that
a. there exists (yn)n∈N ⊂W 1,2(Ω;R3) such that yn →
´ x1
0 Re1 strongly inW
1,2, ∇hnyn →
R strongly in L2.
b. limn→∞ 1h2n
´
ΩW
hn(x,∇hnyn) =
´
[0,L]Q0
(
RtR′(x1)
)
dx1.
Proof. It is easy to see that smooth rotations are dense in W 1,2([0, L]; SO(3)). This can
be seen by approximating with smooth maps taking values in M3 and then projecting
on SO(3) (by Sobolev embedding weak W 1,2 implies strong convergence in L∞ and we
can project from tubular neighbourhood of SO(3)). Without loss of generality we can
assume that R ∈ C2([0, L]; SO(3)), since in the general case we can use the diagonal
procedure. Take a ∈ C([0, L]) and define A ∈ C1([0, L];M3skw) as A = RtR′. Now we
take m = m(RtR′, a) and the sequence (ϑn(m))n∈N ⊂ W 1,2(Ω;R3) which satisfies (a)
and (b) of the Assumption 2.15. From Corollary 2.13 we have the boundedness and equi-
integrability of (| sym∇hnϑn(m)|2)n∈N (see (20)).Using Corollary 2.6, we obtain a sequence
(An)n∈N ⊂ W 1,2([0, L];M3skw), (vn)n∈N ⊂ W 1,2(Ω;R3) such that An → 0, vn → 0 strongly
in L2 and
‖ sym∇hnϑn(m)− sym ι(A′ndω)− sym∇hnvn‖L2 → 0.
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Moreover we have that
sup
n∈N
‖An‖W 1,2 + sup
n∈N
(‖vn‖L2 + ‖∇hnvn‖L2) <∞. (43)
Choose a subsequence (hn(k))k∈N such that khn(k) → 0. Using Lemma 3.1 and Lemma
3.2 we conclude that there exist sequences (A˜k)k∈N ⊂ W 1,∞([0, L];M3skw) and (v˜k)k∈N ⊂
W 1,∞(Ω;R3) such that for some C > 0 we have (on a further subsequence; not relabeled)
a. |A′k| ≤ Ck, for a.e. x1 ∈ [0, L], |∇hn(k) v˜k| ≤ Ck for a.e. x ∈ Ω.
b. limk→∞ |{A˜k 6= An(k) or A˜′k 6= A′n(k)}| = 0
limk→∞ |{v˜k 6= vn(k) or ∇v˜k 6= ∇vn(k)}| = 0
c. the sequences (|A˜′k|2)k∈N, (|∇hn(k) v˜k|2)k∈N are equi-integrable.
It is easy to argument that A˜k → 0, v˜k → 0 strongly in L2 (i.e. weakly inW 1,2). We define
the sequence (Rk)k∈N ⊂ C1([0, L];M3) as the solutions of the following Cauchy problem{
R′k = Rk(A+ A˜
′
k),
Rk(0) = R(0).
(44)
Since the right hand side of the first equation in (44) is Lipschitz function this system has
unique solution. Moreover, since it is tangential to SO(3) it can be easily argumented that
we have Rk(x1) ∈ SO(3) for every x1 ∈ [0, L] (this can be done e.g. by approximating Ak
with smooth fields and then using the standard theorem for the solutions of ODE system
whose right hand side is tangential to some smooth manifold). Notice also that Rk ⇀ R
weakly in W 1,2 and thus, by Sobolev embedding strongly in L∞. Define for every k ∈ N;
v¯k = v˜k−
´
Ω v˜k to accomplish ‖v¯k‖W 1,∞ ≤ Ck, which follows by Poincare inequality. Using
the equi-integrability property it is easy to see that
‖ sym∇hn(k)ϑn(k) − sym ι(A˜′kdω)− sym∇hn(k) v¯k‖L2 → 0. (45)
Define the recovery sequence with the formulae
yk =
ˆ x1
0
Rke1 + hn(k)x2Rke2 + hn(k)x3Rke3 + hn(k)Rv¯k
−h2n(k)
(
x2(R
tR′v¯k)2 − x3(RtR′v¯k)3
)
Re1 + hn(k)
ˆ x1
0
(a− (RtR′v¯k)1)Re1.
Define also
Gk =
Rtk∇hn(k)yk − I
hn(k)
.
It is easy to see that
a. ‖yk −
´ x1
0 Re1‖L∞ → 0, ‖∇hn(k)yk −Rk‖L∞ → 0,
b. ‖hn(k)Gk‖L∞ → 0,
c.
∥∥∥symGk − ae1 ⊗ e1 − sym ι((A+ A˜′k)dω)− sym∇hn(k) v¯k∥∥∥
L2
→ 0.
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From (45) we conclude that∥∥∥symGk − ae1 ⊗ e1 − sym ι (Adω)− sym∇hn(k)ϑn(k)∥∥∥
L2
→ 0. (46)
Notice that from the property (W1) of Definition 2.1 we have that W hn(k)(x,∇hn(k)yk) =
W hn(k)(x, I + hn(k)Gk), for a.e. x ∈ Ω. Using property (iii) of Definition 2.2 as well as
property (b) of Gk we conclude that∣∣∣∣ 1h2
n(k)
ˆ
Ω
W hn(k)(x,∇hn(k)yk)−
ˆ
Ω
Qhn(k)(x,Gk)
∣∣∣∣→ 0.
Using (45) we conclude that∣∣∣∣∣ limk→∞
ˆ
Ω
Qhn(k)(x,Gk)−
ˆ
[0,L]
Q(x1, A, a)
∣∣∣∣∣→ 0.
The claim now follows by diagonilizing procedure and approximating amin(·, A(·)) ∈ L∞([0, L]),
defined in (29), with continuous maps in L2 norm.
3 Appendix
We give two technical lemmas.
Lemma 3.1. Let Ω ⊂ RN be a Lipschitz set and p > 1. Let (wn)n∈N be a bounded sequence
in W 1,p(Ω;Rm). There exists a subsequence (wn(k))k∈N such that for every k ∈ N there
exists zk ∈W 1,p(Ω;Rm) which satisfies
(i) |∇zk| ≤ C(N)k, for a.e. x ∈ Ω.
(ii) lim→∞ |Ω ∩ {zk 6= wn(k) or ∇zk 6= ∇wn(k)}| = 0.
(iii) (|∇zk|p)k∈N is equi-integrable.
Proof. The proof is implicitly contained in the proof of Lemma 1.2. (decomposition
lemma) in [FMP98]. We shall skip it here.
Lemma 3.2. Let ω ⊂ R2 be a set with Lipschitz boundary, let Ω = [0, L] × ω and let
p > 1. Let (wh)h>0 be a sequence bounded in W
1,p(Ω;Rm) and let us additionally assume
that the sequence (‖∇hwh‖Lp)h>0 is bounded. Then for every sequence (whn)n∈N there
exists a subsequence (whn(k))k∈N such that for every k ∈ N there exists zk ∈ W 1,p(Ω;Rm)
which satisfies
(i) |∇hn(k)zk| ≤ C(N)k, for a.e. x ∈ Ω.
(ii) limk→∞ |Ω ∩ {zk 6= whn(k) or ∇zk 6= ∇whn(k)}| = 0.
(iii) (|∇hn(k)zk|p)k∈N is equi-integrable.
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Proof. In [BZ07] the authors provide a general proof for the function space W 1,p(ωα ×
ωβ;R
m) where ωα ⊂ Rn and ωβ ⊂ Rl and {n,m, l} are arbitrary space dimensions. For
completeness we give the proof for our case.
By de la Valle´e Poussin’s Criterion a sequence (ζk)k∈N ⊂ L1(Ω;Rm) is equi-integrabile if
and only if there exists a positive Borel function ϕ : [0,∞)→ [0,∞] such that
lim
t→+∞
ϕ(t)
t
= +∞ and sup
k
ˆ
Ω
ϕ(|ζk|) < +∞.
By translation and dilatation we can assume without loss of generality that ω ⊂ Q2,
where Q2 = (0, 1)2. Let (wh)h>0 be a given bounded sequence in W
1,p(Ω,R3) such that
‖(∇hwh)‖Lp is also bounded. By using standard extension techniques we extend the
definition of wh toW 1,p((0, L)×Q2;R3) (the extension is done for every fixed x1 ∈ (0, L)),
while keeping the boundness properties. We break the proof in several steps.
1. Define the functions wˆhn(x) := whn
(
x1,
x′
hn
)
on a strip (0, L) × (0, hn)2. Then wˆhn
is in W 1,p((0, L) × (0, hn)2;R3) and from the boundness of whn and ∇hnwhn , by
rescaling the integrals on the new domain we obtain that there is a constant C > 0
such that
1
h2n
ˆ
(0,L)×(0,hn)2
|wˆhn |p dx+ 1
h2n
ˆ
(0,L)×(0,hn)2
(
|∂1wˆhn |p + |∇′wˆhn |p
)
dx ≤ C. (47)
2. Next, define w˜hn on (0, L)× (−hn, hn)2 by reflecting the functions wˆhn with respect
to the x2 and x3 variable w˜
hn(x) = wˆhn(x1, |x2|, |x3|). We define the functions
w¯hn(x)(x) = w˜hn(x1, x
′ − (2ihk, 2jhk)), i, j ∈ Z on the (0, L) × R2 by periodically
extending w˜hn . From the construction of w˜hn it easy to see that w¯hn ∈W 1,ploc ((0, L)×
R
2,R3). Now since (0, L) ×Q2 is contained in (⌊ 12hn ⌋ + 2)2 cubes and since w˜hn is
symmetric with respect to x2 and x3 axes we derive that for n large enough:
ˆ
(0,L)×Q2
|w¯hn |p dx ≤ 4
(
2 +
⌊
1
2hn
⌋)2 ˆ
(0,L)×(0,hn)2
|wˆhn |p dx
≤ 4
h2n
ˆ
(0,L)×(0,hn)2
|wˆhn |p dx.
Thus, from (47) we deduce that w˜hn is bounded with respect to n. Using the same
arguments the gradients ∇w¯hn are also bounded with respect to n.
3. Since the sequences (w¯hn)n∈N satisfy the assumptions of the lemma (3.1), there is a
sequence (vk)k∈N ⊂W 1,p((0, L)×Q2) such that |∇vk| < C(N)k a.e. on (0, L)×Q2
and
lim
k→∞
∣∣∣(0, L)×Q2 ∩ {vk 6= whn(k) or ∇vk 6= ∇whn(k)}∣∣∣ = 0
and (|∇vk|p) is equi-integrable on (0, L) × Q2. By de la Valle´e Poussin’s criterion
then there is a positive Borel function ϕ : [0,∞)→ [0,∞] such that
lim
t→+∞
ϕ(t)
t
= +∞ and sup
k
ˆ
(0,L)×Q2
ϕ(|∇vk|p) < +∞.
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We denote with
Mk =
ˆ
(0,L)×Q2
ϕ(|∇vk|p)
mk =
∣∣∣(0, L)×Q2 ∩ {vk 6= whn(k) or ∇vk 6= ∇whn(k)}∣∣∣
and (by Lemma 3.1) supkMk <∞ and limk→∞mk = 0.
4. It is easy to argument that for k large enough there exists a part of the domain
S
hn(k)
j ⊂ (0, L)×Q2 of the form S
hn(k)
j = (0, L) × (jhn(k), (j + 1)hn(k))2 such that
ˆ
S
hn(k)
j
ϕ(|∇vk|p) ≤ 3h2n(k)Mk,∣∣∣Shn(k)j ∩ {vk 6= whn(k) or ∇zk 6= ∇whn(k)}∣∣∣ ≤ 3h2n(k)mk.
5. Finally, we define the functions z˜k = vk|
S
hn(k)
j
and the functions zk ∈ W 1,p((0, L) ×
Q2;R3) by translation, dilatation in x2, x3 variable and possible reflection of the
functions z˜k.
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