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Abstract--This paper presents a new multivariate graphical technique called polyhedron graphs (P- 
graphs). Polyhedra re used to display multivariate data in a way that is especially useful for graphing 
multiple response variables against multiple independent variables. The geometric structure of polyhedra 
affords imple construction a d ease of interpretation. Several example are presented. 
1. INTRODUCTION 
Interest in the graphical presentation of multivariate data has increased along with that of general 
statistical graphical techniques in recent years. The need to represent multivariate relationships 
graphically is apparent hroughout multivariate statistics and includes such diverse topics as 
experimental design, outlier detection, cluster analysis, time-series analysis, regression analysis, 
exploratory data analysis and presentation graphics. 
Numerous multivariate graphical techniques have appeared in the literature. A sampling include 
glyphs, profiles, function plots, stars, faces, trees, animated three-dimensional scatterplots and 
scatterplot matrices. All of these techniques have a common mathematical basis. Each method 
maps a point in k-dimensional space R k to a subset of 2-D space R 2 while attempting to preserve 
in some way the original information. Thus, a set of vectors Xj . . . . .  Xn, with each XieR k, is 
mapped to a collection of subsets St, .  • •, S,, with each Si ~ R 2. These subsets are then represented 
graphically and studied with the intent of extracting information about the original points. 
Clearly, an unlimited number of mappings exist like those described above. In this paper we are 
concerned with a new one called Polyhedron graphing (P-graphs). P-graphs are a very useful 
generalization of one of the oldest and most popular methods, polygon graphs. As will be seen, 
P-graphs differ from previous methods in that they provide a clear, geometric distinction between 
dependent and independent variables, thus making P-graphs an ideal graphical tool for multi- 
variate statistics. 
We discuss polygon graphs in Section 2. In Section 3 we consider the construction of P-graphs. 
We present hree examples of P-graph applications in Section 4 and we conclude in Section 5 with 
discussion. 
2. POLYGON GRAPHS 
Polygon graphs represent one of the earliest attempts at displaying multivariate data. They are 
known by many names, including k-sided polygons, stars, spiderwebs, polar profiles, sunflowers 
and Kiviat graphs. Figure 1 shows a typical star representing a point in 12-D space. The values 
of the 12 variables are transformed into the lengths of the 12 equally-spaced rays emanating from 
the polar origin. The use of equally-spaced rays is common but obviously not required. 
Polygon graphs have been widely used. For typical examples, refer to Chambers et al. [1] or 
Turner and Hall [2]. Their popularity doubtless stems from their ease of generation and 
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Fig. 1. Example polygon graph displaying 12 variables. 
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Fig. 2. A prototype P-graph displaying six independent 
variables on the base polygon and a single dependent 
variable above polar origin. 
interpretation. However, the lack of a clear graphical distinction between dependent and 
independent variables is a limitation. 
In the next section, we present ageneralization f polygon graphs which preserves their desirable 
properties but affords a natural separation between dependent and independent variables. 
3. POLYHEDRON GRAPHS 
In its simplest form, a P-graph is a 3-D generalization f a polygon graph. Independent variables 
are plotted on a polygon graph in the base plane of a 3-D coordinate system. Dependent variables 
are plotted as values above and below the base plane, by moving the polygon graph around in 
the base plane, and other, similar transformations and displacements of the polyhedron. 
Although P-graphs can be used for purely descriptive purposes, they are most informative when 
compared to other P-graphs. Thus, ideally, P-graphs hould be viewed on an interactive graphics 
terminal allowing rotation of individual graphs, the display of multiple P-graphs and animation. 
We begin with a simple example. Suppose we wish to study the relationship between a response 
variable y and independent variables x~,x2,...,Xr. A P-graph suitable for representing this 
relationship is pictured in Fig. 2. The independent variables are plotted on the radii of a polygon 
graph--hereafter r ferred to as the base polygon--located in the ~fl plane. In this example, asingle 
dependent variable is graphed perpendicular to the base polygon and above the polar origin. We 
will refer to this value as the upper vertex. As we shall see, additional response variables are easily 
represented. The projections from the upper vertex to the base polygon form the polyhedron for 
which the graphs are named. These projections have two purposes. Firstly, they emphasize the 
relationship between the response variable and the independent variables. Secondly, the polyhedron 
they generate facilitates comparison of several P-graphs by providing a 3-D support for the 
dependent variable. That is, the polyhedrons make it easy to compare the heights of P-graphs. 
P-graphs can be expanded to include multiple dependent variables. For example, a dependent 
variable can be plotted below the base polygon. This new vertex is referred to as the lower vertex. 
With a dynamic display, one might allow rotation of the base polygon about its polar origin, 
indepent of any rotation of the P-graph itself to obtain a better viewing angle. Then the angular 
velocity of the rotating base polygon could represent another dependent variable. Other variations 
would doubtless present hemselves to the practitioner. 
Previously, the ctfl plane served as a reference coordinate system only. However, it can be used 
to introduce two new dependent variables. Let (~fl) be the coordinates of the polar orgin of the 
base polygon. Suppose the practitioner considers as optimal, those values of the independent 
variables for which y = y', ~ -- ct' and fl = fl'. A P-graph with polar origin at (ct', fl') and with 
height y'  would represent an optimal configuration. In Section 4.2, we shall consider an example 
which utilizes the base plane in a similar fashion. 
Finally, note that we have been using half-base polygons only. With a dynamic display allowing 
rotation of the entire P-graph, radii can be constructed 360 ° about he polar origin. Also, it should 
be mentioned that in all of the P-graphs in this paper, translation and scaling have been used to 
obtain useful displays. For example, in these displays, the polar origin does not represent the 
minimum values of dependent or independent variables. 
P-graphs for displaying multivariate data 271 
4. EXAMPLES 
We now present three applications. The first example concerns exploratory data analysis in an 
engineering problem. The second is an application to an experimental design technique used in 
statistical process improvement called "evolutionary operation". The final example is an applica- 
tion to multivariate outlier detection. 
4.1. Alcohol-powered aircraft engine data 
In this example we outline an application of P-graphs that involves the representation a d 
interpretation f data that has been collected in an experiment s udying the use of alcohol fuels 
in an aircraft engine. A complete account of the alcohol fuels project along with the actual data 
can be found in Shauck et al. [3]. 
Our purpose here is not to provide a detailed analysis of the aircraft engine data, but to indicate 
how we are currently using P-graphs as an aid in studying the flight-test data. 
The following variables were monitored uring flight testing: 
IAS = indicated air speed (mph); 
RPM = revolutions (per min); 
MAP = manifold pressure (in. of mercury); 
EGT = exhaust gas temperature (°F); 
CHT = # 3 cylinder head temperature (°F) 
and 
GPH = fuel flow rate (gal per h). 
Data were obtained on three separate flights with four different engine power settings used during 
each flight. For the first flight a 50/50 ethanol/methanol alcohol blend was used for the fuel, which 
is denoted by ETHMETH. The second flight used aviation gasoline, denoted by AVGAS. The third 
flight was made on 100% ethanol. The four engine power settings (indicated by the numbers 1, 
2, 3 and 4) were controlled by varying MAP and RPM. The lowest power setting used corresponds 
to 1 and the highest o 4 (which was full throttle). 
Figure 3 displays P-graphs for the flight test data. The variables EGT, MAP, RPM and CHT 
are mapped to the radii of the base polygon in counterclockwise order. The upper vertex is 
controlled by GPH and the lower vertex by IAS. 
A number of interesting patterns are apparent in Fig. 3. From the series of P-graphs it is clear 
that at any particular power setting aviation gasoline has a lower fuel flow rate than either of the 
alcohol fuels. For each flight, as the power setting is increased, the positive correlation between 
GPH and IAS is evident, although the relationship is obviously nonlinear. An important factor 
in engine life is cylinder head temperature. The P-graphs in Fig. 3 show that CHT tends to be cooler 
for the alcohol fuels. In the P-graph labelled AVGAS3, it is seen that MAP was set too high. 
By replacing the variable GPH with the quantity miles per dollar (MPD), we can emphasize 
certain economic aspects of the alcohol fuels data. The P-graphs for this situation are given in 
Fig. 4. The economic advantage of the alcohol fuels is obvious, with the 50/50 ethanol/methanol 
blend being the most economical fuel in terms of MPD. 
Future applications of P-graphs for the alcohol fuels project include an on board microcomputer 
generating real-time displays of dynamic P-graphs to aid in convergence tooptimal fuel blends and 
engine settings. 
4.2. Evolutionary operation displays 
Evolutionary Operation (EVOP) is a statistical methodology for process improvement developed 
by Box [4]. It is typically used in manufacturing and chemical engineering. As traditionally applied, 
EVOP involves a single response variable and two or three independent variables. The data are 
generated by a simple experimental design during regular production runs. For details ee Box and 
Draper [5] or Box et al. [6]. 
Like many techniques concerned with process quality and control, successful EVOP application 
depends on the commitment and involvement of plant personnel at all levels, most of whom have 
little or no statistical training. Just as with X-bar charts or R-charts in quality control, EVOP is 
performed during regular production cycles, and operating personnel with limited statistical training 
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Fig. 3. P-graphs for the flight testing data with fuel flow rate (in GPH) as the upper vertex origin. From 
left to right, columns represent flight tests using the three different fuels. From top to bottom, the rows 
represent the four different engine power settings. The variables key appears in the ETHMETH I display. 
are required to interpret EVOP output. Thus, easily interpreted graphical representation f EVOP 
results is essential. The lack of suitable graphical methods is one reason that EVOP is not typically 
used to study more than one response variable or more than three independent variable at a time. 
In this example, we shall show how P-graphs allow multivariate EVOP output o be conveniently 
displayed. 
EVOP results are usually summarized (and continuously updated) on an information board 
which, among other things, includes a 2- or 3-D lattice display output of the factorial design [5 
P. 13]. We now consider an example discussed by Box and Draper [5 p. 79]. We will use P-graphs 
to show how the EVOP application of this example can be generalized to two or more response 
variables. 
In a chemical production process, consider the effects of temperature, concentration, and pres- 
sure on the yield of some by-product Y. Figure 5 represents this 23 factorial design. In Fig. 6 
the average by-product yields after three EVOP cycles are displayed. Figure 7 shows a sequence 
of eight P-graphs representing the results at this stage, each base polygon representing one of the 
possible combinations in the design. Suppose an additional response variable, say, percent 
impurities in the by-product, must also be considered. Figure 8 displays P-graphs including this 
additional variable as the lower vertex. 
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Fig. 4. P-graphs for the flight testing data with MPD as the upper vertex. From left to right, columns 
represent flight tests using the three different fuels. From top to bottom, the rows represent the four 
different engine power settings. The variables key appears in the ETHMETH 1 display. 
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Fig. 5. A standard representation f a 2 3 factorial design 
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with average by-product yields after three cycles shown 
for EVOP. at the design points. 
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Fig. 7. P-graph representation f the EVOP results displayed in Fig. 6. Note that the labels P1-P8 
correspond to the design point numbers in Fig. 5. The variables key is displayed in PI. 
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Fig. 8. P-graph representation f the EVOP results including an additional responses variable, percent 
impurities in the by-product, plotted as the lower vertex The variables key appears in P1. 
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Now, suppose containment vessel characteristics impose practical imits on by-product em- 
perature and rate of production. Note that these last two response variables are constraints, not 
variables to be maximized or minimized. P-graphs easily allow representation f both response 
variables as well as the constraints. In Fig. 9 a sequence of P-graphs illustrates EVOP results after 
three cycles but with all additional variables represented. Average by-product yield is plotted as 
the upper vertex, and average percent impurity is plotted as the lower vertex. Constraints are 
plotted as ~ = c 1 and/3 = c2. Note that some of the combinations move the process very close to 
the constraint boundaries and one exceeds them. 
4.3. Outlier detection in multivariate analysis 
In our final example, we demonstrate the efficacy of P-graphs for detecting outliers in 
multivariate analysis. For this example, the upper vertex represents the Mahalanobis distance of 
the observation from the sample mean, while independent variables are plotted on the base 
polygon. Mahalanobis distance is a well-known statistic for detecting a single outlier for 
multivariate data and is discussed by Hawkins [7], Barnett and Lewis [8] and Gnanadesikan [9]. 
We shall apply P-graphs to a sample of real data originally recorded by Stocks [10]. 
In Part II of his paper, Stocks recorded measurements on 832 children in elementary and central 
schools of London County Council from 1925 to 1927. Of the 392 boys and 440 girls, 563 were 
twins, including 106 like-sexed twins. The following variables were observed for most of the 
children: 
1. Height. 
2. Weight. 
3. Head length. 
4. Head breadth. 
5. Head circumference. 
6. Interpupillary distance. 
7. Systolic blood pressure. 
8. Diastolic blood pressure. 
9. Pulse interval. 
10. Respiration interval. 
11. Strength of grip, right. 
12. Strength of grip, left. 
13. Visual acuity, right. 
14. Visual acuity, left. 
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Fig. 9. P-graphs from Fig. 8 displayed in the ~fl plane where ~ represents rate of by-product production 
and fl is by-product emperature. The polar origin of each P-graph is located at the ~fl coordinate 
associated with that P-graph's design point. Practical limits on by-product production rate and 
temperature are indicated by ~, = c, and fl = c 2, respectively. 
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Fig. 10. Selected P-graphs for Stocks' twin data. The upper vertex represents he Mahalanobis distance 
of the observation from the sample mean. 
We have excluded variables 8, 10, 13 and 14 from consideration due to the large number of 
missing observations for these variables in the original data. 
For each variate the absolute value of the difference between the first and second recorded twin 
was taken as the observation, its mean being assumed zero. We randomly sampled 30 dizygotic 
twins from Stocks' original data set. Figure 10 depicts the P-graphs of four observations from our 
data set. Clearly, observation five is a possible outlier and contains large values for variables 1, 
2, 5, 11 and 12. When used for outlier detection, P-graphs are direct competitors of well-known 
multivariate graphical methods, such as Chernoff aces, glyphs, trees, stars, function plots and 
profiles. 
Finally, we note that further diagnostic information can easily be added to such P-graphs. For 
example, a lower vertex could be used to plot the ratio of the Euclidean distance and the 
Mahalanobis distance of the observation from the same mean. This additional information could 
lend insights into the correlation structure of the set of observations. 
5. COMMENTS 
We have presented a multivariate graphical technique called P-graphs. Their simple geometric 
structure affords ease of computer implementation a d interpretation. P-graphs offer a significant 
advantage over other multivariate graphical methods in the provision of a visually distinct 
separation of depenent variables and independent variables. P-graphs are widely applicable. The 
examples in this paper demonstrate applicability to descriptive as well as diagnostic graphics. 
Finally, P-graphs are an ideal graphical technique for the dynamic representation f computer- 
guided diagnostics results as espoused by P. A. Tukey [11]. 
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APPENDIX  
The P-graphs illustrated in this paper were produced using the specialized interactive graphics package GRAPHPAK.  
This package is described in detail by Turner and Hall [2]. GRAPHPAK was written by D. W.  Turner and K. A. Hall 
and is available through IMSL  Distribution Services in Houston Texas. The CALCOMP hardware and software option 
was selected in GRAPHPAK for plotting the P-graphs in this article. 
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