This paper presents some aspects of the behavior of hydraulically actuated heavy duty manipulators. This category of manipulators is used extensively in large resource based industries and any improvement in efficiency may result in major financial benefits. In this paper an adaptive control algorithm is used for a two rigid link manipulator driven by hydraulic actuators. The dynamic model of the manipulator is derived as well as the models of the hydraulic actua- 
occur on-line in the system's parameters. The adaptive algorithm.
used is Generalized Predictive Control (GPC). The GPC uses a controlled autoregressive integrated moving average (CARIMA) type model and a cost function that minimizes a predicted future output error and future weighted control inputs to the plant, resulting in a sequence of future control increments. The procedure, in this work, does not separate the hydraulic actuator and the link dynamics into separate sub-systems, but controls them as one system. The changes in the system's parameters due to the hydraulics or the link dynamics can be estimated and the coefficients of the model adjusted without the necessity of identifying the exact cause of the changes.
It was found in this work that the variations of the GPC control horizon can lead to faster response during transients and significantly reduced overshoot in the nonlinear hydraulic actuation system. An on-line change of the maximum output horizon is also In the design of a manipulator control strategy two kinds of physical quantities should be considered, those that can be determined accurately with the values remaining relatively constant, and those that vary within a range of values during a working cycle. The second type of quantities cannot always be avoided in a control system and may require an on-line change of the controller parameters. Examples in hydraulic systems would be external and internal leakages, size of orifices, temperature changes, accumulation of oil contamination, viscosity changes of the hydraulic fluid, damping coefficient etc. In the modeling of the links, one can find changes in the mo- 4 ments of inertia during a working cycle when an external load (in some cases an unknown external load) is being picked up and put down. Compliance in the links may give oscillatory dynamics with low damping, i.e. excite vibration modes that change the model of the controlled system.
Most of the techniques for control system design assume the plant and its environment are known. In many cases however, it is not so, since the plant might be too complex, the model not fully understood, or the process and the disturbances changing with operating conditions. When a system1t dynamic model is uncertain or has the possibility of changing its parameters on-line, adaptive control may be considered. Much work has been done and published on adaptive control. Some of this research can be found in 6, 7,8, 9, 10.
Adaptive control can handle the robotic control problems discussed above. There are two main categories of adaptive control: The adjustments are based on feedback from the process inputs and outputs. The outer loop is composed. of a recursive parameter estimator and a design calculation. Estimation can be performed for the process parameters or for the regulator parameters, depending on the control algorithm.
The starting point is a design method for known plants. Since the parameters are not known, their estimates are used. The assumption is that there is a separation between identification and control.
The algorithm used in this work is the Generalized Predictive Control (GPC) algorithm, which was developed by Clarke et al 11, 12.
The algorithm predicts the plant's future outputs for a sequence of future desired set points. A cost function that depends upon the future output error and future plant inputs is minimized to produce a set of optimized future inputs. Usually it is a 5150 (single in- Using a general formulation, 14, the dynamic equations of motion derived via Lagrange's approach are:
Where n is the number of degrees of freedom, D i ; terms for effective and coupling inertia at joint i due to link j motion, D;j' terms for the Coriolis and centripetal forces at joint i as a result of motion in links j and k, and D i are terms for gravity loading at joint i.
The kinetic energy of the system is:
10 The potential energy of the system is:
Combining and applying Lagrange's equation, the nonlinear equations of motion are:
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Where T, and T, are input torques to the joints.
Equations of Motion of the Hydraulic Actuator
The links of the manipulator are actuated by hydraulic actuators. Xv; > 0, (8) Xv; < 0,
Linearization of these equations with a Taylor series expansion about zero spool displacement, for initial design purposes only, gives: 
Where D m is the volumetric displacement of hydraulic motor, and *i s the hydraulic compliance.
The motor and link dynamic model is :
13 (15) Where the first term expresses the movement of the hydraulic motor, the second is a damping term, Ti expresses external load and T i is the applied torque to the link i.
3 Control Strategy
Introduction
As mentioned before, the equations of motion of a robotic manipulator contain nonlinearities, inertial characteristics and disturbances that vary during a working cycle and may not always be predictable. U1. The first time step of the control signals is that actually used and the whole procedure is repeated. This is a receding-horizon controller.
The Generalized Predictive Control (GPC) algorithm
The type of controllers mentioned above consider the output at one The algorithm minimizes a cost function of the form:
Where N 1 is the minimum output horizon, N 2 is the maximum output horizon, N u is the control horizon >.(j) is a control weighting sequence, y(t +j) is the output j sieps ahead and w(t + j) is the future set point.
The GPC algorithm predicts future outputs and aims at good performance a few steps ahead by minimizing the above cost function which gives a sequence of future control signals, and avoids large input signals with saturation.
To derive a j step ahead predictor of y( t), equation (16) should be multiplied by q-j E j ( q-1)b. and the following identity used: (18) This is the Diophantine equation, where E j and F j are polynomials 16 in the backward shift operator. In order to get a unique solution, the degree of the following polynomials is chosen as:
and So the j step ahead output y(t+j) is:
C(q-I) is chosen to be l.
The disturbance sequence consists only of future values which are unknown so the optimal predictor is:
The objective of the predictive control law is to derive future plant outputs y(t +i), given a future set point sequence w(t + i).
It is done as .follows:
i. The future set point sequence w(t +j) is determined.
ii. A set of predicted errors is calculated:
iii. The cost function in equation (17) is minimized to provide a suggested sequence of future control increments, assuming that after some control horizon N u , future increments in the control are zero, and the control signal is kept constant. The weighting factor was initially selected as recommended by Clarke et al 11,
12, followed by adjusting the values acording to the controlled system.
The optimal prediction.of y(t +j) can be written as:
Where f(t +j) are the components of the output signal which are known at time t. and G is a lower triangular matrix of dimension
Minimization of equation (17) yields the control increment vector:
The first element of .u is .c.u(t) so that the cummt control u( t) is given by:
The design parameters for this algorithm are: 
where:
y(t) is the output -(joint angle).

u(t) is the input to the process -(spool displacement).
e( t) is the noise sequence.
Different equations correspond to the different blocks in figure
(1). Equations (5) to (15) and are calculated in the process block.
The parameters of equation (29) The range of the spool displacement is:
-0.5 em. S Xv;~0.5 em.
Where i = 1,2 for the number of links.
4.2 Open Loop Analysis
The linearized equations of motion, i.e. equations (11 ), (12), (13), (14), (15),and linearized (5), (6) (5), (6), (7) and (8) present the controlled nonlinear system, (the two link,manipnlator actuated by hydraulic actuators) which exhibit good performance in output tracking of the given set points. The nonlinearities are treated as unknown deterministic disturbances in that the GPC assumes a linear model for the actual system. Figures (5) and (6) The design parameters used for tuning the GPC are noted at this point. N 2 the maximum output horizon, is changed on line. N 1 the minimum output horizon, N u the control horizon and A the weighting factor are additional design parameters. At first a lower value of N 2 (N 2 ' )was used, to achieve a faster transient response and later '" it was changed to N 2 , increased to avoid overshoots. In the, case
Simulation Study and Results
presented in figures (5), (6), (7) and (8) ii. for 9 2 : Note that in steady state there is a chatter in some of the param-· eters, such as the spool valve displacement, the control increment signal, the hose pressures and the accelerations. In steady state the spool valve chatters around the zero value which it cannot maintain due to nonlinearities in the system and the mis-match between the nonlinear model that simulates the actual system and the representing linear model used by the adaptive algorithm. Figures (9) and (10) show the results for the same design parameters as figures (7) and (8), only in this case the model of the hydraulic actuator system was linearized. The nonlinearities due to coupling between the movement of the links or due those to saturation in the displacement of the spool valve remain in the simulated model of the system. The chattering has been reduced significantly.
Changes in the values of the above design parameters will change the behavior of the system. The effects of the output horizon N 2 were checked in both loops.
The larger the value of N 2 , the slower the response. Larger values have the tendency to stabilize the system since it uses predicteq errors over a larger period of time. On the other hand fewer prediction steps will result in a more rapid control action, and the inherent integration term of the model used for GPC causes the response to have more overshoot and more oscillations. horizon. There is a slight change in 81> which has a larger overshoot, and almost no effect on 8 2 compared to figures (5) and (6) . As the 27 sampling time decreases, the change will be more significant, since the poles of the system will move towards the unit circle. Figure   ( .
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