Abstract-Quantum-behaved particle swarm optimization (QPSO) algorithm has shown an effective performance for solving variant benchmark and real-world optimization problems. However, it suffers from premature convergence because of quick losing of diversity. In order to enhance its performance, this paper proposes a new algorithm, called DCSQPSO, which employs a diversity-controlled into QPSO enhancing mechanism and local search strategies to improve the solution quality. A comprehensive experimental study is conducted on a set of benchmark functions, Comparison results show that DCSQPSO obtains a promising performance on the majority of the test problems.
I. INTRODUCTION
Particle swarm optimization (PSO) is a kind of stochastic optimization algorithms proposed by Kennedy and Eberhart [1] that can be easily implemented and is computationally inexpensive. The core of PSO is based on an analogy of the social behavior of flocks of birds when they search for food. PSO has been proved to be an efficient approach for many continuous global optimization problems. However, as demonstrated by F. Van Den Bergh [2] , PSO is not a global convergence guaranteed algorithm because the particle is restricted to a finite sampling space for each of the iterations. This restriction weakens the global search ability of the algorithm and may lead to premature convergence in many cases.
Recently, a new variant of PSO called quantum-behaved particle swarm optimization (QPSO) [3] , which is inspired by quantum mechanics and particle swarm optimization model. QPSO has only the position vector without velocity, so it is simpler than standard particle swarm optimization algorithm. Furthermore, several benchmark test functions show that QPSO performs better than standard particle swarm optimization algorithm. Although the QPSO algorithm is a promising algorithm for the optimization problems, like other evolutionary algorithm, QPSO also confronts the problem of premature convergence, and decrease the diversity in the latter period of the search. Therefore a lot of revised QPSO The authors are with School of Information Science Technology, Hainan Normal University, Haikou 571158, Hainan, China (e-mail: haixia_long@163.com, 595615374@qq.com, 605515770@qq.com).
algorithms have been proposed since the QPSO had emerged. Differential mutation operation was adopted to enhance the global search ability in QPSO [4] . In Sun et al. [5] , the mechanism of Gaussian distribution was proposed to make the swarm more efficient in global search. In reference [6] , Niu combined QPSO with a selective probability operator to solve the economic dispatch (ED) problems with valve-point effects and multiple fuel options. Sun et al. [7] proposed a new scheme for clustering gene expression datasets based on a modified version of Quantum-behaved Particle Swarm Optimization (QPSO) algorithm, known as the Multi-Elitist QPSO (MEQPSO) model.
In this paper, diversity-controlled QPSO with local search (DCSQPSO) is introduced. This strategy is to prevent the diversity declining of particle swarm declining in the search of later stage.
II. QPSO ALGORITHM
In the PSO with M individuals, each individual is treated as volume-less particle in the D-dimensional space, with the current position vector and velocity vector of particle i at the n th iteration represented as and . The particle moves according to the following equations:
Vector is the best previous position (the position giving the best objective function value or fitness value) of particle and called personal best position, and vector is the position of the best particle among all the particles in the population and called global best position. can be found by , where . The parameters and are sequences of two different sequences of random numbers distributed uniformly within (0, 1), which is denoted by . Generally, the value of is restricted in the interval . Trajectory analysis in [8] showed that convergence of the PSO algorithm may be achieved if each particle converges to its local attractor (3) where with regard to the random numbers and in Eq 1). is a sequence of . ( uniformly distributed random numbers within (0, 1). As a result, Eq. (3) can be restated as ,
Using Monte Carlo method, we can measure the j th component of position of particle i at the (n+1) iteration by (5) where is a sequence of random numbers uniformly distributed within . The value of is determined by:
where is called mean best position defined by the average of the position of all particles, i.e. (7) Thus the position of the particle updates according to the following equation:
The parameter  in Eq. (6) and (8) is called contraction-expansion (CE) coefficient, which can be adjusted to balance the local search and the global search of the algorithm during the optimization process. 
III. DCSQPSO ALGORITHM
A. Diversity-Controlled Mechanism QPSO is a promising optimization problem solver that outperforms PSO in many real application areas. The introduced exponential distribution of positions makes QPSO global convergent. But it suffers from premature convergence. At the beginning of the search, the diversity of the population is relatively high after initialization. With the development of evolution, the convergence of the particle makes the diversity been declining, which is enhancing the local search ability (exploitation) but weakening the global search ability (exploration) of the algorithm. At early or middle stage of the evolution the decline of the diversity is necessary for the particle swarm to search effectively. However, after middle or at later stage, the particles may converge into such a small region that the diversity of the swarm is very low and further search is difficult. At that time, if the particle with global best position is at local optima or sub-optima, premature convergence occurs.
To avoid the premature convergence and improve the performance of the algorithm, we introduce a diversity control method into QPSO. The population diversity of the DCSQPSO is denoted as and is measured by average Euclidean distance from the particle's personal best position to the mean best position, namely (10) where M is the number of the population, D is the dimension of the problem, and is the length of longest the diagonal in the search space.
But unlike to Uresem and Riget [9] , [10] , in DCSQPSO, only low bound is set for to prevent the diversity from constantly decreasing. The procedure of the algorithm is as follows. After initialization, the algorithm is running in convergence mode.
On the course of evolution, if the diversity measure of the swarm drops to below the low bound , the mean best position is reinitialized.
B. Local Search Strategy
For each particle, its neighborhood may cover better solutions. To improve the ability of exploitation, a local neighborhood search strategy is proposed. During searching the neighborhood of a particle , a trial particle is generated as follows [11] : (11) where is the position vector of the particle, is the previous best particle of , and are the position vectors of two random particles in the k-neighborhood radius of and are three uniform random numbers within (0,1), and . The random numbers and are the same for all and they are generated a new in each generation.
Besides the local neighborhood search, a global neighborhood search (GNS) strategy is proposed to enhance the ability of exploration. When search the neighborhood of a particle another trial particle is generated as follows [11]: (12) where is the global best particle, and are the position vectors of two random particles chosen for the entire swarm, and are three uniform random numbers within (0, 1), and
The random numbers and are the same for all and they are generated a new in each generation. The GNS strategy is helpful to solve multimodal problems.
Particles are located at different regions. Therefore, if the current particle falls into local minima, particles in other regions may pull the trapped particle forward.
C. The Proposed Approach
In every generation, if the particle's current position is better than its parent then replaced with current particle position; otherwise, we keep parent particle unchanged. After this operation, the local search strategy is conducted with probability. If the probability is satisfied, two particle and are generated. Then, the fittest particle among , and is selected as the new .
Procedure of DCSQPSO:
Step 1: Initialize particles with random position; set the position and position of each particle; Step 2: For n=1 to m ax n (maximum number of iterations), execute the following steps;
Step 3: Calculate the mean best position among the particles according to Eq. (7);
Step 4: Compute the value of according to Eq. (9);
Step 5: Measure according to Eq. (10). If then the mean best position is reinitialized.
Step 6: For each particle, execute Step 6 to Step 9;
Step 7: Computer its objective function If then
Step 8: Select the current osition;
Step 9: if then generate a trial particle and according to Eq. (11) and Eq. (12).
Step 10: Calculate the objective function , and .
Step 11: Select the fittest one among , and Step 12: Update position and position;
Step 13: For each dimension of each particle, get the stochastic position P by Eq. (8).
Step 14: Update each component of the current position by Eq. (11) and return to Step 2.
IV. EXPERIMENTS AND RESULTS
To test the performance of the DCSQPSO, eight widely known benchmark functions listed in Table I . DCSQPSO are tested for comparison with Standard PSO (SPSO), QPSO, QPSO-RS [12] . Functions f 1 -f s are unimodal and functions f 4 -f s are multimodal. These functions are all minimization problems with minimum objective function values zeros. The fitness value is set as function value and the neighborhood of a particle is the whole population.
As in [12] , for each function, three different dimension sizes are tested. They are dimension sizes: 10, 20 and 30. The maximal number of generations is set as 1000, 1500, and 2000 corresponding to the dimensions 10,20, and 30 for functions f 1 -f8, respectively. In order to investigate whether the DCSQPSO algorithms are well or not, different population sizes are used for each function with different dimensions. They are population sizes of 20, 40, and 80.
In experiments, for SPSO, we used Standard PSO 2007 (SPSO) available on the particle Swarm Central. For QPSO and QPSO-RS, the value of CE Coefficient varies from 1.0 to 0.5 linearly over the running of the algorithm as in Sun et al. [3] , while in DCSQPSO, the value of CE Coefficient also decreases from 1.0 to 0.5 linearly, k=2,
[11]. We had 50 trial runs for every instance and recorded mean best fitness and standard deviation.
The mean best function values found in the last generation and the standard deviation are recorded in Table II to Table  IX .
From the comparison of DCSQPSO with other algorithms, DCSQPSO achieved better results than other algorithms averagely. It shows the diversity-controlled QPSO with local search strategy were effective for most test functions. For function f 1 , f 2 , f 4 , f 5 , f 7 , DCSQPSO has the best performance among all of the tested algorithms. In some case, these functions obtain minimum objective function values zeros. For function f 3 , QPSO has the minimum value when the swarm size is 40 and dimension is 10, the swarm is 80 and dimension is 10 and 20, while DCSQPSO outperforms for the rest functions. For function f 6 , SPSO has the best results in three cases. For function f 8 , QPSO-RS algorithm has the minimal value in some cases. Fig. 1 shows the convergence process of the four algorithms on the eight benchmark functions with dimension 30 and swarm size 40 averaged on 50 trail runs. It is shown that, although DCSQPSO converge more slowly than the SPSO and QPSO during the early stage of search, it may catch up with SQPSO and QPSO at later stage and could be generated better solutions at the end of search. 
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V. CONCLUSIONS
This paper presents an enhanced QPSO algorithm called DCSQPSO to solve complex optimization problems. The proposed approach explores diversity enhancing mechanism and local search strategies. To verify the performance of DCSPSO, different types of benchmark functions are tested in the experiments.
Our future work for DCSQPSO will focus on the values of the parameters which affect the performance of DCSPSO.
