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The vector space Rn: solutions
1)
a) W is not a subspace, for example (1, 1, 1) ∈ W but −1(1, 1, 1) /∈ W ,
hence W is not closed under the scalar product.
b) W is not a subspace. For example (1, 1, 0, 0), (2, 4, 0, 0) ∈ W but
(1, 1, 0, 0) + (2, 4, 0, 0) = (3, 5, 0, 0) /∈ W , hence W is not closed under
the sum.
c) Let v, w ∈ W , then v = c(2, 1, 0) and w = d(2, 1, 0) for some c, d ∈ R.
We have v + w = c(2, 1, 0) + d(2, 1, 0) = (c + d)(2, 1, 0) ∈ W and
αv = α(c(2, 1, 0)) = (αc)(2, 1, 0) ∈ W , for each α ∈ R, and hence
W is a vector subspace of R3. Otherwise it is enough to observe that
W = span((2, 1, 0)) and so it is a subspace.
d) Let v = (x0, y0, z0, t0), w = (x1, y1, z1, t1) ∈ W , and α ∈ R. We have
v+w = (x0, y0, z0, t0) + (x1, y1, z1, t1) = (x0 +x1, y0 +y1, z0 + z1, t0 + t1)
and αv = (αx0, αy0, αz0, αt0). Let’s verify if they belong to W by
checking if they satisfy the equations that define W
(x0+x1)+(y0+y1)+(z0+z1) = (x0+y0+z0)+(x1+y1+z1) = 0+0 = 0,
αx0 + αy0 + αz0 = α(x0 + y0 + z0) = α0 = 0.
So W is a subspace.
e) W is not a subspace since it doesn’t contain the zero vector (0, 0, 0, 0)
of R4, in fact 0 + 0 + 0 = 0 6= 1.
2)
a) The vectors are linearly dependent, dim(span(X)) = 2 and we have
that (1, 4,−3) = −3(3, 2, 1)− 10(−1,−1, 0).
b) The vectors are linearly independent, dim(span(X)) = 3 and a basis of
V is {(2, 0,−1, 0, 0), (1, 1, 1,−2, 0), (3, 1, 1, 1, 0), (0, 0, 0, 1, 0), (0, 0, 0, 0, 1)}.
c) The vectors are linearly independent, dim(span(X)) = 3 and a basis
of V is {(1, 2, 1, 0), (1, 2, 0, 0), (0, 0, 0, 1), (0, 1, 0, 0)}.
d) The vectors are linearly dependent, dim(span(X)) = 2 and we have
that (0, 2, 6, 0) = 2(0, 2, 1,−4)− 2(0, 1,−2,−4).
e) The vectors are linearly dependent, dim(span(X)) = 2 and we have
that (0, 5, 7) = (−3, 4, 6) + (3, 1, 1).
3)
a) Yes, in a unique way that is v = (1, 0, 0,−1) + (1, 1, 0,−1).
b) Yes, in a unique way that is v = 2(2, 0, 1)− (1, 1, 2) + 2(0,−1, 0).
c) No.
d) Yes, in infinite ways, for example v = 1
2
(2, 2)−(0, 1) or v = 3
2
(2, 2),−2(0, 1)−
(2, 1).
Matrices and Systems:
solutions
Linear algebra course
1)
A · C =

2 0 −2
−7 16 7
−7 8 7
−2 10 2
 .
B · A =
 2 10 3 1−2 2 5 −7
1 11 6 −2
 .
C ·B =

2 9 3 −4
2 8 2 −4
2 10 4 −4
−6 −27 −9 12
 .
2) det(A) = −21, det(B) = 0, det(C) = 0, det(D) = −4, det(E) =
−4 det(F ) = 9.
A−1 =

8
21
− 2
21
1
21
−1
3
1
3
1
3
5
21
4
21
− 2
21
 , D−1 =

1
2
2 −1
2
−3
2
0 −1 0 1
1
2
−1 −1
2
1
2
0 0 1
2
0

,
E−1 =
(
1
2
−1
4−1
2
−1
4
)
, F−1 =
 13 13 00 −1 −1
3
0 0 −1
3
 .
3) rank(A) = 4, rank(B) = 3, rank(C) = 2, rank(AC) = 2, rank(BA) = 3,
rank(CB) = 2.
4)
a) Sol(S) = {(1
2
, 1, 1
2
,−1
2
)}.
b) Sol(S) = {(−1,−17
4
,−2, 9
4
)}.
c) Sol(S) = {(1 + 1
2
α, 1 + 3
2
α, 1, α
) | α ∈ R}.
d) Sol(S) = ∅.
e) Sol(S) = {(−1
3
α, α,−β, β) | α, β ∈ R}.
Inner products and least square
method: solutions
Linear Algebra Course
1)
a) An orthogonal basis for W is ((1, 1, 1), (1, 0,−1))
b) A cartesian representation for W⊥ is
{
x+ y + z = 0
2x+ y = 0
; a basis for W⊥
is ((1,−2, 1)).
c) pW⊥((0, 0,−1)) = 〈(0,0,−1),(1,−2,1)〉〈(1,−2,1),(1,−2,1)〉(1,−2, 1) = −16(1,−2, 1) = (−16 , 13 ,−16)
and pW ((0, 0,−1)) = (0, 0,−1)− pW⊥((0, 0,−1)) = (16 ,−13 ,−56).
d) d((0, 0,−1),W ) = ||pW⊥|| =
√
6
6
and d((0, 0,−1),W⊥) = ||pW || =
√
30
6
2)
a) A basis forW is ((−3,−1, 2, 4)); a basis forW⊥ is ((1, 3, 1, 1), (1, 1, 0, 1), (0, 0, 2,−1)).
b) An orthonormal basis for W is ((−
√
30
10
,−
√
30
30
,
√
30
15
, 2
√
30
15
)); a parametric
representation for W⊥ is

x1 = α + β
x2 = 3α + β
x3 = α + 2γ
x4 = α + β − γ
.
3)
a) An orthogonal basis for W is the following
C = {(1, 1, 1, 0), (0, 1,−1, 0), (2
3
,−1
3
,−1
3
, 0)}.
The projection of v over W is pW = (4, 5, 3, 0).
b) The distance from v to W is ||pW⊥|| = 7.
4)
a) rank(A) = 2, while rank(A|b) = 3 hence the system is impossible.
b) x =
( −2
5
1
)
.
5) x =
 − 3145
14
1
14
.
Linear Transformations:
solutions
Linear Algebra Course
1)
a) A =
 1 1 12 1 1
1 1 0
; basis of kerTA: ∅; basis of Im TA: {(1, 2, 1), (1, 1, 1), (1, 1, 0)};
T−1A ((1, 1, 1)) = {(0, 1, 0)}.
b) A =

3 2 0 0
1 1 0 0
6 0 0 2
1 0 1 0
1 6 0 −2
; basis of kerTA: ∅;
basis of Im TA: {(3, 1, 6, 1, 1), (2, 1, 0, 0, 6), (0, 0, 0, 1, 0), (0, 0, 2, 0,−2)};
T−1A ((0, 0, 0, 1)) = ∅.
c) A =
( −1 −16 7
0 −5 2
)
; basis of kerTA: {(3,2,5)}; basis of Im TA:
{(−1, 0), (−16,−5)}; T−1((3, 1)) = {(2 + 3α, 1 + 2α, 3 + 5α) | α ∈ R}.
2)
a) Characteristic polynomial: pA(t) = t
2 − 3t+ 2. Eigenvalues: 1, 2. The
matrix A ∈ M2(R) has two distinct eigenvalues hence it is diagonali-
zable by similarity: D =
(
1 0
0 2
)
and E =
( −1 1
2 −1
)
.
b) Characteristic polynomial: pA(t) = t(t−2)(t+2). Eigenvalues: 0, 2,−2.
The matrix A ∈ M3(R) has three distinct eigenvalues hence it is dia-
gonalizable by similarity: D =
 0 0 00 2 0
0 0 −2
 and E =
 3 0 16 1 1
1 0 1
 .
c) Characteristic polynomial: pA(t) = (t−1)(t2−6t+13). Eigenvalues: 1.
The matrix A has only one eigenvalue with ma(1) = mg(1) = 1 hence
it is not diagonalizable by similarity.
d) Characteristic polynomial: pA(t) = t(t + 1)
2(t − 3). Eigenvalues:
0,−1, 3. we have mg(0) = ma(0) = 1, mg(3) = ma(3) = 1, mg(−1) =
4 − rank(A + I4) = 2, getting mg(0) + mg(−1) + mg(3) = 4, hen-
ce A is diagonalizable by similarity: D =

−1 0 0 0
0 −1 0 0
0 0 3 0
0 0 0 0
 and
E =

1 1 1 0
2 1 0 1
0 1 −1 1
1 0 0 1
.
e) Characteristic polynomial: pA(t) = (t − 4)(t − 3)3. Eigenvalues: 3, 4.
We get mg(3) = 4 − rank(A − 3I4) = 2 < 3 = ma(3), hence A is not
diagonalizable by similarity.
3)
a) Characteristic polynomial: pA(t) = det
((
0 3
−2 0
)
−
(
λ 0
0 λ
))
=
t2 + 6. The endomorphism T has no eigenvalues hence it does not have
eigenvectors.
b) Characteristic polynomial: pA(t) = det
 2 1 21 0 0
1 0 0
−
 λ 0 00 λ 0
0 0 λ
 =
t(t− 3)(t+ 1). Eigenvalues: 0, 3,−1. A minimal Cartesian representa-
tion for the eigenspaces is:
S0 :
{
x = 0
y + 2z = 0
, S3 :
{
x− y − 2z = 0
−x+ 3y = 0 , S−1 :
{
x+ y = 0
x+ z = 0
.
A basis of eigenvectors is B = {(0,−2, 1), (3, 1, 1), (−1, 1, 1)}
Quadratic forms: solutions
Linear algebra course
1) The signature is (0, 2, 1). The quadratic form is indefinite.
2) The signature is (0, 2, 2). The quadratic form is indefinite.
3)
a) The matrix is positive definite if λ > 5 +
√
26.
b) The matrix is never negative definite.
c) q(1, 2, 1, 2) = 21.
4) The canonical metric form is 5y21 − 2y22 and the corresponding change of
variable is
(
x1
x2
)
=
( √
3
7
2√
7
− 2√
7
3√
21
)(
y1
y2
)
.
