In large networks, maintaining precise global network state information is impossible. The imprecise network state information has significant impacts on Quality-of-Service (QoS) routing and path establishment. In this paper, we develop analytical models for investigating the QoS routing schemes that are designed to tolerate imprecise network state information, and study the performance of various QoS routing schemes, including randomized routing, multi-path routing, and probability based routing, using both the models and simulations. We further propose a new mechanism, called local rerouting, that improves the effectiveness of QoS path establishment in the presence of imprecise global network state information. Local rerouting is orthogonal to existing schemes for dealing with imprecise state information and can be used in conjunction with them to alleviate the impacts of the imprecise information. The results of our performance study indicate that local rerouting is robust and effective.
I. INTRODUCTION
In a Quality of Service (QoS) enabled network such as an MPLS network, the path establishment mechanism is responsible for setting up paths that satisfy QoS constraints. The path establishment mechanism contains two components: QoS routing that computes the paths that satisfy QoS constraints and resource reservation that establishes QoS paths using some protocol such as RSVP [1] . In this paper, we consider the problem of dynamically establishing QoS paths in the presence of imprecise network state information. The motivation for this problem is that in large networks, it is almost impossible to maintain precise network state information. Many factors, including nonnegligible propagation delay, infrequent link state update due to overhead concerns, link state update policy, and hierarchical state aggregation, have impacts on the precision of the global network state information [2] . The imprecise global state information can significantly affect the effectiveness of QoS routing (and hence path establishment) [3] .
We assume that the global network state information is maintained by a link state algorithm and the QoS metric is the bandwidth. The terms flow and connection will be used interchangeably in this paper. Traditional QoS routing algorithms select feasible paths based on the link state (link resource availability) information. We will call such routing schemes state based routing. As shown in [3] , the performance of a state based routing Manuscript received May 8, 2007 . This work was supported in part by National Science Foundation grants ANI-0106706 and CCF-0551555.
The authors are with the Department of Computer Science, Florida State University, Tallahassee, FL 32306, email: {xyuan, duan}@cs.fsu.edu. algorithm can be significantly affected by the imprecise network state information. To overcome this problem, various routing schemes that explicitly take the fact that the link state information is imprecise into account were developed. Such schemes can be broadly classified into three categories: Probability based routing where the link state parameters are modeled as random variables and the path that has the highest probability to satisfy the constraints is selected [2] , [4] - [9] , multi-path routing where multiple paths are probed for each connection request [10] - [12] , and randomized routing where a path is randomly selected from a set of feasible paths that are computed based on the imprecise network state information [4] , [13] .
In this paper, we develop analytical models for investigating the QoS routing algorithms and use these models to study the performance of the algorithms with imprecise state information. Our investigation, which is the first time that analytical models are used to study these schemes, yields new insights about how the routing schemes behave. Simulations on various Internetlike topologies confirm the findings in the analytical study. The major conclusions of our study include:
• The potential achievable performance of probability based routing is much lower than the potential achievable performance of state based routing. Thus, in a sense, probability based routing is inherently inferior to state based routing although probability based routing can be effective when the network state information is very imprecise.
• Randomized routing is problematic in dealing with imprecise network state information.
• Multi-path routing is always effective in dealing with imprecise network state information. While multi-path routing is robust in tolerating imprecise network state information, existing multi-path routing schemes either probe multiple paths concurrently [10] - [12] , which introduces much higher overheads than their single path counterparts, or probe multiple paths sequentially as in ATM PNNI [14] , which incurs a long path setup time. We propose a new scheme, called local rerouting (LR) , that allows multiple paths to be probed while avoiding the problems in the current multipath routing schemes. The idea is to use local information to compute by-pass paths for each link and to perform dynamic rerouting in case when a link in the computed feasible path cannot satisfy the QoS requirement during the resource reservation process due to the stale link state information. The information used in LR is local to a router because only the link state information within a few hops from the router is needed (the number of hops is a parameter in LR).
LR has several desirable features. First, LR is orthogonal to existing mechanisms that are designed to tolerate imprecise state information. LR can be combined with them to further improve performance. Second, LR can be deployed incrementally. It only requires the support of a small region of routers to work. Third, the by-pass paths in LR are computed using local information and are not subject to the effects of imprecise global network state information. The results of our performance study indicate that LR is a robust and efficient scheme: It improves performance while only introducing minor overheads.
The rest of the paper is organized as follows. Section II describes the related work. In Section III, we present our analytical models and study the performance of QoS routing algorithms using both the models and simulations. In Section IV, we present and evaluate our proposed new mechanism, local rerouting. Finally, Section V concludes the paper.
II. RELATED WORK
The problem caused by imprecise global network state information has caught much attention recently. It was found in [3] , [4] that imprecise network state information can greatly degrade the performance of QoS routing. To overcome this problem, better link state update mechanisms including the threshold and class based schemes were proposed [3] , [4] and a number of QoS routing schemes that explicitly consider the imprecise network state information were developed [2] , [4] - [8] , [10] - [13] . These algorithms can be classified into probability based routing [2] , [4] - [8] , multi-path routing [10] - [12] , and randomized routing [4] , [13] . Guerin and Orda [2] proved a number of important theoretical results on routing in networks with imprecise state information and proposed QoS routing schemes based on probability. In [4] , the probability based QoS routing scheme in [2] was materialized to be the safety-based routing which infers the probability information from the availability information based on the link state update policy. Work in [5] and [8] proposed to explicitly maintain the link bandwidth probability distribution information based on empirical statistics. An empirical study of QoS routing algorithms that tolerate imprecise network state information was present in [15] . In [6] and [9] , techniques were developed for QoS routing with multiple QoS metrics under imprecise state information. All the existing work relies on simulation to study the impacts of the imprecise state information and to evaluate the QoS routing algorithms. We develop analytical models for studying the impacts of the imprecise state information and propose a new mechanism to deal with the imprecise network state information.
III. ANALYTICAL MODELS
For a QoS routing algorithm to effectively tolerate the imprecise state information, it must be able to explore the multiple paths between the source and the destination and identify a feasible path among these paths with the imprecise information. The ability of a QoS routing algorithm to explore the multiple paths between the source and the destination in the fish network shown in Fig. 1 gives a good indication about the capability of the algorithm in exploring multiple paths between two nodes in a general network. We develop analytical models that give the blocking probability of various QoS routing algorithms on the fish topology. These models allow us to quantify the impacts of the imprecise state information and to quantitatively compare the QoS routing algorithms.
The analytical models make the following common assumptions. Additional assumptions for a particular model will be specified as the model is described. In the fish topology, there are n paths between the source and the destination. The capacity of path i is C i , 1 ≤ i ≤ n. Let the remaining bandwidth at path i be r i , the network state can be represented as N = (r 1 , r 2 , · · ·, r n ). For a network state, the paths can be ordered by their remaining bandwidths and their path ranks. More specifically, for a network state N = (r 1 , r 2 , · · ·, r n ), path i has a larger remaining bandwidth than path j if and only if (1) r i > r j or (2) r i = r j and i < j. Using this ordering, for a given network state, the path with the largest remaining bandwidth in the system can be identified. Similarly, k paths, k ≤ n, with the largest remaining bandwidths can also be identified.
The flows arrive at the source node according to a Poisson process with a rate λ. The connection holding time is exponentially distributed with a mean of 1 µ seconds. Each flow requires 1 unit of bandwidth. The link state update interval is exponentially distributed with a mean of 1 δ seconds. We will use the following notations in the analytical models:
• C sum = C 1 + C 2 + · · · + C n : the capacity of all paths.
• C max = max{C 1 , C 2 , · · ·, C n }: the largest single path capacity.
: the celebrated Erlang loss formula, which gives the blocking probability for a system with a capacity of C units of bandwidth and an offer load of ρ = λ µ .
•
Widest-Shortest Path Algorithm
The widest-shortest path algorithm (wsr) [16] is a state based routing algorithm that does not incorporate any mechanism to tolerate imprecise state information. It selects the shortest path that can satisfy a connection request for the request. When there are multiple such paths, the one that has the largest remaining bandwidth is selected. When using the widest-shortest path algorithm on the fish topology, the algorithm always selects the path that has the largest remaining bandwidth for a connection request. The state of the system can be described by the network state s = (r 1 , r 2 , · · ·, r n ), where r i , 1 ≤ i ≤ n, is the remaining bandwidth on path i. When a flow arrives, wsr selects the path with the largest bandwidth for the flow. The stochastic process corresponding to this state vector is a finite-state continuous-time Markov process with the state space:
and path i has the largest remaining bandwidth in state (a 1 , a 2 , · · ·, a n ); 0, otherwise.
(1) There are two types of transitions from state (a 1 , a 2 , · · ·, a n ), one for flow departures and one for flow arrivals. When one current flow on path i,
a n ) with a rate of (C i − a i ) × µ since there are (C i − a i ) active flows on path i, each having a departure rate of µ. When a new flow arrives, it is routed on the path with the largest bandwidth. Let path i be the path that has the largest remaining band-
a n ) with a rate of λ. Using transition formula (1), it is straightforward to derive the infinitesimal generator P for this Markov process. The equilibrium probabilities π = (π( s), s ∈ S) are the solutions to πP = 0 along with s∈S π( s) = 1. It can be shown that this Markov process has close form solutions for the equilibrium probabilities. In particular,
Using wsr, a flow is blocked only when the network is in the state (0, 0, · · ·, 0). Thus, the blocking probability is as following:
Notice that this result is equal to Erlang's loss formula for a single link with capacity C sum , E( λ µ , C sum ). This indicates that with precise state information, the widest shortest routing algorithm can explore all paths between the source and the destination. For the special case when all paths have the same capacity Φ, the blocking probability is E( λ µ , nΦ). Next, let us consider the extreme case when the link state update interval is close to infinite. Since the link state is never updated, wsr always selects the path with the largest capacity (instead of the one with the largest remaining bandwidth) for each connection request. The blocking probability is thus E( λ µ , C max ), where C max = max{C 1 , C 2 , · · ·, C n }. For the special case when all paths have the same capacity Φ, the blocking probability is E( λ µ , Φ). When the link state update interval is small, wsr will use accurate state information for path computation and have a blocking probability close to E( λ µ , C sum ). When the link state update interval is large, wsr will use inaccurate state information for path computation and have a blocking probability close to E( λ µ , C max ). In general, the blocking probability of wsr falls between these two bounds.
Let us consider the general case when the link state update interval is exponentially distributed with a mean of 1 δ seconds (and thus, the global network state is imprecise). The system can also be modeled as a continuous-time Markov process. The state of the system is described by the vector
The system state consists of two parts: The current network state (r 1 , r 2 , · · ·, r n ) and the index of the path that has the largest bandwidth in the previous link state update. Adding index enables the state transition under the imprecise network state information to be modeled: All flows arrived are routed to path index since this path is considered by wsr as the best path. A new path is selected only when the link state is updated
The number of states in S is equal to n
and
and path i b has the largest bandwidth in state (a 1 , a 2 , · · ·, a n ); 0, otherwise.
(2) There are three types of transitions from (i a , (a 1 , a 2 , · · ·, a n )) state, one for flow departures, one for flow arrivals, and one for link state updates. The first type of transitions corresponds to the case when one current flow on path i leaves the system. In this case, for each 1 ≤ i ≤ n, the transition rate from state
The second type corresponds to the case when a new connection arrives and is routed on path i a . In this case, the transition rate from state
is the connection arrival rate λ. The third type corresponds to a link state update, where a path with the largest remaining bandwidth is computed. Let path i b be the path with the largest remaining bandwidth in state (i a , (a 1 , · · ·, a n )). The transition rate from state
Using transition formula (2), it is straightforward to derive the infinitesimal generator for this Markov process and the equilibrium probabilities π = (π( s), s ∈ S) can be computed in the similar way as those in the wsr with precise state information. Among all the states in the state space, the states that can result in blocking are the ones that do not have bandwidth on the designated path. The set of states, BS, that can result in blocking is BS = {(i, (a 1 , · · ·, a n )) : (i, (a 1 , · · ·, a n )) ∈ S and a i = 0}. The blocking probability is equal to
An example Markov chain for the case when n = 2 and Fig. 2 . In the figure, the states with darker borders are the states that will cause blocking. It is unclear whether the Markov model for the wsr with imprecise state information has close form solutions. However, numeric results can be obtained from this model to study this scheme.
Probability Based Routing
Different probability based schemes differ in how the probability information is obtained and maintained. They all use the same routing algorithm, the shortest-safest routing [4] , for path computation. The shortest-safest routing algorithm first determines all paths that have the largest probability to satisfy a connection request, and then selects the shortest one for the connection request. Since precise probability information can usually be obtained, we will assume that precise probability information is available.
Using the probability based routing, when a path has a lower blocking probability, more flows will be routed through this path. Thus, on the fish topology, flows will be distributed among all paths such that all paths have the same blocking probability. Let α i be the portion of all flows routed to path i, the blocking probability of path i is E(α i λ µ , C i ). With probability based routing, the flow distribution can be obtained by solving equations:
along with
The iterative method can be used to obtain the solutions. Once the flow distributed is known (the values of α i , 1 ≤ i ≤ n, are known), the blocking probability of the probability based method is E(α 1 λ µ , C 1 ). For the special case when all paths have the same capacity Φ, the flows will be evenly distributed among all the n paths and the blocking probability is E(
This is the highest performance that a probability based routing can achieve since we assume that the probability information is precise. Notice that using state based routing, the potential achievable blocking rate is E( λ µ , nΦ), which is much smaller than E( λ µ 1 n , Φ), especially when n is large.
Multi-Path Routing
Multi-path routing [10] , [12] assumes that some single path QoS routing algorithm is used to compute a set of feasible paths. For example, multi-path routing can repeatedly use wsr to compute the set of feasible paths. It then probes all the paths to determine a feasible path for the connection request. The model for multi-path routing assumes that wsr is repeated k times to find the set of k feasible paths to be probed, where k is a parameter for the algorithm. Thus, every time when the link state is updated, k paths that have the largest bandwidths in the current state are selected to be probed for determining feasible paths until the next link state update. When multiple feasible paths among the k paths can satisfy a connection request, the one with the largest remaining bandwidth is selected for the request. For multi-path routing, the state of the system is described by the vector s = (kindex, (r 1 , · · ·, r n )).
In addition to the current network state (r 1 , · · ·, r n ), the k selected paths must be recorded in kindex in the system state. kindex is some kind of encoding that records the k selected paths. Since there are ( n k ) number of ways to select k paths out of n total paths, the potential value for kindex can be from 1 to (
We will use the notation max(ki a ) to represent the index in i 1 , i 2 , · · ·, i k that has the largest remaining bandwidth. The state transition rate from state (ki a , (a 1 , a 2 
and ki b is encoding of the k paths with the largest bandwidths in network state (a 1 , a 2 , · · ·, a n ); 0, otherwise.
(4) There are three types of transitions, one for flow departures, one for flow arrivals, and one for link state updates. The first type of transitions corresponds to the case when one current flow on path i leaves the system, 1 ≤ i ≤ n. In this case, the transition rate from state
The second type corresponds to the case when a new flow arrives and is routed on path max(ki a ). In this case, the transition rate from
is the connection arrival rate λ. The third transition corresponds to a link state update, where k new paths with the largest bandwidths are computed. Let ki b to be encoding of the k paths with the largest bandwidths in state (ki a , (a 1 , · · ·, a n )). The transition rate from state (ki a , (a 1 , · · ·, a n )) to state (ki b , (a 1 , · · ·, a n )) is δ. Using transition formula (4), it is straightforward to derive the infinitesimal generator for this Markov process and the equilibrium probabilities π = (π( s), s ∈ S) can be computed in the similar way as those in the wsr with precise state information. Among all the states in the state space, the states that can result in blocking are the ones that do not have bandwidth on each of the k designated paths. The set of states, BS, that can result in blocking is , (a 1 , · · ·, a n ) ) ∈ S} where a im = 0 for all i m in the decoding of ki. The blocking probability is equal to (a 1 , · · ·, a n ) ).
Randomized Routing
The idea of randomized routing is to compute a set of feasible paths and then randomly select one for a connection. We will assume that wsr is used repeatedly to compute k feasible paths, where k is a parameter for the algorithm. Similar to multi-path routing, every time the link state is updated, k paths with the largest bandwidths are selected as the potential candidates to be used until the next link state update. When a flow arrives, it is randomly (with the uniform probability distribution) routed among the k paths. Since randomized routing does not probe the paths, it is possible that a request is routed to a path that does not have sufficient bandwidths, which results in a blocking. The Markov model for randomized routing is similar to that for multi-path routing: The system behaves differently only when a new request arrives. The state of the system is described by the vector s = (kindex, (r 1 , · · ·, r n )).
Like in the model for multi-path routing, in addition to the current network state (r 1 , · · ·, r n ), the k selected paths are recorded in kindex in the system state. kindex is some kind of encoding that records the k selected paths. By decoding kindex, k indices, i 1 , i 2 , · · ·, i k , for the k selected paths, can be derived. The state space is
The state transition is the same as that for multi-path routing except that when a new flow arrives, there is an equal probability for the flow to be routed to each of the k paths, which results in the λ k rate to the k corresponding states. Among all the states in q ((ki a , (a 1 , a 2 
and ki b is encoding of the k paths with the largest bandwidth in state (a 1 , a 2 , · · ·, a n ); 0, otherwise.
the state space, the states that can potentially result in blocking are the ones that do not have bandwidth on one of the k designated paths. The set of states, BS, that may potentially result in blocking is BS = {(ki, (a 1 , · · ·, a n )) : (ki, (a 1 , · · ·, a n )) ∈ S and there exists an i m in the decoding of ki such that a im = 0}. The blocking probability is equal to
Here, zc is the number of i m 's in the decoding of ki such that a im = 0. When the system is in such a state, a flow will be blocked when it is routed to a path that does not have sufficient bandwidths. Thus, the probability that a flow will be blocked is zc k and the overall blocking probability is
A. Numerical Results
This sub-section studies the QoS routing algorithms using the analytical models. The findings are verified by the simulation in the next sub-section. To simplify the discussion, we will only present results for the fish topology with all paths having the same capacity. The topology can be represented with two parameters; the number of paths n and the capacity on each path Φ.
We will first consider the impacts of the imprecise network state information and examine the lower bound and the upper bound of the blocking probability of wsr. The lower bound is E( λ µ , nΦ) when the link state is precise and the upper bound is E( λ µ , Φ) when the link state is never updated and only one link is picked. We also show the blocking probability for the probability based methods, which is given by E( λ µ 1 n , Φ). Fig. 3 shows the lower-bound and upper-bound for wsr, as well as the performance of the probability based routing. In this study, we fix the total capacity in the network, nΦ = 12, and vary the number of paths (n). The load is fixed at load = λ µ /(nΦ) = 0.5. There are several interesting observations in this figure. First, the difference between the upper bound and the lower bound is very large, which demonstrates that the impacts of imprecise network state information can be very significant. Second, the performance of probability based routing is much better than the upper-bound and much worse than the lower bound. The difference between the performance of probability based routing and the lower bound is essentially the difference between E( λ µ 1 n , Φ) and E( λ µ , nΦ). This indicates that probability based routing is inherently limited in comparison to state based routing. Third, the number of paths can have significant impacts on the upper bound for wsr and on probability based routing. This indicates that the imprecise network state information will have more impacts on networks with higher connectivity (so that there are more paths between two nodes). Fig. 4 shows the impacts of traffic patterns on the effectiveness of different routing algorithms when they handle the imprecise state information. In this study, n = 4 and Φ = 3. The load is fixed at load = λ µ /(nΦ) = 0.5 and the link state update interval 1 δ = 30 seconds. The connection holding time varies and the connection arrival rate varies accordingly. In the figure, we use legend multi(x) to denote multi-path routing that probes x paths simultaneously, and random(x) to denote randomized routing with x candidate paths. As can be seen from the figure, when the connection duration is short, the blocking probability is much higher for all availability based routing algorithms, including wsr, randomized routing, and multi-path routing. This figure also shows the advantage of probability based routing: The performance of probability based routing is less sensitive to the traffic pattern. Thus, probability based routing offers an attractive alternative in the case when precise network state information is difficult to maintain, for example, when there are many short flows in the system. Fig. 5 shows the performance of multi-path routing with different link state update intervals. In this study, n = 4, Φ = 3, λ = 0.02, and 1 µ = 300 seconds. load = λ µ /(nΦ) = 0.5. As can be seen from the figure, multi-path routing consistently out-performs wsr and the improvement is quite significant when the link state update interval is large. The multi-path routing algorithm achieves better performance when probing more paths. Note that multi(4) achieves the lower bound since n = 4. A similar trend is observed for other traffic patterns. Fig. 6 shows the performance of randomized routing with different link state update intervals. In this study, n = 4, Φ = 3, λ = 0.02, and There are a number of interesting observations in this figure. First, the randomized routing does not always out-perform wsr. When 1 δ = 5 seconds, wsr achieves the best performance among all schemes in this study. Randomized routing achieves better performance when the link state update interval is large. Second, unlike multi-path routing, more candidate paths do not necessarily improve routing performance. This indicates that finding the optimal number of candidate paths can be difficult. A similar trend is observed for other traffic patterns.
In summary, the following conclusions can be drawn from this numerical study. First, the imprecise network state information can have a very large impact on the performance of the traditional QoS routing scheme, wsr. The imprecise state information has more impacts when there are more paths between two nodes. Second, QoS routing algorithms that compute feasible paths purely based on the probability inherently have a limit on their performance. To effectively explore network resources, availability based routing schemes should be used. Third, multipath routing significantly and consistently improves routing performance over its single-path routing counterpart. Finally, the performance of randomized routing is hard to predict. Sometimes, it may perform worse than wsr, the plain QoS routing algorithm.
B. Simulation Results
To verify the findings obtained with the analytical models and to evaluate the performance of the routing algorithms in practical situations on general topologies, we perform extensive simulations using a number of "Internet-like" random topologies with an average nodal degrees between 3 and 4. The "Internet-like" random topologies are generated using the Georgia Tech Internetwork Topology Models (GT-ITM) [17] with edgemethod = 3 (Edgemethod is a parameter in GT-ITM). The trend in the results for these random topologies is similar to that in the results for an ISP topology shown in Fig. 7 . We will only present the results for the topology in Fig. 7 in this sub-section. All the links are assumed to be bi-directional and of the same capacity, with C units of bandwidth in each direction. The flow dynamics of the network are modeled as follows. Flows arrive at a node according to a Poisson process with a rate λ. The destination node is chosen randomly from all nodes except the source node. The connection holding time is exponentially distributed with a mean of 1/µ seconds. The offered network load is given by ρ = λN h B/µLC, where N is the number of source nodes, L is the number of links, h is the mean number of hops per flow, averaged across all source-destination pairs, and B is the average bandwidth requirement for the flows. The parameters for the topology in Fig. 7 are C = 2000, N = 18, L = 60, and h = 2.36. The link state information is updated periodically with an interval of 1 δ seconds. Unless specified otherwise, the bandwidth requirement of a flow follows an exponential distribution with a mean value of B = 300. The average flow arrival rate, λ, is set depending upon the desired load.
The performance of widest-shortest routing, randomized routing, multi-path routing, and probability based routing schemes is studied. For randomized routing, we use the per pair path selection heuristic [18] to determine the set of feasible paths. The number of feasible paths to be selected in the randomized routing algorithm is 5. Multi-path routing also uses the per pair path selection heuristic to compute a number of feasible paths to be probed simultaneously. The maximum number of paths to be probed simultaneously by the multi-path routing algorithm is 5. For probability based routing, we assume that the empirical availability independent probability distribution information is maintained using the approach in [8] . With the probability distribution, the shortest-safest routing algorithm [19] is used to compute feasible paths. A blocked flow is dropped without being retried. All the results are obtained with at least a 95% confidence level. Fig. 8 shows the results when the link state update interval is small ( 1 δ = 5 seconds). In this case, the network state information is fairly precise. As shown in the figure, for all different network loads, multi-path routing performs the best, followed by wsr, followed by the randomized routing algorithm. The probability based routing algorithm performs the worst. These results confirm the conclusions in the analytical study. First, when the network state information is sufficiently accurate, routing based resource availability out-performs routing based on resource availability probability. Second, randomized routing performs worse than the plain wsr when the state information is sufficiently precise. Third, multi-path routing consistently outperforms wsr. The improvement in this case is not very significant since wsr performs fairly well when the state information is precise. Fig. 9 shows the results when the link state update interval is large ( 1 δ = 120 seconds). In this case, the network state information is imprecise. Note that the average connection duration is 60 seconds. In this experiment, probability based routing results in the best performance. Multi-path routing performs significantly better than wsr. One result that is not observed in the analytical study is that randomized routing performs slightly worse than wsr even when the link state update interval is large. We have simulated other traffic patterns. The results are consistent. We did not observe in any case that the randomized routing algorithm significantly out-performs wsr. In most cases, randomized routing performs slightly worse than wsr. We believe that the reason for this is that in randomized routing some of the candidate paths are longer than the single path found by wsr. Thus, the side effect of randomized routing is that longer paths are sometimes selected for a connection request, which degrades the performance. Fig. 10 shows the impacts of the link state update interval. The probability based scheme does not use the link state information to compute feasible paths and is not affected by the link state update interval. For all the availability based schemes, the link state update interval has a large impact. As the interval increases, the blocking probability for all the availability based schemes increases. As can be seen from the figure, multipath routing tolerates the imprecise state information fairly well. Other experiments, for different network topologies, different traffic patterns, and different network loads, have been carried out. The results show a similar trend.
In the simulation study, we observe the findings obtained from the analytical models:
1. The imprecise network state information can have a very large impact on the performance of the traditional QoS routing scheme, wsr (from the relative performance of wsr in Figs. 8 and 9 ). 2. Probability based routing performs well only when the network state information is very imprecise (Figs. 8 and  9 ). 3. Multi-path routing significantly and consistently improves routing performance over its single-path routing counterpart (Figs. 8 and 9 ). 4. Randomized routing may not be effective (Figs. 8, 9 , and 10). Although our analytical models are derived with many simplified assumptions such as the fish topology, the Poisson arrival rate, the same bandwidth requirement for all requests, etc, they give valuable insights about the routing algorithms in practical situations when many of the assumptions are relaxed. This demonstrates the power of the models.
IV. LOCAL REROUTING
As can be seen from the previous section, probing multiple paths is a robust mechanism to handle imprecise network state information. Explicitly probing multiple paths, however, can either introduce much larger overheads in comparison to single path routing when multiple paths are probed concurrently or result in a long path setup time when multiple paths are probed sequentially. We propose a new mechanism, called Local Rerouting (LR), that allows multiple paths to be probed without the limitations of the traditional multi-path routing schemes. LR can be incorporated in the resource reservation process to improve the effectiveness of path establishment in the presence of imprecise network state information. The idea is to apply the concept of dynamic rerouting during the path establishment process. Dynamic rerouting is a fault-tolerance mechanism that deals with link failures in operating networks. In this section, we show that such a concept can be extended to improve the effectiveness of QoS path establishment.
LR assumes that each router can compute by-pass paths for each link directly connected to the router. Different methods to compute the by-pass paths will be discussed later in the section. Once the by-pass paths are computed, local rerouting can apply at the resource reservation process: When a router tries to reserve bandwidth on a link for a connection, if the bandwidth on the link cannot satisfy the QoS requirement (this is due to the fact that the QoS routing algorithm uses stale link state information to compute the path), instead of failing the connection request as in the traditional resource reservation scheme, local rerouting will examine the by-pass paths to determine whether there is a by-pass path that can satisfy the QoS requirement. When such a by-pass path exists, resources will be reserved along the by-pass path and the reservation process will continue.
There are two key issues in local rerouting: Computing the by-pass paths and deciding which by-pass path can be used to replace the link with insufficient bandwidth. Since by-pass paths are used to protect a link, they are "local" to the router connecting the link in that all the links in the by-pass paths are a few hops away from the router. Thus, computing and deciding a by-pass path can be done with some "local" mechanism that is scalable to the network size. The following three schemes can be used to support local rerouting:
• Local link state update: This scheme augments the link state update mechanism. Using this scheme, there are two levels of link state updates; the global (network wide) link state updates that follow the traditional link state algorithm (e.g., the link state information is updated periodically) and local link state updates where local bounded flooding is used. For example, in local link state updates, a router may distribute its link states to routers within X hops. Since local link state updates are distributed locally, it is possible to use it to maintain precise "local" information, that is, each router may have precise state information for links that are within X hops to the router. A by-pass path that can satisfy the QoS requirement can be computed by a router when needed using the precise "local" information. When the local flooding is bounded to X hops, the maximum length of a by-pass path is X + 1.
• On-demand local link state update: This scheme does not require the link state maintenance mechanism to be changed. At the time when a router decides that a link does not have sufficient bandwidth, it sends out requests for the neighboring routers asking for precise link state information. After the neighbors reply, the router can then compute the by-pass paths. On-demand local link state update is the reactive counterpart of the local link state update scheme.
• Pre-computed by-pass paths: In this scheme, a set of pre-computed by-pass paths for each link is maintained at each router. At the time when a router decides that a link does not have sufficient bandwidth, it probes the set of bypass paths sequentially to decide if there exists a by-pass path that has sufficient bandwidth. The maximum length of by-pass paths, M L, is an important parameter for local rerouting. It not only decides the effectiveness of local rerouting, but also determines the overheads of the scheme. Consider the case when M L = 2 (at most 2 links in a by-pass path). In this case, the overhead is small: Only one hop bounded flooding is needed to support the local link state update scheme. However, depending on the network topology, the number of links that are protected by by-pass paths may be limited and local rerouting may not be effective. Hence, to decide the best M L for a network, a compromise between link coverage and overheads for computing by-pass paths must be determined.
Local rerouting allows multiple paths between the source and destination to be probed, which increases the possibility of a successful path establishment in the presence of imprecise state information. In practice, most links along the path computed by a QoS routing algorithm are likely to satisfy the QoS requirement. In the rare cases when some links in the path cannot satisfy the QoS requirement, local rerouting can fix the problem inexpensively. Compared to the scheme that concurrently probes multiple paths, local rerouting introduces less signaling overheads. Compared to the scheme that probes multiple paths sequentially, local rerouting has a shorter path setup time. In addition, since the by-pass paths are computed based on the precise (local) network state information, the effectiveness of LR is There are some potential issues with local rerouting. For example, LR replaces a link with a longer by-pass path. This can potentially increase the resources used by a connection and degrade the overall network performance. LR also introduces overheads in the by-pass path computation. These issues are investigated in the performance evaluation.
A. Performance Study
To study the effectiveness of local rerouting (LR) in handling imprecise network state information, we evaluate the performance when LR is applied to widest-shortest routing (wsr), randomized routing, multi-path routing, and probability based routing. Note that one advantage of LR is that it can be combined with almost all existing schemes that were designed to deal with imprecise state information. In the experiments, the path computation methods for different routing schemes are the same as those described in Section III-B.
We perform extensive simulations using "Internet-like" random topologies with an average nodal degrees between 3 and 4 (generated by GT-ITM) as well as the ISP topology in Fig. 7 . The simulation settings are the same as those described in Section III-B. The trend in different Internet-like topologies is similar. Hence, unless specified otherwise, we will present the results for a 100-node random topology with the following parameters: N = 100, L = 428, h = 3.30, and C = 4000. The network traffic used in the simulation has the following parameters; the mean bandwidth requirement B = 200 and connection duration 1 µ = 60 seconds. In order for LR to be effective, links in the network must be be protected by local by-pass paths. Fig. 11 shows the percentage of links in a network that are protected by at least one by-pass path. We show the results for networks with 50, 100, and 200 routers. The results are the average of 50 random networks generated by GT-ITM with the same parameter (an average nodal degree of 4). As can be seen from the figure, having the by-pass paths of length 3 or 4 can provide sufficient coverage for the links in the networks. For example, with the maximum by-pass path length of 4, more than 90% of links are protected in all cases. In the rest of the section, the maximum length of by-pass paths is set to be 4. Fig. 12 shows the results when LR is applied to wsr on the 100-node random network when the link state update intervals ( 1 δ ) are 5 seconds and 60 seconds. In the figure, the legend wsr − X represents wsr with a link state update interval of X seconds. The legend wsr − X/LR represents wsr − X with LR. The rest of this section follows the same convention. The wsr−0 scheme represents the case when precise network stat information is used. As can be seen from the figure, in both cases, local rerouting is effective in improving the blocking probability, which indicates that LR is effective for different link state update intervals. The performance of wsr − 5/LR is quite close to that of wsr − 0. Fig. 13 shows the improvement percentage on blocking probability when LR is used with different routing algorithms. Let b s be the blocking probability for routing scheme s, the improvement percentage is computed by
× 100. This experiment assumes a 30 seconds link state update interval. Routing algorithms including wsr, multi-path routing, probability based routing, and randomized routing are considered. As can be seen from the figure, large improvements are obtained for wsr, probability based routing, and randomized routing (17% to 120% depending on the network load). For multi-path routing, the improvement is relatively small, but still significant (2% to 25%). This is mainly due to the fact that both approaches explore multiple paths for establishing a connection. Thus, there are some overlaps among the paths explored by both approaches, which renders the combination of LR and multi-path routing less effective than the combination of LR and other schemes. This figure also shows that local rerouting is more effective when the network load is low. There are two reasons for this. First, when the network load is low, there are more rerouting opportunities and local rerouting can more effectively handle ineffective routing decisions. Second, local rerouting uses a longer path for a connection, which usually results in the decreasing of effectiveness when the network load becomes higher.
The results in Figs. 12 and 13 show that local rerouting is very effective in reducing the blocking probability for QoS path establishment. Another aspect in QoS path establishment is the overhead introduced by the QoS routing and path establishment mechanisms. LR can be supported with three schemes: Local link state update, on-demand link state update, and precomputed by-pass paths. With local link state updates and ondemand link state updates, link state maintenance overheads Fig. 13 . Improvement of local rerouting on blocking probability. Signaling overheads for the pre-computed by-pass paths scheme (average number of links probed per established connection).
are introduced. When one of these schemes is used, the signaling overhead introduced by LR is only in forms of longer paths. With the pre-computed by-pass paths scheme, the link state maintenance overhead remains the same as the traditional scheme. However, since a router may probe multiple by-pass paths to find the one that can satisfy the QoS constraints, the signaling overhead may be significant. Fig. 14 compares the signaling overhead of the pre-computed by-pass paths scheme with that of other routing schemes. The signaling overhead is defined as the average number of links that must be probed to establish a connection. Using pre-computed by-pass paths, a router may need to probe multiple by-path paths to find one that satisfies the QoS requirement. The figure shows the overheads for wsr − 30, wsr − 30/LR, multipath(2) − 30 (multi-path routing with 2 paths at most for each connection), and multipath(5) − 30 (multi-path routing with 5 paths at most for each connection). As can be seen from the figure, local rerouting introduces slightly more overheads than single path routing while having much lower overheads than multi-path routing, even 2-path routing. This is because most of the links in the computed paths have sufficient resources and no rerouting is needed. These results indicate that LR with pre-computed by-pass paths only introduces minor overheads in comparison to multi-path routing.
Let us consider the link state maintenance overheads when local link state update or on-demand local link state update is used. Different ways to distribute link state update affect the maintenance overheads. We use an abstract overhead measurement without considering the details about how the link state information is distributed. For different schemes, the overhead is defined as the number of updates each node receives per second. For example, for the 100-node network, using the timer based scheme with a link state update interval of 30 seconds, each node must receive 99 updates in 30 seconds and the overhead is thus 99/30 = 3.3. When LR is employed, the overheads will depend on other factors such as the network load. Table 1 shows the link state maintenance overheads and Table 2 shows the corresponding performance (blocking probability) for wsr − 30, wsr − 30/LR, and wsr − 12. As can be seen from the table, the pro-actively distributing local link state information can introduce large overheads: 89.0 updates per second versus 3.3 updates per second without LR at the network load of 0.45. To use this scheme, some mechanisms must be employed to further reduce the overheads. One possibility is to use the threshold based local updates. On the other hand, on-demand local link state updates introduce much less overheads compared to the pro-active updates. This is because the on-demand updates are invoked much less frequently than proactive updates. Overall, wsr − 30/LR achieves lower blocking probability, but has higher overheads than wsr − 30. Since path establishment in the presence of imprecise state information is essentially a compromise between performance and overheads, we compare wsr − 30/LR with wsr − 12. With on-demand local link state updates, wsr − 30/LR introduces less overheads in maintaining the link state information while achieving lower blocking probability for all the network loads studied. This indicates that incorporating LR is more effective than simply decreasing the link state update interval to improve performance.
Among the three schemes proposed for computing local bypass paths; pro-actively distributing local link state updates introduces large overheads. However, LR with on-demand link state updates or the pre-computed by-pass paths scheme is effective; the blocking probability is significantly improved without introducing excessive overheads.
V. CONCLUSION
In this paper, we study the problem of establishing QoS paths in the presence of imprecise global network state information. We develop analytical models for QoS routing algorithms and analyze various QoS routing schemes that were designed to tolerate imprecise network state information. We propose and evaluate a new scheme, local rerouting, that allows multiple paths to be probed for establishing a connection. The results of our performance study show that local rerouting is effective in improving path establishment performance while only introducing minor overheads. 
