Introduction
The topic of this annotated bibliography is connectionism, a field of computer science that has enjoyed a vast resurgence in the last ten years. Properly speaking, connectionism should be regarded as part of Artificial Intelligence, or AI, and up to some years ago it was usually so treated. The earlier entries below will make that clear. Another term for connectionism is Neural Networks, and it is being widely used, especially among the new efforts that are arising, including start-up companies.
Connectionism has two chief interests: one is the efficiency or novelty of certain kinds of computation; the other is models of real brains or real neural networksthe kinds made of flesh. The former is our concern here. It has been claimed that connectionism can exhibit a new kind of computing, which is "non-von-Neumann," and can thereby provide new capabilities that cannot be matched in other ways. We want to point readers towards publications that can give them background and insights about the real issues and the state of the field and its prospects. We do not cover the recent work on implementation technologies. Our audience here is anybody who wants or needs more than buzzword knowledge about the field, including researchers, students, and managers in computer science and technology.
The entries have been selected according to their relevance to learning machines that we now recognize as connectionist. Entries are ordered by date of publication. This early paper lays out the ideas behind connectionism with austere and literate precision; though in places it is not easy reading. It shows that a simple model neuron, working in discrete time and emitting a purely binary signal, can be assembled in numbers to form a Turing machine; that is, that it can compute anything that is computable at all. An awesome piece of work, considering that the junior author, who was responsible for all the mathematics and many of the ideas, was barely twenty years old. Pitts, W.H. and McCulloch, W.S., "How we know universals: The perception of auditory and visual forms," Bulletin of Mathematical Biophysics, 1947, 9 , 127-147. A companion paper to the previous one. It shows that neural networks-that is, connectionist mechanisms-can compute features or concept membership in the current AI sense. This connectionist classic deals broadly with the problem of relating psychology to neurophysiology. The most lasting specific contribution has been Hebb's neurophysiological learning rule-that a synapse becomes strengthened whenever the pre-and post-synaptic neurons are simultaneously active. Hebb argued that neurons following this rule would group themselves together to form cell assemblies, which would then be capable of further learning and more complex behavior. One difficulty in the ideas is that the cell assemblies seemed not to behave very differently from the neurons they were assembled from. In later years, Hebb seemed to abandon his old ideas more willingly than some of his readers. Rosenblatt and the perceptron are the names that today we most associate with the early surge and then ebbing of interest in connectionism. Probably Rosenblatt and his group at Cornell Aeronautical Laboratory were responsible for more hyperbole per actual man-month of work than any other group in history-though some today may pose competition. At the core of the perceptron work is the convergence theorem, which states that a certain kind of perceptron will eventually learn any predicate it is capable of representing. As others noted later, the primary limitations of this result are 1) the word eventually, 2) that many predicates cannot be represented, and 3) that a perceptron must be explicitly told the correct behavior in order to learn. A statement of the importance of features in recognition, and suggesting that the hierarchy of features is a dominant and natural structure; the interplay between layers has a connectionist flavor and function. This paper and Samuel's paper (below) were the first to discuss the idea of generating new features from combinations and mutations of old features that have already proven useful. Samuel, A.L., "Some studies in machine learning using the game of checkers," IBM Journal on Research and Development, 1959, 3, 210-229; reprinted in Computers and Thought, Feigenbaum, E.A. and Feldman, J., eds., New York: McGraw-Hill, 1963. Probably the most famous learning paper in AI. Although Samuel saw his work as an alternative to the "Neural-Net Approach" that was popular at the time, it would fit well into 1980's connectionism, and is the basis for several modern learning procedures. This was the first real critique of Rosenblatt's perceptrons, and pointed out that the perceptron as he had defined it, far from being able to make general abstractions, could not even generalize towards the notion of binary parity; it also analyzed other claims to convergence and suggested the roles that connectionist mechanisms might play in larger systems. This properly famous book analyzed one-layer perceptrons and proved that they are inherently incapable of making some global generalizations on the basis of locally learnt examples: in particular, connectivity of a binary picture. It is a thoughtful, thorough, and well written book. However, the limitations discussed are all of perceptrons as computational mechanisms, not as learning mechanisms; that is, the limitations are on what they can compute, not on what they can learn in a practical amount of time. As Minsky and Papert note, the latter is often the more pressing concern. For example, a perceptron has no computational difficulties in learning to recognize shapes independent of their size, position, and orientation, but it can do so only after experience with each shape in all possible sizes, positions, and orientations. Although this book is often said to have killed the early perceptron work, it had already been nearly abandoned by the time the book appeared. Klopf's primary contribution was to recognize that something was missing from the then-current stock of connectionist learning methods. That something was the ability to learn in environments in which you were told how well you were doing, but not exactly what you should be doing (or should have done); that is, the ability to do reinforcement learning rather than supervised or error-correction learning.
Arbib, M.A., The Metaphorical Brain, New York: Wiley, 1972. This book laid out the imperatives for modern connectionism clearly and convincingly, and helped set the stage for the current renewed interest in the area. A compact presentation of Uttley's pioneering work in connectionism. He is best known for his early work on conditional probability machines (1956) and for the informon, a connectionist learning unit using the negative of the Hebb rule, and which he related to animal learning theories. Fukushima, K., "Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in position, " Biological Cybernetics, 1980, 36 , 193-202. An often-cited problem in using connectionist networks for pattern classification is their inability to generalize to shifted or rotated versions of trained patterns. A brute-force approach to this problem is to provide sets of units that extract identical features from different parts of an input field. Fukushima's Neocognitron (a development of his earlier Cognitron) is constructed of multiple layers of such unit sets and demonstrates limited shift-invariance. The generality of this approach may be limited by the large number of units required.
Sutton, R.S. and Barto, A.G., "Toward a modern theory of adaptive networks: Expectation and prediction," Psychological Review , 1981, 88 , 135-170. A study of connectionist learning elements as models of Pavlovian conditioning, the simplest and best understood kind of associative learning in nature. This paper points out that while the Hebb rule is a very poor model of animal behavior, the ADALINE rule is equivalent to a popular and successful psychological theory, the Rescorla-Wagner model. The paper also proposes a new connectionist learning element that improves over both in some ways. John Hopfield has almost single-handedly created an enormous amount of activity and interest in connectionist systems among physicists and the wider lay public. In this paper, he introduced the idea of computational energy, a new way of understanding the computation performed by networks with feedback and effectively symmetric connections. This idea was used subsequently, for example, in the development of the Boltzmann Machine (see Ackley et al. below). In the Hopfield and Tank article, energy analyses are used to design networks and weight settings to solve particular problems; for instance, samples of the traveling salesman problem. This work should be taken as an excellent illustration of the energy-function design methodology, not as a demonstration of the competitiveness of such networks on combinatorial optimization problems.
