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ABSTRACT
Diabetic retinopathy (DR) is a common retinal disease that
leads to blindness. For diagnosis purposes, DR image grad-
ing aims to provide automatic DR grade classification, which
is not addressed in conventional research methods of binary
DR image classification. Small objects in the eye images, like
lesions and microaneurysms, are essential to DR grading in
medical imaging, but they could easily be influenced by other
objects. To address these challenges, we propose a new deep
learning architecture, called BiRA-Net, which combines the
attention model for feature extraction and bilinear model for
fine-grained classification. Furthermore, in considering the
distance between different grades of different DR categories,
we propose a new loss function, called grading loss, which
leads to improved training convergence of the proposed ap-
proach. Experimental results are provided to demonstrate the
superior performance of the proposed approach.
Index Terms— Diabetic retinopathy grading; Attention
mechanism; Bilinear model; Convolutional neural network
1. INTRODUCTION
Diabetic retinopathy (DR) is one of the most common retinal
diseases and it is a primary cause of blindness in humans [1].
It augments the blood pressure in small vessels and conse-
quently influences the circulatory system of the retina and the
light-sensitive tissue of the eye. Singapore is one of the coun-
tries with the highest prevalence of diabetes mellitus. In a
recent screening exercise for DR in Singapore, 28.2% of pa-
tients with diabetes have been found to have DR, indicating a
prevalent condition in the nation [2].
The major challenge for DR diagnosis is that DR is a
silent disease with no early warning sign, which makes it dif-
ficult for a timely diagnosis to take place. The traditional
solution is inefficient, in which, well-trained clinicians can
manually examine and evaluate the diagnostic images from
the Digital Fondus Photography. This type of diagnosis can
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take several days depending on the number of doctors avail-
able and patients to be seen. Besides this, the result of such a
diagnosis varies from doctor to doctor and its accuracy relies
greatly on the expertise of practitioners. Moreover, the exper-
tise and equipment required may be lacking in many high rate
DR areas.
The aforementioned challenges have raised the need for
the development of an automatic DR detection system. In
recent years, many research works have been conducted to
detect DR automatically with the focus on feature extraction
and two-class prediction [3–6]. These works are effective to
some extent but also have several shortcomings. First, the ex-
tracted features from photos are hand-crafted features which
are sensitive to many conditions like noise, exposedness and
artifacts. Second, feature location and segmentation cannot
be well embedded into the whole DR detection framework.
Moreover, only diagnosing to determine whether or not DR
is present rather than diagnosing the severity of DR could
not well address practical problems and neither can it provide
helpful information to doctors.
Recently, convolutional neural networks (CNN) has
demonstrated attractive performance in various computer
vision tasks [7–9]. In this paper, we adopt the CNN-based ar-
chitecture to develop a five-class DR image grading approach.
In the proposed architecture, we design an attention mecha-
nism for better feature extraction and a loss function, called
grading loss, for fast convergence. In addition, the bilinear
strategy is used here for better prediction in this fine-grained
image task. Compared to other state-of-the-art research works
in five-class classification, the proposed approach is able to
achieve superior classification accuracy performance. The
contributions of this paper are summarized as below:
• A new deep learning architecture BiRA-Net is pro-
posed to tackle the DR grading challenge. It contains
an attention mechanism that is designed for better fea-
ture learning. Moreover, a bilinear training strategy
is used to help the classification of fine-grained retina
images.
• A new loss function based on log softmax is proposed
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to measure the model classification accuracy for the
fine-grained DR grading issue, and it is verified in the
experiments to effectively improve the training conver-
gence of the proposed approach.
The rest of this paper is organized as follows. First, a brief
review of the related work is provided in Section 2. Then the
proposed BiRA-Net is presented in Section 3 and compared
with the state-of-the-art approaches in Section 4. Finally, Sec-
tion 5 concludes this paper.
2. RELATEDWORK
Conventionally, most diabetic retinopathy detection methods
have focused on extracting the regions of interest such as mac-
ula, blood vessels, exudates [3, 6], and these approaches have
dominated the field of DR detection for years. In recent years,
CNN has been used in DR detection [10–13] and achieved
satisfying results in the binary classification of DR.
Compared to the binary classification, the classification
on DR severity is more important, since it can provide more
information that can better help doctors diagnose and make
decisions. However, even for experienced doctors, it is still
a challenge to diagnose the severity of DR based on complex
factors of different characteristics of eyes.
Ever since the California Healthcare Foundation put for-
ward a challenge with an available dataset in Kaggle [14],
more and more research has been put into investigating a
multi-class prediction of DR [15–17]. Bravo et al. [16] ex-
plored the influence of different pre-processing methods and
combined them using VGG16-based architecture to achieve
good performance in diabetic retinopathy grading. However,
most research utilizes CNN like a black box which lacks intu-
itive explanation. It is notable that a Zoom-in-Net is proposed
to use attention mechanism to simulate a zoom-in process
of a clinician diagnosing DR and achieve state-of-the-art
performance in binary classification [18].
3. PROPOSED BIRA-NET: BILINEAR ATTENTION
NET FOR DR GRADING
The proposed BiRA-Net is presented in this Section for DR
prediction. The proposed BiRA-Net architecture is shown in
Fig. 1, which consists of three key components: (i) ResNet,
(ii) Attention Net and (iii) Bilinear Net. First, the processed
images are put into the ResNet for feature extraction; then
the Attention Net is applied to concentrate on the suspected
area. For more fine-grained classification in this task, a bilin-
ear strategy is adopted, where two RA-Net are trained simul-
taneously to improve the performance of classification. It is
for this reason that our architecture is named “ BiRA-Net ”.
3.1. Conventional ResNet
Residual Neural Network (ResNet) [19] uses shortcut connec-
tion to let some input skip the layer indiscriminately, which
would avoid adding on new parameters and having too much
calculation on the network. Simultaneously avoiding the loss
Fig. 1. The overview of the proposed BiRA-Net architecture.
(A color version of this Figure is available in the electronic
copy.)
of information and degradation problem, ResNet can saliently
increase the training speed and effects. Therefore, the pre-
trained ResNet-50 which is 50 layers deep is applied for fea-
ture extraction in the proposed network architecture.
3.2. Proposed Attention mechanism
Medical images always contain much irrelevant information
which may disturb decision-making. For our task, micro-
scopic features like lesions and microaneurysms are critical
for doctors to classify DR grading. Therefore, the proposed
BiRA-Net utilizes the attention mechanism, which mimics
the clinician’s behavior of focusing on the key features for
DR prediction.
The Attention Net in BiRA-Net firstly takes the feature
maps F ∈ R100×20×20 from ResNet as input, and then puts
them into Net-A which is a CNN network of 3 convolution
layers with 1×1 kernels, which add more nonlinearity and en-
hance the representation of the network, as shown in Fig. 2,
so as to generate attention maps A ∈ R100×20×20. Specifi-
cally, it produces 20 attention maps for each disease level by
a sigmoid operator. To create the masks M of images, the
multiplication between the feature maps F and the attention
maps A is applied. And then, we perform global average
pooling (GAP) on both the masks M and the attention maps
A respectively to reduce the parameters and avoid overfitting.
Finally, to acquire the weight of images and to filter unrelated
information, a division is used. To summarize, the final output
Fig. 2. The overview of the attention net (Net-A) used in the proposed BiRA-Net. (A color version of this Figure is available in
the electronic copy.)
for the Attention Net is calculated as
Output = GAP(Al) GAP(Al ⊗ F l) (1)
where Al and F l are l-th attention map and l-th feature map,
respectively; ⊗ and  denote element-wise multiplication
and element-wise division respectively.
3.3. Proposed bilinear model
The proposed BiRA-Net utilizes a bilinear strategy to im-
prove the performance of classification. To speed up the train-
ing process and reduce the parameters, two same streams of
RA-Net are trained simultaneously, which is inspired by [20].
More specifically, only one stream needs to be trained, such
symmetric bilinear learning strategy has been proved in [21].
The Bilinear Net used in the proposed network is illus-
trated in Fig. 1, which takes the output of Attention Net and
the output of the ResNet as inputs. The output of ResNet will
be first put into Net-B which is made up of one convolution
layer (100, 20× 20) and one ReLU activation layer to extract
the features and reshape them to be the same as the output of
the Attention Net. Then they will be computed byM operator
(element-wise mean) as
Zl = (X l ⊕ Y l) 2 (2)
where X l and Y l are the output of Attention Net and the
output of Net-B, Zl is the output of M operator, ⊕ denotes
element-wise addition.
Next, we use outer product on the output of M operator
term as Z to obtain an image descriptor, and then the result-
ing bilinear vector B (B = ZZT ) is passed through signed
square-root step (Y ← sign(B)√|B|) and L2 normalization
(Z ← Y/ ‖Y ‖2) to improve the performance.
3.4. Proposed grading loss
Conventional loss functions are restricted to reducing the
multi-class classification to multiple binary classifications.
The distance between different classes is not considered in
these conventional loss functions. To reduce the loss-accuracy
discrepancy and get an improved convergence, we propose a
new loss which adds weights to the softmax function, called
“ grading loss ”.
The proposed grading loss function is a weighted softmax
with the distance-based weight function and is defined by
Lseq(x, y) = weighty (−log (Lsoftmax(x, y))) (3)
where
weighty =
|argmax(x)− y|+ 1
M
(4)
which denotes the softmax function as
Lsoftmax(x, y) =
exp(x[y])∑
j exp(x[j])
(5)
where y ∈ [0, C − 1] , x = (x0, x1, x2, ...., xC−1),M =∑C−1
i=0 (|y − i| + 1). It defines the gap between class com-
puted by the maximum difference between predicted class x
and the real class y, andC is the number of class. The weights
are normalized by dividing the accumulating of all circum-
stances as (4).
A toy example is provided to clarify the concept of the
proposed grading loss function and it is as follows. For ex-
ample, in our DR classification task, there are 5 classes. With
the proposed grading loss function, a more substantial price
will be paid if it classifies the category with grade 0 as the cat-
egory with grade 4 than that to be the category with the grade
1, and the weights of these two scenarios are 5/15 and 1/15,
respectively. This is in contrast to that the conventional loss
function imposes a same loss on these two scenarios.
4. EXPERIMENTAL RESULTS
4.1. Dataset and implementation
Experiments are conducted in this paper using a dataset from
Kaggle [14]. The retinal images are provided by EyePACS
consisting of 35126 images. And each image is labeled as
{0, 1, 2, 3, 4}, depending on the disease’s severity. Examples
of each class are shown in Fig. 3. The dataset is highly un-
balanced with 25810 level 0 images (Normal), 2443 level 1
(Mild), 5292 level 2 (Moderate), 873 level 3 (Server) and 708
level 4 (Proliferative). For better generalization and compari-
son with the latest method of five-class classification, the data
distribution from [16] is adopted, and then we reserve a bal-
anced set of 1560 images for validation, and the rest are used
as training data.
The original images have a black rectangle background.
They are cropped to keep the whole retina regions in the
square areas. Then the images are resized to 610 × 610 pix-
els and are standardized by subtracting mean and dividing
by standard deviation that is computed over all pixels in all
training images. The histogram equalization is used for con-
trast enhancement. To balance the training data, weighted
random sampling is adopted. During training, the images
are randomly rotated by ±10 degrees, flipped vertically or
horizontally in data augmentation process.
Fig. 3. Examples of retinal images [14] used in the experiment.
The proposed model is implemented using Pytorch and
trained on a single GTX1080 Ti GPU, using stochastic gradi-
ent descent (SGD) optimizer with the momentum of 0.9. The
l2 regularization is performed on weights with weight decay
factor of 5× e−7, and the initial learning rate is 0.01.
4.2. Performance metrics
A confusion matrix is used to count how many images of each
class are classified in each class, and the average of classifica-
tion accuracy (ACA) is calculated by the mean of the diagonal
of the normalized confusion matrix. Note that an ACA of 0.2
is the score of a random guess since there are 5 classes in the
experiments.
In addition, the micro-averaged and macro-averaged ver-
sions of F1, denoted as Micro F1 and Macro F1 are used to
evaluate the results of multi-class classification. F1 is de-
fined as the harmonic mean between precision and recall. The
Macro F1 is the mean of the F1-scores of all the classes. In the
micro-averaged method, the individual true positives, false
positives, and false negatives of different classes are summed
up and then applied to get the statistics.
4.3. Baseline methods
We compare our model with the work by Bravo et al. [16],
which has achieved the best ACA using the fusion of VGG-
based classifiers with different image preprocessing (circular
RGB, grayscale and color centered sets). To explore the ef-
fectiveness of various modules in the proposed BiRA-Net, ab-
lation studies are implemented to evaluate the performance of
different combinations among different parts as follows.
• Bi-ResNet: A pre-trained ResNet-50 [19] using the
proposed bilinear strategy.
• RA-Net: Only one single stream of the proposed
BiRA-Net is used.
• BiRA-Net: The proposed architecture with the pro-
posed grading loss function.
4.4. Results
Table 1 summarizes the results of all methods on the test
dataset. BiRA-Net outperforms all other methods in ACA,
Marco F1 and Micro F1. We also implemented BiRA-Net us-
ing cross-entropy loss and it has achieved competitive results.
The ACA is 0.5424 which is close to our proposed BiRA-Net.
However, using the proposed loss, we observe an improved
convergence in speed.
Table 1. The objective performance evaluation of various ap-
proaches, which are described in Section 4.3.
ACA Marco F1 Micro F1
Bravo et al. [16] 0.5051 0.5081 0.5052
ResNet-50 [19] 0.4689 0.4753 0.4689
Bi-ResNet 0.4889 0.5503 0.4897
RA-Net 0.4717 0.5268 0.4724
BiRA-Net 0.5431 0.5725 0.5436
Fig. 4 shows the confusion matrix for the proposed BiRA-
Net. In the confusion matrix, each class is most likely to be
predicted into the right class, except class 1, which is mostly
classified into class 0. It is clear that class 1 is the most diffi-
cult to differentiate and normal (class 0) is the easiest to de-
tect.
Fig. 4. The classification confusion matrix of the proposed
BiRA-Net. Horizontal axis indicates the predicted classes and
vertical axis indicates the ground truth classes.
5. CONCLUSIONS
This paper has proposed an attention-driven deep learning ar-
chitecture for diabetic retinopathy grading, where the bilin-
ear strategy is implemented for fine-grained grading tasks. In
addition, the proposed grading loss function helps to attain
much improved convergence of the proposed approach. The
ablation analyses show that these proposed components effec-
tively improve the classification performance. The proposed
BiRA-Net is competitive with the state-of-the-art methods, as
verified in the experimental results.
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