For a set M = {−μ, −μ + 1, . . . , λ} \ {0} with nonnegative integers λ, μ < q not both 0, a subset S of the residue class ring Z q modulo an integer q ≥ 1 is called a (λ, μ; q)-covering set if MS = {ms mod q : m ∈ M, s ∈ S} = Z q . Small covering sets play an important role in codes correcting limited-magnitude errors. We give an explicit construction of a (λ, μ; q) -covering set S, which is of the size q 1+o(1) max{λ, μ} −1/2 for almost all integers q ≥ 1 and optimal order of magnitude (that is up to a multiplicative constant) p max{λ, μ} −1 if q = p is prime. Furthermore, using a bound on the fourth moment of character sums of Cochrane and Shi that there is a (λ, μ; q)-covering set of size at most q 1+o(1) max{λ, μ} −1/2 for any integer q ≥ 1, however the proof of this bound is not constructive.
Very recently, Kløve and Schwartz [14] , [15] have introduced the notion of (λ, μ; q)-covering sets. Namely, a subset S ⊆ Z q is called a (λ, μ; q)-covering set of Z q if MS = Z q . As stated in [14] , the problem of covering for certain parameters has applications such as rewriting schemes, see also [10] . The task is to find (λ, μ; q)-covering sets of size as small as possible. Define ω λ,μ (q) = min{r ∈ N : ν λ,μ (q, r ) = q}.
(1)
Clearly, we have the lower bound
We prove the general upper bound
where r (q) is the number of prime divisors of q. In many cases our constructive method provides stronger bounds. In particular, if q = p is a prime we get
which is consistent with the lower bound (2) . Note that we can always assume that λ + μ < q − 1 as otherwise S = {0, 1} is trivially a (λ, μ; q)-covering set of smallest possible cardinality.
Although r (q) is typically quite small, for some q the bound (3) can be trivial. However, using a bound on the fourth moment of character sums of Cochrane and Shi [7] we prove the general bound ω λ,μ (q) ≤ q 1+o(1) max{λ, μ} −1/2 , however, the proof is not constructive.
We also consider some questions which appear in the case of very small values of λ and μ. For instance, Kløve and Schwartz [14, Corollary 3] have given a description of the integers q which admit an explicit formula for ω 2,1 (q) . This description involves the property of the multiplicative order of 2 modulo all prime divisors of q. We show that classical number theoretic tools allow to obtain an asymptotic formula for the number of such positive integers q in a given interval [1, Q] as Q → ∞ (this question has been investigated numerically in [14] ).
Finally, we discuss the approach of [14] to estimating ω λ,μ ( p) (for a prime p) via the number of residues of a sequence of consecutive powers of a given primitive root modulo p in a short interval. We show that several recently obtained results due to Bourgain [4] , [5] indicate that this approach has no chance to succeed. Throughout this work, the implied constants in the symbols 'O', and ' ' are absolute. We recall that given two functions U (x) and V (x) of a parameter x, the notations
V (x) are both equivalent to the assertion that for sufficiently large x the inequality |U (x)| ≤ cV (x) holds for some constant c > 0.
As usual, for an integer q, we use ϕ(q) to denote the Euler function of q and τ (q) the number of integer positive divisors of q.
Since ω already has another meaning in this work, which stems from notation of [14] , then, as before, we use r (q) for the number of distinct prime divisors of q.
We also use Z * q to denote the set of invertible elements of Z q .
The letter p, with or without subscripts, always denotes a prime number.
II. CONSTRUCTION
Here we give explicit constructions of (λ, μ; q)-covering sets Theorem 1: For any integer q ≥ 1 and non-negative
Proof: Note that S is a (λ, μ; q)-covering set whenever so is −S = {q −s : s ∈ S}. Hence, we may restrict ourselves to the case λ ≥ μ and note that {1, 2, . . . , λ} ⊆ M.
First we consider the case that q = p with a prime p.
If λ < p, we put H = p/λ − 1 and
Clearly
Let a ≡ a 0 + a 1 p mod p be any integer with 0 ≤ a 0 < p and 0 ≤ a 1 < p −1 . We have to show that a 0 ≡ ms 0 mod p for some m ∈ {1, 2, . . . , λ} and s 0 ∈ {± j −1 mod p :
If a 0 = 0, we take s 0 = 0, m = 1, and s 1 = a 1 . If a 0 = 0, there are at least two elements r 1 a 0 , r 2 a 0 with 0 ≤ r 1 , r 2 ≤ H such that
by the pigeon-hole principle. We take m = (r 1 − r 2 )a 0 mod p ∈ M and s 0 = (r 1 − r 2 ) −1 mod p ∈ {± j −1 mod p : 1 ≤ j ≤ H }, and get a 0 ≡ ms 0 mod p.
Hence, MS = Z p . If p j ≤ λ < p j +1 for some 1 ≤ j < , we take
We show that any a ≡ a 0 +a 1 p j mod p with 0 ≤ a 0 < p j and 0 ≤ a 1 < p − j can be written as a ≡ ms mod p with 1 ≤ m ≤ λ and s ∈ S.
If a 0 = 0, we take m = 1 and s = a ∈ S. If gcd(a 0 , p j ) = p i for some 0 ≤ i < j , we take m = a 0 / p i < p j ≤ λ and s = p i + s 1 p j with
Hence, we have MS = Z p and
Now we assume that q = p 1 1 · · · p r r is the prime decomposition of q with different primes p 1 , . . . , p r and p 1 1 > p 2 2 > . . . > p r r . We inductively construct a covering set S ⊆ Z q of size
For r = 1 this result follows from (5) and (6) and we assume r ≥ 2. We put q = p 1 1 · · · p r−1 r−1 and p = p r r . Note that gcd( q, p) = 1 and q > q 1/2 > p .
If λ < q, let S 0 be a (λ, 0; q)-covering set of size
which exists by induction. Now we put
Let m ∈ {1, . . . , λ}, s 0 ∈ S 0 , be a solution of ms 0 ≡ a 0 mod q and p i be the largest power of p which divides m, that is, i ≤ log q/ log p . Then m 1 = m/ p i and s 1 = p i s 0 ∈ S 1 is another solution of
and verify that
Consequently,
is a (λ, 0; q)-covering set of size
If q ≤ λ < q, we write a ≡ a 0 + a 1 q mod q with 0 ≤ a 0 < q and 0 ≤ a 1 < p . If a 0 = 0, we take m = 1 and s = a. Otherwise let p i be the largest power of p dividing a 0 and take m = a 0 / p i < q ≤ λ and s = p i + s 1 q with s 1 ≡ (a 0 / p i ) −1 a 1 mod p . Hence,
and the result follows since any (λ, 0; q)-covering set is a (λ, μ; q)-covering set.
Clearly, the inductive construction works in polynomial time per every element of S, which yields the desired complexity bound.
Using that
as Q → ∞, see [18, Ch. 1, Th. 5.4], we see that for any ε > 0 the inequality
fails for at most
Indeed to derive this from (10) we take a sufficiently large Q and then simply discard all positive integers q with q ≤ Q exp −ε log Q log log Q and note that for
For the remaining values of q, satisfying (11), the size of the set S of Theorem 1 is
We now note that if q = p is a prime, then we always have λ < p so the bound (5) applies and we obtain the following stronger result:
Theorem 2: For any prime p and non-negative integers λ, μ with λ + μ ≥ 1 in time #S(log p) O(1) one can construct a (λ, μ; p)-covering set S ⊆ Z p with #S ≤ 2 p/ max{λ, μ} − 1. Now we are able to prove the main Remark 1: Theorem 2 is only best possible up to a multiplicative constant. In particular, it is trivial for max{λ, μ} ≤ 2 and odd p.
Remark 2: The proof of Theorem 1 provides also up to a constant best possible bounds in some other cases. We demonstrate this for q = p 3 r with two primes p and r with 5 ≤ p < r < p 2 , which also provides an example of how the algorithm of Theorem 1 works. We recall the definition (1).
• For 3 ≤ λ < p by (4) we see that
λ and by (7) and (8) ω λ,0 (q) < 6q λ .
• For p ≤ λ ≤ 2 p we get by (6) ω λ,0 ( p 3 ) ≤ 2 p 2 ≤ 4 p 3 λ and by (7) and (8)
III. UPPER BOUND
As we have mentioned, Theorem 1 applies to the majority of positive integers q, however there is a set of integers q for which it gives only a trivial estimate. We now use a different approach to give a non-constructive bound on ω λ,μ (q) which applies to any q.
We start with recalling the following well-known estimates on the divisor and Euler functions τ (q) = q o (1) and ϕ(q) = q 1+o(1) ,
as q → ∞, see [18, Ch. 1, Th. 5.1 and 5.2]. We also need the following well-known consequence of the sieve of Eratosthenes.
Lemma 1: For any integers q, U ≥ 1,
as q → ∞. Proof: Using the Möbius function μ(d) over the divisors of q to detect the co-primality condition and interchanging the order of summation, we obtain the Legendre formula
from which the result follows immediately. Let X be the set of all multiplicative characters χ modulo q and let X * be the set of non-principal characters χ = χ 0 . We now recall the bound of Cochrane and Shi [7] on the fourth moment of character sums, which we present in the following slightly less precise form, which follows from [7, Th. 1] and (12) .
Lemma 2: For arbitrary integers U ≥ 1, and V , the bound
We now derive an extension of the result of Garaev and Garcia [9, Th. 2], which is our main technical tool. 
has a solution. Proof: Let I * and J * denote the set of integers m ∈ I and n ∈ J , respectively with gcd(m, q) = gcd(n, q) = 1. Since 2 r(q) ≤ τ (q), we conclude from (12) and Lemma 1 that
Using the orthogonality of characters, we see that the number J (a) of solutions to (13) can be written as
Changing the order of summation and separating the contribution #I * #J * /ϕ(q) of the principal character, we obtain
By the orthogonality of characters again, we see that the inner sum vanishes, unless χ 1 = χ 2 (in which case it is equal to ϕ(q)). Hence
Thus, from the Cauchy-Schwarz inequality, Lemma 2 and the bound (12) we obtain (1) .
Hence, using (12) and (14), we see that J (a) = 0 is possible for at most
values of a ∈ Z * q . Now we are able to prove the main result of this section. Theorem 3: For any integer q and any positive integers λ, μ < q with λ + μ ≥ 1 we have
We define ω * λ,μ (q) in exactly the same way as ω λ,μ (q) with respect to Z * q instead of Z q . Collecting the elements a ∈ Z q with the same value d = gcd(a, q), we see that
We now see from (12) that it is enough to show that for an arbitrary parameter ε > 0, we have ω * λ,μ (q) ≤ q 1+ε max{λ, μ} 1/2 (15) provided that λ, μ < q.
Without loss of generality we restrict ourselves to the case λ ≥ μ and choose
We can also assume that λ ≥ q ε as otherwise the bound is trivial. Hence
Set
Taking into account (16) we infer from Lemma 3 that all but a set S 1 of
residue classes a ∈ Z * q can be represented as ms ≡ a mod q with 1 ≤ m ≤ λ and s ∈ S 0 .
Setting S = S 0 ∪ S 1 , after elementary calculations, we derive (15) and conclude the proof.
IV. SOME SPECIAL CASES
Kløve and Schwartz [14] have also studied ω λ,μ ( p) for primes p and very small values of λ+μ and presented several explicit formulas.
First we observe that the expression that appears in the formula for ω 2,0 (q) with odd q is very similar to the expression that has been investigated in [17] . Thus several results and methods of [17] apply directly to this expression too.
The density of integers in [14, Corollary 3] can be evaluated via the classical Wirsing theorem [19] and a result of Chinen and Murata [6] .
More precisely, let p denote the multiplicative order of 2 modulo an odd prime p. Kløve and Schwartz [14, Corollary 3] show that for integers q ≡ 2 mod 4 for which p ≡ 0 mod 4 for every odd prime divisor p of q, we have ω 2,1 (q) = (3q + 2)/8 and in fact there is an explicit construction that achieves this value, see also [13, Corollary 3] . Note that p ≡ 0 mod 4 implies that p ≡ 1 mod 4, since we always have p | p − 1. So in fact we have q ≡ 2 mod 8 and thus
Thus, it is interesting to investigate the number N(Q) of such integers q ≤ Q. We note that the calculations of Kløve and Schwartz [14, Example 3] show that N(40002) = 1745.
We now present an asymptotic formula for N(Q).
We say that a function f (n) defined on positive integers is multiplicative for f (uv) = f (u) f (v) for any relatively prime integer u, v ≥ 1.
We recall the classical theorem of Wirsing [19] . Lemma 4: Assume that a real-valued multiplicative function f (n) satisfies the following conditions:
Then, for x → ∞ we have n≤x f (n) = 1 e γ τ (τ )
where γ is the Euler constant, and 
Proof: In view of the fact that
it is equivalent to prove that there exists an absolute constant κ such that 3≤ p≤x p ≡0 mod 4
Let us define the function ϑ 4 (x) by the identity
Observe that by Lemma 5, we have
where, as usual, π(t) denotes the number of primes p ≤ t.
The same arguments also imply that p≤x log p p = 
(here the existence of the improper integral follows from R(t) = O(1)). So we now obtain (17) with
which concludes the proof.
We are now ready to establish an asymptotic formula for N(Q).
Theorem 4: There is an absolute constant ρ > 0 such that we have
Proof: Let us define the multiplicative function f (n) by its values on prime powers p α , α = 1, 2, . . ., f ( p α ) = 1, if p ≥ 3 and p ≡ 0 mod 4; 0, otherwise.
Then
Applying Lemma 4, where by Lemma 5 we can take τ = 1/3, we derive
We note that
otherwise.
Hence, using Lemma 6, we conclude the proof. It is certainly interesting to get a closed form expression for the constant ρ in Theorem 4 or at least evaluate it numerically.
V. REMARKS
Kløve and Schwartz [14, Th. 3] showed that if g is a primitive root modulo a prime p and the interval M = {−μ, −μ+1, . . . , λ} contains δ consecutive powers of g, then
Unfortunately, one expects that δ is rather small if, say λ + μ < p/2 and thus this approach does not seem to be able to produce strong results. where ψ( p) is an arbitrary function with ψ( p) → ∞ as p → ∞. Indeed, if say λ > 0 then by [5, Theorem 1] the set mg n / p , m = 1, . . . , λ, n = 1, . . . , δ, is uniformly distributed modulo 1. On the other hand if g n ∈ M, n = 1, . . . , δ, then these elements are all at the distance at least 1/2 − ( √ 1/2 − ε) 2 = ( √ 2 − ε)ε from 1/2. We call a set S of size #S = N with ν λ,μ (q, N) = #(MS) = #M#S = (μ + λ)N a (λ, μ; q)-packing set of order N. In [11] [12] [13] , the authors applied packing sets to define codes that correct single limitedmagnitude errors. It is certainly interesting to find constructions of such sets and in particular obtain non-trivial estimates on the introduced quantity in [14] ϑ λ,μ (q) = max{N : ν λ,μ (q, N) = (μ + λ)N}.
We note that it is very easy to achieve an asymptotically optimal value of ν λ,μ (q, N). Indeed, we may restrict ourselves to the case λ ≥ μ. If Nλ < q, we simply take S = {1, . . . , N} and using the classical asymptotic formula for the average value of the square of the divisor function, see (10) , and the Cauchy-Schwarz inequality, we obtain
Hence, ν λ,μ (q, N) ≥ c(λ + μ)N(log q) −3 for some absolute constant c > 0. In fact the result of Koukoulopoulos [16] yields an even tighter bound.
If Nλ ≥ q, we consider only the subset {1, . . . q/N } of M and get similarly the bound ν λ,μ (q) ≥ cq(log q) −3 . However, investigating when ν λ,μ (q, N) = (μ+λ)N and thus estimating ϑ λ,μ (q) seems to be more challenging.
