I. INTRODUCTION
I N this letter we propose a scheduling protocol called Delay Sensitive Smoothed Round Robin (DS2R2) for bandwidth provisioning in high-speed networks. The protocol guarantees efficient scheduling and takes into consideration both bandwidth as well as delay profile of the participating users (flows). The protocol is an extension of SRR [1] -an O(1) complex scheduler that takes flow granularities into consideration while scheduling flows and smoothening out the effects of burstiness. SRR however does not take into consideration delay -an important service parameter. SRR maps flows (at different nodes) to time-slots and realizes a time-slot (connection) ordering profile that is fair (in terms of granularity). The principle of SRR is an ideal candidate for connection provisioning in highspeed optical networks especially in networks that have low setup times for provisioning flows. Examples of such highspeed networks with dynamic provisioning capability include light-trails [2] , [4] / SLiTs [3] in the optical domain. A protocol that enables scheduling of flows in such networks is highly desirable, especially from a service perspective, as it would lead to efficient bandwidth utilization resulting in low capital costs. Classically, a flow/packet scheduler is desired to have the following properties: (1) Low time-complexity (in flow assignment). (2) Fairness in treating flows, taking delay and bandwidth into consideration. (3) Taking into consideration average delay and worst case delay of the associated flows. (4) Simplicity in implementation.
In Section II we propose the DS2R2 -latency sensitive extension to SRR. Section III analyzes DS2R2 from delay and efficiency perspective. Section IV discusses simulation results while Section V concludes the letter.
II. PROPOSED DELAY SENSITIVE SMOOTHED ROUND
ROBIN SCHEDULER In this section we will briefly describe how SRR functions and then propose DS2R2 as an extension to SRR. SRR schedManuscript received December 9, 2006. The associate editor coordinating the review of this letter and approving it for publication was Dr. Wayne Grover.
P. Bafna Fig. 1 ). The WSS physically tells us the column numbers of the WM to consider when scheduling flows. Using WSS and WM a flow schedule sequence called spreadsequence is generated that guarantees proportional bandwidth to every flow. To create the spread sequence the WM is scanned column wise as per the WSS that results in a schedule of flows. Every element, x, of WSS is replaced by flows which have a unity value in the x th column of the corresponding entry in WM. SRR however does not take into consideration latency requirements of the participating flows. However, SRR serves as a good reference point -it enables smoothing of flows in terms of spreading time-slots and hence removing effects of burstiness, if any. Using the scheduling philosophy of SRR, it is possible to include the delay sensitivity needs by adjusting the time-slot values, thereby controlling the total cycle time. This is the key principle of our proposed DS2R2 algorithm that takes service latencies into consideration and is explained subsequently.
A figure of merit for revenue bearing services is average latency as well as maximum latency. We desire to obtain a scheduling profile (in terms of time-slots) that guarantees bandwidth latency constraint of every flow (service) throughout the network. The first step in doing so is to compute an optimal time-slot value that would lead to a cyclic period within the bounds of maximum permissible delay.
Assume an N-node network with capacity C and a set of services S = {S 1 ,..S h ,..S s } provisioned at nodes in the network. Assume each service S h having a maximum latency ∆ h .
Let λ h i , be the data-rate for h th service that is provisioned at the i th node for transmission in the network.
Time-slot computation and Preprocessing for DS2R2:
The time-slot (duration) for DS2R2 is given by: T S = 1089-7798/07$25.00 c 2007 IEEE . This ensures optimal utilization of time-slots under the constraint that the network is loaded. The design trade-off involves that a larger value of T S results in greater delay for the associated flows. Naturally net-utilization suffers as T S decreases since two consecutive time-slots are separated by a physical guard-band (as shown in Fig. 2 ).
We denote delay value of new flow is greater than the minimum value then we have to compute the associated Q and Q values for the new flow and subsequently update the WM. From this point DS2R2 is able to perform scheduling of flows.
While adding a new row (flow) to WM, it may be necessary to stuff the new Q value with zeros or adjust number of columns of WM. This is necessary to preserve regularity of the WM.
Removing flows from DS2R2: The entry corresponding to the flow that needs to be removed is deleted from WM, remaining process is similar to that in AddFlow i.e. preprocessing.
Further, DS2R2 preserves the O(1) complexity for scheduling (i.e. to choose a flow) that is same as exhibited by SRR. However, DS2R2 has O(N) complexity to add/drop a flow, while SRR has O(K) complexity, where K is the size (level) of the WSS.
III. DS2R2 ANALYSIS
We analyze the DS2R2 and compare it with SRR for average and maximum delay and for network efficiency. Average delay, δ m , is delay experienced by a flow m, averaged over a single cycle of duration ∆ min . To compute average delay, we introduce a new data-structure called Spread Array (SA). SA is a vector of size g, each element of which indicates the number of 1s in the corresponding column of WM. Thus, to compute the u th element of SA, we have: Efficiency (η) is the percentage of bandwidth that is utilized to transmit useful data. In time-slotted systems, we induce a guard-band of duration T g between two successive timeslots (connections) for non-conflicting communication. In a network, useful data is transferred during time T S whereas time T g is used to separate two data slots corresponding to idle periods. Efficiency (η) is hence given by:
IV. SIMULATION AND RESULTS
Simulations were performed to compare maximum and average delays as well as efficiency of DS2R2 and SRR for 6 node high-speed optical bus network at line-rates of 1 Gbps and 2.5 Gbps and guard-band of 10 µ sec between and SLiT (bi-directional optical bus). Traffic was assumed to contain 4 services with maximum latencies of 40, 40, 80 and 400 milliseconds. These services correspond to VoIP, PWE3, VoD and data-traffic. Traffic mix is assumed to be 1:3:2:14 as a ratio of the 4 services. Shown in Fig. 3 and Fig. 4 are maximum and average delay profiles for both bidirectional buses (SLiTs) and unidirectional buses (light-trails) for 1 and 2.5 Gbps line-rates. Load is computed as the ratio of total number of bits entering the network in unit time (combined at all nodes) to the maximum bits allowed. The results of simulation show that DS2R2 exhibits better delay performance compared to SRR while maintaining similar efficiency.
An average of 60% betterment in delay is observed for 1 Gbps traffic and 70% betterment for 2.5 Gbps traffic using DS2R2 for both light-trail and SLiT. Fig. 5 shows efficiency of light-trail and SLiT using SRR and DS2R2. DS2R2 achieves betterment in maximum and average delay experienced by flows while preserving efficiency.
V. CONCLUSION DS2R2-a delay-sensitive and efficient scheduling algorithm for flow provisioning is proposed. DS2R2 has better delayprofile than SRR [1] that is necessary for provisioning latency sensitive services at high efficiency in high-speed networks especially for optical bus networks [5] .
