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Abstract
We give a bound for the perturbations of invariant subspaces of graded indefinite Her-
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1. Introduction and preliminaries
We are considering the Hermitian eigenvalue problem
Hui D iui
or






where H is a non-singular Hermitian matrix of order n, K D diag.i/ a diagonal mat-
rix whose diagonal elements are the eigenvalues of H, andU D Tu1 u2    unU
is a unitary matrix whose ith column is an eigenvector which corresponds to i .
Subspace X is an invariant subspace of a general matrix H if HX  X. If H is
Hermitian and the set of eigenvalues fi1 ; i2 ; : : : ; ik g does not intersect the rest
of the spectrum of H, then the corresponding k-dimensional invariant subspace is
spanned by the eigenvectors ui1 ; ui2 ; : : : ; uik . Throughout the paper k  k and k  kF
will denote the 2-norm and the Frobenius norm, respectively.
Our aim is to give bound for perturbations of invariant subspaces for the case
when H is a graded Hermitian matrix, that is,
H D DAD; (1)
where D is some non-singular grading matrix, under Hermitian relative perturbation
of the form
H C H  QH D D.AC A/D:
Our bound is a relative variant of the well-known sin H theorems by Davis and
Kahan [2; 24, Section V.3.3].
The development of relative perturbation results for eigenvalue and singular
value problems has been a very active area of research in the past years
[1,3–7,13,15,16,21,29] (see also the review article [12]). We shall first describe the
relative perturbation and state the existing eigenvalue perturbation results. Let H be
the Hermitian relative perturbation which satisfies
jxHxj 6 x|H |Sx 8x;  < 1; (2)
where |H |S D
p
H 2 D U jKjU is a spectral absolute value of H (that is, |H |S is the
positive definite polar factor of H). Under such perturbations, the relative change in
eigenvalues is bounded by [29]
1−  6 Qj
j
6 1C : (3)
This inequality implies that the perturbations which satisfy (2) are inertia preserving.
This result is very general and includes important classes of perturbations. If H is a
graded matrix defined by (1) and
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OA D D− |H |SD−1; (4)
then (3) holds with 2
 D kAkk OA−1k: (5)
Indeed,
jxHxjDjxDADxj D kxDADxk 6 kxDkkAkkDxk
6kAkk OA−1k x|H |Sx (6)
as desired. Another important class of perturbations is when H is perturbed
element-wise in the relative sense,
jHij j 6 "jHij j: (7)
By setting
D D diag.p|H |ii/; (8)
since jAij j 6 "jAij j, relation (6) implies that (3) holds with
 D "kjAjkk OA−1k: (9)
Since OAii D 1, we have k OA−1k 6 . OA/ 6 nk OA−1k, where .A/  kAkkA−1k is the
spectral condition number. Also, kjAjk 6 n (see [29, proof of Theorem 2.16]). The
diagonal grading matrix D from (8) is almost optimal in the sense that [23]
. OA/ 6 nminND .
ND|H |S ND/ 6 n.|H |S/ D n.H/;
where the minimum is taken over all non-singular diagonal matrices. Similarly, for
more general perturbations of the type
jHij j 6 "DiiDjj ; (10)
(3) holds with
 D "nk OA−1k 6 "n. OA/: (11)
Remark 1. Application of the bounds (5), (9) and (11) requires only the knowledge
of the size of relative perturbation kAk, and not the perturbation A itself. Such
situation occurs in several cases which are very important in applications. When the
data are determined to some relative accuracy or when the matrix is being stored in
computer memory, the only available information about H is that it satisfies (7).
Similarly, in error analysis of various numerical algorithms (matrix factorizations,
eigenvalue or singular value computations), the only available information is that
H satisfies a more general condition (10).
2 In [29] no attention was paid to scalings with non-diagonal matrix D, so this result is new. Also notice
that any perturbation H C H can clearly be interpreted as the perturbation of a graded matrix, and vice
versa.
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If H is positive definite, then |H |S D H , and (9) and (11) reduce to the corres-
ponding results from [4]. We would like to point out a major difference between
positive definite and indefinite case.
Remark 2. If H is positive definite, then small perturbations of type (7) and (10)
cause small relative changes in eigenvalues if and only if . OA/  .A/ is small [4].
If H is indefinite, then from (9) and (11) it follows that small . OA/ implies small
relative changes in eigenvalues. However, these changes can be small even if . OA/ is
large [18,29]. Although such examples can be successfully analyzed by perturbations
through factors as in [28,29], this shows that the graded indefinite case is essentially
more difficult than the positive definite one.
Perturbation bounds for eigenvectors of simple eigenvalues were given for scaled
diagonally dominant matrices in [1], and for positive definite matrices in [4]. The
bound for invariant subspace which corresponds to single, possibly multiple, eigen-
value of an indefinite Hermitian matrix was given in [29, Theorem 2.48]. This bound,
given in terms of projections which are defined by Dunford integral as in [14, Section
II.1.4], is generalized to invariant subspaces which correspond to a set of neighboring
eigenvalues in [25]. In [16, Theorems 3.3 and 3.4] two bounds for invariant subspaces
of a graded positive definite matrix were given. We generalize the result of [16,
Theorem 3.3] and give the bound for k sin HkF for a graded non-singular indefinite
matrix. Our results are, therefore, relative variants of the well-known sin H theorems
[2, Section 2; 24, Theorem V.3.4]. Our results also generalize the ones from [25,29]
to subspaces which correspond to arbitrary set of eigenvalues. Our results and the
related results from [1,4,21,29] and other works, are also useful in estimating the
accuracy of highly accurate algorithms for computing eigenvalue decompositions
[1,4,18,27].
The paper is organized as follows: in Section 2 we prove our main theorem.
In Section 3 we show how to efficiently apply that theorem, in particular for the
important types of relative perturbations (7) and (10) (c.f. Remarks 1 and 2). We
also describe some classes of well-behaved indefinite matrices. In Section 4 we give
some concluding remarks.
2. Bound for invariant subspaces
Let the eigenvalue decomposition of the graded matrix H be given by










K1 D diag.i1 ; i2 ; : : : ; ik /; K2 D diag.j1 ; j2 ; : : : ; jl /
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and k C l D n. We assume that K1 and K2 have no common eigenvalues, thus, U1
and U2 both span simple invariant subspaces according to [24, Definition V.1.2].
Similarly, let the eigenvalue decomposition of QH be







QK1 D diag.Qi1 ; : : : ; Qik / and QK2 D diag.Qj1 ; : : : ; Qjl /:
Let XRY  be a singular value decomposition of the matrix QU2U1. The diagonal
entries of the matrix sin H  R are the sines of canonical angles between subspaces
which are spanned by the columns of U1 and QU1 [24, Corollary I.5.4].
Before stating the theorem, we need some additional definitions. Let
A D QDQ D QjDj1=2J jDj1=2Q (14)
be an eigenvalue decomposition of A. Here J is diagonal matrix of signs whose
diagonal elements define the inertia of A and, by Sylvester’s theorem [10, Theorem
4.5.8], of H, as well. Set
G D DQjDj1=2 (15)
such that H D GJG. Further, set
N D jDj−1=2QAQjDj−1=2 (16)
such that QH D G.J CN/G.
Finally, the hyperbolic eigenvector matrix of a matrix pair .M; J /, where M is a
Hermitian positive definite matrix, and J D diag.1/, is the matrix X which sim-
ultaneously diagonalizes the pair such that XMX D KM and XJX D J , where
KM is a positive definite diagonal matrix. Some properties of hyperbolic eigenvector
matrices will be discussed in the next section.
Theorem 3. Let H and QH be given as above, and let kA−1kkAk < 1. Then H and
QH have the same inertia, thus QU1 and QU2 from (13) span simple invariant subspaces,
as well, and the canonical angles between the subspaces spanned byU1 and QU1 are
bounded by
k sin HkF  k QU2U1kF 6
kA−1k kAkFp





jip − Qjq jq
jip Qjq j
(17)
provided that the above minimum is greater than zero. Here V D TV1 V2 U is the
hyperbolic eigenvector matrix of the pair .GG; J /, where G is defined by (14) and
(15), and QV D T QV1 QV2 U is the hyperbolic eigenvector matrix of the pair
.T.I C NJ/1=2UGG.I CNJ/1=2; J /;
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where N is defined by (16). V and QV are partitioned accordingly to (12) and (13).
Note that the matrix square root exists since by the assumption kNk 6 kA−1k kAk
< 1 (see [11, Theorem 6.4.12]).
Proof. The proof is similar to the proof of [16, Theorem 3.3]. From kNk < 1 we
conclude that the matrices H D GJG; J CN and QH D G.J CN/G all have the
same inertia defined by J. Therefore, (12) and (13) can be written as
H D UKJU; QH D QU QKJ QU; (18)
with the same J D diag.1/ as in (14), respectively. Also, J CN can be decom-
posed as
J CN D .I CNJ/1=2J T.I CNJ/1=2U; (19)
which follows from .I CNJ/1=2 D J T.I C NJ/1=2UJ . Thus, we can write QH as
QH D G.I CNJ/1=2J T.I C NJ/1=2UG: (20)
From (18) andH D GJG we conclude that the matrix G has the hyperbolic singu-
lar value decomposition [17] given by
G D U jKj1=2JV J; V JV D J: (21)
Similarly, from (18) and (20) we conclude that the matrix G.I C JN/1=2 has the
hyperbolic singular value decomposition given by
G.I CNJ/1=2 D QU j QKj1=2J QV J; QV J QV D J: (22)
Now (20) and (19) imply that
QH −HDG.I CNJ/1=2J T.I CNJ/1=2UG −GJG
DG.I CNJ/1=2 NG; (23)
where
N D J T.I CNJ/1=2U − .I CNJ/−1=2J D .I CNJ/−1=2N: (24)
Pre- and post-multiplication of (23) by QU and U, respectively, together with (12),
(13), (21) and (22), gives
QK QUU − QUUK D j QKj1=2J QV J N JV J jKj1=2:
This, in turn, implies
QK2 QU2U1 − QU2U1K1 D j QK2j1=2J2 QV 2 J N JV1J1jK1j1=2;
where J D J1  J2 is partitioned accordingly to (12) and (13). By interpreting this
equality component-wise we have
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for all p 2 f1; : : : ; kg and q 2 f1; : : : ; lg. By taking the Frobenius norm we have






kJ2 QV 2 J N JV1J1kF 6 k QV2k kV1k kNkF:
Relations (24) and (16) and the assumption imply




and the theorem follows by combining the last three relations. 
For positive definite H the matrices QV and V are unitary. Thus kV1k D k QV2k D 1,
and Theorem 3 reduces to [16, Theorem 3.3]. Thus, the difference from the positive
definite and indefinite case is the existence of the additional factor kV1k k QV2k in the
indefinite case. This again shows that the indefinite case is essentially more difficult
(c.f. Remark 2). The minimum in (17) plays the role of the relative gap, although the
function j− Qj=
q
jQj does not necessarily increase with the distance between 
and Q if they have different signs. For example, if K1 D f1g and QK2 D f−1; 0:1g, then
the minimum is attained between 1 and −1 and not between 1 and 0:1. Some other
results for positive definite matrices and singular value decomposition from [15,16]
can be generalized to indefinite case and hyperbolic singular value decomposition,
respectively, by using the techniques similar to those used in the proof of Theorem
3 and Section 3. As already mentioned in Section 1, Theorem 3 generalizes some
other relative bounds from [1,4,21,29], as well.
The bound (17) involves unperturbed and the perturbed quantities ( and Q, V1 andQV2), and can, therefore be computed only if A is known. The existing bounds for
graded indefinite Hermitian matrices from [21,25,29], depend neither upon perturbed
vectors nor eigenvalues, and are therfore simpler to compute, and can be applied to
some important problems where only the size of the relative perturbation is known
(c.f. Remark 1). Our next aim is to remove the dependence on the perturbed quant-
ities from (17), and to explain when is the factor kV1k k QV2k in (17) expected to be
small. We do this in the next section.
3. Applying the bound
We show how to remove the perturbed quantities from the bound of Theorem 3.
In particular, we show how to efficiently compute  and the upper bound for the
factor kV1k k QV2k. In Section 3.1 we show that this factor will be small if, for the
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chosen grading D, the matrix OA which is defined by (4) is well conditioned. We also
describe some easily recognizable classes of matrices which fulfill this condition for
any diagonal grading D.
First note that the perturbed eigenvalues can be expressed in terms of the unper-









jip − jq .1C sign.i − j /sign.j //jpjipjq .1C /j : (25)
We now proceed as follows: we first bound k QV k in terms of kV k; we then bound
kV k in terms of kA−1k and k OAk; and, finally, we show how to efficiently compute
k OAk and  from (5), (9) or (11).
The matrices for which XJX D J , where J D diag.1/ are called J-unitary.
Such matrices have the following properties:
 XJX D J .
 kXk D kX−1k. Moreover, the singular values of X come in pairs of reciprocals,
f; 1= g.
 Let
J D Il  .−In−l / (26)








kX11k D kX22k; kX12k D kX21k
and
kXk D kX21k C
q
1C kX21k2 D kX21k C kX11k: (27)
These equalities follow from the CS decomposition of X [20].
Lemma 4. Let J be given by (26) and let X and QX be two J-unitary matrices which
are partitioned accordingly in block columns as
X D TXp XnU and QX D T QXp QXnU:
Xp spans the so-called positive subspace with respect to J since XpJXp D Il . Sim-
ilarly, Xn spans the negative subspace. Then the matrix XJ QX is also J-unitary,
and
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Proof. The equality follows from (27), and the inequality follows since k QXk D
kX−XJ QXk 6 kX−k kXJ QXk D kXk kXJ QXk. 
Lemma 5. Let X and QX be the hyperbolic eigenvector matrices of the pairs .M; J /
and . QM;J / where M and QM are positive definite, QM D .I C C/M.I C C/, and J is
given by (26). Let X and QX be partitioned as in Lemma 4. Define γ D kCkF=.1−
kCk/. If
γ kXk2 < 14 ; (29)
then
k QXk 6 kXkp
1− 4γ kXk2 :
Proof. The fact that X diagonalizes the pair .M; J / can be written as






where K is diagonal positive definite matrix which is partitioned according to J and
X. J-unitarity of X and (30) implyMX D X−K D JXJK, thus
MXp D JXpKp and MXn D −JXnKn: (31)
Relations analogous to (30) and (31) hold for QM , QX and QK, as well. By pre-
multiplying QM QXp D J QXp QKp by Xn we have, after using (31) and rearranging,
KnXnJ QXp CXnJ QXp QKp D Xn. QM −M/ QXp:
Set OC D I − .I C C/− (the inverse exists since (29) implies kCk < 1). By using the
identity QM −M D OC QM CMC, the above equality can be written component-wise as
TXnJ QXpUij .TKnUii C T QKpUjj /DTXnUVif OC QM CMCgT QXpUVj
DTXnUVi OCJ T QXpUVj T QKpUjj − TKnUiiTXnUViJCT QXpUVj :
Here TXUVk denotes the kth column of the matrix X. By dividing this equality by
TKnUii C T QKpUjj and by using the fact that
maxfTKnUii ; T QKpUjj g
TKnUii C T QKpUjj
< 1;
we have
jTXnJ QXpUij j 6 jTXnUVi OCJ T QXpUVj j C jTXnUViJCT QXpUVj j:
Since k OCkF 6 γ , by taking Frobenius norm we have
kXnJ QXpkF 6 kXnk k QXpk.k OCkF C kCkF/ 6 2γ kXk k QXk:
By inserting this inequality in (28), we have
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k QXk 6

2γ kXk k QXk C
q
1C .2γ kXk k QXk/2

kXk:
After a simple manipulation we obtain




Now we can use Lemma 5 to bound k QV k by kV k in Theorem 3. V diagonalizes
the pair .GG; J / where G is defined by (15), and QV diagonalizes the pair .T.I C
NJ/1=2UGG.I CNJ/1=2; J /, where N is defined by (16). In order to apply Lemma
5 withM D GG and I C C D .I CNJ/1=2 we need to bound kCk in terms of kNk.
Since kNJk < 1, we can apply Taylor series of the function .1C x/1=2 to the matrix
.I C NJ/1=2 [11, Theorem 6.2.8], which gives





n  I C C:























Similarly, for the Frobenius norm we have
kCkF 6 12 
kNkF
1− kNk :




2− 3kA−1k kAk  : (32)
If
kA−1k kAkF < 24kV k2 C 3 ; (33)
then  < 1=.4kV k2/, that is, (29) holds and Lemma 5 gives
k QV k 6 kV kp
1− 4kV k2 : (34)
We can further bound kV k in terms of A and OA from (4). By definition, V diag-
onalizes the pair .GG; J / where H D GJG, that is, V GGV D jKj, where K
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is the eigenvalue matrix of H. Then, the eigenvalue decomposition of H is given by
H D UKU where U D GV jKj−1=2. Then
|H |S D U jKjU D GVV G: (35)
Therefore kV k2 D kV V k D kG−1|H |SG−k. In our case, from (4) and (15), we
have
kV k2 D kjDj−1=2QD−D OADD−1QjDj−1=2k 6 kA−1k k OAk: (36)
We can now prove the following theorem.
Theorem 6. Let the assumptions of Theorem 3 hold and let, in addition, kA−1k
kAkF < 2=.4kA−1k k OAk C 3/. Then
k sin HkF6 kA
−1k kAkFp









1− 4kV k2 (37)
6 kA
−1k kAkFp









1− 4kA−1k k OAk
(38)
where  is defined by (32).
Proof. The assumption and (36) imply (33), which in turn implies (34). Now (37)
follows by inserting (34) in Theorem 3, and (38) follows by inserting (36) in (37).
Note that the assumption of the theorem implies the positivity of the second
square root in (38), and is therefore not too restrictive provided that kA−1k and k OAk
are not too large. Some classes of matrices which fulfill this condition are described
in Section 3.1. Also, instead of (36) we can use an alternative bound
kV k2 D kV −1k2 6 kAk k OA−1k: (39)
In order to apply (38), besides kA−1k, kAkF and kAk, we also need to know
k OAk. For the special case (8) when D is diagonal, we simply have k OAk 6 trace. OA/ D
n. Such D appears naturally when we consider perturbations of types (7) and (10)
which occur in numerical computation (see Remark 1).
We now show that, for anyD; k OAk from (38) and  from (25) can be computed by
highly accurate eigenreduction algorithm from [18,27] at little extra cost. 3 This al-
gorithm first factorizes H as H D FJF  by symmetric indefinite factorization [19].
3 In [18] only the algorithm for the real symmetric case was analyzed, but a version for the Hermtian
case is possible, as well.
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This factorization is followed by one-sided J-orthogonal Jacobi method on the pair
F; J . This method forms the sequence of matrices
FkC1 D FkXk; where XkJXk D J:
This sequence converges to some matrix FX which has numerically orthogonal
columns, and F is J orthogonal, that is, F JF D J . The eigenvalues of H are ap-
proximated by K D Jdiag.XF FX/, and the eigenvectors are approximated by
U D FXjKj−1=2. Therefore, |H |S D FXXF . Note that X also diagonalizes the
pair .F F; J /. Since the matrix FX is readily available in the computer, we can
compute OA as
OA D D−FXXF D−1; (40)
or, even simpler, just its factor D−FX. Finally, after computing OA,  can be com-
puted directly from definitions (5), (9) or (11), respectively.
3.1. “Well-behaved” matrices
Our bounds differ from the bounds for the positive definite case [16, Theorem
3.3] by additional factors, namely the last quotients in (37) and (38). From (36) and
(39) we also have kV k2 6 ..A/. OA//1=2. From (1) and (4) and the definitions of H
and |H |S from Section 1, we have
A D D−U jKj1=2J jKj1=2UD−1; OA D D−U jKj1=2jKj1=2UD−1:
This implies that (see also [29, proof of Theorem 2.16])
jAij j2 6 OAii OAjj ; jA−1ij j2 6 OA−1ii OA−1jj
and hence
k jAj k 6 trace. OA/; k jA−1j k 6 trace. OA−1/:
This implies that A is well conditioned if so is OA.
We conclude that the additional factors will be small if, for the chosen grading D,
any of the right-hand sides in (36) or (39) are small, or (which is a more restrictive
condition) simply if OA is well conditioned. We call such matrices well-behaved. We
also conclude that an invariant subspace is stable under small relative perturbations
for the chosen grading D, if kA−1k is small, any of the three above conditions is
fulfilled, and the eigenvalues which define the subspace are well relatively separated
from the rest of the spectrum.
Although OA can be easily computed as described in the comments of Theorem
6, we are interested in identifying classes of well-behaved matrices in advance. In
the positive definite case the answer is simple – such are the well graded matrices,
that is the matrices of the form H D DAD, where D is diagonal positive definite
such that Aii D 1, and A is well conditioned. In the indefinite case we have two
easily recognizable classes of “well-behaved” matrices, namely scaled diagonally
dominant matrices [1] and Hermitian quasidefinite matrices [8,26]. Moreover, for
the same A such matrices are well-behaved for any diagonal grading D.
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Scaled diagonally dominant matrices have the form H D D.J CW/D, where D
is diagonal positive definite, J D diag.1/ and kWk < 1. For these matrices A D
J CW and kAk k OA−1k 6 n.1 C kWk/=.1− kWk/ [29, Theorem 2.29]. Thus, (39)
implies that the last quotient in (37) is small when kWk is not too close to one. Also,
kAk which is used in the definition of  in (32) has to be sufficiently small.
Hermitian matrix H is quasidefinite if there exists a permutation P such that
PTHP D NH D
 NH11 NH12NH 12 − NH22

;
whereH11 andH22 are positive definite. The proof that such matrix is “well-behaved”
is rather involved. Quasidefinite matrix always has a triangular factorization H D
FJF , where F is lower triangular with real diagonal and J is diagonal with Jii D
sign.Hii/ [26]. 4 Set H D DAD where D D diag.jHii j/. Then
NH D ND NA ND D ND
 NA11 NA12NA12 − NA22

ND; ND D PTDP; NA D PTAP: (41)
Note that A is also quasidefinite, and its triangular factorization is given by A D
BJB where B D D−1F . Let us now bound . OA/. Assume without loss of general-
ity that the diagonal elements of D are non-increasing which can be easily attained
by permutation. From (40) we have
. OA/ 6 .B/2.X/2; (42)






where the minimum is over all matrices which commute with J. In our case this
clearly implies
kXk2 6 .FD−1/ D .DBD−1/:
Since B is lower triangular and D has non-decreasing diagonal elements, we have
jDBD−1j 6 jBj and jDB−1D−1j 6 jB−1j, so that
.X/ 6 k jBj k k jB−1j k 6 kBkFkB−1kF  F.B/: (43)
The matrix JA is positive definite according to [9]. By appropriately modifying
the proof of [9, Theorem], we have
k jBj jBjTkF 6 n.kT k C kST −1Sk/;
where T D TJAC .JA/TU=2 and S D TJA− .JA/TU=2. Note that the proof in [9]
is for the real case, but it readily holds in the complex case as is recently shown in
[28]. From (41) we have
4 The proof in [26] is for the real symmetric case, but it is easily seen that it holds for the Hermitian
case, as well.
184 N. Truhar, I. Slapnicˇar / Linear Algebra and its Applications 301 (1999) 171–185
k jBj jBjTkF 6 n.kP TT Pk C kP TSPP TT −1PP TSPk/
6 nmaxfk NA11k C k NA12 NA−122 NA12k; k NA22k C k NA12 NA−111 NA12k: (44)
Now note that the inverse of a quasidefinite matrix is also quasidefinite [26, Theorem
1.1]. By modifying the proof of [9, Theorem] we obtain a bound similar to (44) for
kjB−Tj jB−1jkF (for details see [28]). By combining this discussion with (43), from
(42) we conclude that essentially . OA/ will be small if in (41) NA11 and NA22 are well
conditioned and k NA12k is not too large.
4. Conclusion
We derived new perturbation bounds for invariant subspaces of non-singular Her-
mitian matrices. Our bounds improve the existing bounds in the following aspects.
Our bounds extend the bounds for scaled diagonally dominant matrices from [1]
to general indefinite matrices. Our bounds also extend the bound of [16, Theorem
3.3] for positive definite matrices to indefinite case. Finally, our bounds extend the
bounds for indefinite matrices from [25,29] to subspaces which correspond to any
set of possibly non-adjacent eigenvalues (numerical experiments also indicate that
our bounds tend to be sharper). For graded matrices of the form (1) which are well-
behaved according to Section 3.1, our bounds are sharper than the general bound for
diagonalizable matrices from [13],








This bound makes no preference for positive definite matrices over indefinite ones,
and is easier to interpret than our bound. However, since in (45) H is multiplied by
H−1 from the left, this bound does not accommodate two sided grading well. Finally,
our bounds are computable from unperturbed quantities and can be efficiently used
in analyzing numerical algorithms in which graded perturbations naturally occur.
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