The dynamical activity of the human brain describes an extremely complex energy landscape changing over time and its characterisation is central unsolved problem in neuroscience. We propose a novel mathematical formalism for characterizing how the landscape of attractors sustained by a dynamical system evolves in time. This mathematical formalism is used to distinguish quantitatively and rigorously between the different human brain states of wakefulness and deep sleep. In particular, by using a whole-brain dynamical ansatz integrating the underlying anatomical structure with the local node dynamics based on a Lotka-Volterra description, we compute analytically the global attractors of this cooperative system and their associated directed graphs, here called the informational structures. The informational structure of the global attractor of a dynamical system describes precisely the past and future behaviour in terms of a directed graph composed of invariant sets (nodes) and their corresponding connections (links). We characterize a brain state by the time variability of these informational structures. This theoretical framework is potentially highly relevant for developing reliable biomarkers of patients with e.g. neuropsychiatric disorders or different levels of coma. of the phase space described by a set of selected invariant global solutions of the associated dynamical system, such as stationary points (equilibria), connecting orbits among them, periodic solutions and limit cycles. The informational structure of the GA is defined as a directed graph composed of nodes associated with those invariants and links establishing their connections (see Methods and Supplementary Information for a formal rigorous definition). Informational Structure has been used to show the dependence between the topology, the value of the parameters and the state with respect to its level of integration 14 , as such pointing for the small world configuration of the brain 16 (although see recent controversies 17 ).
Introduction
Over the last couple of years, there has been an increasing interest in trying to identify the necessary and sufficient properties of different brain states 1, 2 . One particularly popular theory, the Integrated Information Theory (IIT) [3] [4] [5] [6] [7] proposes a potential route into identifying the essential properties of brain states using five axioms: intrinsic existence, composition, information, integration and exclusion. In other words, given the mechanisms underlying a particular brain state, IIT identifies a brain state with a conceptual structure: an Informational Object which is composed of identifiable parts, informative, integrated and maximally irreducible. IIT is thus linked to both Information Theory and Theory of Causality 8, 9 but its implementation and applicability to empirical data have remained elusive.
Developing such a framework would be a major step forward, potentially leading not only to a deeper understanding of how the brain process information in different brain states but also to create sensitive and specific biomarkers allowing for the precise assessment of the Informational Structure characterising the brain states of individuals in wakefulness, deep sleep, anesthesia, or different levels of coma 2, 10-13 . Yet, thus far, there has been precious little progress in developing the necessary mathematical tools.
Here, we propose an innovative approach to distinguish between different human brain states as measured with neuroimaging. This approach uses an Informational Structure; a mathematical structure, related to IIT, which is -as suggested by its nameessentially informational and can be used to determine the level of integrated information for different states 14, 15 . Informational Structure describes a global attractor (GA), a concept from the Theory of Dynamical Systems, which determines the asymptotic behavior of a dynamical system (DS), i.e. describing the past and future behaviour of the system. GA is a flow-invariant object
The Informational Structure (IS) of a dynamical system
This section introduces a mapping between dynamical systems (DSs) and a graph describing its asymptotic solutions and the possible transitions between them. Usually a DS is described by ordinary or partial differential equations-continuous time- 36 or difference equations -discrete time- 37 . Generally the phase space X of the system comprises the N values of the dynamical variables, and is equipped with a family of operators indexed by time, S(t), defined as S(t)u(t 0 ) = u(t 0 + t) for u ∈ X. A given set A is invariant under S(t) if S(t)A = A for every t.
We identify the global attractor G A with a compact invariant subset of the phase space with the property that S(t)u is arbitrarily close to G A for any u under the condition that t is sufficiently large [38] [39] [40] [41] [42] [43] . The structure of G A can be given in terms of disjoint subsets and the trajectories in phase space connecting them [44] [45] [46] [47] . Given two subsets A and B of G A , they are linked if exists u ∈ X such that S(t)u is arbitrarily close to A for large negative t and arbitrarily close to B for large positive t.
It can be shown that if the DS admits a Lyapunov function 48 , then all the invariant subsets of G A can be ordered by connections related to its level of attraction or stability 49 . Thus, G A is identified with a directed graph, so that if G A = {Ξ 1 , ..., Ξ n } with Ξ i disjoint invariant subsets (typically, stationary points or periodic orbits 45, [50] [51] [52] , but it could also contain invariant sets with chaotic dynamics 32, 33, 53 ), then each Ξ i corresponds to a vertex and a directed connection between Ξ i and Ξ j exists if and only if they are linked by solutions of the DS, in the sense described in the paragraph above. The resulting directed graph is called the Informational Structure (IS), a network describing all the possible future evolution 14, 15, 18, 19 .
Figure 1.
A, Structural network of a 2-dimensional (n = 2) Lotka-Volterra (LV) system given by (1) (see Supplementary Information for α and gγ values in this example). B, Solutions of that LV system in the phase space. The global attractor is the set of all bounded solutions. There are one trivial and unstable solution (red circle) and two saddle points (green squares) both semitrivial stationary points, one in the u 1 axis and another in the u 2 axis. Each saddle point is hyperbolic and locally creates a field of directions towards (stability) or from them (instabilities). The stable point (blue diamond) is a stationary point with two strictly positive components.C, The Informational Structure (IS) is a new network made by four nodes associated with the four stationary points and directed links associated to bounded solutions. The relation induced by the links is transitive in such a way that only the minimal links to understand the connectivity between nodes are represented. Each node of the IS can be represented as a subgraph of the original LV system where non-null components of the associated stationary point are shown in black and null in grey. In this example there are 3 energy levels: the trivial solution, the saddle points, and the stable solution.
These concepts can be illustrated using the Lotka-Volterra (LV) system:
an example of DS on a network ( [54] [55] [56] where conditions for the existence and uniqueness of global solutions are well-known 57, 58 . As shown in Fig.1 with n = 2 and suitable coupling matrix γ i j and α i , there are four stationary points (i.e. invariant subsets comprising only one points in this case). The points are located at the origin (u 1 = 0, u 2 = 0), the x-axis (u 1 = 0, u 2 = 0), the y-axis (u 1 = 0, u 2 = 0), and the positive quadrant (u 1 = 0, u 2 = 0). Thus, in this case the G A is comprised of four points in R 2 . Each stationary point is hyperbolic and locally creates a field of directions towards (stability) or from them (instabilities). The stationary points of the LV system for n = 2 can be described as two binary variables, null values indicating that the corresponding dynamical variable has zero value (i.e. is located in one of the axes), and non-null values indicating that it is located outside that axis, e.g the stationary points can be label as (0, 0), (0, 1), (1, 0), and (1, 1). In other words, the G A of the system (and thus its asymptotic behavior) could be encoded as a set of Boolean variables and connecting global solutions among them.
The example based on the LV system for n = 2 in Fig.1 shows how the stationary points are partially ordered, i.e. they admit an order relationship in which not necessarily all the pairs of elements can be compared. In general, two invariant subsets Ξ i and Ξ j can be compared if and only if there exists a chain of invariant subsets Ξ l , i ≤ l ≤ j that are linked in the phase space, and are ordered according to their level of attraction or stability, as given by the Lyapunov function 49 (see also 59 ). In the case of the LV equations for n = 2, the unstable and stable points are maximal and minimal in this ordering, respectively, with the other two stationary points not being ordered one with respect to the other.
It can be shown that the energy levels N = N 1 , N 2 , ........, N q , are well defined and indicate the level of attraction or stability. The number of energy levels (NoEL) q will be the most important parameter in our data analysis (see Supplementary Information including Fig. 2 .2 for more details and formal definitions).
Measuring energy levels from fMRI data
The autonomous LV equations have been used to generate reproducible transient sequences in neural circuits [60] [61] [62] [63] [64] , but global brain dynamics do not converge or stabilize around a fixed set of invariants, and might be described as a continuous flow of quick and irregular oscillations 27, 65 . Thus, instead of describing dynamics in terms of asymptotic behavior, an alternative 3/19 consist of introducing the dynamical informational structures (DISs), defined as the ISs indexed continuously by time (see Fig.2 ).
We consider experimental data from a DS whose underlying generating differential equations are unknown (in this case, fMRI data). We can select the parameters in the LV system so that the data satisfies a non-autonomous version of the equations. In other words, we can select the parameters from time to time, so that the dynamics of the system evolves exactly according to the LV equations. Then, these equations can be used to identify the DISs of the system, consisting of the temporal evolution of the partial order between Boolean variables that encodes the stationary points and the solutions connecting them. Thus, the LV equations are not used to model the temporal evolution of the system itself, but as an ansatz to obtain the temporal evolution of the G A s and associated DISs.
For our purpose, we consider the non-autonomous LV equations, given by:
From these equations we can obtain the time-dependent parameters α i (t) as:
This equation defines the Lotka-Volterra transform (LVT), i.e. a non-autonomous LV system that fits exactly the empirical data and its first derivative. In practice, both u(t) andu(t) will be empirical values from BOLD signals obtained using fMRI in the form of discrete time series.
It can be shown that an equivalence exists between obtaining the stationary solutions of LV systems and solving a linear complementarity problem (see 58, 66, 67 ). For Lyapunov stable systems 68, 69 , any initial point of the interior of the positive quadrant will converge to the globally asymptotically stable solution (GASS). Equivalently, the IS associated with the G A is a directed graph such that a single stationary GASS is located at the minimum energy level. Furthermore, the number of energy levels (NoEL) q equals the number of non-zero entries in the GASS plus one (see Fig.2 ). The GASS is associated with a node or vertex with only incoming edges, implying stability. The linear complementarity problem associated with identifying the α i (t) can be solved using the Complementary Pivot Algorithm 66, 67 .
In our LV equations n = 90 and for each time there are up to 2 90 = 1.238 × 10 27 stationary points, each one a unique combination of binary variables. We transform the time series of ISs into time series of NoEL, and investigate their distributions during wakefulness and deep sleep (see Supplementary Information for more details and formal definitions).
Identifying brain states: paired difference test and J index
To assess differences in the DISs between wakefulness and deep sleep, we use the non-parametric Wilcoxon signed-rank test. We consider two quantitative descriptors of the DISs, the time average of NoEL (q) and the standard deviation of NoEL (σ q ), both calculated for each participant in the two brain states. We obtained the p-value of a paired and two-sided test for the null hypothesis that the distribution of average NoEL (or their standard deviation) presented the same median during awake vs. deep asleep subjects.
In addition, we defined the following measure
where ns is the total number of subjects, q as,i is the value of q for subject i while asleep and q aw,i is the value of q for subject i while awake. Then, J ind = 1 (J ind = −1) if the mean number of energy levels is larger (smaller) for deep sleep than wakefulness for all subjects and J ind 0 if the null hypothesis holds. Please note that J ind can also be defined for σ q or for any other parameter (see Supplementary Information for more details).
Results
We aimed characterize the different brain states of wakefulness and deep sleep by analyzing the variability of the Informational Structure (IS) across time as shown in Fig.3 with the flowchart of steps. Briefly, first we created a whole-brain ansatz based on 4/19 Figure 2 . A, Structural network of a 4-dimensional (n = 4) Lotka-Volterra (LV) system given by (1) 
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Figure 3. Flowchart illustrating the methods. For this study, we used the structural connectivity between 90 standardized brain areas through an automated anatomical labelling (AAL) atlas. The corresponding tractography was obtained in a previous study 70 through diffusion magnetic resonance imaging (dMRI) providing an structural connectivity network. We assume that neural activity in different brain areas can be simulated in the ansatz of interacting species in a cooperative Lotka-Volterra (LV) system constrained by the structural connectivity and a global coupling strength parameter value. With these constraints, the ansatz defines the LV transform, a mathematical operator that calculates the growth rate as a time function that reproduces exactly the filtered empirical BOLD fMRI signals. Then solving the linear complementarity problem we calculate the globally asymptotically stable stationary solution (GASS) and the number of energy levels (NoEL) of the corresponding informational structure at each time instant. In order to assess how different the distributions of the NoEL for awake and for deep asleep are, we calculate a statistical hypothesis test (Wilcoxon test) and the J ind (see Fig. 2 .3 in Supplementary Information for a more detailed flowchart).
the Lotka-Volterra (LV) equations for the brain dynamics, where the structural connectivity matrix obtained from empirical tractography-based dMRI is chosen as the interaction matrix of the dynamical system (DS). Second, we applied the Lotka-Volterra Transform (LVT) to calculate the growth rate α that reproduces exactly the filtered empirical BOLD fMRI signals. Third, after solving the linear complementarity problem we computed the globally asymptotically stable solution (GASS) and the number of energy levels (NoEL) of the corresponding IS at each time instant ( Fig.3 ). Finally, in order to assess the differences between the distributions of the average NoEL (q) and decide which brain state the participant is in, we applied statistical tests, namely Wilcoxon and J ind as defined in (4).
Lotka-Volterra ansatz fitting
Impact of coupling strength: The strength of the connections between pairs of nodes is controlled by the coupling strength parameter. Changes in coupling strength g led to changes in α, and therefore had an impact on the distribution of NoEL. Fig.A shows the impact of g on the ability of IS to differentiate between the two brain states, i.e. demonstrating how the gap between awake and deep asleep measures changes as a function of g. A vertical dashed line showing the maximum value (g < 0.36743) ensuring global stability is shown. We computed the Pearson linear correlation coefficient between the two curves (−0.9781) to corroborate that the J ind basically measures the same as the Wilcoxon test (although J ind is more intuitive and easier to calculate). The optimal value (g = 0.29) was the same in both tests, and we chose it for our computations. Note however that the gap between awake and asleep was not restricted to this value. Indeed, the range of g in which the differences between the distributions of energy are manifest (p-values below 1% or 10 −2 ) was very broad. Fig.A shows that there was a wide range of values for which the p-value was small: from g = 0.05 to the red dashed line where the global stability of the system is not guaranteed. In that same interval J ind remained above 72% (J ind = 0.72). In other words, our results were robust, as they do not depend on a specific value of g. In addition we verified that the suggested method does not produce good results when g tends to zero or when g approaches the maximum limit guaranteeing stability of the system. Impact of filtering: Fig.B shows the results of the Wilcoxon test and J ind index for the means q and the standard deviations σ q of the NoEL assuming different filter ranges. At high frequencies, noise was not filtered and the DISs of the two brain states were very similar, the p-value was high and the J ind small. For q the filter range with minimum p-value was 0.077 − 0.096 Hz (p = 2.3323·10 −4 ). For σ q , the filter range with minimum p-value was 0.077 − 0.106 Hz (p = 2.3323·10 −4 ) and the second best was 0.077 − 0.096 Hz (p-value= 2.7642·10 −4 ). For σ q , the filter range with maximum J ind was 0.077 − 0.106 Hz (J ind =0.9954) and the second best was 0.077 − 0.096 Hz (J ind =0.9813). Therefore, we chose the filtering range 0.077 − 0.096 Hz. When the signal was filtered in this range the difference between the distributions of NoEL and, therefore, between the DISs of awake and sleeping participants was maximal. The values obtained for most filters (wide filters, narrow filters or even filter absence, i.e. 0.0 − 0.24 Hz where 0.24 Hz is the Nyquist frequency) were good enough (J ind > 0.75 and p-value< 0.01) to sustain that our results can not be attributed to a specific filter. Rather, we demonstrated that our hypotheses, in general, were true even for the unfiltered signal. Only high-pass filters provided negative results (J ind < 0.4 and p > 0.2). Thus, the results did not depend on a specific filter and our conclusions were again robust in this regard.
Statistical analysis of IS variability
The Lotka-Volterra Transform (LVT) allowed us to compute the time-varying vector α for every participant in both brain states. Using the LCP we computed the globally asymptotically stable solution (GASS). Fig.5 shows a 60-seconds long sample of the NoEL as a function of time for one subject in awake state and deep sleep state. The large and the small number of energy levels were more frequent in awake than in deep asleep conditions. Furthermore the average NoEL appeared to be higher for deep sleep state than for the awake state. To confirm the latter we studied the NoEL distributions for the 18 participants in both conditions. Generally, the NoEL increased when the components of alpha grow (Fig.6A) , where alpha components were computed using the LVT. Fig.6B shows the distribution of energy for every participants in awake and in deep sleep conditions back to back. We see that for both conditions the value q = 91 was the most frequent one, whereas q = 90 was the second most frequent. When q = 91 the corresponding ISs had the maximum NoEL (the GASS has all the 90 components different from zero), i.e., the attractor (the GASS) was comprised by the whole brain (all brain areas were active). This whole brain attractor, which was more frequent in awake than in deep asleep conditions, was a consequence of hubs simultaneously increasing their activity. Generally, NoEL distributions for awake were very different from those for deep sleep phase in every participant.
There seemed to be a tendency for extreme values of NoEL to be more frequent when the participant was awake than asleep, while for the medium-high values of NoEL the opposite held. The pattern observed was that awake distributions (blue) were more homogeneously distributed among all the possible values of q, whereas asleep distributions (red) tended to have higher values (> 45) of NoEL. In general, this pattern was repeated in most of the individuals, however there was a striking inter-individual variability. Please note that for participant 12 the tendency was reversed and the distributions for the two brain states were almost symmetric. Apart from this case, the distributions of energy in awake and in sleep states were clearly different for all other participants. data was band-pass filtered in the range 0.077 − 0.096 Hz and g = 0.29. In practice both the BOLD signal data and the NoEL were evaluated as time series, that is, for discrete values of time (∆t = 2.08 seconds). Only for this figure the discrete data were interpolated using cubic spline. This sample shows greater variability for awake than for deep asleep condition. Furthermore, the average NoEL was higher for deep asleep than for awake condition (see Fig. 3 .2 in Supplementary Information for a similar graphic using a different filter).
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In order to draw general conclusions beyond the inter-individual differences, we computed the average distribution of the 18 participants in the awake state and the average distribution of the 18 participants in the sleep state ( Fig.6C ). Although in all cases the highest NoEL was frequent, the most interesting patterns were observed when the frequencies for the maximum values q ∈ [80, 91], were not taken into account. When looking at the frequencies below 80, the probability grew linearly with the NoEL for the deep sleep condition, whereas it showed almost a constant behaviour for the wakefulness condition with q ∈ [1, 80] , as it can be seen from Fig.6C (red and blue respectively). The pattern typically observed was that the distribution for the awake state was more homogeneous along all the possible NoEL values. ISs with extreme NoEL values, that is, low (< 28) or very high (90 or 91), were more frequent in awake individuals as suggested by the sample of Fig.5 .
In Fig.7A the error bars were computed according to error = σ q / √ T . Therefore, in those individuals in which the time series were shorter (shorter time spent in deep sleep or wakefulness) the error bars are overlapping. With filtering in the range 0.077 − 0.096 Hz for all participants except participant 12 the mean NoEL q, was higher when the participants were in deep sleep. In order to assess how different q was for participants in awake and deep sleep, we used the signed-rank test Wilcoxon (see section 2.5) and we obtained p = 2.3323·10 −4 . In addition, we computed the J ind index defined in (4) and obtained J ind = 0.9948. Recall that J ind = 1 when q was larger for all participants in the deep sleep state. Please note that there are up to six participants for whom the two error bars did not overlap.
Then, we established patterns regarding the variability of the distributions. We computed the standard deviations of the distribution of NoEL in each participant for the two brain states. In Fig.7B each point represents a participant. For 17 (out of 18) participants the standard deviation was larger for wakefulness than for the deep sleep state, J ind = −0.9813 and p = 2.7642·10 −4 . Again, the differences between the standard deviations of both brain states were very significant. There was only one participant who shows a greater deviation when asleep. This may be clearly explained recall from Fig.6C that, whereas the standard deviation for the awake conditions showed an almost constant behaviour, with values of q homogeneously distributed for all levels of energy, the standard deviation for the deep asleep condition increases almost linearly with the levels of energy, with a greater concentration in the larger values of NoEL.
Next, we studied what were the active areas (non-zero components) in the attractor (GASS). Given that, on average, the attractor of the deep sleep state was more populated (larger NoEL) than that of the wakefulness state. In addition, most of the brain areas tended to appear more frequently in the deep sleep attractor than in the wakefulness attractor. In other words, as q was greater in the participants in deep sleep, the general tendency was that each area of the brain was more frequently present 9/19 Figure 6 . A, Number of Energy Levels (NoEL) as a function of the 90 alpha components on average. Each dot represents a time point of a subject in a brain state. B,Distribution estimations of the NoEL for 18 healthy participants in awake and in deep sleep states back to back. The smoothing was made using the kernel density estimation, i.e. a non-parametric way to estimate the probability density function. Inferences about the population are made based on a finite data sample (see Fig. 3 .3 in the Supplementary Information for the non-smoothed histograms). The NoEL was obtained from filtered data between 0.077 − 0.096 Hz. C, Average distribution over the 18 participants in wakefulness and deep sleep conditions (see Fig. 3 .4 in the Supplementary Information for the non-smoothed histogram and the back to back probability density estimation). Figure 7 . A, Average number of energy levels (average NoEL)q for a Lotka-Volterra ansatz with α(t) fitted to empirical data of 18 participants awake (blue) and deep asleep (red) (J ind = 0.9948, p = 2.3323·10 −4 ). Differences between the means of both brain states were significant. The error bars were calculated according to error = σ q / √ T where σ q is the standard deviation of the NoEL and T was the length of the data series. B, Standard deviation of the NoEL for deep asleep state as a function of NoEL standard deviation for wakefulness state. The standard deviation was the same for wakefulness and for deep sleep brain states along the red line. Clearly, in 17 out of 18 participants the standard deviation was larger in awake than in deep sleep brain state (J ind = −0.9813, p-value= 2.7642·10 −4 ). Again, the differences between the standard deviations of both brain states were very significant (see Fig. 3 .5 in the Supplementary Information for a similar graphic using other filters).
in the deep sleep attractors than in the wakefulness attractors (with some exceptions). As shown in Fig.8AB , we computed the frequency of appearance of an area in the GASS for each participant and for each brain state and then averaged over all participants. We computed the difference between the frequencies in awake and in deep sleep states for each participant and area (Fig.8C ). As can be seen, most of the areas showed less presence in the wakefulness attractor than in the deep sleep attractor. But there were some exceptions (indicated by the warm colours), i.e., greater presence of the area in the wakefulness attractor (see Fig. 3 .6 in Supplementary information for differences across participants, where again we found striking inter-individual variability but where, in the majority of cases, warm colors were exceptional). Taking into account the averaged results (see Fig.8 ) for the 18 participants, 14 areas (out of 90) showed this opposite tendency (see Fig.8 ). 12 out of these 14 are actually six pairs of homotopic zones, i.e., pairs of areas that occupy symmetrical zones in each hemisphere. These six pairs of areas are the olfactory, the calcarine (V1), the cuneus (basic visual), the lingual (visual letters), the occipital superior (visual), and the paracentral lobule (motor-sensory), all of them found in both left and right hemispheres. Furthermore, the fusiform in the left hemisphere (facial recognition) and the supplementary motor area in the right hemisphere (control movement). Due to their specific functions, in all cases, it makes sense that these areas were foci of attraction in the wakefulness state.
Discussion
Here we have proposed a novel mathematical formalism for characterizing the time-varying attractors landscape depicted by the dynamical activity of the human brain. In this rich and complex landscape, finding the energy levels of the informational structure (IS) of a global attractor G A could be seen as identifying the maximum stability in a landscape that changes with time. Our novel method allows us to clearly characterise and distinguish between different brain states, opening up for relevant clinical applications in terms of improving existing biomarkers.
Specifically, the results show that the method is able to significantly characterise and distinguish between the well-defined brain states of wakefulness and deep sleep (N3 stage) in empirical BOLD functional magnetic resonance imaging (fMRI) signals (as measured with concurrent EEG and which helped trained neurologists to identified the sleep stage). For this purpose, we used a whole-brain dynamical ansatz. This ansatz integrates the underlying anatomical structure, obtained from tractography-based diffusion magnetic resonance imaging (dMRI) with functional local node dynamics measured with fMRI. In contrast to previous studies which have used such nodes as the regions of interest [71] [72] [73] in a volume-based human brain atlas [74] [75] [76] [77] , here we instead used the neural activity at each node assuming a cooperative Lotka-Volterra (LV) ansatz (see Methods). LV is a well-known system of first-order nonlinear differential equations used to describe the dynamics of biological systems in which several species interact 58, 69, 78 . The GA for this model consists of the equilibria and the heteroclinic connections among them, 11/19 Figure 8 . Frequencies of appearance of each area in the globally asymptotically solution (GASS) in deep sleep (A) and in the wakefulness (B) states averaged over all participants. C, Difference between the averaged frequencies of appearance of each area in the GASS in both states. This difference is expressed in standard error units where the standard error is estimated by the interpersonal variability. Most areas have cold colours, i.e., greater presence in the deep sleep attractor (see Fig. 3 .6 in the Supplementary Information for more details and individual differences).
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and its characterization is, to some extent, well understood 57, 69 . The informational structure of this GA can be computed and, under some conditions, there exists a finite number of equilibria and directed connections among them that create a hierarchical organization with several levels of equilibria sets or energy levels ordered by connections in a gradient-like fashion 18, 19 .
We assessed the variability in the human brain by analyzing the time-varying IS, the graph associated with the G A of a dynamical system (DS). Our approach was based on the Lotka-Volterra (LV) equations for collaborating species in a whole-brain ansatz. The growth rate parameter α was assumed time-varying, and a time series of ISs was obtained. We defined the Lotka-Volterra transform (LVT) as the growth rate parameter, α = α(t), that reproduces exactly the empirical BOLD signal. This allowed us to compare the corresponding dynamical informational structures (DISs) in wakefulness and deep sleep conditions.
The first remarkable thing from our results is the inter-individual variability shown by the participants, which is greater than what would be expected beforehand (see Fig.6B ). The human brain is characterized by a surprising inter-individual variability in neuroanatomy and function that is reflected in large individual differences in human cognition and behaviour 79 . This diversity is undoubtedly one of the marks of our species.
Still, we have shown that the ISs can be used for the study of brain dynamics, and to compare and distinguish between different brain states. Indeed, the main conclusion of this study is that are significant differences in the ISs corresponding to the brain activity of individuals in wakefulness and deep sleep. Before seeing the probability density estimates in Fig.6BC , unimodal distributions such as Gaussian distributions could be expected. At least it would be reasonable to expect two similar distributions but with different maxima. However, not only the means of the number of energy levels (NoEL), q, are different, but also the distributions themselves. Besides the very high frequencies obtained for the highest values of q in both distributions, the frequency of the deep sleep NoELs increases almost linearly with q, while that of wakefulness remains almost constant in most q.
On the other hand, the ISs with the highest NoEL, and therefore possibly those with the highest number of nodes and vertices, are the most repeated for participants both in wakefulness and deep sleep. In addition, in the awake state the maximum NoEL is more frequent than in sleep condition. Recall that this attractor or globally asymptotically stable solution (GASS) has all the components different from zero, that is, it consists of the active complete brain (the 90 active areas) which implies a high degree of effective connectivity. Therefore our results agree with the fact that during slow-wave sleep effective connectivity decreases 80 .
Generally, the extreme number of energy levels are more frequent when awake compared to deep sleep as shown in Figs.5, 6 and 7B. These results are an effect on the global level of a group of local nodes with a number of links that greatly exceeds the average (hubs) driving the dynamic system when these nodes simultaneously increase or decrease their activity. It could suggest a higher capability to integrate information whilst awake and a increased capacity to amplify local perturbations. In contrast, slow-wave deep sleep is associated with a diminished level of information integration [81] [82] [83] [84] . This result is compatible with the integrated information theory of consciousness [3] [4] [5] [6] [7] , which holds that different levels of consciousness must correspond to the capacity of the brain to integrate information. Many other studies have shown that integration is impaired during non-wakefulness 10, 85, 86 .
Our results show also a decrease of time variability in deep sleep condition that could be associated with a decrease in the differentiation of brain activity. According to the information-integration theory this might be thought of as an indicator for diminished conscious awareness 4 .
It is worth mentioning that we have not observed any NoEL or IS that are exclusive of a particular brain state. Any NoEL or IS can be found for any of the two states, and it is only through its time variability that we can asses the differences between the brain states.
The differences between wakefulness (frequently opened eyes, coordinated body movement and response to the environment) and deep sleep (closed eyes, lack of overt behaviour and absence of response to stimuli) are very well known. However, it has been shown that when wakefulness is prolonged, characteristic OFF periods of the slow wave of sleep can appear locally 87 . In the same way during sleep the frequency of these decreases as the sleep goes on. Therefore it would be expected that, at the level of the global brain in which we conducted our study, some of the characteristics of both states are shared while the differences have to be established in a statistical way. Indeed, if we consider the medium-high values of q characteristic of the sleeping condition, we see that the awake brain can reach these values during some intervals, analogously to a prolonged wakefulness with the characteristic OFF periods that can appear locally 87 .
The mean NoEL q, is higher when the participants are asleep as shown in Fig.7A . However, if we use as a reference the energy of the unstable trivial solution (0, 0, ..., 0) and take into account that when the number of levels increases, the stability of the GASS grows and its energy decreases, the average energy of the deep asleep state is less than the awake one.
Given that energy levels can be interpreted not only in terms of energy but also of attraction or stability (see section ), this would indicate that, on average, the ISs found in deep sleep are more stable. The lower stability of the awake state can also be inferred from the greater variability of the NoEL in that state according to our results. All this agrees with other studies in which authors claim that, using very different methodologies, that the brain exhibits less stability during wakefulness 80 .
More generally, the conscious state has usually been associated with complexity in different ways. Different measures of the dynamic complexity of a network have been proposed. For instance in 88 , given a network its pair-wise correlation matrix reflects the degree of interdependencies among the nodes. When the nodes are disconnected or close to independence (equivalent to a small g), no complex collective dynamics emerge and the distribution of cross-correlation values are characterized by a narrow peak close to low values. When the collective dynamics are close to global synchrony (equivalent to a large g) and the distribution of cross-correlation values has a peak near highest value. It is not a complex state either because all nodes follow the same behavior. Complexity emerges when the collective dynamics are characterized by intermediate states, between independence and global synchrony and it is characterized by a broad distribution of correlation values or interdependencies among the node values, so the functional complexity is reflected in the variability of the associated distribution. This variability can be defined as normed entropy or as the difference between distribution and uniform distribution quantified as the integral of the absolute value of the difference, for instance. So, dynamic complexity is clearly associated with more uniform distributions.
Although our distributions are not made from cross-correlation values but from NoEL, the underlying idea is the same. The pattern of statistical distribution of NoEL in wakefulness (Fig.6C) can be interpreted as a sign of complexity. We have seen that in deep sleep the probability of a concrete q increases with q. On the contrary, when the participants are awake the frequency remains almost constant with q ∈ [1, 89] .
A greater unpredictability of the wakeful brain dynamics can also be considered because there is maximum entropy and minimal information about the state subsequent to the current one. Unpredictability is one of the features of complexity and chaotic dynamics. On the contrary, in deep sleep it is very likely to find the system in medium-high NoEL informational structure, restricting the repertoire of possible dynamics in this state.
In our results the complexity of the wakefulness state is reflected not in more complex ISs but in the variability of different ISs in this state. Taking the standard deviation as a measure of NoEL distribution variability, Fig.7B demonstrates that the functional complexity of an awake individual is higher (except for one case) than in the same individual during deep sleep.
It should be emphasised that although a fitting was made to obtain the optimal g, the usefulness of our method is not restricted to a narrow range of values of g, neither to a particular filtering range, as shown by the results reported in this study.
Our work can be interpreted as a method to calculate the empirical "ghost" attractors of the resting state suggested in 65 . These multi-stable attractors correspond to distinct foci of high firing activity in particular brain areas. But at the edge of certain bifurcation in the used ansatz they do not exist as stable fixed points yet since they are either saddle points, or regimes with close to zero flow in the phase space. However these states could be easily stabilized when needed in a given task context or for a given function. The concept of DIS serve here as the abstract object to describe multistability 77 or metastability 89, 90 and can be a useful tool to analyze the functional connectivity dynamics 91 .
The main contribution of this work is a solid theoretical framework for describing the attractor landscape of a brain state, validated with empirical neuroimaging data. In future, further steps in this regard include finding out what lies below this explanation of the complex dynamical landscape. The theoretical framework proposed is potentially highly relevant for the development of biomarkers in translational applications, especially in the context of patients with neuropsychiatric disorders and with different levels of coma.
Methods: neuroimaging data Empirical data and filtering
In order to compare different naturally occurring brain states we use data from 18 healthy participants. Specifically, BOLD signals from fMRI in resting state and deep asleep phase (N3). Empirical data comes from a set of fifty-five subjects (thirty-six females, mean ± SD age of 23.4 ±3.3 years) who fell asleep during a simultaneous EEG-fMRI recording previously described in 92 , where 18 participants who reached stage N3 sleep (deep sleep) were selected. The mean duration (±standard deviation) of contiguous N3 sleep epochs for these participants was 11.67 ± 8.66 min. fMRI data was recorded at 3T (Siemens Trio, Erlangen, Germany) simultaneously with EEG data using an MR-compatible EEG cap (modified BrainCapMR, Easycap, Herrsching, Germany), MRI-compatible amplifiers (BrainAmp MR, BrainProducts, Garching, Germany), and sleep stages were scored manually by an expert according to the AASM criteria (AASM, 2007). fMRI data was realigned, normalized and spatially smoothed using SPM8 (www.fil.ion.ucl.ac.uk/spm), (see Supplementary Information and 92 for full acquisition, pre-processing and sleep scoring details). Cardiac (with frequencies around 1 ∼ 2 Hz), respiratory (around 0.3 Hz), motion-induced and their temporal aliasing noises was regressed out from the fMRI BOLD signals 93 , and data was band-pass filtered, first in the range 0.04 − 0.07 Hz, and then in other ranges 94 .
Empirical BOLD signals are normally band-pass filtered to remove the contribution of noise. In this study we take a particular look at this process to better illustrate how instantaneous attractors found in resting state and in the deep sleep differentiate from one another. Different filters have been proposed in the literature to obtain the most reliable results. For
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instance, the range 0.04 − 0.07 Hz is ideal according to 95 . We consider all the possible filters below the Nyquist frequency to search of the one that best fits the purpose of showing how instantaneous attractors in awake and asleep conditions differentiate.
Structural connectivity matrix
For the whole-brain network model, the interactions between the 90 brain areas were scaled in proportion to their white matter structural connectivity. For this study, we used the structural connectivity between the 90 automated anatomical labelling (AAL) regions obtained in a previous study 70 averaged across 16 healthy young adults (5 females, mean ± SD age: 24.75 ± 2.54). Briefly, for each subject, a 90×90 structural connectivity matrix Γ = [γ i j ] was obtained by applying tractography algorithms to Diffusion magnetic resonance imaging (dMRI) following the same methodology described in 96 where the connectivity γ i j between regions i and j is calculated as the proportion of sampled fibers in all voxels in region i that reach any voxel in region j. Since dMRI does not capture fiber directionality, γ i j was defined as the average between γ i j and γ ji . Averaging across all 16 participants resulted in a structural connectivity matrix Γ = [γ i j ] representative of healthy young adults. We order the different brain areas in the neuroanatomical connectivity matrix in such a way that homotopic regions in the two cerebral hemispheres were arranged symmetrically with respect to the center of the matrix(see Supplementary Information including Fig. 2.1 for more details).
