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ABSTRACT
Methods for Reconstruction of Transient Emissions from
Heavy-Duty Vehicles
Madhava R. Madireddy
Emissions measurement analyzers give out a response that may not reflect the true
instantaneous engine-out emissions. Currently, the heavy-duty diesel engines are being
certified for emissions measured in a thirty second time window with certain
specification requirements for the analyzers. Since these measured emissions values may
not be the same as the true instantaneous emissions, integrated values for the thirty
second windows may be affected by analyzer response.
This document presents and examines reconstruction techniques to estimate
instantaneous heavy-duty engine-out emissions. These techniques will take as the input,
the continuous set of emissions data and approximate dispersion characteristics of the
analyzer employed in measuring the continuous data. For this purpose, this research dealt
with understanding and modeling the transient dynamics (dispersion function) of the
analyzers and the sampling system to establish a relationship between the measured and
instantaneous heavy-duty emissions.
Four methods of reconstruction were presented in this study: Sequential Inversion
Technique (SIT), Differential Coefficients Method (DCM), Inverse Fast Fourier
Transform (IFFT) and Modified Deconvolution Technique (MDT). The application of
each method in reconstructing real-time emissions data was presented. While SIT failed
in practical applications, each of the other three methods was shown to offer advantage in
the post-processing of the measured emissions data. DCM accounted for the small errors

in the computation of the analyzer dispersion function. IFFT was able to reconstruct just
as well as DCM; however the Fast Fourier Transform of the dispersion function should
be high enough to ensure stability of the method. In other words, the dispersion function
should not have elements that were almost equal to zero for the method to be stable. Both
the DCM and IFFT improved the correlation of emissions with power by an average of
about 2%. MDT employs fitting a gamma distribution to the dispersion function and
searches for the best possible distribution within a prescribed range to improve the
reconstruction. With emissions reconstruction using MDT, the improvement of
correlation of emissions with power was approximately about 3%.
The measured continuous data of CO2 mass flow rate from the New Flyer 2006
transit bus was divided into several operating bins, each bin having a specific speed and
acceleration range. MDT was used to generate continuous reconstructed emissions from
the measured continuous data. This reconstructed data is again divided into identical bins
following a similar procedure. By comparing the two sets of bins, it was found that at low
accelerations, the average mass flow rate of the measured CO2 was lesser than that of the
reconstructed CO2. However, the reverse was found true at high accelerations.
This work could enhance the existing inventory models, help the calibrators
appreciate the affect of time dispersion and can take the certifiers one step closer to
estimating the true transient emissions by compensating for the distortion of the
measurement systems.
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1

Introduction, Overview & Objectives

1.1

Introduction
Internal Combustion (IC) engines produce exhaust that contains carbon monoxide

(CO), nitrogen oxides (NOx), hydrocarbons (HC) and particulate matter (PM). These
emissions deteriorate the quality of the atmospheric air and human health. The United
States Environmental Protection Agency (USEPA) introduced Clean Air Act in 1963 and
ever since the emissions have been regulated.
In spite of their high initial cost and cold start problems, diesel engines are a
popular, if not, automatic choice in heavy-duty trucks mainly because of their fuel
efficiency. In order to further improve fuel efficiency and reduce emissions, most of the onroad, heavy-duty trucks in the United States are equipped with direct injection diesel
engines which are turbocharged and electronically controlled. The emissions from the
diesel engine vary significantly from those from a gasoline engine. Particularly, NOx
concentrations are much higher from diesel engines than from gasoline engines. NOx is a
major contributor to photochemical smog, acid rain and low level ozone formation.

1.2

Overview
‘Instantaneous’ emissions are the actual emissions produced by the engine due to

the combustion of the fuel. A measurement system can be used to record these
instantaneous emissions, but the system will distort the signal that corresponds to the
instantaneous emissions and produce an output signal, which represents the ‘measured’
emissions. For an ideal analyzer system, the measured emissions will be the same as the

1

instantaneous emissions. However, any real analyzer system will report a distorted signal
during the process of measurement. For example, the emissions reported by the analyzer
may be delayed and dispersed relative to the instantaneous emissions.
By understanding the relationship between the measured and the instantaneous
emissions, an attempt can be made to obtain the instantaneous signal from the measured
signal. This procedure will be referred to as ‘reconstruction’ in this document. Transient
dynamics of the analyzer need to be measured and understood through laboratory
procedures. This enables verifying the accuracy of the reconstruction that can be applied to
the measured data.

1.3

Purpose and objective of the research

EPA currently certifies engines for emissions in a thirty second NTE (Not-ToExceed) window. This involves driving the vehicle continuously for at least 30 seconds
within the operating constraints associated with NTE certification. A more detailed
description of the certification procedure is given in Chapter 2 and the effects of the
window size are discussed in Chapter 3. Currently, the measured emissions are regulated
and the analyzer systems must meet a specification. But the emissions that are measured
are not in fact the true (instantaneous) emissions. Since the measurement systems distort
the true emissions, there is a chance that some of the engines that could get certified for the
measured emissions may not get certified if the true emissions are considered for
certification. Reconstructed instantaneous emissions should be useful for the EPA in
certification of engines.

2

The objective of this research is to apply reconstruction techniques to estimate
instantaneous heavy-duty instantaneous emissions. These techniques will take as the input,
the continuous set of emissions data and approximate dispersion characteristics of the
analyzer employed in measuring the continuous data.
1.4

Plan to meet the objective
In order to meet the objective, four different methods of reconstruction were

presented and each of those methods was tested with the real-time emissions data. Some of
the methods were slightly modified and adapted to help the reconstruction. Further, the
transient response characteristics of the analyzers employed in the measurement were
thoroughly understood and were verified using a forward transform.

1.5

Organization of this document
Chapter 2 provides information about the current legislated testing procedures for

heavy-duty engines and acceptable emissions standards. An overview of work done on
emission inventory modeling is presented.
Chapter 3 introduces the concepts of time delay and time dispersion of data. A brief
literature review on the calculation and the correction of measurement time delays is
presented. Further more, calculation of analyzer dispersion is presented, followed by the
effects and significance of such dispersion on continuous emissions data measurement.
Chapter 4 discusses the details of the measurement equipment, the procedures
followed in the laboratories to obtain the continuous emissions data and a detailed
description of the drive cycles employed and the types of engines tested.
3

Chapter 5 provides insight into the correlations of emissions with an operating
variable such as power and how analyzer dispersion (discussed in Chapter 3) can be
applied to real-time data. After verifying the forward transform, several methods of
reconstruction (back transform) were presented and validated using the real-time emissions
data.
Chapter 6 consists of conclusions drawn from the research and recommendations
for extending the work.

4

2

Literature Review
This chapter provides information about the current legislated testing procedures for

heavy-duty engines and acceptable emissions standards. Further an overview of previous
work done on emission inventory modeling is presented.

2.1

Air quality and health effects of emissions
The major components of diesel exhaust are carbon monoxide (CO), nitrogen

oxides (NOx), hydrocarbons (HC) and particulate matter (PM). These diesel emissions are a
complex mixture with majority (more than 90%) of the particles less than 1 μm and hence
easily respirable [1]. The Health Effects Institute (HEI) Diesel Working Group has
presented a comprehensive report about the adverse health effects of diesel exhaust [2].
According to the report, the risk of cancer increases with increasing exposure to the diesel
exhaust. Carbon monoxide (CO) when inhaled mixes with the hemoglobin of the blood and
reduces its oxygen-carrying capacity [3]. This could result in dizziness, and intake of
higher concentrations of CO can result in death. Oxides of nitrogen (NOx) are formed
when combustion takes place at high temperatures, and these oxides are one of the primary
sources of ozone at the ground level. These oxides are a mixture of oxidizing gases capable
of damaging cells lining the respiratory tract. A more detailed description of the health
effects of emissions can be obtained elsewhere [4-6].
The United States Environmental Protection Agency (USEPA) monitors and reports
on air quality in the United States. With assistance from the local air-quality control boards,
the USEPA measures the level of pollution based on the Air Quality Index (AQI), which
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ranges from 0 to 500 [7]. If the index is over 100, the quality of air is considered unhealthy.
In order to minimize the dangers posed by these emissions on human health, the USEPA
introduced the Clean Air Act for the first time in 1963. Ever since, the emissions have been
monitored and regulated. As a result, the nation's air quality has greatly improved over the
last 20 years [7].

2.2

Significance of heavy-duty emissions
Though heavy-duty diesel vehicles comprise of only 2% of the on-road vehicle

population, they are driven for long hours and are loaded with more cargo than the majority
of other on-road vehicles. Hence, their contribution to on-road NOx emissions is 45%, as
estimated by the California Air Resources Board (CARB) [8]. Another study indicates that
almost half of the on-road emissions of NOx are from heavy-duty diesel vehicles [9]. The
2010 standards for diesel emissions in the US allow a maximum NOx of 0.2 grams per
brake horsepower hour (g/bhp-hr).

2.3

Heavy-duty cycle development
The US Federal Government introduced the first Clean Air Act in 1963 to improve

ambient air quality [10]. Emissions regulations were imposed on all vehicles in California
when the state established CARB in 1967. In 1970, the EPA introduced nationwide
emissions regulations for heavy-duty diesel engines with amendments to the first Clean Air
Act. A study named CAPE-21 was conducted in 1972 by the USEPA and the Coordinating
Research Council (CRC) to develop a test cycle that represented the on-road heavy-duty
6

driving in the country [11]. Data were collected from several trucks and buses in Los
Angles and New York. From the observations made by the study, the chassis cycle (Urban
Dynamometer Driving Schedule (UDDS)) and the engine dynamometer cycle (transient
FTP) were developed in 1978. Except in California, the present-day inventory modeling for
heavy-duty engines employs the emissions measurement from the transient Federal Test
Procedure (FTP), which is an engine-based, speed-time and torque-time trace as specified
in the Code of Federal Regulations (CFR) [12]. The FTP transient cycle (Figure 2-1) [13]
comprises of four phases. The first phase is a New York Non Freeway (NYNF), which
represents driving in light urban traffic. The second phase is Los Angeles Non Freeway
(LANF), which represents driving in a crowded urban traffic with few stops. The third is a
Los Angeles Freeway (LAFY), which is a typical busy expressway driving in Los Angeles.
The final phase is the same as the first phase, NYNF.
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Figure 2-1. FTP Transient Cycle [13]

2.4

Units for measurement of heavy-duty emissions
The measurement systems in the heavy-duty emissions testing laboratories usually

provide the cumulative emissions for the entire operating cycle and continuous emissions.
In the case of engine testing, the emissions of each component of the exhaust for the whole
cycle can be reported as mass of emissions per unit work. These emissions are expressed in
grams of component per unit of mechanical energy delivered by the engine, such as g/kWh
or g/bhp-hr. In case of chassis dynamometer testing, the mass emissions rate of each
component of the exhaust is reported as mass of emissions per mile (g/mile) and mass of
emissions per gallon of fuel intake (g/gal).
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2.5

Steady state and transient emissions test cycles
Heavy-duty diesel emissions measurements are performed either on an engine or a

chassis dynamometer over a standardized emission test cycle. Each of the engine test
cycles is a sequence of engine operating conditions. The emissions test cycles can be either
steady-state or transient cycles. Steady state test cycles are comprised of sequences in
which the engine has to be operated in modes of constant engine speed and load and the
emissions are analyzed for each test mode. The overall emissions are calculated as a
weighted average from all test modes. Transient test cycles, on the other hand, have a predetermined pattern, which comprises of variations of speed and load on the engine.
Transient test emissions are continuously collected and analyzed over the duration of the
operating cycle. Different test cycles used in this study are described in detail in Chapter 4.

2.6

Need for continuous data of emissions
Each component of emissions can be measured in units such as grams per cycle or

grams per mile. While this total provides an overall estimate of emissions, it fails to
provide information about the instantaneous emissions produced from the vehicle at any
specific time during the drive cycle. Monitoring continuous data can be useful for
researchers in analyzing the emissions as a function of other vehicle operating parameters
such as torque and axle power. There is a need for continuous emissions data in order to
optimize engine control strategies and to formulate the emissions inventory models.
Moreover continuous emissions data help the researchers understand how the vehicle
operating condition affects the emissions.
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2.7

Heavy-duty emissions standards
The EPA defines heavy-duty vehicles as vehicles with a gross vehicle weight rating

(GVWR) higher than 8,500 lb. Heavy-duty vehicles are further divided into three
categories based on the GVWR [14]. Light heavy-duty vehicles have a GVWR of at least
8,500 lb, but less than 19,500 lb; medium heavy-duty vehicles have a GVWR of at least
19,500 lb, but not more than 33,000 lb, while the heavy heavy-duty vehicles have a GVWR
higher than 33,000 lb. The emissions standards [15 , 16] for heavy-duty diesel engines are
shown in Table 2-1. The maximum permissible PM and NOX levels have been reduced
significantly. Effective from October 2002, EPA introduced US 2004 standard of 2.5
g/bhp-hr for NOx and non-methane hydrocarbons (NMHC) combined [17]. In response to
this standard, most of the manufacturers employed Exhaust Gas Recirculation (EGR). The
2010 emissions standard of NOx + NMHC for all the heavy-duty diesel engines is 0.2
g/bhp-hr.

Table 2-1 Emission standards for heavy duty diesel engines [16]
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Model year

HC (g/bhp-hr)

NOx (g/bhp-hr)

CO (g/bhp-hr

PM (g/bhp-hr)

Heavy-duty diesel truck engines
1988

1.3

10.7

15.5

0.6

1990

1.3

6.0

15.5

0.6

1991

1.3

5.0

15.5

0.25

1994

1.3

5.0

15.5

0.10

1998

1.3

4.0

15.5

0.10

2004

1.3

( or NOx +NMHC<2.5

15.5

0.10

Family Emission Limit of
1.2<(NOx +NMHC)<1.5

15.5

0.01

15.5

0.01

2.4
and NMHC<0.5)

2007

1.3

2010

1.3

(NOx +NMHC<0.2
and NMHC<0.14)
Urban bus engines

1991

1.3

5.0

15.5

0.25

1993

1.3

5.0

15.5

0.10

1994

1.3

5.0

15.5

0.07

1996

1.3

5.0

15.5

0.05

1998

1.3

4.0

15.5

0.05

2004

1.3

15.5

0.05

2007

1.3

15.5

0.01

2010

1.3

15.5

0.01

2.4
(or NOx +NMHC<2.5
and NMHC<0.5)
Family Emission Limit of
1.2<( NOx +NMHC)<1.5
(NOx +NMHC<0.2
and NMHC<0.14)
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2.8

Consent decrees
In 2000, Yanowitz et al. [18] argued that, over the last two decades, the emissions

of particulate matter from heavy-duty diesel engines have decreased, but NOx emissions
have not. This is because some engine manufacturers operated the engines differently
during certification than they would be operating during normal use [19]. The difference
between the real-world operation and the certification was significant when the vehicle was
at high speed or cruising. The EPA identified these manufacturers and introduced
additional testing requirements for engines manufactured by them. Hence, the EPA, the
United States Department of Justice, CARB, and the engine manufacturers (Caterpillar,
Cummins, Detroit Diesel, Volvo, Mack Trucks, Renault, and Navistar) reached a
settlement [20] in October 1998 to limit NOx emissions from heavy-duty diesel engines.
The consent decree settlements required that the engines manufactured should be meeting
within four years from then (by October 2002) the new US 2004 standard of 2.5 g/bhp-hr
for NOx and non-methane hydrocarbons (NMHC) combined. To meet these standards, most
of the engine manufacturers have employed exhaust gas recirculation (EGR) for reducing
NOx emissions to acceptable levels. In addition to these standards, several additional
testing requirements were introduced in 1998. These include Supplemental Emissions Test
(SET) and Not-to-Exceed (NTE) limits.

2.9

The SET limits
The purpose of SET was to control the heavy-duty engine emissions during steady-

state driving. The test [21] consists of 13 modes and is based on the 13 mode Euro III
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cycle. Each of the 13 modes has duration of 2 minutes and is specified by various speed
and load points. Each mode is assigned a weighing factor, and the emissions are averaged
over the entire cycle using those weighing factors.

2.10.

NTE limits
The EPA has introduced the “Not to Exceed” (NTE) zone to control and monitor

emissions. The NTE defines an engine operating envelope [22]. The NTE zone was
introduced to account for the speed and torque points that the vehicle experiences in the
real world. NTE takes into account speed values higher than 15% of the maximum ESC
(European Stationary Cycle) speed, and torque and power values higher than 30% of the
maximum ESC values. The ESC speed is calculated as follows:
S15% ESC Speed =Slo + 0.15 (Shi - Slo )
where Slo is the lowest engine speed corresponding to 50% of the maximum power and Shi
is the highest engine speed that corresponds to 70% of the maximum power. The NTE zone
[23] is shown in Figure 2-2.
The NTE test is defined in the Code of Federal Regulations, CFR 86.1370-2007.
The NTE test procedure establishes a zone of operation with torque and speed boundaries
(the NTE zone) where emissions must not exceed a specified value for any regulated
pollutants. NTE testing does not involve a specific driving cycle, but it involves driving of
any type that could occur within the bounds of the NTE control area. The emissions from
this NTE testing are averaged for at least thirty seconds and are compared to the applicable
NTE emission limits. The standards were created by EPA in accordance with the consent
13

decree between the EPA and several major diesel engine manufacturers. The NTE limit is
1.25 times the FTP limit. For 2005 model year heavy-duty engines, the NTE limit for
NMHC plus NOx is 3.125 grams per brake horsepower-hour. For 2007 engines, the
corresponding NTE limit is 0.25 grams per brake horsepower-hour.

Figure 2-2. NTE torque and speed boundaries [23]
2.11

Definition and requirements of the NTE event
For an engine to be operating in the NTE zone, some additional criteria need to be

verified. These criteria include conditions based on altitude, ambient temperature, engine
brake-specific fuel consumption (bsfc), inlet manifold temperature and pressure (IMT,
IMP), and engine coolant temperature (ECT). The additional criteria for an engine to be
operating in the NTE zone are as follows:
“1. Vehicle altitude ≤ 5500 ft
2. Ambient temperature ≤ 100 °F at sea level to 86 °F at 5500 ft
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3. bsfc ≤ 105% of the minimum bsfc if an engine is not coupled to a multi-speed
manual or automatic transmission
4. Engine operation must be outside of any engine manufacturer petitioned exclusion
Zone.(operating zone in which the engine is not capable of operating in real-world
conditions for
5. Engine operation must be outside of any NTE region where an engine manufacturer
declares that less than 5% of in-use operation occurs
6. For EGR-equipped engines, IMT ≥ 86 °F to 100 °F, depending on IMP
7. For EGR-equipped engines, ECT ≥ 125 °F to 140 °F, depending on IMP
8. If equipped, an engine’s after-treatment system’s or systems’ temperature(s) ≥ 482 °F
If all of these conditions are satisfied simultaneously for a 30 second window, then that
window is considered a 30 second NTE event. [24]”

2.12

Problems with NTE operation
While the EPA clearly specified the above requirements to be achieved by the

engine while operating in the NTE zone, a controversy remains as to the applicability of the
NTE limits in real-world driving. While the engine is required to be in the NTE zone for at
least 30 seconds, in real-world driving conditions, there is a chance that the engine may
operate outside the NTE zone for a few seconds [25-27]. Then such an operation may not
be considered as an NTE event according to the definition. When the engines are highpowered, it is highly likely that the power required for the cruising speed is around 30% of
the engine power, and that might fluctuate below the minimum power envelope [28].
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Moreover, when the engine is operating in the NTE zone, it could emit elevated NOx at
power levels just outside the NTE zone, or at idle.

2.13

NTE Window Size
In the NTE zone, the emissions are measured and averaged at least for thirty

seconds and are compared to the applicable NTE emission limits. But some of the
emissions that correspond to the NTE operation may not be even measured in the NTE
zone. These could be due to time dispersion in measurement, which are explained in
Chapter 3. One reason for using windows at least 30 seconds wide is to account for signal
dispersion. In fact, the window size is like a confidence interval. The larger the window
size, the better are the chances of getting an accurate estimate of total emissions within the
window. With smaller windows, the chances of the emissions not being measured
completely are higher (than with larger windows). These emissions are referred to as ‘lost
emissions,’ in this document and this concept is introduced in Chapter 3. There is also a
chance that the measured emissions are more than the actual emissions for a given window,
which are introduced as ‘gained ’emissions.

2.14

Motivation to improve measurement accuracy
The EPA faced lawsuits from the engine manufacturers regarding the technological

feasibility of the engine emission control strategies in EPA regulations pertaining to the
NTE limits [22]. But the testing in the NTE zone is not a standardized emissions laboratory
test like the FTP. The EPA resolved this matter by proposing a well-described emissions
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test known as “Heavy-Duty In-Use NTE Testing” (HDIUT) for diesel engines and vehicles.
One section of that outline stated: “The NTE Threshold will be the NTE standard,
including the margins built into the existing regulation, plus an additional margin to
account for in-use measurement accuracy. This additional margin shall be determined by
the measurement processes and methodologies to be developed and approved by
EPA/CARB. The margin will be structured to encourage instrument manufacturers to
develop more and more accurate instruments in the future. [29]” This emphasizes the need
to obtain more accurate emissions measurement techniques.

2.15

On board measurement
Engine manufacturers were found to have installed various defeat devices that

electronically altered the engine’s performance to minimize emissions during standard offroad procedures and increase economy (at the expense of higher emissions) when in normal
use [19]. Hence, it became vital to obtain accurate estimate of exhaust emissions over a
certain driving route. The most realistic solution seems to be on board measurement.
Several portable emissions measurement systems (PEMS) were developed by various
research facilities. Ford Motor Company and WPI-Microprocessor Systems, Inc. together
developed PREVIEW [30] (Portable Real-Time Emission Vehicular Integrated
Engineering Workstation) that samples water-laden exhaust. Horiba [31], Honda [32] and
Ford [33] also developed several other on-board systems for emissions measurement. Some
of these systems were large and not conveniently portable. However, none of the mobile
emissions measurement systems developed over the past two decades was fully capable of
meeting the requirements of measuring exhaust emissions from a heavy-duty vehicle
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during its in-use, on-road operation. In order to achieve accurate in-use brake-specific mass
emissions, as required by the Consent Decrees, it is imperative that a viable PEMS be
capable of accurately measuring several parameters in a repeatable manner with the highest
level of precision. These include engine speed, engine torque, exhaust mass flow rates, and
exhaust constituent concentrations.
In 2000, West Virginia University developed an on-board measurement system
known as Mobile Emissions Measurement System (MEMS) [34-36] by evaluating PEMS
and available technologies and completed the integration and testing of the Mobile
Emissions Measurement System (MEMS). MEMS is capable of measuring in-use brakespecific NOx and CO2 emissions from heavy-duty diesel-powered vehicles driven over the
road under real-world conditions. Also, MEMS allows the calculation of brake-specific
mass emissions over 30 second windows within the NTE zone. Since March 2004, MEMS
had been used to measure in-use emissions from 50 pre-consent decree vehicles and 170
post-consent decree vehicles [37].

2.16

Emission inventory models
Continuous data can also help formulate the emissions inventory models. For

example, the EPA model, ‘MOVES’, (Motor Vehicle Emission Simulator) [38, 39]
employs emissions as a function of vehicle specific power, while there is another approach
[40] which uses speed-acceleration matrices.
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2.16.1 Traffic situation models
CARB developed emissions models known as MVEI. The model is composed of
four computer models namely CALIMFAC, WEIGHT, BURDEN and EMFAC [41]. The
CALIMFAC model produces emission rates for each model year when the vehicle is new
and as it accumulates mileage and emission controls deteriorate. The WEIGHT model
calculates the relative weighting each model year should be given in the total inventory,
and each model year’s accumulated mileage. The EMFAC model uses these pieces of
information, along with correction factors and other data, to produce fleet composite
emission factors. Finally the BURDEN model combines the emission factors with the
county specific activity data to produce emission inventories.
The USEPA developed MOBILE [42], a vehicle emission factor model, which is a
software tool for predicting emissions in grams per mile from cars, trucks, and motorcycles
under various conditions. Base emission rates are estimated for each vehicle type based on
the model year and they represent the emissions of an average vehicle of that type when
used in average urban driving. Several correction factors are then applied to produce an
emissions rate that simulates real-world conditions.
These models are supposed to estimate and model emissions based on the
assumption that the exhaust emissions can be represented solely by the integrated values of
a specific driving cycle. The estimation of emissions by these models involve
determination of a set of emission factors that specifies the rate at which the emissions are
generated and generation of an estimate of vehicle activity. However, there are several
studies which concluded that the actual vehicle emissions and the emissions predicted
using such models are significantly different [43-45].
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2.16.2 Average speed model
A model known as the COPERT computer program [46] was developed by the
Corinair work group. This model was based on speed-related emissions and fuel
consumption. The emission and fuel rates were generated from cassis dynamometer
measurements for different cycles and different average speed levels. This model is very
simple, but is not sensitive to vehicle’s operating modes.

2.16.3 Physical models
A generic physical model was presented by Barth et al. [47, 48]. The model
consisted of an instantaneous power demand function, which estimates traction power
through the sum-total of inertial load, frictional load and air-resistance. Then the engine
power was obtained from the estimated traction power and the power absorbed by the
accessories and the combined efficiency of transmission and final drive. This physical
model also involved developing emissions rates by the estimation of fuel consumption rate
and air/fuel ratio. This physical model can be combined very effectively with the vehicle
operating parameters for a better time-resolved emission rates. These predicted rates can be
compared to the measured rates iteratively for a better estimate by the model.

2.16.4 Modal emissions model
Aggregate modal emissions model was developed using statistical techniques [49].
The model was developed by closely analyzing a large database of emissions certification.
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The variations were then embedded into the model with the vehicle technologies, operating
characteristics, test age and odometer of the vehicle being the variables. This technique
determines the variables that have the greatest effect on overall emissions values. This
modal model is aggregate in the sense that it predicts a single integrated emissions value
given any particular driving cycle.

2.16.5 Instantaneous emissions models
Some instantaneous emissions models such as MOVES, estimate emissions based
on the operating condition of the vehicle. Speed-acceleration look up tables have stored
values for majority of the combinations of vehicle speed and acceleration. Each
combination has a predetermined value of emissions and some of the emissions will be
interpolated based on the known values. These tables can be created for each vehicle, or a
group of vehicles, based on common vehicle attributes such as model year, engine type and
technology [50].
The instantaneous emissions models predict emissions by relating emissions signals
to vehicle operating variables such as vehicle speed, acceleration, etc. Some models used
neural networks [51], which mimic the relationship between the emissions and different
parameters related to the vehicle and then update the network based on the most recent data.
A few other examples of instantaneous models can be found elsewhere [52-55]. These
instantaneous models can be slightly modified to account for the data dispersion associated
with the emissions measurement systems. The algorithms of MOVES can also be altered to
accommodate data dispersion. This could enable a better emissions estimate.
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3

Theory of Delay and Dispersion of Data
This chapter introduces the concepts of time delay and time dispersion of data. A

brief literature review on the calculation and the correction of measurement time delays is
presented. Further more, calculation of analyzer dispersion is presented, followed by the
effects and significance of such dispersion on continuous emissions data measurement.

3.1

Measurement and compensation of delay

3.1.1 Measurement delay
When the steady state condition of the engine changes, the corresponding engineout emissions levels also change. There is a time delay between the point when
engine/vehicle experiences an operating condition and the point when the corresponding
analyzer measures the emissions related to that operating condition. The time delay is a
combination of transport time taken by the exhaust to reach the appropriate gas analyzer
and the response time of the analyzer. The sum total of these two measurement delay times
should account for the time shift between the instantaneous (actual) at the tail pipe and
measured emissions. Messer [56] has presented a mathematical model that takes into
account the heat transfer and the mass flow rate of the exhaust to accurately measure the
delay time between the engine transients and emissions measurement.
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3.1.2

Compensation for delay and brief review of literature
To compensate for the delay, the emissions data should be shifted back in time to

align with the engine operating variables like power and speed. It is accepted by the
research community that the CO2 increases with increase in power because it represents the
fuel consumption. Also NOx usually correlates with power, but if there are two engines
operating at the same power, the engine operating at high speed and low load may produce
a lesser amount of NOx than the engine operating at low speed and high load [57]. The
importance of time-alignment was addressed in detail by Hawley [58]. There are several
ways in which the emissions data can be time-aligned. Some researchers prefer visual timealignment, which is usually done by matching the crests and troughs of the continuous
emissions data set with that of an engine or vehicle operating parameter such as power. The
most widely followed procedure for time alignment is known as cross-correlation, where
two data sets are compared against a common variable and the time shift that best matches
the two sets is calculated. It is based on the assumption that a correlation exists between the
two data sets. This method is widely used to calculate the measurement time delays
involved in the emissions sampling train by comparing emissions with power. Ramamurthy
[59] has used this cross correlation for modeling heavy-duty vehicle emissions inventory.
The correlation coefficients involving two sets of data can be calculated using the Eq.3.1.
t max − Δt

∏ Δt =

∑ [P(t)C(t + Δt

Δt = − t max
t max − Δt

av

∑ [P(t)C(t )]

Δt = − t max
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)]
Eq. 3.1

Where П∆t is the correlation coefficient, P(t) is the power, C(t) is the emission rate of the
gas the ∆tav is the time shift between power and emissions rate. This time shift is the
average response time for the exhaust collection system to detect a change in emission gas
levels.
For all the data analysis in this document, the following procedure was followed for
cross-correlating emissions data with power. Let the data of an operating variable be
represented by Pi (where i = 1 to N, which is the size of the discrete time data under
analysis) and those of an emissions component be represented by Ej, where j also runs from
1to N. It is known that the E lags P. Let the dimensionless time shift (the number of time
intervals) between the two sets of data be s. If both P and E are aligned, the area under the
N −s

product curve represented by the integral sum for continuous data

∫ (P E
i

i +s

)ds should be

i =1

maximized. In practical applications, a simple trial and error method was employed to
N −s

determine the shift to maximize ∑ (Pi E i +s ) , which is a cumulative sum of the product of P
i =1

and E over the entire range of the data set. Some other algorithms were also developed
which cross-correlate the derivatives of the two variables, while most of the algorithms
cross-correlate only the variables [60, 61].

3.2

Time dispersion of data and earlier work related to data dispersion

Apart from the time delay, response can be dispersed over a period of time when
measured by the analyzer, i.e. the specific operating condition experienced by the engine
may be instantaneous, but the measured response (in same units as the operating condition)
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may spread over a period of time. The measured response also experiences amplitude
reduction, i.e., the amplitude of a peak or a dip in measured response is smaller than the
one actually experienced by the engine. This phenomenon is called attenuation in signal
processing terms. Hence, the emissions as measured by the analyzers may not be the same
as the instantaneous emissions at the tailpipe.
A brief illustration of dispersion is as follows. Consider a unit impulse input
injected into an analyzer at time t=0. The response in the first four successive time intervals
starting from the first is 0.2, 0.3, 0.4 and 0.1 units respectively. It is assumed that such an
analyzer is used in measurement. Now, it is assumed that the analyzer is fed with an input
pulse of (1, 3, 2, 1, 4, 0, 1), which means 1 unit of emissions is injected in the first time
interval, 3 units in the second and so on. The input U(t) is represented as a function of time.
All the input of a species prior to the first interval is assumed to be zero in concentration.
The analyzer diffuses the above input, U(t), according to a time dispersion function [0.2,
0.3, 0.4, 0.1] and generates the following output, say Y(t) of emissions in ppm in each
interval, as follows. (0.2, 0.9, 1.7, 2.1, 2.2, 1.8, 1.9, 0.7, 0.4, 0.1). This is referred to as the
diffused or dispersed output throughout this study. It is simply a convoluted product of the
input U(t) with the dispersion function. It should also be noted that for constant flow rate,
it is immaterial whether one discusses concentration or mass flow of a species.

3.2.1

Theory of dispersion
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According to Levenspiel’s dispersion model [62-64], applicable for non-ideal fluid
flow through a reactor, there will be a difference in time taken by elements of fluids that
follow different paths through the reactor. The distribution of these times for the streams
exiting the vessel is known as Residence Time Distribution (RTD) of the fluid. While the
fluid molecules travel through the reactor, they get redistributed due to turbulence thus
resulting in molecular dispersion. Molecular dispersion can be represented by Fick’s law as
∂C/∂t = d (∂2C/∂x2)

Eq 3.2

where C is the concentration and d is the coefficient of molecular dispersion. The above
equation is non-dimensionalized. The concentration Ci as a function of non dimensional
time θi can be given by the following model:
Ci =

(1 − θ i ) 2
1
exp[−
]
4θ i (D/uL)
2 πθi ( D/uL)

Eq 3.3

In the above equation, θi = ti u/L, D is the tunnel diameter, u is the average velocity of the
fluid and L is the length of the tunnel. D/uL represents the non dimensional form of the
axial dispersion coefficient through the tunnel.

3.2.2

Earlier work related to dispersion of data

This dispersion model was adopted by Ramamurthy and Clark [65] in their effort to
correlate the transient emissions with power. In their work, instead of back-transforming
the emissions to correlate with power, the power was dispersed using the above model.
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Then, the dispersion model was approximated using a Gaussian distribution. The problem
of dispersion was again later addressed by Ganesan and Clark [66]. Real-time transient
CO2 emissions were predicted by developing a relationship between measured emissions
and dispersed power. This distortion of emissions data calls for techniques which
compensate for the delay and dispersion associated with emissions measurement. Some
such techniques for compensating the transport dynamics were presented by Weilenmann
et al. [67]. These techniques involve modeling the measurement system by understanding
the transient dynamics of the analyzers and the transport of the emissions to the analyzer

3.2.3

Understanding the transient dynamics of the analyzers

Estimating the transient response of the measurement system is vital in
reconstructing the actual engine-out emissions from the measured emissions [68]. The
dispersion of the emissions in the sampling system is assumed to be negligible compared to
that in the analyzer. The researchers examined the response characteristics of two analyzers
(with the sampling system) used to collect the data that were processed in this study. NOx
was measured using a Rosemount 955 analyzer and CO2 was measured using Horiba AIA
210 analyzer. All the data analyzed in this study were measured only by these analyzers.
The response of a Rosemount 955 NOx analyzer to an instantaneous pulse input of
NOx is shown in the Figure 3-1 (a). The response was obtained through the following
experiment conducted with the help of the research staff and engineers at the engine test
cell at West Virginia University. A balloon was filled with approximately one liter of NOx
with a concentration of 1000 parts per million (ppm) and inserted in the dilution tunnel.
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The balloon was burst to simulate an instantaneous pulse. The pulse traveled via the
sampling lines and the output of the Rosemount 955 was collected. The time delay due to
transport of the pulse through the tunnel depends on the length of the tunnel. Since we
assumed that the pulse does not lose its amplitude while traveling through the tunnel, all
the dispersion takes place only in the analyzer.
The time delay showed in the Figure 3-1 (a) is a function of the length of the
sampling lines and speed of the exhaust gas travel through the lines. Only the dispersion of
the instantaneous pulse is of interest in this analysis. The response was found to be
dispersed over a period of 6 seconds. The response was of 5 hertz and the fraction of the
response in each one interval (0.2 second) is represented by a point. The shape of the
response in Figure 3-1 (a) is obtained by connecting all such points with simple straight
lines. If the fractions of the response are less than 0.05 %, all such fractions were
considered insignificant and were added as one fraction on either side of the response. In
other words, if there were a negligible response from t=7 to t=9 as in Figure 3-1 (a), the
sum of all those small responses were shown in t=9. Moreover, the area under the curve is
unity since the response is normalized.
A similar response for the Horiba AIA 210 analyzer for CO2 is shown in Figure 3-1
(b). A comprehensive description of the analyzers and operating procedures employed in
the laboratory are provided in Chapter 4.
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Figure 3-1 (a). Impulse response of Rosemount 955 NOx
analyzer to an instantaneous input of NOx at time t=0
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Figure 3-1 (b). Impulse response of Horiba AIA 210 analyzer
to an instantaneous input of CO2 at time t=0
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3.2.4

Understanding the effects of dispersion on a step input

The dispersion function of an analyzer is by definition, the analyzer’s response to a
unit instantaneous impulse. Hence, the set of fractions shown as points in Figure 3-1 (a)
was in fact, the dispersion function for the Rosemount 955 NOx analyzer. To understand
the effect of such a dispersion function on instantaneous data, a hypothetical step was input
to the analyzer. The step input is dispersed using the dispersion function (the unit impulse
response) in Figure 3-1 (a). The step input and the dispersed output were shown in Figure
3-2. The response values are connected with simple straight lines in Figure 3-2. The
response takes time to reach steady state value, which is indicative of the dispersion
characteristics of the analyzer. The 10-90% response time was 2.3 seconds for this
analyzer. The 10- 90% response time specified by the manufacturer for this analyzer was in
the range of 1.5 to 2 seconds.
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Figure 3-2. The effect of dispersion on a step input

3.2.5

Emissions ‘lost’ in measurement due to dispersion

It was of interest to numerically examine the effect of dispersion function on 30
second windows like the NTE windows. To illustrate this effect, a rectangular wave of
input 30 seconds wide and unit amplitude was considered. This operating input can be
either power or ‘instantaneous’ emissions input. This instantaneous input was diffused
using the instantaneous impulse response shown in Figure 3-1 (a) and ‘analyzer response’
was thus generated. This was time-shifted using cross-correlation method and the result is
shown in dotted line in Figure 3-3. In this particular case, 3.29% of the emissions are not
measured within the 30 second window. They are referred to as “lost” emissions in this
document. For a similar dispersion by the analyzer, if the considered window size was only
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10 seconds, then 10.03% of total emissions would be lost as shown in Figure 3-4. Figure 35 shows the effect of window size on lost emissions.
It should be noted that different analyzers have different response characteristics
and the responses shown in Figures 3-3, 3-4 and 3-5 are specific to the Rosemount 955
NOx analyzer with impulse response discussed in Figure 3-1 (a). However, if an analyzer
slower (or faster) than the Rosemount 955 were used, more (or less) emissions would have
been lost as shown in Figure 3-5.

Figure 3-3. The effect of dispersion on a 30-second rectangular wave

32

Figure 3-4. The effect of dispersion on a 10 second rectangular wave
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Figure 3-5. Percent of lost emissions as a function of window size

3.2.6

The ‘gain’ of emissions that corresponds to the ‘loss’ of emissions

Since the analyzer dispersion function is normalized, i.e., all the elements of the
dispersion function add up to unity, there are actually no emissions lost during the total
time of measurement. In other words, the sum total of the emissions lost in all the windows
should be gained totally in some other windows.

34

3.2.7

Amplitude reduction due to dispersion of data

When the data are dispersed by the analyzer, the maximum amplitude is under-read
and the minimum amplitude is over-read. To illustrate this effect, a sine wave is considered
and the amplitude of sine wave before and after the dispersion is measured. The frequency
of the dispersion function (the same as in Figure 3-1 (a)) was kept the same for this
analysis. When the data has a low frequency, the reduction in amplitude is lesser than for
high frequency data as shown in Figure 3-6.

1

Amplitude Ratio

0.99

0.98

0.97

0.96

0.95

0

5

10
15
Frequency of the data (hertz)

20

Figure 3-6. Amplitude reduction due to dispersion of data
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4

Experimental Equipment, Procedures and Available Data

This chapter discusses the details of the measurement equipment, the procedures
followed in the laboratories to obtain the continuous emissions data and a detailed
description of the drive cycles employed and the types of engines tested.

4.1

Operation of the engine test cell

The experimental data used for analysis in this research were obtained from
research efforts of the engineers and the technical staff who conducted engine tests at West
Virginia University Engine and Emissions Research Laboratory (WVU-EERL). A detailed
description of the test cell set up and the operation of the dynamometer and exhaust gas
sampling systems can be obtained elsewhere [69, 70]. However, a brief description of the
operation of the test cell is as follows. The engine was coupled to a dynamometer to
simulate the real world operation. The dynamometer was a DC General Electric model
DYC-243 engine dynamometer. Torque on the engine was measured by a load cell,
attached to an arm of known length, which measured force. Engine speed was recorded
with a digital encoder inside the dynamometer. The exhaust from the engine was diluted in
a full scale dilution tunnel where it was mixed with ambient air. The mass flow rate of the
diluted exhaust was measured and metered by a critical flow venturi. Sample probes were
inserted into the dilution tunnel at about 10 tunnel diameters downstream and the heated
sample lines were connected to them. The heated lines were maintained at about 235°F to
prevent any possible condensation of water vapor in the exhaust. The diluted exhaust was
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then carried to the analyzer sample bench shown in Figure 4-1 for analysis of exhaust
components.

4.2

Analyzers used for emissions measurement

The analyzer bench at the WVU engine test cell is shown in Figure 4-1. Further, a
brief description of the working principles for each of the analyzers is given in Table 4-1. A
more elaborate description of the working principles of all these analyzers can be found
elsewhere [71, 72].

Figure 4-1. Emissions bench at WVU-engine test cell
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Table 4-1. Working principles of the analyzers for each of
the exhaust gas components
Component

Analyzer

Principle of detection

10-90 %
response time

CO

HORIBA AIA
210 LE

Non-dispersive Infrared
Detector (NDIR)

2 to 5 sec

CO2

HORIBA
AIA-210

NDIR

HC

Rosemount 402

Heated Flame Ionization
Detector (HFID)

1 to 2 sec

Regular NOx

Rosemount 955

Chemiluminescent Detector

1.5 to 2 sec

Fast NOx

Cambustion
fNOx 400

Chemiluminescent Detector

0.012 sec

2 to 5 sec

4.2.1 CO and CO2 analyzers

To analyze CO and CO2, Horiba’s non-dispersive infra-red (NDIR) analyzers were
employed. Before the exhaust gas sample enters the analyzer, the sample is dried to avoid
moisture. There is a particular wave length of the infrared energy at which each of the
gaseous components is absorbed. The amount of energy absorbed at a wavelength
corresponding to CO (or CO2) could be measured and is directly proportional to the
concentration of CO (or CO2) in the exhaust.
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4.2.2

HC analyzer

An internal pump was used to draw the diluted exhaust into a Rosemount Analytical
402 heated flame ionization detector (HFID) which was used to analyze hydrocarbons. The
hydrocarbons in the diluted exhaust were ionized to produce a current proportional to the
number of hydrocarbons.

4.2.3 Regular NOx analyzer

A Rosemount 955 chemiluminescent analyzer was used to measure NOx. The
analyzer worked on a phenomenon called chemiluminescence in which photons of light
were produced by a chemical or electrochemical reaction. The analyzer is capable of
measuring either NO or total NOx.
To determine NO, the sample NO is converted to NO2 by oxidation using molecular
ozone. During this reaction, about 10% of NO2 molecules get elevated to an excited state
and then when the molecules come back to non-excited state, photon emission takes place.
The emitted photons are detected and the response of the analyzer is proportional to the
total NO in the converted sample.
To determine the total NOx, a similar procedure was followed, except that the gas
stream was passed through a converter which converts all the NO2 into NO. The instrument
response in this case, is proportional to the NO present in the original sample plus the NO
produced by the dissociation of NO2.
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4.2.4 Fast NOx analyzer

Regular NOx analyzers are most suited for an accurate estimate of the integrated
emissions collected over an entire test cycle. However, fast NOx analyzer is tailor-made for
measurement of instantaneous emissions under changing operating conditions. The
fundamental advantage of the fast NOx analyzer is that it has a rapid response (T10-90% = 12
milliseconds). This response time is the summation of the time taken by the gas to flow into
the system and the electronic delay in measurement. The fast NOx analyzer employed in the
WVU test cell was manufactured by Cambustion Ltd, Cambridge, UK [73]. The instrument
is designated as fNOx 400, and the sampling unit is shown in Figure 4-2 (a). This analyzer
is capable of measuring only NO. A comprehensive working manual [74] was provided by
Cambustion Ltd.

Figure 4-2 (a) Fast NOx sampling unit
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The fast NOx analyzer consists of a sampling head, which was mounted close to the
dilution tunnel, as shown in Figure 4-2 (b). A sampling probe was used to connect the
sampling head to the dilution tunnel. The sampling head also consists of a constant pressure
chamber in order to stabilize the pressure fluctuations. A portion of the sample flow was
drawn into the reaction chamber of the sampling head, where it is mixed with a controlled
flow of ozone. This light was collected with the help of a fiber optic cable and measured at
the Main Control Unit (MCU) by a photo-multiplier. The MCU contained two main subsystems: A gas handling system that provided ozone to the sample head and an electronic
system that detected and amplified the chemiluminescence signal. The light emission was
proportional to the concentration of NO in the sample. Since the fast NOx sample was not
dried before entering the analyzer, it may have water vapor. The sampling line was heated
by a line heater controller (LHC) to avoid condensation of water vapor.

Figure 4-2 (b). Remote Sampling head of Fast NOx mounted on the dilution tunnel
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4.3

Engine data used in the analysis

The data were obtained from the engines that were tested on Federal Transient
Procedure (FTP) at the engine test cell. The specifications of the engines are given in Table
4-2, while the cycle speed and torque of the engine are shown in Figure 4-3.

Table 4-2. Details of the engines tested on the engine dynamometer
Engine

Detroit Diesel

Cummins

Manufacturer

Corporation (DDC)

Engine Inc.

Engine Model

Series 60

ISM 370 ESP

3406E

Model Year

2000

2004

1996

Displacement

12.7 liters

10.8 liters

14.6 liters

Power Rating

500 hp @ 2100 rpm

370 hp @ 2100 rpm

475 hp @ 2100 rpm

Torque Rating

1735 lb-ft @1450 rpm

1350 lb-ft @ 1200 rpm

1650 lb-ft @1200 rpm

Configuration

Inline 6 cylinder

Inline 6 cylinder

Inline 6 cylinder

Bore X Stroke

5.1 in X 6.3 in

4.9 in X 5.8 in

5.4 in X 6.5 in
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Figure 4-3. Speed (a) and torque (b) profiles of DDC Series 60 engine on FTP cycle
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4.4

Chassis dynamometer testing procedure

Some of the data analyzed in this work were obtained from the research efforts of
the engineers and the technical staff who conducted chassis dynamometer testing at the
West Virginia University Transportable Heavy-Duty Vehicle Emissions Testing
Laboratories (TRANSLAB). While a comprehensive explanation of the experimental
procedures can be found in some earlier work [75-79], a brief description of the
experimental set up is as follows. The dynamometer was a platform with flywheels, power
absorbers and rollers. The vehicle was mounted on a test bed with the drive wheels on four
rollers, two on each side. The rear wheels were allowed to rotate freely on the rollers. The
power was absorbed from the vehicle hubs by the power absorbers mounted on either side
of the chassis bed, simulating the load on the vehicle. The power absorbers simulate realworld driving conditions by accounting for the aerodynamic and the frictional load. The
flywheels were connected to the vehicle hubs and the vehicle load was established using a
coast down procedure on the dynamometer. The torque produced by the vehicle was
translated to the sensors through shafts and gear boxes. The sum of the readings of the
sensors on either side should be equivalent to the axle torque. The vehicle was driven to
follow the speed-time trace of the desired drive cycle. The target speed was provided on the
computer screen to the driver while the test was running and the vehicle was driven to meet
that speed which simulates the drive cycle used. The emissions were measured with
exhaust gas analyzers and a data acquisition system which consists of control system
computer, driver’s interface computer, data acquisition boards, dynamometer controllers,
sensors and calibration and testing software. The losses associated with the tire-roller
interaction have been discussed elsewhere [80].
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4.5

Chassis data used for analysis

4.5.1 Vehicles tested on the chassis dynamometer

Some of the chassis data used in this study were obtained from the testing
conducted in the WVU Transportable Heavy-Duty Vehicle Emissions Testing Laboratory
on E55/59 CRC heavy-duty trucks [81]. The vehicles were loaded at three possible test
weights of 30,000, 56,000, and 66,000 lbs. The trucks that were tested were identified as
CRC-34, CRC-38, CRC-39 and CRC-40. Two of these trucks, CRC-34 and CRC-40, had
engines manufactured by Detroit Diesel, and two others, CRC-38 and CRC-39, had engines
manufactured by Cummins. All these engines were equipped with a cooled EGR to reduce
the emissions of NOx [82-85]. EGR is considered most effective in reducing NOx at high
loads of engine operation [86]. Chassis data were also collected from the chassis testing
conducted in on a Peterbilt Truck with a Caterpillar 3406E engine fitted to a 19-speed
Eaton Fuller transmission with 550 hp. The specifications of the trucks are presented in the
Table 4-3. Data were also collected from chassis testing conducted on a New Flyer transit
bus with 2006 Cummins ISM engine.
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Table 4-3. Details of the vehicles tested

4.5.2

Vehicle
Identity

Vehicle
Model
year

Engine

Engine hp &
Displacement

CRC-34

2004

DDC Series 60

500 hp & 12.7 liters

CRC-38

2004

Cummins ISX

530 hp & 15 liters

CRC-39

2004

Cummins ISX

530 hp & 15 liters

CRC-40

2004

DDC Series 60

500 hp & 14 liters

Peterbilt

2006

Cat 3406E

475 hp & 15.1 liters

New Flyer
Transit bus

2006

Cummins ISM

280 hp & 10.9 liters

Drive cycles used for the chassis dynamometer data

The drive cycles suitable for trucks and buses for chassis dynamometer testing have
been presented previously [87]. The chassis testing was performed on the several modes of
the Heavy Heavy-Duty Diesel Truck (HHDDT) drive schedule [Figure 4-4] and Urban
Dynamometer Driving Schedule (UDDS) [Figure 4-5]. The development and examination
of HHDDT schedule was presented in detail else where [88, 89]. The HHDDT schedule
consists of five modes (Idle, Creep, Transient, Cruise and High-speed Cruise). The creep
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mode represents very low speed truck operation with a maximum speed of 8.24 mph. The
transient mode of HHDDT is a ten-minute drive that mimics the vehicle stopping and going
at an average speed of 20 mph. It involves sharp accelerations and decelerations with a
peak speed of less than 50 mph. The cruise mode of HHDDT cycle, which is representative
of truck driving on the interstate, is a 2000 second cycle with a speed around 60 mph
continuously for about 1400 seconds. The high-speed cruise mode is represented by
HHDDT_S. It had an average speed of 50 mph and a maximum speed of 67 mph and it
represents expressway truck driving. The UDDS (also known as Test_D drive cycle) is a
seventeen minute cycle with a peak speed of 60 mph. For the data analysis in this study,
transient, cruise and high speed cruise modes of HHDDT were used. The speed-time traces
of these three modes are shown in Figure 4-4.

(a) Transient mode
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(b) Cruise mode

(c) High speed cruise mode

Figure 4-4. Speed profiles of different modes of HHDDT drive cycle
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Figure 4-5. Speed profile of UDDS drive cycle
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5

Data Analysis and Results

In this chapter, first, the ‘forward transform’ was introduced and then verified by
applying the dispersion function to an operating variable, the axle power. Later, several
methods of reconstruction (back transform) were presented and validated using the realtime emissions data.

5.1

Applying the forward transform

A ‘forward transform’ is simply an application of dispersion to an instantaneous
data. In other words, if any instantaneous data is forward transformed, it generates
corresponding dispersed data. In order to reconstruct the true instantaneous emissions, the
measured emissions of the analyzer need to be back-transformed based on the dispersion
characteristics of the analyzer system employed. The dispersion characteristics were
obtained from the laboratory testing as described earlier in Chapter 3. Before attempting a
back-transformation, the dispersion characteristics were tested with a simple forward
transform. In order to achieve that, a reliable instantaneous data were required.

5.1.1

Operating variables that can simulate instantaneous data

Several studies were conducted to determine the most significant vehicle operating
parameter that can estimate the emission levels [90]. Some studies [91] concluded that
vehicle speed and acceleration could account for the emission estimation.

Since

acceleration rates are very low in heavy-duty trucks, it was suggested that “instead of using
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both acceleration and speed as independent variables, power can be used as a single
independent variable to model the NOx and CO2” [92]. Some of the emissions prediction
models involve only axle power as an operating parameter that could affect emissions.
Ramamurthy and Clark have developed models which predict emissions based on axlepower as a single independent variable [93]. These models could predict NOx and CO2 for
one driving cycle on the basis of the model developed for another driving cycle. According
to their study, axle power as a lone parameter provided a good estimate of instantaneous
NOx. For this study, axle power was considered instantaneous and forward transform was
tested by dispersing the axle power.

5.1.2

Applying the forward transform to axle power

Before attempting a backward transform from the measured emissions which could
have several constraints on emissions data and issues such as numerical instabilities [94],
the dispersion of the emission data was simulated by dispersing the axle power [95]. The
dispersion function (discussed earlier in Chapter 2) represents the response of the analyzer
to a unit instantaneous pulse. Since the emissions measured by the analyzer are dispersed,
when they are compared against power, the power needs to be dispersed to negate the
effect of dispersion. The dispersion function of the analyzer system was used to disperse
the axle power. Even though ‘dispersed axle power’ does not have any significance,
dispersing the axle power can account for the dispersion associated with the emissions data.
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5.1.3

The effect of dispersion of axle power

Figure 5-1 shows the effects of dispersion for the data collected from CRC-34 truck
loaded at 56,000 lb and tested on the HHDDT cycle. The correlation between the timeshifted CO2 and dispersed axle power was found to be better than the correlation between
the time-shifted CO2 and un-dispersed axle power. In both the above cases, the data were
time-aligned using the cross correlation method mentioned earlier. This was done to isolate
the effect of dispersion. Without the dispersion of axle power, the idle intercept was high
and the idle emissions had multiple values along the emissions axis. But if the power were
dispersed, most of the zero power values were eliminated leading to a smaller intercept.
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Figure 5-1. The effect of dispersion on the correlation between emission rate and axle
power for CRC-34 loaded with 56,000 lb and tested on HHDDT_S
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The forward transform was tested in section 5.1.2 and 5.1.3. The emissions
correlated better when the axle power (assumed instantaneous) was dispersed. Hence, if the
emissions were back-transformed, they will correlate better with axle power i.e., they will
become instantaneous.

5.1.4

Constraint on emissions data for back-transformation

Continuous data from heavy-duty testing usually stretch for about 1000 seconds and
the reconstruction was stable up to around 1000 computations. But when a 5 hertz data
were considered, the number of computation in the back transform will be 5000, thereby
causing numerical errors that made the methods unstable. The criterion for stability of each
of the methods was described in section 5.2. Hence, to ensure stability and all the data and
the dispersion functions were reduced to 1 hertz.

5.1.5

Assumptions for the analyzer system

For all the analysis in this study, the analyzer system is assumed to be timeinvariant and linear. The time-invariance of a system is illustrated in Figure 5-2 (a). For a
given input at time t1, the corresponding input is at t2. For a system to be time-invariant, the
following condition should be met. If the input is shifted by dt, then the output should
retain its earlier shape, but should shifted by dt. The linearity of the system is illustrated in
Figure 5-2 (b). Y1(t) and Y2(t) are the corresponding outputs for the inputs X1(t) and X2(t).
If the input is the summation of the two inputs X1(t) + X2(t), then the output should be the
summation of the two outputs Y1(t) + Y2(t) for the system to be linear.
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Time invariant
system

t2

t1

Time invariant
system

t2+ dt

t1+dt

Figure 5-2 (a) Illustration of time-invariance of the system

54

X1(t)

X2(t)

Linear
system

Y1(t)

Y2(t)

Linear
system

Y1(t)+Y2(t)

Linear
system

X1(t) +X2(t)

Figure 5-2 (b) Illustration of linearity of the system

5.2

Introduction and application of back-transformation techniques

Four different back-transformation (reconstruction) techniques are presented in this
study. They are
1. Sequential Inversion Technique (SIT)
2. Differential Coefficients Method (DCM)
3. Inverse Fast Fourier Transform (IFFT)
4. Modified Deconvolution Technique (MDT)
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5.2.1

Sequential inversion technique (SIT) [96]

5.2.1.1

Theory of SIT

Let U(tj) and Y(tj) be the input and the output in the jth second respectively. Let the
elements in the dispersion function be C1, C2, C3 and so on. The dispersion function
relates the input and output at each second as follows.
Y(t1) = C1U(t1)
Y(t2) = C1U(t2)+ C2U(t1)
Y(t3) = C1U(t3)+ C2U(t2)+ C3U(t1)
In short, the set of equations can be represented by a system as shown in Eq. 5-1.
Y(tj) = C1U(tj) + C2U(tj-1) + C3U(tj-2) + …+ CkU(tj-k+1)

Eq. 5-1

where j takes values from 1 to n (where n is the number of seconds of the output data
considered) and k represents the number of elements in the dispersion function. The set of
equations can be solved in sequence starting from the first equation when j=1. Since the
computation of the input at any time interval, U(tj) from the output, Y(tj) depends on the
input at the previous time interval, U(tj-1), numerical errors will be propagated throughout
the computation. The computational error includes the loss of significant digits due to
truncation and the magnitude of the error increases with the number of data points or time
intervals.
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5.2.1.2

The role of dispersion function on SIT

For a dispersion function {C1 C2 C3 C4}, the role played by the size of C1 was
examined keeping the other elements C2, C3 and C4 equal. (It should be noted that still C1
+C2 +C3 +C4 = 1 to achieve mass balance.) To start with, the fast NOx (from Cambustion
fNOx analyzer, introduced in Chapter 3) data were collected from the testing conducted on
1992 DDC Series 60 on 2/28/2005 at the WVU engine test cell. These data were
considered as instantaneous NOx. The data were dispersed in time using a dispersion
function to obtain the diffused data. Before considering the realistic dispersion
characteristic of an analyzer, the reconstruction of the emission signal for a simple
dispersion function such as {0.4 0.2 0.2 0.2} was examined. For this dispersion function,
the computation involved division by a large value of C1, and the input in the first time
interval was computed accurately. Consequently, the reconstruction was accurate in the
subsequent time intervals. As can be seen in Figure 5-2 (a), the reconstructed input values
(asterisks) appear to lie on the analyzer input data line. The diffused output when plotted
against the original fast NOx data was scattered as shown in Figure 5-2 (b), but the
reconstructed input agreed well (R2 of 0.999) with the fast NOx data.
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(a)

(b)
Figure 5-3. Reconstruction using SIT (a) continuous emission (b) parity plot

The original Fast NOx data and the corresponding dispersed data were presented in Figure
5-4 (a). However, it was observed that when the value of C1 was decreased, the technique
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failed. To find the value of C1 at which this technique begins to fail, the first element was
gradually decreased. When it was reduced to 0.137, a deviation was of the order of 1010 as
shown in Figure 5-4 (b). The deviation was noted to be oscillatory. By further reducing the
first element C1 to 0.130, the size of the deviation increased to the order of 1013.
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Figure 5-4. SIT applied to a NOx analyzer
(a) Original data and dispersed data (b) Reconstructed data

If the first element (C1) of the diffusion function were 0.6, the magnitude of the error
(which is the difference in the amplitude of the reconstructed signal and the real signal) was
found to be of the order of 10-15, but with the decrease of the first element, the order of the
error increased exponentially. The logarithm to the base ten of the error was computed and
was plotted against the magnitude of the first element in Figure 5-5. The order of the error
also increased with the time interval at which the error was computed. This was because
the number of computations for the reconstruction increased the error sequentially.
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Figure 5-5. The effect C1 on order of the error in SIT

Hence, for the SIT to predict the true engine-out emissions accurately, it is
necessary that the first element of the dispersion function should be higher than the rest of
the elements. This requires that the response of the analyzer in the first time interval should
be bigger than or at least comparable to the response in the following time intervals. As this
is not the case for most dilution and analyzer systems, the examination of the cases with the
realistic dispersion function is unnecessary. Since the numerical error increases
exponentially for every computation, this method is not practical for reconstructing the
emission signal from the data measured by the current analyzer systems. Hence an effort to
reconstruct the instantaneous emissions using SIT, for the realistic diffusion function is not
warranted. In other words, since SIT failed for simple diffusion function, it will fail for a
realistic diffusion function as well.

61

5.2.2

Differential coefficients method (DCM)

Ajtay and Weilenmann have presented and discussed a mathematical approach [97]
to reconstruct the true emission signals from the measured output of the analyzer.

5.2.2.1

Definition and implementation of DCM

Following their analysis, let U(t) be the input to the analyzer and Y(t) be the
output and Y/(t) and Y//(t) be the first and second derivatives of the output. The method
assumes that the input can be expressed as the sum of the output and some linear
combinations of the first and second derivatives of the output. The input U(t) and output
Y(t) and its derivatives are related by the following expression.
U(t) = Y(t) + a1Y/(t) + a2Y//(t)

Eq. 5-2

Eq.5-2 is subject to a constraint that the integrated input is the same as the
integrated output over the duration of observation as it is assumed that the analyzer
accounts for all of the data even though the data are delayed and diffused. This dispersion
function was considered as the output Y(t) and was differentiated numerically to obtain
Y/(t) and Y//(t) over a period of the dispersion. These time steps for the numerical
differentiation can be one second, half a second or one tenth of a second, but a one second
time step was considered. The numerical derivatives for this study were computed using
backward differences in one second time intervals. Then the derivatives were mapped with
the unit impulse input and the time sequence was fit over the dispersion period and the
error was then computed at each second as the absolute value of [U(t) - Y(t) - a1Y/(t) -
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a2Y//(t)]. The least squares error was computed as the sum of the squares of the computed
errors at all points and this was minimized for the best fit that generated the values of a1
and a2, the coefficients of the derivatives of the output. The values of a1 and a2 were then
used to obtain the input U of the analyzer from the output Y of any given data from the
analyzer. The inherent assumption in the method was that the analyzer was consistent in its
dispersion behavior and that its behavior will not change in the long run.

5.2.2.2

5.2.2.2.1

Validating DCM

Validating DCM in reconstructing NOx data

The fast NOx data (from the DDC Series 60) were again considered as
instantaneous NOx, representing the values of U(t) and were dispersed in time to generate
the diffused NOx, Y(t). Then the procedure described above was used to reconstruct the
NOx. The reconstructed input and the original fast NOx data were plotted on a time-wise
plot in Figure 5-6 (a). A portion of the 5-6 (a) is magnified in Figure 5-6 (b). The diffused
data were smoother and had lost some high frequency detail, but the reconstructed data
points lie close to the fast NOx curve, regaining the detail.
The correlation of the original input with the diffused output (with R2 of 0.9007)
is shown in Figure 5-6 (c). After reconstruction, the correlation (R2 of 0.976) with the
original fast NOx data improved.
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(a)

(b)
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(c)
Figure 5-6. NOx reconstruction using DCM
(a & b) Continuous data (c) Parity plot

5.2.2.2.2

Validating DCM in reconstructing CO2 data

One way to evaluate the high frequency detail in emissions data is to correlate
CO2 with power. For diesel engines, the CO2 corresponds closely to the fuel consumed, and
brake specific fuel consumption is fairly constant over much of the engine operating
envelope. The engine power data are not diffused in time, so that a high correlation of CO2
with power (particularly within the NTE, or at high power levels) suggests that the CO2
data are not excessively diffused.
The power was dispersed according to the dispersion function presented in Section
3.2.3 and then CO2 was time-aligned and expressed as a function of dispersed power. The
CO2 was better correlated (R2 of 0.978) with the dispersed power than with the un65

dispersed power (R2 of 0.890), which was expected because of the dispersion associated
with the measurement of the emissions. Then the continuous data were considered again
and the data were reconstructed using the DCM. The reconstructed data correlated better
(R2 of 0.950) with the un-dispersed axle power than the measured data (R2 of 0.890) as can
be seen in Figure 5-7 (a). Moreover, the correlation of reconstructed (instantaneous) data
with the un-dispersed (instantaneous) power (R2 of 0.950) was almost as good as (about
97% of) the correlation of the measured data with the dispersed power (R2 of 0.978). A
section of the reconstruction is magnified in Figure 5-7 (b) and both the delay and the
dispersion of the data can be clearly observed. This suggested that the reconstruction
brought back the lost transient detail from the measured CO2 data. All the three FTP runs
from the DDC Series 60 engine showed similar results and the correlation coefficients
between the CO2 emissions and power are tabulated in Table 5-1. In all the three cases, the
reconstructed CO2 correlated better with the power than the measured CO2.

(a)
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(b)
Figure 5-7. CO2 reconstruction using DCM (a) Parity plot (b) Continuous data

Table 5-1. R2 values for the three FTP runs examined to test the validity of the DCM
CO2
Correlating
vs
Variables
Power

CO2 vs Dispersed Power
(Forward transform)

Reconstructed CO2
vs Power
(Backward transform)

Run 1

0.890

0.978

0.950

Run 2

0.899

0.974

0.957

Run 3

0.887

0.979

0.947
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5.2.2.3

5.2.2.3.1

Improvement of DCM

Effect of forward, central and backward differences

The DCM method suggested by Ajtay and Weilenmann [67, 97] involved the first
two differentials numerically computed using the backward differences. It was of interest
to check if the results can be varied if different methods of computing the derivatives can
be used.
A few cases were examined to understand the effect of the way in which
numerical derivatives were computed. The forward, central and backward differences were
independently used while computing the differentials. The DCM was used to reconstruct
the original data from the dispersed data and in each of the cases, the percent error was
computed as follows. If U(t) is the original input and Y(t) is dispersed output and if U’(t)
represents the reconstructed input, then the percent error is computed according to Eq.5-3.

Percent Error =

∑ (U (t ) − U ' (t ))
∑ (U (t ) )
2

2

Eq. 5-3

In each of the cases, the root mean square (RMS) value of the error (error is the
difference between the reconstructed input and the original input) was computed, and the
RMS value of the original input was computed. The ratio of the RMS of the error to the
RMS of the original input was expressed as a percentage and the results when more
derivatives were used are shown in Table 5-2. The errors in all the cases were tabulated
(Table 5-2). Since the backward differences showed better results than the central and
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forward differences, they were used for computing the derivatives for all the cases
examined in this study.
Table 5-2. Errors in DCM with different numerical methods
for computing the derivatives
Numerical Method
for computing the
derivatives

Forward
differences

Central
differences

Backward
differences

DDC-1

2.45%

1.91%

2.03%

DDC-2

2.65%

1.93%

2.04%

DDC-3

2.42%

1.96%

2.07%

CUMMINS-1

4.03%

4.38%

3.55%

CUMMINS-2

4.16%

4.32%

3.58%

CUMMINS-3

4.39%

4.25%

3.95%

5.2.2.3.2

Effect of multiple derivatives on DCM

Instead of using just two derivatives in Eq. 5-2 by DCM, multiple derivatives were
used (Eq. 5-3).
U(t) = Y(t) + a1Y/(t) + a2Y//(t) + a3Y3(t) + a4Y4(t) + a5Y5(t) + a6Y6(t)

Eq. 5-4

Several cases were examined for reconstruction using DCM with more derivatives. In each of
the cases, the percent error was computed as follows. If U(t) was the original input and Y(t)
was dispersed output and U’(t) represented the reconstructed input, then the percent error was
again computed according to Eq.5-3 and the results were shown in Table 5-3. The marginal
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advantage of using more derivatives was neglected and hence while applying DCM, only the
first two derivatives were considered as suggested originally in the method.

Table 5-3. Percent errors in DCM with multiple derivatives
Derivatives
Used

First two
First three
Derivatives
‘suggested by derivatives
Ajtay et al. [67]’

Second

First four

First five

First six

+ fourth

derivatives derivatives derivatives

DDC-1

2.03

1.83

2.21

1.83

1.78

1.78

DDC-2

2.04

1.81

2.22

1.81

1.75

1.75

DDC-3

2.07

1.83

2.08

1.82

1.77

1.77

Cummins-1

3.55

3.48

3.36

3.29

3.29

3.28

Cummins-2

3.58

3.55

3.95

3.42

3.42

3.41

Cummins-3

3.95

3.82

4.82

3.29

3.60

3.57

5.2.2.4

Stability of DCM

The sum total of all the elements in the dispersion function is unity. For NOx and
CO2 analyzers presented in this study, the dispersion is of the order of 7 to 8 seconds.
Hence, a one hertz dispersion function will have 7 or 8 elements that sum up to unity. The
average magnitude of each element is about 0.12. For computing the values of the
coefficients, DCM involves numerical differentiation of the dispersion function. If five
hertz dispersion was considered, there are about 40 elements adding up to unity and the
average magnitude of each element falls to 0.024. In five hertz dispersion function was
employed, the numerical differentiation involves differentiating smaller numbers (than in
case of 1 hertz). It also involves five times more computations (than in case of 1 hertz) and
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hence the coefficients could not be correctly computed. For this reason, DCM is
recommended only with 1 hertz data or when the elements of dispersion function are not
more than ten.

5.2.3

Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT)

In order to seek a better reconstruction technique than DCM, a few signal
processing techniques that are applicable to the emissions reconstruction were reviewed
[98, 99]. The application of Fast Fourier Transform and Inverse Fast Fourier Transform

was investigated. A convolution is an integral that expresses the amount of overlap of one
function as it is shifted over another function. A thorough introduction and illustration of
convolution is provided elsewhere [100].

5.2.3.1

Modeling the analyzer system

The system can be simply represented as in Figure 5-8. The input signal x(t) is
unknown. The measured data by the analyzer is the output y(t). The analyzer response to a
unit instantaneous pulse is represented as hm. Since the analyzers are assumed to be timeinvariant linear systems the response of the analyzers to an instantaneous pulse can be
modeled as the transfer function hm of the analyzer. Since the analyzers are assumed to be
invariant in time, there is one specific transfer function for any given analyzer.
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Input x(t)

Output y(t)
Analyzer (Filter)
hm

Figure 5-8. Representation of the system in time domain

5.2.3.2

Theory of IFFT

A forward Fourier transform is used to change the representation of a function in
time domain to frequency domain. Fast Fourier Transform (FFT) converts a vector in time
domain into a vector in frequency domain. In time domain, each of the vectors is series of
discrete amplitude signals for a given discrete time. But, in the frequency domain, each of
these vectors transform to a value of one spectral component for a given discrete frequency.
The FFT for a given time-amplitude vector, X[n] for a sample size of N is given by
Equation 5-5 (a).
X[k] =

∑ [ x(n) exp(−2πikn / N )] , n in [0, N-1]

Eq. 5-5 (a)

To illustrate this, a simple discrete time-amplitude signal such as [1, 2, 0, 4, 5] can
be considered and an FFT can be applied to this. The corresponding discrete frequencyamplitude is given by the following vector.
[12.0000, -0.0729 + 5.2043i, -3.4271 - 2.0409i, -3.4271 + 2.0409i, -0.0729 - 5.2043i]
The inverse Fast Fourier Transform (IFFT) changes the representation of the
function in frequency amplitude vector space to a time-amplitude vector space. The IFFT
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for a given vector of discrete frequency-amplitude is generated by the inverse of the RHS
in Equation 5-5 (b)
x[n] =

∑ [ X (k ) exp(2πikn / N )] , k in [0, N-1]

Eq. 5-5 (b)

This IFFT can be applied to the vector generated by the FFT, which brings back the
time-amplitude representation as [1.000, 2.000, 0.000, 4.000, 5.000]. The IFFT of the
Matlab generates only the real values for a series of time-amplitude vector space.
In the time domain, the convolution of x(t) and hm generates y(t). The
representation of the system in the time domain is given in Figure 5-8. The discrete
convolution between two functions over an infinite time range can be expressed as a
summation as in Eq. 5-6 (a)
∞

y(t) = ∑ h m (t) x(n − t)

Eq. 5-6 (a)

−∞

A continuous representation of the convolution can be expressed in the finite range
[0, N] as shown by Eq. 5-6 (b).
N
y(t) = ∫ x(t − τ) h m (t)dt
0

Eq. 5-6 (b)

The complicated convolution process in the time domain can be expressed as a
simple multiplication in the frequency domain as in Eq. 5-7.
Y(n) = X(n). Hw
Hence X(n) = Y(n)/ Hw.

Eq. 5-7

73

Then the Inverse Fast Fourier Transform (IFFT) will bring the reconstructed signal
back into time domain.

5.2.3.3

Illustrating and validating IFFT

A brief illustration of the application of Fourier Transform is given in Figure 5-9.
Figure 5-9 (a) shows the sample input to the analyzer. Figure 5-9 (b) shows the convolution
of input and the analyzer dispersion function. The dispersion function used is the same as the
one experimentally determined in section 3.2.3. This dispersion function is considered as the
transfer function in the time domain. Figure 5-9 (c) shows reconstructed response using
IFFT. It can be visualized that the reconstructed signal by IFFT can be superimposed very
well on the original input signal. The ripples in the Figure 5-9 (c) could be attributed to the
numerical rounding errors in reconstruction. The amplitude of these ripples will be higher
with high frequency data and will increase exponentially with frequency of the data
eventually leading to instability of reconstruction.

5.2.3.4

Criterion for stability of IFFT

The criterion for stability of IFFT is investigated. Revisiting Equation 5-6,
Y(n) = X(n). Hw and X(n) = Y(n)/ Hw.

If a 5 hertz dispersion function is considered, the values of the Hw becomes smaller
and very high values are generated for X(n) and the reconstruction became unstable. This is a
problem with low-pass filters, usually encountered in signal processing. For the emissions
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data in this study, when 5 hertz continuous data and 5 hertz dispersion function were
employed for reconstruction, the procedure became unstable. Hence all the data and the
dispersion function were reduced to 1 hertz for reconstruction.
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Original input signal x(t)
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2
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(a) The original input signal plotted as a function of time
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Output signal y(t) after convolution
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(b) Dispersed output signal
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Reconstructed signal y(t) after IFFT
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(c) The reconstructed signal using IFFT method

Figure 5-9. Illustration of FFT and IFFT

5.2.3.5

Comparing reconstruction ‘efficiency’ of IFFT and DCM

5.2.3.5.1

IFFT vs. DCM for reconstructing CO2

The data were collected from the chassis testing conducted in the WVU
Transportable Heavy-Duty Vehicle Emissions Testing Laboratory on a Peterbilt Truck with
a Caterpillar 3406E engine fitted to a 19-speed Eaton Fuller transmission with 550 hp. The
drive cycle employed was UDDS cycle. The engine power was generated by the Engine
Control Unit, which is based on the fuel consumption and the engine efficiency curves. The
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results were analyzed with the collaborated efforts of the authors and Lijuan Wang. The
correlation of measured CO2 with power is shown in Figure 5-10 (a). In the entire analysis
of CO2, the background CO2 in the ambient air was subtracted from the measured value to
obtain the engine-out CO2. The reconstruction of the data was attempted using IFFT as
shown in Figure 5-10 (b) and then using DCM as shown in Figure 5-10 (c). The correlation
of the reconstructed (using IFFT) power with the measured power is shown in Figure 5-10
(d). While the reconstructed power has no realistic meaning, it gives an estimate of the
effectiveness of the reconstructing technique. In this case, the correlation in Figure 5-10 (d)
is lower than the correlation in Figure 5-10 (b) and 5-10 (c). This indicates that application
of either of the reconstruction techniques (DCM and IFFT) is better than not applying any.
Reconstruction results from the engine tests on 2004 Cummins ISM 370 tested on
the drive cycles FTP, TRANS and CRUISE were also presented in Table 5-4. In all these
cases, the engine power was measured from the engine dynamometer. In both the cases
(IFFT and DCM), the correlation of reconstructed emissions (CO2) with power was better
than the correlation of measured emissions (CO2) with power. However, it could not be
concluded that either of the methods could be more effective than the other in
reconstruction.
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(b) Reconstructed CO2 (using IFFT) as a function of engine power
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(d) Reconstructed power (using IFFT) as a function of measured power
Figure 5-10. Comparison of DCM and IFFT in reconstruction of CO2 emissions from
Peterbilt truck with Caterpillar 3406 E engine tested on TEST_D cycle
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Table 5-4. Comparison of IFFT and DCM in reconstructing CO2
(R2) Initial

(R2) DCM

(R2) IFFT

(with power)

(with power)

(with power)

UDDS

0.849

0.9005

0.908

2004 CUMMINS
ISM370

FTP

0.775

0.7777

0.791

2004 CUMMINS
ISM370

CRUISE

0.7492

0.7500

0.7593

2004 CUMMINS
ISM370

TRANS

0.6604

0.6707

0.6909

Engine type

1996 Caterpillar
3406E

5.2.3.5.2

Test Cycle

IFFT vs. DCM for reconstructing NOx

Similar cases were examined and the reconstruction of NOx was attempted using
both DCM and IFFT approaches. The attempts for reconstruction are shown in Figure 5-11
and all the similar results were presented in Table 5-5. Neither method can be favored over
the other in reconstruction.
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(b) Reconstructed NOx (using IFFT) as a function of engine power
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(c) Reconstructed NOX (using DCM) as a function of engine power
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(d) Reconstructed power (using IFFT) as a function of measured power
Figure 5-11. Comparison of DCM and IFFT in reconstruction of NOx emissions from
Peterbilt truck with Caterpillar 3406E engine tested on UDDS cycle
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Table 5-5

Engine type

1996 Caterpillar
3406E
2004 CUMMINS
ISM370
2004 CUMMINS
ISM370
2004 CUMMINS
ISM370

5.2.4

5.2.4.1

Comparison of DCM and IFFT in reconstructing NOx
(R2) Initial

(R2) DCM

(R2) IFFT

(with power)

(with power)

(with power)

UDDS

0.882

0.8871

0.8372

FTP

0.7573

0.7617

0.7854

CRUISE

0.7591

0.7686

0.8173

TRANS

0.6535

0.6497

0.5620

Test Cycle

Modified deconvolution technique (MDT)

Definition of blind-deconvolution

In case of SIT, as explained earlier in Chapter 5, a known analyzer dispersion
function, H was used. In case of a blind de-convolution, no information about the analyzer
dispersion function is warranted as input.
In actual signal processing terms, ‘blind deconvolution’ is defined as a technique
which recovers the target object from the set of blurry images in the presence of an
unknown point spread function (PSF) [101]. A PSF simulates a filter, which is analogous to
a dispersion function in this study. While traditional deconvolution techniques require a
known PSF, a blind deconvolution technique also generates the PSF alongside the target
object. In anomaly, given the analyzer output, the blind de-convolution generates analyzer
input and the corresponding dispersion function associated with the analyzer. But this
technique totally failed when applied to reconstruction of automotive emissions.

84

Understanding the reasons warrants a clear knowledge about well-posed and ill-posed
problems, which are explained in section 5.2.4.2.

5.2.4.2

Reformulation of blind-deconvolution

A well-posed problem is the one that has a one and only one solution. For example,
a heated plate is placed in the center of the room and the distribution of temperature in the
room after a certain time needs to be found out, the solution is unique. But in case of the
converse, if the temperature distribution is known currently and the distribution at an
earlier time needs to be found out, the problem will be ill-posed. The blind-deconvolution
is an ill-posed problem When a problem is ill-posed it has infinite solutions. These infinite
number of solutions need to be narrowed down based on certain constraints imposed on the
If a problem is ill-posed, it needs to be re-formulated with additional assumptions.
Since the traditional blind-deconvolution is an ill-posed problem, ‘a priori’
information is required for a solution to be unique and convergent [102]. In the context of
this research, this information could be either regarding the continuous input to the
analyzer or the dispersion characteristics of the analyzer. The a priori knowledge could also
include the fact that the instantaneous emissions are correlated well with power. The
dispersion characteristics should be in reasonable agreement with those calculated
experimentally (presented in Chapter 3). This analysis includes the a priori knowledge of
dispersion characteristics.
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5.2.4.3

Theory and application of modified deconvolution technique (MDT)

5.2.4.3.1

Obtaining a priori information

The MDT uses some prior knowledge about the shape of the dispersion function and
from the past knowledge; the shape resembles a gamma distribution. A two parameter (k and θ)
gamma distribution G(t) can be represented by the Eq.5-8. This distribution was fitted to the
known analyzer dispersion function as shown in the Figure 5-12.

Fraction of response per sec

G (t) =

(t / θ ) k −1

θ

e −t / θ

Eq. 5-8
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Estimated Gamma distribution

Figure 5-12. Fitting a gamma distribution to the dispersion function
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8

Equating the maximum values of the real H to the maximum of the gamma distribution and
differentiating the distribution with respect to time, as shown in Eq. 5-9 generates the equations
that yields the values of k and θ. These values were considered the a priori information and were
used while computing the back-transform.
dG
(k, θ) = 0
dt

5.2.4.3.2

Eq. 5-9

Computation of approximate output

The FFT was computed for both the output, Y and for transfer function H as referred to
earlier in Section 5.2.3. Then a simple division was employed in the frequency domain to
compute the input X and IFFT of that input will transfer the input into the time-domain. H, the
transfer function, which was computed experimentally, has exact gamma distribution
parameters k and θ. The actual dispersion function of the analyzer could have parameters that
are slightly different from the computed parameters by some margin, say 10%. The following
set of computations was done for the acceptable range of values of K and θ. We have X(n). Hw
= Y(n); Hence X(n) = Y(n)/ Hw and IFFT (X(n)) = X(t). Then the correlation of power with
the computed input X(t) was maximized. This generated the values of K and θ, which
generated the optimum dispersion function and corresponding reconstructed input.

5.2.4.3.3

Application of MDT for emission reconstruction

The data from the Peterbilt truck with Caterpillar 3406E engine tested on UDDS cycle
was again considered (the same was considered for reconstruction using IFFT) and the effect
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of reconstruction using MDT is shown in Figure 5-13. In either case, MDT increased the
correlation of emissions with power. More importantly, the reconstructed input by MDT
correlated better (R2 of 0.9211) with power than the input generated by IFFT (R2 of 0.9081)
and DCM (R2 of 0.9006).
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Figure 5-13 (a). MDT in reconstruction of CO2 emissions from Peterbilt truck with
Caterpillar 3406E engine tested on UDDS cycle
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Figure 5-13 (b). MDT in reconstruction of NOx emissions from Peterbilt truck with
Caterpillar 3406E engine tested on UDDS cycle

5.2.5

Influence of the operating condition on emission reconstruction

It was of interest to examine the effects of speed and acceleration ranges on the
reconstruction procedure.

5.2.5.1

Processed data and drive cycles

Continuous emissions data were obtained from the chassis testing conducted on
New Flyer 2006 transit bus with a Cummins ISM 280 engine. The specifications of the
engine were presented in Table 4-3.The continuous data of speed and acceleration were
also considered. The bus was tested on UDDS and WMATA Bus drive cycles. The speed
profile of WMATA bus cycle is shown in Figure 5-14.
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Figure 5-14. WMATA Bus Cycle

5.2.5.2.1

Division of the data into bins

For the analysis of the data, an operating condition of the vehicle is represented by
the speed and acceleration of the vehicle. The data from each cycle were divided into 63 (9
X 7) bins based on speed and acceleration ranges as shown in Table 5-6 (a). Each bin has a
specific speed range and specific acceleration range. For example, in case of UDDS, the
vehicle speed ranges from 0 to 57 mph. Hence the range of speeds for bins across the rows
will be from 0 to

57
57
57
mph for the first column,
mph to 2* mph for the second column
7
7
7

and so on. The acceleration range was divided similarly into 9 equal rows. The sum total of
the emissions in that bin were added up and averaged. The standard deviation of the
emissions in each bin was also computed. Analyzing the emissions in each of these bins
will associate the operating conditions with emissions data.
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Table 5-6 (a). Measured CO2 (g/s) for different combinations of speed and
acceleration from a New Flyer 2006 Transit bus tested on UDDS drive cycle.
Average + standard deviation of measured CO2 (g/sec) for each bin

Æ Increasing Speed in mph (Total speed range is divided into seven equal ranges)
Increasing
Acceleration
In m/s2
↓

[0 , 8.1 )

[8.1, 16.3)

[16.3, 24.4)

[24.4, 32.6)

[32.6, 40.7)

[40.7, 48.8)

[48.8, 57)

[-1.7, -1.4)

2.761
+2.618

3.210
+1.770

2.664
+ 2.363

3.605
+ 1.404

3.715
+ 1.154

4.106
+ 0.245

4.195
+ 0.007

[-1.4, -1.1)

-

5.418
+ 5.859

6.520
+ 7.751

5.025
+ 4.281

5.023
+ 2.894

4.491
+ 1.817

4.262
+ 0.205

[-1.1, -0.7)

-

15.840
+ 6.784

7.561
+ 8.826

9.531
+ 4.643

9.559
+ 3.695

6.475
+ 2.023

6.963
+ 2.218

[-0.7, -0.4)

10.334
+ 0.104

5.267
+ 6.781

-

4.221
+ 1.124

6.469
+ 3.059

5.745
+ 3.552

4.356
+ 0.837

[-0.4, -0.1)

14.145
+1.412

7.088
+7.587

12.996
+ 6.978

19.631
+ 9.801

21.233
+ 8.198

12.924
+ 7.188

-

16.742
+ 6.817

10.962
+ 4.055

12.547
+ 4.887

16.510
+ 9.223

-

[-0.1, 0.3)

-

-

[0.3, 0.6)

-

-

21.890
+1.967

20.423
+ 5.099

20.836
+ 6.816

28.739
+ 0.710

[0.6, 0.9)

-

-

20.797
+ 0.403

19.228
+5.043

18.882
+ 4.317

-

[0.9, 1.3)

-

-

-

25.365
+ 5.627

23.312
+ 5.773

-

While the above procedure was followed in analyzing the measured data, same was
followed to analyze the reconstructed data as shown in Table 5-6 (b). MDT was employed
for reconstruction and the experimentally computed dispersion function was used (shown
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-

-

in section 3.2.3). After the data were reconstructed, the emission values in each of the bins
changed. The ratio of the average emissions in each bin before and after reconstruction was
computed and plotted in Figure 5-15.
Table 5-6 (b). Reconstructed CO2 (g/s) for different combinations of speed and
acceleration from a New Flyer 2006 Transit bus tested on UDDS drive cycle.
Average + standard deviation of reconstructed CO2 (g/sec) for each bin

Æ Increasing Speed in mph (Total speed range is divided into seven equal ranges)
Increasing
Acceleration
[0 , 8.1 ) [8.1, 16.3) [16.3, 24.4) [24.4, 32.6) [32.6, 40.7) [40.7, 48.8) [48.8, 57)
In m/s2
↓
[-1.7, -1.4)

6.753
+ 0.626

6.996
+ 1.503

6.912
+1.013

6.506
+ 1.175

6.559
+ 1.064

7.020
+ 1.020

7.620
+ 0.104

[-1.4, -1.1)

7.326
+ 0.666

8.637
+ 3.150

8.151
+ 1.718

7.519
+ 1.476

8.187
+ 1.258

7.449
+ 0.112

7.449
+ 0.112

[-1.1, -0.7)

-

9.200
+ 1.960

8.024
+ 2.096

9.339
+ 2.186

9.121
+1.876

8.213
+ 1.225

8.458
+ 1.609

[-0.7, -0.4)

8.190
+ 0.934

8.193
+ 2.984

-

8.326
+ 1.234

9.257
+ 1.448

8.009
+ 2.139

8.429
+ 0.208

[-0.4, -0.1)

8.833
+ 0.650

8.704
+ 2.234

9.281
+ 2.096

11.455
+ 3.563

12.821
+ 3.134

9.910
+ 2.055

-

[-0.1, 0.3)

-

-

10.734
+ 1.269

9.310
+ 1.911

9.669
+ 2.139

12.274
+ 3.104

-

[0.3, 0.6)

-

-

11.882
+ 0.220

11.509
+ 2.282

11.654
+ 2.192

15.262
+ 0.104

-

[0.6, 0.9)

-

-

11.573
+ 0.141

10.800
+ 0.830

10.864
+ 0.723

-

-

[0.9, 1.3)

-

-

-

12.577
+ 0.974

12.290
+ 0.927

-

-
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5.2.5.3

Average emissions in each bin

The average emissions in each operating bin before and after reconstruction are
analyzed. The ratio of the average of the reconstructed emissions to the average of
measured emissions is calculated for every bin and is plotted in Figure 5-15. For UDDS
and for WMATA drive cycles, ratio increased with increase of speed. However, the ratio
decreased with acceleration. Also, for lower accelerations, for both the drive cycles, the
reconstructed emissions are about 50 to 150 percent higher than the corresponding
measured emissions for most of the bins.
However the ratio is sensitive to acceleration changes in both the cycles. The higher
the acceleration, the lower are the reconstructed emissions. This implies that the analyzer
system tends over-read by the input signal at higher accelerations such as starting from rest.
However, at lower accelerations (for most of the operating speeds), such as when the vehicle
is cruising at almost constant speed, the analyzer dispersion explains the overall amplitude
reduction. This implies that the signal of the analyzer is more reliable when the vehicle is at
constant speed than when accelerating.
Figure 5-16 (a) presents a bin in which the acceleration is zero. When the analyzer
measured emissions from such an operating condition, the dispersed signal appears as a
dotted black curve. When reconstructed, the signal is a rectangular wave represented by a
continuous line. In this case, the reconstruction concentrates the emissions explaining why
the reconstructed average is higher than the measured average. Figure 5-16 (b) represents a
case in which the vehicle is experiencing constant acceleration. Even in this case, the
reconstruction increased the average bin emissions.
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Figure 5-15 (a). The ratio of bin average of the reconstructed to measured CO2 for
New Flyer 2006 Transit bus tested on UDDS drive cycle
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Figure 5-15 (b). The ratio of bin average of the reconstructed to measured CO2 for
New Flyer 2006 Transit bus tested on WMATA drive cycle
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Figure 5-16 (a) Effect of reconstruction on bin with constant speed

Figure 5-16 (b) Effect of reconstruction on bin with constant acceleration
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5.2.5.4

The standard deviation of emissions in each bin

The standard deviation of the emissions in each bin is computed as a percentage of the
average emissions in that particular bin. The values of percent standard deviations were
computed both before and after reconstruction. The ratio of the percent standard deviations of
reconstructed to the measured CO2 were plotted in Figure 5-17. Figure 5-17 (a) corresponds
to UDDS drive cycle and 5-17 (b) corresponds to WMATA Bus cycle. In both the cases, the
standard deviation was reduced for most bins because of reconstruction. The reason for this
can be explained from Figure 5-16 (a) and 5-16 (b), where the emissions bleed into the bin
from the adjacent bins because of the reconstruction. Hence there will be a drop in the
standard deviation. While there is no particular pattern evident in the ratio across bins, the
ratio tends to be higher at higher speeds. This implies that the ‘bleeding’ is stabilized at
higher speeds.

0.7
0.6
0.5
PSD of
0.4
reconstructed/
PSD of measured 0.3
0.2
0.1
0
-1.5 -1.2

-0.9 -0.5

-0.2 0.1
0.5 0.8
1.1
Average bin acceleration (m/s/s)

52.9
36.6
Average bin speed
20.4
(mph)
4.1

Figure 5-17 (a). The ratio of percent standard deviation of the reconstructed to
measured CO2 for New Flyer 2006 Transit bus tested on UDDS drive cycle
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Figure 5-17 (b). The ratio of percent standard deviation of the reconstructed to
measured CO2 for New Flyer 2006 Transit bus tested on WMATA drive cycle
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6

CONCLUSIONS AND RECOMENDATIONS

This chapter consists of summary of the entire research work, conclusions drawn from the
results, applications of this research and recommendations for extending the work.

6.1

Summary of the research

Emissions measured by the analyzer differ from the actual instantaneous emissions
because the actual data gets dispersed according to the dispersion characteristics specific to
the analyzer. The dispersion characteristics of analyzer were first determined
experimentally. Then these characteristics were used to generate a ‘forward transform’ by
convolution of the instantaneous data with the dispersion function of the analyzer system.
Axle power was assumed to be instantaneous and a forward transform is applied to the axle
power to generate a dispersed axle power. The dispersed axle power is better correlated
with the measured emissions than the measured axle power, which indicates that the axle
power is better correlated with instantaneous data.
Four methods of reconstruction are presented in this study: Sequential Inversion
Technique (SIT), Differential Coefficients Method (DCM), Inverse Fast Fourier Transform
(IFFT) and Modified Deconvolution Technique (MDT). SIT failed in practical
applications. DCM involves least squares minimization and this accounts for small errors in
the computation of the dispersion function. Trials were made to improve the DCM by
adding more derivatives, and by trying different numerical ways to compute the
derivatives, but the improvements in either of the cases were minimal. IFFT was able to
reconstruct just as well as DCM; however the Fast Fourier Transform (FFT) of the
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dispersion function should be high enough to ensure stability of the method. In other
words, the dispersion function should not have elements that were almost equal to zero for
the method to be stable.
When reconstruction was attempted using traditional blind deconvolution, the
results became unstable. Hence MDT uses some a priori information (in this case, the
dispersion characteristics of analyzer) for reconstruction. MDT employs fitting a gamma
distribution to the dispersion function and searches for the best possible distribution within
a prescribed range to improve the reconstruction. The a priori information stabilized the
reconstruction and the reconstructed emissions were found to be 3% more correlated (than
the measured emissions) with the axle power.
The measured continuous data of CO2 mass flow rate from the New Flyer 2006
transit bus was divided into several operating bins, each bin having a specific speed and
acceleration range. MDT was used to generate continuous reconstructed emissions from the
measured continuous data. This reconstructed data is again divided into identical bins
following a similar procedure. By comparing the two sets of bins, it was found that at low
accelerations, the average mass flow rate of the measured CO2 was lesser than that of the
reconstructed CO2. However, the reverse was found true at high accelerations. This was
because of the emissions bleeding from one bin to an other due to analyzer dispersion.

6.2

Conclusions

From the results obtained from the application of different reconstructing
techniques, some interesting conclusions can be drawn.
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Primarily, it can be concluded that the emissions measured by the analyzer could be
represented as a convoluted product of unknown instantaneous emissions and the analyzer
dispersion function. A simple convolution of an instantaneous operating variable such as
axle power with a dispersion function generated an output which is more correlated with
the measured emissions. Hence, there is clearly more accurate continuous data than those
recorded by the analyzer.
Secondly, reconstruction of instantaneous emissions is more stable when the data
set is of lower frequencies. High frequency data made the reconstruction unstable. This is
primarily because of the computational errors rolling into the reconstruction.
Thirdly, the knowledge about the transient dynamics of the analyzer system is
critical for reconstruction. In other words, the experimental computation of the dispersion
function for the analyzer system needs to be trust-worthy and as accurate as possible. The
elements of the dispersion function can be fitted into a gamma distribution and the
parameters of the distribution can be given a range. This could help the reconstruction to be
more accurate by accounting for the experimental errors in computing the dispersion
function.

6.3

Recommended theme for heavy-duty emissions reconstruction

In reconstructing any continuous set of heavy duty emissions, the following theme
is recommended. Since IFFT is extremely uncomplicated, it is recommended initially for
any given set of heavy-duty emissions data and dispersion function. If the dispersion
function is determined experimentally and is trust-worthy, IFFT can be very accurate.
However, if the method becomes unstable, then DCM or MDT can be employed.

100

DCM and MDT are more complex and rugged methods and since they account for
the variations in the dispersion function, they are recommended in case when IFFT
becomes unstable or if the reconstructed emissions seem inaccurate.

6.4

Applications of the research work

6.4.1

Application in the field of inventory modeling

This work could help the instantaneous emissions inventory models such as
MOVES [38], which predict the emissions by relating emissions signals to vehicle
operating variables such as vehicle speed and acceleration. The reconstruction techniques
can be incorporated into the MOVES algorithm to compensate for the delay and dispersion
of the emissions data and when combined with the existing emission prediction technique
of this could be a powerful tool in instantaneous emissions modeling. This reconstruction
technique could be incorporated into several other emissions prediction models such as
COPERT [46]. The existing emissions inventory models could be refined using the
reconstruction techniques suggested in this research work.

6.4.2

Application of reconstruction for data analysts

The emissions reconstruction could be appreciated by the calibrators who measure
the emissions for testing and certification procedures. They can apply the reconstruction
technique to any of the emissions measured by a time-invariant analyzer system. In other
words, they can not only compensate for the delay of the emissions (as they are currently
doing with cross-correlation techniques for time-alignment of data with operating
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conditions of the vehicle), but also for the associated dispersion in the analyzer. While the
analyzers have a specific response time, the calibrators can now estimate how much of
dispersion could be associated with the measured data.

6.4.3

Application in the field of engine certification by EPA

The EPA could apply this work in NTE certification. Currently, engines are
certified for a period of thirty seconds in an NTE window which is defined by operating
conditions of the vehicle. This study has shown that the some of the emissions in a window
could be ‘lost’. Currently with a 30 second window, analysis has shown that up to 3 percent
of emissions can be lost. This study has also shown that when the vehicle is accelerating,
the emissions measurement analyzers distort the signal more than when the vehicle is
operating at steady speed. The reconstruction techniques, if applied by EPA for emissions
certification in a thirty second window, could eliminate distortions produced by the
measurement systems and produce a much clearer picture of how the vehicle behaves (with
regards to emissions) in the NTE window.

6.5

Recommendations for future work

Modified blind deconvolution presented in this research can be refined and
modified. For the given analyzer in this study, the gamma distribution generated a better fit
to the dispersion function than any other distributions did. However, for another research
study, Weibull, Gaussian, or any other distribution can be used based on the shape of the
dispersion function arising from the sampling system and analyzer.
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It was understood through bin-wise reconstruction that the efficiency of
reconstruction depends on the operating condition of the engine or the vehicle. The fact that
the emissions correlate well with power can also be used as a priori information in
reconstructing emissions using MDT. Several models were developed by other researchers
(Wang) which involve emissions modeling based on the vehicle design and operating
parameters. These models can be used as a priori knowledge to improve the algorithm.
A complex algorithm can be developed based on the reconstruction techniques
described in this study. For example, if emissions for a 1000 second cycle have to be
reconstructed, and since the techniques for reconstruction carries numerical errors from one
computation to the other, a long series of computations could generate unstable results. In
such a case, the reconstruction can be stabilized by isolating the reconstruction for the first
100 seconds of the cycle and then check if the emissions are within an acceptable range,
and then proceed to the next 100 seconds and so on. However, this procedure may require
human inspection of the continuous data.
This study and the future research work on reconstruction techniques could be
applied by the engine certifiers, not only in the field of heavy-duty emissions, but also to
any situation where emissions are measured using a known analyzer system. Improving the
efficiency of reconstruction could lead to re-examination of the length of the windows that
can be used for certification procedure. Hopefully, this research work will be a foundation
for improving the accuracy of measurement required for certification and will take the
society one step further to breathing cleaner air.
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