Let X, Y be normed linear spaces, T ∈ L(X, Y ) be a bounded linear operator from X to Y . One wants to solve the linear problem Ax = y for x (given y ∈ Y ), as well as one can. When A is invertible, the unique solution is x = A −1 y. If this is not the case, one seeks an approximate solution of the form x = By, where B is an operator from Y to X. Such B is called a generalised inverse of A. Unfortunately, in general normed linear spaces, such an approximate solution depends nonlinearly on y. We introduce the concept of bounded quasi-linear generalised inverse T h of T , which contains the single-valued metric generalised inverse T M and the continuous linear projector generalised inverse T + . If X and Y are reflexive, we prove that the set of all bounded quasi-linear generalised inverses of T , denoted by G H (T ), is not empty. In the normed linear space of all bounded homogeneous operators, the best bounded quasi-linear generalised inverse T h of T is just the Moore-Penrose metric generalised inverse T M . In the case, X and Y are finite dimension spaces R n and R m , respectively, the results deduce the main result by G.R. Goldstein and J.A. Goldstein in 2000.
Introduction
Let X, Y be normed linear spaces, T ∈ L(X, Y ) be a bounded linear operator from X to Y . One wants to solve the linear problem Ax = y for x (given y ∈ Y ), as well as one can. When A is invertible, the unique solution is x = A −1 y. If this is not the case, one seeks an approximate solution of the form x = By, where B is an operator from Y to X. Such B is called a generalised inverse of A. Unfortunately, in general normed linear spaces, such an approximate solution dependents nonlinearly on y.
If the null space N(T ) and the range R(T ) are topologically complemented in the spaces X and Y , respectively, then there exists a linear inclined projector generalised inverse T + ∈ L(Y, X) for T such that
T T
+ T = T ; T + T T + = T + , T + T = I X − P ; T T + = Q, where P and Q are the continuous linear projectors from X and Y onto N(T ) and R(T ), respectively [5] . In general, the complement subspaces of a topologically complemented subspace are not unique, thus the set of all linear projector generalised inverses T + of T , denoted by G L (T ), are not single point. If T is invertible, we have that T −1 T = I X , T T −1 = I Y . One can rephrase the question and ask that S is chosen in G L (T ) to minimize T S − I Y in some operator norm with S T = 1. If X and Y are the finite dimension spaces R n and R m , G.R. Goldstein and J.A. Goldstein had given a entire answer for the question, and proved that the Moore-Penrose generalised inverse matrix is the solution for the question (see [3] ). When X and Y are infinite dimension inner product spaces, we may prove a similar conclusion for the last question. When X and Y are generally normed linear spaces, the question become more complex, we may see later that there may not exist such a S in G L (T ) . In this paper, we give a unified approach for the question in normed linear space.
Definitions and lemmas
Let X be a normed linear space. For the geometric properties of X, such as strict convexity and complemented subspace of X, we refer to [2, 1, 4] . Definition 2.1 [1] . The set-valued mapping F X : X → X * defined by
is called the duality mapping of X. Here, ·, · is the dual pairing of X * and X. From [1], we know that (i) F X is a homogeneous set-valued mapping; (ii) F X is surjective iff X is reflexive; (iii) F X is injective or strictly monotone iff X is strictly convex; (iv) F X is single-valued iff X is smooth. Definition 2.2 [6] . Let X be a normed linear space, K ⊂ X. The set-valued mapping P K : X → K defined by
is called the set-valued metric projection, where dist(x, K) = inf y∈K x − y . Sometimes we also denote P K (x) by P(K : x).
If P K (x) / = ∅ for each x ∈ X, then K is said to be approximal; if P K (x) is at most a singleton for each x ∈ X, K is said to be semi-Chebyshev; if K is simultaneously approximal and semi-Chebyshev set, then K is called a Chebyshev set. We denote by π K any selection for the set-valued mapping P K , i.e., any single-valued mapping
is called the metric projector from X onto K. Lemma 2.1 [6] . Let X be a normed linear space, L a subspace of X. Then 
where
Proof. (see [1] ).
We recall some concepts on homogeneous operators [10] . 
Proof. It is almost the same as that in the proof of the space of bounded linear operators.
In the following, (H (X, Y ), · ) denoted by H (X, Y ), and H (X, X) by H (X).
Lemma 2.4. If T be a homogeneous operator from X to Y, then the following statements are equivalent: 
e., for any x ∈ V and any y ∈ L, we have
Remark 2.1. The concept of the quasi-linear projector include the concepts of the linear projector in linear spaces, the continuous linear projector, the metric projectors and the orthogonal projectors in normed linear spaces (see [5, 6] ). Proof. (i) Assume that S : V → V be a quasi-linear projector. For any x ∈ L = R(S), and any λ ∈ R, there exists an element x ∈ X such that x = S(x ). By the homogeneity of S, we have
. By the idempotence and the quasi-additivity of S, we have
(ii) Assume that S is a bounded quasi-linear projector. For any x 0 ∈ L, there exists a sequence {x n } ⊂ L such that x 0 − x n → θ as n → ∞. Since S is bounded and homogeneous, then S is continuous at zero 0. Hence, S(x 0 − x n ) → S(0) = 0 as n → ∞. Note that the quasi-additivity of S implies that 
where S −1 (θ ) is a homogeneous subset of X, " " means algebraically direct sum.
Lemma 2.6. Let X be a normed linear space, S be a bounded quasi-linear projector, L = R(S) be a Chebyshev subspace of X. Then S is the metric projector from X onto L if and only if
Sufficiency. Since L is a Chebyshev subspace of X, by Lemma 2.2, each x ∈ X has the unique decomposition
The quasi-additivity and idempotence of S implies that
while L is a Chebyshev subspace of X, by the uniqueness of the best approximate element of x on L, we have
for any x ∈ X. Hence, S = π L is the metric projector from X onto L. 
Proof. Since S is a bounded quasi-linear projector, L = R(S) is a closed subspace of X. Since X is reflexive strictly convex Banach space, L is a Chebyshev subspace of X. The corollary follows from Lemma 2.6. 
Proof. Necessity. It is obvious.
Sufficiency. Assume S −1 (θ ) is additive and closed. By the homogeneity of S, S −1 (θ ) is a closed linear subspace of X.
Next, we want to show that
Indeed, for any x ∈ X, by the quasi-additivity and idempotence of S, we have
Conversely, for any x ∈ S −1 (θ ), we have θ = S(x), and hence x = x − S(x) ∈ {x − S(x) : x ∈ X}. Thus,
Hence, (2.2) holds. Since S −1 (θ ) is a closed linear subspace, so {x − S(x) : x ∈ X} is a closed linear subspace too. Hence, for any x, y ∈ X, we have
(x − S(x)) + (y − S(y)) = (x + y) − S(x + y).
Subtracting x + y from both sides, we obtain
S(x + y) = S(x) + S(y).
Note that bounded quasi-linear projector S is bounded homogeneous, and thus S is continuous linear projector.
Definition 2.5. Let T ∈ L(X, Y ) be a bounded linear operator T h ∈ H (Y, X) is called a bounded quasi-linear projector generalised inverse of T , if there exist two bounded quasi-linear projectors S N(T ) and S R(T ) from X and Y onto N(T ) and R(T ), respectively, such that (1) T T h T = T ; (2) T h T T h = T h ; (3) T h T = I X − S N(T ) ; (4) T T h = S R(T ) .

Remark 2.3. This definition is first introduced in [8]. If both S N(T ) and S R(T )
are metric projectors, then the quasi-linear generalised inverse T h are just the Moore-Penrose metric generalised inverse (see [7, 9, 11 
]). The set of all bounded quasi-linear generalised inverses of T is denoted by G H (T ). We see that G L (T ) ⊂ G H (T ).
Remark 2.4. Let X, Y be Banach spaces, T ∈ L(X, Y ) be a linear operator, x 0 ∈ D(T ) is called an extremal solution to equation T (x)
= y if x = x 0 is the minimal value point of the functional x → T (x) − y . The minimal norm extremal solution is called a best approximate solution, or minimal norm extremal solution.
Definition 2.6 [11]. Let X, Y be Banach spaces, T ∈ L(X, Y ) be a linear operator. Suppose that N(T ) and R(T ) are Chebyshev subspaces in X and Y, respectively. If a homogeneous operator T M : D(T M ) → D(T ), satisfies 1. T T M T = T , on D(T ); 2. T M T T M = T M , on D(T M ); 3. T M T = I D(T ) − π N(T ) , on D(T ); 4. T T M = π R(T ) . where D(T M ) = R(T ) F −1
Y (R(T ) ⊥ ). Then T M is called the Moore-Penrose metric generalised inverse of T .
Let L be a closed subspace of normed linear space X, Q L defined by Q L = {S ∈ H (X) : S is bounded quasi linear projector and L = R(S)}. Lemma 2.8. Let X be a normed linear space, L ⊂ X be a closed linear subspace of X. Then
since L is a closed linear subspace, x − S(x) X > 0. By the quasi-additivity and the idempotence of S, we have
Hence,
Thus, we have
by the idempotence and the quasi-additivity of S 0 . Hence,
For any x ∈ X, we have
. By (2.3) and (2.4), we see that
Thus, we obtain
Sufficiency. Suppose that (2.5) hold, then for every x ∈ X, we have decomposition
Hence, Proof. (I) Let X be a reflexive and strictly convex Banach space. Choosing x 0 / ∈ L, by the Hahn-Banach Theorem, there exists a continuous linear functional x * ∈ X * such that x * , x 0 = 1 and x * , z = 0 for any z ∈ L. The reflexivity and strict convexity of X yield that the closed linear subspace L is Chebyshev. Let π L be the metric projector from X onto L. Since codim L 2, L is not a closed maximal subspace, so, in general, π L is a quasi-linear (not linear). Take z 0 ∈ L\{π L (x 0 )} and define
Main theorems
for any x ∈ X. Then (i) S is homogeneous on X, it follows from the homogeneity of π L .
(ii) S is bounded on X. By Lemma 2.1, we see
for any x ∈ X. Hence, for any x ∈ X, we have
By Lemma 2.4, S is bounded (iii) S is idempotent on X. For any x ∈ X,
i.e., S 2 = S on X. (iv) S is quasi-additive on L; for any x ∈ X and any y ∈ L = R(S), we have
By the definition of S, we see that S is linear if and only if π L is linear. So, in general, S need not be linear.
This is a contradiction. Thus, S is generally neither a linear projector nor a metric projector from X onto L.
(II) Let X be a reflexive and not strictly convex Banach space. Since X is reflexive, then X has a equivalent strictly convex norm · 1 · L is also a closed subspace of (X, · 1 ) which is reflexive strictly convex Banach space, so L is a Chebyshev subspace in (X, · 1 ). Letπ L : (X, · 1 ) → L be the metric projector.
Choose y 0 / ∈ L, the reflexivity of X implies that
where y * ∈ L ⊥ , and y * , y 0 = 1. By (I), S is a bounded quasi-linear projector from (X, · 1 ) to L, and S(y 0 ) = z 0 . If X is not isometric to a Hilbert space, and L is not a hyperplane in X, then S is generally nonlinear, in general.
By (3.1), we have
Hence, S is not a metric projector.
Theorem 3.2. Let X, Y be reflexive and strictly convex Banach spaces, T ∈ L(X, Y ) be a bounded linear operator with closed range R(T ). If R(T ) / = Y, and G H (T ) / = ∅, then T h ∈ G H (T ) satisfies
if and only if T h is the Moore-Penrose metric generalised inverse T M .
Proof. Necessity. If T h ∈ G H (T ) satisfies
then, by the definition of T h , there exist quasi-linear projectors S N(T ) and S R(T ) from X and Y onto N(T ) and R(T ), respectively, such that
By Lemma 2.8, and (3.2), for any x ∈ X and y ∈ Y , we have
It follows that S N(T ) (x) ∈ P N(T ) (x) ∀x ∈ X and S R(T ) (y) ∈ P R(T ) (y) ∀y ∈ Y.
Since X and Y are reflexive and strictly convex, then N(T ) and R(T ) are Chebyshev subspaces. Hence,
By Definition 2.6, T h is just the Moore-Penrose metric generalised inverse T M .
is just the Moore-Penrose metric generalised inverse of T , by Definition 2.6, and Lemma 2.8, we have that π N(T ) ∈ Q N(T ) and π R(T ) ∈ Q R(T ) such that
On the other hand, for any T h ∈ G H (T ), there exist S R(T ) ∈ Q R(T ) , and S N(T ) ∈ Q N(T ) such that
For any y ∈ Y \R(T ), we have
By the quasi-additivity and the idempotent of S R(T ) , we have (I Y − S R(T ) )(y − S R(T ) (y)) = y − S R(T ) (y).
y − S R(T ) (y) Y I Y − S R(T ) H (Y ) y − S R(T ) (y) Y .
It follows that
Thus, we have Hence, T is one to one.
Next, we define T h := T −1 S R(T ) , then T h ∈ H (Y, X).
T T h T = T T −1 S R(T ) T = T T
T h T (x) = T −1 S R(T ) T (x) = T −1 T (x) = T −1 T [S N(T ) (x) + (I X − S N(T ) )(x)]
= T −1 T [(I X − S N(T ) (x))] = (I X − S N(T ) )(x),
and hence, we obtain
T h T = I X − S N(T ) ;
T T h = T T −1 S R(T ) = S R(T ) .
i.e., T h ∈ G H (T ), and T h is generally neither linear nor metric generalised inverse of T .
