Molecular models of real fluids are validated by comparing the vapor-liquid surface tension from molecular dynamics (MD) simulation to correlations of experimental data. The considered molecular models consist of up to 28 interaction sites, including Lennard-Jones sites, point charges, dipoles and quadrupoles. They represent 38 real fluids, such as ethylene oxide, sulfur dioxide, phosgene, benzene, ammonia, formaldehyde, methanol and water, and were adjusted to reproduce the saturated liquid density, vapor pressure and enthalpy of vaporization. The models were not adjusted to interfacial properties, however, so that the present MD simulations are a test of model predictions. It is found that all of the considered models overestimate the surface tension. In most cases, however, the relative deviation between the simulation results and correlations to experimental data is smaller than 20 %. This observation corroborates the outcome of our previous studies on the surface tension of 2CLJQ and 2CLJD fluids where an overestimation of the order of 10 to 20 % was found.
I. INTRODUCTION
Interfacial properties are important for many applications in process engineering, including processes like absorption, wetting, nucleation, cavitation or foaming. Experimental data on the surface tension are available for pure fluids, but the temperature range is usually limited to ambient conditions 1, 2 . Hence, it is desirable to have models which allow predicting interfacial properties of pure fluids and mixtures over a wide temperature and pressure range. Molecular modelling and simulation can be used for this purpose if the underlying force fields are accurate 3 .
In previous work of our group [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] and recent work by Vrabec and co-workers [17] [18] [19] [20] [21] [22] a large number of molecular models for real fluids were developed. The molecular model parameters were adjusted to describe the saturated liquid density, vapor pressure and enthalpy of vaporization, which they do well. These models were also used to predict transport properties and they showed very good agreement for the shear viscosity, self diffusion coefficients and thermal conductivity of pure fluids 6, 18, [21] [22] [23] and mixtures [23] [24] [25] [26] [27] . Some of the fluids discussed in the present work have recently been used to develop fundamental equation of state based on molecular simulation as well as experimental data, e.g. ethylene oxide 28 , phosgene 29 , hexamethyldisiloxane 21 and octamethylcyclotetrasiloxane 22 . The surface tension was not part of the parameterization and is thus strictly predictive.
In previous work systematic evaluations of the surface tension of the two center LennardJones plus point quadrupole (2CLJQ) and the two center Lennard-Jones plus point dipole (2CLJD) molecular model class were conducted 30, 31 . These models, on average, overestimate surface tension by about 20 % and 12 %, respectively 31, 32 . Other molecular models which have been adjusted to bulk properties, but not to interfacial properties, exhibit similar deviations [33] [34] [35] [36] [37] [38] [39] [40] [41] .
In the present work, existing molecular models are used straightforwardly. No parameters are changed. By molecular dynamics (MD) simulation, predictions of interfacial properties from bulk properties are obtained. Used in this way, molecular modeling can be compared to other approaches for predicting the surface tension from bulk data, such as phenomenological parachor correlations [42] [43] [44] [45] , corresponding-states or critical-scaling expressions 45, 46 , which are also phenomenological correlations, and other molecular methods, e.g. square gradient theory 47 and density functional theory 48, 49 on the basis of molecular equations of state [50] [51] [52] [53] .
In the present work, bulk and interfacial properties of real fluids are determined simultaneously from heterogeneous MD simulations. The simulation results are compared with correlations to experimental data, where available.
II. MOLECULAR SIMULATION
The molecular models discussed in the present work are taken from previous work of our group [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] and recent work by Vrabec and co-workers [17] [18] [19] [20] [21] [22] . The molecular models are internally rigid and consist of several Lennard-Jones sites and superimposed electrostatics.
The total potential energy is given by
where ǫ ijab and σ ijab are the Lennard-Jones energy and size parameters, r ijab and r ijcd are sitesite distances, q ic , q jd , µ ic , µ jd , Q ic and Q jd are the magnitude of the electrostatic interactions, i.e. the point charges, dipole and quadrupole moments, and f k (ω i , ω j ) are dimensionless angle-dependent expressions in terms of the orientation ω i ,ω j of the point multipoles 54 . Thermodynamic properties in heterogeneous systems are very sensitive to a truncation of the intermolecular potential 40, [55] [56] [57] [58] [59] . For dispersive interactions, like the Lennard-Jones potential, various long range correction (LRC) approaches exist which are known to be accurate for planar fluid interfaces [60] [61] [62] [63] [64] [65] [66] . The simulations in the present work use slab-based LRC techniques based on the density profile [64] [65] [66] . For polar interactions, LRCs based on Ewald summation are typically used for the simulation of vapor-liquid interfaces 61, [67] [68] [69] [70] . However, a computationally efficient slab-based LRC based on the density profile can also be used for polar molecular models 58 . In terms of the thermodynamic results, the different methods deliver a similar degree of accuracy for the two-center Lennard-Jones plus point dipole fluid 31, 69, 70 . Therefore, the slab-based LRC technique described in previous work 58 is employed here both for dipolar electrostatic interactions and for dispersion.
For the present series of MD simulations, systems were considered where the vapor and liquid phases coexist with each other in direct contact, employing periodic boundary conditions, so that there are two vapor-liquid interfaces which are oriented perpendicular to the y axis. The interfacial tension was computed from the deviation between the normal and the tangential diagonal components of the overall pressure tensor 71, 72 , i.e. the mechanical route,
Thereby, the normal pressure p N is given by the y component of the diagonal of the pressure tensor, and the tangential pressure p T was determined by averaging over x and z components of the diagonal of the pressure tensor. The simulations were performed with the MD code ls1 mardyn 73 in the canonical ensemble with N = 16,000 particles. Further details on the MD simulations are given in the Appendix.
III. RESULTS AND DISCUSSION
Tab. I gives an overview of the molecular models investigated in the present work. All studied models are rigid, i.e. internal degrees of freedom are no accounted for. The deviations δρ ′ and δp S , which are reported for the models in Tab. I, are taken from the corresponding publications and represent relative mean deviations of the simulated values from correlations to experimental data [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . The molecular simulations in previous work were performed with the Grand Equilibrium method 74 . [75] [76] [77] [78] . However, for low temperatures the uncertainties in the vapor density and vapor pressure are relatively high. This is due to the fact that a low temperatures in many cases on average less than one molecule is in the vapor phase, which yields relatively high statistical uncertainties. Similar findings were obtained for the the other fluids studied in the present work. The simulation results obtained for the vapor pressure and the saturated densities for all studied fluids are reported in Tab. II together with the data for the surface tension.
The relative mean deviation δγ between the simulation data and the experimental data reported in Tab. I is calculated in the same way as the deviations for the saturated liquid density and the vapor pressure. It represents the relative mean deviation of the surface tension predicted by the molecular models from Design Institute for Physical Properties (DIPPR) correlations to experimental data
between the triple point temperature and 95 % of the critical temperature. By convention, the sign of δγ is positive if, on average, the model overestimates the surface tension (δγ = + |δγ|) and negative otherwise (δγ = − |δγ|). Underlying experimental surface tension data are usually not available over the entire temperature range. Only for four compoundswater, methanol, ammonia, heptafluoropropane -experimental data are available over the entire temperature range. In most cases, the surface tension is measured only up to 373 K and the DIPPR correlation extrapolates these results to the critical point 1,2 . The DIPPR correlations usually agree with available experimental data within 3 %, only for dimethyl sulfide, ortho-dichlorobenzene, heptafluoropropane, cyanogen, decafluorobutane and hexamethyldisiloxane deviations of up to 5 % are reported 1 . For three fluidsformaldehyde, methylhydrazine and 1,1-dimethylhydrazine -no experimental data are available. The DIPPR correlations do not match the critical temperature for ethylene glycol and formic acid. Therefore, a straight line is used to connect the DIPPR correlation and the critical point of respective fluids. The molecular models overestimate the surface tension in all cases. The average deviation between the predictions by the molecular simulation and the experimental data is about 20 %. This is in line with results for the surface tension obtained by molecular simulation in the literature [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . Compared to other methods for predicting the surface tension of lowmolecular fluids, molecular modeling and simulation, using models which are adjusted to bulk data, leads to relatively high deviations.
Several examples illustrate this: The surface tension of benzene is reproduced with a deviation of |δγ| ≈ 4 % using the corresponding-states (CS) correlation by Sastry and Rao 46 , |δγ| = 1 % with the CS correlation by Zuo and Stenby 45 , and |δγ| = 8.5 % from a parachor correlation [43] [44] [45] ; the molecular model from Huang et al. 9 has |δγ| = 11.9 %. For cyclohexane, |δγ| ≈ 1 % is obtained following CS by Sastry and Rao 46 , |δγ| = 0.7 % with CS by Zuo and Stenby 45 , |δγ| = 7.4 % from the parachor correlation [43] [44] [45] , and |δγ| = 10.8 % with the molecular model from Merker et al. 5 . In case of ethyl acetate, a CS correlation yields |δγ| ≈ 7 % 46 and density functional theory with the PC-SAFT equation of state 49 reaches |δγ| ≈ 4 %, whereas the average relative deviation is |δγ| = 10.3 % for the molecular model from Eckelsbach et al. 19 For methanol, the CS correlation by Sastry and Rao 46 exhibits almost perfect agreement |δγ| < 1 %; the molecular model by Schnabel et al. 13 has |δγ| = 35.3 %.
Zuo and Stenby
45 reproduce the surface tension of isobutane with an accuracy of |δγ| = 1.6 % using their CS correlation and with |δγ| = 2.5 % using a parachor correlation [43] [44] [45] ; in contrast, the molecular model for isobutane from Eckl et al. 8 exhibits a deviation of |δγ| = 12.5 %. Square gradient theory with the SAFT-VR Mie equation of state, following Garrido et al. 47 , typically yields deviations of the order of 2 to 3% for the surface tension of lowmolecular fluids. However, no direct comparison is possible with any of the present results.
The anisotropic united atom (AUA) force field 79, 80 was also adjusted to bulk data only. All results for γ from simulations with AUA models are therefore predictions of interfa- cial properties from bulk fluid properties. For benzene, applying the test-area method in Monte Carlo simulations with the AUA-9 sites force field, which was parameterized by Nieto Draghi and collaborators 81,82 , Biscay et al. 83 report a surface tension which deviates from experimental data by about δγ ≈ +4 %, compared to δγ = +11.9 % for the Huang et al. 9 model. For cyclohexane 83 , the AUA-9 sites model has δγ ≈ +5 %, whereas for the Merker et al. 5 model, δγ = +11.9 % was found in the present work. The AUA-4 model 80 underestimates the surface tension of methanol by δγ ≈ −12 %, cf. Biscay et al. 84 , which compares favorably to the Schnabel et al. 13 model with δγ = +35.3 %. Overall, the AUA force field is more reliable for predicting the surface tension than the models investigated in the present work 85 ; it has roughly the same accuracy as empirical parachor correlations 45 . However, this still makes the AUA force field less accurate than empirical CS correlations 45, 46 and semiempirical square gradient theory 47 . Since molecular simulation is also computationally much more expensive than the other approaches, it cannot be recommended to predict interfacial properties from molecular models which were not previously adjusted to or, at least, validated against such data. However, a systematic overestimation of the surface tension has also been observed in density functional theory in combination with physically based equations of state 48, [86] [87] [88] [89] . To account for this overestimation, an empirical correction expression is often employed, which is formally attributed to the presence of capillary waves and decreases the surface tension. Without this correction term, which was adjusted to fit the experimental surface tension values of the n-alkane series 48 , density functional theory would deviate from the surface tension of real fluids in a similar way as the molecular models mentioned above. In square gradient theory, the influence parameter, which controls the magnitude of the surface excess free energy, is also adjusted to surface tension data. The unfavorable performance of molecular models, compared to methods which are more abstract physically and less expensive numerically, is explained by the fact that the molecular models are entirely predictive for interfacial properties. All other methods, i.e. density functional theory, square gradient theory, and phenomenological correlations, were adjusted to surface tension data at least indirectly. Moreover, methods which are based on analytical equations of state, including molecular equations of state, fail in the vicinity of the critical point, so that δγ diverges at high temperatures. Renormalization group theory has to be employed in these cases to avoid unphysical behavior 49, 90, 91 . By molecular simulation, the (Ising class) critical scaling behavior of intermolecular pair potentials is correctly captured. Therefore, any fit of force-field parameters to VLE data over a significant temperature range always indirectly adjusts the molecular model to the critical temperature 92 .
It has been shown before that a better agreement of molecular simulation results with experimental data for the surface tension can be achieved by taking into account experimental data on the surface tension in the parameterization of the molecular models. However, improvements in the quality of the representation of the surface tension have to be traded off against losses in the quality of the representation of bulk fluid properties 32, [92] [93] [94] .
IV. CONCLUSION
In the present work, the surface tension of real fluids was determined by MD simulation. The surface tension was evaluated for 38 real fluids which were parameterized to reproduce the saturated liquid density, vapor pressure and enthalpy of vaporization. The agreement between the calculated bulk values in heterogeneous simulations and the experimental data is very good. On the basis of well described phase equilibria the surface tension was predicted. The surface tension is consistently overpredicted by the molecular models. On average the deviation is about +20 %. Such overpredictions have been reported before in the literature. The reasons should be investigated in more detail in future research.
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