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Because of diﬃculties in applying ﬁxed point theorems, most of known results on the
polynomial-like iterative equation
∑n
j=1 λ j f j(x) = F (x) were given by assuming λ1 > 0
and the existence of solutions under the most natural assumption λn > 0 is an interesting
problem, called “Leading Coeﬃcient Problem”. For this problem locally expansive invertible
C1 solutions are obtained in the expansive case and the non-hyperbolic case in [W. Zhang,
On existence for polynomial-like iterative equations, Results Math. 45 (2004) 185–194] and
C0 increasing solutions are constructed in [B. Xu, W. Zhang, Construction of continuous
solutions and stability for the polynomial-like iterative equation, J. Math. Anal. Appl. 325
(2007) 1160–1170]. In this paper we discuss C1 solutions for more combinations between
expansive mappings and contractive ones and combinations between increasing mappings
and decreasing ones.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
As surveyed in [1,21], iterative equation, a class of functional equations which include iteration of unknown mapping as
the main operation, attracts interests of many mathematicians. It includes the iterative root problem [6,18], the invariant
curve problem [6,14] and the Feigenbaum equation f (x) = − f ( f (−λx))/λ, related to period-doubling bifurcations [11].
It is also encountered in the discussion on transversal homoclinic intersection for diffeomorphisms [3], normal forms of
dynamical systems (see (2.16) in [2]), and dynamics of a quadratic mapping [4].
The polynomial-like iterative equation
λn f
n(x) + λn−1 f n−1(x) + · · · + λ1 f (x) = F (x), x ∈ X, (1.1)
where X is a subset of a linear space over R, λ j ’s are real constants, F : X → X is a given map, f : X → X is an unknown
map, and f j denotes the jth iterate of f , i.e., f 0(x) = x, f j(x) = f ( f j−1(x)) for x ∈ X and j = 1,2, . . . , is one of the most
favorite objects for those mathematicians who are interested in iterative equations (see e.g. [5,7,8,10,12,13,15–17,20]). More
concretely, for nonlinear F Eq. (1.1) was investigated in 1980s on a compact interval X in [9,27] for n = 2 and in [22] for the
general n. Further results are given for its differentiable solutions [23], analytic solutions [15] and symmetric solutions [24].
Later, the case of variable coeﬃcients was discussed in [25]. Its higher order smoothness [8] and higher dimensional results
[7,17,24] were also obtained. As observed from these works, a common assumption that λ1 = 0 has to be set for diﬃculties
of convergence.
As for polynomials, the most natural assumption for Eq. (1.1) should be λn = 0, under which the equation really includes
the iterative root problem. The existence of solutions of Eq. (1.1) under this assumption was therefore raised as an open
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16 cases for hyperbolic F
Hyperbolicity of F Monotonicity of F Hyperbolicity of f Monotonicity of f Class
expansive increasing expansive increasing (EI,EI)
decreasing (EI,ED)
decreasing increasing (ED,EI)
decreasing (ED,ED)
increasing contractive increasing (EI,CI)
decreasing (EI,CD)
decreasing increasing (ED,CI)
decreasing (ED,CD)
contractive increasing expansive increasing (CI,EI)
decreasing (CI,ED)
decreasing increasing (CD,EI)
decreasing (CD,ED)
increasing contractive increasing (CI,CI)
decreasing (CI,CD)
decreasing increasing (CD,CI)
decreasing (CD,CD)
problem in [21,25] and simply called the Leading Coeﬃcient Problem. In 2004 this problem was positively answered in [26] for
local C1 solutions in some cases of coeﬃcients. Under the assumption that λn = 0 one can normalize the leading coeﬃcient
and rewrite (1.1) equivalently as
f n(x) + λn−1 f n−1(x) + · · · + λ1 f (x) = F (x), (1.2)
where we still use λ j ’s simply for its coeﬃcients. For a given C1 function F on X =R with a ﬁxed point 0, Eq. (1.2) can be
reduced to the auxiliary equation
φ
(
cns
)+ λn−1φ(cn−1s)+ · · · + λ1φ(cs) = F (φ(s)) (1.3)
by the Schröder transformation
f (x) = φ(cφ−1(x)). (1.4)
Existence of invertible solutions φ of Eq. (1.3) was proved near the ﬁxed point 0 by applying Schauder’s ﬁxed point theorem
and, therefore, C1 solutions of (1.1) are obtained near 0 for those λi ’s such that λi  0 and
∑n−1
i=1 |λi | < 1 when F ′(0) > 1
and for those λi ’s such that λi  0 for even i, λi  0 for odd i and
∑n−1
i=1 |λi | < 1 when F ′(0) < −1 and n is odd. In the
non-hyperbolic case, i.e., F ′(0) = ±1, similar results are obtained under an additional condition that those λi ’s do not all
vanish. Recently, C0 solutions of (1.1) were constructed in [19] on an interval I := |a,b|, a notation for intervals (a,b), [a,b],
(a,b] or [a,b), for those λi ’s such that λi  0 and λ :=∑n−1i=1 λi < 1 when F satisﬁes either (F (x) − (1 − λ)x)(ξ − x) > 0 or
(F (x)− (1−λ)ξ)(ξ − x) < 0 for all x ∈ I with x = ξ , where ξ is in the closure of I . Clearly, their condition of F covers neither
the case that F is decreasing nor the case that F ′(0) is non-hyperbolic. As mentioned in [26], local C1 solutions were not
found in the case that F ′(0) = 0. Actually, in the case of hyperbolic F at 0 the problem of local C1 solutions is not solved
yet when F is contractive, i.e., 0 < |F ′(0)| < 1; the assertion that the case can be similarly (to the case that |F ′(0)| > 1)
discussed by considering F−1 and f −1 instead, stated in the end of Section 2 of [26], is not correct because the suggested
replacement with inverse only works for the problem of ﬁnding iterative roots, i.e., the case that all λ j ’s vanish, but cannot
reduce (1.2) to the same form with an expansive given function. In addition, Eq. (1.2) may have solutions except for those
mentioned combinations of signs of λ j ’s.
In this paper we still consider solution f with a ﬁxed point at 0 for Eq. (1.2) where the given function F has a ﬁxed
point at 0. A mapping f is said to be locally contractive (resp. locally expansive) at its a ﬁxed point x0 if 0 < | f ′(x0)| < 1
(resp. | f ′(x0)| > 1). By locally contractive (resp. locally expansive) solution we mean a solution f satisfying (1.2) near 0 which
is locally contractive (resp. locally expansive) at 0. For hyperbolic F and f there are involved the following 16 cases, where
all hyperbolicities and monotonicities are considered locally at 0.
Since only the cases (EI,EI) and (ED,ED) in this table were discussed in [26], in this paper we start with these two and
obtain solutions for more choices of λi ’s. We further proceed our discussion under the so-called “weak expansive condition”
for F so that our results are more general than results in [26], including (CI,EI) and (CD,ED). We also give existence of
solutions in the cases (EI,ED), (EI,CI), (EI,CD), (ED,CD), (CI,ED), (CI,CI), (CI,CD) and (CD,CD), which were never considered
before. Although the discussion in [19] restricted near the ﬁxed point can be referred to (CI,CI), our investigation under the
so-called “weak contractive condition” for F will include (EI,CI) partly and give more choices of λ j ’s than [19]. Finally, we
give some remarks to those unsolved cases (ED,EI), (ED,CI), (CD,EI) and (CD,CI).
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Consider the cases (EI,EI) and (ED,ED) ﬁrst. Let C1(R,R) denote the set of all continuously differentiable self-mappings
on R. Under the weaker hypothesis
(WEF) |F ′(0)| +∑n−1i=1 |λi | > 1,
called the weak expansive condition for F simply, which is obviously a weaker condition than the expansive case of F , we
give the following results.
Theorem 2.1. Suppose that F ∈ C1(R,R) ﬁxes 0 and the derivative F ′ satisﬁes
(H+1 ) F ′ is locally Lipschitzian and 0 F ′(x) F ′(0) in a neighborhood of 0, and
(H−2 ) λi  0 for i = 1,2, . . . ,n − 1 with (WEF).
Then Eq. (1.2) has a locally expansive increasing C1 solution near 0.
Theorem 2.2. Suppose that n is odd, F ∈ C1(R,R) ﬁxes 0, and F ′ satisﬁes
(H−1 ) F ′ is locally Lipschitzian and F ′(0) F ′(x) 0 in a neighborhood of 0, and
(H∓2 ) λi  0 for odd i and λi  0 for even i (i = 1,2, . . . ,n − 1) with (WEF).
Then Eq. (1.2) has a locally expansive decreasing C1 solution near 0.
What we considered here are local solutions, i.e., functions f ∈ C1(R,R) whose iterates f i (i = 1,2, . . . ,n) are well
deﬁned and satisfy (1.2) in a neighborhood I of 0. Our Theorems 2.1 and 2.2 cover Corollaries 1–4 in [26]. Since not requiring∑n−1
i=1 |λi| < 1, we give more choices of λi ’s. Under (WEF), F can be non-hyperbolic or contractive (i.e., 1 −
∑n−1
i=1 |λi | <|F ′(0)| 1) if λi ’s do not all vanish. Otherwise, Eq. (1.2) becomes the problem of ﬁnding iterative roots, i.e., f n(x) = F (x),
and (WEF) is equivalent to the expansive property of F .
The second case (EI,ED) in the table is discussed as follows.
Theorem 2.3. Suppose n is even, F ∈ C1(R,R) ﬁxes 0, and F ′ satisﬁes (H+1 ) and
(H±2 ) λi  0 for odd i and λi  0 for even i (i = 1,2, . . . ,n − 1) with (WEF).
Then Eq. (1.2) has a locally expansive decreasing C1 solution near 0.
Similar to Theorem 2.1 (resp. 2.2), where both (EI,EI) and (CI,EI) (resp. both (ED,ED) and (CD,ED)) are involved, The-
orem 2.3 not only discusses (EI,ED) but also deals with (CI,ED) when λi ’s do not all vanish. In Theorems 2.1–2.3 we can
consider the special case that F ′(0) = 0, which implies F ≡ 0 in [−σ ,σ ] because F ′(x) ≡ 0 for x ∈ [−σ ,σ ] by (H+1 ) or (H−1 ).
In this case the equation turns into the form considered in [10,20].
The cases that the solution f is locally contractive near 0 for increasing or decreasing F were not mentioned in [26]. We
discuss them under the hypothesis
(WCF) |F ′(0)| −∑n−1i=1 |λi| < 1,
called the weak contractive condition for F . The following three theorems are devoted to the cases (CI,CI), (CD,CD) and
(CI,CD), respectively.
Theorem 2.4. Suppose that F ∈ C1(R,R) ﬁxes 0 and F ′ satisﬁes
(H+3 ) F ′ is locally Lipschitzian and F ′(x) F ′(0) > 0 in a neighborhood of 0, and
(H+4 ) λi  0 (i = 1,2, . . . ,n − 1) with (WCF).
Then Eq. (1.2) has a locally contractive increasing C1 solution near 0.
Theorem 2.5. Suppose that n is odd, F ∈ C1(R,R) ﬁxes 0, and F ′ satisﬁes
(H−) F ′ is locally Lipschitzian and F ′(x) F ′(0) < 0 in a neighborhood of 0, and3
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Then Eq. (1.2) has a locally contractive decreasing C1 solution near 0.
Theorem 2.6. Suppose n is even, F ∈ C1(R,R) ﬁxes 0, and F ′ satisﬁes (H+3 ) and
(H∓4 ) λi  0 for odd i and λi  0 for even i (i = 1,2, . . . ,n − 1) with (WCF).
Then Eq. (1.2) has a locally contractive decreasing C1 solution near 0.
Clearly, a contractive F satisﬁes (WCF). In addition, F can be non-hyperbolic or expansive if λi ’s do not all vanish, i.e.,
1 |F ′(0)| < 1+∑n−1i=1 |λi |. If λi ’s all vanish, Eq. (1.2) reduces to f n(x) = F (x), which has no locally contractive C1 solutions
for non-hyperbolic or expansive F near 0. Theorems 2.4, 2.5 and 2.6 not only discuss the cases (CI,CI), (CD,CD) and (CI,CD)
respectively but also consider the cases (EI,CI), (ED,CD) and (EI,CD) respectively if λi ’s do not all vanish. Besides, our
investigation gives more choices of λ j ’s in the case (CI,CI) than in [19] because we do not require that
∑n−1
i=1 |λi| < 1.
3. Proofs in expansive case
We convert the problem to discussing the auxiliary equation (1.3). Obviously, (1.3) has a constant solution φ(s) ≡ α,
solved from the equation (
∑n
i=1 λi)α = F (α), but it cannot be used to give a solution of (1.2) with the Schröder transfor-
mation (1.4). We are only interested in its invertible solutions.
We ﬁrst prove Theorem 2.1. Differentiating equation (1.2) at x = 0, we see that the derivative f ′(0) is a zero of the
polynomial
P (μ) := μn + λn−1μn−1 + · · · + λ1μ − F ′(0). (3.1)
It is referred to as the characteristic polynomial of Eq. (1.2). In order to ﬁnd locally expansive increasing solutions of (1.2) we
need to ﬁnd a zero c of P such that c > 1. The following lemma shows this fact.
Lemma 3.1. Under conditions of Theorem 2.1 (resp. 2.2, 2.3), there are constants c > 1 (resp. c < −1 in both) and σ > 0 such that for
arbitrarily given τ > 0 Eq. (1.3) has a C1 solution φ on [−σ ,σ ] with φ(0) = 0 and φ′(0) = τ .
Proof. If c is a real and (1.3) has a local C1 solution φ with φ(0) = 0 and φ′(0) = 0, then differentiating (1.3) at zero we
see that c is a root of P . If hypotheses of Theorem 2.1 hold, then hypothesis (WEF) implies P (1) = 1 +∑n−1i=1 λi − F ′(0) =
1− (∑n−1i=1 |λi | + F ′(0)) < 0 but P (μ) → +∞ as μ → +∞. Consequently P has a root c > 1. Similarly, we show that in the
case of Theorems 2.2 and 2.3 the polynomial P has a root c < −1.
Given a σ > 0, let C1[−σ ,σ ] be the set of all continuously differentiable functions on [−σ ,σ ], which is a Banach space
endowed with the norm ‖ ·‖1 deﬁned by ‖φ‖1 := max{‖φ‖,‖φ′‖}, where ‖φ‖ := sup{|φ(x)|: x ∈ [−σ ,σ ]} for φ ∈ C0[−σ ,σ ].
Obviously, there is a constant K1 > 0 (depending on σ ) such that∣∣F ′(x) − F ′(y)∣∣ K1|x− y|, ∀x, y ∈ [−σ ,σ ]. (3.2)
For arbitrarily given τ > 0, deﬁne
K2 := τ
2K1
c2n − |F ′(0)| −∑n−1i=1 |λi |c2i . (3.3)
Since 0 < |c−n+i | < 1 for i = 0,1, . . . ,n − 1 and c is a root of P , we have
c2n − ∣∣F ′(0)∣∣− n−1∑
i=1
|λi |c2i =
∣∣cn∣∣
{∣∣cn∣∣−
(∣∣c−n∣∣∣∣F ′(0)∣∣+ n−1∑
i=1
|λi |
∣∣ci∣∣∣∣c−n+i∣∣
)}
>
∣∣cn∣∣−
(∣∣F ′(0)∣∣+ n−1∑
i=1
|λi|
∣∣ci∣∣
)
= 0,
which shows that K2 > 0.
Clearly A given by
A := {φ ∈ C1[−σ ,σ ]: φ(0) = 0, 0 φ′(x) φ′(0) = τ , and ∣∣φ′(x) − φ′(y)∣∣ K2|x− y|, ∀x, y ∈ [−σ ,σ ]}
is non-void and is a convex compact subset of C1[−σ ,σ ]. Deﬁne a mapping G : A → C1[−σ ,σ ] by
Gφ(s) := F (φ(c−ns))− n−1∑λiφ(c−n+i s), ∀φ ∈ A.
i=1
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d
ds
Gφ(s) = c−n
{
F ′
(
φ
(
c−ns
))
φ′
(
c−ns
)− n−1∑
i=1
λic
iφ′
(
c−n+i s
)}
.
It implies Gφ(0) = 0 and dds Gφ(0) = c−n{F ′(0)−
∑n−1
i=1 λici}φ′(0) = φ′(0) = τ . Moreover, since any φ in A increases, so doesGφ and
0 d
ds
Gφ(s) ∣∣c−n∣∣
(∣∣F ′(0)∣∣+ n−1∑
i=1
|λi |
∣∣ci∣∣
)
τ = τ , ∀s ∈ [−σ ,σ ].
Furthermore, applying (3.2) and (3.3), for x, y ∈ [−σ ,σ ], we have
∣∣∣∣ dds Gφ(x) − dds Gφ(y)
∣∣∣∣ ∣∣c−n∣∣
{∣∣F ′(φ(c−nx))φ′(c−nx)− F ′(φ(c−n y))φ′(c−n y)∣∣+
∣∣∣∣∣
n−1∑
i=1
λi
(
φ′
(
c−n+i x
)− φ′(c−n+i y))ci
∣∣∣∣∣
}

∣∣c−n∣∣
{∣∣F ′(φ(c−nx))− F ′(φ(c−n y))∣∣∣∣φ′(c−nx)∣∣+ ∣∣F ′(φ(c−n y))∣∣∣∣φ′(c−nx)− φ′(c−n y)∣∣
+
n−1∑
i=1
|λi|
∣∣ci∣∣∣∣φ′(c−n+i x)− φ′(c−n+i y)∣∣
}
 τ 2K1
∣∣c−n∣∣2|x− y| + ∣∣c−n∣∣
{∣∣c−n∣∣∣∣F ′(0)∣∣+ n−1∑
i=1
|λi |
∣∣ci∣∣∣∣c−n+i∣∣
}
K2|x− y|
= K2|x− y|.
It concludes that G(A) ⊂ A.
The continuity of G is evident because the convergence in the space considered means the uniform convergence of the
derivatives and convergence of the functions at a point but here all the functions vanish at zero. Since G maps the convex
compact subset A continuously into itself, by Schauder’s ﬁxed point theorem, there exists φ ∈ A such that Gφ = φ, i.e.,
Eq. (1.3) with the chosen constant c has a C1 solution in [−σ ,σ ] with derivative τ at 0. This completes the proof. 
Proof of Theorems 2.1–2.3. Let φ be solutions of (1.3) obtained in Lemma 3.1. By the continuity of φ′ we can choose a
neighborhood J ⊂ φ([−σ ,σ ]) of zero such that φ−1 exists and is also C1 on J . The neighborhood J can be chosen so
small that cnφ−1(x) ∈ [−σ ,σ ] for all x ∈ J . Thus c jφ−1(x) ∈ [−σ ,σ ] for j = 1,2, . . . ,n. Deﬁne f (x) := φ(cφ−1(x)) for x ∈ J .
Clearly f is also C1 and invertible on J and can be restricted to a smaller neighborhood I ⊂ J of 0 such that all iterates
f j ( j = 1,2, . . . ,n) are well deﬁned on I and f j(x) = φ(c jφ−1(x)) although f is a local expansion. One can verify that
f (0) = 0, f ′(0) = φ′(0)c(φ−1)′(0) = c and
f n(x) + λn−1 f n−1(x) + · · · + λ1 f (x) = φ
(
cnφ−1(x)
)+ λn−1φ(cn−1φ−1(x))+ · · · + λ1φ(cφ−1(x))
= F (φ(φ−1(x)))= F (x), ∀x ∈ I. (3.4)
Therefore, f is a local solution of Eq. (1.2) and the proof is completed. 
4. Proofs in contractive case
Unlike last section, our proofs for Theorems 2.4–2.6 cannot be given in the same idea as in [26]. Since we want to ﬁnd
locally contractive solutions, we need to ﬁnd a zero c of P such that 0 < |c| < 1.
Lemma 4.1. Under conditions of Theorem 2.4 (resp. 2.5, 2.6), there are constants 0 < c < 1 (resp. −1 < c < 0 in both) and σ > 0 such
that for arbitrarily given τ ∈ (0,1/|F ′(0)|] Eq. (1.3) has a C1 solution φ on [−σ ,σ ] with φ(0) = 0 and φ′(0) = τ .
Proof. Consider the polynomial P deﬁned in (3.1). In the case of Theorem 2.4, hypotheses (H+3 ), (H
+
4 ) and (WCF) imply that
P (0) = −F ′(0) < 0 and P (1) = 1+∑n−1i=1 λi − F ′(0) > 0. Consequently, P has a root c ∈ (0,1). Similarly we show that in the
case of Theorems 2.5 and 2.6 the polynomial P has a root c ∈ (−1,0).
Since 0 < |F ′(0)| |F ′(x)| and F ′ is continuous, we see that F is invertible and F−1 is C1. Moreover, for arbitrarily ﬁxed
constant M1 ∈ (|F ′(0)|, |F ′(0)|/|c|) there is a small constant σ1 > 0 such that |F ′(x)| M1 in [−σ1, σ1]. Furthermore, since
F ′ is locally Lipschitzian, the constant σ1 can be chosen so small that∣∣F ′(x) − F ′(y)∣∣ K1|x− y|, ∀x, y ∈ [−σ1, σ1], (4.1)
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τ ∈ (0,1/|F ′(0)|], let
K2 := K1τ
2
|F ′(0)| − M1|c|
and deﬁne A as in the proof of Lemma 3.1. Deﬁne a mapping L : A → C1[−σ ,σ ] by
Lφ(s) := φ(cns)+ n−1∑
i=1
λiφ
(
ci s
)
, ∀φ ∈ A.
Note that in the case of Theorem 2.5 we have −1  (Lφ)′(s)  0 for s ∈ [−σ ,σ ], implying that the range of Lφ is still
contained in [−σ ,σ ]. Thus it is ready to deﬁne a mapping T : A → C1[−σ ,σ ] such that
T φ := F−1 ◦ Lφ, ∀φ ∈ A.
Obviously, a ﬁxed point φ of T gives a solution of (1.3).
In order to show T (A) ⊂ A, we calculate
d
ds
T φ(s) = φ
′(cns)cn +∑n−1i=1 λiφ′(ci s)ci
F ′(F−1 ◦ Lφ(s)) , s ∈ [−σ ,σ ]. (4.2)
Thus T φ(0) = F−1(0) = 0 and dds T φ(0) = (cn +
∑n−1
i=1 λici)φ′(0)/F ′(F−1(0)) = φ′(0) = τ . Furthermore,
0 d
ds
T φ(s) (|c
n| +∑n−1i=1 |λi ||ci|)φ′(0)
|F ′(0)| = φ
′(0) = τ , s ∈ [−σ ,σ ].
Now we claim∣∣(T φ)′(x) − (T φ)′(y)∣∣ K2|x− y|, ∀x, y ∈ [−σ ,σ ]. (4.3)
In fact, |F ′(F−1 ◦ Lφ(x))| M1 for all x ∈ [−σ ,σ ] and applying (4.1) we have
∣∣F ′(F−1 ◦ Lφ(x))− F ′(F−1 ◦ Lφ(y))∣∣ K1|F ′(0)|
{∣∣φ(cnx)− φ(cn y)∣∣+ n−1∑
i=1
|λi|
∣∣φ(cix)− φ(ci y)∣∣
}
 K1τ|F ′(0)|
(∣∣cn∣∣+ n∑
i=1
|λi |
∣∣ci∣∣
)
|x− y| = K1τ |x− y|, ∀x, y ∈ [−σ ,σ ],
which implies that∣∣φ′(cix)F ′(F−1 ◦ Lφ(y))− φ′(ci y)F ′(F−1 ◦ Lφ(x))∣∣

∣∣φ′(cix)∣∣∣∣F ′(F−1 ◦ Lφ(y))− F ′(F−1 ◦ Lφ(x))∣∣+ ∣∣F ′(F−1 ◦ Lφ(x))∣∣∣∣φ′(cix)− φ′(ci y)∣∣

(
K1τ
2 + M1K2
∣∣ci∣∣)|x− y|, ∀x, y ∈ [−σ ,σ ], i = 1,2, . . . ,n,
and concludes by (4.2) that for all x, y ∈ [−σ ,σ ],
∣∣∣∣ dds T φ(x) − dds T φ(y)
∣∣∣∣= 1|F ′(F−1 ◦ Lφ(x))F ′(F−1 ◦ Lφ(y))|
∣∣∣∣∣
{
cnφ′
(
cnx
)+ n∑
i=1
λic
iφ′
(
cix
)}
F ′
(
F−1 ◦ Lφ(y))
−
{
cnφ′
(
cn y
)+ n∑
i=1
λic
iφ′
(
ci y
)}
F ′
(
F−1 ◦ Lφ(x))
∣∣∣∣∣
 1|F ′(0)|2
∣∣∣∣∣cn{φ′(cnx)F ′(F−1 ◦ Lφ(y))− φ′(cn y)F ′(F−1 ◦ Lφ(x))}
+
n−1∑
i=1
λic
i{φ′(cix)F ′(F−1 ◦ Lφ(y))− φ′(ci y)F ′(F−1 ◦ Lφ(x))}
∣∣∣∣∣
 1|F ′(0)|2
{∣∣cn∣∣(K1τ 2 + M1K2∣∣cn∣∣)+ n−1∑ |λi |∣∣ci∣∣(K1τ 2 + M1K2∣∣ci∣∣)
}
|x− y|i=1
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{
K1τ 2
|F ′(0)|2
(∣∣cn∣∣+ n−1∑
i=1
|λi |
∣∣ci∣∣
)
+ M1K2 |c
n|2 +∑n−1i=1 |λi ||ci|2
|F ′(0)|2
}
|x− y|

{
K1τ 2
|F ′(0)| + K2
M1|c|
|F ′(0)|
|cn| +∑n−1i=1 |λi ||ci|
|F ′(0)|
}
|x− y|
=
{
K1τ 2
|F ′(0)| + K2
M1|c|
|F ′(0)|
}
|x− y| = K2|x− y|.
Thus the claimed (4.3) is proved and therefore T is a self-mapping on A.
For the same reason as in the proof of Lemma 3.1 for the mapping G , the continuity of T is implied by the structure of
T and properties of φ ∈ A. By Schauder’s ﬁxed point theorem, there exists φ ∈ A such that T φ = φ. 
Proof of Theorems 2.4–2.6. Fix c, σ , τ and φ as in Lemma 4.1 and let I ⊂ [−σ ,σ ] be a neighborhood of zero such that φ−1
exists and is C1 on I . Since φ was deﬁned on [−σ ,σ ], we have φ−1(x) ∈ [−σ ,σ ] for x ∈ I . Thus c jφ−1(x) ∈ [−σ ,σ ] for
j = 1,2, . . . ,n because |c| < 1. Deﬁne f (x) := φ(cφ−1(x)) for x ∈ I. Obviously, f is also C1 and invertible in I . Moreover,
f (0) = 0, f ′(0) = φ′(0)c(φ−1)′(0) = c and iterates f j(x) = φ(c jφ−1(x)) for j = 1,2, . . . ,n are well deﬁned on I . Moreover,
(3.4) can be veriﬁed similarly on I . Therefore, f is a desired solution of (1.2) and the proof is completed. 
5. Further remarks
It is easy to ﬁnd examples to demonstrate our theorems. To the opposite of (WEF) or (WCF), one can consider
the “stronger” expansive condition (resp. the “stronger” contractive one), i.e., |F ′(0)| > 1 + ∑n−1i=1 |λi | (resp. |F ′(0)| <
1−∑n−1i=1 |λi |). Under such a condition equation (1.2) has no locally contractive (resp. locally expansive) C1 solutions because
P does not have a real zero c such that 0 < |c| < 1 (resp. |c| > 1). On the other hand, if F satisﬁes both (WEF) and (WCF),
i.e., 1 −∑n−1i=1 |λi| < |F ′(0)| < 1 +∑n−1i=1 |λi |, our theorems imply either a locally expansive solution or a locally contractive
solution but cannot imply them simultaneously because they are obtained under incompatible assumptions of λi ’s.
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