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Abstract Experiments searching for rare processes
like neutrinoless double beta decay heavily rely on
the identification of background events to reduce
their background level and increase their sensitivity.
We present a novel machine learning based method
to recognize one of the most abundant classes of
background events in these experiments. By combining
a neural network for feature extraction with a smaller
classification network, our method can be trained with
only a small number of labeled events. To validate
our method, we use signals from a broad-energy
germanium detector irradiated with a 228Th gamma
source. We find that it matches the performance of
state-of-the-art algorithms commonly used for this
detector type. However, it requires less tuning and
calibration and shows potential to identify certain
types of background events missed by other methods.
Keywords Pulse shape discrimination · Deep learn-
ing · Convolutional neural networks · Unsupervised
learning · Neutrinoless double beta decay · Germanium
detectors
1 Introduction
Searches for rare processes, like neutrinoless double
beta (0νββ) decay, critically depend on almost perfect
background suppression. The leading semiconduc-
tor based experiments in this field, Gerda [1] and
Majorana [2], search for 0νββ decay of 76Ge using
high-purity germanium (HPGe) detectors. Extremely
low background rates of 10−3 cts/(keV·kg·yr) are
required in order to reach their target sensitivity on
the 0νββ decay half-life. A significant contribution
aCorresponding author: pholl@mpp.mpg.de
to their background budget are Compton scattered
gamma rays originating from radioactive impurities
in the experimental setup [3]. In many cases, these
deposit energy in multiple locations in the germanium
detector, producing so-called multi-site (MS) events.
The electrons from 0νββ decays, on the other hand,
deposit their energy within about 1 mm3 of the
detector volume, resulting in single-site (SS) events.
The ability to discriminate between these two event
types is therefore crucial. Experiments planned for the
future, such as LEGEND [4], will depend even more
on the efficiency of background reduction techniques.
Various pulse shape discrimination (PSD) al-
gorithms have been developed in order to identify
MS events by analyzing the digitized signal traces
of semiconductor detectors in general, and HPGe
detectors in particular [5–9]. Due to differences in
geometry and electric field configurations, different
germanium detector types exhibit different pulse shape
characteristics. Broad-energy germanium (BEGe) de-
tectors are particularly well suited for PSD since over a
large fraction of the detector volume, the shape of the
current-signal from SS events is almost independent of
the location of the energy deposition. This results in
a nearly fixed ratio between peak amplitude, A, and
integral, E, of the current-signal for SS events, but not
for MS events. By using the ratio A/E for PSD, both
Gerda [6] and Majorana [8, 9] achieved efficient
background rejection for 0νββ decay search for BEGe
type detectors. However, the A/E classifier is not able
to detect all identifiable MS events since it does not
take the full signal shape into account. It is also not
well suited for coaxial HPGe detectors. Therefore, we
look for alternative approaches.
Machine learning techniques based on deep neural
networks have been used with increasing success for sig-
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2nal processing and analysis in recent years [10]. The
ability of a neural network to fit a desired function
scales primarily with the number of parameters that
can be adjusted during training. However, if the number
of trainable parameters is comparable to the amount
of training data, a neural network can overfit, i.e. re-
member the training data without recognizing the un-
derlying patterns. Large neural networks therefore re-
quire large amounts of training data. In our applica-
tion, only a small set of labeled training data, i.e. data
with SS/MS tagging, is available. This reflects the typ-
ical situation of larger-scale experiments that have to
balance calibration and physics data collection time. It
is also difficult to generate labeled data synthetically
since the realistic behavior of a full germanium detec-
tor system, from charge drift to electronics response, is
highly complex and simulations often do not fully de-
scribe measured signals. Therefore, the maximum size
of a neural network used for event classification is lim-
ited by the amount of labeled data and, consequently,
only a small number of input values are possible.
In previous work, this problem was solved by man-
ually extracting a selected number of features from the
signals of labeled events [6, 7, 11]. By using only these
features as input, the artificial neural networks could
be built with fewer parameters, at the cost of not being
able to make use of all the information contained in the
signal.
In this paper, we propose a classification scheme
based on two neural networks that are trained inde-
pendently. While the number of available labeled detec-
tor signals is limited, there are ample unlabeled data.
The first network, an autoencoder, is trained on a large
part of these unlabeled data in an unsupervised fashion.
It learns to represent the shape of waveforms as low-
dimensional feature vectors. The second network, the
classification network, is then trained on labeled data
transformed into this feature representation. This clas-
sification network can be built with a small number of
trainable parameters due to its low-dimensional input.
Using this two-stage process, all information present in
the signal (except for its noise component) can be ex-
ploited for event classification, while preventing overfit-
ting.
We first introduce the experimental setup and data
taking in section 2. Section 3 describes the applied PSD
technique and section 4 its verification. Section 5 pro-
vides a comparison with the state-of-the-art A/E PSD
method. Conclusions are drawn in section 6.
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Fig. 1 (a) Schematic of the top of the segmented BEGe de-
tector with the n+ electrode (core) and the 4 segments. The
ring around the core is passivated. The diameters of the detec-
tor and the core contact are 75 mm and 15 mm, respectively.
Also shown is the azimuthal position of the 228Th source.
(b,c) The rising part of the charge waveforms recorded by
the core electrode from a typical SS and a MS event, both
with an energy of 1242 keV.
2 Experimental setup
We demonstrate our PSD technique using a prototype
segmented BEGe detector [12] irradiated with a 1.1 kBq
228Th source for a period of about 8 hours. The event
count from this exposure is similar to what Gerda and
Majorana record in a typical calibration cycle. The
radial dimensions of the detector and the position of the
source are shown in Fig. 1. The detector is made from a
40 mm high cylindrical n-type crystal with five readout
electrodes: the n+ electrode is called the core and the
four p+ surface electrodes the segments. Segments 1, 2
and 3 cover equally spaced slices of the surface while
segment 4 covers the remaining area between them. A
ring around the core contact is passivated. The detector
is enclosed inside a cryostat and the 228Th source is
placed on the cryostat wall at the side of the detector,
centered vertically. The source is centered on segment 1,
about 20 mm from the detector surface (see Fig. 1). A
more detailed description of the detector and the setup
can be found in [12].
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Fig. 2 Calibrated energy spectrum from the 228Th source,
reconstructed from the core electrode signals. The gray spec-
trum shows all events. The green spectrum shows only those
events with energy depositions in multiple segments of the
detector. The 208Tl double-escape peak (DEP 1593 keV),
the 212Bi full-energy peak (FEP 1621 keV), the 208Tl single-
escape peak (SEP 2104 keV) and the 208Tl full-energy peak
(Tl-FEP 2615 keV) are marked. Events from the DEP and
FEP are used as examples of signal and background events
during training of our classifier, the labels are colored accord-
ingly.
The signals from the core and segment electrodes
are amplified with charge-sensitive amplifiers and dig-
itized with a sampling rate of 250 MHz. The recorded
pulses have a length of 20 µs and are centred around the
rising edge so that the recorded charge-pulses are long
enough for a reliable energy reconstruction. The de-
posited energy, E, of each event is determined from the
total increase in the charge-signal during charge-drift
(see Fig. 1b,c). The part of the waveform before the rise
is used to determine the baseline level for each event.
To obtain the energy, the baseline level is subtracted
from the mean value of the waveform after charge drift,
correcting for the decay time of the signal and the
cross-talk between segments and core. The energy is
calibrated using the known gamma-line energies of the
228Th source [12]. The detector resolution worsens with
increasing energy and has a value of around 7 keV and
8 keV (FWHM) for the 208Tl double-escape peak and
212Bi full-energy peak, respectively. The amplitude, A,
of the current waveform is determined using the proce-
dure described in [6].
Our pulse shape analysis only takes the signals
from the core electrode as input. This way, our
method is compatible with the hardware deployed
in existing 0νββ decay experiments, where typically
only the core electrode of the germanium detectors is
Table 1 Overview of the energy-based datasets and associ-
ated SS and MS classification including event count and SS
fraction with statistical uncertainty obtained from MC simu-
lation.
Dataset Event count SS (%) Label
DEP ± 4 keV 10.8 k 85.5± 0.3 SS
FEP ± 4 keV 10.0 k 20.1± 0.4 MS
SEP ± 4 keV 15.0 k 12.8± 0.2 MS
Tl-FEP ± 4 keV 73.4 k 6.3± 0.1 MS
instrumented. We use the signals recorded from the
segment electrodes only to validate the output of our
PSD method.
The observed core energy spectrum (Fig. 2) shows
a Compton continuum, background lines and multiple
gamma lines from the 228Th decay chain, the most
prominent of which is the 208Tl line at 2615 keV. In
the following, we analyze one million events with an
energy higher than 1000 keV.
We use the following gamma lines to label events:
– the 212Bi full-energy peak (FEP) at 1621 keV,
mostly MS
– the 208Tl single-escape peak (SEP) at 2104 keV,
mostly MS
– the 208Tl full-energy peak (Tl-FEP) at 2615 keV,
mostly MS
– the 208Tl double-escape peak (DEP) at 1593 keV,
predominantly single-site (SS).
Events within ±4 keV of one of these peaks are assigned
the respective SS / MS label. Due to the intrinsic SS /
MS mixture of the gamma lines, not all of the assigned
labels are correct. Compton events cause an additional
impurity in the labelling because they occur everywhere
in the spectrum. The window size of 8 keV is chosen as
a compromise between purity and size of the result-
ing labeled datasets. It is comparable to the FWHM of
the DEP and FEP while resulting in datasets of simi-
lar size. Table 1 shows the event counts of the labeled
datasets as well as the estimated SS fraction in each
dataset. The estimated SS fractions are based on Monte
Carlo (MC) simulations performed with Geant4. In
the simulations, SS events are defined by R90 < 1 mm,
as in [13] and detector resolution as well as Compton
events are taken into account.
In addition to the SS / MS labels, the segmenta-
tion of the detector allows us to label events as either
single-segment – events which deposit energy only in
segment 1 – or multi-segment – those which addition-
ally deposit energy in another segment. These labels can
be used as alternative approximations for SS and MS
event labels. They are neither used in network train-
ing nor for filtering the training datasets. Instead, they
4serve to independently verify the classification outputs
of our method (see section 5).
3 Method
We perform a number of signal processing steps on the
raw waveforms before passing them to the neural net-
works for further analysis. The neural network analysis
consists of two stages: In the first stage, the autoencoder
extracts features from all preprocessed waveforms of
unlabeled events and stores them in a low-dimensional
feature vector. The feature vectors of labeled events are
then passed to the classifier network in the second stage.
To train both networks, the total dataset is split
into 60% for training and 40% for testing. Both the au-
toencoder and classifier networks are then trained and
evaluated on subsets of these two datasets.
3.1 Preprocessing
The raw charge-waveforms, digitized from the core elec-
trode, span a time of 20 µs (Fig. 3a). In the first prepro-
cessing step, the baseline is subtracted and the wave-
forms are normalized to their total charge (Fig. 3b).
The normalized waveforms are then aligned in time so
that all of them reach a value of 0.5 at the same sample
number. We then trim the waveforms to a symmetric
1 µs window around the alignment point (Fig. 3c). The
aligned and trimmed waveforms consist of 256 samples
that cover the entire rise of the signal. Finally, a dif-
ferentiation step is performed to obtain the current-
waveform from the charge-waveform (Fig 3d) where in-
dividual peaks correspond to spatially separated energy
depositions in the detector. Thus, events with one dis-
tinguishable peak are assumed to be SS events while
events with multiple peaks are MS events.
3.2 Autoencoder
After preprocessing, the resulting current-waveforms
are used as input to the autoencoder. The autoencoder
is a convolutional neural network. Its layout consists
of two parts, shown in Fig. 4: the encoder extracts the
important features from the waveform, storing them
in a low-dimensional feature vector, and the decoder
attempts to reconstruct the waveform from the feature
vector.
In the encoder, a convolutional layer first performs
two convolutions with trainable filters on the 256-
dimensional input vector, producing two vectors of the
same length. Both filters have a length of nine samples
Fig. 3 Preprocessing steps shown for the MS event from
Fig. 1b (black curve) and a presumed SS event with 2578 keV
energy (gray curve). The raw waveforms (a) are baseline-
subtracted and normalized to a charge of one (b), aligned
at the intersection with a threshold of 0.5, then trimmed to
a 1 µs long window (c), and finally differentiated yielding the
current-signal (d).
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Fig. 4 Working principle of the autoencoder network. The
symmetric network first encodes an input current-signal (left)
into a low-dimensional feature vector (center) before decod-
ing, i.e. reconstructing the input from the feature vector
(right).
5plus a constant bias. The convolutional layer is followed
by an activation, applying a rectifying linear unit,
ReLU(x) ≡ max(0, x), to each value x of its input.
Next, a pooling operation quarters the time-resolution
from 256 to 64 by picking the maximum value of each
4 neighbouring samples across the vectors. A fully con-
nected layer then transforms the reduced vectors into a
low-dimensional vector. This operation is implemented
as a matrix multiplication where all entries of the
(2 ·64× feature vector dimension) matrix are trainable.
Another ReLU is applied to produce the feature vector.
The use of convolution, activation and pooling has
become common in computer vision research, where
2D convolutions on images are employed instead of 1D
temporal convolutions [14]. Since key operations of the
encoder depend on trainable parameters, the encoding
step is flexible and can map a wide variety of possible
functions. All trainable parameters are randomly
initialized before training. It is not possible to predict
what information each individual entry of the feature
vector will represent after training, and there is no
obvious interpretation of the feature representation.
Trials established that seven parameters in the fea-
ture vector are sufficient as input to a lightweight clas-
sifier network. Seven parameters are also enough to en-
sure that all waveforms are reconstructed with sufficient
accuracy and that the training converges reliably. The
encoder, with only two hidden layers, proves to be pow-
erful enough to capture the underlying structure of the
waveforms, as will be discussed in section 4.
The layout of the decoder mirrors the encoder: it
consists of a fully connected layer followed by a ReLU
activation, a four times upsampling operation and a de-
convolution. The goal of the decoder during training is
to reconstruct the original waveform from the feature
vector. The mean squared error (MSE) is used to mea-
sure the accuracy of the reconstruction and as the loss
function to be minimized during training:
LMSE =
1
2NM
∑
n∈D
∑
i∈S
(
xn,i − x∗n,i
)2
, (1)
where, D denotes the training data containing N
events, S the set of the M = 256 sample indices of
each waveform and x and x∗ represent a value of the
reconstructed and the original waveform, respectively.
Both encoder and decoder are trained together as
a single network that tries to reproduce the input
waveform. This way, the encoder learns to extract the
information from the waveform that yields the most
faithful reconstruction, focusing on the underlying
structure rather than the noise of the signal.
In principle, all recorded events could be used to
train the autoencoder since no labels are required.
Input ClassificationFeature vector
Encoder
Classification
… …… … …
Fig. 5 Architecture of the combined network consisting of
the encoder to extract feature vectors followed by the smaller
classification network to identify events as SS or MS.
However, we discard events with energies lower than
1000 keV as they are less relevant for 0νββ decay
searches and are more affected by noise.
Because of their more complex pulse shapes, MS
events require more information to model than SS
events. However, our dataset contains more similar-
looking SS events than MS events. To counteract this,
we drop a fraction of SS events to balance the datasets,
leaving 725k events. This filter is based on the A/E
value and drops a large fraction of SS events which
look almost identical except for noise. Discarded events
are chosen randomly to prevent introduction of a bias.
Examples of current waveforms and their re-
constructions are shown in Figs. 4 and 10. The
reconstructions exhibit the same shape as the original
waveforms but lack the high-frequency noise due
to its high entropy. A quantitative analysis of the
reconstruction quality is presented in section 4.
3.3 Classifier
The training of the autoencoder is followed by the train-
ing of the classifier network. The DEP and FEP events
serve as the SS and MS training datasets, respectively
(see section 2). Their small difference in energy ensures
that the noise level is very similar for the two peaks, an
additional safeguard that prevents the training to be
influenced by varying signal-to-noise ratios.
The classification network takes the low-
dimensional feature vector as input. Two fully
connected layers consisting of 10 and 5 neurons with
ReLU activation functions process the feature vector
and an output layer produces a single value, c ∈ (0, 1),
which is correlated to the probability of a given event
to be SS (see Fig. 5).
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Fig. 6 Distribution of the output, c, of the combined
encoder+classifier network for the test dataset (bin size
X: 10 keV, Y: 0.02). The autoencoder is trained on events
above 1000 keV and the classifier on events from the DEP
(mostly SS) and FEP (mostly MS). The DEP events cluster
around 0.9 while the peaks containing mostly MS events are
centered at about 0.3.
With the described network architecture, the classi-
fier has a total of 141 trainable parameters. The train-
ing set contains around 30 times as many events per
class to ensure that the classifier cannot overfit and
remember individual events from the training dataset.
This lightweight network architecture is only possible
because the underlying structure of the raw waveforms
has already been extracted by the autoencoder. Again,
we use MSE loss (see equation 1) for training but adjust
only the parameters of the classifier network, leaving
the previously trained autoencoder unchanged.
The output values of the classifier are shown in
Fig. 6 for the complete test dataset. They demonstrate
that the peaks are classified as expected: DEP events
are clustered around 0.9, while events from MS peaks
cluster below 0.5.
4 Verification
We verify our method using the test dataset, which
has 405k events above 1000 keV. Out of these, 232k
events deposited energy in segment 1 and are there-
fore labeled as single-segment or multi-segment (see
section 2). First, the reconstruction accuracy of the au-
toencoder is examined on the whole test dataset be-
fore the discrimination performance of the combination
of encoder and classifier (E+C) is evaluated on events
with single-segment/multi-segment labeling.
The autoencoder is trained to keep as much relevant
information of the waveform as possible when encoding.
To assess its performance, we define the reconstruction
error, εn, of an event n as the normalized RMS differ-
ence between the original and reconstructed waveform
εn ≡ 1
σn
√∑
i∈S
(xn,i − x∗n,i)2. (2)
Here, σn denotes the noise level of the normalized wave-
form from event n, so ε is constructed to be independent
of this noise. A small ε thus indicates that much of the
information from the original pulse is contained in the
reconstruction. For ε = 1, the reconstruction error is
equivalent to the deviation expected from noise only.
Figure 7 shows the distribution of ε as a function of
energy. Single-site events are reconstructed with high
accuracy since their consistent shape makes them easy
to learn. As a result, SS events from the DEP form
a Gaussian-like distribution around ε ≈ 1. Multi-site
events, on the other hand, are more difficult to recon-
struct since they comprise events with multiple peaks
in the current waveform. Therefore, the gamma lines
dominated by MS events, like the FEP, contain more
events with less accurate reconstructions.
Generally though, ε is small and even complex sig-
nal structures of MS or rare outlier events are usu-
ally reconstructed well, indicating that the feature vec-
tor encodes all important waveform characteristics. In
addition, studies of similar network architectures have
shown that the information loss of autoencoder recon-
structions can primarily be attributed to the decoder
part of the network [15], which is not used for our clas-
sification. For these reasons, the extracted feature vec-
tors constitute an ideal basis for the second classifica-
tion stage and classification performance is not affected
by the information loss.
To evaluate the performance of the classifier,
we introduce a variable discrimination threshold.
Events above the threshold are classified as SS events
and accepted, while the ones below are classified as
MS events (background) and rejected. Varying this
threshold results in different survival fractions for each
gamma peak. The SS fractions of the test datasets
resulting from a specific threshold are detailed in
table 2.
Figure 8 shows how the survival fraction of DEP
events and the rejection of FEP events vary depending
on the discrimination threshold. All survival fractions
are obtained from a binned fit of a linear background
plus a Gaussian to the peaks in the energy spectrum.
From our MC simulations, we know that 93% of true
7Fig. 7 Distribution of the normalized reconstruction error,
ε, of the autoencoder as a function of energy (left) and its
marginalized distribution for events with an energy between
1000 and 3000 keV (right).
Table 2 Classification of events in the test datasets. The
class assignment is based on the output, c, of the combined en-
coder+classifier network. Events are counted as SS if c > 0.6
(maximum class separation threshold). The given uncertain-
ties are statistical only.
Dataset Event count Classified SS (%)
DEP ± 4 keV 4.3 k 82.8± 1.4
FEP ± 4 keV 4.1 k 28.4± 0.8
SEP ± 4 keV 6.0 k 21.7± 0.6
Tl-FEP ± 4 keV 29.4 k 14.1± 0.2
0.2 0.4 0.6 0.8
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%
Discrimination threshold
Fr
ac
tio
n 
of
 e
ve
nt
s
DEP
FEP rejection
recognition
Fig. 8 SS event recognition and MS event rejection efficien-
cies as a function of the discrimination threshold on the clas-
sifier output for the DEP (mostly SS) and the FEP (mostly
MS). Inside the highlighted areas, more events are accepted
or rejected than the peak contains of the associated class.
Table 3 Classifications by the neural network (discrimina-
tion threshold of 0.6) of single-segment and multi-segment
events.
Single-site Multi-site
Single-segment 65 k 35 k
Multi-segment 26 k 106 k
DEP events (excluding Compton background) are SS
and 96% of true FEP events are MS. Higher recognition
or rejection rates necessarily accept or reject too many
events. These areas are highlighted in Fig 8.
For our classifier, a discrimination threshold of 0.6
yields maximum class separation efficiency with 90%
FEP rejection at 90% DEP recognition. At this thresh-
old, 90k of the 232k events in the test dataset which
have energy depositions in segment 1 are classified as
SS and 141k events as MS. In the same dataset, 100k
events are labeled as single-segment and 132k as multi-
segment. Table 3 shows the number of events classi-
fied as SS and MS for both single-segment and multi-
segment events.
Of all single-segment events, 65% are classified as
SS and 80% of the multi-segment events are classified
as MS. The relatively high fraction of single-segment
events that are classified as multi-site is not surpris-
ing because gammas can cause multiple energy depo-
sitions within one segment, resulting in single-segment
MS events.
5 Discussion
In order to assess the overall discrimination perfor-
mance of our method, we compare it to the performance
of the A/E technique currently employed for BEGe
type detectors by 0νββ experiments (see section 1).
The A/E survival fractions are calculated with the
same fitting method, described in section 4. Figure 9
compares the rejection power of the combined E+C
network with the power of the A/E method for equal
DEP survival fractions.
Despite the similarity of the two performance
curves, the classifiers are fundamentally different and
often do not agree in their classifications. While A/E is
based on a single parameter (the maximum current di-
vided by the total deposited energy), the E+C network
takes the whole waveform into consideration. Using
a threshold chosen to result in a 90% DEP survival
fraction, the two methods assign different classes to
about 10% of all events. The two methods can therefore
be regarded as complementary. The events classified as
SS by the E+C network and as MS by A/E account for
880% 90% 100%0%
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100%
DEP efficiency
FE
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Fig. 9 Rejection power of the combined encoder+classifier
network (E+C) compared to the A/E discrimination algo-
rithm.
about three quarters of these events and 52% of them
are labeled as single-segment. On the other hand, 79%
of the events classified as SS by A/E but classified as
MS by E+C are multi-segment, and therefore almost
certain to be true MS events. This demonstrates that
the E+C network can identify certain types of MS
events that are incorrectly classified as SS by the A/E
method.
These differences in classification become clear
when examining specific waveforms. Figure 10a shows
a 2618 keV event that deposited all energy in seg-
ment 1. The rise in the charge-pulse starts more
abruptly than with most SS events and the current-
waveform shows larger-than-normal noise fluctuation
just before its peak. While A/E classifies this as SS,
the E+C network classifies it as MS.
The waveform of the multi-segment 1334 keV event
in Fig. 10b, classified in the same manner, looks similar
except for multiple small substructures in the signal.
However, as only about half of the energy is deposited in
segment 1, it is almost certainly multi-site. Part of the
energy may be deposited close to the contact, causing a
high peak in the current waveform which in turn causes
A/E to misclassify it as SS. Our test dataset contains
about 4500 events of this type.
Figure 10c shows an event with all energy deposited
in segment 1. Events at such high energies are almost
exclusively coincidence events, i.e. events caused by two
or more gamma rays depositing energy at the same
time. It can also clearly be identified as MS from the
multiple-peak structure in the current-pulse and both
A/E and E+C classify it as such. This demonstrates
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Fig. 10 Example pulses illustrating different classifications
of the A/E and the encoder+classifier (E+C) methods. Left:
The charge-signal waveforms, also indicating the core energy
(in keV), the energy in segment 1 and the energy in other
segments. Right: The preprocessed current-signal waveforms
(gray curves) with their autoencoder reconstructions (green
curves), indicating the event classifications and output value
of the E+C network and the class predicted by the A/E
method.
that segment information alone is not sufficient to de-
tect all MS events.
All machine learning techniques heavily rely on the
quality of their training data since no prior knowledge
of physical processes is assumed. It is therefore remark-
able that the E+C network matches the performance of
the physics-based A/E method despite our small and
impure training dataset.
The electronics of our detector system has a rela-
tively low noise level compared to larger scale experi-
ments. It has been demonstrated, using Gerda data,
that our classification is robust in the presence of differ-
ent types of noise or variation in waveform shape due
to changes of detector or amplifier characteristics over
9time [16]. This robustness stems from the fact that the
classifier only depends on the extracted features equiv-
alent to the denoised waveform. This is an advantage
over the A/E method, of which the classification per-
formance directly depends on the noise level: The low
noise level of the data used in this work can be seen as
a best-case scenario for A/E.
6 Conclusions
We have demonstrated the use of two different deep-
learning based neural networks in combination to
achieve state-of-the-art discrimination performance
for single-site / multi-site recognition for germanium
detectors. By splitting the discrimination method into
two independent stages, a feature extraction and a
classification stage (E+C), only a small subset of all
training data needs to be labeled. The first stage is
a feature-extraction performed by an autoencoder. It
drastically reduces the dimensionality of the data while
retaining the essential characteristics of the waveform.
This network is trained in an unsupervised fashion, so
no class labels are required. Using only seven feature
parameters, the waveforms are approximated with
sufficient accuracy.
The classification network that operates on the ex-
tracted feature vectors has been shown to be competi-
tive in discrimination performance with the widely used
A/E algorithm, despite being trained on a small and
impure dataset.
Our method is currently limited by the volume and
purity of the training data. We are working on an accu-
rate pulse shape simulation that could provide arbitrary
amounts of high-purity synthetic training data. Assum-
ing the simulation reaches a sufficient level of accuracy,
one might also be consider to train the autoencoder
on measured data and the classifier on simulated data.
This would combine the properties of a real detector
system, especially its noise characteristics, with a clas-
sifier trained on synthetic data with pure labels.
Due to their fundamentally different approach it
may also be profitable to combine our E+C method
with the A/E method, this may result in an even
more powerful background rejection scheme. One way
to achieve this would be to adjust the classification
thresholds and only accept an event if both methods
classify it as SS. As has been shown, the A/E technique
fails to reject certain types of multi-site events, e.g.
events with energy depositions close to the detector
contact. Since the E+C network has access to the
whole waveform shape, it can identify them like any
other MS event.
The E+C method presented here is powerful enough
to encode and classify events in an automated fash-
ion for a large number and different types of detectors
without manual corrections [16]. It has the potential to
be a valuable background rejection technique for the
next generation of 0νββ decay experiments, e.g. LEG-
END [4].
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