決定木によるレポート評価のルール抽出に関する研究 by 金 博匯
修 士 論 文 の 和 文 要 旨
研究科・専攻 大学院 情報システム 学研究科 社会知能情報学 専攻 博士前期課程
氏 名 金博匯 学籍番号 1351004
論 文 題 目 決定木によるレポート評価のルール抽出に関する研究
要 旨
近年、CSCL(Computer Supported Collaborative Learning)による協調学習に基づいた学習者同士
によるお互いの成果の相互評価手法であるピア・アセスメント（Peer Assessment）が注目されてい
る。ピア・アセスメントが○1 学習者をより自律的にさせ、学習動機を高める；○2 他者の意見から学
習者の内省を促進する；○3 他者を評価することにより、他者の成果から学び、自己の内省を促すこ
とができる○4 経歴が似た学習者同士からのフィードバックは、理解しやすい○5 教師の負担を軽減す
る○6 学習者へのフィードバックのバラエティが広がる○7 評価結果の信頼性は高くなるといった利
点を持ち、現代の学校教育で重要な役割を果たしている。
関連研究として、石橋らは、学生が書いたレポートをピア・アセスメントにより評価し、評価
の総合得点を学習者にフィードバックしている。レポート作成時における学生の創意工夫を誘発
し、学生は評価者の視点を意識してレポートを書くようになり、よいレポートを書くという方向に
学生の動機づけを誘導すると報告された。藤原らは情報処理入門科目において、個々の学習者の評
価特性を考慮してクラス全員のレポートの平均を補正したフィードバック機能をもったピア・アセ
スメント支援システムを使用した実践を行い、補正値をフィードバックされた評価者は評価能力が
向上したが、補正前の評価値のみをフィードバックされた学習者の評価能力は向上しておらず、評
価値を補正したほうが効果的ということを示した。
しかし、学習者のレポート評価が、どのようなプロセスで行われているかは明らかにされてい
ない。そこで本論文では、決定木によるレポート評価のルール抽出を行った。具体的には、学習者
のレポートを、学習者にピア・アセスメントによって評価させる。その評価結果を用いて決定木を
学習する。その際、レポートのピア・アセスメント評価項目を決定木のノードで表し、ルールを抽
出し分析を行った。それにより、人がレポートを読んでいる時、構成と論証がより重視され、文献
引用、表現方法、読みやすさなどの要因が的確にレポートの質に影響を与えているとわかった。ま
た、評価者自身において男性が女性より採点の点数が低く、年上は年下ほど評価が厳しくなく、学
生とパートに比べ、学生のほうは採点基準が厳しいといった結果を得た。そのようなレポート評価
のプロセスを明らかにすることにより、学生が評価者の立場からレポートの作成能力を学べると考
える。
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4第１章 はじめに
近年、学校現場では知識注入主義から Vygotsky[1]に代表される社会的構
成主義に移行しつつある。社会的構成主義では、学校における教育法を○1 モデ
リング(modeling)：学習者が観察・模倣できるように教師が課題遂行の成功例
を見せる、○2 コーチング(coaching)：学習者が課題を模倣する間，教師が観察・
励まし・ヒント・アドバイスなどのあらゆる学習促進を与える、○3 足場かけ
(scaffolding)：コーチングの一部とも解釈されるが、学習者の課題実行を支援
して成功に導くことであり、学習者の能力に適応的に提供される。最終的には
支援は減少し、フェーディングさせる、○4 詳述(articulation)：学習者が自身の
知識や思考を言語化し、外化する、○5 省察(reflection)：学習者が自身の遂行と
他者の遂行の差異を比較できるようにする、と○6 探索(exploration)：学習者自
身が解決すべき問題を発見できるような段階に導く，というプロセスで実験し
ようとしている。また、CSCL(Computer Supported Collaborative Learning)は、
LMS “Samurai”に統合され、さまざまな協調学習の普及に伴い、学習者同士
によるお互いの成果の相互評価、すなわち、ピア・アセスメント（Peer
Assessment）と呼ばれる評価手法が注目されてきている(例えば、[2]-[5])。ピア・
アセスメントの利点は植野[6]が以下のように述べている。
 相互評価をすることにより、学習者をより自律的にさせ、学習動機を
高める。
 他者からの意見は、単なる点数以上に学習者の内省を促進する。
 他者を評価することにより、他者の成果から学び、自己の内省を促す
ことができる。
5 経歴が似た学習者同士からのフィードバックは、理解しやすい。
 教師の負担を軽減するとともに、教師不在でも有用な学習者へのフィ
ードバックが促進される。
 教師が考えつきもしない有用なフィードバックを与えることや、フィ
ードバックのバラエティが広がる。
 成人学生の場合、教師一人で採点を行うよりも、多人数で評価を行っ
たほうが信頼性は高くなる。
上記の利点 1,2,3において、近年、日本でも、ピア・アセスメントが学習
者の動機を触発し、良い効果をもたらしてきたと実証した研究が多い。柴田ら
[7]は、情報関連基礎の作品制作で、webベースの相互評価システムを用いて互
いに評価させた後、その結果に基づいて評価レポートを作成させた。その結果、
他者のコメントに基づいて多くの学生が内省を誘発されたことが報告されて
いる。布施ら[8]は、ビデオオンデマンドとウェブデータベースを利用した相
互・自己評価システムを開発し、プレゼンテーションの授業で学習者の学習意
欲が向上したことを報告している。天野ら[9]は、協同での作品制作の中間段
階で、Webベースの相互評価システム[10]を用いた実践を行い、シンプルな評
価観点を学習コミュニティで共有することで、意見の交流が活発になったと述
べている。生田目[11]は、プログラミングの授業でレポート課題の学生同士で
の相互評価を行わせ、アンケートを実施することにより、学習者が評価される
ことの利点、評価することで得られる利点に関する要因を分析している。藤原
ら[12]は、相互評価を行っている際に、評価者の名前が告知されている場合、
お互いに本来より高い評価をする傾向にあることをデータより示している。さ
らに彼らは、これらの効果を生み出さないような評価者を自動的に選び出す機
能を持つ相互評価システムを開発している[13]。
上記の利点 7において、ピア・アセスメントによる評価の信頼性の向上に
関する研究も数多く行われている。Falchikov [14]は、小学生と中学生を対象と
して実験を行い、小学生に比べて中学生はより信頼性の高い評価がされていた
ことを報告している。Arnold [15]は、医学部での講義でピア・アセスメントを
導入し、公平で一貫した評価が行われていることを実証している。Orpen [16]
6は、大学における学生の学習成果について、教師の評価
と学生のピア・アセスメントとを比較し、平均では有意差が見つからなかった
こと、信頼性の意味では、教師一人の評価よりもむしろピア・アセスメントの
ほうが高いことを示した。植野ら[6]は自己開発した e-ラーニング・システム
で得られた大量の多段階評価のピア・アセスメントのデータを項目応答理論
[18]の 1つである Graded Item Response Modelに評価者の特性パラメータを加
えるという拡張をしている。それぞれのレポートに対して同一尺度上で合理的
な評価を行うことができ、それぞれの評価者の特性として、評価基準の厳しさ、
評価の一貫性を求めることができることが特徴としてあげられている。
本研究の着眼点は、上記の利点 5,6について、すなわち、学習者により有
用かつ多様なフィードバックを与えるためにレポートのピア・アセスメントの
プロセスを明らかにすることである。関連する研究は、石橋[17]は、100名学
生のいる授業の場合、一人ごとにレポート一本を提出させ、各学生が割り当て
られたレポートに中で、良いレポートだと思った順に順位(たとえば、1~8)を
つけさせている。結果を集計して表計算ソフトに入力し、平均点を計算し、標
準偏差を算出し、レポートの総合得点を学習者にフィードバックしている。こ
の方法を繰り返すことにより、学生が評価者の視点を取得でき、レポートを書
くことができるようになると報告された。Fujiharaら[13]は情報処理入門科目
において、個々の学習者の評価特性を考慮して補正したフィードバック機能を
もったピア・アセスメント支援システムを使った実践を行った。補正値をフィ
ードバックされた評価者は評価能力が向上したが、補正前の評価値のみをフィ
ードバックされた学習者の評価能力は向上しておらず、評価値を補正したほう
が効果的ということを示した。以上の研究は、コンピュータの使用にもかかわ
らず、ピア・アセスメントにおける学習者もしくは評価者へのフィードバック
で学習能力また評価能力が向上してきたというメリットを実証した研究であ
り、しかし、ピア・アセスメントによるレポート評価のプロセスをあきらかに
されていない。レポートの要因及び要因の重みについて、より明らかにする必
要があると考える。その要因を的確に把握しなければ、より効果的なフィード
バックができなくなり、学生レポートの作成能力も上がらない。とにかく、ピ
7ア・アセスメントを行う時、以下のポイントを明らかにしなければならない：
1 レポートの評価要因
2 要因の重み
そして、本研究では、決定木を用いてピア・アセスメントのプロセスと要
因を抽出することにより分析する。具体的には、決定木の理論、と応用を紹介
し、実際のレポートデータを使って学習したツールを通して分析する。
8第２章 レポートデータ
ここでは、実験を行うためにレポート課題の設定、ピア・アセスメントデ
ータの取得について述べる。具体的には、日本語学校の学生 22名にレポート
を作成してもらい、その中で 15名の方に完成したレポートをアンケートの形
でピア・アセスメントしてもらう。被験者の知識に関する日本語能力は、レベ
ル N2から N1までそれぞれ 7名と 8名となる。利用する実験レポートは 22通
となる。
2.1 レポート課題
レポートの課題は「産業革命期における新技術の創出に対応して、現在
ではどのようなものが生まれようとしているのであろうか。また、イノベーシ
ョンを起こすためのベンチャー精神の育成について、日本の文化、企業、個人
の観点からどのようにすればよいかまとめなさい。」で設定し、ピア・アセス
メントを実施した。また、すべての被験者はレポート作成応援の資料を読んだ
後に、レポートを作成する。
2.2 アンケート
レポートの評価プロセスを分析するには、最初のステップとして、評価
基準を作成する。成瀬[24]は、レポート課題をアカデミックな基準で評価する
には、オリジナリティのある主張があるか、かつそれを支える根拠・論証があ
るかなどの視点から判断する。そして、レポートの以下の特徴に基づいてアン
ケートを作成する：○1 三段構成；○2 見出し；○3 文献引用；○4 図表説明；○5 出所
9明記；○6 表現方法；○7 観点明確性；○8 キーワード含有率；○9 論理性；○10データ
の信頼性；○11論拠とデータの関連性；○12論証；○13オリジナリティ；○14読みやす
さ。また、アンケートは図 1のように作成した。
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図 1 ピア・アセスメントのアンケート調査
ピア・アセスメントを行う際に、ランダムに自分の状況の次第でお好みの
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レポートの数を選び、一通ずつを読んだ後に、アンケートを記入する。各評価
カテゴリに○１優秀；○２やや優秀；○３普通；○４やや不足；○５不足のように五段階
に分けられ、評価者が最初に「このレポートに対して総体評価をしてください」
に対して点数付け、質問の順に従って、15問を終わらせる。質問を解いた後、
自分の性別、年齢と職業を選択する。アンケート調査の結果は表 1にまとめた。
表 1 アンケート調査結果
レポート
番号
評価人数 性別 年齢層 職業
男性 女性 20代 30代 40代 学生 パート
1 8 5 3 8 0 0 6 2
2 5 3 2 4 1 0 5 0
3 5 4 1 3 1 1 5 0
4 7 5 2 7 0 0 7 0
5 7 5 2 4 2 1 7 0
6 8 6 2 6 2 0 8 0
7 5 5 0 3 2 0 5 0
8 7 7 0 7 0 0 7 0
9 7 6 1 5 2 0 7 0
10 5 3 2 5 0 0 5 0
11 5 4 1 4 1 0 5 0
12 5 5 0 5 0 0 5 0
13 8 7 1 7 1 0 8 0
14 7 5 2 7 0 0 7 0
15 8 5 3 8 0 0 8 0
16 6 5 1 4 1 1 6 0
17 6 4 2 6 0 0 4 2
18 11 8 3 10 1 0 7 4
19 10 9 1 10 0 0 10 0
20 9 8 1 7 2 0 9 0
21 13 12 1 10 2 1 13 0
22 5 5 0 5 0 0 5 0
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第３章 分類モデル
ここでは、本研究でレポートデータを分析するのに用いる分類モデルの背
景について述べる。具体的には、分類問題の導入から、幅広く用いられている
分類モデルについて紹介する。
3.1 分類問題
「分類問題」とは，データをそれぞれカテゴリに分類するものである。例
えばメールをスパムと非スパムに分類したり，文中の単語に名詞や動詞などの
品詞ラベルを割り振ったり，Webページの内容に応じて「スポーツ」や「政治」
などのジャンルに分類したりするのもすべて分類問題と見なすことである。
数学的には、以下のように定義することができる：
集合 C={y1,y2,y3,y4,..,yn}と I={x1,x2,x3,x4,..,xn}があるとする。また写像
y=f(x)を定義しておく。すべての xi ∊ Iに対し、yi=f(xi)が成り立てるような yi
は常にただ一つだけ存在する。
ここに、Cはクラス集合と呼び、Cの要素である yiはクラスと呼ぶ。Iは
事象集合と呼び、Iの要素である xiは事象と呼ぶ。
3.2 分類モデル
分類モデルは、名前が示唆するように、ある事象をどんな種類に所属する
かを決めるためのモデルである。今までの分類モデルがたくさんある。下記は
2006年度で IEEE(The Institute of Electrical and Electronics Engineers)により選ば
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れたデータマイニングで使われるトップ 10の分類モデルである。
1) C4.5とそれ以上のバージョン
2) K-meansアルゴリズム
3) サポートベクターマシン(Support Vector Machine)
4) アプリオリアルゴリズム(The Apriori algorithm)
5) EMアルゴリズム
6) ページランク(Page Rank)
7) アダブースト(AdaBoost)
8) k-近傍分類(kNN:k-nearest Neighbour Classification)
9) ナイーブベイズ(Naïve Bayes)
10) CART
何らかのデータが与えられた時、データに基づいて自動的に分類を行いた
い場合には、分類学習アルゴリズムによる分類予測（識別・判別などと呼ぶこ
ともある）を行うことが可能である。ただし、データが揃えた時に、どんな分
類モデルを使うべきかという問題に対して、目的を明らかにする必要がある。
分類学習のそれぞれの目的に対応するモデルの特性を紹介する。
分類予測に用いられる分類モデルは大まかに二つの分け方がある：○1 入力
データに対して、結果が計算・出力されるまでの過程を人間が追跡可能である
かどうかによって、ホワイトボックス型（追跡可能）とブラックボックス型（追
跡不可）と分けられ、○2 出力される分類モデルが属性集合で定義される空間の
類型において、線形モデルと非線型モデルと分けられる。次に、それぞれの視
点から、よく用いられる代表的な分類学習アルゴリズムを挙げている。
ホワイトボックス型・線形モデル
決定木
決定木は木構造をした意思決定を行うためのグラフである。与えられた
データから適切な決定木を作成することを、決定木の学習と呼ぶ。イメージと
しては、以下のような木構造を描く。
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図 2 決定木
この表では、花見に行くか否かについて「天気」「風速」「湿度」とい
う三つの要因に影響される事例を示している。表のデータにより学習した決定
木は下の図で示している。決定木は、質問を繰り返す事で、そのデータがどの
グループ（上記の例では Yesか No）に属するかを決定するものだから、答え
によってデータが良く分離される質問が良い質問と言える。上記の「天気」の
質問では、「雨」の答えはデータが分離されるが、「晴れ」と「曇り」では
Yesと Noが 1つずつ分かれ、完全に分離されていないので、次の質問が必要
になる。図のように或る質問と答えによって、データが半々になるのが最悪で、
数に偏りが出るほど良い状況（後の質問が少なくて済む）と言える。[19]
図 3 決定木の分類
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判別分析
判別分析とは、どちらのグループ（クラスタ、群）に属しているかが分
かっているデータがある時に、まだ分類されていないデータがどちらのグルー
プに属するかを推定する方法である。
図 4 判別分析
判別分析方法は線形判別関数法とマハラノビス距離法である。線形判別
関数法、一次関数 z = ax1+bx2+cの係数 a,b,cを相関比が最大となるように定め
る数学的な方法である。説明変数が二つの変数の場合、図 3の左側のように 2
グループの境界となる直線 ax+by+c=0を求めれば、式 ax+by+cの値の正負によ
ってどちらのグループに所属するかを判断することができる。1つの変数の正
規分布において、図 3の右側のように平均から遠くなるに従って確率密度関数
の値が小さくなる。[20]
ホワイトボックス型・非線形モデル
ロジスティック回帰
ロジスティック回帰は、ベルヌーイ分布に従う変数の統計的回帰モデ
ルの一種であり、ロジスティック回帰は判別分析と同じく、予測結果が 0 か
ら 1 の間を取るように、数式やその前提に改良が加えられている。0 から 1
の間ということは、例えば 0.4 のような確率で予測を行うとされる。 そして
そのために従属変数（被説明変数）に 2値の質的変数を用いている。
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ブラックボックス型・非線形モデル
 ニューラルネットワーク
ニューラルネットワークは、教師信号（正解）の入力によって問題に最適
化されていく教師あり学習と、教師信号を必要としない教師なし学習に分けら
れる。明確な解答が用意される場合には教師あり学習が、データ・クラスタリ
ングには教師なし学習が用いられる。結果としていずれも次元削減されるため、
画像や統計など多次元量のデータでかつ線形分離不可能な問題に対して、比較
的小さい計算量で良好な解を得られることが多い。
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第４章 提案手法
本研究では、ピア・アセスメントのプロセスを分析するために、決定木と
いう分類モデルを用いる。決定木は一般的に既知な情報から分類を行うものの、
本研究では決定木がホワイトボックス型分類モデルのもっている学習過程の
追跡可能という長所を利用し、レポートの評価データから学習した決定木を用
いて、ピア・アセスメントのプロセスを分析する。具体的には、被験者にレポ
ート課題に対する実験レポートを作成してもらい、レポート評価カテゴリを設
定してアンケートの形でピア・アセスメントを行う。レポート評価に影響して
いる要因を抽出するために決定木を学習する。また、ID3と C4.5アルゴリズ
ムでそれぞれ実験を行って結果を比較する。そこで本章では、決定木学習に主
なアルゴリズム（CART、ID3、C4.5）および決定木の枝刈りの説明について述
べる。
4.1 決定木による分類モデル
決定木は、意思決定ツリー、またデシジョンツリーとも呼ばれる分類モデ
ルであり、そのツールを利用する場合に、ツリーという構造を描き出し、最後
のアウトプットには分類の結果をプリントアウトする。例としては、学生が部
活動に参加するかどうかについてのデータに基づいて描いた決定木が以下の
図 4のように示す。
このツリーの構造は、ノードとそこから分岐したリーフで表している。矢
印はそのノードから分岐する条件を示し、データサンプルを示している親ノー
ドは次のノード、もしくはリーフへ引き渡される。リーフは、データサンプル
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はこれ以上分岐する必要がなく、すなわち、すべてのサンプルが同じクラスに
属するという意味であり、分類した結果を示す。上記の例では、「will go」も
しくは「will not go」とされる。また、決定木の意思決定プロセスを別の形で
表せる。それは以下の IF-ELSEである。
図 5 決定木と IF-ELSE
決定木はこの例のように与えられたデータサンプルから未知な知識を予
測によく使われるツールの一つであり、普通の分類モデルと比べて、利点があ
る。普通の分類モデルは、分類を行う時に分岐条件を提示しないため、特定の
場合には、（たとえば、本研究の場合、レポートの評価要因を抽出する）それ
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を解釈しなければならないのに対して、決定木はこのような IF THENの形に
よって分類の分岐条件を説明してくれた。それで、決定木は分類に対するルー
ルを捉えやすく、理解に易しいという性質がある。
4.2 決定木学習アルゴリズム
4.2.1 ジニ係数(CART)
ジニ係数は、そもそも経済学の分野では広く知られた名詞であり、従来、
社会における所得分配の均衡の程度を表すのに用いられている尺度である。具
体的には、0から 1の間に値をとり、0 に近ければ近いほど平等な社会と示し、
逆に 1に近いほど格差が大きくなり、不平等（高所得者への集中）な社会であ
るとされている。データマイニングの分野において、ジニ係数の 0は値の純粋
さ(Pureness）を表し、これ以上分割できない状態を意味する。一方、分類前の
データは比較的に 1に近い状態にあり、ジニ係数を 1から 0へ近づけていくよ
うに分類していくことが、決定木における分類の考え方である。
CART(Classification And Regression Tree)は決定木の一つであり、バイナ
リ・セグメントという方法を再帰的に用い、各再帰操作に元のデータサンプル
を二つのサブサンプルセットに分岐し、そのようにゲットした非リーフノード
はそれぞれ二つの子ノードを持っているようになる。そして、CARTはバイナ
リツリーである。ただし、目的変数は離散値をとっている場合、分類木
(Classification Tree)と呼び、連続値の場合、回帰木(Regression Tree)と呼ぶ。
CARTは分岐する際に、各説明変数および各変数の可能な値ごとに確認
することにより、最適分岐を見つけ出す。たとえば、離散値{x,y,z}の場合、す
べて可能なバイナリ・セグメントは{{x,y},{z}}や{{x,z},{y}}と{{y,z},{x}}であ
るが、連続値を処理する時に、「候補ノード」という概念を用いる。説明変数
xが可能な値は n個とし、「候補ノード」は隣の二つの値の平均値(x[i]+x[i+1])/2
とされている。それで、「候補ノード」は n-1個があると分かっている。その
n-1個ノードによって得た分岐中で、最適分岐を選ぶ出すために、それぞれの
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分岐で情報の不純さが減少してきた程度の順に従ってソートする。ここで、上
記で言及した情報の純粋さを測る尺度であるジニ係数が以下に定義する:
データセット Dにおいて、k = 1,2,3,...,cがクラスを表し、cがクラスの数
にする;ノード Nのジニ係数が以下のように計算することができる:



c
k
kPNGini
1
21)(
ここに、Pkがノード Nにおいて各クラス kが割り当てられたデータ数によ
る確率(頻度)、Gini(N) = 0の時、すべてのデータサンプルが同じクラスに所属
すると意味している。
ノード Nから分岐しようとする子ノードが Aと Bにする。最適分岐を見
つけるために、各「候補ノード」のジニ係数を計算し、分岐が終わった後の不
純さの減量が最大になった場合は、最適分岐である。また、分岐した後の不純
さの減量が以下のように計算する:
ここに、mと nはそれぞれノード Aとノード Bにおいてデータサンプル
の数が親ノード Nにおいての割合である。Gini_gainが最大になった場合は最
適分岐である。
4.2.2 ID3と C4.5
ID3と C4.5は決定木において流行っているアルゴリズムであるが、決定
木の分岐条件を決める際に、エントロピーというものを中心に展開する。エン
トロピーとジニ係数で最も異なる点は、必ずしも分岐が二つに限らない。3.1
で挙げた例では、各変数が 2値しかないため、木の分岐は 2と変わらないが、
たとえば、「天気」変数が「雨」、「晴れ」、「曇り」など三つ、さらに五つ
になる場合、それを加味してもっと適切な多分岐を作らなければならない。そ
の時、決定木の構造が複雑になり、計算量が大きくなる場合がある。
ID3（C4.5）が最適分岐を見つけ出すために、ジニ係数のかわりに、情報
)()()()(_ BGininAGinimNGiniNgainGini 
24
量という指標を用いる。確率として表現すれば、ある一回の実験から得た結果
によって、このデータセットの混乱状態をはかるものである。情報量と確率の
関係は以下のようになる：
決定木の場合、最適分岐を探る時には、親ノートと「候補ノード」の間に、減
少した情報量の程度によって最適な分岐を選び出す。そのため、図 2の例とし
て、下のように各データサンプルにおける情報量の加重平均（平均情報量、こ
れをエントロピーと呼ぶ）を算出する。エントロピーは以下のように計算する：
)(log)( 2
1
i
m
i
i PPDInfo 


ノード Aにおいてのエントロピーは以下のように算出する：
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||
||)(
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ID3では、分岐前の親ノードのエントロピーと分岐後の「候補ノード」の平
均エントロピーの差（情報増量）を利用する：
)()()(_ DInfoDInfoAGainnInformatio A
「候補ノード」の中で、情報増量が最大になるノードは、最適分岐として決
定木を成長させる。図 1の例では、「風速」の情報増量は 0.423が、それを最
初の分岐にすると情報増量が最大のため、最適分岐をするわけである。「風速」
で「強い」の場合は、すべて Noに所属するため、リーフになる。しかし、「弱
い」の場合は、データが混ざっているので、「候補ノード」（「天気」と「湿
度」）においてそれぞれのエントロピーを計算する。（図 6）「天気」に分岐
すると、すべてのでーたが分類でき、ここで決定木の終わりにしてもよいが、
図 1の三層のツリーに比べたら、ID3アルゴリズムを用いると決定木が簡潔に
なれるとわかった。ところが、ID3を用いると、多くの枝に分離する属性ほど、
情報量 ＝ -log2（確率）
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エントロピー減少が大きくなる傾向があるため、最適分岐に選ばれた可能性が
ある 。そして、C4.5（またそれ以上のバージョン）では、情報利得比（Ratio of
Information Gain）が取り上げられた。情報利得比は以下のように算出すること
ができる：
)(
_)(
,
,
aEIV
GainnInformatioaEIGR
X
X 
ここに、IGは情報利得と表し、IVは分割情報量と呼ぶ。IVは以下のように
算出する：
Value(a)はある属性 aが取れる値の集合と表す。
C4.5と ID3に比べて、以下の改善点がある：[21]
○1 情報利得比を用いて、多くの枝に分離する属性ほど、エントロピー減
少が大きくなる傾向がある問題を解決した；
○２ 数値属性を離散化することにより、数値属性を処理できるようになる。
○３ 重みつきデータで取り扱えるようになる。
○4 ツリーが大きくなりすぎる場合、枝刈りを行うため、計算量を減らす。
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図 6 決定木の学習例
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4.2.3 決定木の枝刈り
決定木が大き過ぎた場合、すなわち、決定木が各属性を詳細的に考慮し、
すべてのリーフは単純なデータセットにしか含まない時には、オーバーフィッ
ティング(Overfitting)を生じする。オーバーフィッティングを避けるため、木を
小さくする必要がある。その操作は決定木の枝刈りと呼ぶ。枝刈りにおいて大
体「プリ・プルーニング」(pre-pruning)と「ポスト・プルーニング」(post-pruning)
がある。プリ・プルーニングとは、木が成長し過ぎるのを避けるために予め木
の最大深度を決める（それとも、リーフに含まれる最小サンプル数）。よく用
いられるポスト・プルーニングには、さらに REP(Reduced-Error Pruning)、
PEP(Pessimistic Error Pruning)と CCP(Cost-Complexity Pruning)の枝刈り方法が
ある。REP、PEPと CCPのような三つの方法とも、決定木を十分に成長させ
る上で(オーバーフィッティング発生)、誤差率の閾値を設定し、プルーニング
された木の誤差率を計算しながら、閾値を超えた限り、プルーニングが終了と
する。次、本研究で利用する C4.5アルゴリズムの用いた PEP方法について述
べる。
PEPは Quinlanら[22]によって提唱したノードごとに誤判定率に基づく決
定木のプルーニング方法である。その方法を用いると、別のテスト用データセ
ットを用意する必要はなくなる。枝刈りを実施する時、ルートノードから順番
にすべてのサブツリーを訪問する。サブツリーごとにそのサブツリーによって
分類したリーフノードの中で、サブツリーの代わりに最大のサンプル数を含め
るリーフノードを用いる。元のサブツリーと新サブツリー(リーフノード)によ
って誤判定率を比較する。Quinlanらは誤判定率のより真実的な推定値を得る
ために二項分布の連続性補正値を用いると提唱した。N(t)がノード tにおいて
データサンプル数とし、e(t)は誤判定にされたデータサンプル数とする。それ
で、ノード tにおいて誤判定率の推定値 r(t)は：
)(
)()(
tN
tetr 
その上、r(t)の補正値は以下のように表示する：
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ここに、0.5はペナルティ係数である。
あるサブツリー Ttにおいて誤判定率の推定値 r(Tt)は：


)(
)(
)(
iN
ie
Tr t
ここに iはサブツリー Ttが持っているリーフノードの数。
そして、r(Tt)の補正値は：
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ここに Lはリーフノードの数。
r’(t)と r’(Tt)において、同じデータサンプルを含めるため、  )()( iNtN
ノード tとサブツリー Ttそれぞれの誤判定率の補正値は以下をみなせる：
ノード t： 5.0)()('  tetn
サブツリー Tt：   5.0)()(' LieTn t
一般的に、同じデータサンプルを含めるサブツリーとノードにおいて、サ
ブツリーによる誤判定率はノードより低いが、補正値を加えた場合には、サブ
ツリーによる誤判定率は誤判定データサンプル数 )(ie だけに影響される
ことではなく、リーフノードの数 Lにも左右されるようになってきた。PEP
はサブツリー Ttがプルーニングされるべきかどうかについて、以下の基準に
従っている：
ノード tとサブツリー Ttそれぞれの誤判定率の補正値 )(' tn と )(' tTn の
差｜ )(')(' tTntn  ｜はサブツリー Ttの標準誤差値 SE(n’(Tt))により小さけれ
ば、サブツリー Ttをプルーニングする。
サブツリー Ttにおいて標準誤差値は以下に定義する：
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JOHN MINGERS[1989]は PEPが大成功を収めた枝刈り方法であると指摘
した。PEPは○1学習用のデータセットをそのままにテストできる；○2すべての
ノードを一度だけしか訪問しないため、実行速度が速いといった長所を備えて
いる。[23]
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第５章 分析実験
ここでは決定木を用いてピア・アセスメントのプロセス分析を行い、結果
を比較する。具体的には、ID3と C4.5を用いて学習したツリーによるピア・
アセスメントの結果の比較１、および評価者の性別、年齢層と職種に対し分散
分析を行うにより、レポート評価に影響を与える外部要因を示す。
5.1 実験方法
以下に実験の手順を説明する。（Weka-3-6-12使用）
（一）データの前処理
ウェカ（weka）を使用する前に、データを読み込むのに使う Arffファイ
ルを作成する必要がある。本研究で作った Arffファイルは図 7のように示す。
第 1行目は、ファイルの名前となる。第 2行目から第 16行目は、(@attribute
が冒頭）レポートの評価項目変数である。対応関係は表 2で示す。
structure 構成 title 見出し
reference 文献引用 chart 図表説明
source 出所明記 expression 表現方法
pointofview 観点明確性 comprehension キーワード含有率
logic 論理性 credibility データ信頼性
reliability データと論拠の関連性 argumentation 論証
originality オリジナリティ readability 読みやすさ
表 2 変数と評価項目の対応関係
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‘1’、‘2’、‘3’、‘4’、‘5’はそれぞれ“優秀”、“やや優秀”、“普通”、“やや不足”、
“不足”のレベルに対応する。第 17行目から（@dataが冒頭）は、離散化した
データサンプル。一番右側の列が、分類結果とされる。
図 7 weka用 ARFFデータファイル
図 8では、各評価項目から分離した枝に含まれる各データサンプルが最終
評価におけるばらつきを示す。各円柱は各評価項目によってレポートの総体評
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価の結果を表す。円柱の色は、下から上までは各項目が”優秀”、”やや優秀”、”
普通”、”やや不足”、”不足”と評価されたデータ数を示す。この図から直
接に分かることができるのは、 “reference”（文献引用）、“chart”（図表説明）
と“source”（出所明記）などの属性が、分類結果においてのばらつきが小さく、
これらの項目に基づいて最終の評価結果を予測しづらいということである。す
なわち、項目が分類結果においてのばらつきが大きいほど、その項目から得ら
れる情報が多いである。
図 8 各属性において最終評価の状況
（二）ID3で枝刈り無しの決定木を描き、10-fold 交差検証
図 9で示すのは、第四章で挙げた 14個評価属性に対して 10倍交差検証
を用いた ID3アルゴリズムに基づく決定木の学習結果とである。木が大きな規
模を持っているが、細部の多くが残されたため、評価ルールを抽出しやすいと
考える。ID3から抽出した評価状況は表 3で示す。（優秀とやや優秀の場合だ
けを検討する）
図表説明
表現方法 観点明確 キーワード含
有率
論理性 データ信
頼性
関連性 論証
オリジナリティ 読みやすさ
文献引用見
出
出所明記
構成
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評価 第一要因 第二要因 第三要因 第四要因 第五要因
優秀 構成
（優秀）
キーワード含有率
（やや優秀）
見出し
（優秀）
文献引用
（やや不足）
優秀 構成
（優秀）
キーワード含有率
（普通）
図表説明
（優秀&やや不足）
優秀 構成
（優秀）
キーワード含有率
（普通）
図表説明
（不足）
文献引用
（やや不足）
出所明記
（不足）
優秀 構成
（やや優秀）
文献引用
（優秀）
論証
（優秀）
図表説明
（普通）
優秀 構成
（やや優秀）
文献引用
（優秀）
論証
（やや優秀）
オリジナリティ
（優秀）
優秀 構成
（やや優秀）
文献引用
（優秀）
論証
（普通）
見出し
（普通）
優秀 構成
（やや優秀）
文献引用
（やや優秀）
見出し
（優秀）
図表説明
（優秀）
優秀 構成
（やや優秀）
文献引用
（やや優秀）
見出し
（優秀）
図表説明
（普通）
出所明記
（優秀）
優秀 構成
（やや優秀）
文献引用
（やや不足）
キーワード含有率
（やや優秀）
優秀 構成
（やや優秀）
文献引用
（やや不足）
キーワード含有率
（普通）
データ信頼性
（普通）
優秀 構成
（やや優秀）
文献引用
（不足）
観点明確性
（普通）
優秀 構成
（普通）
図表説明
（優秀）
論理性
（優秀）
論証
（やや優秀）
文献引用
（やや優秀）
優秀 構成
（普通）
図表説明
（優秀）
論理性
（やや優秀）
文献引用
（やや優秀）
優秀 構成
（普通）
図表説明
（やや優秀）
出所明記
（優秀）
見出し
（やや優秀）
文献引用
（不足）
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評価 第一要因 第二要因 第三要因 第四要因 第五要因
優秀 構成
（普通）
図表説明
（やや優秀）
出所明記
（やや優秀&普通）
優秀 構成
（普通）
図表説明
（普通）
観点明確性
（やや優秀）
優秀 構成
（やや不足）
論理性
（やや優秀）
図表説明
（普通）
見出し
（やや不足）
優秀 構成
（やや不足）
論理性
（やや優秀）
図表説明
（不足）
優秀 構成
（やや不足）
論理性
（普通）
見出し
（優秀）
文献引用
（普通）
優秀 構成
（不足）
見出し
（普通）
文献引用
（優秀）
やや優秀 構成
（優秀）
キーワード含有率
（優秀）
観点明確性
（優秀&やや優秀）
やや優秀 構成
（優秀）
キーワード含有率
（優秀）
観点明確性
（普通）
文献引用
（やや不足）
やや優秀 構成
（優秀）
キーワード含有率
（普通）
図表説明
（不足）
文献引用
（やや優秀&普通）
やや優秀 構成
（優秀）
キーワード含有率
（普通）
図表説明
（不足）
文献引用
（やや不足）
出所明記
（やや優秀）
やや優秀 構成
（やや優秀）
文献引用
（優秀）
論証
（優秀）
図表説明
（優秀）
やや優秀 構成
（やや優秀）
文献引用
（やや優秀）
見出し
（優秀）
図表説明
（やや優秀）
やや優秀 構成
（やや優秀）
文献引用
（やや優秀）
見出し
（優秀）
図表説明
（普通）
出所明記
（やや不足）
やや優秀 構成
（やや優秀）
文献引用
（やや優秀）
見出し
（普通&やや不足）
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評価 第一要因 第二要因 第三要因 第四要因 第五要因
やや優秀 構成
（やや優秀）
文献引用
（普通）
見出し
（やや優秀）
やや優秀 構成
（やや優秀）
文献引用
（やや不足）
キーワード含有率
（普通）
データ信頼性
（やや優秀）
やや優秀 構成
（やや優秀）
文献引用
（不足）
観点明確性
（優秀）
やや優秀 構成
（普通）
図表説明
（優秀）
論理性
（やや優秀）
文献引用
（普通&やや不足）
やや優秀 構成
（普通）
図表説明
（優秀）
論理性
（普通）
やや優秀 構成
（普通）
図表説明
（やや優秀）
出所明記
（優秀）
見出し
（普通&やや不足）
やや優秀 構成
（普通）
図表説明
（やや優秀）
出所明記
（やや不足）
やや優秀 構成
（普通）
図表説明
（普通）
観点明確性
（優秀）
やや優秀 構成
（普通）
図表説明
（やや不足）
表現方法
（優秀&不足）
やや優秀 構成
（普通）
図表説明
（やや不足）
表現方法
（やや優秀）
キーワード含有率
（普通）
やや優秀 構成
（普通）
図表説明
（不足）
データ信頼性
（優秀&やや優秀）
やや優秀 構成
（普通）
図表説明
（不足）
データ信頼性
（普通）
見出し
（普通）
やや優秀 構成
（やや不足）
論理性
（優秀）
見出し
（優秀）
やや優秀 構成
（やや不足）
論理性
（優秀）
見出し
（やや優秀）
文献引用
（優秀）
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評価 第一要因 第二要因 第三要因 第四要因 第五要因
やや優秀 構成
（やや不足）
論理性
（優秀）
見出し
（普通）
キーワード含有率
（やや優秀）
やや優秀 構成
（やや不足）
論理性
（優秀）
見出し
（やや不足）
図表説明
（やや優秀）
文献引用
（やや優秀）
やや優秀 構成
（やや不足）
論理性
（優秀）
見出し
（不足）
出所明記
（やや不足&不足）
やや優秀 構成
（やや不足）
論理性
（やや優秀）
図表説明
（普通）
見出し
（普通）
やや優秀 構成
（やや不足）
論理性
（やや優秀）
図表説明
（やや不足）
文献引用
（普通）
やや優秀 構成
（やや不足）
論理性
（普通）
見出し
（やや不足&不足）
やや優秀 構成
（不足）
見出し
（優秀&やや優秀）
表 3 ID3によるレポート評価状況
ID3の場合は、以下のようなルール が得られる：
ルール 1：「構成」が「優秀」と判定される場合、「キーワード含有率」
は「普通」の以上、「見出し」が「優秀」であれば、レポートに「優秀」の最
終評価を獲得することができる。
ルール 2：「構成」が「やや優秀」と判定される場合、「論証」、「見出
し」、「観点明確性」と「キーワード含有率」のいずれかが「普通」の以上、
「図表説明」、「データ信頼性」、「オリジナリティ」のいずれかが「普通」
の以上、レポートに「優秀」の最終評価を獲得することができる。
ルール 3：「構成」が「普通」と判定される場合、「図表説明」が「普通」
の以上、「論理性」、「出所明記」、「観点明確性」のいずれかが「やや優秀」
の以上であれば、レポートに「優秀」の最終評価を獲得することができる。
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ルール 4：「構成」が「やや不足」と判定される場合、「論理性」が「普
通」の以上、「見出し」が「優秀」であれば、レポートに「優秀」の最終評価
を獲得することができる。
ルール 5：「構成」が「不足」と判定される場合、「見出し」が「普通」、
「文献引用」が「優秀」であれば、レポートに「優秀」の最終評価を獲得する
ことができる。
ルール 6：「構成」が「優秀」と判定される場合、「キーワード含有率」
が「普通」の以上、「観点明確性」が普通の以上、「文献引用」が「やや不足」
の以上であれば、レポートに「やや優秀」の最終評価を獲得することができる。
ルール 7：「構成」が「やや優秀」と判定される場合、「論証」と「観点
明確性」のいずれかが「優秀」もしくは「見出し」と「キーワード含有率」の
いずれかが「普通」の以上、「図表説明」と「データ信頼性」のいずれかが「や
や優秀」の以上であれば、レポートに「やや優秀」の最終評価を獲得すること
ができる。
ルール 8：「構成」が「普通」と判定される場合、「論理性」と「データ
信頼性」のいずれかが「普通」の以上もしくは「表現方法」と「出所明記」の
いずれかが「やや不足」の以上もしくは「観点明確性」が「優秀」、「見出し」、
「キーワード含有率」と「文献引用」のいずれかが「普通」の以上であれば、
レポートに「やや優秀」の最終評価を獲得することができる。
ルール 9：「構成」が「やや不足」と判定される場合、「論理性」が「普
通」の以上、「図表」説明が「やや不足」の以上、「見出し」と「文献引用」
のいずれかが「普通」の以上もしくは「キーワード含有率」と「図表説明」が
いずれかが「やや優秀」、「文献引用」が「やや優秀」以上であれば、レポー
トに「やや優秀」の最終評価を獲得することができる。
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ルール 10：「構成」が「やや不足」と判定される場合、「見出し」が「や
や優秀」の以上であれば、レポートに「やや優秀」の最終評価を獲得すること
ができる。
キーワード含有率=1
キーワード含有率=2
キーワード含有率=3
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キーワード含有率=1
キーワード含有率=3
キーワード含有率=2
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キーワード含有率=1&2
キーワード含有率=3
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キーワード含有率=2
キーワード含有率=3
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図 9 ID3による決定木
（三）C4.5で枝刈り有りの決定木を描き、10-fold 交差検証
図 10で示すのは、14個評価属性において 10倍交差検証を用いた C4.5
による学習した決定木である。枝刈りにより、木が小さくなってきたが、構造
も簡潔になる。C4.5は意思決定の際、レポート評価に影響しているいくつか
の主要因が正しく抽出され、二次的要因が適度に廃棄されたと分かった。それ
によって、レポートの評価過程をより明らかにさせ、学習者にとって、レポー
トを書く時に、抽出した要因に踏まえて意識的に書くのがより効率的になれる
と言える。評価者として、より迅速かつ正確にレポートの評価を行うことがで
きる。C4.5から抽出したルールは表 4で示す。(優秀とやや優秀の場合だけを
検討する)
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表 4 C4.5によるルールの抽出結果
評価ルール 項目 1 項目 2 項目 3 項目 4 評価
パターン 1 論証
（優秀）
文献引用
（優秀）
キーワード含有率
（優秀）
優秀
パターン 2 論証
（優秀）
文献引用
（優秀）
キーワード含有率
（やや優秀）
優秀
パターン 3 論証
（優秀）
文献引用
（不足）
読みやすさ
（優秀）
優秀
パターン 4 論証
（やや優秀）
表現方法
（優秀）
見出し
（優秀）
キーワード含有率
（やや優秀）
優秀
パターン 5 論証
（やや優秀）
表現方法
（優秀）
見出し
（やや不足）
構成
（優秀）
優秀
パターン 6 論証
（やや優秀）
表現方法
（優秀）
見出し
（やや不足）
構成
（やや優秀）
優秀
パターン 7 論証
（やや優秀）
表現方法
（やや優秀）
図表説明
（優秀）
見出し
（優秀）
優秀
パターン 8 論証
（やや優秀）
表現方法
（やや優秀）
図表説明
（優秀）
見出し
（やや優秀）
優秀
パターン 9 論証
（やや優秀）
表現方法
（やや優秀）
図表説明
（不足）
オリジナリティ
（やや優秀）
優秀
パターン 10 論証
（やや優秀）
表現方法
（普通）
図表説明
（優秀）
優秀
パターン 11 論証
（普通）
出所明記
（やや優秀）
図表説明
（優秀）
優秀
パターン 12 論証
（普通）
出所明記
（やや不足）
読みやすさ
（やや優秀）
優秀
パターン 13 論証
（優秀）
文献引用
（優秀）
やや
優秀
パターン 14 論証
（優秀）
文献引用
（やや優秀）
やや
優秀
パターン 15 論証
（やや優秀）
表現方法
（優秀）
やや
優秀
パターン 16 論証
（やや優秀）
表現方法
（やや優秀）
やや
優秀
パターン 17 論証
（普通）
出所明記
（優秀）
やや
優秀
パターン 18 論証
（普通）
出所明記
（やや不足）
読みやすさ
（優秀）
やや
優秀
パターン 19 論証
（普通）
出所明記
（不足）
読みやすさ
（優秀）
やや
優秀
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キーワード含有率=1
キーワード含有率=2
キーワード含有率=3
キーワード含有率=4
キーワード含有率=5
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キーワード含有率=1
キーワード含有率=5
キーワード含有率=4
キーワード含有率=3
キーワード含有率=2
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図 10 C4.5による決定木
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データ信頼性=1
データ信頼性=2
データ信頼性=3
データ信頼性=4
データ信頼性=5
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5.2 ID3と C4.5の比較
ID3による決定木の利点は、データを活かしてすべての評価ルールを残し、
レポートの要因を抽出するのがより全面的になる。そのため、ノイズが混ざっ
ていても、モデルの精度への影響を最小限に抑えることができる。C4.5によ
る決定木は、枝刈りにより意思決定の精度が ID3より高く、学習した木は簡潔
になり、分かりやすいという利点が見られるが、枝刈りにより、一部分の項目
を削除したため、ルールの抽出するのが楽になるといえる。
5.3 外部要因の分析
ここには、性別、年齢層また職業である外部要因がレポートの評価に影響
があるかどうかを調べる。結果は表 5で示す。分析では、性別、年齢層、職業
をそれぞれ 1要因分散分析を行う(%5有意水準)。結果として、三つの要因は
すべて、5%の有意水準で有意差があると分かった。
一元配置分散分析
この結果から、性別、年齢層と職業がレポートの評価に影響を与えてい
ると分かる。そして、どれの要因（の組合せ）の影響がより顕著であるか、3
要因ともに分散分析を行う。結果は図 11で示した。（すべては 5%の有意水準
で有意）
要因
観測された分
散比 P-値 F 境界値
有意差あり(*)
性別 4.922769 0.033085 4.121338 *
年齢層 5.624288 0.00762 3.267424 *
職業 5.686772 0.024995 4.241699 *
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図 11 各要因の相互作用関係
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縦軸は評価レベル：（１：優秀；２：やや普通；３：普通；４：やや不足；
５：不足）を離散化した数値を計算した平均値となる。（値の高いほど評価が
厳しい）。
この結果から、年齢層と職業の交合作用に注目する。学生の場合、若いほ
ど評価が厳しく、パートの場合、年上のほど評価が厳しいと分かる。年齢層と
職業の曲線の位置は、まったく逆になっている交差形パターンである。それは、
年齢層も職業もレポート評価に影響が与えるが、交差していると交互作用が保
留したと分かる。
年齢層と性別の交合作用に注目する。男性の場合、20代において、若い
ほど評価が厳しいと分かる。しかし、30代に入って、状況が逆になる。とこ
ろが、20代の女性が若いほど評価が厳しくなく、30代の女性が若いほど評価
が厳しいと言える。年齢層と性別の曲線は、まったく共通な部分がなく、すな
わち、年齢層と性別とともにレポート評価に影響が与えるが、交差していると
交互作用はなくなるという意味である。
性別と職業の交合作用に注目する。男性と女性の場合が同じく、パートと
比べて、学生のほうが評価が厳しいと分かる。性別と職業の図形は、ほぼ平行
線になり、すなわち性別も職業もレポート評価に影響が与えるものの、交互作
用が弱く、しかし、性別の影響がより著しいと示した。従って、ピア・アセス
メントに関して、外部要因において評価者の年齢と職業が常にレポート評価に
影響を与えていると言える。
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第６章 終わりに
本研究では、決定木を用いてレポートの評価ルールを抽出することにより、
ピア・アセスメントのプロセスを分析した。具体的には、レポートの課題を設
定して詳細な評価カテゴリを作成しアンケートの形で評価を実施した。ID3と
C4.5アルゴリズムで学習した決定木を用いて、レポートの評価ルールを木の
ノードで抽出して要因を分析した。
分析実験により、ID3の場合は、属性「構成」がルートノードになり、す
なわち、「構成」は評価者がアセスメントする時、一番重視される項目である。
次に、「論証」、「キーワード含有率」、「観点明確性」、「論理性」などの
内容的なカテゴリに注目されると分かる。
C4.5による結果は、ID3と大きく異なり、「論理」が一番重視される評価
基準とされる。次に、「キーワード含有率」、「オリジナリティ」と「読みや
すさ」のような、ID3が良く抽出しないルールをピックアウトしている。C4.5
と ID3を比較すると、木の構造がより簡潔で、ルールが簡単に抽出することが
できる。
最後に、評価者の性別、年齢層と職種に対し、それぞれ 1要因分散分析を
行うことにより、その要因はレポート評価に影響を与えるかどうかを調べた。
また、3要因の分散分析をおこない、結果として、「年齢層」と「職業」は常
にレポート評価に影響を与えると言える。
今後の課題として、本文で得た結論に基づいてレポートの評価を機械化に
することである。「表現方法」、「論理性」などの人工的作業を自動的にさせ、
レポートを採点する。今後は、先端的機械学習アルゴリズムを取り組み、その
機能を実現することを課題としようと思う。
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