Abstract. We use a hypernetwork to automatically generate continuous functional representation of images at test time without any additional training. More precisely, the hypernetwork takes an image and returns weights to a target network representing the image. Since obtained representation is continuous we can easily inspect the image at various resolutions. Finally, because we use a single hypernetwork responsible for creating individual image models, similar images have similar weights of their target networks. As a consequence, interpolation in the space of weights of target networks representing images shows properties similar to that of generative models. To experimentally evaluate the proposed mechanism, we apply it to image super-resolution. Despite of using a single model for various scale factors, we obtained the results comparable to existing super-resolution methods.
Introduction
Image is typically represented as a two-dimensional pixel matrix. This can be seen as an incomplete view of an image, as we only have an access to a finite number of pixels. This discrete representation does not cover the whole information of real continuous image, which causes several practical disadvantages. First of all, we cannot easily look at the image at different scales. It is also impossible to perform typical mathematical operations, e.g. differentiation or applying continuous filters. In particular, to efficiently process images by convolutional networks for, e.g. classification task, we scale them to the same resolution at the preprocessing stage. Finally, storing large number of high resolution images needs substantial amount of memory.
In this paper, we focus on creating a generic mechanism for representing an image as a continuous function, which could eliminate most of the above problems. Clearly, one could use classical linear or quadratic interpolation for this task, but selected class of functions may be too small or too rich. On the other hand, every image can be successfully represented with a use of neural network, but there is no point in training separate model for each image. Moreover, constructed representations for similar images could be different in this case. We are solving this issue by introducing another neural network (hypernetwork) able to train individual image models. Given an image, the hypernetwork produces a specific neural network (target network), which is an approximation of the input image. Target network is a function f :
, which for every coordinates pair (i, j) returns a corresponding pixel intensity.
Instead of creating the whole architecture of target network, the hypernetwork returns only the weights to its fixed architecture. This allows to effectively train both hypernetwork and target networks at the same time using stochastic gradient descent. An important consequence is that we obtain a single hypernetwork trained for all images. Given a new image, the hypernetwork returns its functional representation at test time without additional training. Because of using a single hypernetwork responsible for creating individual image models, similar images are described by similar target networks.
It is well-known that true images represent a manifold embedded in high dimensional space. In consequence, it is difficult to interpolate between two images in the pixel space and not to fall out of the distribution of true images. In contrast, the geometry of target networks weights is less complex (Section 4.1). We verified that simple linear interpolation between weights of target networks representing images leads to natural images ( Figure 1 ). Moreover, due to the continuity of this representation, we are not stuck to a fixed resolution, but can operate on a continuous range of coordinates. To confirm this property we applied our approach in super-resolution task (Figure 2) . In contrast to typical super-resolution methods, which are trained for a single scaling factor, our model is able to upscale the image to any size. While its effects are competitive to existing approaches (Section 4.2), we can also use non-standard scales at test time ( Figure 3) .
For a convenience of the reader, we outline the content of the paper. The following section describes related works. In third section, we recall basic facts about hypernetworks and introduce our model. In the fourth section, we experimentally investigate the geometry of target network space and apply the proposed approach in the super-resolution. Fifth section contains the conclusion. 
Related work
There are two common approaches for creating neural networks by other networks. In the first one, we focus on generating the whole network architecture. This issue was attacked by employing reinforcement learning [23] or genetic algorithms [15] . Although this allows to create novel architectures from scratch, it is very time and resource consuming. In the second approach, we assume a predefined architecture of the network and focus on generating correct weights by another network. Our approach belongs to the second group.
Hypernetworks were introduced in [7] to refer to the network generating the weights to a target network solving a specific task. The authors aimed to significantly reduce the number of trainable parameters by designing a hypernetwork with less number of parameters than the target network being generated. Making an analogy between hypernetworks and generative models, the authors of [16] , used this mechanism to generate a diverse set of target networks approximating the same function. This is slightly similar to our technique, but instead of creating multiple networks for the same task, we aim at generating individual network for each task (image). In [16] , the hypernetwork was used to directly maximize the conditional likelihood of target variables given input. Moreover, hypernetworks were also applied in Bayesian context [10] , [13] . Finally, the authors of [3] , [20] , [12] used the hypernetwork mechanism to create or improve the search of the whole network architecture.
Functional image representation
In this section, we introduce our functional image representation. First, we describe our learning model and define its cost function. Next, we discuss the architectures of hypernetwork and target network.
Hypernetwork model
3 be a function describing the image. In practice, we only observe pixel intensities at a fixed grid. To improve this discrete representation, we aim at creating a function:
which approximates RGB values of each coordinate pair
Our objective is to find an optimal weight vector θ ∈ Θ for every image.
In the simplest case, T θ can be obtained by linear or quadratic interpolation. However, its restriction to a given class of functions may be insufficient to cover the rich structure of images. To account higher flexibility, one could model every image by a specific neural network T θ . Nevertheless, training separate network for each image using backpropagation may be computationally inefficient.
We approach this task by introducing a hypernetwork
which for an image x ∈ X returns weights θ to the corresponding target network T θ . In consequence, an image x is represented by a function T ((i, j); H ϕ (x)), which for any coordinates (i, j) ∈ [0, 1] 2 returns corresponding RGB intensities of image x ∈ X.
To use the above model, we need to train the weights ϕ of hypernetwork. For this purpose, we minimize classical mean square error (MSE) over training images. More precisely, we take an input image x ∈ X and pass it to H ϕ . The hypernetwork returns weights θ to target network T θ . Next, the input image x is compared with the output from a target network T θ over known pixels. In other words, we minimize the expected mean square error over training set of images:
Observe that we train only a single neural model (hypernetwork), which allows to produce a great variety of functions at test time. In consequence, we might expect that target networks for similar images will be similar (see experimental section). In contrast, if we created individual network for every image, such an identification would be misleading.
Architecture
In this part, we present the architectures used for creating functional image representation. Target network. An architecture of the target network is supposed to be simple and small. This allows to keep the performance of training phase at the highest possible level as the target network is not directly trained. Moreover, small networks can be easily reused for other applications.
The target network consists of five fully-connected layers, see Figure 4 . The layers' dimensions are being gradually increased. This is happening up to the middle layer. Later on, they are being decreased. This is because steep transitions of layers' dimensions negatively affect the learning ability of neural network. Additionally, batch normalization is done between each layer [9] . We have chosen a cosine to be an activation function between two consecutive layers [6] , which worked much better than ReLU for our purpose. An activation function for the last layer is sigmoid. Since the size of hyper-network's output depends on the number of trainable parameters in the target network, we used residual connections in the target network. No convolutions were used, because the input of the target network is too simple.
Hypernetwork. Hypernetwork is a convolutional neural network with some modifications, see Figure 5 . We created an eight layered network with one residual connection. To reduce the number of trainable parameters, we adapted an approach used in the inception network [17] . More precisely, instead of n × n convolution, we used 1 × n convolution followed by a n × 1 convolution. To generate the weights for each target network's layer, we designed the following process. The first few layers of the hypernetwork are common and take part in generating weights for every target network's layer. Next, they are split into different branches. There is a branch for each layer of the target network. The purpose of initial layers is to extract meaningful features from an input image. The following layers are supposed to find weights for the target network based on these features. This process led to faster training than creating a separate hypernetwork for each layer of the target network. ReLU was selected to be an activation function for every layer in the hypernetwork. Additionally, there is a batch normalization used after each layer. 
Experiments
In this section, we examine the proposed functional image representation. First, we analyze the space of target networks' weights and show some interesting geometrical properties. Next, we use the continuity of our representation and apply it to super-resolution. It is believed that high dimensional data, e.g. images, are embedded in lowdimensional manifolds [6] . In consequence, direct linear interpolation between images will not produce pictures from true data distributions.
Target networks geometry
In this experiment, we would like to inspect the space of target network weights. In particular, we verify whether linear interpolation between weights of two target networks produces true images. We use CelebA data set [11] with a trivial preprocessing of cropping central 128x128 pixels from the image and resizing it to the size of 64x64 pixels.
In test phase, we generate target networks for two images and take the linear interpolation between weights of these networks. Figure 6a presents exemplary images returned by interpolated target networks. In most cases, interpolation produced natural images which come from true data distribution (first four rows). It means that we transformed a manifold of images into more compact structure, where linear interpolation can be applied. It allows to suspect that similar images have similar weights to their target networks. Occasionally, interpolated weights led to unexpected artifacts (last row), which should be further analyzed in future. For a comparison, we generate classical pixel-wise interpolation between analogical examples. As can be seen in Figure 6b , the results are much worse, because of superimposition of images.
Going further, we verify a layer-wise interpolation. Namely, we take weights to one target network and gradually change weights of the first i layers in a direction to corresponding weights in the second target network. As can be seen in Figure 7 each layer may be understood as having different functionality, i.e. third layer is responsible for the general shape, while the last layer corrects the colors in the image. 
Super-resolution
The hypernetwork allows to describe every image as a continuous function (target network) defined on a unit 2D square. In consequence, we can evaluate this function on every grid and upscale the image to any size. In this experiment, we compare the effects of this process with super-resolution approaches.
To make this approach successful we feed the hypernetowrk with low resolution images and evaluate MSE loss on high resolution ones. More precisely, we take the original image of the size m × n, downscale it to k × l using bicubic interpolation and input it to the hypernetwork. The hypernetwork produces the weights to target network, which defines the functional representation of input image. To evaluate its quality, we take a grid of the size m × n on the image returned by target network and compare the values of this grid with pixels intensities of original image.
Since input images can have different resolutions, we split them into overlapping parts of fixed sizes. In consequence, the value at each coordinate is described by multiple target networks. To produce a single output for every coordinate at test phase, we take the (weighted) average of values returned by all target networks covering this coordinate. This also allows to smooth the output function. Moreover, we supplied a target network with an additional parameter α, which indicated the scaling factor.
To test our approach, we train the model on 800 examples from DIV2K data set [1] . Its performance is evaluated on Set5 [2], Set14 [19] , B100 [14] , and Urban100 [8] . As a quality measure we use PSNR and SSIM [18] , which are common score functions applied in super-resolution. Their high values indicate better performance of a model. We consider scale factors ×2, ×3, ×4.
As a baseline, we use bicubic interpolation. Moreover, we compare our approach with SRCNN [5] , which was a state-of-the-art method in 2016. We also include a recent state-of-the-art -RDN [22] . Our goal is to train a single hypernetwork model to generate images at various scales. This is more general solution than typical super-resolution approaches, where every model is responsible for upscaling the image to only one resolution. In consequence, it is expected that both SRCNN and RDN will perform better than our method. The results presented in Tables 1 and 2 demonstrate that our model gives significantly better performance than baseline bicubic interpolation (see also Figure 2 for sample result). Surprisingly, a single hypernetwork trained on all scales achieves a comparable performance to SRCNN, which created a separate model for each scale factor. It shows high potential of our model. Nevertheless, our model was not able to obtain as high scores as recent state-of-the-art in super-resolution. It might be caused by insufficient architecture of hypernetwork. In our opinion, designing similar architecture of hypernetwork to RDN should lead to comparable performance. The main advantage of our approach is its generality -we train a single model for various scale factors.
Conclusion
We presented the extension of hypernetworks mechanism, which allows to create functional image representation. Due to the continuity of representation, we were able to upscale the image to any resolution and obtained comparable results to specialized super-resolution models. We also observed that hypernetwork transforms a manifold of images to more compact space with a convenient topology. In particular, we were able to traverse linearly from one image to another (using the weighs of their target networks) and not fall out from the true data distribution.
In future, we plan to further explore the geometry of target network space. For example, we will try to use a distance in the space of weights as an alternative to typical square error loss used in many deep learning models, e.g. autoencoders or generative models. We will be also working on training continuous filters in convolutional neural networks. Furthermore, we will investigate other applications of the proposed representation. We will focus on inpainting to fill missing regions of image. Possible applications include other image restoration tasks, such as deblurring, denosing, deblocking, etc..
