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FIXED POINT ALGEBRAS FOR
WEAKLY PROPER FELL BUNDLES
DAMIÁN FERRARO
Abstract. We define weakly proper Fell bundles and construct exotic fixed
point algebras for such bundles. Three alternative constructions of such alge-
bras are given. Under a kind of freeness condition, one of our constructions
implies that every exotic cross sectional C*-algebra of a weakly proper Fell
bundle is Morita equivalent to an exotic fixed point algebras. The other con-
structions are used to show that ours generalizes that of Buss and Echterhoff
on weakly proper actions on C*-algebras. We also generalize to Fell bundles
the fact that every C*-action which is proper in Kasparov’s sense is amenable.
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Introduction
Green’s Symmetric Imprimitivity Theorem [14] implies that given a free and
proper action σ of a locally compact and Hausdorff (LCH) group G on a LCH space
X ; the full crossed product C0(X)⋊σG is strongly Morita equivalent to C0(X/G),
X/G being the space of σ−orbits. The “large fixed point algebra” of σ, Cb(X)σ, is
the set of fixed points of the the canonical action σ of G on Cb(X) determined by σ,
σt(f)(x) = f(σt−1(x)). Note Cb(X)σ is C*-isomorphic to Cb(X/G), hence C0(X/G)
is C*-isomorphic to a C*-subalgebra of the large fixed point algebra of σ. That is
why C0(X/G) is called a “fixed point algebra”.
Green’s Theorem may be used to show that σ is amenable in the sense that
C0(X)⋊σ G agrees with the reduced cross product C0(X)⋊rσ G. Indeed, let I be
the kernel of the regular representation C0(X)⋊σ G→ C0(X)⋊rσ G. This ideal is
induced from some ideal of C0(X/G), i.e. from a σ−invariant open set U ⊂ X. But
C0(U) is a σ−invariant ideal of C0(X), so using Green’s Theorem once again we
deduce that I = C0(U)⋊σ|U G. The only way of having C0(U)⋊σ|U G contained in
the kernel of the regular representation is if U = ∅, meaning that I = {0}.
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In [10] Kasparov used proper actions on LCH spaces in order to construct fixed
point algebras for actions on C0(X)−algebras. The same year Rieffel tried to give
a definition of proper action on a C*-algebra without using proper actions on LCH
spaces [15]. Rieffel starts with an action α of a LCH group G on a C*-algebra A
and seeks for a definition of proper action that allows him to establish a strong
Morita equivalence between A⋊α G and a C*-subalgebra of the (large) fixed point
algebra
M(A)α := {T ∈M(A) : α˜t(T ) = T, ∀ t ∈ G},
where α˜ is the natural extension of α to the multiplier algebra M(A).
Rieffel notices that certain Cc(G,A)−valued inner products are positive definite
in the reduced crossed product, but not in the full crossed product in general. Kas-
parov does not have this problem because his proper actions are always amenable
(the full and reduced crossed products agree).
Buss and Echterhoff introduced in [5] the concept of the weakly proper action.
Every Kasparov’s proper actions is weakly proper and any weakly proper action is
proper in Rieffel’s sense. Eventhoug not every weakly proper actions is amenable,
they are nice enough as to be able to prove that the Cc(G,A)−valued inner products
are positive in the full crossed product. Moreover, one even has Symmetric Imprim-
itivity Theorems for weakly proper actions [6] (generalizing Raeburn’s Symmetric
Imprimitivity Theorem [13]).
An interesting feature of weakly proper actions is that for every exotic crossed
product ⋊µ lying between the full ⋊u and reduced ⋊r, there exists a µ-fixed point
algebra Aαµ strongly Morita equivalent to A⋊µα G. So a weakly proper action α is
amenable (⋊u = ⋊r) if and only if it has only one exotic fixed point algebra.
There have been other attempts to define proper actions on C*-algebras that have
lead to study integrable (or square integrable) actions, see for example [6, 12, 16]
and the references therein. Our work can be seen as a generalization of Buss and
Echterhoff’s one to Fell bundles, which in turn generalizes Kasparov’s.
With some notational effort one can extend Buss and Echterhoff’s work to twisted
actions and to partial actions, separately. But a natural preservation instinct should
prevent everybody to try give a definition of “weakly proper twisted partial action”.
Twisted partial action are defined in [7], where it is shown that under certain
hypotheses a Fell bundles can be described as the semidirect product bundle of a
twisted partial action. This is of importance to us because it says that there is
a kind of natural action associated to every Fell bundle. Then (at least in some
cases) it should be possible to determine whether or not an action on a C*-algebra
is weakly proper using only the semidirect product bundle of the action. A step
further in this direction would be to state the definition of weakly proper action
itself using the semidirect product bundle. After this one should obtain something
very close to a definition of weakly proper Fell bundle. This is what we have done,
and we show our results in this work.
Quite often authors working with Fell bundles assume the bundles are saturated.
This is even true in some parts of [9], where Fell bundles are called C*-algebraic
bundles. But we do not want to assume our Fell bundles are saturated because the
semidirect product bundle of a C*-partial action (as considered in [7]) is saturated
if and only if the partial action is global (i.e. just an action).
The “test case” that motivated this work was the semidirect product bundle of a
partial action on a commutative C*-algebra or, equivalently, a C*-partial action on
a commutative C*-algebra. This turned out to be quite important in the general
theory, so we dedicate the first section of this work to study this test case.
In Section 2 we give the definition of a general weakly proper and Kasparov
proper Fell bundles. We also show that every Kasparov proper Fell bundles is
FIXED POINT ALGEBRAS FOR FELL BUNDLES 3
amenable. Finally, in the last section, we construct the fixed point algebra of a Fell
bundle and give three different ways of constructing these algebras.
1. Proper partial actions on LCH spaces
Let’s start by recalling some equivalent definitions of proper actions on LCH
spaces. Suppose σ is an action of the LCH group G on the LCH space X. Then σ
is proper if satisfies any (and hence all) the equivalent conditions:
(1) For every pair of compact sets, L,M ⊂ X, the set
((L,M)) := {t ∈ G : σt(L) ∩M 6= ∅}
has compact closure.
(2) For every pair of compact sets, L,M ⊂ X, the set ((L,M)) is compact.
(3) Them map G×X → X ×X, (t, x) 7→ (σt(x), x), is proper (the preimage of
every compact set is compact).
Let’s translate each one of the conditions above to partial actions and compare
the respective candidates for the definition of proper partial action. Assume σ :=
({Xt}t∈G, {σt}t∈G) is a LCH partial action, that is, σ is a topological partial action
in the sense of [2, Definition 1.1] with both G and X being LCH. The domain and
graph of σ are, respectively,
Γσ := {(t, x) ∈ G×X : x ∈ Xt−1}
Gr(σ) := {(t, x, y) ∈ G×X ×X : x ∈ Xt−1 , y = σt(x)}.
The natural translation of conditions (1-3) above are
(P1) For every pair of compact sets, L,M ⊂ X, the set
((L,M)) := {t ∈ G : σt(L ∩Xt−1) ∩M 6= ∅}
has compact closure.
(P2) For every pair of compact sets, L,M ⊂ X, the set ((L,M)) is compact.
(P3) The map Fσ : Γσ → X ×X, (t, x) 7→ (σt(x), x), is proper.
The following examples show the conditions above are not equivalent.
Example 1.1 ( [2, Example 1.2]). Let ϕ be the flow of the vector field f : R2 \
{(0, 0)} → R2, f(x, y) = (1, 0). Then ϕ defines a partial action of R on X :=
R2 \ {(0, 0) that we now describe. Given t ∈ R, let Xt be X \ {(st, 0): s ∈ [0, 1]}.
Then ϕt : X−t → Xt is given by ϕt(x, y) = (x+t, y).We leave to the reader to verify
that ϕ satisfies (P1). But ϕ does not satisfy (P2) because for the closed segments
L := [(−2, 1), (−1, 0)] and M = [(1, 1), (1, 0)], ((L,M)) = (2, 3] is not compact.
Example 1.2 ( [2, Example 1.4]). Let G := Z2 act partially on X = [0, 1] by the
partial action such that σ0 = idX and σ1 = id[0,1/2). Since every subset of G is
compact, σ satisfies (P2). But σ does not satisfy (P3) because Γσ = F
−1
σ (X ×X)
is not compact.
With the previous examples and some extra work one can show that
Proposition 1.3. For every LCH partial action σ it follows that (P3)⇒(P2)⇒(P1)
but none of the converses holds in general (as the previous examples show).
Proof. Assume σ satisfies (P3) and take two compacts sets, L,M ⊂ X. Take a net
{ti}i∈I ⊂ ((L,M)). Then for all i ∈ I there exists xi ∈ L∩Xt−1
i
such that σti(xi) ∈
M. Thus {(ti, xi)}i∈I ⊂ F−1σ (L × M) and there exists a sub net {(tij , xij )}j∈J
converging to some (t, x) ∈ F−1σ (L × M). Thus, x ∈ Xt−1 , x = limj xij ∈ L,
σt(x) = limj σtij (xij ) ∈ M and this implies limj ti,j = t ∈ ((L,M)). Hence (P
efitem:F is proper)⇒(P2).
The implication (P2)⇒(P2) is trivial because G is Hausdorff. 
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A key feature of proper actions is that one can construct fixed point algebras
with them. In the topological context this means that the orbit space is a LCH
space. So lets define the orbit space of a topological partial action an lets try to
see if any of the conditions (P1-P3) guarantees a LCH orbit space.
Definition 1.4. Let τ = ({τt}t∈H , {Yt}t∈H) be a topological partial action. The
orbit of a set U ⊂ Y is defined as [U ]τ := ∪t∈Hτt(U ∩Yt−1 ) and the orbit of a point
y ∈ Y is [y]τ := [{y}]τ . A subset U ⊂ Y is said to be invariant (or τ−invariant) if
[U ]τ ⊂ U (or, equivalently, U = [U ]τ ).
Note that U ⊂ [U ]τ because for t = e, τt(U∩Xt−1) = U. Besides, [U ]τ is invariant
because the properties of set theoretic partial actions imply
[[U ]τ ]τ =
⋃
t,s∈H
σt(σs(Xs−1 ∩ U) ∩Xt−1)
=
⋃
t,s∈H
σt(σs(Xs−1 ∩ U) ∩ σs(Xs−1 ∩Xt−1))
=
⋃
t,s∈H
σt(σs(Xs−1 ∩Xs−1t−1 ∩ U)) =
⋃
t,s∈H
σts(Xs−1 ∩Xs−1t−1 ∩ U)
⊂
⋃
t,s∈H
σts(Xs−1t−1 ∩ U) ⊂ [U ]τ ⊂ [[U ]τ ]τ .
Remark 1.5. If U ⊂ V ⊂ Y then [U ]τ ⊂ [V ]τ . This implies [U ]τ is the smallest
invariant set containing U. Note also that [U ]τ is open if U is.
Remark 1.6. The whole space fY is the disjoint union of the orbits of it’s point.
Indeed, it is clear that y ∈ [y]τ for all y ∈ Y. Assume y, z ∈ Y are such that
[y]τ ∩ [z]τ 6= ∅. Then there exists r, s ∈ H such that y ∈ Xr−1 , z ∈ Xs−1 and
τr(y) = τs(z). Hence, by de definition of partial action, y ∈ Xr−1 ∩ Xr−1s and
τs−1r(y) = τs−1(τr(y)) = z. Thus z ∈ [y]τ and this implies [z]τ ⊂ [y]τ . By symmetry
we get that [z]τ = [y]τ .
It is evident that the relation y ∼ z ⇔ [y]τ = [z]τ is an equivalence relation.
This relation is open in the sense that
[U ]τ = {z ∈ Y : [z]σ ∩ U 6= ∅}
is open if U is.
Definition 1.7. The orbit space of τ is Y/τ := {[y]τ : y ∈ Y }, the canonical projec-
tion is π : Y → Y/τ, y 7→ [y]τ , and the topology of Y/τ is {U ⊂ Y/τ : π−1(U) is open}.
The canonical projection is continuous, open and surjective. Hence the orbit
space of a topological partial action on a locally compact space is always locally
compact. The next example shows that condition (P2) does not guarantee a Haus-
dorff orbit space.
Example 1.8. Let G = Z2 act partially on X = [−2, 2] by the partial action
σ = ({σ0, σ1}, {X, (−1, 1)}) with σ0 := idX and σ1 : (−1, 1) → (−1, 1) given by
σ1(x) = −x. Then σ satisfies (P2) and [1]σ 6= [−1]σ, but every open invariant sub-
set containing 1 intersects every open invariant subset containing −1. Thus X/σ is
not Hausdorff, but it is locally compact.
Now we relate the orbit space of a topological partial action with the orbit space
of it’s topological enveloping action, as defined in [2, Definition 1.2]. The topological
enveloping action of τ is, up to isomorphism of actions, a topological (global) action
τe of H on a topological space Y e such that:
• Y is an open subset of Y e.
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• For all t ∈ H, Yt = Y ∩ τet (Y ).
• For all t ∈ H and y ∈ Yt−1 , τt(y) = τ
e
t (y).
• Y e =
⋃
t∈H σ
e
t (Y ) or, equivalently, Y
e = [Y ]τe.
Proposition 1.9. Let τ be a topological partial action of H on Y and τe the
enveloping action of τ, acting on the enveloping space Y e. Then the map Y/τ →
Y e/τe, [y]τ 7→ [y]τe, is defined and is a homeomorphism.
Proof. We claim that [y]τe ∩ Y = [y]τ , for all y ∈ Y. Indeed, it is clear that [y]τ ⊂
[y]τe∩Y. Conversely, if z ∈ [y]τe∩Y then there exists t ∈ H such that τet (y) = z ∈ Y.
Thus y ∈ Y ∩ τet−1(Y ) = Yt−1 and τt(y) = τ
e
t (y) = z. Hence z ∈ [y]τ .
The function Y → Y e/τe, y 7→ [y]τe , is continuous and constant in the τ−orbits.
Moreover, it is surjective because [Y ]τe = Y. Then there exists a unique continuous
and surjective map h : Y/τ → Y e/τe, h([y]τ ) = [y]τe . Note h is injective because,
if h([y]τ ) = h([z]τ ), then [y]τ = h([y]τ )∩ Y = h([z]τ )∩ Y = [z]τ . We also have that
h is open because if U ⊂ Y is open, then h([U ]τ ) = [U ]τe is open. 
The next result (together with the previous one) is our main reason to adopt
condition (P3) as the definition of proper partial action.
Proposition 1.10. Let σ be a LCH partial action of G on X and let σe be it’s
enveloping action, acting on the enveloping space Xe. Then the following are equiv-
alent:
(1) σe is a LCH and proper action.
(2) Given a net {(ti, xi)}i∈I ⊂ Γσ such that {(σti(xi), xi)}i∈I ⊂ X × X con-
verges (to a point of X×X), there exists a sub net of {(ti, xi)}i∈I converging
to a point of Γσ.
(3) σ satisfies condition (P3), that is: Fσ : Γσ → X ×X,Fσ(t, x) = (σt(x), x),
is proper.
Proof. Assume (1) and take a net {(ti, xi)}i∈I ⊂ Γσ such that (σti(xi), xi) →
(y, x) ∈ X × X. Take compact neighbourhoods of x and y, U and V, respectively.
Then there exists i0 ∈ I such that {(ti, xi)}i≥i0 ∈ F
−1
σe (U × V ). Hence there ex-
ists a sub net {(tij , xij )}j∈J converging to a point (t, z) ∈ G × X. We then have
z = limj xij = limi xi = x because X is Hausdorff and σ
e
t (x) = limj σ
e
tij
(xij ) =
limj σtij (xij ) = y ∈ X. Thus x ∈ X ∩ σ
e
t−1(X) = Xt−1 , meaning that (t, x) ∈ Γσ.
Now assume (2) holds and take a compact set L ⊂ X×X and a net {(ti, xi)}i∈I ⊂
F−1σ (L). Then {(σti(xi), xi)}i∈I ⊂ L has a converging sub net and, by passing to
a sub net again and relabelling, we get a sub net {(tij , xij )}j∈J converging to a
point (t, x) ∈ Γσ and such that {(σti(xi), xi)}i∈I converges to some (y, z) ∈ L.
We then have z = x and, by continuity, σt(x) = limj σtij (xij ) = y. This implies
(t, x) ∈ F−1σ (L). Now (3) follows because the net {(tij , xij )}j∈J ⊂ F
−1
σ (L) converges
to (t, x) ∈ F−1σ (L).
Suppose σ satisfies (3). Note that Xe =
⋃
t∈G σ
e
t (X) is locally compact because
it is the union of open locally compact subsets.
To show that Xe is Hausdorff it suffices, by [2, Proposition 1.2], to show Gr(σ)
is closed in G×X ×X. Take a net {(ti, xi, yi)}i∈I ⊂ Gr(σ) converging to (t, x, y).
Then {(ti, xi)}i∈I ⊂ Γσ and {(σti(xi), xi)}i∈I = {(yi, xi)}i∈I converges to (y, x).
By taking a compact neighbourhood of (y, x), L, and considering F−1σ (L) we get
a sub net {(tij , xij )}j∈J converging to some (s, z) ∈ F
−1
σ (L) ⊂ Γσ. Since G × X
is Hausdorff, (t, x) = (s, z) ∈ Γσ and by continuity we get σt(x) = limi σti(xi) =
limi yi = y. This means that (t, x, y) ∈ Gr(σ). Hence Gr(σ) is closed and Xe is
Hausdorff.
Take a compact set L ⊂ Xe ×Xe and a net {(ti, xi)}i∈I ∈ F
−1
σe (L). Then there
exists a sub net {(tij , xij )}J∈J such that {(σ
e
tij
(xij ), xij )}j∈J ⊂ L converges to a
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point (y, x) ∈ L. Take r, s ∈ G such that σes(y), σ
e
r(x) ∈ X. Note that
lim
j
σer(xij ) = σ
e
r(x) ∈ X lim
j
σestij r−1
(σer(xij )) = σ
e
s(y) ∈ X.
Since X is open in Xe there exists j0 ∈ J such that, for all j ≥ j0, σer(xij ) ∈ X and
σestij r−1
(σer(xij )) ∈ X.
Let U ⊂ X × X be a compact neighbourhood of (σes(y), σ
e
r(y)). Then the net
{(stijr
−1, σer(xij ))}j≥j0 is contained in F
−1
σ (U) and, by passing to a sub net and
relabelling, we can assume {(stijr
−1, σer(xij ))}j∈J converges. In particular we get
that {tij}j∈J converges to some t ∈ G. This implies {(tij , xij )}J∈J converges to
(t, x) and (t, x) ∈ F−1σe (L) because (σ
e
t (x), x) = limj(σ
e
tij
(xij ), xij ) ∈ L. 
Definition 1.11. A LCH partial action σ is proper if it satisfies the equivalent
conditions of Proposition 1.10.
At this point Proposition 1.10 becomes a machine to construct every possible
LCH proper partial action: just take a common LCH proper action and restrict it
to an ideal. For future reference we give an Example.
Example 1.12. Let G be a discrete group and denote τ the action of G on G by
multiplication. The restriction τ of σ to the singleton {e} is a proper partial action
because τe = σ and σ is proper. Note that for t ∈ G \ {e} the homeomorphism τt
is the empty function.
Remark 1.13. The orbit space of every LCH proper partial action σ is LCH. Indeed,
this in known to hold for global actions, in particular for σe. Hence the same holds
for σ by Proposition 1.9.
We hope to have exhibited enough reasons to adopt our definition of proper
partial actions.
2. Weakly proper Fell bundles
We start this section by constructing the basic examples of weakly proper Fell
bundles. Consider a LCH partial action σ = ({Xt}t∈G, {σt}t∈G) of G onX. The nat-
ural partial action ofG on C0(X) defined by σ, θ = θ(σ) := ({C0(Xt)}t∈G, {θt}t∈G),
is given by θt(f)(x) = f(σt−1(x)) for all f ∈ C0(Xt−1), x ∈ Xt.
In general, by a C*-partial action we mean a partial action on a C*-algebra
as in [2, Definition 2.2]. The correspondence σ  θ(σ) is bijective between LCH
partial actions and C*-partial actions on commutative C*-algebras.
Given a C*-partial action β = ({Bt}t∈G, {βt}t∈G) of G on B, the semidirect
product bundle of β, Bβ, is the Banach subbundle {(t, a) : a ∈ Bt, t ∈ G} of the
trivial Banach bundle B×G over G together with the product and involution given
by
(s, a)∗ = (s−1, βs−1(a
∗)) (s, a)(t, b) = (st, βt(βt−1(a)b)).
Exel defines (in [7]) semidirect product bundles even for twisted partial actions.
Although our theory will cover this kind of bundles, we will not have to deal with
them explicitly. Following Exel we will write aδs instead of (s, a). So Bsδs is ac-
tually the fibre (s,Bs) of Bβ over s ∈ G. This notation is convenient because we
canonically identify the fibre Beδe = Bδe (over the group’s unit e) with B. Under
this identification Bs is a C*-ideal of Bδe, not the fibre Bsδs.
In case B = C0(X) and β = θ(σ), we write Aσ instead of Bθ(σ). We call Aσ the
semidirect product bundle of σ.
Definition 2.1. The basic examples of weakly proper Fell bundle are the semidirect
product bundles of LCH and proper partial actions.
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For convenience we introduce some notation to be used quite frequently in the
rest of the work.
Notation 2.2. Given sets U and V, a topological vector spaceW, a binary operation
U × V → W, (u, v) 7→ u · v, and subsets A ⊂ U and B ⊂ V, we denote A · B the
closed linear span of {a · b : a ∈ A, b ∈ B}.
Recall from [1] (and from [3] for non discrete groups) that every Fell bundle
B = {Bt}t∈G defines a topological partial action αˆ of G on the spectrum Bˆe of the
unit fibre Be. Given t ∈ G, the set IBt := BtB
∗
t is an ideal of Be, so the spectrum
IˆBt is an open subset of Bˆe. The homeomorphism αˆt : Î
B
t−1 → Î
B
t is the Rieffel
homeomorphism associated to the IBt−1 − I
B
t −equivalence bimodule Bt; considered
with the left and right inner products (a, b) 7→ ab∗ and (a, b) 7→ a∗b, respectively.
The partial action αˆ described before is compatible with the natural quotient
map q : Bˆe → Prim(Be) (from the spectrum to the primitive ideal space) given
by q([π]) = ker(π), where [π] is the unitary equivalence class of the irreducible
representation π. This means that there exists a unique topological partial action
α˜ of G on Prim(Be) such that α˜t maps Ot−1 := Prim(I
B
t−1) bijectively to Ot =
Prim(IBt ) sending ker(π) to ker(αˆt(π)).
For a basic example B = Aσ we have αˆ = σ, so the identity Aσ = Aτ implies
σ = τ and there is no possible ambiguity in our last definition. It also follows that,
for an arbitrary LCH partial action σ, Aσ is a basic example of a weakly proper
Fell bundle if and only if σ is proper.
In order to motivate our definition of weakly proper Fell bundle, and to justify
the term “weakly proper” we are using, let’s put Buss and Echterhoff’s weakly
proper actions [6] in the context of Fell bundles.
A C*-action β of G on B is weakly proper if there exists a proper LCH action
τ of G on Y together with a *-homomorphism φ : C0(Y )→M(B) such that, with
θ = θ(σ),
(1) B = φ(C0(Y ))B. By Cohen-Hewitt’s Theorem this is equivalent to say
every b ∈ B admits a factorization b = φ(f)c.
(2) For all f ∈ C0(Y ), b ∈ B and t ∈ G, φ(θt(f))βt(b) = βt(φ(f)b).
In the situation above one can construct the function
Aτ × Bβ → Bβ, (fδs, bδt) 7→ φ(f)βs(b)δst,
which we interpret as an action of Aτ on Bβ. The properties satisfied by this action
motivate the following.
Definition 2.3. Let A = {At}t∈G and B = {Bt}t∈G be Fell bundles over G. We
say a function A × B → B, (a, b) 7→ a · b, is an action of A on B by adjointable
maps if
(1) For all a ∈ As, b ∈ Bt and s, t ∈ G, a · b ∈ Bst.
(2) For all s, t ∈ G and b ∈ Bt the function As → Bst, a 7→ a · b is linear.
(3) For all a, c ∈ A and b ∈ B, a · (c · b) = (ac) · b.
(4) For all a ∈ A and b, d ∈ B, (a · b)∗d = b∗(a∗ · d).
(5) For all b ∈ Be the function A → B, a 7→ a · b, is continuous.
We say the action is non degenerate if for all t ∈ G, (AtAt−1) ·Be = BtBt−1 (recall
Notation 2.2).
In the conditions of the Definition above there exists a unique *-homomorphism
φ : Ae → M(Be) such that φ(a)b = a · b. If we were working with semidirect prod-
uct bundles B = Bβ and A = Aσ, then this map φ would be exactly the map
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φ : C0(X)→M(B) (after the identification Ae = C0(X) and Be = B). The differ-
ence between weakly proper actions and Kasparov proper actions is that the latter
assume φ is central (i.e. the image of φ is contained in the centre ZM(Be)).
Definition 2.4. A Fell bundle B over G is weakly proper if there exists a basic
example of a weakly proper Fell bundle over G, A, and a non degenerate action of
A on B by adjointable maps. If, in addition, the map φ : Ae → M(Be) described
above is central, we say B is Kasparov proper.
Example 2.5. Every basic example of a weakly proper Fell bundle, say A, is weakly
proper. Indeed, one just needs to consider the multiplication of A as an action of
A on A.
We will show later (in Corollary 2.14) that a semidirect product bundle Aσ of a
LCH partial action σ is weakly proper if and only if σ is proper. So the Example
above produces all weakly proper Fell bundles coming from semidirect product
bundles of LCH partial actions.
The non degeneracy requirement in Definition 2.4 is motivated by condition (1)
in the example below (and to exclude the zero action).
Example 2.6 (Weakly proper partial actions). Consider a C*-partial action β =
({Bt}t∈G, {βt}t∈G) of G on B for which there exists a proper LCH partial action
σ = ({Xt}t∈G, {σt}t∈G) of G on X and a *-homomorphism φ : C0(X) → M(B)
such that, with θ = θ(σ):
(1) For all t ∈ G, Bt = φ(C0(Xt))B. By Cohen-Hewitt’s factorization Theorem
this implies for every b ∈ Bt and t ∈ G there exits f ∈ C0(Xt) and c ∈ Bt
such that b = φ(f)c.
(2) For all t ∈ G, f ∈ C0(Xt−1) and b ∈ Bt−1 , φ(θt(f))βt(b) = βt(φ(f)b).
Then the semidirect product bundle Bβ is weakly proper with respect to the action
(2.7) Aσ × Bβ → Bβ , (fδs, bδt) 7→ βt(φ(θt−1(f))b)δst.
Note that the map above is defined because φ(C0(Xt−1))Bs ∈ Bt−1 ∩ Bs, for all
s, t ∈ G. Thus βt(φ(C0(Xt−1))Bs) ⊂ Bt∩Bst. One can not define the action (2.7) if
in (1) one requires, for example, Bt = φ(C0(Xt))Bt. The reader may explore other
alternatives, but the author must say (1) is the only satisfactory condition he has
been able to find.
Is is not straightforward to verify (2.7) is an action by adjointable maps. After
some attempts to do this one feels that the computations needed are quite similar
to those necessary to show the semidirect product bundle of a C*-partial action is
a Fell bundle. We leave to the reader the adaptation of Exel’s method to do this,
see [7] (fortunately there are no twists here).
The action of a Fell bundle on another has some extra properties that we sum-
marize below.
Proposition 2.8. If A × B → B, (a, b) 7→ a · b, is an action of the Fell bundle
A = {At}t∈G on the Fell bundle B = {Bt}t∈G by adjointable maps then:
(1) For all s, t ∈ G the map As ×Bt 7→ Bst, (a, b) 7→ a · b, is bilinear.
(2) For all a ∈ A and b, c ∈ B, a · (bc) = (a · b)c.
(3) For all a ∈ A and b ∈ B, ‖ab‖ ≤ ‖a‖‖b‖ and (a · b)∗(a · b) ≤ ‖a‖2b∗b.
(4) The action A× B → B, (a, b) 7→ a · b, is continuous.
(5) For all t ∈ G, At · Be = Ae · Bt = Bt.
Proof. Clearly the map from (1) is linear in the first variable, to show it is linear
in the second variable take a ∈ As, b, c ∈ Bt and λ ∈ C. Then, with z := a · (b +
FIXED POINT ALGEBRAS FOR FELL BUNDLES 9
λc)− (a · b+ λ[a · c]),
‖z‖2 = ‖z∗z‖ = ‖(b+ λc)∗(a∗ · z)− b∗(a∗ · z)− λ[b∗(a∗ · c)]‖ = 0.
This implies z = 0, that is a · (b+ λc) = a · b+ λ[a · c].
The proof of (2) is quite similar to the previous one. If z = a · (bc)− (a · b)c, then
‖z‖2 = ‖z∗z‖ = ‖(bc)∗(a∗ · z)− c∗b∗(a∗ · z)‖ = 0.
Hence (2) follows.
To prove (3) take a ∈ As and b ∈ Bt and note that (a · b)∗(a · b) = b∗(a∗a · b). For
every c ∈ Ae there exists a unique φc ∈M(Be) such that φcx = c·x. In fact the map
φ : Ae →M(Be), c 7→ φc, is a *-homomorphism. Considering the fibre Bt as a right
Be−Hilbert module (with inner product 〈x, y〉 = x∗y) we have a non degenerate
*-homomorphism ϕ : Be → B(Bt) such that ϕ(x)y = xy. If ϕ : M(Be) → B(Bt) is
the unique extension of ϕ, then since every *-homomorphism between C*-algebras
is contractive we have
(a · b)∗(a · b) = b∗(a∗a · b) = 〈b, ϕ(φa∗a)b〉 ≤ ‖ϕ(φa∗a)‖〈b, b〉 ≤ ‖a
∗a‖b∗b = ‖a‖2b∗b,
where we have used that a∗a ≥ 0 in Ae. Then ‖a · b‖ = ‖(a · b)
∗(a · b)‖1/2 ≤ ‖a‖‖b‖.
To prove (4) take a net {(ai, bi)}i∈I ⊂ A × B converging to (a, b) ∈ A × B. Let
{(si, ti)}i∈I ⊂ G × G and (s, t) ∈ G × G be such that ai ∈ Asi , bi ∈ Bti , a ∈ As
and b ∈ Bt. Then si → s, ti → t, ai · bi ∈ Bsiti and siti → st.
Fix ε > 0. Then, since B has approximate units, there exists uε ∈ Be such
that ‖b − uεb‖ < ε(1 + ‖a‖)−1. Take iε ∈ I such that ‖bi − uεbi‖ < ε(1 + ‖a‖)−1
and ‖ai‖ < ‖a‖ + 1 for all i ≥ iε. Our construction implies that, for all i ≥ iε,
‖ai · bi − ai · (uεbi)‖ = ‖ai · (bi − uεbi)‖ < ε. Now the definition of action by
adjointable maps and claim (2) imply
lim
i
ai · (uibi) = lim
i
(ai · uε)bi = (a · uε)b = a · (uεb).
Besides, ‖a·b−a·(uεb)‖ < ε. Now we can use [9, II 13.12] to deduce that limi ai ·bi =
a · b, thus the proof of (4) is complete.
Regarding (5), by considering Bt as a right Be−Hilbert module we deduce that
Bt = BtB
∗
tBt = AtA
∗
t ·Bt ⊂ At · (At−1 · Bt) ⊂ At ·Be ⊂ Bt
and also that
Bt = BeB
∗
eBt = (AeA
∗
e · Be)Bt = Ae · (Ae · Bt) ⊂ Ae · Bt ⊂ Bt.
Now the proof is complete. 
The next Lemma may look harmless or even unnecessary, but it is of key impor-
tance to us because it relates a LCH partial action σ with the action of Aσ on a
Fell bundle.
Lemma 2.9. Let σ be a LCH partial action of G on X, B a Fell bundle over G,
Aσ × B → B, (a, b) 7→ a · b, a non degenerate action by adjointable maps and set
θ := θ(σ). If the map φ : Ae →M(Be), φ(x)y := x · y, is central, then
θt(f)δe · bc = b(fδe · c), ∀ t ∈ G, f ∈ C0(Xt−1), b ∈ Bt, c ∈ B.
Proof. Fix s, t ∈ G and f ∈ C0(Xt−1). The maps Bt × Bs → Bts given by (b, c) 7→
θt(f)δe · bc and (b, c) 7→ b(fδe · c) are continuous and bilinear. Besides Bt =
C0(Xt)δt · Be and Bs = BeBs, thus we may assume b = uδt · v and c = zw for
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some u ∈ C0(Xt), v ∈ Be, z ∈ Be and w ∈ Bs. By considering Bs and Bt as a right
Be −Be−Hilbert bimodules we deduce that
b(fδe · c) = (uδt · v)([fδe · z]w) = uδt · ([vφ(f)z]w) = uδt · ([φ(f)vz]w)
= uδtfδe · (vc) = θt(θt−1(u)f)δt · (vc) = θt(f)uδt · (vc)
= θt(f)δeuδt · (vc) = θt(f)δe · (uδt · (vc)) = θt(f)δe · bc.

In the C*-algebraic context, if A acts on B and B on C by non degenerate actions
by adjointable maps, then one can define a non degenerate action of A on C by
adjointable maps. This is also true for Fell bundles.
Proposition 2.10. Let A = {At}t∈G, B = {Bt}t∈G and C = {Ct}t∈G be Fell
bundles over G and A × B → B, (a, b) 7→ a · b, and B × C → C, (b, c) 7→ b ⋄ c,
non degenerate actions by adjointable maps. Then there exists a unique action by
adjointable maps A× C → C, (a, c) 7→ a ⋆ c, such that a ⋆ (b ⋄ c) = (a · b) ⋄ c for all
(a, b, c) ∈ A× B × C. Moreover, ⋆ is non degenerate.
Proof. Fix s, t ∈ G. In order to show there exists a unique bounded bilinear map
Fs,t : As × Ct → Cst such that Fs,t(a, b ⋄ c) = (a · b) ⋄ c for all (a, c) ∈ As × Ct and
b ∈ Be, it suffices to show that ‖
∑n
j=1(a · bj) ⋄ cj‖ ≤ ‖a‖‖
∑n
j=1 bj ⋄ cj‖, for all
n ∈ N, b1, . . . , bn ∈ Be and c1, . . . , cn ∈ Ct.
Take b1, . . . , bn ∈ Be and c1, . . . , cn ∈ Ct. Define u :=
∑n
j=1 bj ⋄ cj and v :=∑n
j=1(a · bj) ⋄ cj . Consider the map φ : Ae →M(Be) given by φ(x)y = x · y and let
φ : M(Ae)→ M(Be) be the unique extension of φ. If w is the positive square root
of ‖a‖2 − a∗a in M(Ae), then
‖a‖2u∗u− v∗v =
n∑
i,j=1
‖a‖2c∗i (b
∗
i bj ⋄ cj)− c
∗
i ([b
∗
i (a
∗a · bj)] ⋄ cj)
=
n∑
i,j=1
c∗i ([b
∗
i φ(w
∗w)bj ] ⋄ cj) =
n∑
i,j=1
(φ(w)bi ⋄ ci)
∗(φ(w)bj ⋄ cj) ≥ 0.
This implies ‖
∑n
j=1(a · bj) ⋄ cj‖ ≤ ‖a‖‖
∑n
j=1 bj ⋄ cj‖ (i.e. ‖v‖ ≤ ‖a‖‖u‖).
Now we define A × C → C, (a, c) 7→ a ⋆ c, in such a way that for a ∈ As and
c ∈ Ct, a ⋆ c = Fs,t(a, c). Clearly, ⋆ satisfies conditions (1) and (2) from Definition
2.3.
Take (a, b, c) ∈ A×B×C and (r, s, t) ∈ G3 such that a ∈ Ar, b ∈ Bs and c ∈ Ct.
In order to compute a ⋆ (b ⋄ c) we take an approximate unit of B, {uj}j∈J ⊂ Be.
Then the continuity of the actions and of the maps Fp,q (p, q ∈ G) implies
a ⋆ (b ⋄ c) = lim
j
a ⋆ (uj ⋄ b ⋄ c) = lim
j
(a · uj) ⋄ (b ⋄ c) = lim
j
(a · ujb) ⋄ c = (a · b) ⋄ c.
Now we show condition (3) from Definition 2.3 using the identity we have just
proved. For all a, d ∈ A and c ∈ C we have
a ⋆ (d ⋆ c) = lim
j
a ⋆ (d ⋆ [uj ⋄ c]) = lim
j
a ⋆ ((d · uj) ⋄ c) = lim
j
(a · (d · uj)) ⋄ c
= lim
j
(ad · uj) ⋄ c = lim
j
(ad) ⋆ (uj ⋄ c) = (ad) ⋆ c.
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To prove (4) from Definition 2.3 take a ∈ A and c, f ∈ C. Then
(a ⋆ c)∗f = lim
j
(a ⋆ (uj ⋄ c))
∗f = lim
j
((a · uj) ⋄ c)
∗f = lim
j
c∗((a · uj)
∗ ⋄ f)
= lim
j
lim
k
c∗((a · uj)
∗uk ⋄ f) = lim
j
lim
k
c∗(u∗j (a
∗ · uk) ⋄ f)
= lim
j
lim
k
c∗(u∗j ⋄ (a
∗ · uk) ⋄ f) = lim
j
lim
k
(uj ⋄ c)
∗((a∗ · uk) ⋄ f)
= lim
j
lim
k
(uj ⋄ c)
∗(a ⋆ (uk ⋄ f)) = lim
j
(uj ⋄ c)
∗(a ⋆ f) = c∗(a ⋆ f).
Lets show (5) from Definition 2.3. Note that by construction we get ‖a ⋆ c‖ ≤
‖a‖‖c‖, for all (a, c) ∈ A× C. Fix c ∈ Ce and take a net {ai}i∈I ⊂ A converging to
a ∈ At. Given ε > 0 take uε ∈ Be (for example one of the terms of {uj}j∈J) such
that ‖c− uε ⋄ c‖ < ε(1 + ‖a‖)−1. Then
lim
i
ai ⋆ (uε ⋄ c) = lim
i
ai ⋆ (uε ⋄ c) = lim
i
(ai · uε) ⋄ c = (a · uε) ⋄ c = a ⋆ (uε ⋄ c).
and ‖a ⋆ (uε ⋄ c) − a ⋆ c‖ < ε. Besides, taking iε ∈ I such that ‖ai‖ < ‖a‖ + 1 for
all i ≥ iε, we get that ‖ai ⋆ (uε ⋄ c) − ai ⋆ c‖ ≤ ‖a‖‖uε ⋄ c − c‖ < ε for all i ≥ iε.
Now [9, II 13.12] implies limi ai ⋆ c = a ⋆ c.
Finally, ⋆ is non degenerate because for all t ∈ G
AtAt−1 ⋆ Ce = AtAt−1 ⋆ (Be · Ce) = (AtAt−1 ·Be) ⋄ Ce = BtBt−1 ⋄ Ce = CtCt−1 .
Now the proof is complete. 
We have defined weakly proper Fell bundles using actions of basic examples of
weakly proper Fell bundles. Then one might define “weakly weakly proper Fell bun-
dles” using actions of weakly proper Fell bundles and so on. Fortunately “weaklyn
proper Fell bundles” = “weakly proper Fell bundles”.
Corollary 2.11. If B is a weakly proper Fell bundle over G and C is a Fell bundle
over G admitting a non degenerate action by adjointable maps of B, then C is weakly
proper.
Proof. Let σ be a LCH and proper partial action such that Aσ acts on B by a non
degenerate action by adjointable maps. Proposition 2.10 gives a non degenerate
action by adjointable maps of Aσ on C, thus C is weakly proper. 
2.1. Kasparov proper Fell bundles and amenability. The main result in this
(sub)section states that every Kasparov proper Fell bundle is amenable in the sense
that it’s full and reduced cross sectional C*-algebras agree.
Theorem 2.12. Let σ be a LCH partial action of G on X, B a Fell bundle over
G and Aσ × B → B, (a, b) 7→ a · b, a non degenerate action by adjointable maps.
Denote αˆ the topological partial action G on Prim(Be) defined by B (described in
Section 2). If the map φ : C0(X) → M(Be) given by φ(f)b = (fδe) · b is central,
then there exists a continuous function h : Prim(Be)→ X such that
(1) For all t ∈ G, h−1(Xt) = Ot (recall Ot := {P ∈ Prim(Be) : BtB∗t * P}).
(2) For all t ∈ G and P ∈ Ot−1 , h(α˜t(P )) = α˜t(h(P )).
Proof. Recall that the fibre over t ∈ G of Aσ is At := C0(Xt)δe. As done before
we denote θ (instead of θ(σ)) the C*-partial action defined by σ on C0(X). We
identify C0(X) with Ae canonically and think of C0(Xt) as an ideal of Ae. A direct
computation shows that AtA
∗
t = C0(Xt).
The map φ is non degenerate because φ(C0(X))Be = (C0(X)δeC0(X)δe) ·Be =
Be. Then the Dauns-Hoffman Theorem gives a continuous map h : Prim(Be)→ X
such that, for all a ∈ C0(X), b ∈ Be and P ∈ Prim(Be), πP (aδe ·b) = a(h(P ))πP (b);
where πP : Be → Be/P is the canonical quotient map.
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Fix t ∈ G. Given P ∈ h−1(Xt), take a ∈ C0(Xt) such that a(h(P )) = 1 and
b ∈ Be such that πP (b) 6= 0. Then πP (aδe · c) = a(h(P ))πP (c) 6= 0 and we conclude
that C0(Xt)δe ·Be = AtA∗t ·Be = BtB
∗
t is not contained in P, meaning that P ∈ Ot.
Assume, conversely, that we have P ∈ Ot. Since C0(Xt)δe · Be = BtB
∗
t * P, there
exists a ∈ C0(Xt) and b ∈ Be such that 0 6= πP (aδe · b) = a(h(P ))πP (b). Hence
a(h(P )) 6= 0 and this implies P ∈ Xt.
It is now time to prove claim (2). Take t ∈ G and P ∈ Ot−1 . By construction
(see [3]) the representation
ρ : Be → B(Bt ⊗piP (Be/P )), ρ(b)(c⊗ πP (d)) = bc⊗ πP (d),
has kernel α˜t(P ). Then, for all a ∈ C0(Xt−1) and c ∈ Be, we have ρ(aδe · c) =
a(h(α˜t(P )))ρ(c). Take z⊗πP (w), z′⊗πP (w′) ∈ Bt⊗piP (Be/P ). Recalling our inner
products are linear in the second variable and using Lemma 2.9 we get
a(h(α˜t(P )))πP (w
∗z∗c∗z′w′) = a(h(α˜t(P )))〈c(z ⊗ πP (w)), z
′ ⊗ πP (w
′)〉
= 〈ρ(a∗δe · c)(z ⊗ πP (w)), z
′ ⊗ πP (w
′)〉
= πP (w
∗(a∗δe · cz)
∗z′w′)
= πP (w
∗z∗c∗︸ ︷︷ ︸
∈B
t−1
aδe · z
′w′)
= πP (θt−1(a)δe · w
∗z∗c∗z′w′︸ ︷︷ ︸
∈Be
)
= θt−1(a)(h(P ))πP (w
∗z∗c∗z′w′).
Since πP (w
∗z∗c∗z′w′) can not be null for all z⊗πP (w), z′⊗πP (w′) ∈ Bt⊗piP Be/P,
we conclude that
a(h(α˜t(P ))) = a(σt(h(P ))) ∀a ∈ C0(Xt).
Noticing that h(α˜t(P )), σt(h(P )) ∈ Xt and recalling that C0(Xt) separates the
points of Xt we deduce that h(α˜t(P )) = σt(h(P )). 
Corollary 2.13. Every Kasparov proper Fell bundle B = {Bt}t∈G is amenable (i.e.
the canonical map C∗(B) → C∗r (B) is injective). In case Prim(Be) is Hausdorff,
the partial action α˜ of G on Prim(Be) is proper.
Proof. We can use the notation and hypotheses of Theorem 2.12, with the addi-
tional assumption that σ is proper. The enveloping action of σ, σe, is amenable
because it is LCH and proper [5]. If Xe is the enveloping space for σ, then we
can think of h : Prim(Be) → X as a map from Prim(Be) to Xe which is α˜ − σe
equivariant. Then B is amenable by [3, Theorem 6.3].
Now assume Prim(Be) is Hausdorff (hence LCH). We will use condition (2)
of Proposition 1.10 to show α˜ is proper. Take a net {(ti, Pi)}i∈I ⊂ Γα˜ such
that {(α˜ti(Pi), Pi)}i∈I converges to a point (Q,R) ∈ Prim(Be) × Prim(Be). Then
{(ti, h(Pi))}i∈I ⊂ Γσ and {(σti(h(Pi)), h(Pi))}i∈I converges to (h(Q), h(R)). There
exists a subnet {(tij , Pij )}j∈J such that {(tij , h(Pij ))}i∈I ⊂ Γσ converges to a point
(t, x) ∈ Γσ. By construction h(R) = limj h(Pij ) = x ∈ Xt−1 . Since R ∈ h
−1(Xt−1) =
Ot−1 , we obtain (t, R) ∈ Γα˜ is the limit of {(tij , Pij )}j∈J . 
Now we show there is not such a thing like a LCH partial action which is not
proper but it’s associated Fell bundle is weakly proper, what is quite comforting.
Corollary 2.14. Let σ be a LCH partial action of G on C0(X). Then Aσ is a
weakly proper Fell bundle if and only if σ is proper.
Proof. The multiplier algebra of C0(X)δe is (C*-isomorphic to) Cb(X) and hence
commutative. Thus the direct implication follows from Corollary 2.13 because
α˜ = σ. For the converse just consider Aσ acting on Aσ by multiplication. 
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3. Fixed point algebras
As we mentioned in the Introduction, the analysis of the basic examples of weakly
proper Fell bundles plays an important role in the general theory.
3.1. Basic examples. Let σ be a LCH and proper partial action of G on X and
denote θ the respective partial action on C0(X). The enveloping action and en-
veloping spaces of σ will be denoted σe and Xe, respectively. We view C0(X) as an
ideal of C0(X
e) and θe := θ(σe) as the enveloping action of θ (in the C*-algebraic
sense [2]).
The partial crossed product C0(X)⋊σG is, by definition, the cross sectional C*-
algebra of Aσ, C∗(Aσ). The bundle Aσ is an hereditary subbundle of Aσe and thus
we can view C0(X) ⋊σ G as a full hereditary C*-subalgebra of C0(Xe) ⋊σe G [4].
Recall from 2.13 that the full and reduced cross sectional C*-algebras are the same
in the present situation.
The set of compactly supported continuous cross sections of Aσ, Cc(Aσ), is
formed by functions of the form f † : G→ Aσ, t 7→ f(t)δt, with
f ∈ Cσc (G,C0(X)) := {g ∈ Cc(G,C0(X)) : g(t) ∈ C0(Xt), ∀ t ∈ G}.
Let’s recall the construction in [14] of a C0(X
e/σe) − C0(Xe) ⋊σe G−bimodule
Eσe . We are not assuming σ
e is free, then we will not be able to guarantee Eσe is
an equivalence bimodule.
The σe−orbit of a point x ∈ Xe will be denoted [x]. Recall from Proposition 1.9
that we may think X/σ = Xe/σe by identifying [x] = [x]σe with [x]σ , for all x ∈ X.
Consider Eσe := Cc(X
e) with the pre C0(X/σ)−left Hilbert module structure
given by
fg(x) = f([x])g(x) 〈g, h〉([x]) :=
∫
G
(gh)(σet−1 (x)) dt,
for all f ∈ C0(X/σ), g, h ∈ Cc(X
e) and x ∈ X.
Routine computations show that the operations above are compatible and that
one can complete Cc(X
e) to get a left C0(X/σ)−Hilbert module Eσe . In fact one
can use Stone-Weierstrass Theorem to show the ideal
span{〈g, h〉 : g, h ∈ Cc(X)}
is dense in Cc(X/σ) in the inductive limit topology. Thus Eσe is in fact a full left
Hilbert module.
Full and reduced crossed products agree here, then one may appeal to [15] to
describe the right C0(X
e) ⋊σe G structure of Eσe (even if σe is not free). For
g, h ∈ Cc(Xe) and k† ∈ Cc(Aσe ) (with k ∈ Cc(G,C0(Xe))) the action and inner
products are given by
fk†(x) =
∫
G
f(σet (x))k(t)(σ
e
t (x))∆(t)
−1/2 dt ∀ x ∈ Xe.(3.1)
〈〈f, g〉〉σe(t) = ∆(t)
−1/2f∗θet (g)δt ∀ t ∈ G.(3.2)
In case σe is free we have Eσe is a C0(X/σ)−C0(Xe)⋊σe G−equivalence bimod-
ule.
Our goal now is to show the closure of Cc(X) in Eσe , henceforth denoted Eσ,
inherits a C0(X/σ)− C0(X)⋊σ G−bimodule from Eσe .
Proposition 3.3. Eσ is the closure of E
0
σ := Cc(X
e) ∩C0(X) in Eσe .
Proof. It suffices to show that every f ∈ Cc(Xe) ∩ C0(X) can be approximated in
Eσe by elements of Cc(X). Fix f ∈ Cc(Xe) ∩C0(X) and take an approximate unit
{gi}i∈I of C0(X) contained in Cc(X). Since the projection of supp(f) into Xe/σe
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is compact, there exists a compact set K ⊂ Xe such that f(x) = 0 if [x] ∩K = ∅.
Then, for all i ∈ I,
‖f − gif‖
2
Eσe
= sup
x∈K
∫
G
|f − gif |
2(σet−1(x)) dt.
The trick now is to restrict the integral over G to a compact subset of G. To do
this note that if x ∈ K and |f − gif |
2(σet−1 (x)) 6= 0, then σ
e
t−1(x) ∈ supp(f). Thus
t ∈ L := {s ∈ G : K ∩ σet (supp(f)) 6= ∅} and L is compact because σ
e is LCH and
proper. If µ(L) is the measure of L, then for all i ∈ I
‖f − gif‖
2
Eσe
≤ µ(L)‖f − gif‖
2
∞
The proof now follows directly by taking limit in i. 
Continuing our discussion note that C0(X/σ)E
0
σ ⊂ E
0
σ because E
0
σ is an ideal of
Cc(X
e). Thus Eσ has a natural C0(X/σ)−left Hilbert module structure inherited
from Eσe . Note also that when we showed Eσe is left full we actually showed Eσ is
left full.
Given f ∈ E0σ, k
† ∈ Cc(Aσ) and x ∈ Xe \X we have, by (3.1), fk†(x) = 0. This
proves E0σCc(Aσ) ⊂ E
0
σ. Besides, for all f, g ∈ E
0
σ and t ∈ G we have f
∗θet (g) ∈
C0(X) ∩ θ
e
t (C0(X)) = C0(Xt). This implies, by (3.2), that 〈〈f, g〉〉σe ∈ Cc(Aσ).
Then we conclude that Eσ has a natural C0(X/σ)−C0(X)⋊σG−bimodule structure
(inherited from Eσe).
The natural choice for the fixed point algebra of σ, or Aσ, is C0(X/G). To ensure
it is strongly Morita equivalent to C∗(Aσ) = C0(X) ⋊σ G one needs to show the
ideal generated by the C0(X)⋊σ G−valued inner products span a dense subset of
C0(X)⋊σG. As for global actions this can be done by assuming the partial actions
is free.
Definition 3.4. A topological partial action τ ofH on Y is free if for all t ∈ G\{e},
{y ∈ Yt−1 : τt(y) = y} = ∅.
In terms of topological freeness for partial actions, as defined in [8], a topological
partial action is free if it is free considered as an action of a discrete group on a
discrete space.
Proposition 3.5. A topological partial action is free if and only if it’s enveloping
action is free.
Proof. Assume τ is a free topological partial action of H on Y and let τe be it’s
enveloping action, with enveloping space Y e. Take y ∈ Y e and t ∈ H such that
σet (y) = y. There exists r ∈ H such that x := σ
e
r(y) ∈ Y. Then σ
e
rtr−1(x) = x ∈ Y,
this implies x ∈ Yrt−1r−1 and σrtr−1(x) = x, thus rtr
−1 = e and we get t = e. The
converse is trivial because σ is a restriction of σe. 
The Morita equivalence between the fixed point algebra and the cross sectional
C*-algebra is now available, at least for the basic examples of weakly proper Fell
bundles coming from free partial actions.
Theorem 3.6. Let σ be a LCH free and proper partial action of G on X. Then the
bimodule Eσ described before in this section is a C0(X/σ)−C0(X)⋊σG−equivalence
bimodule.
Proof. All we need to do is to show the ideal generated by the C0(X)⋊σG−valued
inner products is dense in C0(X) ⋊σ G. We know, by Propositions 3.5 and 1.10,
that σe is free and proper. Thus Eσe is a C0(X/σ) − C0(Xe) ⋊σe G−equivalence
bimodule (see for example [14]).
FIXED POINT ALGEBRAS FOR FELL BUNDLES 15
Using (3.1) it is straightforward to prove that Cc(X
e)Cc(Aσ) ⊂ E0σ. Recalling
that C0(X)⋊σ G is a full hereditary C*-subalgebra of C0(Xe)⋊σe G we get that
C0(X)⋊σ G = span C0(X)⋊σ G〈〈Cc(X
e), Cc(X
e)〉〉σeC0(X)⋊σ G
= span〈〈E0σ , E
0
σ〉〉σe ⊂ C0(X)⋊σ G.

Notation 3.7. The C0(X) ⋊σ G−valued inner product of Eσ will be denoted
〈〈 , 〉〉σ. By construction 〈〈f, g〉〉σ = 〈〈f, g〉〉σe for all f, g ∈ Eσ.
3.2. General weakly proper Fell bundles. Take now a Fell bundle B = {Bt}t∈G
which is weakly proper with respect to the action Aσ×B → B, (a, b) 7→ a · b, where
σ = ({Xt}t∈G, {σt}t∈G) is a LCH and proper partial action of G on X. As usual
we set θ := θ(σ), σe is the enveloping action of σ, Xe the enveloping space and the
enveloping action of θ, θe, is the action on C0(X
e) defined by σe.
To avoid repetition, whenever we write σ, B, θ (and any other mathematical sym-
bol appearing in the paragraph above) we will be implicitly assuming the situation
is the one we described before. The same will happen for objects constructed out
of σ, B, θ, etc; like the space E0B or the fixed point algebras we will construct some
lines below.
Unfortunately, the construction of the fixed point algebra for B depends on σ,
but this is no surprise because something similar happens for weakly proper actions
on C*-algebras [5].
The map φ : C0(X)→M(Be), φ(f)b = fδe · b, is a non degenerate *-homomor-
phism and, since C0(X) is a C*-ideal of C0(X
e), there exists a unique extension φe
of φ to C0(X
e). Motivated by Proposition 3.3 we define
E0B := {φ
e(f)b : f ∈ Cc(X
e), b ∈ Be}.
For future reference we set the following.
Lemma 3.8. E0B is a subspace of Be and for all b ∈ E
0
B there exists f ∈ E
0
σ =
Cc(X
e) ∩ C0(X) and b′ ∈ Be such that b = fδe · b′.
Proof. Given b, c ∈ E0B and λ ∈ C take b
′, c′ ∈ Be and f, g ∈ Cc(X
e) such that
b = φe(f)b′ and c = φe(g)c′. Now take h ∈ Cc(Xe) such that hf = f and hg = g.
Then b+ λc = φe(h)b+ λφe(h)c = φe(h)(b + λc) ∈ E0B.
By Cohen-Hewitt’s factorization Theorem there exists k ∈ C0(X) and b′′ ∈ Be
such that b′ = kδe · b′. Then b = φe(h)b′ = φe(h)kδe · b′′ = (hk)δe · b′′, and hk ∈
E0σ. 
Nowwe construct the Cc(B) valued inner product ofE0B using the Cc(Aσ)−valued
inner product of E0σ.
Proposition 3.9. There exists a unique function
〈〈 , 〉〉B : E
0
B × E
0
B → Cc(B), (a, b) 7→ 〈〈a, b〉〉B,
such that for all f, g ∈ E0σ, a, b ∈ Be and t ∈ G,
(3.10) 〈〈fδe · a, gδe · b〉〉B(t) = a
∗(〈〈f, g〉〉σ(t) · b).
Moreover,
(1) 〈〈 , 〉〉B is linear in the second variable.
(2) For all a, b ∈ E0B, 〈〈a, b〉〉
∗
B = 〈〈b, a〉〉B.
(3) Given f, g ∈ C0(Xe) and a net {(aj, bj)}j∈J ⊂ Be × Be converging to
(a, b) ∈ Be×Be, the net {〈〈φe(f)aj , φe(g)bj〉〉B}j∈J converges to 〈〈φe(f)a, φe(f)b〉〉B
in the inductive limit topology of Cc(B).
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Proof. To show existence take f, g, h, k ∈ E0σ and a, b, c, d ∈ Be such that fδe · a =
hδe · c and gδe · b = kδe · d. Fix t ∈ G and take an approximate unit of C0(Xt),
{ui}i∈I . Then,
a∗(〈〈f, g〉〉σ(t) · b) = ∆(t)a
∗(f∗θet (g)δt · b) = lim
i
∆(t)a∗((uif)
∗θet (θt−1(ui)g)δt · b)
= lim
i
∆(t)a∗((fδe)
∗ · (uiδe)
∗ · (uiδt) · (gδe) · b)
= lim
i
∆(t)(fδe · a)
∗((u2i δt) · (gδe) · b)
= lim
i
∆(t)(hδe · c)
∗((u2i δt) · (kδe) · d) = c
∗(〈〈h, k〉〉σ(t) · d).
The identities above imply formula (3.10) can actually be used as a definition and
can also be used to show that 〈〈 , 〉〉B is linear in the second variable.
The following identities prove claim (2):
〈〈fδe · a, gδe · b〉〉
∗
B(t) = ∆(t)
−1〈〈fδe · a, gδe · b〉〉B(t
−1)∗
= ∆(t)−1[a∗(〈〈f, g〉〉σ(t
−1) · b)]∗
= ∆(t)−1(〈〈f, g〉〉σ(t
−1) · b)∗a
= b∗(∆(t)−1〈〈f, g〉〉σ(t
−1)∗ · a)
= b∗(〈〈g, f〉〉σ(t) · a) = 〈〈gδe · b, fδe · a〉〉B(t).
Before proving claim (3) we develop an alternative way of computing 〈〈x, y〉〉B(t),
for x, y ∈ E0B and t ∈ G. Take an approximate unit of C0(X), {ui}i∈I , and factor-
izations x = f · a and y = g · b with f, g ∈ E0σ and a, b ∈ Be. Then
(3.11) lim
i
〈〈ui · x, ui · y〉〉B(t) = lim
i
〈〈uif · a, uig · b〉〉B(t)
= lim
i
∆(t)−1a∗(〈〈uif, uig〉〉σ(t
−1) · b)
= lim
i
∆(t)−1a∗(f∗θet (g)uiθ
e
t (ui)δt · b) = 〈〈x, y〉〉B(t),
where the last identity holds because {uiθet (ui)}i∈I is an approximate unit to C0(Xt)
and f∗θet (g) ∈ C0(Xt).
Now take a net {(aj, bj)}j∈J ⊂ Be×Be and f, g ∈ C0(Xe) as in claim (3). Using
(3.11) we deduce that, for all j ∈ J, supp〈〈fδe·aj, gδe·bj〉〉B ⊂ supp〈〈f, g〉〉σe . Thus it
suffices to prove {〈〈fδe ·aj , gδe·bj〉〉B}j∈J converges uniformly to 〈〈fδe ·aj , gδe·bj〉〉B.
Again by (3.11) we have, for all t ∈ G,
‖〈〈fδe · aj , gδe · bj〉〉B(t)− 〈〈fδe · a, gδe · b〉〉B(t)‖ ≤
≤ ‖〈〈fδe · (aj − a), gδe · bj〉〉B(t)‖ + ‖〈〈fδe · a, gδe · (bj − b)〉〉B(t)‖
≤ ‖aj − a‖‖bj‖‖〈〈f, g〉〉σe‖∞ + ‖a‖‖bj − b‖‖〈〈f, g〉〉σe‖∞.
It is then straightforward to show that
lim
j
‖〈〈fδe · aj , gδe · bj〉〉B − 〈〈fδe · a, gδe · b〉〉B‖∞ = 0

Our intention is to use 〈〈 , 〉〉B as a C∗(B)−valued inner product and construct
a Hilbert module with it. To do so we will need to show 〈〈 , 〉〉B is positive.
Lemma 3.12. Consider two Fell bundles over G, C = {Ct}t∈G and D = {Dt}t∈G,
and an non degenerate action by adjointable maps C ×D → D, (c, d) 7→ c · d. Then
for every non degenerate *-representation T : D → B(V ) there exists a unique *-
representation Tˆ : C → B(V ) such that TˆcTdξ = Tc·dξ, for all (c, d, ξ) ∈ C × D × V.
Moreover, Tˆ is non degenerate.
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Proof. Fix c ∈ C, d1, . . . , dn ∈ De and ξ1, . . . , ξn ∈ V. Let w be a square root of
‖c‖2 − c∗c ∈M(Ce). Using the arguments of the proof of Proposition 2.10 we get
‖c‖2‖
n∑
i=1
Tdiξi‖ − ‖
n∑
i=1
Tc·diξi‖
2 =
n∑
i,j=1
‖c‖2〈Tdiξi, Tdjξj〉 − 〈Tc·diξi, Tc·djξj〉
=
n∑
i,j=1
〈ξi, T‖c‖2d∗
j
dj−d∗j cc
∗djξj〉
=
n∑
i,j=1
〈ξi, Td∗
j
w∗wdjξj〉 = ‖
n∑
i=1
Twdiξi‖ ≥ 0.
Since the restriction T |De is non degenerate, the inequalities above imply there
exists a unique operator Tˆc ∈ B(V ) such that TˆcTdξ = Tc·dξ, for all d ∈ De and
ξ ∈ V. Given any d ∈ D, taking an approximate unit {dj}j∈J of De, it follows that
TˆcTdξ = limj TˆcTdjTdξ = limj Tc·dj·dξ = Tc·dξ.
Having defined the operators Tˆc (for all a ∈ C) we leave the rest of the proof to
the reader. 
Lemma 3.13. For all x ∈ E0B, 〈〈x, x〉〉B ≥ 0 in C
∗(B). Moreover, 〈〈x, x〉〉B = 0 if
and only if x = 0.
Proof. Take a faithful and non degenerate *-representation T : B → B(V ) with
faithful integrated form T˜ : C∗(B)→ B(V ). Let Tˆ : Aσ → B(V ) be *-representation
given by Lemma 3.12 and take f ∈ E0σ and b ∈ Be such that x = fδe · b. Then, for
all ξ ∈ V,
〈T˜〈〈x,x〉〉Bξ, ξ〉 =
∫
G
〈T〈〈x,x〉〉B(t)ξ, ξ〉 dt =
∫
G
〈Tb∗(〈〈f,f〉〉σ(t)·b)ξ, ξ〉 dt
=
∫
G
〈Tˆ〈〈f,f〉〉σ(t)Tbξ, Tbξ〉 dt = 〈
˜ˆ
T〈〈f,f〉〉σTbξ, Tbξ〉 ≥ 0,
(3.14)
where
˜ˆ
T is the integrated form of Tˆ and the last inequality holds because 〈〈f, f〉〉σ ≥
0 in C∗(Aσ).
In case 〈〈x, x〉〉B = 0, x∗x = 〈〈x, x〉〉B(e) = 0 and this implies x = 0. The converse
is immediate. 
Now we define an action ⋄ of Cc(B) on E0B on the right.
Lemma 3.15. For each x ∈ E0B and f ∈ Cc(B) there exists a unique function
x ⊳ f ∈ Cc(G,Be) such that given any approximate unit {ui}i∈I of
Cσ0 (G,X) := {f ∈ C0(G,C0(X)) : f(t) ∈ C0(Xt), ∀ t ∈ G},
the net {r 7→ ui(r−1)δr−1 ·xf(r)}i∈I ⊂ Cc(G,Be) converges to x⊳f in the inductive
limit topology. Besides,
(3.16) x ⋄ f :=
∫
G
∆(r)−1/2x ⊳ f(r) dr ∈ E0B.
Proof. The set of continuous sections of B vanishing at∞, C0(B), is a Banach space
with the norm ‖ ‖∞. The function C
σ
0 (G,X) × C0(B) → C0(B), (f, g) 7→ f ⋆ g,
with f ⋆ g(r) = f(r)δe · g(r), is a linear action such that ‖f ⋆ g‖∞ ≤ ‖f‖∞‖g‖∞.
We claim that ⋆ in non degenerate in the sense that Cσ0 (G,X) ⋆ C0(B) = C0(B).
Indeed, let S := span{f ⋆ g : f ∈ Cθc (G,X), g ∈ Cc(B)}. It is clear that {vf : v ∈
Cc(G), v ∈ S} ⊂ S and, for all t ∈ G,
{f(t) : f ∈ S} = span{u · v : u ∈ C0(Xr)δe, v ∈ Br}.
18 DAMIÁN FERRARO
The non degeneracy condition of the action of Aσ on B implies
Br = BrB
∗
rBeBr = C0(Xr)δe ·BeBr ⊂ C0(Xr)δe · Br ⊂ Br.
Hence {f(t) : f ∈ S} is dense in Br. By [9, II 14.6] the conditions above imply S is
dense in Cc(B) in the inductive limit topology.
For all f ∈ S and approximate unit {ui}i∈I of C
σ
0 (G,X) we have limi ‖ui ⋆ f −
f‖∞ = 0 and this implies the same holds for all f ∈ C0(B). Now the Cohen-Hewitt
Theorem implies for all f ∈ C0(B) there exists g ∈ Cσ0 (G,X) and f
′ ∈ C0(B) such
that f = g ⋆ f ′.
Fix x ∈ E0B and f ∈ Cc(B). The function xf ∈ Cc(B), given by (xf)(r) =
xf(r), admits a factorization g ⋆ h with g ∈ Cσc (G,X) and h ∈ Cc(B). Consider
an approximate unit {ui}i∈I of Cσ0 (G,X) and define, for each i ∈ I, the function
[xf ]i ∈ Cc(G,Be) by [xf ]i(r) := ui(r−1)δr−1 · xf(r). Clearly, supp[xf ]i ⊂ suppf.
Thus to show {[xf ]i}i∈I converges in the inductive limit topology it suffices to prove
it converges uniformly.
Define k : G→ Be by k(r) := θr−1(g(r))δr−1 · h(r). Then k ∈ Cc(G,Be) and, for
all r ∈ G,
‖[xf ]i(r) − k(r)‖ = ‖ui(r
−1)δr−1 · xf(r) − θr−1(g(r))δr−1 · h(r)‖
= ‖ui(r
−1)δr−1 · g(r)δe · h(r)− θr−1(g(r))δr−1 · h(r)‖
≤ ‖ui(r
−1)δr−1g(r)δe − θr−1(g(r))δr−1‖‖h‖∞
≤ ‖θr(ui(r
−1))g(r) − g(r)‖‖h‖∞
The function µ : Cσ0 (G,X) → C
σ
0 (G,X) given by µ(z)(r) = θr(z(r
−1)) is an
isomorphism of C*-algebras. Then {µ(ui)}i∈I is an approximate unit of C
σ
0 (G,X)
and the inequalities above imply ‖[xf ]i − k‖ ≤ ‖µ(ui)g − g‖‖h‖∞. Thus {[xf ]i}i∈I
converges to k in the inductive limit topology.
We set, by definition, k := x ⊳ f. In order to prove (3.16) choose w ∈ Cc(Xe)
such that wδe · x = x. Then (wg) ⋆ h(r) = wg(r)δr · h(r) = wδe · g(r)δr · h(r) =
wδe · xf(r) = xf(r). Performing the construction of x ⊳ f using the factorization
xf = (wg) ⋆ h we obtain x ⊳ f(r) = θr−1(wg(r))δr−1 · h(r).
For every t ∈ supp(h) we have supp(θr−1(wg(r))) ⊂ σ
e
r−1(supp(w)). Since σ
e
is proper there exist a compact subset of the enveloping space Xe containing⋃
{supp(θr−1(wg(r))) : t ∈ supp(h)}. Thus we may find z ∈ Cc(X
e) such that
zθr−1(wg(r)) = θr−1(wg(r)), for all r ∈ G. This construction of z guarantees that
zδe · (x ⊳ f(r)) = x ⊳ f(r), for all r ∈ G. Then we have
x ⋄ f =
∫
G
∆(r)−1/2zδe · (x ⊳ f(r)) dr = zδe · (x ⋄ f) ∈ E
0
B.

We want to construct a right Cc(B)−module with inner product out of E0B. For
this we need to show the following.
Lemma 3.17. For all x, y ∈ E0B and f, g ∈ Cc(B), the identities
〈〈x, y ⋄ f〉〉B = 〈〈x, y〉〉B ∗ f (x ⋄ f) ⋄ g = x ⋄ (f ∗ g)
obtain, where ∗ is the convolution product in Cc(B).
Proof. Without loss of generality we can replace x and y with gδe · x and hδe · y,
with f, g ∈ E0σ. Fix t ∈ G and let {ui}i∈I and {vj}j∈J be approximate units of
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C0(X) and C
σ
0 (G,X), respectively. The construction of 〈〈 , 〉〉B described in the
proof of Proposition 3.9 together with Lemma 3.15 imply
(3.18) 〈〈gδe · x, (hδe · y) ⋄ f〉〉B(t)
= lim
i
∆(t)−1/2(gδe · x)
∗(uiθ
e
t (ui)δt · [(hδe · y) ⋄ f ])
= lim
i
∫
G
lim
j
∆(ts)−1/2(gδe · x)
∗(uiθ
e
t (ui)δt · vj(s
−1)δs−1 · (hδe · y)f(s)) ds
= lim
i
∫
G
lim
j
∆(ts)−1/2x∗(g∗uiθ
e
t (uivj(s
−1)θes−1(h))δts−1 · yf(s)) ds
= lim
i
∫
G
∆(ts)−1/2x∗(g∗uiθ
e
t (uiθ
e
s−1(h))δts−1 · yf(s)) ds
= lim
i
∫
G
∆(ts−1)−1/2∆(s−1)x∗(g∗uiθ
e
t (uiθ
e
s(h))δts · yf(s
−1)) ds
= lim
i
∫
G
∆(s)−1/2x∗(g∗uiθ
e
t (uiθ
e
t−1s(h))δs · yf(s
−1t)) ds
= lim
i
∫
G
∆(s)−1/2x∗(uiθ
e
t (ui)δe · g
∗θes(h)δs · yf(s
−1t)) ds.
Note that g∗θes(h)δs · yf(s
−1t) ∈ Bt for all s ∈ G. Let Fi, F ∈ Cc(G,Bt) be
defined as
Fi(s) : = uiθ
e
t (ui)δe · g
∗θes(h)δs · yf(s
−1t)
F (s) : = g∗θes(h)δs · yf(s
−1t)
The supports of both Fi and F are contained in tsupp(f)
−1, thus the net {Fi}i∈I
converges to F in the inductive limit topology if and only if it converges uniformly.
To show uniform convergence it suffices to prove that given a net {si}λ∈Λ ⊂ G
converging to s ∈ G, it follows that limλ ‖Fi(si) − F (s)‖ = 0. Since F (s) ∈ Bt =
BtB
∗
tBeBt = C0(Xt)δe · Bt, there exist m ∈ Cc(Xt) and z ∈ Bt such that F (s) =
mδe · z. Then
0 ≤ lim
i
‖Fi(si)− F (s)‖ ≤ lim
i
‖Fi(si)− Fi(s)‖ + ‖Fi(s)− F (s)‖
≤ lim
i
‖uiθ
e
t (ui)‖‖F (si)− F (s)‖ + ‖Fi(s)− F (s)‖
≤ lim
i
‖Fi(s)− F (s)‖ = lim
i
‖uiθ
e
t (ui)δe · F (s)− F (s)‖
= lim
i
‖uiθ
e
t (ui)m−m‖‖z‖ = 0,
where the last identity holds because {uiθet (ui)}i∈I is an approximate unit of
C0(Xt).
Now we can continue the computations (3.18) to get
〈〈gδe · x, (hδe · y) ⋄ f〉〉B(t) = lim
i
∫
G
Fi(s) ds =
∫
G
F (s) ds
=
∫
G
∆(s)−1/2x∗(g∗θes(h)δs · y)f(s
−1t) ds
=
∫
G
〈〈gδe · x, hδe · y〉〉(s)f(s
−1t) ds
= 〈〈gδe · x, hδe · y〉〉 ∗ f(t).
This proves 〈〈gδe · x, (hδe · y) ⋄ f〉〉B = 〈〈gδe · x, hδe · y〉〉 ∗ f.
To show that (x ⋄ f) ⋄ g = x ⋄ (f ∗ g) (for x ∈ E0B and f, g ∈ Cc(B)) it suffices to
show, by Lemma 3.13, that for y := (x ⋄ f) ⋄ g − x ⋄ (f ∗ g) one has 〈〈y, y〉〉B = 0.
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But this is so because
〈〈y, y〉〉B = (〈〈y, x〉〉B ∗ f) ∗ g − 〈〈y, x〉〉B ∗ (f ∗ g) = 0.

By a C*-norm of a *-algebra A we mean a norm ‖ ‖ of A such that ‖ab‖ ≤ ‖a‖‖b‖
and ‖a∗a‖ = ‖a‖2, for all a, b ∈ A. Then a C*-algebra is a *-algebra which has a
C*-norm ‖ ‖ such that (A, ‖ ‖) is a Banach space.
An exotic C*-norm of Cc(B) is (for us) any C*-norm ‖ ‖ of Cc(B) such that
‖ ‖r ≤ ‖ ‖ ≤ ‖ ‖u, where ‖ ‖r and ‖ ‖u are the reduced and universal C*-norms (by
the universal C*-norm we mean the largest one dominated by ‖ ‖1).
Definition 3.19. Let µ be an exotic C*-norm of Cc(B) and denote Cµ(B) the
C*-algebra obtained by completing Cc(B) with respect to µ. Then we define E
µ
B
as the completion of E0B with respect to the norm ‖ ‖µ : E
0
B → [0,+∞), x 7→
µ(〈〈x, x〉〉B)1/2, and regard E
µ
B as a right Cµ(B)−Hilbert module. The µ−fixed
point algebra for B, FµB, is the C*-algebra of generalized compact operators of E
µ
B,
K(EµB).
For future use we give a bound on ‖ ‖µ, for every exotic C*-norm µ.
Remark 3.20. For every f ∈ E0σ and x ∈ Be, ‖fδe · x‖µ ≤ ‖f‖σ‖x‖, where ‖ ‖σ is
the norm of Eσ. Indeed, it suffices to consider µ as the universal C*-norm. Then
the bound follows from (3.14).
The fixed point algebras FµB have a natural C0(X/σ)−algebra structure, as we
show below.
Proposition 3.21. Let Cb(X) =M(C0(X)) act on Be by extending the action of
C0(X) = C0(X)δe on Be. Consider C0(X/σ) as a C*-subalgebra of Cb(X) and let
C0(X/σ) act on Be through the action of Cb(X). Then C0(X/σ)E
0
B ⊂ E
0
B and this
gives an action C0(X/σ)× E0B → E
0
B, (f, x) 7→ fx. Moreover, for every exotic C*-
norm µ of Cc(B) there exits a unique *-homomorphism φµ : C0(X/σ) → B(E
µ
B) =
M(FµB) such that φµ(f)x = fx, for all f ∈ C0(X/σ) and x ∈ E
0
µ. Besides, φµ is
non degenerate.
Proof. Take f ∈ C0(X/σ) and x ∈ E0B. Consider a factorization x = gδe · y with
g ∈ E0σ and y ∈ Be. Then, by construction, fx = f(gδe · y) = (fg)δe · y ∈ E
0
B.
Now let µ be an exotic C*-norm of Cc(B). Take a non degenerate *-representation
T : B → B(V ) such that the integrated form T˜ : C∗(B) → B(V ) factors through a
faithful representation of C∗µ(B). Let Tˆ : Aσ → B(V ) be the *-representation de-
scribed in Lemma 3.12. Given f ∈ C0(X/σ) and x ∈ E0σ take a factorization
x = gδe · y as explained in the last paragraph. We know (see Section 3.1) that
〈〈fg, fg〉〉σ ≤ ‖f‖2〈〈g, g〉〉σ in C∗(Aσ). Using the computations in (3.14) one ob-
tains, for all ξ ∈ V, that
〈T˜‖f‖2〈〈x,x〉〉B−〈〈fx,fx〉〉Bξ, ξ〉 = 〈
˜ˆ
T‖f‖2〈〈g,g〉〉σ−〈〈fg,fg〉〉σTyξ, Tyξ〉 ≥ 0.
Thus 〈〈fx, fx〉〉B ≤ ‖f‖2〈〈x, x〉〉B in C∗γ(B). This implies that for all f ∈ C0(X/σ)
there exists a unique bounded operator φµ(f) : E
µ
B → E
µ
B such that φµ(f)x = fx,
for all x ∈ EµB. Moreover, ‖φµ(f)x‖µ ≤ ‖f‖‖x‖µ.
The operator φµ(f) is adjointable with adjoint φµ(f
∗) because, for all x, y ∈ Be,
g, h ∈ E0σ and t ∈ G,
〈〈φµ(f)(gδe · x), hδe · y〉〉B(t) = x
∗(〈〈fg, h〉〉σ(t) · y) = x
∗(〈〈g, f∗h〉〉σ(t) · y)
= 〈〈gδe · x, φµ(f
∗)(hδe · y)〉〉B(t).
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Now that we know the map φµ : C0(X/σ)→M(F
µ
B) is defined and preserves the
involution, we leave to the reader the verification of the fact that φµ is linear and
multiplicative.
In order to show that φµ is non degenerate it suffices to show that given an
approximate unit {fi}i∈I of C0(X/σ), g ∈ E0σ and x ∈ Be, we have that
lim
i
‖φµ(fi)gδe · x− gδe · x‖µ = 0.
By Remark 3.20 we have
‖φµ(fi)gδe · x− gδe · x‖µ ≤ ‖fig − g‖σ‖x‖.
The construction of Eσ in Section 3.1 implies limi ‖fig − g‖σ = 0. Thus φµ is non
degenerate. 
The next result implies there are as many exotic fixed point algebras (for a given
Fell bundle) as exotic C*-norms.
In the proof below we consider Hilbert modules as ternary C*-rings (C*-trings)
[17]. More precisely, given a right A−Hilbert module Y we consider on Y the
ternary operation (x, y, z)Y := x〈y, z〉A. An homomorphism of C*-trings is a linear
map φ : E → F such that φ(x, y, z) = (φ(x), φ(y), φ(z)), for all x, y, z ∈ E.
Proposition 3.22. Given two exotic C*-norms of Cc(B), µ and ν with µ ≤ ν,
there exists a unique homomorphism of C*-trings κµν : : E
ν
B → E
µ
B extending the
natural identity map of E0B. Moreover, κ
µ
ν is surjective. In case the inner products
〈〈 〉〉B span a dense subset of C∗ν (B) the following are equivalent:
(1) κµν is injective (and hence an isomorphism).
(2) κµν is isometric (and hence an isomorphism).
(3) µ = ν.
Proof. For all x ∈ E0B we have
‖x‖µ = µ(〈〈x, x〉〉B)
1/2 ≤ ν(〈〈x, x〉〉B)
1/2 = ‖x‖ν .
Thus the identity map of E0B admits a unique linear and continuous extension κ
µ
ν .
This extension is a homomorphism because the identity
κµν (x, y, z) = (κ
µ
ν (x), κ
µ
ν (y), κ
µ
ν (z))
holds for all x, y, z ∈ E0B and hence, by continuity, for all x, y, z ∈ E
ν
B.
The range of κµν is closed by [4, Corollary 4.8]. Clearly (3) implies (1) and (2)
and these last two conditions are equivalent by [4, Proposition 3.11].
Assume (2) holds. Since the inner products span a dense subset of Cν(B), they
also span a dense subset of Cµ(B). Regarding EνB (respectively, E
µ
B) as full right
C∗ν (B)−Hilbert module (respectively, C
∗
ν (B)−Hilbert module) we obtain, for all
f ∈ Cc(B),
ν(f) = sup{‖x ⋄ f‖ν : x ∈ E
0
B, ‖x‖ν ≤ 1} = µ(f).
This completes the proof. 
As explained in [17] one can recover the µ−fixed point algebra out of the C*-
tring structure of EµB. In fact the maps κ
µ
ν : E
ν
B → E
µ
B induce surjective morphism
of C*-algebras κµν
r : FνB → F
µ
B [2, Proposition 4.1] and the equivalence in our last
Proposition also holds for these maps.
The main result of this section is the following one, in which we prove a Morita
equivalence between exotic crossed products and exotic fixed point algebras.
Theorem 3.23. If σ is free then
IB := span{〈〈x, y〉〉B : x, y ∈ E
0
B}
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is dense in Cc(B) in the inductive limit topology. In particular, for every exotic
C*-norm µ of Cc(B) the bimodule E
µ
B is a F
µ
B − C
∗
µ(B)−equivalence bimodule.
Proof. It suffices to work with the universal C*-norm ‖ ‖u of Cc(B). The proof
of Green’s Symmetric Imprimitivity Theorem presented in [14], used here for the
enveloping action σe, implies that
Iσe := span{〈〈f, g〉〉σe : f, g ∈ E
0
σe} ⊂ Cc(Aσe )
is dense in the inductive limit topology in Cc(Aσe ). Moreover, as shown in [14], for
every k ∈ Cc(Aσe) there exists a compact set L ⊂ G and a net {ki}i∈I ∈ Iσe such
that supp(ki) ⊂ L for all i ∈ I and ‖ki − k‖∞ → 0. Since Cc(Aσ) is hereditary in
Cc(Aσe ), by using the approximate units constructed in [9, VIII 16.4] we get that
for all k ∈ Cc(Aσ) there exists a compact set L ⊂ G and a net
{ki}i∈I ⊂ span{u ∗ 〈〈f, g〉〉σe ∗ v : f, g ∈ Cc(X
e), u, v ∈ Cc(Aσ)}
such that supp(ki) ⊂ L, for all i ∈ I, and ‖ki−k‖∞ → 0. But since Cc(Xe)Cc(Aσ) ⊂
E0σ, the last approximate unit {ki}i∈I is included in
Iσ := span{〈〈f, g〉〉σ : f, g ∈ E
0
σ} ⊂ Cc(Aσ).
Now define
IB := span{〈〈x, y〉〉 : x, y ∈ E
0
B} ⊂ Cc(B)
and let IB be the closure of IB in the inductive limit topology of Cc(B). For IB to
be equal to Cc(B) we just need to show, by [9, II 14.6],
(i) Cc(G)IB ⊂ IB.
(ii) For all t ∈ G, IB(t) := {z(t) : z ∈ IB} is dense in Bt.
Given f ∈ Cc(G) and k ∈ IB take a net {ki}i∈I ⊂ IB converging to k in the
inductive limit topology (and hence uniformly over compact sets). Thus {fki}i∈I
converges to fk in the inductive limit topology and to show fk ∈ IB it suffices to
show that fki ∈ IB, for all i ∈ I. In other words, we can assume from the beginning
that k ∈ IB. Moreover, by linearity we may assume k = 〈〈gδe · x, hδe · y〉〉B with
g, h ∈ E0σ and x, y ∈ Be. For all t ∈ G we have
(fk)(t) = x∗(f(t)〈〈g, h〉〉σ(t) · y).
Now take a compact set L and a net {mj}j∈J ⊂ Iσ ∩CL(Aσ) converging uniformly
to the function t 7→ f(t)〈〈g, h〉〉σ(t). Then the net {t 7→ x∗(mj(t)·y)}j∈J is contained
in IB and converges to fk in the inductive limit topology. Thus fk ∈ IB.
To prove (ii) take t ∈ G and b ∈ Bt. By the Cohen-Hewitt factorization Theorem
and the non degeneracy of the action of Aσ on B there exists c, d ∈ Be and g ∈
C0(Xt) such that b = c
∗(gδt ·d). Since there exists an element of Cc(Aσ) taking the
value gδt at t, there exists a net {mj}j∈J ⊂ Iσ such that ‖mj(t)− gδt‖ → 0. Then
the net {s 7→ c∗(m(s) · d)}j∈J lies in IB and, after evaluation at t, converges to b.
Thus b ∈ IB(t).
The rest of the proof is straightforward because the inductive limit topology is
stronger that any topology coming from an exotic C*-norm. 
3.3. The module E0B as a tensor product. For this section we need exactly the
same setting we used in the first paragraph of Section 3.2.
In Section 3.1 we constructed the C∗(Aσ) module Eσ, there are no exotic C*-
norm to be considered for σ because Aσ is amenable. The action of Aσ on B passes
to an action of C∗(Aσ) on C∗µ(B), for any exotic C*-norm µ.
Proposition 3.24. For every exotic C*-norm µ of Cc(B) there exists a unique
*-representation Sµ : Aσ →M(C∗µ(B)) such that:
• For all a ∈ Aσ, SµaCc(B) ⊂ Cc(B).
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• For all s, t ∈ G, a ∈ C0(Xt)δt and f ∈ Cc(B), Sµa f(s) = a · f(t
−1s).
Moreover, Sµ is non degenerate and S˜µ : C∗(Aσ) → M(C∗µ(B)) is the unique
*-homomorphism satisfying the following
• For all f ∈ Cc(Aσ), S˜µfCc(B) ⊂ Cc(B).
• For all f ∈ Cc(Aσ), g ∈ Cc(B) and t ∈ G, S˜µfg(t) =
∫
G
f(s) · g(s−1t) dt.
Proof. Uniqueness claims are immediate, we will only prove the existence. For
convenience we write At instead of C0(Xt)δt.
Let T : B → B(V ) be a non degenerate *-representation on a Hilbert space
whose integrated form T˜ : C∗(B)→ B(V ) factors through a faithful representation
of C∗µ(B). Thus we can actually think of T˜ as a non degenerate and faithful *-
representation of C∗µ(B).We will denote D the image of T˜ . The canonical extension
of T˜ to M(C∗µ(B)) will be denoted T . This extension is injective and it’s image is
MD := {R ∈ B(V ) : RD ∪DR ⊂ D}.
Given a ∈ At and f ∈ Cc(B) we define the function a · f ∈ Cc(B) by a · f(s) :=
a · f(t−1s).
Let Tˆ : Aσ → B(V ) be the *-representation given by Lemma 3.12. Then for all
a ∈ At, f ∈ Cc(B) and ξ ∈ V :
TˆaT˜fξ =
∫
G
Ta·f(t)ξ dt =
∫
G
Ta·f(s−1t)ξ dt = T˜a·fξ.
This implies TˆaT˜ (Cc(B)) ⊂ D and by continuity we get TˆaD ⊂ D. Now define
g ∈ Cc(B) by g(t) := (a∗ ·f(t)∗)∗ and take a factorization ξ = Tbη, with b ∈ Be and
η ∈ V. Then
T˜f Tˆaξ =
∫
G
Tf(t)(a·b)η dt =
∫
G
T(a∗·f(t)∗)∗bη dt =
∫
G
T(a∗·f(t)∗)∗ξ dt = T˜gξ.
This implies DTˆa ⊂ D and we conclude that Tˆa ∈MD.
By thinking of T as in isomorphism between M(C∗µ(B)) and MD one just needs
to set Sµ := T
−1
◦ Tˆ . The computations above show Sµ satisfies the desired prop-
erties.
Under the isomorphism M(C∗µ(B)) ≈ MD, S
µ is identified with Tˆ (that is the
whole point of the proof). Then we can think of the integrated form of Tˆ as the
integrated form of Sµ.
Take f ∈ Cc(Aσ) and g ∈ Cc(B). Define
F : G→ Cc(B), F (s)(t) = f(s) · g(s
−1t).
Note supp(F (s)) ⊂ supp(f)supp(g), for all s ∈ G, and F is ‖ ‖∞−continuous and
has compact support. Then F can be integrated with respect to the inductive limit
topology and, since evaluation at s ∈ G is continuous with respect to this topology,∫
G F (s) ds(t) =
∫
G F (s)(t) ds =
∫
G f(s) · g(s
−1t) ds. We define f · g :=
∫
G F (s) ds.
For all f ∈ Cc(Aσ), g ∈ Cc(B) and ξ ∈ V we have
˜ˆ
T f T˜gξ =
∫
G
˜ˆ
T fTg(t)ξ dt =
∫
G
∫
G
Tˆf(s)Tg(t)ξ dsdt =
∫
G
∫
G
Tf(s)·g(t)ξ dsdt
=
∫
G
∫
G
Tf(s)·g(s−1t)ξ dtds = T˜f ·gξ.
Then we must have Sµf g = f · g, and this identity completes the proof. 
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Theorem 3.25. For every exotic C*-norm µ of Cc(B) the right C∗µ(B)−Hilbert
module EµB is unitarily equivalent to Eσ⊗S˜µC
∗
µ(B), where S˜
µ : C∗(Aσ)→M(C∗µ(B))
is the integrated form given by Proposition 3.24.
Proof. Let Eσ⊗Cc(B) be the subspace of Eσ⊗S˜µC
∗
µ(B) spanned by the elementary
tensor product f ⊗ g with f ∈ E0σ and g ∈ Cc(B).
Take f1, . . . , fn ∈ E0σ and g1, . . . , gn ∈ Cc(B). By considering the action of Be
on C0(B) by multiplication we can get a factorizations gi = bihi with bi ∈ Be and
hi ∈ Cc(B), for i = 1, . . . , n. We claim that
(3.26) ‖
n∑
i=1
(fi · bi) ⋄ hi‖ = ‖
n∑
i=1
fi ⊗ bihi‖.
To show this it suffices to prove that
(3.27) 〈〈(fi · bi) ⋄ hi, (fj · bj) ⋄ hj〉〉B = (bihi)
∗(S˜µ〈〈fi,fj〉〉σ(bjhj)), ∀ i, j = 1, . . . , n.
For any i, j = 1, . . . , n and t ∈ G we have
(3.28) 〈〈(fi · bi) ⋄ hi, (fj · bj) ⋄ hj〉〉B(t) = h
∗
i ∗ 〈〈fi · bi, fj · bj〉〉B ∗ hj(t)
=
∫
G
∫
G
h∗i (r)〈〈fi · bi, fj · bj〉〉B(s)hj ](s
−1r−1t) dsdr
=
∫
G
∫
G
h∗i (r)b
∗
i [〈〈fi, fj〉〉σ(s) · bj]hj(s
−1r−1t) dsdr
=
∫
G
∫
G
(bihi)
∗(r)[〈〈fi, fj〉〉σ(s) · (bjhj(s
−1r−1t))] dsdr
=
∫
G
(bihi)
∗(r)[S˜µ〈〈fi,fj〉〉σ(bjhj)(r
−1t)] dr
= (bihi)
∗(S˜µ〈〈fi,fj〉〉σ (bjhj))(t).
Now that we know (3.26) holds we can construct a unique bounded linear op-
erator U : Eσ ⊗S˜µ C
∗
µ(B) → E
µ
B such that U(f ⊗ bh) = (f · b) ⋄ h, for all f ∈ E
0
σ,
b ∈ Be and h ∈ Cc(B). Moreover, U is an isometry with dense range, thus it is
an isometric isomorphism of Banach spaces. But now (3.27) says U preserves the
inner products, thus it is a unitary operator. 
After the Theorem above Proposition 3.21 should be completely natural. We
leave to the reader the verification of the fact that the unitary constructed in our
last proof intertwines the action constructed in Proposition 3.21 with the natural
action of C0(X/σ) on Eσ ⊗S˜µ C
∗
µ(B).
Theorem 3.25 can also be used to give an alternative proof of Theorem 3.23.
Indeed, in case σ is free then Eσ is full on the right, and since S˜µ is non de-
generate we conclude that Eµσ = Eσ ⊗S˜µ C
∗
µ(B) is full on the right and hence a
FµB − C
∗
µ(B)−equivalence bimodule.
Our last Theorem also implies our exotic fixed point algebras (an even the mod-
ules used to construct them) are generalizations of those constructed in [5] for
weakly proper actions (see the discussion preceding Definition 2.3 and Example
2.6).
3.4. Bra-ket operators and the fixed point algebra. In [11, 12] Meyer de-
fines square integrable actions, which are a generalization of proper actions on
C*-algebras (or even of weakly proper actions). One can extend Meyer’s definition
to partial action on C*-algebras, but we will not pursue this goal here. We are
more interested in the so called bra-ket operators in the context of Fell bundles.
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Assume α is an action of G on the C*-algebra A and assume there exists a dense
subset A0 of A such that for all a, b ∈ A0 the function 〈〈a, b〉〉 : G→ A, t 7→ αt(a)∗b,
has compact support. Then the element a ∈ A0 is said to be square integrable if
the bra-operator
〈〈a| : A0 → Cc(G,A), b 7→ 〈〈a, b〉〉,
is the restriction of some adjointable operator from A to L2(G,A). If such an
extension exits, it is unique and it is denoted 〈〈a|. The ket-operator is |a〉〉 := 〈〈a|∗
and it should satisfy
|a〉〉(f) =
∫
G
αt(a)f(t) dt, ∀ f ∈ Cc(G,A).
If a, b ∈ A0 are square integrable then 〈〈a| ◦ |b〉〉 ∈ B(L2(G,A)) and in case α is
weakly proper one gets that
〈〈a| ◦ |b〉〉 ∈ Cc(G,A) ⊂ A⋊rα G ⊂ B(L
2(G,A)).
In order to translate the previous construction to weakly proper Fell bundles one
must first note that L2(G,A) is not equal to L2(Bα), but it is unitary equivalent.
This explains the absence of the modular function in the formula 〈〈a, b〉〉(t) =
αt(a)
∗b. The inclusion A ⋊rα G ⊂ B(L2(G,A)), as given in [11, Section 3], takes
this equivalence into account. All we will do here will be compatible with that
identification.
Take a Fell bundle B = {Bt}t∈G which is weakly proper with respect to the LCH
and proper partial action σ of G on X. As usual we denote θ the partial action of G
on C0(X) defined by σ. The action of Aσ on B will be denoted Aσ×B → B, (a, b) 7→
a · b. The space E0B ⊂ Be is that of Section 3.2.
Theorem 3.29. For every x ∈ E0B there exists a unique adjointable operator
〈〈x| : Be → L2(B) such that 〈〈x|y = 〈〈x, y〉〉B for all y ∈ E0B. The adjoint |x〉〉 :=
〈〈x|∗ is the unique linear operator from L2(B) to Be such that |x〉〉f = x ⋄ f, for all
f ∈ Cc(B). Moreover, if Λ˜B : C∗(B)→ B(L2(B)) is the regular representation, then
for all x, y, z ∈ E0B and f ∈ Cc(B) we have
Λ˜B〈〈x,y〉〉B = 〈〈x| ◦ |y〉〉; |x〉〉〈〈y|z = x ⋄ 〈〈y, z〉〉B; |x ⋄ f〉〉 = |x〉〉 ◦ Λ˜
B
f .
Proof. Fix x ∈ E0B and define the functions
P : E0B → Cc(B) , y 7→ 〈〈x, y〉〉B ,
Q : Cc(B)→ E
0
B , f 7→ x ⋄ f.
Note both P and Q are linear. If P and Q are to be extended to adjointable
operators, then we must have, for all y ∈ E0B and f ∈ Cc(B),
(3.30) 〈f, 〈〈x, y〉〉 〉L2(B) = 〈f, Py〉L2(B) = 〈Qf, y〉Be = (Qf)
∗y = (x ⋄ f)∗y.
To prove the identities above it suffices to show the first term equals the last one.
Take f ∈ Cc(B) and y ∈ E0B and consider factorizations x = gδe ·u and y = hδe ·v
with g, h ∈ E0σ and u, v ∈ Be. Using an approximate unit {ui}i∈I of C
σ
0 (G,X) as
26 DAMIÁN FERRARO
the one in Lemma 3.15 we deduce that
(x ⋄ f)∗y =
∫
G
lim
i
∆(t)−1/2(ui(t
−1)δt−1 · xf(t))
∗y dt
=
∫
G
lim
i
∆(t)−1/2(ui(t
−1)δt−1 · gδe · uf(t))
∗(h · δev) dt
=
∫
G
lim
i
∆(t)−1/2(h∗δeui(t
−1)δt−1gδe · uf(t))
∗v dt
=
∫
G
lim
i
∆(t)−1/2(ui(t
−1)h∗θet−1(g)δt−1 · uf(t))
∗v dt
=
∫
G
∆(t)−1/2(h∗θet−1(g)δt−1 · uf(t))
∗v dt
=
∫
G
f(t)∗(u∗∆(t)−1/2g∗θet (h)δt · v) dt =
∫
G
f(t)∗〈〈x, y〉〉(t) dt
= 〈f, 〈〈x, y〉〉 〉L2(B)
This completes the proof of (3.30).
By taking y = x ⋄ f in (3.30) and recalling that Λ˜Bgh = g ∗ h for all g, h ∈ Cc(B)
we get
(Qf)∗(Qf) = (x ⋄ f)∗(x ⋄ f) = 〈f, 〈〈x, x ⋄ f〉〉B 〉L2(B)
= 〈f, 〈〈x, x〉〉B ∗ f 〉L2(B) ≤ ‖〈〈x, x〉〉B‖C∗
r
(B)〈f, f 〉L2(B)
(3.31)
Then Q is bounded and ‖Q‖2 ≤ ‖〈〈x, x〉〉B‖C∗
r
(B).
Using (3.30) and that Q is bounded we deduce that
‖Py‖ = sup{‖〈f, Py〉L2(B)‖ : f ∈ Cc(B), ‖f‖L2(B) ≤ 1}
= sup{‖〈Qf, y〉L2(B)‖ : f ∈ Cc(B), ‖f‖L2(B) ≤ 1}
≤ ‖Q‖‖y‖.
Hence P is also bounded.
Let 〈〈x| : Be → L2(B) and |x〉〉 : L2(B)→ Be be the unique continuous extensions
of P and Q, respectively. By (3.30) 〈〈x| is adjointable with adjoint |x〉〉.
Now (3.31) can be used to deduce that Λ˜B〈〈x,x〉〉B = 〈〈x|◦|x〉〉 for all x ∈ E
0
B. Then
the polarization identity implies that Λ˜B〈〈x,y〉〉B = 〈〈x|◦|y〉〉 for all x, y ∈ E
0
B. Finally,
for all x, y, z ∈ E0B and f, g ∈ Cc(B) one has |x〉〉〈〈y|z = x ⋄ (〈〈y|z) = x ⋄ 〈〈y, z〉〉B
and
|x ⋄ f〉〉g = (x ⋄ f) ⋄ g = x ⋄ (f ∗ g) = x ⋄ (Λ˜Bfg) =
(
|x〉〉 ◦ Λ˜Bf
)
g.
Then the last identity holds for all g ∈ L2(B) and the proof is complete. 
Consider the subspace
F0B := span{|x〉〉〈〈y| : x, y ∈ E
0
B} ⊂M(Be),
which is in fact a *-subalgebra of M(Be) because
|x〉〉〈〈y||z〉〉〈〈w| = |x〉〉Λ˜B〈〈y,z〉〉B〈〈w| = |x ⋄ 〈〈y, z〉〉B〉〉〈〈w| ∈ F
0
B.
Given an exotic C*-seminorm µ of Cc(B), the generalized compact operator
[x, y] ∈ FµB = B(E
µ
B) corresponding to the x, y ∈ E
0
B is given by [x, y](z) = x ⋄
〈〈y, z〉〉B = |x〉〉 ◦ 〈〈y|z, for all z ∈ E0B. Thus one gets a unique morphism of *-
algebras
πµ : F
0
B → F
µ
B ⊂ B(E
µ
B), such that πµ(T )x = Tx ∀ T ∈ F
0
B, x ∈ E
0
B.
In fact πµ is injective and has dense range. Then the exotic fixed point algebra F
µ
B
is a C*-completion of F0B ⊂M(Be).
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We need a Lemma to determine the (exotic) fixed point algebra corresponding
to the closure (completion) of F0B in M(Be).
Lemma 3.32. For all x ∈ E0B, x is contained in the image under |x〉〉 of the closed
unit ball of L2(B). In particular ‖x‖Be ≤ ‖|x〉〉‖.
Proof. The thesis follows immediately if x = 0, otherwise we may assume ‖x‖Be = 1
without loss of generality.
Given ε > 0 take b ∈ Be such that ‖x − xb‖Be < ε and ‖b‖ < 1. Now take
f ∈ Cc(B) such that f(e) = b and set g := x ⊳ f ∈ Cc(G,Be) as in Lemma 3.15. By
construction g(e) = xf(e) = xb, thus there exists a compact neighbourhood V of
e ∈ G such that: (a) it’s measure µ(V ) is less than 1; (b) ‖x−∆(r)−1/2g(r)‖2 < ε
and ‖f(r)‖ < 1, for all r ∈ V.
Take a ∈ Cc(G)+ with support contained in V and such that
∫
G
a(r)2 dr = 1.
Then
‖af‖L2(B) = ‖
∫
G
a(r)2f(r)∗f(r) dr‖ ≤
∫
G
a(r)2‖f(r)‖2, dr ≤ 1
and x ⊳ (af) = a(x ⊳ f) = ag. Thus
‖x− |x〉〉(af)‖Be = ‖x−
∫
G
∆(r)−1/2a(r)g(r) dr‖ ≤
∫
V
a(r)‖x−∆(r)−1/2g(r)‖ dr
≤
(∫
V
a(r)2 dr
)1/2(∫
V
‖x−∆(r)−1/2g(r)‖2 dr
)1/2
≤ εµ(V )1/2 < ε.
The proof is complete because we have been able to find, for every ε > 0, a
function h = ag ∈ L2(B) such that ‖h‖L2(B) ≤ 1 and ‖x− |x〉〉h‖Be < ε. 
Proposition 3.33. For every T ∈ F0B and x ∈ E
0
B one has Tx ∈ E
0
B and
|Tx〉〉 = T |x〉〉. Besides, the completion of F0B in M(Be) is the fixed point algebra
corresponding to the reduced crossed sectional C*-algebra norm on Cc(B).
Proof. If T =
∑n
i=1 |yi〉〉〈〈zi|, then Tx =
∑n
i=1 yi ⋄ 〈〈zi, x〉〉B ∈ E
0
B. Besides, for all
f ∈ Cc(B)
|Tx〉〉f = (Tx) ⋄ f =
n∑
i=1
(yi ⋄ 〈〈zi, x〉〉B) ⋄ f =
n∑
i=1
yi ⋄ 〈〈zi, x ⋄ f〉〉B
=
n∑
i=1
|yi〉〉〈〈zi|(x ⋄ f〉〉B) = (T |x〉〉)f.
Hence |Tx〉〉 = T |x〉〉.
The norm of T in the reduced fixed point algebra, FrB, satisfies
‖T ‖2
F
r
B
= sup{‖〈〈Tx, Tx〉〉B‖r : x ∈ E
0
B, ‖〈〈x, x〉〉B‖r ≤ 1}
= sup{‖|Tx〉〉‖2 : x ∈ E0B, ‖〈〈x, x〉〉B‖r ≤ 1}
= sup{‖T |x〉〉‖2 : x ∈ E0B, ‖〈〈x, x〉〉B‖r ≤ 1}
≤ sup{‖T ‖2M(Be)‖|x〉〉‖
2 : x ∈ E0B, ‖〈〈x, x〉〉B‖r ≤ 1}
≤ ‖T ‖2M(Be).
Hence ‖T ‖Fr
B
≤ ‖T ‖M(Be).
Let D be the completion of F0B in M(Be). Then the conclusion of the last para-
graph implies the existence of a unique surjective *-homomorphism π : D → FrB
extending the identity operator of F0B. The proof will be completed if we can show
π is injective, because in that case it is isometric.
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Suppose T ∈ D satisfies µ(T ) = 0 and take a sequence {Tn}n≥0 ∈ F0B ⊂ D
approximating T. Then by Theorem 3.29 and Lemma 3.32, for all x ∈ E0B we have
‖Tx‖Be = lim
n
‖Tnx‖Be ≤ lim sup
n
‖|Tnx〉〉‖ = lim sup
n
‖〈〈Tnx, Tnx〉〉B‖
1/2
r
≤ lim sup
n
‖Tnx‖Er
B
= lim sup
n
‖π(Tn)x‖Er
B
= ‖π(T )x‖Er
B
= 0.
This shows T ∈ M(Be) vanishes in the dense set E0B ⊂ Be, thus T = 0 and π is
injective. 
The results presented above for bra-ket operators are generalizations, to Fell
bundles, of those presented in [11, 12]. In a forthcoming article we will prove an
imprimitivity theorem for exotic crossed sectional C*-algebras of Fell bundles using
the exotic fixed point algebras constructed in this article.
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