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STRONG SOLUTIONS TO THE STEFAN PROBLEM WITH
GIBBS-THOMSON CORRECTION AND BOUNDARY CONTACT
MAXIMILIAN RAUCHECKER
Abstract. We prove existence and uniqueness of strong solutions to the two-
phase Stefan problem with Gibbs-Thomson law where the free interface forms a
ninety degree contact angle with the fixed boundary. We also discuss existence
of global solutions and convergence to equilibria.
1. Introduction
We consider the Stefan problem with Gibbs-Thomson law, where the free interface
forms a ninety degree angle to the boundary,

∂tu−∆u = 0, in Ω\Γ(t),
JuK = 0, u|Γ = σHΓ on Γ(t),
(n∂Ω|∇u) = 0, on ∂Ω\∂Γ(t),
VΓ = −JnΓ · ∇uK, on Γ(t),
(nΓ|n∂Ω) = 0, on ∂Γ(t),
u|t=0 = u0, in Ω\Γ(0),
Γ|t=0 = Γ0.
(1.1)
Here, Ω ⊂ Rd, d = 2, 3, is a bounded, smooth domain with exterior unit nor-
mal vector field n∂Ω. We assume that the domain can be decomposed as Ω =
Ω+(t)∪˙Γ˚(t)∪˙Ω−(t), where Γ˚(t) denotes the interior of the free interface Γ(t), a (d−1)-
dimensional submanifold with boundary. Furthermore, we assume Ω±(t) to be both
connected. The unit normal vector field on Γ(t) pointing from Ω−(t) to Ω+(t) is
denoted by nΓ. By H and V we denote the mean curvature and the normal velocity
of the free interface, respectively. The jump of a quantity across the interface in
direction of the normal nΓ is denoted by J·K. Moreover, σ > 0 is a surface tension
constant.
For simplicity we consider the case where the domain is of cylindrical type, that
is, Ω = Σ× (L1, L2), where −∞ < L1 < 0 < L2 <∞, and Σ ⊂ R
d−1 is a bounded,
smooth domain. Let S1 := ∂Σ× (L1, L2) and S2 := Σ× {L1, L2}.
2. Transformation to fixed reference surface
In this section we transform the Stefan problem (1.1) with free interface Γ(t) to
a fixed reference configuration. To this end we construct a Hanzawa transformation
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as follows. We follow the ideas of [14]. For a suitable construction in a non-cylinder
case with curved boundary we refer to [1], [7]. To simplify notation, we let d = 3.
We asumme that the free interface Γ(t) is given as a graph of a height function
h over Σ. More precisely, we assume that there is some h depending on x′ ∈ Σ and
time t ≥ 0, such that
Γ(t) = Γh(t) := {x ∈ Σ× (L1, L2) : x3 = h(x
′, t), x′ ∈ Σ}, t ≥ 0, (2.1)
at least for small times. We then fix a smooth bump function χ ∈ C∞0 (R; [0, 1]) such
that χ(s) = 1 for |s| ≤ δ/2 and χ(s) = 0 for |s| ≥ δ. Here, 0 < δ ≤ min(−L1, L2)/3.
Let us now define
Θh : Ω× R+ → Ω, Θh(x, t) := x+ χ(x3)h(x
′, t)e3, (2.2)
where x = (x′, x3). Then a straightforward calculation shows
DΘh =

 1 0 00 1 0
∂1hχ ∂2hχ 1 + hχ
′

 . (2.3)
If now hχ′ is sufficiently small, Θh is invertible. This is ensured whenever e.g.
|h|∞ ≤ 1/(2|χ
′|∞). Note that |χ
′|∞ can be bounded by a constant depending on δ
only. The inverse is then given by
(DΘh)
−1 =
1
1 + hχ′

1 + hχ′ 0 00 1 + hχ′ 0
−∂1hχ −∂2hχ 1

 . (2.4)
For the sequel we fix the cut-off χ and choose 0 < d0 < 1/(2|χ
′|∞) sufficiently small.
If now |h|∞ ≤ d0, we ensure that the inverse Θ
−1
h : Ω → Ω is well defined and in
particular maps the free interface Γ(t) to the fixed reference surface Σ.
Define now the transformed quantity by
w(x, t) := u(Θh(x, t), t), x ∈ Ω, t ∈ R+. (2.5)
Define
DΘ−⊤h := ((DΘh)
−1)⊤ =
1
1 + hχ′

1 + hχ′ 0 −∂1hχ0 1 + hχ′ −∂2hχ
0 0 1

 , (2.6)
as well as the transformed operators
∇h := DΘ
−⊤
h ∇, divh := Tr(∇h), ∆h := divh∇h.
The upper normal at the free interface Γh(t) can be written in terms of h by
νΓ(t) =
(−∇h, 1)⊤√
1 + |∇h|2
, x′ ∈ Σ, t ∈ R+. (2.7)
Moreover, the normal velocity satisfies
VΓ(t) = (∂the3|νΓ(t)) =
∂th√
1 + |∇h|2
, x′ ∈ Σ, t ∈ R+. (2.8)
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We are now able to transform the Stefan problem (1.1) with free boundary to
Ω\Σ. The transformed system reads as


∂tw −∆w = Fw(w, h), in Ω\Σ,
JwK = 0, w|Σ − σ∆x′h = Fκ(h), on Σ,
(n∂Ω|∇w) = Fn(w, h), on ∂Ω\∂Σ,
∂th+ J∂3wK = FΣ(w, h), on Σ,
((−∇h, 0)⊤|n∂Ω) = 0, on ∂Σ,
w(0) = w0, in Ω\Σ,
h(0) = h0, on Σ,
(2.9)
where
Fw(w, h) := (∆h −∆)w +Dw · ∂tΘ
−1
h ,
Fκ(h) := σ
[
div
(
∇h√
1 + |∇h|2
)
−∆h
]
,
Fn(w, h) := (n∂Ω|(∇−∇h)w),
FΣ(w, h) := J∂3w − nΓ · ∇hwK + ∂th(e3|e3 − nΓ).
(2.10)
Hereby, h0 is a suitable description of the initial configuration Γ0, which we also
assume to be a graph over Σ.
Note that we exploited the fact that on the walls of the cylindrical domain the
normal to the boundary n∂Ω has last component zero, (n∂Ω|e3) = 0. This way
we obtain the linear boundary condition (2.9)5 for h in the setting of a cylindrical
container - in contrast to a general bounded domain where the boundary condition
is highly nonlinear, cf. [1].
There is also a remark in order regarding the nonlinearity Fn(w, h). By equation
(2.6) we can write
(∇−∇h)w = (I −DΘ
−⊤
h )∇w =
1
1 + hχ′

−∂1h ∂3w χ−∂2h ∂3w χ
−∂3w h χ
′

 . (2.11)
Hence, if h satisfies (2.9)5,
Fn(w, h) =
∂3wχ
1 + hχ′
(n∂Ω|(−∇h, 0)
⊤)R3 = 0, on ∂Ω\∂Σ. (2.12)
Here we used that (n∂Ω|e3) = 0 on S2 and that χ = 0 in a neighbourhood of S1.
This means we may replace Fn(w, h) simply by zero in problem (2.9).
As in [1], we want to study problem (2.9) in an Lp − Lq-setting. This is due
to the fact that we need the technical restriction q < 2 in the spatial integrability
to be able to apply certain reflection techniques and avoid additional compatibility
conditions. On the contrary, we need p to be sufficiently large to ensure that the
height function is C2(Σ) for every time t ≥ 0. By these reasons we treat the problem
in an Lp − Lq-theory with p 6= q.
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3. Model problems
In this section we derive maximal regularity of type Lp − Lq for the model prob-
lems. There are two relevant model problems in the case of a cylindrical domain:
the half-space problem where the flat interface meets the boundary at a ninety de-
gree angle and the quarter space problem without interface but two parts of the
boundary. We will start this section however with a characterization of trace spaces
for the height function.
Let 1 < p, q <∞. In this chapter we consider height functions of class
h ∈ F 3/2−1/2qpq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)). (3.1)
For readability, we define 1 − 1/2q := 1 − 1/(2q) and use similar notation in the
following. Let us first discuss the traces of h at t = 0. Using Proposition 5.37 and
5.39 in [9],
F 3/2−1/2qpq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) →֒
→֒ H1p (0, T ;W
2−2/q
q (Σ)).
(3.2)
By classical results, cf. [3],
H1p (0, T ;W
2−2/q
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)) →֒
→֒ BUC([0, T ]; (W 4−1/qq (Σ),W
2−2/q
q (Σ))1−1/p,p).
(3.3)
By standard real interpolation,
(W 2−2/qq (Σ),W
4−1/q
q (Σ))1−1/p,p = B
4−1/q−2/p−1/pq
qp (Σ). (3.4)
This space now continuously embeds into C2(Σ), provided
4− 1/q − 2/p− 1/pq − (n− 1)/q > 2, n = 2, 3. (3.5)
This can easily be achieved by choosing q < 2 close to 2 and p < ∞ large enough.
For instance this is ensured for all p ∈ (6,∞) and q ∈ (19/10, 2). Note that this
already implies that the solution space for h in (3.1) continuously embeds into
BUC([0, T ];C2(Σ)), (3.6)
whenever p ∈ (6,∞), q ∈ (19/10, 2).
3.1. Trace spaces for the height function.
Lemma 3.1 (Time traces). Let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p + 1), 2p). The
space of traces at t = 0 for functions in
F 3/2−1/2qpq (0, T ;Lq(R
n−1
+ )) ∩ F
1−1/2q
pq (0, T ;H
2
q (R
n−1
+ )) ∩ Lp(0, T ;W
4−1/q
q (R
n−1
+ ))
(3.7)
is given by B
4−1/q−2/p
qp (R
n−1
+ ).
In particular, for every h0 ∈ B
4−1/q−2/p
qp (R
n−1
+ ) there is some h¯ with regularity
(3.7) satisfying h¯(0) = h0.
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Proof. Firstly, the traces at t = 0 are well defined. Let us first show necessity.
Consider a function h in (3.7). We may extend the function to all of Rn−1 and still
denote it by h. Using Proposition 5.38 in [9] we get an embedding
Lp(0, T ;W
4−1/q
q (R
n−1)) ∩ F 1−1/2qpq (0, T ;H
2
q (R
n−1)) →֒
→֒ H1/2p (0, T ;W
3−1/q
q (R
n−1)).
(3.8)
Hence
h ∈ H1/2p (0, T ;W
3−1/q
q (R
n−1)) ∩ Lp(0, T ;W
4−1/q
q (R
n−1)).
It is now well known that (I − ∆)1/2 with domain W
4−1/q
q (Rn−1) has a bounded
H∞-calculus on W
3−1/q
q (Rn−1), whence we may consider h as a trivial solution of
the problem
∂
1/2
t h+ (I −∆)
1/2h = f, t > 0, h(0) = h0, (3.9)
where f := ∂
1/2
t h + (I −∆)
1/2h ∈ Lp(0, T ;W
3−1/q
q (Rn−1)) and h0 := h(0). Propo-
sition 4.5.14 in [12] now gives that
h0 ∈ (W
3−1/q
q (R
n−1),W 4−1/qq (R
n−1))1−1/pα,p, α = 1/2. (3.10)
An easy calculation shows that then h0 ∈ B
4−1/q−1/pα
qp (Rn−1) and this shows neces-
sity.
Let us show the converse direction. So let h0 ∈ B
4−1/q−2/p
qp (R
n−1
+ ) be given.
Again we may extend the function to all of Rn−1 without relabeling. Let A be the
realization of I −∆ on W
2−1/q
q (Rn−1) with natural domain D(A) =W
4−1/q
q (Rn−1).
We know that A enjoys maximal Lp-regularity and −A generates an analytic C0-
semigroup in X0. We may now solve the equation
∂th+Ah = 0, t > 0, h(0) = h0, (3.11)
in an Lp − Lq-theory by the function h¯ := e
−Ath0. We now need to show that h¯
belongs to (3.7). Directly from semigroup theory we obtain that
h¯ ∈ H1p (0, T ;W
2−1/q
q (R
n−1)) ∩ Lp(0, T ;W
4−1/q
q (R
n−1)). (3.12)
We also have the embedding
H1p (0, T ;W
2−1/q
q (R
n−1)) ∩ Lp(0, T ;W
4−1/q
q (R
n−1)) →֒ F 1−1/2qpq (0, T ;H
2
q (R
n−1)),
(3.13)
see Propositions 5.37 and 5.39 in [9]. Note that ∂th¯ = −Ah¯ = −Ae
−Ath0 ∈
F
1−1/2q
pq (0, T ;Lq(R
n−1)), whence the proof is complete since h¯(0) = h0. 
Remark 3.2. Note that for a function h in the above class also ∂th has a time trace
at t = 0. However, the Neumann trace of h has no full time derivative. This will be
a consequence of Lemma 3.3 below, see also Remark 3.5.
The following lemma states the optimal regularity for the Neumann traces.
Lemma 3.3 (Neumann trace space). Let p ∈ (6,∞), q ∈ (19/10, 2)∩(2p/(p+1), 2p).
The Neumann trace [h 7→ ∇h|∂Rn−1+
] is bounded as a mapping from
00F
3/2−1/2q
p (0, T ;Lq(R
n−1
+ )) ∩ 0F
1−1/2q
pq (0, T ;H
2
q (R
n−1
+ )) ∩ Lp(0, T ;W
4−1/q
q (R
n−1
+ ))
(3.14)
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to
0F
β(q)
pq (0, T ;Lq(∂R
n−1
+ ))∩0F
1−1/2q
pq (0, T ;W
1−1/q
q (∂R
n−1
+ ))∩Lp(0, T ;W
3−2/q
q (∂R
n−1
+ )),
(3.15)
where
β(q) =
5
4
−
1
q
+
1
4(3q − 1)
. (3.16)
Here, the two subscript zeros denote vanishing traces at t = 0, h(0) = 0 and ∂th(0) =
0, one subscript zero means h(0) = 0 only.
Furthermore, there exists a continuous right inverse in the following sense: For
every b in (3.15) there exists some h = E(b) in
0F
3/2−1/2q
p (0, T ;Lq(R
n−1
+ )) ∩ 0F
1−1/2q
pq (0, T ;H
2
q (R
n−1
+ )) ∩ Lp(0, T ;W
4−1/q
q (R
n−1
+ ))
(3.17)
such that ∂nh|∂Rn−1+
= b and [b 7→ E(b)] is continuous between the above spaces. In
particular, the operator norm of [b 7→ E(b)] is independent of T (since we restrict to
vanishing time traces).
Remark 3.4. Note that as q ↑ 2, the regularity index β(q) → 4/5, whereas 1 −
1/2q → 3/4. Hence, for q < 2 very close to 2, we can not get rid of the first space
in (3.15) since the time regularity there is higher as in the other spaces.
Remark 3.5. Note that 54 −
1
q +
1
4(3q−1) < 1 for all q ∈ (19/10, 2).
Let us now prove Lemma 3.3.
Proof. By a reflection argument in time (this is possible since we have vanishing
traces at t = 0) and extending the functions to the whole of Rn−1 it is enough to
consider now a function h in
00F
3/2−1/2q
pq (R+;Lq(R
n−1)) ∩ 0F
1−1/2q
pq (R+;H
2
q (R
n−1)) ∩ Lp(R+;W
4−1/q
q (R
n−1)).
(3.18)
By standard trace theory, we readily get
∇h ∈ 0F
1−1/2q
pq (R+;H
1
q (R
n−1)) ∩ Lp(R+;W
3−1/q
q (R
n−1)). (3.19)
We may interpolate the first two spaces and the first and the last in (3.18) to the
result
0F
5/4−1/2q
pq (R+;H
1
q (R
n−1)), 0F
(3q−1)/(2q+1)
pq (R+;H
1
q (R
n−1)), (3.20)
see [9]. Since 1 < q < 2, we obtain that the regularity index 5/4 − 1/2q is larger
than the second one, hence the second space embeds into the first one. This is also
natural if we consider the regularity diagram for the Stefan problem below. Hence
∇h ∈ 0F
5/4−1/2q
pq (R+;Lq(R
n−1))∩0F
1−1/2q
pq (R+;H
1
q (R
n−1))∩Lp(R+;W
3−1/q
q (R
n−1)).
(3.21)
Standard trace theory in the last two spaces gives
∇h|∂Rn−1+
∈ 0F
1−1/2q
pq (R+;W
1−1/q
q (R
n−1
+ )) ∩ Lp(R+;W
3−2/q
q (R
n−1
+ )). (3.22)
We may mow mimic the proof of Theorem B.1 in [1] and write the space
0F
α(q)
pq (R+;Lq(R
n−1)) ∩ Lp(R+;W
3−1/q
q (R
n−1))
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as an anisotropic Triebel-Lizorkin space, cf. [8]. Then taking anisotropic traces onto
the boundary gives that
∇h|∂Rn−1+
∈ 0F
β(q)
pq (R+;Lq(R
n−1
+ )) ∩ Lp(R+;W
3−2/q
q (R
n−1
+ )), (3.23)
where
β(q) := α(q) −
α(q)
3− 1/q
1
q
, α(q) :=
5
4
−
1
2q
. (3.24)
Simple calculations then entail that
β(q) =
5
4
−
1
q
+
1
4(3q − 1)
. (3.25)
We have so far shown the first part. It now remains to construct a continuous right
inverse. So let us be given some
b ∈ 0F
β(q)
pq (R+;Lq(R
n−1
+ )) ∩ Lp(R+;W
3−2/q
q (R
n−1
+ )). (3.26)
Again mimicking the proof of Theorem B.1 in [1] we may write this space as an
anisotropic Triebel-Lizorkin space and use the results of [8]. We obtain, given b in
(3.26), a right inverse E(b) of the Neumann trace with
E(b) ∈ 0F
γ(q)
pq (R+;Lq(R
n−1
+ )) ∩ Lp(R+;W
4−1/q
q (R
n−1
+ )). (3.27)
Here,
γ(q) :=
1
3− 2/q
(4− 1/q)β(q) =
5
3
−
1
2q
−
1
12(3q − 1)
. (3.28)
Now again since q < 2, we have γ(q) ≥ 3/2− 1/2q. Hence by Banach-space valued
embeddings for Triebel-Lizorkin spaces, cf. [11],
0F
γ(q)
pq (R+;Lq(R
n−1
+ )) →֒ 0F
3/2−1/2q
pq (R+;Lq(R
n−1
+ )). (3.29)
If now additionally to (3.26), b also has regularity 0F
1−1/2q
pq (0, T ;W
1−1/q
q (∂R
n−1
+ )),
by standard trace theory in the spatial variable we also obtain that
E(b) ∈ 0F
1−1/2q
pq (0, T ;H
2
q (R
n−1
+ )) (3.30)
since we already know that ∇E(b)|∂Rn−1+
= b. The proof is complete. 
We close this subsection with the regularity diagram for the solution space (3.1).
Here we note that the left line segment has a slope of modulus 1/4, whereas the
x
t
2 4− 1/q
3/2− 1/2q
1− 1/2q
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right line segment has a slope of modulus 1/2.
3.2. The model problem with a flat interface. Let us discuss optimal regularity
and solvability near the contact line. We will now investigate the model problem
consisting of a half-space problem with a flat interface. More precisely, let n = 2, 3,
Ω := {x ∈ Rn : x1 > 0}, and Σ := Ω ∩ {xn = 0}. Let ω > 0. We consider the linear
problem 

∂tu+ ωu−∆u = fu, in Ω\Σ,
(n∂Ω|∇u) = fn, in ∂Ω,
JuK = 0, u|Σ −∆h = g, on Σ,
(n∂Ω|∇h) = b, in ∂Σ,
∂th+ ωh+ J∂3uK = fh, on Σ,
u(0) = u0, in Ω\Σ,
h(0) = h0, on Σ.
(3.31)
Let p ∈ (6,∞), q ∈ (19/10, 2)∩(2p/(p+1), 2p). We are interested in strong solutions
h ∈ Eh(T ) := F
3/2−1/2q
pq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ))
(3.32)
and
u ∈ Eu(T ) := H
1
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω\Σ)). (3.33)
Note that for the case p = q this setting was already considered in [12]. We refer to
Section 6.6 therein for a motivation for these spaces.
Spaces for the data. Suppose we are given a solution (u, h) in the above classes.
We want to find necessary conditions for the data. Clearly, fu ∈ Lp(0, T ;Lq(Ω)).
Also, by trace theory,
∇u|∂Ω ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Ω)) ∩ Lp(0, T ;W
1−1/q
q (∂Ω\∂Σ)). (3.34)
Note that the function ∇u|∂Ω is only W
1−1/q
q in space. Since q < 2, it does not
possess a trace on ∂Σ. Hence we obtain that
fn ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Ω)) ∩ Lp(0, T ;W
1−1/q
q (∂Ω)). (3.35)
We also have by classical trace theory that
u|Σ ∈ F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−1/q
q (Σ)). (3.36)
Since also ∆h enjoys this regularity, g should belong to this class. Note that we have
shown in Lemma 3.3 that
∇h|∂Σ ∈ F
5/4−1/q+1/4(3q−1)
pq (0, T ;Lq(∂Σ)) ∩ F
1−1/2q
pq (0, T ;W
1−1/q
q (∂Σ)) (3.37)
∩ Lp(0, T ;W
3−2/q
q (∂Σ)), (3.38)
whence we take b to belong to this class. Furthermore, we directly obtain that
fh ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
1−1/q
q (Σ)). (3.39)
By classical real interpolation method, we obtain u0 ∈ W
2−2/q
q (Ω\Σ) and Lemma
3.1 entails h0 ∈ B
4−1/q−2/p
qp (Σ).
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Compatibility conditions. One important feature of our Lp − Lq theory is that
there is no additional compatibility condition for (fn, g) on ∂Σ, since the function
∇u|Σ does not have a well-defined trace on ∂Σ since q < 2, cf. (3.36). Therefore we
can reduce the amount of compatibility conditions at the contact line to a minimum.
These read
(1) (n∂Ω|∇u0) = fn(0), on ∂Ω,
(2) Ju0K = 0, on Σ,
(3) u0|Σ −∆h0 = g(0), on Σ,
(4) (n∂Σ|∇h0) = b(0), on ∂Σ,
(5) J∂3u0K− fh(0) ∈ tr|t=0
[
F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−2/q
q (Σ))
]
.
Let us comment on these. The first four conditions simply follow by evaluating
the respective equations at time t = 0. Note that the functions have enough time
regularity such that the traces are well defined. Let us explain the last one in more
detail. From (5.3), standard trace theory for u entails
J∂3uK− fh ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
1−1/q
q (Σ)). (3.40)
Additionally, however, J∂3uK− fh = −∂th− ωh by the equations. Recall that
h ∈ F 3/2−1/2qpq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) →֒
→֒ H1p (0, T ;W
2−2/q
q (Σ)),
(3.41)
hence −∂th− ωh ∈ Lp(0, T ;W
2−2/q
q (Σ)). This yields that
J∂3u0K− fh(0) ∈ tr|t=0
[
F 1/2−1/2qpq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−2/q
q (Σ))
]
. (3.42)
We remark that we can explicitly calculate the trace space as in the proof of Lemma
3.1 to the result
J∂3u0K− fh(0) ∈ B
2−2/q−4/p
qp (Σ). (3.43)
Maximal Lp−Lq-regularity. We now want to show that the necessary conditions
derived above together with the compatibility conditions are also sufficient. Suppose
we are given (fu, fn, g, fh, b, u0, h0) satisfying the above conditions. We now want
to solve (3.31).
Let us first reduce to h0 = 0 and J∂3u0K − fh(0) = 0. The idea stems from
Section 6.2 in [12]. So let h0 ∈ B
4−1/q−2/p
qp (Rn−1) and h1 := fh(0)− J∂3u0K−ωh0 ∈
B
2−2/q−4/p
qp (Rn−1) be the extensions of h0 and fh(0) − J∂3u0K − ωh0 to R
n−1. We
define the operators A := 1 + ω − ∆ and B := 1 + ω + ∆2. It is well-known that
these are negative generators of exponentially stable analytic C0-semigroups with
maximal Lp-regularity on Lq(R
n−1), hence also on W sq (R
n−1), s > 0. Let us define
h¯(t) := (2e−At − e−2At)h0 + (e
−Bt − e−2Bt)B−1h1. (3.44)
Then clearly h¯(0) = h0, (∂t + ω)h¯(0) = h1 + ωh0. Note that the function e
−Ath0
solves the evolution problem
∂th+Ah = 0, t > 0, h(0) = h0. (3.45)
In the proof of Lemma 3.1 we actually showed that e−Ath0 ∈ Eh(T ). It remains to
prove that e−BtB−1h1 ∈ Eh(T ). Consider B on the base space W
2−2/q
q (Rn−1) with
10 MAXIMILIAN RAUCHECKER
natural domain W
6−2/q
q (Rn−1). The function e−BtB−1h1 then solves the evolution-
ary problem
∂th+Bh = 0, t > 0, h(0) = B
−1h1. (3.46)
By maximal regularity,
e−BtB−1h1 ∈ H
1
p (0, T ;W
2−2/q
q (R
n−1)) ∩ Lp(0, T ;W
6−2/q
q (R
n−1)). (3.47)
Note that by construction, ∂te
−BtB−1h1 = −e
−Bth1. Since
H1p (0, T ;W
2−2/q
q (R
n−1)) ∩ Lp(0, T ;W
6−2/q
q (R
n−1)) →֒ F 1/2−1/2qpq (0, T ;H
4
q (R
n−1)),
(3.48)
we obtain −e−Bth1 ∈ F
1/2−1/2q
pq (0, T ;Lq(R
n−1)), hence e−BtB−1h1 ∈ Eh(T ).
By subtracting h¯ from problem (3.31) we reduce to h0 = 0 and trivialize the
last compatibility condition to J∂3u0K − fh(0) = 0. Due to this now generated
compatibility condition between u0 and fh(0) we may solve the transmission problem

∂tu¯+ ω¯u¯−∆u¯ = 0, in R
n\Σ˜,
Ju¯K = 0, on Σ˜,
J∂3u¯K = fh, on Σ˜,
u¯(0) = u0, in R
n\Σ˜,
(3.49)
in an Lp−Lq-theory by a function u¯ ∈ H
1
p (0, T ;Lq(R
n))∩Lp(0, T ;H
2
q (R
n\Σ˜)) using
Theorem 6.5.1 in [12]. Here again u0 and fh are extensions and Σ˜ := {x ∈ R
n :
xn = 0}. Surely we can restrict u¯ again back to the half space {x1 > 0}. We have
now so far reduced (3.31) to the problem


∂tu+ ωu−∆u = fu, in Ω\Σ,
(n∂Ω|∇u) = fn, in ∂Ω,
JuK = 0, u|Σ −∆h = g, on Σ,
(n∂Ω|∇h) = b, in ∂Σ,
∂th+ ωh+ J∂3uK = 0, on Σ,
u(0) = 0, in Ω\Σ,
h(0) = 0, on Σ,
(3.50)
for possibly modified right hand sides which we do not relabel. We want to note at
this point that we have vanishing traces as compatibility conditions in (3.50),
fn(0) = 0, g(0) = 0, b(0) = 0. (3.51)
By the theory for elliptic equations, cf. [12], we may find some
u˜ ∈ H1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω)) (3.52)
in an Lp − Lq-theory solving

∂tu˜+ ω˜u˜−∆u˜ = 0, in Ω,
(n∂Ω|∇u˜) = fn, in ∂Ω,
u˜(0) = 0, in Ω,
(3.53)
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since fn(0) = 0. Hereby we used the fact that q < 2 and that therefore fn does not
possess a trace on ∂Σ. Also, by Lemma 3.3 we find some h˜ in the proper regularity
class satisfying
(n∂Σ|∇h˜) = b, in ∂Σ, (3.54)
since b(0) = 0. Subtracting (u˜, h˜) we may again reduce the problem to


∂tu+ ωu−∆u = fu, in Ω\Σ,
(n∂Ω|∇u) = 0, in ∂Ω,
JuK = 0, u|Σ −∆h = g, on Σ,
(n∂Ω|∇h) = 0, in ∂Σ,
∂th+ ωh+ J∂3uK = −∂th˜− ωh˜, on Σ,
u(0) = 0, in Ω\Σ,
h(0) = 0, on Σ.
(3.55)
We note that in particular
− ∂th˜− ωh˜ ∈ F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−2/q
q (Σ)), (3.56)
since J∂3u˜K = 0. Recall that g has regularity
g ∈ 0F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−1/q
q (Σ)). (3.57)
It is now an essential feature that q < 2. As in [1] we reflect (u, h, fu, g,−∂th˜− ωh˜)
evenly in x1-direction across the boundary of Ω. We are therefore left to solve a
full-space problem with flat interface, where the restriction of the solutions back to
Ω gives back the solution of the original problem (3.55). This is due to the fact that
by the even reflection, the conditions (3.55)2 and (3.55)4 hold automatically. We are
left to solve the full-space problem


∂tu+ ωu−∆u = fu, in R
n\Σ˜,
JuK = 0, u|Σ˜ −∆h = g, on Σ˜,
∂th+ ωh+ J∂3uK = −∂th˜− ωh˜, on Σ˜,
u(0) = 0, in Rn\Σ˜,
h(0) = 0, on Σ˜,
(3.58)
where we again for simplicity did not relabel the functions. Let h˜0 := 0, h˜1 :=
−∂th˜(0) − ωh˜(0). Recalling (3.56), we may repeat the first step in the proof and
subtract the function
h¯(t) := (2e−At − e−2At)h˜0 + (e
−Bt − e−2Bt)B−1h˜1 (3.59)
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constructed in (3.44). Then again h¯ ∈ Eh(T ), h¯(0) = h˜0 = 0, (∂t+ω)h¯(0) = h˜1, and
we reduce to 

∂tu+ ωu−∆u = fu, in R
n\Σ˜,
JuK = 0, u|Σ˜ −∆h = g, on Σ˜,
∂th+ ωh+ J∂3uK = fh, on Σ˜,
u(0) = 0, in Rn\Σ˜,
h(0) = 0, on Σ˜,
(3.60)
where fh(0) = 0. This allows then in turn again to solve a transmission problem

∂tuˆ+ ωˆuˆ−∆uˆ = 0, in R
n\Σ˜,
JuˆK = 0, on Σ˜,
J∂3uˆK = fh, on Σ˜,
uˆ(0) = 0, in Rn\Σ˜,
(3.61)
by a function uˆ ∈ H1p (0, T ;Lq(R
n)) ∩ Lp(0, T ;H
2
q (R
n\Σ˜)), cf. [12]. Subtracting uˆ,
we are left to solve

∂tu+ ωu−∆u = fu, in R
n\Σ˜,
JuK = 0, u|Σ˜ −∆h = g, on Σ˜,
∂th+ ωh+ J∂3uK = 0, on Σ˜,
u(0) = 0, in Rn\Σ˜,
h(0) = 0, on Σ˜.
(3.62)
Let us now solve an auxiliary parabolic problem on the upper half space

∂tu+ + ω+u+ −∆u+ = 0, in R
n
+,
u+|Σ˜ = g, on Σ˜,
u+(0) = 0, in R
n
+,
(3.63)
by a function u+ ∈ H
1
p (0, T ;Lq(R
n
+)) ∩ Lp(0, T ;H
2
q (R
n
+)), cf. [12]. Note that the
necessary compatibility condition g(0) = 0 is satisfied. Using higher-order reflection
techniques we may extend the function u+ in space to a function u˜+ on all of R
n
with the same regularity. Hence u˜+(0) = 0, Ju˜+K = 0, and J∂3u˜+K = 0. After
subtracting u˜+, we have arrived at the problem

∂tu+ ωu−∆u = fu, in R
n\Σ˜,
JuK = 0, u|Σ˜ −∆h = 0, on Σ˜,
∂th+ ωh+ J∂3uK = 0, on Σ˜,
u(0) = 0, in Rn\Σ˜,
h(0) = 0, on Σ˜.
(3.64)
We now want to solve (3.64) with properties of the Stefan semigroup, cf. [12]. Cor-
responding to Section 6.6 in [12], we define
X0 := Lq(R
n)×W 2−2/qq (Σ˜), X1 := H
2
q (R
n\Σ˜)×W 4−1/qq (Σ˜). (3.65)
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Define the linear operator AS in X0 by means of
AS(u, h) =
(
−∆u
J∂3uK
)
, (3.66)
with domain
D(AS) := {(u, h) ∈ X1 : JuK = 0, u|Σ˜−∆h = 0 on Σ˜, J∂3uK ∈ W
2−2/q
q (Σ˜)}. (3.67)
Let z := (u, h) and f := (fu, 0). Then we may rewrite problem (3.64) as an abstract
evolution equation in X0, reading as
d
dt
z(t) + ωz(t) +ASz(t) = f(t), t > 0, z(0) = 0. (3.68)
By Section 6.6.3 in [12] the operator (ω+AS) has maximal Lq-regularity. A general
principle going back to Bourgain [5] then also gives maximal Lp-regularity for the
abstract evolution problem (3.68). Therefore we may solve (3.68) for f := (fu, 0) ∈
Lp(0, T ;X0) to obtain a unique solution
z = (u, h) ∈ Lp(0, T ;D(AS)) ∩H
1
p (0, T ;X0) (3.69)
of (3.64). Clearly, u ∈ Eu(T ). Note that
∆h = u|Σ˜ ∈ F
1−1/2q
pq (0, T ;Lq(Σ˜)) ∩ Lp(0, T ;W
2−1/q
q (Σ˜)). (3.70)
Hence we obtain h ∈ F
1−1/2q
pq (0, T ;H2q (Σ˜)) by elliptic theory. Since also
∂th = −ωh− J∂3uK ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ˜)) ∩ Lp(0, T ;W
2−2/q
q (Σ˜)), (3.71)
we obtain h ∈ F
3/2−1/2q
pq (0, T ;Lq(Σ˜)) and hence h ∈ Eh(T ). In particular, also
h ∈ H1p (0, T ;W
2−2/q
q (Σ˜)). This also follows from the embedding
Eh(T ) →֒ H
1
p (0, T ;W
2−2/q
q (Σ˜)).
Let us summarize the result we have proven for this model problem.
Theorem 3.6 (Maximal regularity). Let n = 2, 3, p ∈ (6,∞), q ∈ (19/10, 2) ∩
(2p/(p + 1), 2), and T ∈ (0,∞). Furthermore, let Ω := {x ∈ Rn : x1 > 0}, and
Σ := Ω ∩ {xn = 0}. Then the linear problem with flat interface (3.31) has maximal
Lp − Lq-regularity. More precisely, for every (fu, fn, g, b, fh, u0, h0) satisfying the
regularity and compatibility conditions
(1) fu ∈ Lp(0, T ;Lq(Ω)),
(2) fn ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Ω)) ∩ Lp(0, T ;W
1−1/q
q (∂Ω)),
(3) g ∈ F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−1/q
q (Σ)),
(4) b ∈ F
5/4−1/q+1/4(3q−1)
pq (0, T ;Lq(∂Σ))∩F
1−1/2q
pq (0, T ;W
1−1/q
q (∂Σ))∩Lp(0, T ;W
3−2/q
q (∂Σ)),
(5) fh ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
1−1/q
q (Σ)),
(6) u0 ∈W
2−2/q
q (Ω\Σ),
(7) h0 ∈ B
4−1/q−2/p
qp (Σ),
(8) (n∂Ω|∇u0) = fn(0), on ∂Ω,
(9) Ju0K = 0, on Σ,
(10) u0|Σ −∆h0 = g(0), on Σ,
(11) (n∂Σ|∇h0) = b(0), on ∂Σ,
(12) J∂3u0K− fh(0) ∈ B
2−2/q−4/p
qp (Σ),
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there exists a unique solution
u ∈ H1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω\Σ)), (3.72)
h ∈ F 3/2−1/2qpq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)), (3.73)
solving (3.31) on (0, T ). Furthermore, the solution map [(fu, fn, g, b, fh, u0, h0) 7→
(u, h)] is continuous with respect to these spaces. In particular, the operator norm
of [(fu, fn, g, b, fh, 0, 0) 7→ (u, h)] is independent of T > 0.
Let us briefly comment on the second type of chart we obtain in a localization
procedure for a cylindrical container: the quarter space problem with no interface.
Here, Q := {x ∈ Rn : x1 > 0, xn < 0}, where n = 2, 3. The model problem reads as

∂tu+ ωu−∆u = fu, in Q,
∂1u = g1, in ∂Q ∩ {x1 = 0},
∂nu = gn, in ∂Q ∩ {xn = 0},
u(0) = u0, in Q.
(3.74)
Surely, one obtains compatibility conditions at t = 0, namely
g1(0) = ∂1u0, gn(0) = ∂nu0. (3.75)
However, due to q < 2 there is no compatibility condition in space for the functions
g1 and gn on the triple line {x1 = 0, x2 ∈ R, x3 = 0}. This observation was already
made in [1] in the stationary case. Following the lines of the arguments in Section
A.2 in [1] we are able to reflect the problem to a half space problem which we can
solve by classical results. For further discussion we refer to [1]. This way, we obtain
a similar result on maximal regularity for the model problem (3.74) as Theorem 3.7.
Theorem 3.7 (Maximal regularity). Let n = 2, 3, p ∈ (6,∞), q ∈ (19/10, 2) ∩
(2p/(p+ 1), 2), T ∈ (0,∞) and Q the quarter-space as above. Let ∂Q∩ {xj = 0} =:
∂Qj. Then for every (g1, gn, u0) satisfying the regularity and compatibility conditions
(1) fu ∈ Lp(0, T ;Lq(Ω)),
(2) gj ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Qj)) ∩ Lp(0, T ;W
1−1/q
q (∂Qj)), j ∈ {1, n},
(3) u0 ∈W
2−2/q
q (Ω\Σ),
(4) ∂ju0 = gj(0), j ∈ {1, n},
there exists a unique solution (u, h) of (3.74) in the regularity classes of Theorem
3.7. Furthermore, the solution map is continuous.
3.3. Bent half-space problems and localization procedure. We can extend
the result to slightly bent half-spaces by a perturbation argument. This way we
obtain a similar result as in the previous subsection if only the C1-norm of the
curves describing the bent half-spaces are small enough. Then afterwards a so-
called localization procedure gives maximal regularity for the linear problem inside a
bounded, cylindrical container. For a detailed derivation in case of a quasi-stationary
Stefan problem we refer to Section 4.4 in [1]. We omit the details here.
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4. Nonlinear Well-Posedness
In this section we show nonlinear well-posedness of the transformed version of the
Stefan problem (1.1) given by (2.9) in an Lp−Lq-setting. For convenience we recall
that the transformed system is given by

∂tu−∆u = Fu(u, h), in Ω\Σ,
JuK = 0, u|Σ − σ∆x′h = Fκ(h), on Σ,
(n∂Ω|∇u) = 0, on ∂Ω\∂Σ,
∂th+ J∂3uK = FΣ(u, h), on Σ,
(n∂Σ|∇h) = 0, on ∂Σ,
u(0) = u0, in Ω\Σ,
h(0) = h0, on Σ.
(4.1)
where
Fu(u, h) := (∆h −∆)u +Du · ∂tΘ
−1
h ,
Fκ(h) := σ
[
div
(
∇h√
1 + |∇h|2
)
−∆h
]
,
FΣ(u, h) := J∂3u− nΓ · ∇huK + ∂th(e3|e3 − nΓ).
(4.2)
Let us precisely state the function spaces we consider. Let
Eu(T ) := H
1
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω\Σ)), (4.3)
Eh(T ) := F
3/2−1/2q
pq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)).
(4.4)
The main result is the following.
Theorem 4.1. Let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p+ 1), 2). Then there is some
δ0 > 0, such that if
|u0|W 2−2/qq (Ω\Σ)
+ |h0|B4−1/q−2/pqp (Σ)
≤ δ (4.5)
for some 0 < δ ≤ δ0, and (u0, h0) satisfy the compatibility conditions
(1) Ju0K = 0,
(2) u0|Σ − σ∆h0 = Fκ(h0),
(3) (n∂Ω|∇u0) = 0,
(4) (n∂Σ|∇h0) = 0,
(5) J∂3u0K− FΣ(u0, h0) ∈ B
2−2/q−4/p
qp (Σ),
there exists τ = τ(δ) > 0, such that the transformed Stefan problem (4.1) has a
unique strong solution (u, h) ∈ Eu(τ) × Eh(τ) on (0, τ).
Proof. The proof uses maximal regularity of the underlying linear problem together
with a contraction argument via Banach’s fixed point principle. It follows the same
lines as the proof in [1]. We omit the details. 
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5. The Stefan semigroup
We now want to understand the structure of the underlying semigroup to the
Stefan problem with ninety degree contact angle. We will extract the semigroup in
the same way as is done in Section 6.6 in [12] in the case of closed interfaces.
Let Ω ⊂ Rn be a bounded, smooth domain and Σ a smooth surface inside with
ninety degree contact angle as before. Again we consider the linear problem

∂tu+ ωu−∆u = fu, in Ω\Σ,
(n∂Ω|∇u) = fn, in ∂Ω,
JuK = 0, u|Σ −∆h = g, on Σ,
(n∂Ω|∇h) = b, in ∂Σ,
∂th+ ωh+ J∂3uK = fh, on Σ,
u(0) = u0, in Ω\Σ,
h(0) = h0, on Σ.
(5.1)
Let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p + 1), 2p). We are now interested in strong
solutions
h ∈ ESh(T ) := H
1
p (0, T ;W
2−2/q
q (Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ))
(5.2)
and
u ∈ ESu(T ) :=H
1
p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω\Σ))
∩ {u : J∂3uK ∈ Lp(0, T ;W
2−2/q
q (Σ))}.
(5.3)
Note that we now choose a different solution space for h compared to the previous
sections. We obtain a different condition for fh, namely fh ∈ Lp(0, T ;W
2−2/q
q (Σ)).
Again we obtain compatibility conditions
(1) (n∂Ω|∇u0) = fn(0), on ∂Ω,
(2) Ju0K = 0, on Σ,
(3) u0|Σ −∆h0 = g(0), on Σ,
(4) (n∂Σ|∇h0) = b(0), on ∂Σ,
(5) J∂3u0K ∈ tr|t=0
[
F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−2/q
q (Σ))
]
.
Let us explain the last one in more detail. Standard trace theory for u ∈ ESu (T )
entails
J∂3uK ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
1−1/q
q (Σ)). (5.4)
Additionally, however, J∂3uK ∈ Lp(0, T ;W
2−2/q
q (Σ)) by (5.3). Hence the last com-
patibility condition is shown.
We obtain maximal regularity also with respect to these function spaces. The
proof is an adaption of the proof found in Section 6.6 in [12].
Theorem 5.1 (Maximal regularity). Let n = 2, 3, p ∈ (6,∞), q ∈ (19/10, 2) ∩
(2p/(p + 1), 2) and T ∈ (0,∞). Furthermore, let Ω and Σ be as above. Then for
every (fu, fn, g, b, fh, u0, h0) satisfying the regularity and compatibility conditions
(1) fu ∈ Lp(0, T ;Lq(Ω)),
(2) fn ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Ω)) ∩ Lp(0, T ;W
1−1/q
q (∂Ω)),
(3) g ∈ F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−1/q
q (Σ)),
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(4) b ∈ F
5/4−1/q+1/4(3q−1)
pq (0, T ;Lq(∂Σ))∩F
1−1/2q
pq (0, T ;W
1−1/q
q (∂Σ))∩Lp(0, T ;W
3−2/q
q (∂Σ)),
(5) fh ∈ Lp(0, T ;W
2−2/q
q (Σ)),
(6) u0 ∈W
2−2/q
q (Ω\Σ),
(7) h0 ∈ B
4−1/q−2/p
qp (Σ),
(8) (n∂Ω|∇u0) = fn(0), on ∂Ω,
(9) Ju0K = 0, on Σ,
(10) u0|Σ −∆h0 = g(0), on Σ,
(11) (n∂Σ|∇h0) = b(0), on ∂Σ,
(12) J∂3u0K− fh(0) ∈ B
2−2/q−4/p
qp (Σ),
there exists a unique solution (u, h) ∈ ESu(T )× E
S
h (T ) solving (5.1) on (0, T ). Fur-
thermore, the solution map [(fu, fn, g, b, fh, u0, h0) 7→ (u, h)] is continuous with re-
spect to these spaces. In particular, the operator norm of [(fu, fn, g, b, fh, 0, 0) 7→
(u, h)] is independent of T > 0.
6. Convergence to equilibria
In this section we investigate the long-time behaviour of solutions starting close
to certain equilibria.
We will characterize the set of equilibria, study the spectrum of the linearization of
the transformed Stefan problem (4.1) around the trivial equilibrium (u∗, h∗) = (0, 0),
and show that solutions starting sufficiently close to certain equilibria converge to
equilibrium at an exponential rate in the interpolation norm.
Let us discuss equilibria. By testing the Stefan problem (1.1)1 with its solution
u and recalling the transport identity ddt
∫
Γ(t) σ = −
∫
Γ(t) σHV , cf. [4], we derive
d
dt
[∫
Γ(t)
σ +
∫
Ω
|u|2
2
]
= −
∫
Ω
|∇u|2. (6.1)
A stationary solution (u,Γ) satisfies that u is constant. Hence also HΓ is constant
and the set of equilibrium solutions is
E = {(u,Γ) : HΓ = const., u = σHΓ}. (6.2)
Let us now additionally assume that Γ is the graph of a function h over Σ. In this
case, we may even deduce that HΓ = 0. Indeed, by shifting we may assume that
h is mean value free without changing HΓ. A well-known formula for the mean
curvature, an integration by parts, and the ninety-degree angle boundary condition
give
0 =
∫
Σ
HΓh = −
∫
Σ
|∇h|2√
1 + |∇h|2
. (6.3)
In particular, h is constant and therefore HΓ = 0. Consequently, also u = 0.
We will now study the problem for the height function (4.1) in an Lp-setting. The
equilibria in the graph case are now
EΣ = {(u, h) : u = 0, h = const.}. (6.4)
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The linearization of the (transformed) Stefan problem with Gibbs-Thomson correc-
tion around the trivial equilibrium reads as

∂tu−∆u = fu, in Ω\Σ,
(n∂Ω|∇u) = fn, in ∂Ω,
JuK = 0, u|Σ −∆h = g, on Σ,
(n∂Σ|∇h) = 0, in ∂Σ,
∂th+ J∂3uK = fh, on Σ,
u(0) = u0, in Ω\Σ,
h(0) = h0, on Σ.
(6.5)
Assuming fn = g = 0, we may rewrite (6.5) as an abstract evolution equation as
follows. We note that we have to choose the function spaces corresponding to the
semigroup approach, cf. Section 5. Define Banach spaces
X0 := Lq(Ω)×W
2−2/q
q (Σ), X1 := H
2
q (Ω\Σ)×W
4−1/q
q (Σ), (6.6)
and the linear operator A in X0 by A : D(A) ⊂ X1 → X0,
A(u, h) := (−∆u, J∂3uK), (6.7)
with domain
D(A) := {(u, h) ∈ X1 :JuK = 0, u|Σ = ∆h, J∂3uK ∈ W
2−2/q
q (Σ), (6.8)
(∇h, n∂Σ) = 0, (n∂Ω|∇u) = 0}. (6.9)
For fu ∈ Lp(0, T ;Lq(Ω)), fh ∈ Lp(0, T ;W
2−2/q
q (Σ)), and fn = g = 0, we may rewrite
(6.5) as an abstract evolution equation
z˙(t) +Az(t) = f(t), t > 0, z(0) = z0, (6.10)
where f := (fu, fh) ∈ Lp(0, T ;X0) and z0 := (u0, h0). The operator A has the
following properties.
Lemma 6.1. Let n = 2, 3, p ∈ (6,∞), q ∈ (19/10, 2)∩ (2p/(p+1), 2), A and X0 as
above.
(1) The linear operator −A generates an analytic C0-semigroup e
−At in X0,
which has maximal Lp-regularity.
(2) The spectrum σ(−A) consists of at most countably many eigenvalues with
finite algebraic multiplicity.
(3) σ(−A) ∩ iR ⊂ {0}.
(4) σ(−A)\{0} ⊂ C− := {z ∈ C : Re z < 0}.
(5) λ = 0 is semi-simple with multiplicity one, X0 = N(A)⊕R(A).
(6) N(A) is isomorphic to the tangent space Tz∗EΣ at the trivial equilibrium
z∗ = (0, 0). Furthermore, N(A) is one dimensional and spanned by (0, 1).
(7) The restriction of the semigroup e−At to R(A) is exponentially stable.
Proof. The first statement follows from the semigroup approach of Section 5. Since
the domain D(A) compactly embeds into X0, the resolvent of A is compact and
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hence the second statement follows. Let λ ∈ σ(−A) with eigenfunctions (u, h). The
corresponding eigenvalue problem then reads as

λu−∆u = 0, in Ω\Σ,
(n∂Ω|∇u) = 0, in ∂Ω,
JuK = 0, u|Σ −∆h = 0, on Σ,
(n∂Σ|∇h) = 0, in ∂Σ,
λh+ J∂3uK = 0, on Σ.
(6.11)
By testing (6.11)1 with u in L2(Ω) and invoking the other equations an integration
by parts entails
λ|u|2L2(Ω) + |Du|
2
L2(Ω)
+ λ¯|∇h|2L2(Σ) = 0. (6.12)
This shows Reλ ≤ 0. If λ = 0, we obtain that Du = 0 and u is constant in Ω. Hence
∆h is constant on Σ. Integrating ∆h over Σ and invoking (6.11)4 gives ∆h = 0.
Hence h = const. This shows that λ = 0 is an eigenvalue and that the kernel N(A)
is spanned by (0, 1).
Let us show that λ = 0 is the only eigenvalue with real part zero. Taking real
parts in (6.12) and using that Reλ = 0 gives that the corresponding eigenfunction u
is constant. Equation (6.11)5 entails λh = 0, and since h may not be trivial, λ = 0.
We now prove N(A) = N(A2). Let (u, h) ∈ N(A2) and (u1, h1) := A(u, h). Since
now (u1, h1) is in the kernel of A, u1 = 0 and h1 = const. The problem for (u, h)
reads as 

∆u = 0, in Ω\Σ,
(n∂Ω|∇u) = 0, in ∂Ω,
JuK = 0, u|Σ −∆h = 0, on Σ,
(n∂Σ|∇h) = 0, in ∂Σ,
J∂3uK = h1, on Σ.
(6.13)
An integration by parts on Ω± using (6.13)1,2 entails that∫
Σ
J∂3uKdx
′ =
∫
Ω+
div∇udx+
∫
Ω−
div∇udx = 0. (6.14)
Since h1 is constant, h1 = 0 by (6.13). Consequently, (u, h) ∈ N(A). This shows
N(A) = N(A2), whence by spectral theory the range of A is closed in X0 and
there is a spectral decomposition X0 = R(A) ⊕ N(A), cf. [6], [10]. Hence λ = 0
is semi-simple. In particular, the restricted semigroup e−At|R(A) is exponentially
stable since we have a spectral gap. Note that we have even shown that in fact
N(A) = EΣ = Tz∗EΣ = span(0, 1). 
Parametrization of nonlinear phase manifold. Let us parametrize the nonlin-
ear phase manifold
PM := {(u, h) ∈W 2−2/qq (Ω\Σ)×B
4−1/q−2/p
qp (Σ) : JuK = 0 on Σ,
u|Σ − σ∆h = Fκ(h) on Σ, (n∂Ω|∇u) = 0 on ∂Ω,
(n∂Σ|∇h) = 0 on ∂Σ}.
(6.15)
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as a subset of Xγ :=W
2−2/q
q (Ω\Σ)×B
4−1/q−2/p
qp (Σ) over
PM0 := {(u, h) ∈ W
2−2/q
q (Ω\Σ)×B
4−1/q−2/p
qp (Σ) : JuK = 0 on Σ,
u|Σ − σ∆h = 0 on Σ, (n∂Ω|∇u) = 0 on ∂Ω,
(n∂Σ|∇h) = 0 on ∂Σ},
(6.16)
at least locally around the trivial equilibrium (u∗, h∗) = (0, 0). We note that Fκ is
smooth, Fκ(0) = 0, and DFκ(0) = 0 since Fκ is quadratic in h. Let us consider the
stationary auxiliary problem

ωu−∆u = 0, in Ω\Σ,
(n∂Ω|∇u) = 0, in ∂Ω,
JuK = 0, u|Σ = g, on Σ.
(6.17)
By a localization argument we may solve (6.17) as follows, cf. also Appendix A
in [1].
Lemma 6.2. Let n = 3, 3/2 < q < 2. For sufficiently large ω > 0 we may solve
(6.17) for given right hand side g ∈ W
2−3/q
q (Σ) uniquely by some u ∈W
2−2/q
q (Ω\Σ).
Moreover, [W
2−3/q
q (Σ) ∋ g 7→ u ∈ W
2−2/q
q (Ω\Σ)] is continuous.
We can now parametrize PM over PM0 as follows. By the nature of these mani-
folds, we can fix h and only parametrize over u. Fix ω > 0 large enough and denote
by L the linear operator on the left hand side of (6.17). Given a function u in the
linear phase manifold, we have that u = L−1σ∆h for the fixed h. The function
uˆ := u+L−1Fκ(h) = L
−1[σ∆h+Fκ(h)] then lies in PM by construction. Note that
the mapping ψ : W
2−3/q
q (Σ) → W
2−3/q
q (Σ) given by [u 7→ uˆ] is locally invertible
around zero. Indeed, Dψ(0) = I + L−1DFκ(0) = I. Hence there is a small neigh-
bourhood U ⊂W
2−3/q
q (Σ) of zero, such that [u 7→ ψ(u)] is a parametrization of PM
over PM0. Note that also ψ ∈ C
∞ since Fκ is smooth.
Convergence to equilibrium solutions. We can now formulate and show the
main result on convergence to equilibrium solutions of this chapter.
Theorem 6.3. The trivial equilibrium (0,Σ) is stable in the following sense. For
each ǫ > 0 there is some δ = δ(ǫ) > 0, such that for all initial values (u0, h0) ∈ PM
subject to the smallness condition
|u0|W 2−2/qq (Ω\Σ)
+ |h0|B4−1/q−2/pqp (Σ)
≤ δ(ǫ) (6.18)
there exists a unique global in time solution (u, h) of the transformed Stefan problem
(4.1) and it satisfies
|u(t)|
W
2−2/q
q (Ω\Σ)
+ |h(t)|
B
4−1/q−2/p
qp (Σ)
≤ ǫ, t ∈ R+. (6.19)
Moreover there exists some constant h∞ such that[
|u(t)|
W
2−2/q
q (Ω\Σ)
+ |h(t)− h∞|B4−1/q−2/pqp (Σ)
]
→ 0, t→∞. (6.20)
The convergence is at an exponential rate.
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Proof. The proof is a modification to the proofs in [2] and [14]. We shall only give
the necessary modifications to it. Pick some (u0, h0) ∈ PM for some δ > 0 to be
chosen later. With the help of the parametrization of the phase manifold we can
decompose (u0, h0) = (u˜0, h˜0) + (ϕ(u˜0, h˜0), 0), where h˜0 = h0 and (u˜0, h˜0) belongs
to PM0. We have seen that actually ϕ(u˜0, h˜0) = ψ(u˜0).
We now want to decompose the solution (u, h) = (u∞, h∞)+(u˜, h˜)+(u¯, h¯), where
(u∞, h∞) is an equilibrium solution and (u˜, h˜)(t) belongs to the linear phase manifold
for each t. Note that u∞ = 0 and h∞ is constant. Let ω > 0 and consider the two
coupled systems

ωu¯+ ∂tu¯−∆u¯ = Fu(u˜+ u¯, h∞ + h˜+ h¯), in Ω\Σ,
Ju¯K = 0, u¯|Σ − σ∆h¯ = Fκ(h∞ + h˜+ h¯), on Σ,
(n∂Ω|∇u¯) = 0, on ∂Ω\∂Σ,
ωh¯+ ∂th¯+ J∂3u¯K = FΣ(u˜+ u¯, h∞ + h˜+ h¯), on Σ,
(n∂Σ|∇h¯) = 0, on ∂Σ,
u¯(0) = ϕ(u˜0), in Ω\Σ,
h¯(0) = 0, on Σ.
(6.21)
and 

∂tu˜−∆u˜ = ωu¯, in Ω\Σ,
Ju˜K = 0, u˜|Σ − σ∆h˜ = 0, on Σ,
(n∂Ω|∇u˜) = 0, on ∂Ω\∂Σ,
∂th˜+ J∂3u˜K = ωh¯, on Σ,
(n∂Σ|∇h˜) = 0, on ∂Σ,
u(0) = u˜0, in Ω\Σ,
h(0) = h0 − h∞, on Σ.
(6.22)
We start with (6.22). Note that the right hand side ωh¯ has high regularity properties,
so the semigroup theory of the Stefan problem is applicable. With the help of the
operator A we may rewrite (6.22) as an abstract evolutionary problem
d
dt
z˜(t) +Az˜(t) = R(z¯)(t), t > 0, z˜(0) = z˜0 − z∞, (6.23)
where z˜ = (u˜, h˜), z¯ = (u¯, h¯), z˜0 = (u˜0, h˜0), z∞ = (0, h∞) and R(z¯) = ωz¯(t).
Thanks to Lemma 6.1 we have that A has maximal Lp-regularity on finite time
intervals in the base space
X0 = Lq(Ω)×W
2−2/q
q (Σ)
and X0 = R(A) ⊕ N(A). Denote by P
c the spectral projection corresponding to
σc(A) = {0} and let P
s := I − P c. Then R(P c) = N(A) and R(P s) = R(A). Note
that since N(A) = EΣ in a neighbourhood of zero, we can parametrize N(A) over
EΣ locally around zero via the identity map. Define As := AP
s and introduce new
variables x := P cz˜ and y := P sz˜. We obtain the so called normal form of (6.23),
x˙ = T (z¯), x(0) = x0 − x∞,
y˙ +Asy = S(z¯), y(0) = y0,
(6.24)
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where T (z¯) = P cR(z¯), S(z¯) = P sR(z¯) and x0 := P
cz˜0, y0 := P
sz˜0. We note that in
contrast to [2] the equations for x and y decouple. We define x∞ := x0+
∫∞
0 T (z¯)(s)ds
and directly solve the first equation by
x(t) := −
∫ ∞
t
T (z¯)(s)ds. (6.25)
Note in particular that in our case, T (z¯) = ωP c(u¯, h¯) = (0, ωΠh¯), where Πh¯ denotes
the mean value of h¯, Πh¯ = (h¯|1)L2(Σ). Conclusively, T (z¯) is constant in space for
each t. Define for δ > 0 the time-weighted spaces
Eu(δ;R+) := {u ∈ Lp(R+;Lq(Ω)) : e
δtu ∈ Eu(R+)}, (6.26)
Eh(δ;R+) := {h ∈ Lp(R+;Lq(Σ)) : e
δth ∈ Eh(R+)}. (6.27)
where Eu(R+) := H
1
p (R+;Lq(Ω)) ∩ Lp(R+;H
2
q (Ω\Σ)) and
Eh(R+) := F
3/2−1/2q
pq (R+;Lq(Σ)) ∩ F
1−1/2q
pq (R+;H
2
q (Σ)) ∩ Lp(R+;W
4−1/q
q (Σ)).
(6.28)
For given (u¯, h¯) ∈ Eu(δ;R+) × Eh(δ;R+) we see that T (z¯) = (0, T2(z¯)), where
T2(z¯) ∈ Eh(δ;R+). Now,
eδtx(t) = −
∫ ∞
t
eδ(t−s)eδsT (z¯)(s)ds, (6.29)
whence Young’s inequality gives eδtx ∈ Lp(R+;C
4(Σ)) since also eδtx is constant in
space. Now,
d
dt
(eδtx) = δeδtx+ eδtx˙,
d2
dt2
(eδtx) = δ2eδtx+ 2δeδtx˙+ δeδtx¨. (6.30)
Furthermore, x˙(t) = T (z¯)(t) and x¨(t) = ddtT (z¯)(t). Since T (z¯) ∈ H
1
p (R+, δ;C
4(Σ))
we obtain that eδtx ∈ H2p (R+, δ;C
4(Σ)) →֒ Eh(R+). Let us solve (6.24)2. Since we
have a spectral gap, the operatorAs has maximal Lp-regularity onX0 on the half line
R+. Recall that S(z¯) = ωP
s(u¯, (I −Π)h¯). For given (u¯, h¯) ∈ Eu(δ;R+)×Eh(δ;R+)
we now note that
h¯ ∈ H1p (R+, δ;W
2−2/q
q (Σ)) ∩ Lp(R+, δ;W
4−1/q
q (Σ)) (6.31)
by embedding. If now 0 < δ ≤ δ0 for some sufficiently small δ0 > 0 depending on the
spectral bound of As we may solve (6.24)2 in exponentially time-weighted spaces to
the result
y ∈ Eu(δ;R+)× [H
1
p (R+, δ;W
2−2/q
q (Σ)) ∩ Lp(R+, δ;W
4−1/q
q (Σ))]. (6.32)
It is now noteworthy that y2 posseses some more regularity by the nature of the
equations,
∂ty2 = −J∂3y1K + ω(I −Π)h¯ ∈ e
−δtF 1/2−1/2qpq (R+;Lq(Σ)). (6.33)
Putting things together we see that z˜ = x+ y and z∞ = x∞.
We now consider (6.21). Let Lω be the linear operator defined by the left hand
side of (6.21). We may rewrite the problem then abstractly as
Lω z¯ = N(z∞ + z˜ + z¯), t > 0, z¯(0) = z¯0 := (ϕ(u˜0, h˜0), 0). (6.34)
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By the above considerations there exists a function H˜ such that z˜ = H˜(x0, y0, z¯). In
order to resolve the compatibility conditions and to solve (6.21) we define
M(x0, y0, z¯) := N(z∞ + z˜ + extδ[(ϕ(u˜0, h˜0), 0)− (u¯(0), h¯(0))] + z¯), (6.35)
where extδ :W
2−2/q
q (Ω\Σ)×B
4−1/q−2/p
qp (Σ)→ Eu(δ;R+)×Eh(δ;R+) is an extension
operator satisfying (extδ z)(0) = z. We may now argue as in [2] and solve
Lωz¯ =M(x0, y0, z¯), t > 0, z¯(0) = (ϕ(u˜0, h˜0), 0), (6.36)
by the implicit function theorem locally around zero. Indeed, we also have that
Lω is invertible, provided ω > 0 is large enough. To see this we shall consider the
linear system Lωu = F , for a given right hand side F . By the reduction procedure
in the proof of Theorem 3.6 we have shown that without loss of generality we may
assume that F = (fu, 0, 0, 0, 0, 0, 0). We may then write the problem abstractly as
an evolution equation
ωu+ u˙+Au = (fu, 0), t > 0, u(0) = 0, (6.37)
where A is as before and has maximal regularity of type Lp on bounded intervals.
By now choosing ω > 0 large enough, we obtain that the spectral bound of ω + A
is strictly negative, hence ω + A has maximal regularity on the half line. Again
we note that u2 then enjoys some additional time regularity, also in exponentially
time-weighted spaces.
Define now the map
K(x0, y0, z¯) := z¯ − (Lω, trt=0)
−1(M(x0, y0, z¯), (ϕ(u˜0, h˜0), 0)). (6.38)
By construction in (6.35), M resolves the compatibility conditions at t = 0. Fur-
thermore, note that M(0) =M ′(0) = 0, whence as in [2] we may apply the implicit
function theorem to obtain a solution z¯ of (6.21).
Putting things together, we see that (u˜(t), h˜(t)) as well as (u¯(t), h¯(t)) converge to
zero in Xγ as t→ 0 at an exponential rate. 
7. Two-phase Navier-Stokes/Stefan problems
In this section we want to couple the Stefan problem with Gibbs-Thomson correc-
tion and the ninety degree contact angle condition to the two-phase Navier-Stokes
equations with surface tension in a capillary domain. This model without boundary
contact has already been studied widely as a model for incompressible two-phase
fluid flows with phase transitions, cf. [12]. It is well-known in the case where no
boundary contact occurs that the Navier-Stokes part is only weakly coupled to the
Stefan problem, cf. Remark 1.3.3 in [12]. We will show rigorously that this is also
the case when a ninety degree contact angle problem is present.
We shall now precisely formulate the model we consider. For simplicity let n = 3.
Let −∞ < L1 < 0 < L2 < ∞, Ω := Σ × (L1, L2) ⊂ R
3, and Σ ⊂ R2 bounded and
smooth. Let again S1 := ∂Σ× (L1, L2) and S2 := Σ× {L1, L2}.
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We consider the coupled system

∂tv + (v · ∇)v − µ
±∆v +∇p = 0, in Ω\Γ(t),
div v = 0, in Ω\Γ(t),
−Jµ±(Dv +Dv⊤)− pIKνΓ = σHΓνΓ, on Γ(t),
JvK = 0, on Γ(t),
∂tu−∆u = 0, in Ω\Γ(t),
JuK = 0, u|Γ = σHΓ on Γ(t),
n∂Ω · ∇u = 0, on ∂Ω\∂Γ(t),
VΓ = v|Γ · νΓ − JνΓ · ∇uK, on Γ(t),
PS1
(
µ±(Dv +Dv⊤)νS1
)
= 0, on S1\∂Γ(t),
v · νS1 = 0, on S1\∂Γ(t),
v|S2 = 0, on S2,
νΓ · ν∂Ω = 0, on ∂Γ(t),
v|t=0 = v0, in Ω\Γ(0),
u|t=0 = u0, in Ω\Γ(0),
Γ|t=0 = Γ0.
(7.1)
Let us briefly comment on the pure-slip boundary condition for v. We want
to reflect the problem at the contact line across the boundary of the domain to
draw back the problem to a two-phase full space problem. Here, Navier-conditions
seem to be the canonical choice in the literature, cf. [14]. Since we also need the
two boundary conditions at S1 and S2 to be compatible on S1 ∩ S2, we formulate
pure-slip conditions. For further discussion we refer to [13] and [14].
Maximal regularity for linear problem. The main ingredient to the proof of
maximal regularity is that the Navier-Stokes problem is only weakly coupled. Note
that we treated the Stefan problem in an Lp − Lq-theory with p 6= q. To obtain
better regularity than Lq for the velocity solution v, we introduce a third integration
scale Lr, where q < r < p. This may seem at first unnecessarily technical, however
we circumvent certain problems with this ansatz while still getting good regularity
for v. For a detailed discussion we refer to Section 4.2 in [13].
Lemma 7.1. Let p ∈ (6,∞), q ∈ (2p/(p + 1), 2) ∩ (19/10, 2), and 0 < T ≤ T0
for some fixed T0 < ∞. Then there is some r ∈ (5, 6), such that for any h ∈
F
3/2−1/2q
pq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H2q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)), we have that
∆x′h ∈W
1/2−1/(2r)
r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W
1−1/r
r (Σ)). (7.2)
Furthermore, there is some C = C(T ) > 0, such that
|∆x′h|W 1/2−1/(2r)r (0,T ;Lr(Σ))∩Lr(0;T ;W 1−1/rr (Σ))
≤ C(T )|h|
F
3/2−1/2q
pq (0,T ;Lq(Σ))∩F
1−1/2q
pq (0,T ;H2q (Σ))∩Lp(0,T ;W
4−1/q
q (Σ))
.
(7.3)
Furthermore,
H1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;H
2
r (Ω\Σ)) →֒ BUC(0, T ;C
1(Ω\Σ)). (7.4)
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Also for v ∈ H1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;H
2
r (Ω\Σ)) ∩ {v : v|t=0 = 0}, the Navier-
Stokes part is contractive in the Stefan-problem, that is, there is some ǫ > 0 such
that
|v|Σ|F 1/2−1/2qpq (0,T ;Lq(Σ))∩Lp(0;T ;W 1−1/qq (Σ))
≤ CT ǫ|v|
0H1r (0,T ;Lr(Ω))∩Lr(0,T ;H
2
r (Ω\Σ))
(7.5)
for some constant C > 0 independent on T .
By restricting to height functions h with initial trace zero, h(0) = 0, the embedding
constant in (7.3) can be chosen to be independent of T and only depending on T0.
In particular, the embedding does not degenerate and the embedding constant stays
bounded as T → 0.
Proof. The proof follows the lines of the proof of Theorem 4.1 in [13]. We shall give
the modifications to it. It is shown there that
Lp(0, T ;W
2−1/q
q (Σ)) →֒ Lr(0, T ;W
1−1/r
r (Σ)),
provided r ≤ p and r < 3q/(3− q). Hence ∆h ∈ Lr(0, T ;W
1−1/r
r (Σ)). Let us focus
on the time regularity of ∆h. By Proposition 5.38 in [9],
F 1−1/2qpq (R+;H
2
q (R
d)) ∩ Lp(R+;B
4−1/q
qq (R
d)) →֒
→֒ Hθ(1−1/2q)p (R+;B
4−1/q−θ(2−1/q)
qq (R
d)),
for any θ ∈ (0, 1). Hence ∆h ∈ H
θ(1−1/2q)
p (R+;B
2−1/q−θ(2−1/q)
qq (Rd)), θ ∈ (0, 1).
Now, B
2−1/q−θ(2−1/q)
qq (Rd) →֒ Lr(R
d), provided
θ <
2− 3/q + 2/r
2− 1/q
. (7.6)
Then θ(1 − 1/2q) < 1 − 3/2q + 1/r. We now see that 1 − 3/2q + 1/r > 1/2− 1/2r
is equivalent to r < 3q/(3 − q). Hence this inequality can easily be achieved for
q ∈ (19, 10) and r > 5. We obtain that ∆h ∈ W 1/2−1/2r(R+;Lr(R
d)) by choosing
θ ∈ (0, 1) satisfying 1/2− 1/2r < θ(1 − 1/2q) < 1 − 3/2q + 1/r. Then by standard
extension and restriction arguments the first part of the lemma follows.
Now we take a function v ∈ H1r (0, T ;Lr(Ω
+)) ∩ Lr(0, T ;H
2
r (Ω
+)) for r > 5. We
obtain that v|Σ ∈ BUC([0, T ];W
2−3/r
r (Σ)) →֒ BUC([0, T ];C1(Σ)), since r > 5.
Hence already
|v|Σ|Lp(0,T ;W 1−1/qq (Σ))
≤ T 1/p|v|H1r (0,T ;Lr(Ω))∩Lr(0,T ;H2r (Ω\Σ)). (7.7)
It remains to show that v|Σ is contractive in F
1/2−1/2q
pq (0, T ;W
1−1/q
q (Σ)), provided
that v|t=0 = 0. We need this restriction here since v|Σ has a time-trace at t = 0 and
we want the estimates not to degenerate as T → 0. To use the results of [9] we need
to extend v in time to the half line R+ by reflection. Now, for such a v we have that
v ∈ H1s (0, T ;Lr(Ω)) ∩ Ls(0, T ;H
2
r (Ω\Σ)) (7.8)
for some 5 < s < r and
|v|H1s (0,T ;Lr(Ω))∩Ls(0,T ;H2r (Ω\Σ)) ≤ T
r−s
rs |v|H1r (0,T ;Lr(Ω))∩Lr(0,T ;H2r (Ω\Σ)). (7.9)
Furthermore,
v ∈ H1/2s (0, T ;H
1
s (Ω\Σ)) →֒ H
1/2
s (0, T ;H
1
q (Ω\Σ)),
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since q < s < r. Taking traces, v ∈ H
1/2
s (0, T ;W
1−1/q
q (Σ)). Extending v to the half
line, then using [9] and the fact that 1/2− 1/s > 1/2− 1/2q − 1/p and r > 5 gives
the embedding H
1/2
s (R+;W
1−1/q
q (Σ)) →֒ F
1/2−1/2q
pq (R+;W
1−1/q
q (Σ)). 
As for the Stefan problem (1.1), we assume that the free boundary Γ(t) is a graph
of a function h over Σ. We transform the coupled Navier-Stokes/Stefan problem (7.1)
to the fixed reference configuration Ω\Σ by means of the Hanzawa transform (2.2).
Let ρ = ρ+χ+ + ρ
−χ−, µ = µ
+χ+ + µ
−χ−, where χ± is the indicator function of
Ω± := Ω∩{x3 ≷ 0}. The problem for the transformed quantities (v¯, p¯, u¯) then reads
as 

ρ∂tv¯ − µ∆v¯ +∇p¯ = Fv(v¯, p¯, h), in Ω\Σ,
div v¯ = Fd(v¯, h), in Ω\Σ,
−Jµ(Dv +Dv⊤)− p¯IKνΣ = σ∆x′hνΣ + FS(v¯, p¯, h), on Σ,
Jv¯K = 0, on Σ,
∂th = v¯ · νΣ − J∂3u¯K + FΣ(u¯, v¯, h), on Σ,
(−∇x′h, 0)
⊤ · νS1 = 0, on ∂Σ,
(∂t −∆)u¯ = Fc(u¯, h), in Ω\Σ,
u¯|Σ − σ∆x′h = Fκ(h), on Σ,
ν∂Ω · ∇u¯|∂Ω = FN (u¯, h), on ∂Ω\Σ,
PS1
(
µ(Dv¯ +Dv¯⊤)νS1
)
= F±P (v¯, h), on S1\∂Σ,
v¯ · νS1 = 0, on S1\∂Σ,
v¯ = 0, on S2,
v(0) = v0, on Ω\Σ,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ,
(7.11)
where νΣ = e3, and the nonlinearities on the right hand side are
Fv(v¯, p¯, h) := µ(∆h −∆)v¯ + (∇−∇h)p¯+Dv¯ · ∂tΘ
−1
h − (v¯ · ∇h)v¯,
Fd(h, v¯) := (div− divh)v¯,
FS(h, v¯, p¯) := Jµ
±
(
(DΘh − I)Dv¯ +Dv¯
⊤(DΘh − I)
⊤)
)
KνΓh+
+ J
(
µ±(Dv¯ +Dv¯⊤)− p¯I
)
(e3 − νΓh)K + σ(K(h)νΓh −∆he3),
F±P (h, v¯) := PS1
(
µ±
(
(DΘh − I)Dv¯ +Dv¯
⊤(DΘh − I)
⊤)
)
νS1
)
,
Fu(u¯, h) := (∆h −∆)u¯+Du¯ · ∂tΘ
−1
h ,
Fκ(h) := σ [K(h)−∆h] ,
FN (u¯, h) := (ν∂Ω|(∇−∇h)u¯),
FΣ(v¯, u¯, h) := J∂3u¯− nΓ · ∇hu¯K + ∂th(e3|e3 − nΓ) + (v¯|e3 − νΓ).
(7.12)
Here K(h) is given by
K(h) = div
(
∇h√
1 + |∇h|2
)
. (7.13)
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Let us now show maximal regularity for the linearization. For convenience we will
drop the bars and consider the linear problem


ρ∂tv − µ∆v +∇p = fv, in Ω\Σ,
div v = fd, in Ω\Σ,
−Jµ(Dv +Dv⊤)− pIKνΣ − σ∆hνΣ = fS , on Σ,
JvK = fJ , on Σ,
∂th− v
+|Σ · e3 + J∂3uK = fΣ, on Σ,
(−∇x′h, 0)
⊤ · νS1 = fa, on ∂Σ,
(∂t −∆)u = fw, in Ω\Σ,
JuK = 0, u|Σ − σ∆h = fκ, on Σ,
ν∂Ω · ∇u|∂Ω = fn, on ∂Ω\Σ,
PS1
(
µ(Dv +Dv⊤)νS1
)
= PS1fP , on S1\∂Σ,
v · νS1 = fN , on S1\∂Σ,
v = fD, on S2,
v(0) = v0, on Ω\Σ,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ,
(7.14)
where v+ := v|Ω+ and the right hand side are all given data. We are interested in
strong solutions
u ∈ H1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;H
2
q (Ω\Σ)),
h ∈ F 3/2−1/2qpq (0, T ;Lq(Σ)) ∩ F
1−1/2q
pq (0, T ;H
2
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)),
v ∈ H1r (0;T ;Lr(Ω)) ∩ Lr(0, T ;H
2
r (Ω\Σ)),
p ∈ Lr(0, T ; H˙
1
r (Ω\Σ)),
JpK ∈W 1/2−1/2rr (0, T ;Lr(Σ)) ∩ Lr(0, T ;W
1−1/r
r (Σ)).
(7.15)
Let us now state necessary conditions for the data. These consist of the conditions
for the Stefan problem and the Stokes problem in a capillary, cf. [14]. We have the
regularity conditions
fv ∈ Lr(0, T ;Lr(Ω)),
fd ∈ Lr(0, T ;H
1
r (Ω\Σ)),
fS ∈W
1/2−1/(2r)
r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W
1−1/r
r (Σ)),
fJ ∈ W
1−1/(2r)
r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W
2−1/r
r (Σ)),
fΣ ∈ F
1/2−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
1−1/q
q (Σ)),
fa ∈ F
5/4−1/q+1/4(3q−1)
pq (0, T ;Lq(∂Σ)) ∩ F
1−1/2q
pq (0, T ;W
1−1/q
q (∂Σ))
∩ Lp(0, T ;W
3−2/q
q (∂Σ)),
(7.16)
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as well as
fw ∈ Lp(0, T ;Lq(Ω)),
fκ ∈ F
1−1/2q
pq (0, T ;Lq(Σ)) ∩ Lp(0, T ;W
2−1/q
q (Σ)),
fn ∈ F
1/2−1/2q
pq (0, T ;Lq(∂Ω)) ∩ Lp(0, T ;W
1−1/q
q (∂Ω)),
PS1fP ∈ W
1/2−1/(2r)
r (0, T ;Lr(S1)) ∩ Lr(0;T ;W
1−1/r
r (S1)),
fN ∈ W
1−1/(2r)
r (0, T ;Lr(S1)) ∩ Lr(0, T ;W
2−1/r
r (S1\∂Σ)),
fD ∈W
1−1/(2r)
r (0, T ;Lr(S2)) ∩ Lr(0, T ;W
2−1/r
r (S2)),
v0 ∈W
2−2/r
r (Ω\Σ), h0 ∈ B
4−1/q−2/p
qp (Σ), u0 ∈W
2−2/q
q (Ω\Σ),
(fd, fJ , fN , fD) ∈ H
1
r (R+; Hˆ
−1
r (Ω)),
(7.17)
the compatibility conditions at time t = 0,
div v0 = fd|t=0, in Ω\Σ,
−Jµ±∂3(v0)1,2K− Jµ
±∇x′(v0)3K = (fS)1,2|t=0, on Σ,
Jv0K = fJ |t=0, on Σ,
PS1(µ
±(Dv0 +Dv
⊤
0 )νS1) = PS1fP |t=0, on S1,
v0 · νS1 = fN |t=0, on S1,
v0|S2 = fD|t=0, on S2,
(−∇x′h0, 0)
⊤ · νS1 = fa|t=0, on ∂Σ,
n∂Ω · ∇u0 = fn|t=0, on ∂Ω,
Ju0K = 0, on Σ,
u0|Σ −∆h0 = fκ(0), on Σ,
J∂3u0K− fh(0) ∈ B
2−2/q−4/p
qp (Σ),
(7.18)
and conditions on commonly shared boundaries of the capillary,
JfN K = fJ · νS1 , on ∂Σ,
J(fP · e3)/µ
± − ∂3fN K = ∂νS1 (fJ · e3), on ∂Σ,
P∂Σ[(Dx′ΠfJ + (Dx′ΠfJ)
⊤)ν∂Σ] = JP∂ΣΠfP /µ
±K, on ∂Σ,
(fS)1,2 · (νS1)1,2 = −JfP · e3K, on ∂Σ,
fD · νS1 = fN , on ∂S2,
P∂Σ[µ
±(Dx′ΠfD + (Dx′ΠfD)
⊤)ν∂Σ] = P∂ΣΠfP , on ∂S2,
µ±∂νS1 (fD · e3) + µ
±∂3fN = fP · e3, on ∂S2.
(7.19)
The next result states maximal regularity for the linear problem (7.14).
Theorem 7.2. Let µ±, ρ±, σ > 0 constant, (p, q, r) as in Lemma 7.1 and 0 < T <
∞. Then for every (fv, fd, fS , fJ , fΣ, fa, fw, fκ, fn, fP , fN , fD, v0, u0, h0) satisfying
(7.16), (7.18) and (7.19), there is unique (v, u, p, JpK, h) in the regularity classes of
(7.15) solving (7.14) on (0, T ). Furthermore, the solution map
[(fv, fd, fS , fJ , fΣ, fa, fw, fκ, fn, fP , fN , fD, v0, u0, h0) 7→ (v, u, p, JpK, h)]
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is continuous. Furthermore, the norm of the solution map with trivial initial values
[(fv, fd, fS , fJ , fΣ, fa, fw, fκ, fn, fP , fN , fD, 0, 0, 0) 7→ (v, u, p, JpK, h)] is independent
of T thanks to Lemma 7.1.
Proof. For the proof we refer to the proof of Theorem 4.4 in [13]. We first re-
duce to trivial initial values (v0, u0, h0) = (0, 0, 0) and resolve the data. Then by
Lemma 7.1 we can use maximal regularity for the Stefan problem and apply a per-
turbation argument as in [13]. It is noteworthy that v+|Σ ∈ C
0([0, T ];C1(Σ)) by
the embeddings since r > 5. Since C1(Σ) →֒ B
2−2/q−4/p
qp (Σ) because of q < 2,
v+(0) ∈ B
2−2/q−4/p
qp (Σ) and the compatibility (7.18)11 is enough to reduce to trivial
initial values of h and ∂th. 
Nonlinear well-posedness. We consider the full nonlinear problem (7.11).
Theorem 7.3. Let p, q, r as in Lemma 7.1. Then there is some δ > 0, such that if
|v0|W 2−2/rr (Ω\Σ)
+ |u0|W 2−2/qq (Ω\Σ)
+ |h0|B4−1/q−2/pqp (Σ)
≤ δ (7.20)
and (v0, u0, h0) satisfy the compatibility conditions
div v0 = Fd(v0, h0), in Ω\Σ,
−Jµ±∂3(v0)1,2K− Jµ
±∇x′(v0)3K = (FS)1,2(v0, h0), on Σ,
Jv0K = 0, on Σ,
PS1(µ
±(Dv0 +Dv
⊤
0 )νS1) = 0, on S1,
v0 · νS1 = 0, on S1,
v0|S2 = 0, on S2,
(−∇x′h0, 0)
⊤ · νS1 = 0, on ∂Σ,
n∂Ω · ∇u0 = FN (u0, h0), on ∂Ω,
Ju0K = 0, on Σ,
u0|Σ −∆h0 = Fκ(h0), on Σ,
J∂3u0K− fh(0) ∈ B
2−2/q−4/p
qp (Σ),
(7.21)
the transformed two-phase Navier-Stokes/Stefan problem (7.11) possesses a unique
strong solution (v, p, u, h) in the sense of (7.15) on (0, τ) for some τ > 0.
Qualitative behaviour. Let us now again investigate the long-time behaviour.
For simplicity, let ρ = 1. By testing (7.1)1 with the solution v and invoking the
other equations we obtain
d
dt
[∫
Ω
|v|2
2
∫
Γ(t)
σ +
∫
Ω
|u|2
2
]
= −2
∫
Ω
µ|Dv|2 −
∫
Ω
|∇u|2. (7.22)
Hence any stationary solution (v, p, u,Γ) satisfies that v = 0, p is constant with
possibly different values in the phases, and u and HΓ are constant. Note that the
pressure p can always be reconstructed by solving a weak transmission problem. The
set of equilibrium solutions is
E = {(v, u,Γ) : v = 0, HΓ = const., u = σHΓ}. (7.23)
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If we now additionally assume that Γ is the graph of a function h over Σ, we again
obtain HΓ = 0. In particular, h has to be constant then and u = 0.
We will now study the problem for the height function (4.1) in an Lp-setting. The
equilibria in the graph case are
EΣ = {(v, u, h) : v = 0, u = 0, h = const.}. (7.24)
The linearization of the (transformed) two-Phase Navier-Stokes/Stefan problem with
Gibbs-Thomson correction around the trivial equilibrium (v∗, u∗, h∗) = (0, 0, 0) mo-
tivates us to study the linear problem

∂tv − µ∆v +∇p = fv, in Ω\Σ,
div v = 0, in Ω\Σ,
−Jµ(Dv +Dv⊤)− pIKνΣ − σ∆hνΣ = 0, on Σ,
JvK = 0, on Σ,
∂th− v|Σ · e3 + J∂3uK = fh, on Σ,
(−∇x′h, 0)
⊤ · νS1 = 0, on ∂Σ,
(∂t −∆)u = fu, in Ω\Σ,
JuK = 0, u|Σ − σ∆h = 0, on Σ,
ν∂Ω · ∇u|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ(Dv +Dv⊤)νS1
)
= 0, on S1\∂Σ,
v · νS1 = 0, on S1\∂Σ,
v = 0, on S2,
v(0) = v0, on Ω\Σ,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ,
(7.25)
We now rewrite (7.25) as an abstract evolution equation. Define
X0 := Lr(Ω)× Lq(Ω)×W
2−2/q
q (Σ), X1 := H
2
r (Ω\Σ)×H
2
q (Ω\Σ)×W
4−1/q
q (Σ),
(7.26)
and the linear operator B in X0 by means of B : D(B) ⊂ X1 → X0,
B(v, u, h) := (−∆v +∇p,−∆u,−v|Σ · νΣ + J∂3uK), (7.27)
with domain
D(B) := {(v,u, h) ∈ X1 : JuK = 0 on Σ, u|Σ = σ∆h on Σ, J∂3uK ∈W
2−2/q
q (Σ),
JvK = 0 on Σ, PS1
(
µ±(Dv +Dv⊤)νS1
)
= 0 on S1\∂Σ,
v · νS1 = 0 on S1, v|S2 = 0, PΣ(Jµ
±(Dv +Dv⊤)KνΣ) = 0 on Σ}
(7.28)
In equation (7.27), the pressure p ∈ H˙1r (Ω\Σ) solves the weak transmission problem
(∇p|∇ϕ)L2(Ω) = (µ∆v|∇ϕ)L2(Ω), for all ϕ ∈W
1
r′(Ω),
JpK = σ∆h+ (Jµ±(Dv +Dv⊤)KνΣ|νΣ)L2(Σ), on Σ,
cf. Lemma A.7 in [14].
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For fv ∈ Lr(0, T ;Lr(Ω)), fh ∈ Lp(0, T ;W
2−2/q
q (Σ)), and fu ∈ Lp(0, T ;Lq(Ω)),
we may rewrite (7.25) as an abstract evolution equation in X0,
z˙(t) +Bz(t) = f(t), t > 0, z(0) = z0, (7.29)
where f := (fv, fh, fu) and z0 := (v0, u0, h0). The operator B now has the following
properties.
Lemma 7.4. Let n = 2, 3, p, q, r as in Lemma 7.1, B, X0 as above and z∗ = (0, 0, 0)
be the trivial equilibrium.
(1) The linear operator −B generates an analytic C0-semigroup e
−Bt in X0 and
the spectrum σ(−B) consists of at most countably many eigenvalues with
finite algebraic multiplicity.
(2) σ(−B) ∩ iR ⊂ {0} and σ(−B)\{0} ⊂ C− := {z ∈ C : Re z < 0}.
(3) λ = 0 is semi-simple with multiplicity one, X0 = N(B)⊕R(B).
(4) N(B) = Tz∗EΣ = EΣ and N(B) is spanned by (0, 0, 1).
(5) The restriction of the semigroup e−Bt to R(B) is exponentially stable.
Proof. By compact embeddings, σ(B) only consists of countably many eigenvalues
with finite multiplicity. Let λ ∈ σ(−B) with eigenfunctions (v, u, h). The corre-
sponding eigenvalue problem reads

λv − µ∆v +∇p = 0, in Ω\Σ,
div v = 0, in Ω\Σ,
−Jµ(Dv +Dv⊤)− pIKνΣ − σ∆hνΣ = 0, on Σ,
JvK = 0, on Σ,
λh− v · νΣ + J∂3uK = 0, on Σ,
(−∇x′h, 0)
⊤ · νS1 = 0, on ∂Σ,
(λ−∆)u = 0, in Ω\Σ,
JuK = 0, u|Σ − σ∆h = 0, on Σ,
ν∂Ω · ∇u|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ(Dv +Dv⊤)νS1
)
= 0, on S1\∂Σ,
v · νS1 = 0, on S1\∂Σ,
v = 0, on S2.
(7.30)
Testing (7.30)1 with v and invoking the other equations, we obtain
λ|v|2L2(Ω) + |µ
1/2
Dv|2L2(Ω) + σλ¯|∇h|
2
L2(Σ)
+ |Du|2L2(Ω) + λ|u|
2
L2(Ω)
= 0. (7.31)
If λ = 0, we obtain that u is constant and v = 0 by Korn’s inequality. By (7.30)8
also ∆h is constant. Integrating ∆h over Σ and invoking the boundary condition
(7.30)6 gives ∆h = 0, which in turn implies that h is constant. Equation (7.30)8
then renders u = 0. This implies that N(B) is spanned by (0, 0, 1).
Taking real parts in (7.31) gives that any eigenvalue λ satisfies Reλ ≤ 0. Fur-
thermore, if an eigenvalue λ has real part zero, again (7.31) yields that u is constant
and v = 0 again by Korn’s inequality. Equation (7.30)5 gives λh = 0, and since h
may not be trivial, λ = 0.
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Let us show that N(B) = N(B2). Pick some (v, u, h) ∈ N(B2) and define
(v1, u1, h1) := B(v, u, h). Then (v1, u1, h1) ∈ N(B), hence v1 = u1 = 0 and h1 is
constant. The problem for (v, u, h) reads

−µ∆v +∇p = 0, in Ω\Σ,
div v = 0, in Ω\Σ,
−Jµ(Dv +Dv⊤)− pIKνΣ − σ∆hνΣ = 0, on Σ,
JvK = 0, on Σ,
−v · νΣ + J∂3uK = h1, on Σ,
(−∇x′h, 0)
⊤ · νS1 = 0, on ∂Σ,
∆u = 0, in Ω\Σ,
JuK = 0, u|Σ − σ∆h = 0, on Σ,
ν∂Ω · ∇u|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ(Dv +Dv⊤)νS1
)
= 0, on S1\∂Σ,
v · νS1 = 0, on S1\∂Σ,
v = 0, on S2.
(7.32)
Integrating (7.32)5 over Σ, an integration by parts yields
0 = −
∫
Ω+
div vdx+
∫
Ω
∆udx = −
∫
Σ
v · νΣdx
′ +
∫
Σ
J∂3uKdx
′ =
∫
Σ
h1dx
′ = h1|Σ|.
(7.33)
Hence h1 = 0 and (v, u, h) ∈ N(B). The rest follows as in the proof of Lemma
6.1. 
Remark 7.5. We do not want to work out a convergence result corresponding to
Theorem 6.3 for this coupled problem. We believe however that the analogous state-
ment indeed holds true.
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