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i. 
ABSTRACT 
> 
This thesis is about a search problem in which the 
criterion of effectiveness depends on two independent varia-
bles. There are two principal ways of studying such func-
tions. The more general method involves expressing the 
dependent variable in terms of independent variables using 
algebraic equation. A second technique is to represent the 
function graphically, using Cartesian coordinates. By com-
bining these two principal methods, each algebraic concept 
• 
is illustrated geometrically. Using three-dimensional con-
text such geometric ideas as tangent, contour, gradient, 
. ,. 
curvature, and perpendicularity are easier to visualize 
than their algebraic counterparts. 
1 \ 
I. INTRODUCTION 
OPTIMIZATION TECHNIQUES 
The following are five effective optimization 
techniques 
1. Derivative-free methods 
(a) Simplex method 
(b) Direct search method 
2. Derivative method 
(a) Gauss-Seidel method 
(b) Gradient method 
(c) Marquardt's method 
< 
SIMPLEX METHOD 
· The first derivative-free method of minimization of a 
nonlinear objective function is by use of regular patterns 
of search involving simplexes. This technique has proved 
very successful in finding the extremum of unconstrained 
$ 
objective function, as well as of a constrained function 
and is especially effective as the number of model para-
meter increases. Originally it was suggested by Spenly, 
Hext, and Himsworth (1962). 
For two parameters a regular simplex is an equilateral 
triangle. Suppose we want to search for the minimum of the 
sum of squares of deviations ¢. Trial values of the model 
parameters can be selected at the point in 11 param·eter space" 
2 . 
located at vertices ,of the simplex. The sum of the square 
· of the derivfttions is evaluated at each of the vertices of 
the simplex; a projection is made from the point yielding 
the highest value of the objective function, point A in Fig-
ure 1, through the centroid of the simplex. Point A is de-
leted and a new simplex, termed a reflection, is formed, 
composed of the remaining old points and one new point (B) 
located along the projected line at the proper distance from 
the centroid. Continuation of this procedure, always delet-
ing the vertex that yields the highest value of the objective 
function, plus the rule for reducing the size of the simplex 
and rules to prevent cycling in the vicinity of· the extremum · 
permit a derivative-free search. The search is terminated 
when 
/E(¢.-~)2 
l 
m C E ,pa 
~ 
-where • arbitrarily chosen sma 11 number and ¢ • the E 1 S an 1 S 
average value of ¢. 
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B 
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Figure 1-1. 
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D I R E C T S EAR CH M E T.H O D 
Define: 
b(O) are all the intermediate estimates of the model 
parameters. 
S is the terminal vector of estimated parameters 
The 
manner. 
which is the best estimate. 
is the objective function. 
direct search algorithm operates in 
Initial values (guesses), b(O), for 
t, h e f o l 1 ow i n g 
all the S's 
must be provided, as well as an initial incremental change 
for each parameter, Ab.(O)_ ¢ is first evaluated at the in-
(0) J (0) .. (O) 
itial point, b . Each bj of the set b is changed in 
turn by +Ab.(O) and, if¢ is improved b.(o)+Ab.(O) is adopt-
J . J J 
ed as a new estimate of s., b.(l). If it is not improved 
J J 
b.(o)_Ab.(O) is tested. If no improvement is experienced J J 
for either +b.(O), b. (l)=b.(O)_ This process is continued 
- J J J 
for all the S I s to complete an "exploratory move". The new 
estimated parameters define a vector in parameter space that 
t: 
represents a successful direction to reduce¢. A series of 
accelerating steps, or "pa~tern moves" is made along this 
vector as long as¢ is reduced. The magnitude of the pat-
tern move in each coordinate direction is proportional to 
i 
1 the number of prior successful move in that direction. If 
¢ is not improved by one of these pattern moves, a new 
4 
exploratory move is made in order to define a new success-
fu.l direction. The ~b. ~s are reduced gradually until either J 
• a new successful direction can be defined or each Abj be-
comes smaller than some predetermined tolerance. Failure 
to improve for a very small Abj intlicates that a local op-
timum has been reached. 
Two basic tests have been employed to determine when 
" 
the search should terminate. One test is made on fraction 
change in the individual estimated parameter$, Abj i.e .• on 
the step sizes. Minimum desirable values of the fractional 
change in the variables are read into the computer program, 
and the test is conducted after each exploratory search 
failure. Another test occurs after each exploratory search 
or pattern move; the change in the value of¢ is compared 
to a specified fraction read into the computer program. If 
the value of¢ has not decreased from the value on the pre-
vious move by an amount greater than the specified fraction, 
an exploratory sea~ch or pattern move is considered a fail-
ure. The search terminates when both tests are satisfied 
on a specified number of cycles. 
GAUSS-SEIDEL METHOD 
This has been called by many names including the Newton-
Raphson method, the Gauss-Newton method and the Gauss-Seidel 
method. The method is very simple in concept; linearlize 
the model in a Truncated Taylor series in order ta make use 
5 
_, 
of linear analysis and attain the desired minimum of the 
sum-squares of the deviation by an iterative sequence of 
calculations. Initial guesses are made for the parameters; 
cyclically, new estimates are obtained by a method which 
has its foundation in the Newton-Raphson algorithm. The 
calculations are repeated until a criterion for convergence 
is met. 
The practical difficulties encountered are 
(a) How to guess the suitable initial value. 
(b) The iterative technique at some stage·may in-
crease rather than decrease¢. 
(c) The objective function may become unbounded in 
the range of the search for the minimum or the 
first partial derivatives of the model may be-
come unbounded. 
GRADIENT METHOD 
This method, also, a method of minimizing the sum of 
-,!'I 
the squares of the deviations,¢, involves linearizing the 
objective .function itself. The gradient of¢ (V¢) is a vec-
tor perpendicular to the contour on the surface¢ in para-
meter space which extends in the direction of the maximum 
increase in¢ at a given point. The negative of the gradi-
ent extends in the direction of steepest descent. 
6 
For seeking a maximum, one determines the gradient at 
a point x . The set of points i~ the gradient direction is 0 
given by 
( 1 ) 
where pis a normalized hypersphere radius given by 
Positive values of the normalized radius p give locally in-
c r e a S i n 9 V a l U e O f cp S O t h e. ·· V0-a l U e O f p m a X i m i Z i n g /j, ¢ i S f O U n d 
. either by a one-dimensional (Fibonacci) search or, when pos-
sible, by direct differentiation. The latter alternative 
involves substituting Eq. (1) into the objective function, 
differentiating with respect to p, setting the derivating to 
zero , and so lv i n g for the minim i zing v a 1 u e p *. Thus one 
finds p* satisfying 
ay(x+pV¢) 
8p p=p* = 0. 
At the new point x1 one evaluates a new gradient and iter~ 
ates the gradient climbing procedure that is 
• 
The technique, first proposed by Cauchy in connection 
with solving simultaneous linear equations was exhumed a 
7 
,_, 
century later by Courant for application to problems. in 
mathematical physics. Its application to problems in in-
dustrial statistics has been due largely to the effort of 
G.E.P. Box, and K.B. Wilson. 
The disadvantage of this method is improper scaling (p) 
tan cause difficulty in minimizing¢. If the hyperspace is 
~ 
badly elongated, it may take an excessively long time to 
converge because the direction of steepest descent proves to 
' be nearly perpendicular to the direction that will • • • m1n1m1ze 
¢. The negative of the gradient of points in the direction 
that minimizes¢ only in a local region and not in the di-
rection of the global minimum of¢, the minimum desired, 
unless the contour are arcs of circles with ¢min as a center. 
MARQUARDT'S METHOD 
He observed in practice that for an elongated ridge 
the method of steepest decent and the Gauss-Seidel methods 
gave directions of search nearly orthogonal to each other. 
He suggested a compromise between the two methods by adding 
A to the diagonal of the scalar matrix of directional deriv-
atives. If A is zero, it yields the Gauss-Seidel method. 
If A approaches a very large value, it yields the method of 
steepest ascent. Marquardt's method has been implemented 
by IBM Share Library Program No. 3094, 1964, and is recom-
l 
mended as being quite effective. It is definitely superior 
to either the Gauss-Seidel method or the method of steepest 
descent. 
8 
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II. THE QUADRATIC SEARCH 
QUADRATIC SEARCH 
Suppose y = y(x 1 ,x 2 ) is an objective function. 
y is the dependent variable. 
x1 ,x 2 are independent variables. 
GEOMETRIC EXPRESSION 
This function can be expressed in terms of geometry of 
three dimensions 
Consider x1-y plane; we can estimate the optimum-
y 
r j I 
f 
•• 
I 
I i I y* y(x1,K) --I y* 
I 
I 
r 
' 
.. J 
,, 
- , . 
, ' 
x* 1 XI 
Figure 2-1. 
section value of y* at any value of x2 . Then x1* is a locus 
' 
of projections of y* 
9 
' 
Figure 2-2. 
By similar reasoning on x2-y plane, we can also es-
timate a locus of projections of y*=y(x 1 ,x 2*). 
Then the point at which the two loci intersect yields 
which is optimum for bo~h x1 and x2 . 
ALGEBRAIC EXPRESSION 
Consider three values of x1 , x11 , x12 and x13 , where 
x11 = x 12 -G and x 13 = x 12 +G. 
Similarly consider three values of x2 , x21 , x22 and 
xf23: x21 .= x22-G and x23 = x22+G. 
G can be either large or small. For each of the nine . 
points (xli' x2j) i,j = 1,2,3 evaluate yij' For each values 
10 
"'· 
·-, 
--, 
of x2 say x2j, find slopes (y 2j-ylj)/G and (y 3j-y2j)/G. 
By linear interpolation find (x 1*, x2j) where slope of y 
is estimated to be zero. 
+ 
Slope 
xl2+xl3 
2 
(x12;x13 , Y3j;Y2j) 
-
Figure 2-3. 
* * Three points found that way are designated x1_1 , x1_2 and 
x1_3 for x21 , x22 , and x23 respectively. A circle is fitted 
to these points in the x1-x 2 plane. 
Then the roles of and reversed and * * XI x2 are x2-1' x2-2' 
* and are found. A circle • fitted to them • the X l s , n same - 2-3 
plane. The· intersection of the circles . - estimate of l s an 
·, 
the optimum projection. 
11 
QUADRATIC SEARCH PROGRAMMING 
Define: 
b . ( j ) 
l 
s ( j) 
m ,.n 
<P. (j) 
m, n 
<P ( j ) 
22 
to be all the intermedirrte estimates of 
the model parqmeters, 
to be the vector of ~stimated parameters 
which is the best estimate at jth iteration 
(m=l ,2 ,3 n=l ,2 ,3), 
to be the performance of S (j) and 
n, n ' 
to be the objective function of jth itera- .... 
tion. 
This algorithm operates in the following manner. In-
itial values (gues;es) bi(O) for s22 •s are provided as well 
as an initial grid size for parameter Libi(O)_ ¢ 22 (0) is 
evaluated at initial point s22 (0). 
bl for Sln 
bl for S2n 
bl for 63n 
b2 for 6ml 
b2 for S . m2 
b2 for 0 µm3 
is set equal 
n 
n 
n 
n 
n 
12 
to bl 
( 0) 
- Libl' 
bl 
( 0) 
b (O)+Lib 
1 1 
b2 ( 0) -Li b2 
b ( 0) 
2 
b (O)+Lib, 
2 2 
for a 11 
n = l , 2, 3 
for all 
m = 1,2,3 
II 
•. 
,. 
C 
A l 1 ¢ f o r m = l , 2 , 3 a n d n = 1 , 2 , 3 a r e e v a l u a t e d . T h e n ., m, n . 
the slope of the grids are 
s· - ¢1n-¢2n - llb I n 
for n - 1 ,.2, 3 -
s II - ¢2n-¢3.n 
-
n llb l 
and 
<Pm1-¢m2 S' --
m llb2 " 
for m - l , 2 , 3 -
s II - rpm2-cpm3 
-
~b2 m 
Then the slopes of Sn and Sm are 
,, 
SSn = 
SSm = 
s I -S II 
n fl 
llb l 
S 1 -S 11 
m m 
llb2 
for n = 1,2,3 
form= l,2,3 
Use a linear interpolation to determine 
." ll_ti X ) = 
!:.ix 0. 
This yields 
13 
and 
;: 
Fit a circle to the first three points and also to the re-
maining three points. Find the intersection of these two 
curves which yields 
and also becomes s22 for the next iteration. Then proceed 
with the same method and a smaller ~b .. 
1 
Two tests have been employed to determine when the 
search should terminate. The first test terminates the 
search when¢ becomes equal to or less than a specified 
value for minimization (equal or more, for maximization). 
The second test is made on the change of¢ in successive 
iterations compared to a fraction that was read into the 
program. If the change is smaller than this fraction, the 
• 
search terminates. 
14 
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•·\ 
· CONCLUSION 
ADV A.NT AG E O F Q U AD RAT I C S E A RC H 
1. It can be used as a minimization or a maximiza-
tion tool. Because the·intersection of the two curves can 
represent a maximum or minimum depending on the objective 
function. 
2. If the objective function is a quadratic function, 
this method yields exactly the solution at the first itera-
tio~. The two curves of ridge become two straight lines, 
~(f(x)) = 
... 
l1X ax+ b • 
Because of this linear relation, the grid size will 
have no effect ori the solution at each iteration. This also 
means that the reduction ratio of grid size has no effect 
either. 
3. The speed of convergence is quite fast if this 
technique is used as an error-free search technique. It can 
be adapted· ·ea s i l y to th e prob ab i l i st i c s i tu a t i on . 
Performance of various searches after 18 trials 
~, 
2 2 on y = x 1 + 2(x 2 - /y) 
-
-
xl x2 y 
. 
Simplex. 4.415 4.414 17.1949 
Quadratic 0.56 0.78 0.33 
Optimum 0.0 0.0 0.0 
. 
15 
a- f t e r 3 6 t r i a l s 
. 
' . 
. 
xl x2 y 
. 
Simplex 0.0811 
-0.0981 ~0.1043 
Quadratic 0.0 0.0 0.0 
Optimum 0.0 0.0 0.0 
.. 
. 
' 
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III. THE QUADRATIC SEARCH ADAPTATION 
TO EXPERIMENTAL ERROR 
EXPERIMENTAL ERROR 
Background~ 
In the face of "noise", a concise but apt term de-
noting either error of measurement or uncertainty of predic-
ti~n, many of search techniques discussed so far will not 
find the optimum at all*. Efficiency of a search technique 
mean nothing unless the procedure is certain eventually to 
find the optimum sought. Noise forces us to consider con-
vergence before efficiency. 
Search techniques which successfully reach the pre-
,assigned goal in spite of the confusions of noise have been 
named "Stochastic approximation procedures" by Herbert 
Robbins and Sutton Monro, who in 1951 devised the first 
scheme for finding the root of a noisy function. Shortly 
after publication of the pioneer work of Robbin and Monro, 
Kiefer and Wolfwitz adapted the idea of stochastic approx-
imation to the problem of finding the maximum of unimodal 
function obscured by noise. Their result for a function 
of a single variable were then extended to multi-dimensional 
,, 
case by Blum, who used the gradient in the manner of Box 
*Wilde, D.'J., "Optimum Seeking Methods", Prentice-Hall, Inc.· 
\, 
17 
• 
and Wilson. The studies of Chung, Hodges and Lehman 
and Kesten concerned speed of convergence and acceleration 
and are a guide in selecting procedures which are not only 
. convergent but rapid as well. 
In both stochastic and deterministic approximation 
schemes, the corrections are made progressively smaller as 
the search proceeds so that the process will eventually 
converge. To make this convergence rapid one would like to 
sh r i n k the s t e p s i z es as s pee ct-i l y a.s po s s i b l e . T he ma i n 
difference between stochastic and deterministic procedures 
is in fact the speed with which the steps can be shortened. 
When noise is totally absent one can shrink the steps very 
rapidly. But when there is danger of an occasional jump 
in the wrong direction, shortening the step too rapidly 
could make it impossible to erase the long run effects of 
a mistake. In such circumstances the process would still 
converge, but to the wrong value. We shall see that the 
step reduction speed is drastically limited by noise. 
THE KIEFER-WOLFOWITZ PROCEDURE 
A year after the publication of the work of Robbins 
and Monro, stochastic procedure designed specifically to 
find a ~aximum was brought out by Kiefer and Wolfowitz. 
Rather than· estimating the "'derivatives y' (x ) at the point n 
xn' they measure the dependent variable at two points a 
18 
distance en on either side of xn. From these two ·obser-~ 
vations. Z(xh-cn) an~ Z(xn+cn) they calculate the average 
slope to be 
Z(x +c )-z(x -c) n n n n 
as shown in Figure 3-1 for a typical noisy unimodal function. 
From the sign of this estimated slope the most promising di-
rection, in which to locate the next pair of experiments, 
is determined. 
Y, z· 
' I 
I 
I 
en 
2cn 
C 
n 
Estimated average 
slope 
function y(x) 
\ 
\ 
X 
Figure 3-1. Kiefer-Wolfowitz e·stimation of average slope 
,.• The K-W procedure for locating the center xn+l of the 
next pair of exper·iments may be written 
- X + n 
a [Z(x +c )-Z(x -c )] n n n n n · .. 
en 
where an is one of a sequence of positive numbers determin-
19 
' 
,, 
ing the step size and 2cn is the horizontal distance be-
tween the most recent pair of observations. Both the step 
• 2an and 2cn vanish • the limit size span , n 
lim an ~ Ou ~ 
n~oo 
lim en ~ 0 ~ 
n~oo 
so that the process eventually settles down. 
To be certain there is enough corrective to avoid 
short of the peak, the stepping sequence must be such that 
J 
00 
[ a - 00 
n=l n 
,' 
But to cancel out cumulative noise effects we must have 
In their original article Kiefer and Wolfowitz made some 
additional conditions on a and c which have subsequently n n 
been proven unnecessary. 
This process will converge to the maximum of a noisy 
unimodal function both in mean square and with probability 
. . 1, if reasonable restrictions on the noise and on the under-
lying regression function y are made. Just as for the R-M 
process, the experimental error must be unbiased and 
• 
20 
• 
, 
• R 
uniformly bounded. The condition on y is that average 
slope for any pair of measurements be boundable by a 
straight line. In other words for all x 1;x 2 
' • ·11 
where x* is the true location of the peak and A and Bare 
suitable constants. 
ADAPTATION OF QUADRATIC SEARCH TO EXPERIMENTAL ERROR 
Let y I be the, value of x with an experimental error. 
Then 
where 
ance 
Then 
y'(x) = X + ~ 
~ may have a normal distribution with µ=0 and 
E;, ' and 
xn be the optimal value of n th iteration, 
G be the grid • of nth iteration, size n 
an be a reduction ratio of nth iteration. 
-, 
y"(x + l G ) = 
n 2 n 
y"(x - l G ) -
n 2 n 
y• (xn+Gn)-y' (xn) 
Gn 
y(x +G )-y(x )+( ~ 1 -~ 11 ) n n n 
Gn 
y'(x )-y'(x ~G) n n n 
Gn 
y(x )-y(x -G )+~ 11 -~ 111 ). n n n 
G 
n 
21 
, and 
• 
• var,-
( I ) 
( I I ) 
,. 
Use a linear relation to determine slope 
y 11 (x + l G )-y"(x - l G ) n 2 n n 2 n m I -
G • 
n 
Substituting I and II into III, we get 
then 
1 y(x +G )+y(x -G )+( 1 +( 11 t) m' = G { n n G n n }, 
n n 
m 1 = m + 
(('+(Ill) 
G 2 
n 
• 
of y II 
( I I I ) 
(IV) 
From IV, to reduce error term we should choose G as large n 
as possible, 
G 
but 
Therefore, an should slowly converge instead of rapidly 
converge as in deterministic search. 
CONCLUSION 
Deterministic search: Quadratic search will converge 
very rapidly compared to some other methods; requires less 
of initial value (guesses) and still yields the same solu-
tion. In stochastic search, it benefits if we can perform 
several experiments at the same time. Even when we en-
large the grid size to reduce the effect of error, quad-
ratic search converges more quickly than the unaccelerated 
schemes. 
'" 
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