In this paper, we develop a novel probabilistic hybrid inertial navigation system (INS)/pedestrian dead reckoning (PDR) measurement tracking algorithm, namely (PHIMTA), that provides high accuracy tracking in slow pedestrian scenarios. We then combine it with the latest localisation algorithms, such as grid-based belief propagation (GBP) and stop-andgo (SnG), that allow for improved accuracy in GPS-denied environments.
INTRODUCTION
Coping with mobility has been key in localisation research. The typical scenario is to complement GPS with information from inertial measurement units (IMUs) and odometers to provide uninterrupted navigation solutions during GPS outages. The integration is typically achieved by a Kalman filter (KF) [1] , or some variants, e.g., the extended Kalman filter (KF) [2] . Unfortunately, the significant errors of micromechanical systems (MEMS) inertial sensors as well as the time-varying models cannot be modelled accurately by the KF linearised models. As an alternative to better capture the non-linearities, the use of a particle filter has been proposed [3] .
The information from the sensors provides all the necessary information required for tracking of human movement. There has been much research on pedestrian dead reckoning (PDR) and its applications. In PDR, the frequency of the pedestrians steps is extracted from the sensor information and assuming some statistical model for the length and course of the steps, the pedestrians direction and distance travelled are calculated by summing up all the steps, e.g., [4] . There has also been extensive research in the classification and modelling of sensor outputs with different human movement, e.g., see [5, 6] , but the reality is that erratic movement, e.g., walking in slopes, or abrupt movements, that can typically occur in a battlefield, will make the error grow quickly out of hand.
Alternatively, pedestrian tracking can be treated as an application of a strap-down inertial navigation system (INS). In this case, the orientation of a sensor module is tracked by integrating the angular velocities, which are subsequently used to determine the acceleration components in the GCS. Then the gravity acceleration is subtracted and the remaining acceleration is integrated over time to find the sensors displacement. Unfortunately, low cost MEMS-IMUs are sus-ceptible to errors, such as misalignment errors, scale factor, bias turn-on error, bias drift error, and etc. Though deterministic errors can typically be removed via calibration, stochastic errors cannot be removed and can increase quickly. Analysis and modelling of the MEMS-IMU errors can be found in [3, 7, 8] .
A solution proposed in [9] has been to provide a synergism between PDR and INS. Essentially the movement of the pedestrian will be calculated by finding the orientation and number of steps as in PDR, but the characteristics will be derived from the IMU measurements instead of using a statistical model.
The combination of PDR localisation and cooperative localisation for GPS denied environments however has not been well investigated. The SPAWN framework in [10] considered mobility, but it was demonstrated in [11] that it is too computationally expensive for real-world hand-helds and a heuristic cooperative localisation algorithm, called stop-andgo (SnG), was proposed as an alternative. SnG keeps the computational cost low for mobile devices while synergising with PDR. Still due to the heuristics in SnG, the network is highly susceptible to node placement and if the placement is not uniform enough, then the whole network localisation will collapse. This paper's aim is to develop a robust low-cost algorithm for pedestrian mobility tracking in GPS-denied environments. We first devise a dynamic Bayesian network in which we generalise the INS/PDR pedestrian tracking algorithm in [9] by using probabilistic particle representations and then combine it with a recent cooperative localisation algorithm, namely grid-based belief propagation (GBP) [12] , to have a fully distributed and robust probabilistic model for mobile pedestrian tracking which combines low computational cost, as well as robustness in different node geometries, and high localisation accuracy.
Our contributions can be summarised as follows:
• We design a probabilistic pedestrian tracking technique which is referred to as the particle hybrid inertial measurement tracking algorithm (PHIMTA).
• Also, we combine PHIMTA with GBP, creating a novel dynamic Bayesian network model most suitable for mobile localisation in GPS-denied environments.
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• We conduct Monte-Carlo simulations using the real data in [13, 14] that show that PHIMTA/GBP provides consistently equivalent accuracy with drastically decreased computational cost, compared to the literature. Based on the behaviour of the nodes, there are two types of time slots. Firstly, the nodes might move and use IMU information to update their information, namely IMU time slots, or they might stay idle and cooperate with their neighbours to update their location estimate, namely belief propagation (BP) time slots. The nodes use cooperative localisation every n time slots, while in between they have a probability p(W (t) ) at each time slot to wait or to move. If a node is moving during a BP time slot, then it will not participate in the message passing algorithm. It uses the SHOE filter, cf. Section 4, to discriminate between being idle or not.
PROBLEM FORMULATION
Let p(X (t) i ) be the probability density function (pdf), i.e., the belief that node i has about its location at time t. We model p(X (t) i ) as a multinomial distribution with parameters θ k , where θ k is the probability of node i being in ID x k and
) denote the state of the system at time slot (t). We assume that the system is Markovian and represent it as a pdf. Then we have
(1) where p(X (0) ) is the initial system state and p(X (τ +1) |X (τ ) ) is the transition probability. Depending on the type of time slot the transition probability will change. Thus, we have
in which r denotes a vector with all the distance measurements between nodes, and o is a vector with the IMU observations. The above can be described graphically in Fig. 1 .
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Figure 1: A dynamic Bayesian network model.
During the BP time slots, let the set of all nodes within the range of node i be the neighbourhood Ni. Initially, the belief for the agents can be a non-informative uniform pdf over the grid, while the anchors' pdfs are focused in the IDs close to the real position, e.g., within 10m. Node i receiving a message from node j at time slot t can derive, using timeof-arrival (ToA) measurements, 2 a noisy estimate r
j→i of the distance between them. For convenience, we assume r
ji . Thus, as in [15] , for ToA distance measurements, we define the random variable R (t) ji with its value r (t) ji modelled as
where ηji is a Gaussian noise with variance σ
β ji in which Ke is a proportionality constant capturing the combined physical layer and receiver effect, and βji denotes the path loss exponent. In the case of lineof-sight (LoS), ηji is assumed zero mean, and βji = 2, i.e., ηji ∼ N (0, σ 2 ji ). We define the likelihood of node i and node j measuring distance R
ji between them at time t, given Xi, Xj as
where h controls steepness, C j , respectively. Thus, we aim to find the maximum a posteriori (MAP), i.e., the values that maximise p(
given distance measurements
Consequently, p(X
i ) can be evaluated using the Bayes' rule as
in which the sign "∝" means "is proportional to", and normalisation should be done to obtain the pdf.
Similarly, during the IMU time slots, we have
).
The model is summarised in Algorithm 1.
In the next sections, we will describe how GBP is used to solve (6) and then how PHIMTA solves (7).
BP TIME SLOTS
2 The assumption of using ToA is not restrictive on the proposed algorithm because it can easily be used with other measurement models. The lower factors are set to the initial beliefs for the given time slot (t), and the upper factors are set to the corresponding conditional pdfs (cpdfs):
Messages are then passed between nodes for multiple iterations until the node beliefs have converged. The message from node j to node i, at BP iteration (s + 1) is calculated by
where intuitively, a message (10) is the belief that node j has about the location of node i and r
ji is the observed value of the distance between the nodes, at time slot t. (11) where λ is a dampening factor used to facilitate convergence.
Then the belief of node i is updated as
BP continues until convergence, or if s reaches a maximum number of iterations Imax. Then the beliefs, representing approximations to the true marginals, for each node are found by (11), i.e., p(X
. Each node will need to perform a marginalisation operation (10) , and a product operation (11) . Approximations are required for both complex operations. The details of the approximations, as well as more information on GBP can be found in [12] .
IMU TIME SLOTS
During the IMU time slots, our is aim is to approximate the transition probability in (2). This is accomplished by using a non-parametric particle representation [16] . Assuming at time slot (t) the location pdf for node i is p(X (t) i ), we represent it by a set of L random samples, or particles S
where
where o
are the IMU measurements at time (t). Finally, the same parameter estimation [12, Algorithm 4] is used to obtain a multinomial parametric form of (2) from the samples.
PHIMTA
Our aim is to derive an updated location particle given a location particle x i . We will derive the displacement, speed and attitude vectors, from the IMU sensors. We assume a typical MEMS sensor, consisting of an accelerometer, a magnetometer and a gyroscope. The measurements provided by the IMU and the magnetometer comprise the control input
x ], and we denote their respective noise vector as
µ ]. We assume that the input signal vectors from each sensor have length Y . Also, the noise is assumed to be white Gaussian noise and independent of previous states. A rotation matrix that maps the local coordinate system (LCS) of the sensors to global coordinates system (GCS) of the node is required, as the sensor axes may not match the nodes. Then the accelerometer observations will be mapped to the nodes coordinate system and used to calculate the displacement and speed of the node.
To alleviate the noise a number of schemes will be used. First is the fact that pedestrian walking is cyclical and significantly consistent. Each stride can be split into two phases. The stance phase, i.e., when the foot or part of the foot is placed on the ground, and the swing phase, i.e., when the foot is mid-air. Both the velocity and the angular velocity can be reset to zero at each stance phase, thus reducing the drift error accumulation. As the gyroscopes cannot be used in the static phase, signals from the accelerometer and magnetometer have to be used to calculate the orientations of the sensor module. To overcome tilt errors, the algorithm presented in [9] is used. The stance phase can be easily detected using peak detection, taking into consideration of the existence of zero crossings, e.g., [5] . In this work, we use the SHOE algorithm [17] .
Hence, the system iterates through the following steps:
• Stance phase -Reset angular velocity to zero -Reset velocity to zero -Use magnetometer and accelerometer data to calculate rotation matrix
• Swing phase -Use gyroscope data to calculate the rotation matrix -Calculate the velocity and displacement using accelerometer data
Our derivation follows closely the work in [9] . In subsequent sections, as everything involves internal calculations at each agent, the node subscript is dropped for simplicity.
Coordinate Systems and Transformation Matrix
The global cartesian coordinate system used is the northeast-down (NED) frame (x n , y e , z d ). Consequently, the rotation matrix derived by using direction cosine representations is given by (14) (see top of next page), where p, r, a, correspond to the pitch, roll, and attitude, respectively, and the time slot superscript has been dropped for simplicity.
Swing Phase
During the swing phase, the orientation of a moving object is tracked by integrating the angular velocity vector
ωz ], obtained from the gyroscope after we correct for noise. Let the sampling period δt be short and δΨ = [δa, δp, δr] be the rotated angle vector of the sensors. Then δΨ = ωδt. Assuming a small δt the rotation matrix for a period can be approximated by
This allows us to relate the rotation matrix R (t) with the rotation matrix of the next sampling period R (t+δt) . Then
where we have overloaded the superscript to mean the current sampling period besides the time slot. This gives The DCM update equation is obtained as each new angular velocity samples comes by
(20) With the DCM updated, at each sample, the accelerometer data can easily be mapped from LCS to GCS by
where G specifies that the vector is the GCS. Finally, the updated velocity vector is given by 
and the corresponding displacement vector
is used in [12, Algorithm 3] to obtain the particle x (t+1,l) i .
Static Phase
During the static phase data from the accelerometer and the magnetometer are used to derive the pitch, roll, and attitude required for the rotation matrix, using (14) . To compensate the tilt errors the following algorithm is used as presented in [9] .
First, a linear-phase finite impulse response (FIR) low pass filter (LPF) is used to filter the accelerometer signal. The LPF is designed with a cutoff frequency of less than 1Hz, as a typical human stride takes ≈ 1s. The filtered acceleration g (L) is then normalised and redefined as a gravity vector in LCS. The normalised GCS gravity vector is then given by
Solving the above equation for roll and pitch gives
y sign(cos(p (t) )), g
z sign(cos(p (t) )) ) .
After both pitch and roll have been found from the acceleration data, the attitude can be calculated from the magnetic field data. Let
z ] be the LCS magnetometer readings. Then the compensated magnetic field can be calculated as
where D is the magnetic declination, or the difference between the magnetic north and the true north, caused by the tilt of the earth magnetic field generator relative to the earth spin axis.
The algorithm is summarised as Algorithm 2.
Set
Extract g from a using LPF 7:
Calculate p, r, a using equations (25) 8:
Calculate Rotation Matrix R (t) using (14) 9: else 10:
sample {n
For each sample calculate R (t) using (20) 12: end if 13: Sample {n 
Complexity
For the BP time slots, the complexity is due to the message passing algorithm used. In our case, as GBP is a parametric form message passing algorithm, the computational cost is O(NiL) [12] . This makes the algorithm an order of magnitude faster than non-parametric BP algorithms, e.g., SPAWN [10] . We also compare GBP with the SnG algorithm [11] , which has a complexity of O(NiL), whereNi symbolises the average pseudo-anchors of node i. The number of particles used in both algorithms is approximately L = 100, while the number of average pseudo-anchors will be less or equal to the average number of neighbours. As such, the algorithms tend to have similar complexity with SnG being slightly faster. Even though the two algorithms seem to have the same computational cost, a step by step comparison in Table 1 clearly shows that GBP is faster, as it has fewer steps and there is no need to optimise the objective function at every iteration. For the IMU time slots, the complexity is due to PHIMTA. All the steps are proportional to either the number of signals Y obtained from MEMS, or the number of particles used in the calculations L. Each step is given with the corresponding cost in Table 2 . Hence the complexity is O(Y L). We compare PHIMTA with the PDR algorithm in [18] . Even if the complexity scales in the same way, PDR has fewer computations per iteration than the hybrid algorithm. Essentially it is a compromise between computational cost, and accuracy as will be seen in the sequel. By using GBP though, the computational increase from PHIMTA can be easily compensated. 
SIMULATION RESULTS
Our proposed algorithm was evaluated using Monte-Carlo simulations. We considered a 2D grid 20m × 20m with 4 anchors at the corners of the grid. Ten nodes are randomly placed inside the grid and are trying to localise. We first consider a static scenario in which the root-mean-square (RMS) localisation error is compared between GBP and SnG and NBP [19] , as an implementation of the SPAWN framework.
In Fig. 3 , we illustrate the average RMS error for various communication ranges. We assume that the number of particles used is 300 and Ke = 0.001. As expected NBP outperforms both SnG and GBP but at a greater computational cost. While GBP provides similar RMS to SnG for lower communication range, it is interesting to note that both NBP and GBP take advantage of the availability of more neighbours while SnG seems to keep a constant RMS error. We should also mention that SnG would collapse if the average number of neighbours is too low. Finally, for the SnG simulations, we initially ran cooperative least-square (LS), cf. [10] , as it requires initial estimates to run, which is not required for NBP and GBP. Now, we consider a mobility scenario where the 10 nodes move randomly for a period of 180s. Simulation parameters are the same as before with a communication range of 12m. We used the test data in [13, 14] , as a pool of possible movements that a node can follow with the respective MEMS measurements. Each node decides by a stationary probability Pri(s) if it will wait or not and for how many seconds. If it will wait, then it will be used in the cooperative localisation algorithm. Alternatively, it will pick randomly a movement from the ones provided in the test data and move accordingly until the movement time elapses and the procedure repeats until the simulations finish. The cooperative localisation steps occur, to obtain starting locations and afterwards every 10s. In Fig. 4 , we present the average RMS tracking error results, which is the average RMS localisation error per second for the network. Obviously, as the stationary probability increases, the nodes move less and consequently are more readily available in the cooperative localisation steps, improving their RMS tracking error. At the boundary scenario, we have Pri(s) = 0 which means that all nodes are constantly moving and hence be-sides the initial cooperative localisation step, nodes will only use MEMS information algorithms. As we can see, the superiority of PHIMTA over PDR is evident in all mobility scenarios. Secondly, SnG slightly outperforms GBP. This is due to the ability of SnG to filter out nodes that mistakenly believe they are stationary while in reality their are moving. Despite that, the difference is small, given the drastic decrease in computational cost. Finally it is clear that using cooperative localisation is a great addition to MEMS localisation. 
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CONCLUSION
This paper presented a novel hybrid approach to pedestrian mobility tracking using a hybrid cooperative localisation and MEMS tracking approach. The end result is a powerful and promising mobility tracking algorithm with very low computational requirements compared to the literature.
