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Abstract
For a finite Galois extension K/k of number fields, with Galois group G, the equivariant Tamagawa
number conjecture of Burns and Flach relates the leading coefficients of Artin L-functions to an element of
K0(Z[G],R) arising from the Tate sequence. This conjecture is known to be true for certain non-abelian
Galois extensions over Q with Galois group being the dihedral or quaternion group. In this article, we
shall verify the conjecture for an A4-extension over Q, by explicitly constructing the Tate sequence using
Chinburg’s methods.
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1. Introduction
Let K/k be a finite Galois extension of number fields with Gal(K/k) = G. Let S be a finite
set of primes in K stable under the action of G. For an irreducible complex character χ of G,
let LS(χ, s) denote the Artin L-function and let L∗S(χ,0) denote the leading coefficient in the
Taylor series expansion of LS(χ, s) at s = 0. Then one can view LS(s) := (LS(χ, s))χ∈Ĝ as a
function with values in
∏
χ∈Ĝ C = ζ(C[G]), where ζ is the centre and Ĝ is the set of irreducible
complex characters of G. Further, L∗S(0) = (L∗S(χ,0))χ∈Ĝ lies in ζ(R[G])×.
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δˆ : ζ
(
R[G])× → K0(Z[G],R),
where K0(Z[G],R) is the relative K0 group (cf. [4]). Using Tate sequences one can construct an
element RΩ(K/k) ∈ K0(Z[G],R). We let TΩ(K/k) = RΩ(K/k) − δˆ(L∗S(0)). The equivari-
ant Tamagawa number conjecture (ETNC) [4,5] for the motive M = h0(Spec(K))k states that
TΩ(K/k) = 0. The vanishing of TΩ(K/k) in K0(M,R), where M is a maximal Z-order con-
taining Z[G], is equivalent to the strong Stark conjecture as stated in [9]. Also, the vanishing
of TΩ(K/k) in K0(Z[G]) is equivalent to the central conjectures of [7]. ETNC also recovers
several refinements of the Stark conjecture due to Gross, Rubin and others (cf. [3]).
For non-abelian extensions K/k, the vanishing of TΩ(K/k) is known for certain dihedral
extensions (cf. [2]) and for an infinite family of quaternion extensions (cf. [5]). One of the key
ideas used in [5] is that the map
K0
(
Z[G],R)→ K0(M,R)×K0(Z[Gab],R)×K0(Z[G])
is injective for G = Q8, the quaternion group (here M is a maximal Z-order containing Z[G]).
However, this fails to hold for G = A4 (see Appendix A).
In this paper, we shall restrict to a particular extension K/Q with Gal(K/Q)  A4, and de-
velop some techniques for computing RΩ(K/Q). We use the ideas of Chinburg [7] to construct
the Tate sequence and explicitly compute the determinants arising from this sequence to evaluate
RΩ(K/Q), and verify the vanishing of TΩ(K/Q). One could possibly extend these techniques
to verify the conjecture for an infinite family of A4-extensions.
This paper is organized as follows. In Section 2, we shall state the conjecture and explain
some preliminary results needed for the computation of the Tate sequence. In Section 3, we
shall construct a field extension K/Q and construct a Tate sequence corresponding to this field
extension. In Section 4, we shall calculate the leading co-efficients of the L-functions and finally
verify the vanishing conjecture using determinants.
2. Preliminaries
2.1. The conjecture
Let K/k be a Galois extension of number fields with Galois group G. Let Sk be a finite set
of primes in k and let S := SK be the set of primes in K lying above the primes in Sk . We shall
assume that S contains all the ramified and infinite primes, and that the S-class number is coprime
to the order of the group G. Let Ĝ be the set of irreducible characters of G. If ρ :G → GL(V ) is
a complex representation corresponding to a character χ ∈ Ĝ then
LS(χ, s) :=
∏
p∈Sk
det
(
1 − σPNp−s | V IP
)−1
is the Artin L-function (relative to S) attached to χ . Here, P is an arbitrary prime lying above p
and IP is the inertia group of P. The L-function has a meromorphic continuation to the whole
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s = 0. Let
L∗S(0) :=
(
L∗S(χ,0)
)
χ∈Ĝ ∈
∏
χ∈Ĝ
R.
Note that
∏
χ∈Ĝ R  ζ(R[G]) where ζ denotes the center. Further, L∗S(χ,0) is nonzero for any
χ and hence we shall identify L∗S(0) as an element of ζ(R[G])×.
Now consider the long exact sequence of K-groups arising from the inclusion Z[G] → R[G]:
· · · K1(R[G])
nr
δ
K0(Z[G],R)
i∗
K0(Z[G]) · · ·
ζ(R[G])×
∃!δˆ
K0(M,R)
The map nr :K1(R[G]) → ζ(R[G])× is the reduce norm map (see [10]), M is a maximal order
containing Z[G] with i :Z[G] → M being the inclusion. In [4] a canonical map δˆ : ζ(R[G])× →
K0(Z[G],R) is constructed such that δ = δˆ ◦ nr. One is interested in looking at the image of
L∗S(0) in K0(Z[G],R) under the map δˆ.
Now, let US be the group of S-units in K and let XS be the kernel of the augmentation map⊕
v∈S Z → Z. Then there exists a Tate sequence
0 → US → AS → BS → XS → 0
representing a canonical class of Ext2G(XS,US) such that AS and BS are cohomologically trivial,
finitely generated Z[G]-modules (see [15] for details). This exact sequence and the isomorphism
RS :US ⊗Z R → XS ⊗Z R, u 	→ −
∑
v∈S
log |u|vv
give an isomorphism ψS :AS ⊗Z R → BS ⊗Z R of R[G]-modules. We let RΩ(K/k) :=
(AS,BS;ψS) viewed as an element in the relative K-group K0(Z[G],R). Let
TΩ(K/k) := RΩ(K/k)− δˆ(L∗S(0)#),
where x 	→ x# is the R-linear anti-involution such that g# = g−1 for all g ∈ G.
Conjecture 1. (Burns, Flach [4,5].) TΩ(K/k) = 0.
Our aim is to verify this conjecture for a particular A4 extension of Q.
Remarks.
(1) For a motive M with an action of a finitely generated semisimple Q-algebra R and a Z-
order U in R, Burns and Flach have defined an element TΩ(M,U) ∈ K0(U,R). The central
conjecture of [4] predicts that TΩ(M,U) = 0. The above is a formulation of the conjecture
for the motive h0(Spec(K))(0) and the order Z[G] in Q[G].
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Thus the above conjecture is a refinement of strong Stark.
(3) The vanishing of the image of TΩ(K/k) in K0(Z[G]) is equivalent to Chinburg’s Ω-
conjecture. Thus the above conjecture also recovers the Ω-conjecture.
(4) The reduced norm map is known to be injective. However, it fails to be surjective if G has
symplectic characters. In the case we are interested, that is when G = A4, the group does not
have any symplectic character and hence the reduced norm map is surjective and therefore
bijective. Thus we shall identify δˆ and δ.
2.2. Known cases
Theorem 1. (Burns, Flach, Greither [6,12].) For a finite abelian extension K/Q one has
TΩ(K/Q) = 0.
So, the interest naturally is to verify the conjecture in non-abelian cases. In [2], an algorithm
is developed to verify the conjecture in the dihedral case. Using this algorithm, it is shown that
the conjecture is true for all Galois extensions L/Q with Gal(L/Q) the dihedral group of order 6.
The arguments involve reducing the conjecture to an abelian case using the map
K0
(
Z[Dn],R
)
tors → K0
(
Z[Cn],R
)
tors
which is proven to be injective.
So, the next group to be considered is the quaternion group Q8. In this case one has:
Lemma 1. (Burns, Flach [5].) The natural map
K0
(
Z[Q8],R
)→ K0(MQ8,R)×K0(Z[Q8])×K0(Z[Qab8 ],R),
where MQ8 is a maximal order containing Z[Q8], is injective.
Thus the vanishing problem in K0(Z[Q8],R) reduces to a vanishing problem in the three
groups on the right-hand side. The vanishing in K0(MQ8 ,R) is strong Stark, and is known due
to Tate, since all the characters of Q8 are rational. The vanishing in K0(Z[Q8]) is Chinburg’s
Ω-conjecture. This is known for an infinite family of extensions constructed by Chinburg in [7].
In [5], the vanishing in K0(Z[Qab8 ],R) is shown for this infinite family of extensions. Thus, the
conjecture is known for an infinite family of Q8-extensions.
We are therefore interested in the next non-abelian case, that is, the conjecture over A4-
extensions.
The above lemma fails to hold for A4 (see Appendix A for details). Therefore, the question
arises whether we can directly compute TΩ(K/Q) by constructing the Tate sequence. The an-
swer is affirmative and this is what we shall achieve by the end of this paper.
2.3. Chinburg’s idea
Let K/Q be a finite Galois extension with Galois group G. For any place v of K denote
by Gv the decomposition group of v. Suppose that S is a finite set of primes in K satisfying the
following properties:
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(2) S is stable under the G action.
(3) S contains all the infinite primes and all the primes in K which ramify.
(4) There exists v0 ∈ S for which Gv0 = G.
Let S0 be a set of representatives for the G-orbits in S. For v ∈ S0 let
0 → Y v(−2) → Av → B v → Z → 0
be an exact sequence of Gv-modules in which the middle terms are free and finitely generated.
Inducing the above sequence from Gv to G, we get
0 → Yv(−2) → Av → Bv → Yv → 0,
an exact sequence of G-modules. The existence of v0 implies that we can identify XS with⊕
v∈S0\{v0} Yv . Thus summing all the sequences above over the set S0 \ {v0} we get
0 → X(−2) →
⊕
v∈S0\{v0}
Av →
⊕
v∈S0\{v0}
Bv → XS → 0,
where X(−2) =⊕v∈S0\{v0} Yv(−2).
For v ∈ S0 let S(v) be a set of representatives for Gv-orbits of S such that S0 ⊂ S(v). Let JS
denote the group of S-ideles and US denote the group of S-units in K . Then by class field theory
(cf. [1,14]) we have
Ext2G(Yv, JS) = H 2(Gv, JS) =
⊕
w∈S(v)
H 2
(
Gv ∩Gw,K∗w
)
,
where Kw is the localization of K at w. For a subgroup H of G let inv(H,w) :H 2(H,K∗w) →
Q/Z be the invariant map. The image of this map is generated by 1#H .
The inclusion US → JS induces an injection (cf. [1, p. 64])
Ext2G(Yv,US) = H 2(Gv,US) → H 2(Gv, JS).
The image consists of all β ∈ H 2(Gv, JS) =⊕w∈S(v) H 2(Gv ∩Gw,K∗w) satisfying∑
w∈S(v)
inv(Gv ∩Gw,w)(β) = 0.
Now, for each v ∈ S0 \ {v0}, choose a map fv :Yv(−2) → US corresponding to β ∈
H 2(Gv, JS) =⊕w∈S(v) H 2(Gv ∩Gw,K∗w) such that
inv(Gv ∩Gw,w)(β) =
⎧⎪⎨
⎪⎩
1
#(Gv∩Gw) if w = v,
− 1#(Gv∩Gw) if w = v0,
0 otherwise.
Combining all such fv’s we get a map f :X(−2) → US . This map f represents an extension
class β ∈ Ext2 (XS,US). Then by [7, Proposition 3.2.1], β corresponds to the same extensionG
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0 → US → A → B → XS → 0.
Now, let N be a free Z[G]-module such that there exists a map f˜ :X(−2)⊕N → US which
is surjective. Then we have the following exact sequences:
0 → ker(f˜ ) → X(−2)⊕N → US → 0,
0 → X(−2) → AX → BX → XS → 0,
where AX =⊕v∈S0\{v0} Av and BX =⊕v∈S0\{v0} Bv . Then following Tate’s argument (cf. [15,
Theorem 5.1]) we get a Tate sequence:
0 → US → (AX ⊕N)/ker(f˜ ) → BX → XS → 0.
2.4. The cohomology group H 2(V4,K∗v )
In this section we shall assume that K/Q is a Galois extension with Galois group G  A4.
Let V4 be the Klein four group sitting inside G. We shall compute the elements of the group
H 2(V4,K∗v ) as morphisms arising from some V4-resolution of Z. By local class field theory
(cf. [14]) we know that H 2(V4,K∗v ) is cyclic of order #V4 = 4. We will be interested in knowing
a sufficient condition on morphisms so that they correspond to the trivial element and a generator
of H 2(V4,K∗v ).
Let V4 = {1, g1, g2, g3}. Consider the exact sequence of Z[V4]-modules:
0 → M δ3−→ Z[V4] ⊕ Z[V4] δ2−→ Z[V4] δ1−→ Z → 0,
defined by
• δ1(1) = 1;
• δ2((1,0)) = 1 − g2, δ2((0,1)) = 1 − g3;
• M = ker(δ2) and δ3 is the inclusion.
Now, the ker(δ2) is generated by
β1 = (−1 − g1,1 + g1), β2 = (1 + g2,0), β3 = (0,1 + g3).
Thus M  Z[G1]⊕Z[G2]⊕Z[G3]
N
where Gi  V4/{1, gi}. We denote by αi the generator (i.e., the
multiplicative identity) of Z[Gi]. Then N is generated by (1 + g1)(α3)− (1 + g3)(α2 + α1).
Let Kv/Ew be an extension of local fields with the Galois group V4. Let Fwi , i = 1,2,3, be
the fixed fields corresponding to the subgroups {1, gi}. We also assume that Fwi /Ew is ramified
for i = 2,3 and unramified for i = 1. Let Ni denote the norm map NFwi /Ew .
Now, let θ :M → K∗v be a morphism of V4-modules. Let xi = θ(αi). Then by the V4-action
on M we get the following relations among xi ’s:
• xi ∈ F ∗wi ;• N3(x3) = N2(x2)N1(x1).
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that xi = NKv/Fwi (yi) where y1 = y−12 y3.
Consider the extension Kv/Fw1 . We know that F ∗w1/N(K
∗
v ) is cyclic of order 2. Choose β1 ∈
F ∗w1 \N(K∗v ). Let β = β1g3(β1) . Thus, N1(β) = 1.
Lemma 2. Define θ1 :M → K∗v by θ1(α2) = θ1(α3) = 1 and θ1(α1) = β . Then the class of θ1 in
H 2(V4,K∗v ) is the element of order two.
Proof. First of all note that θ1 is indeed a morphism between V4-modules. Also, (2θ1)(α1) =
β2 = NKv/Fw1 (β) and NKv/Fw3 (β) = 1. So, by choosing y2 = 1 and y3 = β , we see that 2θ1
defines the trivial class in H 2(V4,K∗v ). Thus, to prove the lemma it is enough to show that the
class of θ1 is not trivial.
Suppose the contrary. Then there exist y2, y3 ∈ K∗v such that NKv/Fw2 (y2) = NKv/Fw3 (y3) = 1
and NKv/Fw1 (y
−1
2 y3) = β . Thus, we can find η2, η3 ∈ K∗v such that yi = ηigi (ηi ) , i = 1,2. Then,
β = (y−12 y3) · g1(y−12 y3)= g2(η2)η3η2g3(η3) ·
g3(η2)g1(η3)
g1(η1)g2(η3)
= β
′
1
g3(β ′1)
,
where β ′1 = η3g1(η3)g2(η2)g3(η2) ∈ NKv/Fw1 (K∗v ). Then β1 = δβ ′1 for some δ ∈ Ew .
But, Fw1/Ew is an unramified extension and therefore δ is a square modulo a uniformizer
of Fw1 . By this, it follows that it is a norm of an element from Kv . This implies that δβ ′1 = β1 is
a norm of an element from Kv a contradiction. This completes the proof of the lemma. 
Now, let π be a uniformizer of Ew , πi be uniformizers of Fwi , respectively. Since Kv/Fwi is
unramified for i = 2,3, it follows that πi /∈ NKv/Fwi (K∗v ), i = 2,3. Further, n = N2(π−12 )N3(π3)
is a unit in Ew . Since Fw1/Ew is unramified we can find x ∈ Fw1 such that N1(x) = n.
Lemma 3. Define θ0 :M → K∗v by θ0(α1) = x, θ0(αi) = πi , for i = 2,3. Then the class defined
by θ0 in H 2(V4,K∗v ) is a generator.
Proof. It is clear that θ0 is a V4-module morphism. By the construction, it is also evident that the
class of θ0 is neither trivial nor equal to that of θ1. This completes the proof of the lemma. 
2.5. The local class group Cl(Z[A4])
Let N be a (global) field, R be a Dedekind domain with fractional field N , A be a finite-
dimensional N -algebra and Λ be an R-order in A.
Definition 1. The class group Cl(Λ) is defined by the generators{[X] | X is a f.g. proj. Λ-module such that Xp  Λp for all p ∈ Spec(Λ)}
and relations
[X] = [Y ] ⇔ X ⊕Λ  Y ⊕Λ (or equivalently, [X] = [Y ] in K0(Λ)).
The addition is defined by [X] + [Y ] = [Z] ⇔ X ⊕ Y  Z ⊕Λ.
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groups
Cl(Λ) → Cl(Λ′).
Definition 2. The kernel of the above map is called the kernel group of Λ and is denoted by
D(Λ).
Remarks.
(1) For A = N [G] and Λ = R[G], G a finite group, Cl(Λ)  ker(K0(Λ) → K0(A)).
(2) If N = Q, R = Z, A is an algebraic extension of Q and Λ = OA, then Cl(Λ) is the ideal
class group of OA.
(3) The kernel group is independent of the choice of Λ′.
(4) One has Cl(Mn(Λ))  Cl(Λ) and D(Mn(Λ))  D(Λ).
Theorem 2. (Endo–Hironaka [11].) The kernel group D(Z[A4]) is trivial.
Proposition 1. The class group Cl(Z[A4]) is trivial.
Proof. Let M be a maximal Z-order in Q[A4] containing Z[A4]. Then by the above theorem
Cl(Z[A4])  Cl(M). Since Q[A4]  Q×Q(ζ3)×M3(Q) one can take M = Z×Z[ζ3]×M3(Z)
and therefore Cl(M)  Cl(Z) × Cl(Z[ζ3]) × Cl(M3(Z)) = 0 by the above remarks. This com-
pletes the proof of Proposition 1. 
3. Construction of the Tate sequence
In this section we shall construct the extension K/Q for which we shall verify the conjecture
in question, and construct a Tate sequence using the machinery developed in the previous section.
We will be using this Tate sequence to prove the vanishing of TΩ(K/Q) for this particular
extension.
3.1. A tetrahedral extension K/Q
Let E be the unique degree 3 subextension of Q[ζ7]. Thus, E is generated by a root of the
polynomial X3 +X2 −2X−1 = 0. Let 7 = ζ7 +ζ−17 . Then E = Q[7]. It is known that the class
group of E is trivial. Now, since, 43 ≡ 1 (mod 7) the prime 43 splits in E. Let θ1 = 227 − 7 − 5.
Then, θ1 generates a prime ideal above 43 in E. Let θ2 and θ3 be the conjugates of θ1. Set
F = F1 = E[v1], where v21 = θ2/θ3 > 0. Let K be the normal closure of F . Then G(K/Q) = A4.
First let us fix some notations. Let F2 and F3 denote the field extensions of E in K that
are isomorphic to F1. In other words, these two fields are obtained by adjoining v2 and v3,
respectively, where v22 = θ3/θ1 and v23 = θ1/θ2.
Let G = G(K/Q) = A4. Let g1, g2 and g3 be the order two elements of G such that the fixed
field corresponding to {1, gi} is Fi . Let h ∈ G be an element of order three such that h maps F1
to F3.
Let SQ = {2,7,41,43,∞} and for any extension N/Q let SN = {primes over SQ in N}. Let
S = SK . Set p = 7, q = 43, l = 41, m = 2. The decomposition of these primes in K and its
subfields is as follows:
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m = 2
m
m2F
m4
So, the set of primes which ramify in K is {2,7,43}. The class group of K is of order 16 and
the cyclic factors are of orders 4, 2 and 2. The set S defined above satisfies all the conditions
stated at the beginning of the previous section. In fact, the prime l = 41 is chosen so that the
S-class group ClS is trivial. The unique prime m in K above 2 satisfies Gm = G.
We shall now construct the map f :X(−2) → US using which we shall explicitly get the Tate
sequence. Recall that SQ = {2,7,41,43,∞} and that S = {primes over SQ}. Let S0 = {m,p =
p1,q = q1, l = l1,∞} be a set of representatives for G-orbits.
As we have seen in the previous section, the map f is the sum of fv’s for v = p,q, l,∞. One
can induce the maps fv from f v :Y v(−2) → US . This map is trivial for v = l and thus we only
need to consider the primes p, q and ∞.
3.2. Case v = q
First of all, we shall fix a set of representatives for Gv-orbits. Let S(v) = {m,p,q1,q2,q3} ∪
{three primes above l} ∪ {three infinite primes}. From the previous section, we have Y v = M .
Thus, we need to construct a map f
v
:M → US such that the corresponding extension class
β ∈ Ext2G(Yv,US) satisfies
inv(Gv ∩Gw,w)(β) =
⎧⎪⎨
⎪⎩
1
#(Gv∩Gw) if w = v,
− 1#(Gv∩Gw) if w = m,
0 if w ∈ S(v) \ {v,m}.
We have
Gv ∩Gw =
⎧⎨
⎩
V4 if w = q1,q2,q3,m,
{1, gi} for some i, if w|∞,
{1} otherwise.
Recall that
∑
w∈S(v) inv(Gv ∩ Gw,w)(β) = 0. Therefore, if inv(V4, v)(β) = 1/4 and
inv(V4,w)(β) = 0 for w = q2,q3 and for the infinite primes, then it follows that inv(V4,m) =
76 T. Navilarekallu / Journal of Number Theory 121 (2006) 67–89−1/4. In other words we need to construct f
v
such that inv(V4, v)(β) generates H 2(V4,K∗v ),
inv(V4,w)(β) is trivial in H 2(V4,K∗w) for w = q2,q3 and such that inv(C2,w)(β) is trivial in
H 2(C2,C∗) for the infinite primes w in S(v).
Note that M is generated by α1, α2 and α3 as indicated in the previous section. Thus, the
construction of f
v
requires finding three S-units u1, u2 and u3 satisfying the following properties
(here Qij denotes the prime ideal in Fi lying below qj ):
(1) ui ∈ Fi for i = 1,2,3.
(2) NF1/E(u1)NF2/E(u2) = NF3/E(u3).
(3) |u1|Q11 = 1 and |u2|Q21 = |u3|Q31 = 1/q .
(4) ui is a square modulo Qii for i = 1,2.
(5) u1, h(u2), h2(u3) > 0.
The first and second conditions ensure that the map f
v
is indeed a Z[Gv]-module morphism. The
next two conditions ensure that f
v
represents the trivial element in H 2(V4,K∗v ) for v = q2,q3
and a generator in H 2(V4,K∗q). This follows from Lemma 3. The last condition ensures that f v
represents the trivial element in H 2(C2,C∗). Thus,
Proposition 2. If f
v
:M → US is defined by f v(αi) = ui for i = 1,2,3, where ui ’s are S-units
satisfying the above conditions, then the class β ∈ Ext2G(Yv,US) corresponding to fv satisfies
inv(Gv ∩Gw,w)(β) =
⎧⎪⎨
⎪⎩
1
#(Gv∩Gw) if w = v,
− 1#(Gv∩Gw) if w = m,
0 if w ∈ S(v) \ {v,m}.
3.3. Case v = p
In this case Gv = {1, h,h2}. Let L be the fixed field of Gv . Let S(v) = {m,p,p2,q} ∪ {four
primes above l}∪{two infinite primes}, a set of representatives for Gv-orbits. The group Gv ∩Gw
is trivial for w ∈ S(v) \ {p,m}, and equals Gv for w = p,m.
Consider the following Gv-resolution of Z:
0 → Z δ3−→ ZGv δ2−→ ZGv δ1−→ Z → 0,
defined by δ1(1) = 1, δ2(1) = 1 − h, δ3(1) = 1 + h + h2. Our aim therefore is to define
f
v
:Z → US , and compute its image in the cohomology using the above resolution.
The construction of f
v
requires a S-unit up satisfying
(1) up ∈ L.
(2) up is not congruent to ±1 modulo the prime below p in L.
The first condition is to make f
v
a Z[Gv]-module morphism, and second to ensure that up is
not in NKp/LP (K∗p) and hence f v represents the generator in H
2(Gv,K∗v ). This follows from
the fact that an element α ∈ L∗P is the norm of an element from K∗ if and only if α is a cube
module P , which is equivalent to α not being congruent to ±1 modulo P . Thus,
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v
:Z → US is defined by f v(1) = up , where up satisfies the conditions men-
tioned above, then the extension class β ∈ Ext2G(Yv,US) corresponding to fv satisfies
inv(Gv ∩Gw,w)(β) =
⎧⎪⎨
⎪⎩
1
#(Gv∩Gw) if w = v,
− 1#(Gv∩Gw) if w = m,
0 if w ∈ S(v) \ {v,m}.
3.4. Case v = ∞
In this case Gv = {1, g1}. Let S(v) = {m,p,p2,q,q2,q3}∪ {six primes over l}∪ {three infinite
primes}, a set of representatives for Gv-orbits. The group Gv ∩ Gw is nontrivial only for w =
primes over q and w = m, v.
Consider the following Gv-resolution of Z:
0 → Z δ3−→ ZGv δ2−→ ZGv δ1−→ Z → 0,
defined by δ1(1) = 1, δ2(1) = 1 − g1, δ3(1) = 1 + g1. We need to construct f v :Z → US such
that its image in the cohomology groups are as desired.
So, the construction f
v
requires a S-unit u∞ satisfying
(1) u∞ ∈ F ;
(2) |u∞|Qi = 1 for i = 1,2,3;
(3) u∞ is a square modulo Q1;
(4) u∞ < 0 and σ(u∞) > 0, where σ is the nontrivial element of Gal(F/E).
The first condition ensures that f
v
is a Z[Gv]-module morphism. The second and third con-
ditions ensure that the element represented by f
v
in H 2(C2,K∗w) is trivial for w = q,q2,q3.
The final condition ensures that f
v
represents the nontrivial element in H 2(C2,K∗v ), and trivial
element in H 2(C2,K∗w) for infinite primes w = v. Thus,
Proposition 4. If f
v
:Z → US is defined by f v(1) = u∞, where u∞ satisfies the conditions
above, then the class β ∈ Ext2G(Yv,US) corresponding to fv satisfies
inv(Gv ∩Gw,w)(β) =
⎧⎪⎨
⎪⎩
1
#(Gv∩Gw) if w = v,
− 1#(Gv∩Gw) if w = m,
0 if w ∈ S(v) \ {v,m}.
3.5. Construction of the Tate sequence
PARI [13] was used to explicitly compute the S-units giving rise to the Tate sequence. Given
that the S-units should satisfy certain conditions as in the previous subsection, the search for
such units was done in the following fashion.
The units u2 and u3 have valuation 1/q with respect to the prime ideals Q21 and Q31, respec-
tively. This essentially hints that we could choose them to be generators of these prime ideals
(which are principal). However, if u2 and u3 are chosen to be the generators as above, then the
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we multiply u3 by a generator of a prime ideal in F3 lying above l. Then, one can find u1 ∈ F1
satisfying all the conditions required. Clearly, u1 will also generate a prime ideal above l in F1.
For up , one can choose it to be 2. However, to make the image of the map f bigger we choose
a generator αl of a prime ideal in L lying above l, and we set up = 2αl . This satisfies the required
conditions.
Finally, none of the generators of the principal prime ideals in F1 lying below the primes in
S satisfy the conditions for u∞. We therefore look at the products of prime ideals that are not
principal. The class number of F1 is 2 (by PARI) and therefore the product of any two ideals
that are not principal is principal. One can find a prime ideal lF lying above l in F1 such that a
generator of the ideal lFmF satisfies the required conditions, where mF is the prime ideal in F1
lying above 2. We set u∞ to be this generator.
With the help of PARI these S-units were found and in the following we shall explicitly write
down one such possible set of S-units.
Let 7 = ζp + ζ−1p . So, E = Q[7]. Set
θ1 = 227 − 7 − 5,
θ2 = −327 − 27 + 3,
θ3 = 27 + 37 − 2.
Then θi generates a prime ideal above q for each i = 1,2,3. Let v1 = √θ2/θ3. Since θ2/θ3 > 0,
the extension F = E[v1] is real. Let v2 = √θ3/θ1 and v3 = √θ1/θ2. We shall express all the S-
units in terms of 7 and vi ’s. The following is a set of S-units satisfying the required conditions:
• u1 = (327 + 77 + 2)+ (227 + 77 + 5)v1;
• u2 = (147227 − 11827 − 816)+ (−169727 + 13597 + 943)v2;
• u3 = (78227 + 4357 − 1756)+ (90127 + 5037 − 2021)v3;
• up = 8 + (627 + 47 − 6)v1 + (−227 − 67 + 4)v2 + (427 − 27 − 10)v3;
• u∞ = (527 + 77 − 2)+ (−227 − 77 − 5)v1.
This gives a map f :XS(−2) → US which represents the canonical class in Ext2G(XS,US).
Now, with the above setting, we can find a S-unit u0, again using PARI, such that the map
f˜ :XS(−2)⊕N → US , where N  Z[G], extending f by f˜ ((0,1)) = u0 is surjective. The image
of f has Z-rank 21 while the Z-rank of US is 25. Further, the valuation with respect to p of all
the S-units that are chosen so far is 1. Thus, we choose u0 such that its valuation with respect
to p is 1/p. This will make the rank equal 25. Further the following choice of such a unit also
makes the map f˜ surjective:
• u0 = (4983/227 + 55977 + 3991/2)+ (−5735/227 − 64447 − 2300)v1
+ (232227 + 10 435/27 + 1862)v2 + (−5087/227 − 11 435/27 − 2043)v3.
Note that by the construction of f˜ , it induces an isomorphism on the cohomology groups cor-
responding to XS(−2) and US . Thus, if P denotes the kernel of f˜ , then P is cohomologically
trivial and torsion free. This shows that P is projective. But, by Proposition 1 we know that every
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0 → US → (A⊕N)/P → B → XS → 0.
4. The main result
Our aim of this section is to prove Conjecture 1 in the particular case of K/Q that we are
considering. This we shall achieve by computing the leading coefficients of the L-functions and
equating that with an element coming from the Tate sequence.
4.1. Leading coefficients of L-functions
Let k = Q and K/Q be the Galois extension defined in the earlier section, with Galois group
G = Gal(K/Q)  A4. There are four irreducible complex characters of A4. The character table
is in Table 1.
The character χ0 is the trivial character. There are two other abelian characters χ1 and χ ′1. The
last character χ2 corresponds to the 3-dimensional irreducible representation. For χ0, we have
L(χ0,0) = ζQ(s) and therefore L∗(χ0,0) = −1/2 and L∗S(χ0,0) = − 12 (logm)(logp)(logq)×
(log l).
The character χ1 is abelian and hence factors through Gab  C3. We have (cf. [16])
L∗(χ1,0) = −12
6∑
a=1
log
∣∣1 − ζ a7 ∣∣χ 1(a),
where ζ7 = e2πi/7 is a primitive seventh root of unity and χ1 is defined on (Z/7Z)× by inflating
via (Z/7Z)× → C3 χ1→ C×. Let α7 = (1 − ζ7)(1 − ζ−17 ) = 2 − 7 ∈ E. Then α7 generates the
unique prime ideal in E above p. In terms of α7 we have
L∗(χ1,0) = −12
(
log |α7| + ζ3 log
∣∣h(α7)∣∣+ ζ 23 log∣∣h2(α7)∣∣)
= −1
2
(
log
∣∣∣∣ α7h(α7)
∣∣∣∣+ ζ 23 log
∣∣∣∣h2(α7)h(α7)
∣∣∣∣
)
.
Let w1 = (7 + 1)−1 and w2 = 7. Then, {w1,w2} generate the unit group in E. Further,
α7
h(α7)
= w21 and h(α7)h2(α7) = w22. The above equation reduces to
L∗(χ1,0) = −
(
log |w1| − ζ 23 log |w2|
)
.
Further, we have L∗S(χ1,0) = (1 − ζ 23 )(log l)(logq)L∗(χ1,0).
Table 1
Character table for the group G  A4
1 g1 h h2
χ0 1 1 1 1
χ1 1 1 ζ3 ζ 23
χ ′1 1 1 ζ 23 ζ3
χ2 3 −1 0 0
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V4 = Gal(K/E). Thus, L(χ2, s) = L(1C2 ,s)L(1V4 ,s) =
ζF (s)
ζE(s)
. Thus, again by class number formula, we
get L∗(χ2,0) = hFRFhERE , where hL and RL denote the class number and the regulator of L, respec-
tively. We know that hE = 1. Further, we have hF = 2, by PARI.
Note that E is a totally real Galois extension of Q and thus, there are three real embeddings in
E say σ1 = id, σ2 and σ3. Hence the unit group is of Z-rank 2. Let w1 and w2 be the Z-generators
of this group as defined above. It is easy to verify that F has two real embeddings and four
complex embeddings. Thus, the unit group of F will be of Z-rank 3. One can choose a unit w3
in F such that {w1,w2,w3} is a basis of the unit group in F . This follows from the fact that
F = E[√(u)] for any unit u ∈ E. Let id, σr be the two real embeddings of F and let σc, σc′ be
two complex embeddings. Then,
RE =
∣∣∣∣det
(
log |w1| log |σ2(w1)|
log |w2| log |σ2(w2)|
)∣∣∣∣ ,
RF =
∣∣∣∣∣∣det
⎛
⎝ log |w1| log |σr(w1)| 2 log |σc(w1)|log |w2| log |σr(w2)| 2 log |σc(w2)|
log |w3| log |σr(w3)| 2 log |σc(w3)|
⎞
⎠
∣∣∣∣∣∣ .
By assumption, F is a real field, and therefore σr is an element of Gal(F/E). Thus,
σr(wi) = wi for i = 1,2. Also, we can choose σc such that σc(wi) = σ2(wi) for i = 1,2. Thus,
RF = 2|log | w3σr (w3) ||RE , and therefore we have L∗(χ2,0) = 4|log |
w3
σr (w3)
||. Further, L∗S(χ2,0) =
8(logp)(log l)3|log | w3
σr (w3)
||.
4.2. Determinants
From the construction in the previous section we have a commutative diagram of exact se-
quences:
0 0
P λ(P )
0 XS(−2)⊕N λ
h
A⊕N θ B μ XS 0
0 US AS BS XS 0
0 0
where AS := (A⊕N ) and BS := B . Then we haveλ(P )
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(
λ(P )R
)⊗ Det(AR ⊕NR)⊗ Det−1(BR)
 Det−1(λ(P )R)⊗ Det(XS(−2)R ⊕NR)⊗ Det−1(XS,R)
 Det−1(λ(P )R)⊗ Det(PR)⊗ Det(US,R)⊗ Det−1(XS,R)
 Det(0)  ζ (R[G]).
The first isomorphism follows from the construction of AS , second from the exactness of the
middle row, third via the map h and the last isomorphism via the maps λ and RS . The composition
of all these isomorphisms is the map induced by ψS :AS,R  BS,R.
Note that the image of (AS,BS;ψS) in K0(Z[G]) is zero. Thus, one can look for the inverse
image of this element in K1(R[G]) via δ. After choosing Z[G] bases for A, N , B and P , we can
find a generator for
Det−1
(
λ(P )R
)⊗ Det(AR ⊕NR)⊗ Det−1(BR)
arising from these bases. The image of this in ζ(R[G]) under the above isomorphism is in the
inverse image δ−1((AS,BS;ψS)). Our aim now is to compute this element in the inverse image.
First we shall choose bases for A,B and N . The exact sequence
0 → XS(−2)⊕N λ−→ A⊕N θ−→ B μ−→ XS → 0
splits into different prime components as
0 → Yv(−2) λv−→ Av θv−→ Bv μv−→ Yv → 0
and of course λ|N :N → N is the identity map. We shall fix the generators for A,B and N as
follows:
• For v = ∞, let Av = Z[G]a1, Bv = Z[G]b1 with λv(1) = (1 + g1)a1, θv(a1) = (1 − g1)b1,
μv(b1) = 1.
• For v = p, let Av = Z[G]a2, Bv = Z[G]b2 with λv(1) = (1+h+h2)a2, θv(a2) = (1−h)b2,
μv(b2) = 1.
• For v = q , let Av = Z[G]a3 ⊕ Z[G]a4, Bv = Z[G]b3 with λv(α1) = (−1 − g1)a3 +
(1 + g1)a4, λv(α2) = (1 + g2)a3, λv(α3) = (1 + g3)a4, θv(a3) = (1 − g2)b3, θv(a4) =
(1 − g3)b3, μv(b3) = 1.
• For v = l, Av = 0 and Bv = Z[G]b4 with μv(b4) = 1.
• Finally, let N = Z[G]a5 with f˜ (a5) = u0.
We then choose a generator c for P  Z[G], and the image of this generator in Xv(−2) and
N is given by:
c = (c∞, cp, cq, cN) ∈ IndGC2 Z ⊕ IndGC3 Z ⊕ IndGV4 M ⊕N,
where
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(−3 − g2 + 5h+ 5hg2 − 3h2 − 4h2g2),
cp = 0,
cq =
(−5 − 5g1 + 3h+ 4hg1 + 3h2 + h2g1)(α3 − α2)+ (h2 − h2g1)α2,
cN = (g1 + g2 + g3)
(
1 − h2).
Finding such c is a problem in linear algebra, and PARI was used to carry out the computations.
We set z = (∧5i=1 ai) ∈ Det(A ⊕ N), z′ = [∧4i=1 bi]−1 ∈ Det−1(B) and z′′ = [λ(c)]−1 ∈
Det−1(λ(P )). We shall compute the image of z′′ ⊗ z ⊗ z′ in ζ(R[G]).
We now look at the idempotents of R[G]. Let e0 = 112
∑
g∈G g, e1 = 112 (2e − h − h2)(e +
g1 + g2 + g3), and e2 = 14 (3e − g1 − g2 − g3). Under the natural isomorphism ρ :R[G] →
R × C × M3(R) =: R0 × R1 × R2, these idempotents map to (1,0,0), (0,1,0) and (0,0, id),
respectively. Thus, we have e0 +e1 +e2 = 1. Further, for a Z[G]-module M , we set Mi := eiMR,
which we shall regard as a module over Ri . For a morphism f ∈ HomR[G](M,N), let fi denote
the corresponding element in HomRi (Mi,Ni).
4.3. The idempotent e0
First note that the map θ0 :A0 ⊕ N0 → B0 is the zero map. Therefore, λ0 and μ0 are iso-
morphisms. The module A0 ⊕ N0 is generated by {e0ai}5i=1,B0 is generated by {e0bj }4j=1. The
image of e0(z ⊗ z′) = (∧5i=1e0ai)⊗ [∧4j=1e0bj ]−1 in Det(XS(−2)0 ⊕N0)⊗ Det−1(XS,0) is
z0 ⊗ z′0 := 124
(∧5
i=1 e0di
)
⊗ [e0(∞ − m)∧ e0(p − m)∧ e0(q − m)∧ e0(l − m)]−1,
where in XS(−2)R ⊕ NR  (IndGC2 R) ⊕ (IndGC3 R) ⊕ (IndGV4 MR) ⊕ NR, the elements di ’s are
defined by
• d1 = (1,0,0,0);
• d2 = (0,1,0,0);
• d3 = (0,0, α2,0);
• d4 = (0,0, α3,0);
• d5 = (0,0,0, a5).
Now, the map (RS,0 ◦ f˜0) :XS(−2)0 ⊕N0 → XS,0 is given by
e0di 	→ −e0
∑
v∈S
log
∣∣f˜0(di)∣∣v(v − m).
So, the images of e0di are:
• e0d1 	→ − log |N(u∞)|e0(∞ − m)+ 2(log l)e0(l − m);
• e0d2 	→ − log |N(up)|e0(∞ − m)+ 3(log l)e0(l − m);
• e0d3 	→ − log |N(u2)|e0(∞ − m)+ 2(logq)e0(q − m);
• e0d4 	→ − log |N(u3)|e0(∞ − m)+ 2(log l)e0(l − m)+ 2(logq)e0(q − m);
• e0d5 	→ − log |N(u0)|e0(∞ − m)+ (logp)e0(p − m),
where N = NK/Q is the norm map from K to Q.
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respectively. Thus,
z0 = 124
(∧5
i=1 e0di
)
= − 1
24
(
im(c0)∧ e0d1 ∧ e0d2 ∧ e0d3 ∧ e0d5
)
	→ − 1
24
(e0c)⊗
(∧
i=1,2,3,5(RS,0 ◦ f˜0)(e0di)
)
= 1
24
(e0c)⊗ 2(logα)(log l)(logq)(logp)(z′0)−1,
where α = |N( u2p
u3∞
)|. But this equals m6 and thus, the image of e0(z′′ ⊗ z ⊗ z′) in ζ(R[G]) is
1
2
(logm)(log l)(logq)(logp)e0 = −e0L∗S(χ0,0) = −e0L∗S(χ0,0)#.
4.4. The idempotent e1
For each v ∈ S consider the exact sequence
0 → Yv(−2)1 λv,1−−→ Av,1 θv,1−−→ Bv,1 μv,1−−→ Yv,1 → 0.
The maps θ∞,1, θq,1 and θl,1 are zero maps while θp,1 is an isomorphism given by θp,1(e1a2) =
(1 − ζ3)e1b2. The module A1 ⊕ N1 is generated by {e1ai}5i=1 and B1 by {e1bj }4j=1. The image
of e1(z ⊗ z′) = (∧5i=1e1ai)⊗ [∧4i=1e1bj ]−1 in Det(XS(−2)1 ⊕N1)⊗ Det−1(XS,1) is
z1 ⊗ z′1 := 1 − ζ38
(∧4
i=1 e1di
)
⊗ [e1(∞ − m)∧ e1(q − m)∧ e1(l − m)]−1,
where in XS(−2)R ⊕NR  IndGC2 R ⊕ IndGC3 R ⊕ IndGV4 MR ⊕NR, the elements di ’s are defined
by
• d1 = (1,0,0,0);
• d2 = (0,0, α2,0);
• d3 = (0,0, α3,0);
• d4 = (0,0,0, a5).
Now, the map (RS,1 ◦ f˜1) :XS(−2)1 ⊕N1 → XS,1 is given by
e1di 	→ −e1
∑
v∈S
log
∣∣f˜1(di)∣∣v(v − m).
So, the images of e1di are:
• e1d1 	→ −e1(∑ log |ug−1∞ |g)(∞ − m)+ 2(log l)e1(l − m);
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• e1d3 	→ −e1(∑ log |ug−13 |g)(∞ − m)+ 2(log l)e1(l − m)+ 2(logq)e1(q − m);
• e1d4 	→ −e1(∑ log |ug−10 |g)(∞ − m).
For u ∈ K , we have
e1
(∑
log
∣∣ug−1 ∣∣g)= (log∣∣NK/E(u)∣∣+ ζ3 log∣∣h2(NK/E(u))∣∣+ ζ 23 log∣∣h(NK/E(u))∣∣)e1,
when considered as an element of R1, under the projection R[G] → R1. Let
α(u) := (log∣∣NK/E(u)∣∣+ ζ3 log∣∣h2(NK/E(u))∣∣+ ζ 23 log∣∣h(NK/E(u))∣∣).
The module P1 is generated by e1c whose image in XS(−2)1 ⊕ N1 is e1((3 + 17ζ3)d1 +
(17 + 3ζ3)d2 + (−17 − 3ζ 23 )d3 + (6 + 3ζ3)d4). Therefore,
z1 = (1 − ζ3)8
(∧4
i=1 e1di
)
= (1 − ζ3)
8(3 + 17ζ3)
(
im(e1c)∧ e1d2 ∧ e1d3 ∧ e1d4
)
	→ (1 − ζ3)
8(3 + 17ζ3) (e1c)⊗
(∧
i=2,3,4(RS,1 ◦ f˜1)(e1di)
)
= (1 − ζ3)
8(3 + 17ζ3) (e1c)⊗ −4α(u0)(log l)(logq)(z
′
1)
−1.
To calculate α(u0) we consider the element βp = NK/E(u0) ∈ E. We have that βph(βp) and
h(βp)
h2(βp)
are units in E. Thus we can write these in terms of the basis {w1,w2} as follows:
βp
h(βp)
= w−281 w62,
h(βp)
h2(βp)
= w−61 w−342 .
Hence,
α(u0) =
(
log |βp| + ζ3 log
∣∣h2(βp)∣∣+ ζ 23 log∣∣h(βp)∣∣)
=
(
log
∣∣∣∣ βph(βp)
∣∣∣∣− ζ3 log
∣∣∣∣ h(βp)h2(βp)
∣∣∣∣
)
= −28 log |w1| + 6 log |w2| + 6ζ3 log |w1| + 34ζ3 log |w2|
= −ζ 23 (6 + 34ζ3)
(
log |w1| − ζ3 log |w2|
)
= ζ 23 (6 + 34ζ3)L∗(χ1,0)#.
Since L∗S(χ1,0)# = (1 − ζ3)(log l)(logq)L∗(χ1,0)# it follows that the image of e1(z′′ ⊗ z ⊗ z′)
in R× is −ζ 2e1L∗(χ1,0)#.2 3 S
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Let e3 = 14 (e + g1 − g2 − g2). Then e3 is an indecomposable idempotent of R[G] which lies
in R2 = M3(R). If V is a finitely generated projective module over R2, then we can consider the
e3V as a module over ζ(R2)  R. Then, we have that the determinant of V over R2 is the same
as the determinant of e3V over ζ(R2).
Now, for each v ∈ S0, consider
0 → Yv(−2)3 λv,3−−→ Av,3 θv,3−−→ Bv,3 μv,3−−→ Yv,3 → 0
which is an exact sequence of R-modules. These sequences are defined in terms of the bases of
A3,B3 as follows:
v = ∞
Av,3  R3 with basis
{
e3h
ia1
}
i=0,1,2,
Bv,3  R3 with basis
{
e3h
ib1
}
i=0,1,2,
Yv,3  Yv(−2)3  R generated by e3,
λv,3(e3) = 2e3a1,
θv,3
(
αe3a1 + βe3ha1 + γ e3h2a1
)= 2(βe3hb1 + γ e3h2b1),
μv,3
(
αe3b1 + βe3hb1 + γ e3h2b1
)= αe3;
v = p
Av,3  R3 with basis
{
e3h
ia2
}
i=0,1,2,
Bv,3  R3 with basis
{
e3h
ib2
}
i=0,1,2,
Yv,3  Yv(−2)3  R generated by e3,
λv,3(e3) =
(
e3a2 + e3ha2 + e3h2a2
)
,
θv,3
(
αe3a1 + βe3ha1 + γ e3h2a1
)= (α − γ )e3b2 + (β − α)e3hb2 + (γ − β)e3h2b2,
μv,3
(
αe3b2 + βe3hb2 + γ e3h2b2
)= (α + β + γ )e3;
v = q
Av,3  R6 with basis
{
e3h
jai
}
i=3,4, j=0,1,2,
Bv,3  R3 with basis
{
e3h
ib3
}
i=0,1,2,
Yv(−2)3  R3 with basis
{
e3h
iαi+1
}
i=0,1,2,
Yv,3 = 0,
λv,3
(
αe3α1 + βe3hα2 + γ e3h2α3
)= 2αe3(−a3 + a4)+ 2βe3ha3 + 2γ e3h2a4,
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(
αe3a3 + βe3ha3 + γ e3h2a3
)= 2(αe3b3 + γ e3h2b3),
θv,3
(
α′e3a4 + β ′e3ha4 + γ ′e3h2a4
)= 2(α′e3b3 + β ′e3hb3),
μv,3 = 0;
v = l
Av = 0,
Bv,3  R3 with basis
{
e3h
ib4
}
i=0,1,2,
Yv,3  R3 with basis
{
e3h
i
}
i=0,1,2,
μv,3
(
αe3b4 + βe3hb4 + γ e3h2b4
)= αe3 + βe3h+ γ e3h2.
Now, let xv,3 and yv,3 be generators of Det(Av,3) and Det(Bv,3), respectively, arising from
the bases mentioned above. Also, let xN,3 be the generator of Det(N3) with respect to the basis
mentioned earlier. Let
(z3 ⊗ z′3) := (x∞,3 ∧ xp,3 ∧ xq,3 ∧ x1,3 ∧ xN,3)⊗ [y∞,3 ∧ yp,3 ∧ yq,3 ∧ yl,3]−1.
This is a generator of Det(A3 ⊕N3)⊗ Det−1(B3).
Let z3 ⊗ z′3 be the image of z3 ⊗ z′3 in Det(XS(−2)3 ⊕ N3) ⊗ Det−1(XS,3). Then, z3 =
2(
∧8
i=1 e3di) where di ’s are elements of XS(−2)R ⊕NR  IndGC2 R⊕ IndGC3 R⊕ IndGV4 MR ⊕NR
defined by:
• d1 = (1,0,0,0);
• d2 = (0,1,0,0);
• d3 = (0,0, α1,0);
• d4 = (0,0, h2α2,0);
• d5 = (0,0, hα3,0);
• d6 = (0,0,0, a5), d7 = (0,0,0, ha5), d8 = (0,0,0, h2a5).
Further, z′3 = [e3(∞ − m)∧ e3(p − m)∧ e3(l − m)∧ e3h(l − m)∧ e3h2(l − m)]−1.
The map (RS,3 ◦ f˜3) :XS(−2)3 ⊕N3 → XS,3 is given by
e3di 	→ −e3
∑
v∈S
log
∣∣f˜3(di)∣∣v(v − m).
So, the images of e3di are:
• e3d1 	→ β(u∞)e3(∞ − m)+ 2(log l)e3(l − m);
• e3d2 	→ β(up)e3(∞ − m)+ (log l)e3(1 + h+ h2)(l − m);
• e3d3 	→ β(u1)e3(∞ − m)+ 2(log l)e3(l − m);
• e3d4 	→ β(h2(u2))e3(∞ − m);
• e3d5 	→ β(h(u3))e3(∞ − m)+ 2(log l)e3h(l − m);
• e3d6 	→ β(u0)e3(∞ − m)+ (logp)e3(p − m);
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• e3d8 	→ β(h2(u0))e3(∞ − m)+ (logp)e3h2(p − m),
where β(u) = − log |ug2 ·ug3
u·ug1 |.
The module P3 is generated by e3hj c, j = 0,1,2. The images of these in XS(−2)3 ⊕ N3 is
given by
• e3c 	→ e3(−2d1 + d4 − 2d5 − d6 + d8);
• e3hc 	→ e3(d1 − d5 + d6 − d7);
• e3h2c 	→ e3(d7 − d8).
Let z′′3 denote the generator of Det(P3) with respect to the above basis. Then, with these values
one has
z3 = −2
(∧
j
im
(
e3h
j c
)∧ e3d2 ∧ e3d3 ∧ e3d4 ∧ e3d5 ∧ e3d7)
	→ 8([z′′3]−1)⊗ β(h2(u2))(log l)3(logp)[z′3]−1.
The unit u2 is the generator of an ideal in F2 lying above q . The choice of this gives β(u2) =
−|log |w23|| = −|log | w3σc(w3) || = − 14L∗(χ2,0). Thus, the image of e3(z′′3 ⊗ z3 ⊗ z′3) in ζ(R[G])
is −e3L∗S(χ2,0) = −e3L∗S(χ2,0)#. This shows that the image of e2(z′′2 ⊗ z2 ⊗ z′2) in ζ(R[G]) is−e2L∗S(χ2,0)#.
4.6. Equivariant conjecture for K/Q
Theorem 3. Let K/Q be the number field extension as above. Then the equivariant Tamagawa
number conjecture over number fields holds in the special case K/Q.
Proof. By the computations in the previous sections it follows that the image in ζ(R[G])× of
the generator of Det−1(PR)⊗ Det(AR ⊕ NR) ⊗ Det−1(BR), obtained by the Z[G]-bases for A,
B , P and N is
−e0L∗S(χ0,0)# − ζ 23 e1L∗S(χ1,0)# − e2L∗S(χ2,0)# =
(−1,−ζ 23 ,−1)L∗S(0)#.
But this is in δ−1((AS,BS;ψS)). Therefore,
TΩ(K/Q) = (AS,BS;ψS)− δ
(
L∗S(0)#
)
= δ((−1,−ζ 23 ,−1)L∗S(0)#/L∗S(0)#)
= δ((−1,−ζ 23 ,−1))
= 0,
where the last equality follows from the fact that the element (−1,−ζ 23 ,−1) is the image of−h ∈ K1(Z[G]). This completes the proof of the theorem. 
88 T. Navilarekallu / Journal of Number Theory 121 (2006) 67–89Remark. One could possibly extend the same idea for verifying the conjecture for an infinite
family of A4-extensions. The main idea here would be similar to that of Chinburg [7,8], that is,
to look for family of extensions with a “sub-congruent” unit groups and Ext classes. It is also
possible that similar methods lead to the verification of the conjecture for elliptic curves of rank
zero over non-abelian number fields.
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Appendix A
We shall prove here the following lemma:
Lemma A. The map
K0
(
Z[A4],R
)→ K0(MA4,R)×K0(Z[A4])×K0(Z[Aab4 ],R)
is not injective, where MA4 is a maximal order in Q[A4] containing Z[A4].
Proof. Following the notations in the proof of Lemma 4 of [5], the above map is injective if and
only if the map D(A4) → D(C3) is injective where for a finite group Γ one defines
D(Γ ) := nr(Uf (MΓ ))∩ im(nrQ[Γ ])
nr(Uf (Z[Γ ]))∩ im(nrQ[Γ ]) ,
with MΓ being a maximal order in Q[Γ ] containing Z[Γ ].
The group D(C3) is isomorphic to M×C3/Z[C3]× which is of order two. The numerator of
D(A4) is Z× ×Z[ζ3]× ×Z× since Q[A4]  Q×Q[ζ3]×M3(Q). Thus, the numerator of D(A4)
has order 24. The denominator is {nr(u): u ∈ Z[A4]×}. If we show that this has order 6, then
it follows that D(A4) has order 4, so the map D(A4) → D(C3) is not injective and hence the
lemma follows.
Now consider a unit u ∈ Z[A4]×. The image of this under the norm reduction map nr lies
inside Z× × Z[ζ3]× × Z×. Let nr(u) = (a, b, c) under this identification. We shall show that
a = c.
Note that nr(u) = (ρ0(u), ρ1(u),det(ρ2(u))), where ρ0 is the trivial representation, ρ1 is a
nontrivial abelian representation and ρ2 is the degree three representation of A4. By replacing u
by −u if necessary, we can assume that a = 1. Further, we can assume that the image of u under
the projection Z[A4]× → Z[C3]× is trivial, by multiplying by a suitable unit (±hi ) if necessary.
Thus, if u =∑g∈A4 ag · g where ag ∈ Z, then ∑g∈A4 ag = ρ0(u) = a = 1. Further, the image
of u in Z[C3]× is trivial implies that ae + ag1 + ag2 + ag3 = 1 and ahi +
∑3
j=1 ahigj = 0 for
i = 1,2.
The representation ρ2 is given by the following:
g1 	→
⎛
⎝ 1 0 00 −1 0
0 0 −1
⎞
⎠ , g2 	→
⎛
⎝−1 0 00 1 0
0 0 −1
⎞
⎠ , h 	→
⎛
⎝ 0 1 00 0 1
1 0 0
⎞
⎠ .
T. Navilarekallu / Journal of Number Theory 121 (2006) 67–89 89Thus, c = ρ2(u) equals the determinant of (rij )1i,j3 where
rij = 2(ah−i+j + ah−i+j gj )− (ah−i+j + ah−i+j g1 + ah−i+j g2 + ah−i+j g3).
Therefore, by the above identities, c equals the determinant of⎛
⎝ 2(ae + ag1)− 1 2(ah + ahg2) 2(ah2 + ah2g3)2(ah2 + ah2g1) 2(ae + ag2)− 1 2(ah + ahg3)
2(ah + ahg1) 2(ah2 + ah2g2) 2(ae + ag3)− 1
⎞
⎠ .
Looking at the determinant of the above modulo 4, we see that c ≡ 1 (mod 4) and hence c = a.
Therefore, we have
#
{
nr(u): u ∈ Z[A4]×
}= #{(ρ0(u), ρ1(u)): u ∈ Z[A4]×}= #Z[C3]× = 6.
This completes the proof. 
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