Abstract. We present first insights into the relation between two popular yet apparently dissimilar approaches to denoising of one dimensional signals, based on (i) total variation (TV) minimization and (ii) ideas from topological persistence. While a close relation between (i) and (ii) might phenomenologically not be unexpected, our work appears to be the first to make this connection precise for one dimensional signals. We provide a link between (i) and (ii) that builds on the equivalence between TV-L 2 regularization and taut strings and leads to a novel and efficient denoising algorithm that is contrast preserving and operates in O(n log n) time, where n is the size of the input.
INTRODUCTION
Our motivation for writing this note is to provide insights into the relationship between two popular yet apparently dissimilar approaches for classifying and removing noise from measured data, based on (i) minimization of total variation regularizing functionals and (ii) ideas from topological persistence. Whereas (i) relies on variational principles and the various analytical properties of PDEs, (ii) is grounded on purely topological and combinatorial concepts.
Variational methods, such as (i), commonly classify noise by working with energy functionals that depend on the input function and its (weak) derivatives; they decrease noise by either letting the input evolve for some time along the flow of the energy (sub)gradient or by directly solving for the minimizer under appropriate boundary conditions. The variational approach to denoising typically changes the input in a global manner, i.e., it generally alters the input even in regions that would not a priori be classified as noise. In contrast, methods grounded in topological persistence alter the input only locally in precisely those regions that are classified as noise.
The notions of persistent homology and persistence pairs were introduced in [1] in order to investigate the change of the homology groups in a filtration of a topological space (a nested sequence of subspaces). Persistence can be thought of as a weight that quantifies the topological significance of pairs of critical points. Denoising is performed locally by canceling certain pairs of critical points with low significance while leaving the rest of the function unaltered. Albeit its preferable locality, persistence simplification suffers from its lack of robustness to noise with unbounded support and outliers. TV-L 2 regularization, on the other hand, can handle this situation well.
In order to overcome this deficiency of persistence simplification, while remaining conceptually close to the idea of persistence, we offer a novel significance weight, which we call filling significance, together with a corresponding denoising algorithm. We outline the relation of our approach to both traditional persistence simplification and TV-L 2 regularization, pointing out the similarities and dissimilarities between these approaches.
TOTAL VARIATION MINIMIZATION
We briefly outline the method of minimization of total variation regularizing functionals for signal denoising in one dimension. In the sequel we work with an open and bounded domain Ω = (a, b) ⊂ R and piecewise constant functions f : Ω → R. For a given noisy function f the denoised function u ∈ BV (Ω) shall be computed as the minimizer of the functional
where BV (Ω) is the space of functions of bounded variation and |Du|(Ω) denotes the total variation of u on Ω, see [2] . Here, the parameter α controls the strength of the regularizing effect of the total variation term in (1) on the given function f . The minimization of total variation regularizing functionals like in (1) traces back to the first uses of such a functional model in noise removal in digital images as proposed by Rudin, Osher, and Fatemi [3] . Extensions to more general situations as appearing in inverse problems and numerical methods for the minimization of the functional have been proposed later in several important contributions, e.g., in [4] . From these pioneering and very successful results, the scientific output related to total variation minimization and its applications in signal and image processing increased dramatically in the last decade. In this short note, it is impossible to do justice to the bulk of previous work.
Characterization of minimizers.
A well-known fact is the equivalence of TV-L 2 minimization with the taut string algorithm in one dimension, see [5] and references therein. In the following, we concentrate on the continuous setting discussed in [5] . In the taut string problem one considers the integral of the datum f , i.e.,
Then one seeks for a U : Ω → R which minimizes
subject to
The denoised function u is defined as the derivative of a minimizer U of (2) subject to (3). In [5] the author shows that TV-L 2 minimization (1) is equivalent to the taut string problem (2)- (3) in the sense that the minimizers of both problems are unique and the derivative u of the taut string minimizer U coincides with the minimizer of (1). By condition (3) a minimizer U of (2)- (3) is contained in a tube of radius α around F, i.e., the residual u − f integrated over an arbitrary interval in [a, b] is uniformly bounded by 2α. In this sense condition (3) can be interpreted as a stable control for the deviation of a minimizer u of (1) from the given function f depending on the strength of regularization α. In the construction of our topological denoising algorithm we will preserve property (3), while providing a method that yields an output closer to the input f than the one provided by TV-L 2 regularization.
TOPOLOGICAL DENOISING
For our purposes, we consider a partition P = (a = t 0 < t 1 < · · · < t n = b) of Ω = [a, b] and we assume that f : Ω → R is given as a piecewise constant function on this subdivision such that f (t i ) is equal to the minimum value of f on the (at most two) incident open subintervals to t i , i.e., f becomes lower semi-continuous. Without loss of generality we may assume that f takes on n distinct values f 1 < f 2 < · · · < f n , and we let in H 0 (Ω j ; Z 2 ), see [1] . In this case j is called a local maximum and the pair (i, j) is called a persistence pair with persistence ( f j − f i ) > 0. The set of critical points of f is the set of all local minima and maxima.
Persistence-based denoising. A given input function f may be denoised by removing all those persistence pairs of critical points that have persistence below a user-specified threshold. We briefly describe the corresponding inductive construction of a finite sequence (u (0) , u (1) , . . .) of piecewise constant functions, starting with u (0) = f . In this construction, we assume that each u (k) takes on distinct values u
. We call δ the filling level. Increasing the filling level continuously, starting with δ = δ (0) = 0, there exists a smallest δ (k+1) > 0 and a corresponding local minimum i and a local maximum j of u (k) such that (i) u In this case, (i, j) is a persistence pair of u (k) with persistence 2δ (k+1) . Once a (minimal) persistence pair has formed in this way, we replace u (k) by a function u (k+1) that is constant on the interval Ω
there, and that agrees with u (k) everywhere else. We say that u (k+1) is constructed from u (k) by canceling the persistence pair (i, j). Notice that each persistence pair of u (k) corresponds to a persistence pair of f . Moreover, given a user-specified threshold δ ≥ 0, there exists a function u (k) that has no persistence pairs with persistence ≤ 2δ and whose persistence pairs correspond to the persistence pairs of f with persistence > 2δ . We call u (k) a δ -persistence simplification of the input f . We note that a δ -persistence simplification can be constructed in O(n log n) time, see [6] .
Filling-based denoising. For f given as above, we consider the following process that mimics the construction of canceling persistence pairs. Differently from the above though, we steadily increase the filling volume instead of the filling level, and we sequentially remove filling pairs of critical points instead of persistence pairs. Let 
Increasing the filling volume α continuously, starting with α = α (0) = 0, let α (k+1) be the smallest filling volume such that there exists a local minimum i of u (k) and a nearby local maximum j such that (i) u
j (α (k+1) ) merge. In this case, we call (i, j) a filling pair of u (k) with filling significance α (k+1) . Once a filling pair has formed in this way, we replace u (k) by a function u (k+1) that is constant on Ω ) ) there, and that agrees with u (k) everywhere else. We say that u (k+1) is constructed from u (k) by canceling the filling pair (i, j). Given a user-specified threshold α ≥ 0, there exists a function u (k) that has no filling pairs with filling significance less or equal to α. We call u (k) an α-filling simplification of the input f . Similarly to δ -persistence simplifications, an α-filling simplification can be constructed in O(n log n) time.
COMPARISON
In the following statements, we consider an α-filling simplification sequence ( f = u (0) , u (1) , . . .), for increasing α, with corresponding filling volumes 0 = α (0) < α (1) ≤ α (2) ≤ . . .. We obtain the following central result.
Theorem. Each critical point i of u (k) corresponds to a unique critical point c k (i) of f and u
, where (i, j) is the filling pair of u (k) . Then:
1. In analogy to the taut string solution (3), we have
where
2. Letũ (α) be the minimizer of (1) and let k be the largest integer such that α ≥
where the sign in the first case is positive if i is a local minimum and negative otherwise.
In particular, if α = α (k)
2 , then u (k) agrees with f wheneverũ (α) does. However, u (k) is a local modification of f , whereasũ (α) is a global modification. Figure 1 depicts an example of this effect -while total variation denoising changes the signal in a neighborhood of every local extremum of f , our filling-based approach only changes the function where such a change actually leads to a cancelation of local extrema. Finally, Figure 2 gives a glance at a first attempt to apply ideas of filling-based denoising to two-dimensional image data. 
