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COHERENT ANALOGUES OF MATRIX FACTORIZATIONS
AND RELATIVE SINGULARITY CATEGORIES
ALEXANDER I. EFIMOV AND LEONID POSITSELSKI
Abstract. We define the triangulated category of relative singularities of a closed
subscheme in a scheme. When the closed subscheme is a Cartier divisor, we con-
sider matrix factorizations of the related section of a line bundle, and their analogues
with locally free sheaves replaced by coherent ones. The appropriate exotic derived
category of coherent matrix factorizations is then identified with the triangulated
category of relative singularities, while the similar exotic derived category of locally
free matrix factorizations is its full subcategory. The latter category is identified
with the kernel of the direct image functor corresponding to the closed embedding
of the zero locus and acting between the conventional (absolute) triangulated cate-
gories of singularities. Similar results are obtained for matrix factorizations of infi-
nite rank; and two different “large” versions of the triangulated category of relative
singularities, corresponding to the approaches of Orlov and Krause, are identified
in the case of a Cartier divisor. A version of the Thomason–Trobaugh–Neeman
localization theory is proven for coherent matrix factorizations and disproven for
locally free matrix factorizations of finite rank. Contravariant (coherent) and co-
variant (quasi-coherent) versions of the Serre–Grothendieck duality theorems for
matrix factorizations are established, and pull-backs and push-forwards of matrix
factorizations are discussed at length. A number of general results about derived
categories of the second kind for CDG-modules over quasi-coherent CDG-algebras
are proven on the way. Hochschild (co)homology of matrix factorization categories
are discussed in an appendix.
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Introduction
A matrix factorization of an element w in a commutative ring R is a pair of square
matrices (Φ,Ψ) of the same size, with entries from R, such that both the products ΦΨ
and ΨΦ are equal to w times the identity matrix. In the coordinate-free language,
a matrix factorization is a pair of finitely generated free R-modules M0 and M1
together with R-module homomorphisms M0 −→ M1 and M1 −→ M0 such that
both the compositions M0 −→ M1 −→ M0 and M1 −→ M0 −→ M1 are equal to
the multiplication with w. Matrix factorizations were introduced by Eisenbud [13]
and used by Buchweitz [5] for the purposes of study of the maximal Cohen–Macaulay
modules over hypersurface local rings.
Another name for this notion is “D-branes in the Landau–Ginzburg B model” (as
suggested by Kontsevich) [24]; in this context, the element w is called the potential.
One generalizes the above definition, replacing free modules with projective mod-
ules [24, 34], with locally free sheaves [37], and finally with coherent sheaves [26].
The importance of the latter generalization is emphasized in the present paper.
Being particular cases of curved DG-modules over a curved DG-ring [24, 43], matrix
factorizations form a DG-category. So one can consider the corresponding category of
closed degree-zero morphisms up to chain homotopy, which is a triangulated category.
Generally speaking, however, the homotopy category is “too big” for most purposes,
and one would like to pass from it to an appropriately defined derived category.
One can use the homotopy category in lieu of the derived one when dealing with
projective modules [24, 34]; for locally free matrix factorizations over a nonaffine
scheme, there is an option of working with the quotient category of the homotopy
category by the locally contractible objects [39, Definition 3.13]. When dealing with
coherent (analogues of) matrix factorizations, having some kind of derived category
construction is apparently unavoidable.
The relevant concept of a derived category is that of the derived category of the
second kind, as developed in [43, 42]. There are several versions of this notion; the
appropriate one for quasi-coherent sheaves is called the coderived category and for
coherent sheaves it is the absolute derived category. The absolute derived category
of locally free matrix factorizations was studied in [37]; for coherent matrix factor-
izations over a smooth variety, it was considered in [26]. These two absolute derived
categories are equivalent for regular schemes, but can be different otherwise (as we
show with an explicit counterexample).
The triangulated category of singularities of a Noetherian scheme was defined by
D. Orlov in [34] as the quotient category of the bounded derived category of coherent
sheaves by its full triangulated subcategory of perfect complexes, i. e., the objects
locally presentable as finite complexes of locally free sheaves. This triangulated cat-
egory vanishes if and only if the Noetherian scheme is regular. It was shown in [34,
Theorem 3.9], under mild assumptions on an affine regular Noetherian scheme X
and a potential (regular function) w on it, that the homotopy category of locally
free matrix factorizations of w over X is equivalent to the triangulated category of
singularities of the zero locus X0 of w in X .
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In his recent paper [37], Orlov shows that the affineness assumption on X can be
dropped in this result if one replaces the homotopy category of locally free matrix
factorizations with their absolute derived category. He also considers the general
case of a nonaffine singular scheme X , for which he obtains a fully faithful functor
from the absolute derived category of locally free matrix factorizations over X to the
triangulated category of singularities of X0. The problem of studying the difference
between these two triangulated categories was posed in the introduction to [37].
The first aim of the present paper is to provide an alternative proof of these re-
sults of Orlov for regular schemes, an alternative generalization of them to singular
schemes, and a more precise version of Orlov’s original generalization. We replace
the triangulated category at the source of Orlov’s fully faithful functor by a “larger”
category (containing the original one) and the triangulated category at the target
by a “smaller” category (a quotient of the original one), thereby transforming this
functor into an equivalence of triangulated categories. We also describe the image of
Orlov’s fully faithful functor as the kernel of a certain other triangulated functor.
More precisely, we show that the absolute derived category of coherent matrix
factorizations of w over X is equivalent to what we call the triangulated category of
singularities of X0 relative to X . The latter category is a certain quotient category
of the triangulated category of singularities of X0; it measures, roughly speaking,
how much worse are the singularities of X0 compared to those of X . As to the
image of Orlov’s fully faithful embedding, it consists precisely of those objects of
the conventional (absolute) triangulated category of singularities of X0 whose direct
images vanish in the triangulated category of singularities of X .
The paper consists of three sections and two appendices. In Section 1, we prove
three rather general technical assertions about derived categories of the second kind
for CDG-modules over a quasi-coherent CDG-algebra with a restriction on the homo-
logical dimension. One of them, claiming that certain embeddings of DG-categories
of CDG-modules induce equivalences of the derived categories of the second kind, is
a generalization of [38, Theorem 3.2] based on a modification of the same argument,
originally introduced for the proof of [42, Theorem 7.2.2].
The idea of the proof of the other assertion, according to which certain natural
functors between derived categories of the second kind are fully faithful, is new. The
third technical assertion explains when the coderived category coincides with the
absolute derived category of the same class of CDG-modules: e. g., for the locally
projective CDG-modules this is true.
A version of (the former two of) these results is used in Section 2 in order to extend
Orlov’s cokernel functor from the absolute derived category of locally free matrix
factorizations to the absolute derived category of coherent ones. This extension
of the cokernel functor admits a simple construction of a functor in the opposite
direction, suggested in [26]. We use these constructions to obtain a new proof of
Orlov’s theorem, and our own generalization of it to the singular case.
When X is regular, Orlov’s and our results amount to the same assertion, since
the absolute derived categories of locally free and coherent matrix factorizations are
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equivalent by our Theorem 1.4. When X is singular, the natural functor between
these two absolute derived categories is fully faithful by our Proposition 1.5, and
Orlov’s full-and-faithfulness theorem follows from ours by virtue of an appropriate
semiorthogonality property.
We also compare a “large” version of the triangulated category of relative singu-
larities with the coderived category of quasi-coherent matrix factorizations, strength-
ening some results of Polishchuk–Vaintrob [39]. A “large” version of the absolute
triangulated category of singularities, defined by Orlov in [34], is identified with
H. Krause’s stable derived category [25] in the case of a divisor in a regular scheme.
A similar result is proven in the case of a Cartier divisor in a singular scheme, where
we extend Krause’s theory by defining the relative stable derived category. For any
closed subscheme of finite flat dimension in a separated Noetherian scheme, the rel-
ative stable derived category is compactly generated by its full triangulated subcat-
egory equivalent to the triangulated category of relative singularities.
The homotopy categories of unbounded complexes of projective modules over a
ring and injective quasi-coherent sheaves over a scheme were studied in the papers by
Jørgensen [22] and Krause [25]; subsequently, Iyengar and Krause have constructed
an equivalence between these two categories for rings with dualizing complexes [21].
These results were extended to quasi-coherent sheaves over schemes by Neeman [33]
and Murfet [28], who found a way to define a replacement of the homotopy category
of (nonexistent) projective sheaves in terms of the flat ones. The equivalence between
these two categories is a covariant version of the Serre–Grothendieck duality [19]. It
is also very similar to the derived comodule-contramodule correspondence theory,
developed by the second author in [43, 42].
The Serre–Grothendieck duality for matrix factorizations in the situation of a
smooth varietyX (and an isolated singularity ofX0) was studied in [29]. In this paper
we extend the duality to matrix factorizations over much more general schemes X ,
constructing an equivalence between two “large” exotic derived categories, namely,
the coderived category of flat (or locally free) matrix factorizations of possibly infinite
rank and the coderived category of quasi-coherent matrix factorizations. Unless X
is Gorenstein, this equivalence is not provided by the natural functor induced by the
embedding of DG-categories, but rather differs from it in that the tensor product
with the dualizing complex has to be taken along the way. A contravariant Serre
duality in the form of an auto-anti-equivalence of the absolute derived category of
coherent matrix factorizations is also obtained.
There was some attention paid to pull-backs and push-forwards of matrix factoriza-
tions recently [39, 10, 40]. In Section 3, we approach this topic with our techniques,
constructing the push-forwards of locally free matrix factorizations of infinite rank
for any morphism of finite flat dimension between schemes of finite Krull dimension,
and the push-forwards of locally free matrix factorizations of finite rank for any such
morphism for which the induced morphism of the zero loci of w is proper. At the
price of having to adjoin the images of idempotent endomorphisms, the preservation
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of finite rank under push-forwards is proven assuming only the support of the matrix
factorization [39] to be proper over the base.
Push-forwards of quasi-coherent matrix factorizations are well-defined for any mor-
phism of Noetherian schemes, and push-forwards of coherent matrix factorizations
exist under properness assumptions similar to the above. A general study of category-
theoretic and set-theoretic supports of quasi-coherent and coherent CDG-modules is
undertaken in this paper in order to obtain an independent proof of the preservation
of coherence under the push-forwards not based on the passage to the triangulated
categories of singularities.
The compatibility with pull-backs and push-forwards is an organic part of the
Serre–Grothendieck duality theory. The contravariant duality agrees with push-
forwards of coherent sheaves (or matrix factorizations) with respect to proper mor-
phisms [19], while the covariant duality transforms the conventional inverse image
of flat matrix factorizations into the extraordinary inverse image of quasi-coherent
ones [45]. We use the latter result in order to construct the Hartshorne–Deligne ex-
traordinary inverse image functor, which is denoted by f ! in [19] and which we denote
by f+, in the case of quasi-coherent matrix factorizations.
Appendix A contains proofs of some basic facts about flat, locally projective, and
injective quasi-coherent graded modules which are occasionally used in the main
body of the paper. Appendix B can be viewed as a complement to the paper [38].
While Section B.1 contains some variations of and improvements on the results about
Hochschild (co)homology of (C)DG-categories and (locally free) matrix factorizations
in [38], Section B.2 presents an alternative approach to the Hochschild (co)homology
of coherent matrix factorizations based on the techniques developed in the main body
of this paper.
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1. Exotic Derived Categories of Quasi-Coherent CDG-Modules
1.1. CDG-rings and CDG-modules. A CDG-ring (curved differential graded
ring) B = (B, d, h) is defined as a graded ring B =
⊕
i∈ZB
i endowed with an odd
derivation d : B −→ B of degree 1 and an element h ∈ B2 such that d2(b) = [h, b]
for all b ∈ B and d(h) = 0. So one should have d : Bi −→ Bi+1 and d(ab) = d(a)b+
(−1)|a|ad(b); the brackets [−,−] denote the supercommutator [a, b] = ab−(−1)|a||b|ba.
The element h is called the curvature element.
A morphism of CDG-rings B −→ A is a pair (f, a), with a morphism of graded
rings f : B −→ A and an element a ∈ A1, such that f(dBb) = dAf(b) + [a, f(b)] for
all b ∈ B and f(hB) = hA + dAa + a2. The composition of morphisms of CDG-rings
is defined by the obvious rule (f, a)◦ (g, b) = (f ◦g, a+f(b)). The element a is called
the change-of-connection element. A discussion of the origins of these definitions can
be found in the paper [41], where the above terminology first appeared (see also an
earlier paper [14], where the motivation was entirely different).
A left CDG-module M = (M, dM) over a CDG-ring B is a graded B-module
endowed with an odd derivation dM : M −→ M compatible with the derivation d
on B such that d2M(m) = hm for all m ∈ M . Given a morphism of CDG-rings
(f, a) : B −→ A and a CDG-module (M, d) over A, the CDG-module (M, d′) over B
is defined by the rule d′(m) = d(m) + am.
Given graded left B-modules M and N , homogeneous B-module morphisms
f : M −→ N of degree n are defined as homogeneous maps supercommuting with
the action of B, i. e., f(bm) = (−1)n|b|bf(m). When M and N are CDG-modules,
the homogeneous B-module morphisms M −→ N form a complex of abelian groups
with the differential d(f)(m) = d(f(m)) − (−1)|f |f(d(m)). The curvature-related
terms cancel out in the computation of the square of this differential, so one has
d2(f) = 0. Therefore, left CDG-modules over B form a DG-category.
Two aspects of the above definitions are worth to be pointed out. First, the
CDG-rings or modules have no cohomology modules, as their differentials do not
square to zero. Second, given a CDG-ring B, there is no natural way to define a
CDG-module structure on the free graded B-module B (though B is naturally a
CDG-bimodule over itself, in the appropriate sense).
We refer the reader to [43, Section 3.1] or [42, Sections 0.4.3–0.4.5] for more detailed
discussions of the above notions. We will not need to consider any gradings different
from Z-gradings in this paper, though all the general results will be equally applicable
in the Γ-graded situation in the sense of [38, Section 1.1].
1.2. Quasi-coherent CDG-algebras. Throughout this paper, unless specified oth-
erwise, X is a separated Noetherian scheme with enough vector bundles; in other
words, it is assumed that every coherent sheaf on X is the quotient sheaf of a locally
free sheaf of finite rank. Note that the class of all schemes satisfying these conditions
is closed under the passages to open and closed subschemes [34, Section 1.2] and
contains all regular separated Noetherian schemes [20, Exercise III.6.8].
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Recall the definition of a quasi-coherent CDG-algebra from [43, Appendix B]. A
quasi-coherent CDG-algebra B over X is a graded quasi-coherent OX -algebra such
that for each affine open subscheme U ⊂ X the graded ring B(U) is endowed with a
structure of CDG-ring, i. e., a (not necessarily OX -linear) odd derivation d : B(U) −→
B(U) of degree 1 and an element h ∈ B2(U). For each pair of embedded affine
open subschemes U ⊂ V ⊂ X , an element aUV ∈ B1(U) is fixed such that the
restriction morphism B(V ) −→ B(U) together with the element aUV form a morphism
of CDG-rings. The obvious compatibility condition is imposed for triples of embedded
affine open subschemes U ⊂ V ⊂W ⊂ X .
A quasi-coherent left CDG-module M over B is an OX -quasi-coherent (or, equiva-
lently, B-quasi-coherent) sheaf of graded left modules over B together with a family
of differentials d : M(U) −→ M(U) defined for all affine open subschemes U ⊂ X
such thatM(U) is a CDG-module over B(U) and the appropriate compatibility con-
dition holds with respect to the restriction morphisms of CDG-rings B(V ) −→ B(U).
Specifically, for a quasi-coherent left CDG-module M one should have d(s)|U =
d(s|U) + aUV s|U for any s ∈M(V ).
Quasi-coherent left CDG-modules over a quasi-coherent CDG-algebra B form a
DG-category [43]. The complex of morphisms between CDG-modules N and M is
the graded abelian group of homogeneous B-module morphisms f : N −→ M with
the differential d(f) defined locally as the supercommutator of f with the differentials
in N (U) and M(U). We denote this DG-category by B–qcoh.
We will call a quasi-coherent graded algebra B over X Noetherian if the graded
ring B(U) is left Noetherian for any affine open subscheme U ⊂ X . Equivalently,
B is Noetherian if the abelian category of quasi-coherent graded left B-modules is a
locally Noetherian Grothendieck category. In this case, the full DG-subcategory in
B–qcoh formed by CDG-modules whose underlying graded B-modules are coherent
(i. e., finitely generated over B) is denoted by B–coh.
Given a quasi-coherent graded left B-moduleM and a quasi-coherent graded right
B-module N , one can define their tensor product N ⊗BM, which is a quasi-coherent
graded OX -module. A quasi-coherent graded left B-module M is called flat if the
functor − ⊗B M is exact on the abelian category of quasi-coherent graded right
B-modules. Equivalently, M is flat if the graded left B(U)-module M(U) is flat for
any affine open subscheme U ⊂ X . The flat dimension of a quasi-coherent graded
module M is the minimal length of its flat left resolution.
The full DG-subcategory in B–qcoh formed by CDG-modules whose underlying
graded B-modules are flat is denoted by B–qcohfl, and the full subcategory formed
by CDG-modules whose underlying graded B-modules have finite flat dimension is
denoted by B–qcohffd. The similarly defined DG-categories of coherent CDG-modules
are denoted by B–cohfl and B–cohffd.
All the above DG-categories of quasi-coherent CDG-modules (and the similar ones
defined below in this paper) admit shifts and twists, and, in particular, cones. It
follows that their homotopy categories H0(B–qcoh), H0(B–qcohfl), H
0(B–coh), etc.
are triangulated. Besides, to any finite complex (of objects and closed morphisms)
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in one of these DG-categories one can assign its total object, which is an object of
(i. e., a CDG-module belonging to) the same DG-category [43, Section 1.2].
The DG-categories B–qcoh and B–qcohfl also admit infinite direct sums. Hence
in these two DG-categories one can totalize even an unbounded complex by taking
infinite direct sums along the diagonals.
The DG-category B–qcoh also admits infinite products (which one can obtain using
the coherator construction from [48, Section B.14]), but these are not well-behaved
(neither exact nor local), so we will not use them.
1.3. Derived categories of the second kind. The nonexistence of the cohomology
groups for curved structures stands in the way of the conventional definition of the
derived category of CDG-modules, which therefore does not seem to make sense. The
suitable class of constructions of derived categories for CDG-modules is that of the
derived categories of the second kind [42, 43].
Let B be a quasi-coherent CDG-algebra over X ; assume that the quasi-coherent
graded algebra B is Noetherian. Then a coherent CDG-module over B is called
absolutely acyclic if it belongs to the minimal thick subcategory of the homotopy
category of coherent CDG-modules H0(B–coh) containing the total CDG-modules of
all the short exact sequences of coherent CDG-modules over B (with closed morphisms
between them). The quotient category of H0(B–coh) by the thick subcategory of
absolutely acyclic CDG-modules is called the absolute derived category of coherent
CDG-modules over B and denoted by Dabs(B–coh) [43].
For any quasi-coherent CDG-algebra B over X , a quasi-coherent CDG-module
over B is called coacyclic if it belongs to the minimal triangulated subcategory of
the homotopy category of quasi-coherent CDG-modules H0(B–qcoh) containing the
total CDG-modules of all the short exact sequences of quasi-coherent CDG-modules
over B and closed under infinite direct sums. The quotient category of H0(B–coh)
by the thick subcategory of coacyclic CDG-modules is called the coderived category
of quasi-coherent CDG-modules over B and denoted by Dco(B–qcoh) [42, 43].
Given an exact subcategory E in the abelian category of quasi-coherent graded left
B-modules, one can define the absolute derived category of left CDG-modules over B
with the underlying graded B-modules belonging to E as the quotient category of the
corresponding homotopy category by its minimal thick subcategory containing the to-
tal CDG-modules of all the exact triples of CDG-modules with the underlying graded
B-modules belonging to E. The objects of the latter subcategory are called absolutely
acyclic with respect to E (or with respect to the DG-category of CDG-modules with
the underlying graded modules belonging to E) [38].
So one defines the absolute derived categories Dabs(B–cohffd) and Dabs(B–cohfl) as
the quotient categories of the homotopy categories H0(B–cohffd) and H0(B–cohfl) by
the thick subcategories of CDG-modules absolutely acyclic with respect to B–cohffd
and B–cohfl, respectively.
When the exact subcategory E is closed under infinite direct sums, the thick sub-
category of CDG-modules coacyclic with respect to E is the minimal triangulated
subcategory of the homotopy category CDG-modules with the underlying graded
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modules belonging to E, containing the total CDG-modules of all the exact triples of
CDG-modules with the underlying graded modules belonging to E and closed under
infinite direct sums. The quotient category by this thick subcategory is called the
coderived category of left CDG-modules over B with the underlying graded modules
belonging to E [42, 38].
Thus one defines the coderived category Dco(B–qcohfl) as the quotient categories
of the homotopy category H0(B–qcohfl) by the thick subcategory of CDG-modules
coacyclic with respect to B–qcohfl. The definition of the coderived category
Dco(B–qcohffd) requires a little more care, since the class of graded modules of
finite flat dimension is not in general closed under infinite direct sums. An object
M ∈ H0(B–qcohffd) is said to be coacyclic with respect to B–qcohffd if there exists
an integer d ≥ 0 such that M is coacyclic with respect to the exact category of
quasi-coherent CDG-modules of flat dimension ≤ d. The coderived category of
quasi-coherent CDG-modules of finite flat dimension is, by the definition, the quo-
tient category of H0(B–qcohffd) by the above-defined thick subcategory of coacyclic
CDG-modules [38, Section 3.2].
Remark. One may wonder whether coacyclicity (absolute acyclicity) of quasi-
coherent CDG-modules (of a certain class) is a local notion. One general approach
to this kind of problems is to consider the Mayer–Vietoris/Cˇech exact sequence
0 −−→ M −−→
⊕
α jUα∗j
∗
UαM −−→
⊕
α<β jUα∩Uβ∗j
∗
Uα∩Uβ
M −−→ · · · −−→ 0
for a finite affine open covering Uα of X . Since the inverse and direct images with
respect to affine open embeddings are exact and compatible with direct sums, they
preserve coacyclicity (absolute acyclicity). Hence if the restrictions of M to all Uα
are coacyclic (absolutely acyclic), then so is M itself.
Alternatively, one can base this kind of argument on the implications of the
Noetherianness assumption, rather than the separatedness assumption. For this pur-
pose, one replaces a quasi-coherent CDG-module M with its injective resolution
(see Lemma 1.7(b)) before writing down its Cˇech resolution. In this approach, the
covering need not be affine, as injective coacyclic objects are contractible, and di-
rect images preserve contractibility; but it is important that the restrictions to open
subschemes should preserve injectivity of quasi-coherent graded B-modules (see [19,
Theorem II.7.18] and Theorem A.3; cf. [48, Appendix B]).
When one is working with coherent CDG-modules, the Cˇech sequence argument is
to be used in conjuction with Proposition 1.5 below. (Cf. Sections 1.10 and 3.2.)
1.4. Finite flat dimension theorem. The next theorem is our main technical re-
sult on which the proofs in Section 2 are based.
Though we generally prefer the coderived categories of (various classes of) infinitely
generated CDG-modules over their absolute derived categories, technical considera-
tions sometimes force us to deal with the latter (see Remark 1.5). Therefore, let
Dabs(B–qcohfl), D
abs(B–qcohffd), and D
abs(B–qcoh) denote the absolute derived cat-
egories of (flat, of finite flat dimension, or arbitrary) quasi-coherent CDG-modules
over a quasi-coherent CDG-algebra B.
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Theorem. (a) For any quasi-coherent CDG-algebra B over X, the functor
Dco(B–qcohfl) −→ D
co(B–qcohffd) induced by the embedding of DG-categories
B–qcohfl −→ B–qcohffd is an equivalence of triangulated categories.
(b) For any quasi-coherent CDG-algebra B over X, the functor Dabs(B–qcohfl) −→
Dabs(B–qcohffd) induced by the embedding of DG-categories B–qcohfl −→ B–qcohffd is
an equivalence of triangulated categories.
(c) For any quasi-coherent CDG-algebra B over X such that the underlying quasi-
coherent graded algebra B is Noetherian, the functor Dabs(B–cohfl) −→ Dabs(B–cohffd)
induced by the embedding of DG-categories B–cohfl −→ B–cohffd is an equivalence of
triangulated categories.
Proof. The proof follows that of [38, Theorem 3.2] (see also [42, Theorem 7.2.2]) with
some modifications. We will prove part (a); the proofs of parts (b-c) are completely
similar. (Alternatively, parts (b-c) can be deduced from Proposition 1.5(a-b) below.)
Given an affine open subscheme U ⊂ X and a graded module P over the graded ring
B(U), one can construct the freely generated CDG-module G+(P ) over the CDG-ring
B(U) in the way explained in [43, proof of Theorem 3.6]. The elements of G+(P ) are
formal expressions of the form p+dq, where p, q ∈ P . Given a quasi-coherent graded
module P over B, the CDG-modulesG+(P(U)) glue together to form a quasi-coherent
CDG-module G+(P) over B. For any quasi-coherent CDG-module M over B, there
is a bijective correspondence between morphisms of graded B-modules P −→M and
closed morphisms of CDG-modules G+(P) −→M over B. There is a natural short
exact sequence of quasi-coherent graded B-modules P −→ G+(P) −→ P[−1]. The
quasi-coherent CDG-module G+(P) is naturally contractible with the contracting
homotopy tP given by the composition G
+(P) −→ P[−1] −→ G+(P)[−1].
Due to our assumption on X , for any quasi-coherent OX -module K over X there
exists a surjective morphism E −→ K onto K from a direct sum E of locally free
sheaves of finite rank on X . Hence for any quasi-coherent graded B-module M
there is a surjective morphism onto M from a flat quasi-coherent graded B-module
P =
⊕
n B ⊗OX En[n], and for any quasi-coherent CDG-module M over B there
is a surjective closed morphism onto M from the CDG-module G+(P) ∈ B–qcohfl.
(In fact, parts (a-b) of Theorem can be proven without the assumption of enough
vector bundles on X , since there are always enough flat sheaves; see Remark 2.6 and
Lemma A.1.)
Now the construction from [43, proof of Theorem 3.6] provides for any object
M of B–qcohffd a closed morphism onto M from an object of B–qcohfl with the
cone absolutely acyclic with respect to B–qcohffd. To obtain this morphism, one
picks a finite left resolution of M consisting of objects from B–qcohfl with closed
morphisms between them, and takes the total CDG-module of this resolution. By [43,
Lemma 1.6], it follows that the triangulated category Dco(B–qcohffd) is equivalent
to the quotient category of H0(B–qcohfl) by its intersection in H
0(B–qcohffd) with
the thick subcategory of CDG-modules coacyclic with respect to B–qcohffd. It only
remains to show that any object of H0(B–qcohfl) that is coacyclic with respect to
B–qcohffd is coacyclic with respect to B–qcohfl.
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Let us call a quasi-coherent CDG-module M over B d-flat if its underlying
quasi-coherent graded B-module M has flat dimension not exceeding d. A d-flat
quasi-coherent CDG-module is said to be d-coacyclic if it is homotopy equivalent
to a CDG-module obtained from the total CDG-modules of exact triples of d-flat
CDG-modules using the operations of cone and infinite direct sum. Our goal is to
show that any 0-flat d-coacyclic CDG-module is 0-coacyclic. For this purpose, we
will prove that any (d − 1)-flat d-coacyclic CDG-module is (d − 1)-coacyclic; the
desired assertion will then follow by induction.
It suffices to construct for any d-coacyclic CDG-module M a (d − 1)-coacyclic
CDG-module L with a (d − 1)-coacyclic CDG-submodule K such that the quotient
CDG-module L/K is isomorphic to M. Then if M is (d − 1)-flat, it would follow
that both the cone of the morphism K −→ L and the total CDG-module of the exact
triple K −→ L −→M are (d− 1)-coacyclic, soM also is. The construction is based
on four lemmas similar to those in [38, Section 3.2].
Lemma A. LetM be the total CDG-module of an exact triple of d-flat quasi-coherent
CDG-modules M′ −→ M′′ −→ M′′′ over B. Then there exists a surjective closed
morphism onto M from a contractible 0-flat CDG-module P with a (d− 1)-coacyclic
kernel K.
Proof. Choose 0-flat quasi-coherent CDG-modules P ′ and P ′′′ such that there exist
surjective closed morphisms P ′ −→ M′ and P ′′′ −→ M′′. Then there exists a
surjective morphism from the exact triple of CDG-modules P ′ −→ P ′ ⊕ P ′′′ −→ P ′′′
onto the exact triple M′ −→ M′′ −→ M′′′. The rest of the proof is similar to that
in [38]. 
Lemma B. (a) Let K′ ⊂ L′ and K′′ ⊂ L′′ be (d − 1)-coacyclic CDG-submodules in
(d − 1)-coacyclic CDG-modules, and let L′/K′ −→ L′′/K′′ be a closed morphism of
CDG-modules. Then there exists a (d− 1)-coacyclic CDG-module L with a (d− 1)-
coacyclic CDG-submodule K such that L/K ≃ cone(L′/K′ → L′′/K′′).
(b) In the situation of (a), assume that the morphism L′/K′ −→ L′′/K′′ is injective
with a d-flat cokernelM0. Then there exists a (d−1)-coacyclic CDG-module L0 with
a (d− 1)-coacyclic CDG-submodule K0 such that L0/K0 ≃M0.
Proof. The proof is similar to that in [38]. 
Lemma C. For any contractible d-flat CDG-module M there exists a surjective
closed morphism onto M from a contractible 0-flat CDG-module L with a (d − 1)-
coacyclic kernel K.
Proof. Let p : P −→ M be a surjective morphism onto the quasi-coherent graded
B-module M from a flat quasi-coherent graded B-module P, and p˜ : G+(P) −→M
be the induced surjective closed morphism of quasi-coherent CDG-modules. Let
t : M −→ M be a contracting homotopy for M and tP : G+(P) −→ G+(P) be
the natural contracting homotopy for G+(P). Then u˜ = p˜tP − tp˜ : G+(P) −→ M
is a closed morphism of quasi-coherent CDG-modules of degree −1. Denote by u
the restriction of u˜ to P ⊂ G+(P). There exists a surjective morphism from a
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flat quasi-coherent graded B-module Q onto the fibered product of the morphisms
p : P −→ M and u : P −→ M. Hence we obtain a surjective morphism of quasi-
coherent graded B-modules q : Q −→ P and a morphism of quasi-coherent graded
B-modules v : Q −→ P of degree −1 such that uq = pv.
The morphism q induces a surjective closed morphism of quasi-coherent CDG-mod-
ules q˜ : G+(Q) −→ G+(P). The morphism q˜ is homotopic to zero with the natural
contracting homotopy q˜tQ = tP q˜. The morphism v induces a closed morphism of
CDG-modules v˜ : G+(Q) −→ G+(P) of degree −1. The morphism tP q˜− v˜ is another
contracting homotopy for q˜. The latter homotopy forms a commutative square with
the morphisms p˜, p˜q˜, and the contracting homotopy t for the CDG-module M.
Let N be the kernel of the morphism p˜q˜ : G+(Q) −→M and K be the kernel of the
morphism p˜ : G+(P) −→M. Then the natural surjective closed morphism r : N −→
K is homotopic to zero; the restriction of the map tP q˜ − v˜ provides the contracting
homotopy that we need. In addition, the kernel G+(ker q) of the morphism r is
contractible. So the cone of the morphism r is isomorphic to K ⊕ N [1], and on the
other hand there is an exact triple G+(ker q)[1] −→ cone(r) −→ cone(idK). Since K
is (d− 1)-flat and ker q is flat, this proves that K is (d− 1)-coacyclic. It remains to
take L = G+(P). 
Lemma D. Let M−→M′ be a homotopy equivalence of d-flat CDG-modules such
that M′ is the quotient CDG-module of a (d−1)-coacyclic CDG-module by a (d−1)-
coacyclic CDG-submodule. Then M is also such a quotient.
Proof. The proof is similar to that in [38]. 
It is clear that the property of a CDG-module to be presentable as the cokernel
of an injective closed morphism of (d − 1)-coacyclic CDG-modules is stable under
infinite direct sums. This finishes our construction and the proof of Theorem. 
Remark. The assertion of part (c) of Theorem 1.4 can be equivalently rephrased
with flat modules replaced by locally projective ones. Indeed, a finitely presented
module over a ring is flat if and only if it is projective.
In the infinitely generated situation of parts (a-b), flatness of quasi-coherent sheaves
is different from their local projectivity (which is a stronger condition), but the as-
sertions remain true after one replaces the former with the latter. The same applies
to Proposition 1.5(a) below. Indeed, by Theorem A.2, for any quasi-coherent graded
algebra B over an affine scheme U , projectivity of a graded module over the graded
ring B(U) is a local notion. Taking this fact into account, our proof goes through for
locally projective quasi-coherent graded modules in place of flat ones and the locally
projective dimension (defined as the minimal length of a locally projective resolution)
in place of the flat dimension.
When B = OX , local projectivity of quasi-coherent modules is equivalent to local
freeness [2, Corollary 4.5]. Furthermore, in this case, assuming additionally that X
has finite Krull dimension, the classes of quasi-coherent sheaves of finite flat dimension
and of finite locally projective dimension coincide [46, Corollaire II.3.3.2].
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1.5. Fully faithful embedding. The next proposition is stronger than Theorem 1.4
in some respects, and is proven by an entirely different technique.
Proposition. (a) For any quasi-coherent CDG-algebra B over X, the func-
tor Dabs(B–qcohfl) −→ D
abs(B–qcoh) induced by the embedding of DG-categories
B–qcohfl −→ B–qcoh is fully faithful.
Furthermore, let B be a quasi-coherent CDG-algebra over X such that the under-
lying quasi-coherent graded algebra B is Noetherian. Then
(b) the functor Dabs(B–cohfl) −→ Dabs(B–coh) induced by the embedding of
DG-categories B–cohfl −→ B–coh is fully faithful;
(c) the functor Dabs(B–coh) −→ Dabs(B–qcoh) induced by the embedding of
DG-categories B–coh −→ B–qcoh is fully faithful;
(d) the functor Dabs(B–coh) −→ Dco(B–qcoh) induced by the embedding of
DG-categories B–coh −→ B–qcoh is fully faithful and its image forms a set of
compact generators for Dco(B–qcoh).
Proof. The proof of part (d) in the case when X is affine can be found in [43, Sec-
tion 3.11] (the part concerning compact generation belongs to D. Arinkin). The proof
in the general case is similar; and part (c) can be also proven in the way similar to [43,
Theorem 3.11.1]. Part (b) in the affine case is easy and follows from the semiorthog-
onality property of CDG-modules with projective underlying graded modules and
absolutely acyclic/contraacyclic CDG-modules [43, Theorem 3.5(b)], since finitely
generated flat modules over a Noetherian ring are projective. A detailed proof of
part (b) in the general case is given below; and the proof of part (a) (which does not
automatically simplify in the affine case) is similar.
We will show that any morphism E −→ L from a CDG-module E ∈ H0(B–cohfl)
to a CDG-module L ∈ H0(B–coh) absolutely acyclic with respect to B–coh can be
annihilated by a morphism P −→ E from a CDG-module P ∈ H0(B–cohfl) with
a cone of the morphism P −→ E being absolutely acyclic with respect to B–cohfl.
By the definition, the CDG-module L is a direct summand of a CDG-module ho-
motopy equivalent to a CDG-module obtained from the totalizations of exact triples
of CDG-modules in B–coh using the operation of passage to the cone of a closed
morphism repeatedly. It suffices to consider the case when L itself is obtained from
totalizations of exact triples using cones. We proceed by induction in the number of
operations of passage to the cone in such a construction of L.
So we assume that there is a distinguished triangle K −→ L −→ M −→ K[1] in
H0(B–coh) such thatM is the total CDG-module of an exact triple of CDG-modules
in B–coh, while the CDG-module K has the desired property with respect to mor-
phisms into it from all CDG-modules F ∈ H0(B–cohfl). If we knew that the objectM
also has the same property, it would follow that the composition E −→ L −→M can
be annihilated by a morphism F −→ E with F ∈ H0(B–cohfl) and a cone absolutely
acyclic with respect to B–cohfl. The composition F −→ E −→ L then factorizes
through K, and the morphism F −→ K can be annihilated by a morphism P −→ F
with P ∈ H0(B–cohfl) and a cone absolutely acyclic with respect to B–cohfl. The
composition P −→ F −→ E provides the desired morphism P −→ E .
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Thus it remains to construct a morphism F −→ E with the required properties an-
nihilating a morphism E −→M, whereM is the total CDG-module of an exact triple
of CDG-modules U −→ V −→ W. For any graded module N over B, morphisms of
graded B-modules N −→ M of degree n are represented by triples (f, g, h), where
f : N −→ U is a morphism of degree n+ 1, g : N −→ V is a morphism of degree n,
and h : N −→ W is a morphism of degree n − 1. Denote the closed morphisms in
the exact triple U −→ V −→ W by j : U −→ V and k : V −→W.
Lemma E. Let N be a CDG-module over B and M be the total CDG-module of an
exact triple of CDG-modules U −→ V −→W as above. Then
(a) the differential of a morphism of graded B-modules N −→M of degree n rep-
resented by a triple (f, g, h) is given by the rule d(f, g, h) = (−df, −jf +dg, kg−dh);
(b) when (f, g, h) is a closed morphism of CDG-modules of degree n and the mor-
phism of graded B-modules h : N −→ W can be lifted to a morphism of graded
B-modules t : N −→ V of degree n− 1, the morphism (f, g, h) is homotopic to zero.
Proof. The complex of morphisms in the DG-category of CDG-modules HomB(N ,M)
is the total complex of the bicomplex of abelian groups HomB(N ,U) −→
HomB(N ,V) −→ HomB(N ,W). The formula in (a) is the formula for the dif-
ferential of a total complex.
Furthermore, the sequence 0 −→ HomB(N ,U) −→ HomB(N ,V) −→ HomB(N ,W)
is exact. Let Hom′B(N ,W) denote the cokernel of the morphism of complexes
HomB(N ,U) −→ HomB(N ,V); then Hom
′
B(N ,W) is a subcomplex of HomB(N ,W)
and the total complex of the bicomplex HomB(N ,U) −→ HomB(N ,V) −→
Hom′B(N ,W) is an acyclic subcomplex of HomB(N ,M). Hence any cocycle in
HomB(N ,M) that belongs to this subcomplex is a coboundary.
To present the same argument using our letter notation for morphisms, assume
that kt = h. Then k(dt − g) = dh − kg = 0, so there exists a morphism of graded
B-modules s : N −→ U of degree n such that dt− g = js. Then jds = −dg = −jf ,
hence ds = −f and d(s, t, 0) = (f, g, h). 
Recall the notation G+(Q) for the CDG-module freely generated by a graded
B-module Q (see the beginning of the proof of Theorem 1.4).
Lemma F. Let M be the total CDG-module of an exact triple of CDG-modules
U −→ V −→W as above, and let Q be a graded B-module. Assume that a morphism
of graded B-modules p : Q −→ M of degree n with the components (f, g, h) is given
such that the component h : Q −→W can be lifted to a morphism of graded B-modules
t : Q −→ V of degree n− 1. Let p˜ : G+(Q) −→M be the induced closed morphism of
CDG-modules of degree n and (f˜ , g˜, h˜) be its three components. Then the morphism of
graded B-modules h˜ : G+(Q) −→W can be lifted to a morphism of graded B-modules
t˜ : G+(Q) −→ V of degree n− 1.
Proof. Notice that any closed morphism of CDG-modules G+(Q) −→ M is homo-
topic to zero, since the CDG-module G+(Q) is contractible. The conclusion of the
lemma is stronger, and we will need its full strength. The argument consists in a
computation in the letter notation for morphisms.
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For any CDG-module N over B, morphisms of graded B-modules r˜ : G+(Q) −→ N
of degree n− 1 are uniquely determined by their restriction to Q and the restriction
to Q of their differential dr˜, which can be arbitrary morphisms of graded B-modules
Q −→ N of the degrees n−1 and n, respectively. Extend our morphism t : Q −→ V to
a morphism of graded B-modules t˜ : G+(Q) −→ V of degree n−1 such that (dt˜)|Q = g.
Then kt˜|Q = kt = h = h˜|Q and (d(kt˜))|Q = k(dt˜)|Q = kg = kg˜|Q = (dh˜)|Q by
Lemma E(a), hence kt˜ = h˜. 
Now represent a closed morphism E −→ M by a triple (f, g, h) of morphisms of
the degrees 1, 0, and −1, respectively. Let Q be a flat coherent graded B-module
mapping surjectively onto the fibered product of the morphisms k : V −→ W and
h : E −→ W (see the beginning of the proof of Theorem 1.4 again). Then there is a
surjective morphism of graded B-modules q : Q −→ E and its composition with the
morphism h : E −→ W can be lifted to a morphism of graded B-modules t : Q −→ V
of degree −1. Consider the induced morphism of CDG-modules q˜ : G+(Q) −→ E . By
Lemma F, the composition hq˜ : G+(Q) −→W can be lifted to a morphism of graded
B-modules t˜ : G+(Q) −→ V of degree −1.
Let R denote the kernel of the closed morphism q˜. Then the cone F of the em-
bedding R −→ G+(Q) maps naturally onto E with the cone absolutely acyclic with
respect to B–cohfl. As a graded B-module, the CDG-module F is isomorphic to
G+(Q) ⊕R[1]; the composition F −→ E −→ M factorizes through the direct sum-
mand G+(Q), where it is defined by the triple (f q˜, gq˜, hq˜). Since the morphism hq˜
can be lifted to V, so can the corresponding component F −→ W of the morphism
F −→M. Thus the latter morphism is homotopic to zero by Lemma E(b). 
In some cases the use of Lemma F in the above proof of part (b) can be avoided.
Assume that X is a projective scheme over a Noetherian ring and the category of
coherent graded B-modules is equivalent to the category of coherent modules over
some coherent (graded) OX -algebraA. In this situation, one takes Q to be the graded
B-module corresponding to the (graded) A-module induced from a large enough finite
direct sum of (shifts of) copies of a sufficiently negative invertible OX-module; then
there is a surjective morphism of graded B-modules Q −→ E and any morphism of
graded B-modules G+(Q) −→W lifts to V.
Remark. We do not know how to extend the proof of Proposition 1.5(a-b) to the
coderived categories of quasi-coherent CDG-modules. Instead, this argument appears
to be well-suited for use with the contraderived categories (see [43, Section 3.3] for
the definition). In particular, it allows to show that the contraderived category of left
CDG-modules over a CDG-ring B with a right coherent underlying graded ring is
equivalent to the contraderived category of CDG-modules whose underlying graded
B-modules are flat (cf. [43, paragraph after the proof of Theorem 3.8]).
This is the main reason why we sometimes find it easier to deal with the absolute
derived rather than the coderived categories of infinitely generated CDG-modules
(cf. Remark 2.8). On the other hand, for the coderived category of quasi-coherent
CDG-modules we have the compact generation result (part (d) of Proposition), the
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results and arguments of Sections 1.7, 1.10, 2.5, 2.9, etc. The conditions under which
these two versions of the construction of the derived category of the second kind for
a given class of CDG-modules lead to the same triangulated category are discussed
below in Section 1.6.
1.6. Finite homological dimension theorem. Let B–qcohlp denote the DG-cate-
gory of quasi-coherent CDG-modules over B whose underlying graded B-modules are
locally projective (see Remark 1.4 and Theorem A.2). Denote by Dco(B–qcohlp) and
Dabs(B–qcohlp) the corresponding coderived and absolute derived categories.
Theorem. The triangulated categories Dco(B–qcohlp) and D
abs(B–qcohlp) coincide,
i. e., every CDG-module over B that is coacyclic with respect to B–qcohlp is also
absolutely acyclic with respect to B–qcohlp.
Proof. The reason for this assertion to be true is that the exact category of locally
projective graded B-modules has finite homological dimension [34, Lemma 1.12] and
exact functors of infinite direct sums. If this exact category also had enough injectives,
the simple argument from [43, Theorem 3.6(a) and Remark 3.6] would suffice to
establish the desired Dco = Dabs isomorphism for it (see also [42, Remark 2.1]). The
lengthy argument below is designed to provide a way around the injective objects
issue in this kind of proof.
Our aim is to show that for any closed morphism P −→ L from a CDG-module
P ∈ B–qcohlp to a CDG-module L absolutely acyclic with respect to B–qcohlp there
exists an exact sequence 0 −→ Qd −→ Qd−1 −→ · · · −→ Q0 −→ P −→ 0 of
CDG-modules and closed morphisms in B–qcohlp such that the induced morphism
from the total CDG-module of Qd −→ · · · −→ Q0 to L is homotopic to zero. Here
d is a fixed integer equal to the homological dimension of the exact category of locally
projective graded B-modules, which does not exceed the number of open subsets in
an affine covering of X minus one.
Taking P = L and the morphism P −→ L to be the identity, we will then conclude
that P is isomorphic to a direct summand of the total CDG-module ofQd −→ · · · −→
Q0 −→ P in H0(B–qcohlp). Hence an object of H
0(B–qcohlp) is absolutely acyclic
with respect to B–qcohlp if and only if it is isomorphic to a direct summand of the
total CDG-module of a (d+ 2)-term exact sequence of CDG-modules from B–qcohlp
with closed morphisms between them. It will immediately follow that the class of
CDG-modules absolutely acyclic with respect to B–qcohlp is closed under infinite
direct sums, so it coincides with the class of coacyclic CDG-modules.
We can suppose that there exists a sequence of distinguished triangles Ki−1 −→
Ki −→ Mi −→ Ki−1[1] in H0(B–qcohlp) such that K0 = 0, Kn = L, and Mi is
the total CDG-module of an exact triple Ui −→ Vi −→ Wi of CDG-modules from
B–qcohlp for all 1 ≤ i ≤ n. We will start with constructing an exact sequence
0 −→ Q′n −→ · · · −→ Q
′
0 −→ P −→ 0 with the above properties, but of the length n
rather than d. Then we will use the finite homological dimension property of locally
projective graded B-modules in order to obtain the desired resolution Q
•
of a fixed
length d from a resolution Q′
•
.
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Lemma G. Let M be the total CDG-module of an exact triple U −→ V −→ W
of CDG-modules from B–qcohlp and K −→ L −→ M −→ K[1] be a distinguished
triangle in H0(B–qcohlp). Then for any CDG-module P ∈ B–qcohlp and a mor-
phism P −→ L in H0(B–qcohlp) there exists an exact triple R −→ Q −→ P of
CDG-modules from B–qcohlp and a morphism R[1] −→ K in H
0(B–qcohlp) such
that the composition F −→ P −→ L, where F is the cone of the closed morphism
R −→ Q, is equal to the composition F −→ R[1] −→ K −→ L in H0(B–qcohlp).
Proof. The argument is based on Lemmas E–F from Section 1.5. We can assume
that L is the cone of a closed morphism M[−1] −→ K and fix a closed morphism
P −→ L representing the given morphism in the homotopy category. Arguing as in
the proof of Proposition 1.5, we can construct a surjective closed morphism Q′ −→ P
onto P from a CDG-module Q′ ∈ B–qcohlp such that the composition Q
′ −→ P −→
L −→ M −→ W[−1] lifts to a morphism of graded B-modules Q′ −→ V[−1]. Here
it suffices to apply the functor G+ to the fibered product of the morphisms of graded
B-modules P −→W[−1] and V[−1] −→ W[−1], and use Lemma F.
Then the morphism Q′ −→ M is homotopic to zero with a natural contracting
homotopy (provided by the proof of Lemma E), so the morphism Q′ −→ L factorizes,
up to a homotopy, as the composition of a naturally defined closed morphism Q′ −→
K and the closed morphism K −→ L. Set Q to be the cocone of the closed morphism
Q′ −→ K; then we have a surjective closed morphism Q −→ Q′ such that the
composition Q −→ Q′ −→ K is homotopic to zero.
Let R be kernel of the morphism Q −→ P and F be the cone of the morphism
R −→ Q; then there is a natural closed morphism F −→ P. Using Lemma E and
arguing as in the end of the proof of Proposition 1.5 again, we can conclude that the
composition F −→ P −→ L −→ M is homotopic to zero. Indeed, the composition
F −→ M −→ W[−1] lifts to a graded B-module morphism F −→ V[−1], since
F ≃ Q ⊕R[−1] as a graded B-module, the morphism F −→ M factorizes through
the projection of F onto Q, and the morphism Q −→ Q′ −→ W[−1] lifts to a graded
B-module morphism Q −→ Q′ −→ V[−1] by our construction.
Notice that the contracting homotopy that we have obtained for the closed mor-
phism F −→M forms a commutative diagram with the closed morphisms Q −→ F ,
Q −→ Q′, and the contracting homotopy that we have previously had for the closed
morphism Q′ −→ M (since so do the liftings F −→ V[−1] and Q′ −→ V[−1]).
This allows to factorize, up to a homotopy, the closed morphism F −→ L as the
composition of a closed morphism F −→ K and the closed morphism K −→ L in
such a way that the morphism F −→ K forms a commutative diagram with the
closed morphisms Q −→ F , Q −→ Q′, and the closed morphism Q′ −→ K that we
have previously constructed. The composition Q −→ F −→ K, being equal to the
composition Q −→ Q′ −→ K, is homotopic to zero; hence the morphism F −→ K
factorizes through the closed morphism F −→ R[1] in H0(B–qcohlp). 
Applying Lemma G to the morphism P −→ L and the distinguished triangle
Kn−1 −→ L −→ Mn −→ Kn−1, we obtain an exact triple R′0 −→ Q
′
0 −→ P and
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a morphism R′0[1] −→ Kn−1 in H
0(B–qcohlp). Applying the same lemma again to
the morphism R′0[1] −→ Kn−1 and the distinguished triangle Kn−2 −→ Kn−1 −→
Mn−1 −→ Kn−2[1], we construct an exact triple R′1 −→ Q
′
1 −→ R
′
0 and a morphism
R′1[2] −→ Kn−2, etc. Finally we obtain an exact triple R
′
n−1 −→ Q
′
n−1 −→ R
′
n−2 and
a morphism R′n−1[n] −→ K0 = 0.
Let us check that the natural morphism from the total CDG-module of the complex
0 −→ R′n−1 −→ Q
′
n−1 −→ · · · −→ Q
′
0 to the CDG-module L is homotopic to
zero. Denote this morphism by fn. It factorizes naturally through the cone F0
of the closed morphism R′0 −→ Q
′
0, and the morphism F0 −→ L is homotopic to
the composition F0 −→ R′0[1] −→ Kn−1 −→ L. Hence, up to the homotopy, the
morphism fn factorizes through the morphism fn−1 from the total CDG-module of
the complex 0 −→ R′n−1 −→ Q
′
n−1 −→ · · · −→ Q
′
1 to Kn−1 induced by the morphism
R′0[1] −→ Kn−1. Continuing to argue in this way, we conclude that the morphism f
factorizes, up to a homotopy, through the morphism f0 : R′n−1[n] −→ K0 = 0.
It remains to “cut” our exact sequence of an unknown length n to a fixed size d.
For this purpose, we will assume that n > d and construct from our exact sequence
of length n another exact sequence with the same properties, but of the length n−1.
This part of the argument is based on the following lemma.
Lemma H. For any CDG-moduleM∈ B–qcohlp, locally projective graded B-module
E , and a homogeneous surjective morphism of locally projective graded B-modules
E −→M, there exist a CDG-module Q ∈ B–qcohlp, a surjective closed morphism of
CDG-modulesQ −→M, and a homogeneous surjective morphism of locally projective
graded B-modules Q −→ E , such that the triangle Q −→ E −→M commutes.
Proof. For any open subscheme U ⊂ X , one can simply define Qi(U) as the abelian
group of all pairs (e′ ∈ E i+1(U), e ∈ E i(U)) such that df(e) = f(e′), where f denotes
the morphism of graded B-modules E −→ M and d is the differential in M. The
action of B in Q is defined by the formula b(e′, e) = ((−1)|b|be′ + d(b)e, be); the
differential in Q is given by the obvious rule d(e′, e) = (he, e′). The morphism Q −→
E is defined as (e′, e) 7−→ e; the morphism Q −→ M, given by (e′, e) 7−→ f(e),
obviously commutes with the differentials.
It remains to check that the graded B-module Q is locally projective. This can
be done by comparing the above construction with the constructions of the freely
(co)generated CDG-modules G+(E) and G−(E) from [43, proof of Theorem 3.6] (see
the beginning of the proof of Theorem 1.4). One can simply define G−(E) as being
isomorphic to G+(E)[1]. Since M is a CDG-module, there is a natural closed mor-
phism of CDG-modules M −→ G−(M). The CDG-module Q is the fibered prod-
uct of the surjective closed morphism of CDG-modules G−(E) −→ G−(M) and the
closed morphismM−→ G−(M); hence the graded B-module Q is locally projective.
The morphism Q −→ E is induced by the natural morphism of graded B-modules
G−(E) −→ E . It forms a commutative diagram with the morphism E −→ M, since
the composition M−→ G−(M) −→M is the identity morphism. 
19
The exact sequence of CDG-modules 0 −→ R′n−1 −→ Q
′
n−1 −→ · · · −→ Q
′
0 −→
P −→ 0 represents a certain Yoneda Ext class of degree n between the locally pro-
jective graded B-modules P and R′n−1. Since the homological dimension of the exact
category of such B-modules is equal to d and we assume that n > d, this Ext class
has to vanish. This means that there exists an exact sequence of locally projective
graded B-modules 0 −→ R′n−1 −→ En−1 −→ · · · −→ E0 −→ P −→ 0 mapping to our
original exact sequence, with the maps on the rightmost and leftmost terms being
the identity maps, such that the embedding of B-modules R′n−1 −→ En−1 splits.
As explained in [44, proof of Lemma 4.4], one can assume the morphisms Ei −→ Q′i
to be surjective. Applying Lemma H, we obtain a surjective closed morphism of
CDG-modules Q0 −→ Q′0 and a morphism of graded B-modules Q0 −→ E0 forming
a commutative triangle with the morphism E0 −→ Q
′
0. Applying Lemma H to the
surjective morphism of fibered products Q0 ×E0 E1 −→ Q0 ×Q′0 Q
′
1, we obtain a
surjective closed morphism Q1 −→ Q
′
1 and a closed morphism Q1 −→ Q0 forming a
commutative square with the closed morphisms Q0 −→ Q′0 and Q
′
1 −→ Q
′
0. Besides,
the sequence Q1 −→ Q0 −→ P is exact at Q0. We also obtain a morphism of graded
B-modules Q1 −→ E1 forming a commutative triangle with the morphisms to Q′1 and
a commutative square with the morphisms to E0.
Proceeding in this way, we construct a sequence Qn−2 −→ · · · −→ Q0 −→ P −→ 0,
which is exact at all the middle terms, maps onto the sequence Q′n−2 −→ · · · −→
Q′0 −→ P by closed morphisms, and maps into the sequence En−2 −→ · · · −→ E0 −→
P so that the triangle of the maps of sequences commutes. Finally, notice that
En−1 ≃ En−2×Q′n−2Q
′
n−1, and set Qn−1 = Qn−2×Q′n−2Q
′
n−1. Then the exact sequence
of CDG-modules 0 −→ R′n−1 −→ Qn−1 −→ · · · −→ Q0 −→ P −→ 0 maps onto
the exact sequence 0 −→ R′n−1 −→ Q
′
n−1 −→ · · · −→ Q
′
0 −→ P −→ 0 by closed
morphisms, and this map of exact sequences factorizes through the exact sequence
of graded B-modules 0 −→ R′n−1 −→ En−1 −→ · · · −→ E0 −→ P −→ 0. The
composition of the morphism Qn−1 −→ En−1 with the splitting En−1 −→ R′n−1 of the
embedding R′n−1 −→ En−1 provides a graded B-module splitting Qn−1 −→ R
′
n−1 of
the embedding of CDG-modules R′n−1 −→ Qn−1.
Denote by Rn−2 the image of the morphism of CDG-modules Qn−1 −→ Qn−2. The
morphism from the total CDG-module of the complexR′n−1 −→ Q
′
n−1 −→ · · · −→ Q
′
0
to the CDG-module L is homotopic to zero, hence so is the morphism to L from
the total CDG-module of the complex R′n−1 −→ Qn−1 −→ · · · −→ Q0. The lat-
ter morphism factorizes naturally through the total CDG-module of the complex
Rn−2 −→ Qn−2 −→ · · · −→ Q0. The cone of this closed morphism between two
total CDG-modules is homotopy equivalent to the total CDG-module of the exact
triple R′n−1 −→ Qn−1 −→ Rn−2. Since this exact triple splits as an exact triple
of graded B-modules, its total CDG-module is contractible. Consequently, the mor-
phism between the total CDG-modules of R′n−1 −→ Qn−1 −→ · · · −→ Q0 and
Rn−2 −→ Qn−2 −→ · · · −→ Q0 is a homotopy equivalence.
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It follows that the natural morphism from the total CDG-module of the resolution
Rn−2 −→ Qn−2 −→ · · · −→ Q0 of the CDG-module P to the CDG-module L is
homotopic to zero, and we are done. 
So far we have only considered flat coherent CDG-modules over quasi-coherent
CDG-algebras B whose underlying quasi-coherent graded algebras are Noetherian.
But the latter restriction is not necessary, as flat and locally finitely presented
(or, which is equivalent, locally projective and finitely generated) quasi-coherent
graded B-modules always form an exact subcategory of flat (or locally projective)
graded B-modules. The notation B–cohlp (understood in the obvious sense as the
DG-category of CDG-modules over B with coherent and locally projective underly-
ing graded B-modules) is synonymous to B–cohfl (see Remark 1.4).
Corollary. The functor Dabs(B–cohlp) −→ Dco(B–qcohlp) induced by the embedding
of DG-categories B–cohlp −→ B–qcohlp is fully faithful.
Proof. When B is Noetherian, one can show that the functor Dabs(B–cohlp) −→
Dabs(B–qcohlp) is fully faithful by comparing parts (a-c) of Proposition 1.5 (with the
flatness condition replaced by the local projectivity). In the general case, one proves
this assertion directly, using an argument similar to the proof of Proposition 1.5(a-b).
Then it remains to use the above Theorem. 
When every flat quasi-coherent graded module over B has finite locally projective
dimension (see Remark 1.4), one has Dco(B–qcohlp) ≃ D
co(B–qcohfl) ≃ D
co(B–qcohffd)
and Dabs(B–qcohlp) ≃ D
abs(B–qcohfl) ≃ D
abs(B–qcohffd) by appropriate versions of
Theorem 1.4. Consequently, it follows from Theorem above that Dabs(B–qcohfl) =
Dco(B–qcohfl) and D
abs(B–qcohffd) = D
co(B–qcohffd) in this case. Thus the functor
Dabs(B–cohfl) −→ Dco(B–qcohfl) is fully faithful; when B is Noetherian, so is the
functor Dabs(B–cohffd) −→ Dco(B–qcohffd).
1.7. Gorenstein case. Here we establish a sufficient condition for the functor
Dco(B–qcohfl) −→ D
co(B–qcoh) to be an equivalence of triangulated categories.
Let B–qcohinj denote the full DG-subcategory in B–qcoh consisting of the
CDG-modules whose underlying quasi-coherent graded B-modules are injective.
Furthermore, let B–qcohfid be the full DG-subcategory in B–qcoh consisting of
the CDG-modules whose underlying quasi-coherent graded B-modules have finite
injective dimension (i. e., admit a finite right resolution by injective quasi-coherent
graded B-modules). Let Dabs(B–qcohfid) and D
co(B–qcohfid) denote the corresponding
derived categories of the second kind. (The difficulty in the definition of the latter
category, similar to the difficulty in the definition of Dco(B–qcohffd) discussed in
Section 1.3, does not actually arise, as it is clear from part (a) of the next lemma.)
Lemma. (a) For any quasi-coherent CDG-algebra B over X, the natural functors
H0(B–qcohinj) −→ D
abs(B–qcohfid) −→ D
co(B–qcohfid) are equivalences of triangu-
lated categories.
(b) Let B be a quasi-coherent CDG-algebra over X whose underlying quasi-coherent
graded algebra B is Noetherian. Then the functor H0(B–qcohinj) −→ D
co(B–qcoh)
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induced by the embedding B–qcohinj −→ B–qcoh is an equivalence of triangulated
categories.
Proof. Part (a) is provided by [43, Theorem and Remark in Section 3.6]. Part (b)
is a particular case of [43, Theorem and Remark in Section 3.7], since the class of
injective quasi-coherent graded B-modules is closed under infinite direct sums in its
assumptions. (Cf. [26, Proposition 2.4].) 
Proposition. Let B be a quasi-coherent CDG-algebra over X such that the quasi-
coherent graded algebra B is Noetherian and the classes of quasi-coherent graded
B-modules of finite flat dimension and of finite injective dimension coincide. Then the
functors Dabs(B–qcohfl) −→ D
co(B–qcohfl) −→ D
co(B–qcoh) induced by the embedding
B–qcohfl −→ B–qcoh are equivalences of triangulated categories.
Proof. Since B–qcohffd = B–qcohfid, the isomorphism of categories D
abs(B–qcohffd) =
Dco(B–qcohffd) follows from part (a) of Lemma. Applying Theorem 1.4, we obtain
the isomorphism of categories Dabs(B–qcohfl) −→ D
co(B–qcohfl). Similarly, it suf-
fices to compare parts (a) and (b) of Lemma in order to conclude that the functor
Dco(B–qcohfid) −→ D
co(B–qcoh) is an equivalence of categories, hence so are the func-
tors Dco(B–qcohfl) −→ D
co(B–qcohffd) −→ D
co(B–qcoh). (Cf. [43, Section 3.9].) 
1.8. Pull-backs and push-forwards. Let f : Y −→ X be a morphism of separated
Noetherian schemes, BX be a quasi-coherent CDG-algebra over X , and BY a quasi-
coherent CDG-algebra over Y . A morphism of quasi-coherent CDG-algebras BX −→
BY compatible with the morphism Y −→ X is the data of a CDG-ring morphism
BX(U) −→ BY (V ) for each pair of affine open subschemes U ⊂ X and V ⊂ Y such
that f(V ) ⊂ U . This data should satisfy the obvious compatibility condition: for
any affine open subschemes U ′ ⊂ U and V ′ ⊂ V such that f(V ′) ⊂ U ′, the square
diagram of CDG-ring morphisms between the CDG-rings BX(U), BX(U ′), BY (V ),
and BY (V ′) must be commutative.
Let BX −→ BY be a morphism of quasi-coherent CDG-algebras compatible with
a morphism of schemes Y −→ X . Then for any quasi-coherent left CDG-module
M over BX the quasi-coherent graded left module f ∗M = BY ⊗f−1BX f
−1M over
BY has a natural structure of quasi-coherent CDG-module over BY . Similarly, for
any quasi-coherent left CDG-module N over BY the quasi-coherent graded left mod-
ule f∗N over BX has a natural structure of quasi-coherent CDG-module over BX .
These CDG-module structures are defined in terms of the CDG-ring morphisms
BX(U) −→ BY (V ). The above constructions provide the underived direct and inverse
image functors, which can be viewed as triangulated functors f ∗ : H0(BX–qcoh) −→
H0(BY –qcoh) and f∗ : H0(BY –qcoh) −→ H0(BX–qcoh). The functor f∗ is right ad-
joint to the functor f ∗.
The derived inverse image functor Lf ∗ is in general only defined on CDG-modules
satisfying certain finite flat dimension conditions. Restricting the functor f ∗ to flat
CDG-modules, we obtain a triangulated functor H0(BX–qcohfl) −→ H
0(BY –qcohfl),
which takes objects coacyclic with respect to BX–qcohfl to objects coacyclic with
respect to BY –qcohfl, since the inverse image preserves infinite direct sums and short
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exact sequences of flat quasi-coherent graded modules. Hence there is the induced
triangulated functor Dco(BX–qcohfl) −→ D
co(BY –qcohfl). Applying Theorem 1.4(a),
we construct the derived inverse image functor
Lf ∗ : Dco(BX–qcohffd) −−→ D
co(BY –qcohffd).
Assuming that there are enough vector bundles on X and Y , and restrict-
ing the functor f ∗ to flat coherent CDG-modules, we obtain a triangulated
functor H0(BX–cohfl) −→ H0(BY –cohfl), which induces a triangulated functor
Dabs(BX–cohfl) −→ Dabs(BY –cohfl). Assuming additionally that the quasi-coherent
graded algebras BX and BY are Noetherian and applying Theorem 1.4(c), we
construct the derived inverse image functor
Lf ∗ : Dabs(BX–cohffd) −−→ D
abs(BY –cohffd).
When f is an affine morphism, the direct image of quasi-coherent sheaves is an ex-
act functor (preserving also infinite direct sums), so the functor f∗ : H
0(BY –qcoh) −→
H0(BX–qcoh) induces a triangulated functor Dco(BY –qcoh) −→ Dco(BX–qcoh). To
construct the derived direct image functor between the coderived categories in the
general case, we need to use injective resolutions.
From now on we assume that BX and BY are Noetherian; so Lemma 1.7(b) is ap-
plicable to BY . Restricting the functor f∗ to the full subcategory H0(BY –qcohinj) ⊂
H0(BY –qcoh) and composing it with the localization functor H0(BX–qcoh) −→
Dco(BX–qcoh), we obtain the derived direct image functor
Rf∗ : D
co(BY –qcoh) −−→ D
co(BX–qcoh).
Proposition. Assume that there are enough vector bundles on X and Y . Then
the functors Lf ∗ : Dabs(BX–cohffd) −→ Dabs(BY –cohffd) and Rf∗ : Dco(BY –qcoh) −→
Dco(BX–qcoh) are “partially adjoint” to each other in the following sense: for any
objects M∈ Dabs(BX–cohffd) and N ∈ D
co(BY –qcoh) there is a natural isomorphism
of abelian groups
HomDco(BX–qcoh)(ιXM, Rf∗N ) ≃ HomDco(BY –qcoh)(ιY Lf
∗M, N ),
where ιX : D
abs(BX–cohffd) −→ Dco(BX–qcoh) and ιY : Dabs(BX–cohffd) −→ Dco
(BY –qcoh) are the natural fully faithful triangulated functors.
Proof. The functors ιX and ιY are fully faithful by Theorem 1.4(c) and Proposi-
tion 1.5(b, d). Using Theorem 1.4(c), let us assume that M ∈ Dabs(BX–cohfl). We
can also assume that N ∈ H0(BY –qcohinj).
Then the left-hand side is the (filtered) inductive limit of HomH0(BX–qcoh)(M
′′, f∗N )
over all morphismsM′′ −→M in H0(BX–qcoh) with a cone coacyclic with respect to
BX–qcoh. According to the proofs of Proposition 1.5(b) and [43, Theorem 3.11.1], any
morphism fromM to an object coacyclic with respect to BX–qcoh factorizes through
an object absolutely acyclic with respect to BX–cohfl. Thus the above inductive limit
coincides with the similar limit taken over all morphismsM′ −→M in H0(BX–cohfl)
with a cone absolutely acyclic with respect to BX–cohfl.
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By [43, Theorem 3.5(a), Remark 3.5, and Lemma 1.3], the right-hand side is isomor-
phic to HomH0(BY –qcoh)(f
∗M,N ) and to HomH0(BY –qcoh)(f
∗M′,N ), since the objects
of H0(BY –qcohinj) are right orthogonal to any coacyclic objects in H
0(BY –qcoh). So
the assertion follows from the adjointness of the functors f ∗ and f∗ on the level of
the homotopy categories of quasi-coherent CDG-modules. 
Remark. It is not immediately obvious from the above construction that the derived
functor Rf∗ is compatible with the compositions, i. e., for g : Z −→ Y and f : Y −→
X one has R(fg)∗ ≃ Rf∗ ◦ Rg∗. The problem is that the direct image functor f∗
does not preserve injectivity of quasi-coherent graded modules in general. When the
derived direct image functors are adjoint to appropriately defined derived inverse
images (see Section 1.9 below for some results of this kind), the problem reduces to
checking that the derived inverse images are compatible with the compositions, which
may be easier to see from our definitions.
One general approach to this problem is to replace injective quasi-coherent graded
B-modules with quasi-coherent graded B-modules that are flabby as sheaves of
graded abelian groups in our construction of the derived direct images. The class
of flabby sheaves of abelian groups is closed under infinite direct sums, since the
underlying topological space of the scheme is Noetherian; it is also always closed
under extensions and cokernels of injective morphisms. Whenever the quasi-coherent
graded algebra B is Noetherian, all injective quasi-coherent graded B-modules are
flabby by Theorem A.3. Therefore, the coderived category of flabby quasi-coherent
CDG-modules over B is equivalent to the homotopy category H0(B–qcohinj) by a
version of Lemma 1.7(b), hence it is also equivalent to the coderived category of all
quasi-coherent CDG-modules Dco(B–qcoh) (cf. the proof of Proposition 1.7).
The direct images preserve exact triples of flabby sheaves, so derived direct images
can be defined using flabby resolutions. The direct images also take flabby sheaves
to flabby sheaves, hence the desired compatibility of their derived functors with the
compositions of scheme morphisms follows.
Moreover, assuming additionally that the scheme has finite Krull dimension, the
absolute derived category of flabby quasi-coherent CDG-modules is equivalent to
Dabs(B–qcoh) by a dual version of Theorem 1.4(b), as the “flabby dimension” of any
quasi-coherent graded B-module is finite. This allows to define the derived direct
images on the absolute derived categories of quasi-coherent CDG-modules (another
approach to this question is to use the construction from the proof of Proposition 1.9
below). Notice that all our constructions of derived inverse images are also applicable
to the categories Dabs(B–qcoh).
Finally, let us point out that for any morphism of quasi-coherent CDG-algebras
BX −→ BY with Noetherian underlying quasi-coherent graded algebras BX and BY
compatible with a morphism of separated Noetherian schemes f : Y −→ X the func-
tor Rf∗ has a right adjoint functor
f ! : Dco(BX–qcoh) −−→ D
co(BY –qcoh).
24
Indeed, the triangulated category Dco(BY –qcoh) is compactly generated by Propo-
sition 1.5(d), and the functor Rf∗ preserves infinite direct sums, since the class of
injective quasi-coherent graded BY -modules is closed under infinite direct sums, due
to Noetherianness of BY . So it remains to apply [31, Theorem 4.1].
There is a special situation when one can construct the above functor f ! explicitly.
Assume that f : Y −→ X is an affine morphism. Let us say that the quasi-coherent
graded algebra BY is finite over BX if for any affine open subscheme U ⊂ X the
graded BX(U)-module BY (f−1(U)) is finitely generated, or in other words, if the
quasi-coherent graded BX -module f∗BY is coherent.
Let BX −→ BY be a morphism of Noetherian quasi-coherent CDG-algebras com-
patible with an affine morphism of separated Noetherian schemes f : Y −→ X such
that the quasi-coherent graded algebra BY is finite over BX . Given a quasi-coherent
graded left module M over BX , we set (f !M)(f−1(U)) to be the graded left module
of homogeneous morphisms (of various degrees) HomBX(U)(BY (f
−1(U)),M(U))
over the graded ring BY (f−1(U)) for any affine open subscheme U ⊂ X . Due to
the finiteness condition on BY over BX , for any affine open subscheme V ⊂ U
there are natural isomorphisms (f !M)(f−1(V )) ≃ OX(V )⊗OX(U) (f
!M)(f−1(U)) ≃
OY (f
−1(V )) ⊗OY (f−1(U)) (f
!M)(f−1(U)), which allow to extend the assignment
f−1(U) 7−→ (f !M)(f−1(U)) to a quasi-coherent graded module f !(M) over the
quasi-coherent graded algebra BY .
Given a quasi-coherent CDG-moduleM over BX , the conventional rule d(g)(m) =
d(g(m))−(−1)|g|g(d(m)) (with the usual change-of-connection modifications) defines
the structure of a quasi-coherent CDG-module over BY on the quasi-coherent graded
module f !(M). This construction provides a triangulated functor f ! : H0(BX–qcoh)
−→ H0(BY –qcoh) right adjoint to the triangulated functor f∗ : H0(BY –qcoh) −→
H0(BX–qcoh). Restricting the functor f ! : H0(BX–qcoh) −→ H0(BY –qcoh) to the
full subcategory of injective quasi-coherent CDG-modules inH0(BX–qcoh) and taking
into account Lemma 1.7(b), we obtain the right derived functor
Rf ! : Dco(BX–qcoh) −−→ D
co(BY –qcoh),
which is right adjoint to the (underived, as the morphism f is affine) direct image
functor f∗ : D
co(BY –qcoh) −→ Dco(BX–qcoh). In other words, the functor Rf ! co-
incides with the above adjoint functor f ! : Dco(BX–qcoh) −→ Dco(BY –qcoh) in our
special case.
1.9. Morphisms of finite flat dimension. Let f : Y −→ X be a morphism of
separated Noetherian schemes, and let BX −→ BY be a compatible morphism of
quasi-coherent CDG-algebras. We will say that the quasi-coherent graded algebra
BY has finite flat dimension over BX if (the left derived functor of) the functor
of inverse image f ∗ acting between the abelian categories of quasi-coherent graded
modules over BX and BY has finite homological dimension. Equivalently, for any
affine open subschemes U ⊂ X and V ⊂ Y such that f(V ) ⊂ U the graded right
BX(U)-module BY (V ) should have finite flat dimension.
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A quasi-coherent graded BX-module is said to be adjusted to f ∗ if its derived
inverse image under f , as an object of the derived category of the abelian category
of quasi-coherent graded BY -modules, coincides with the underived inverse image.
Denote the DG-category of quasi-coherent CDG-modules over BX whose underlying
graded BX -modules are adjusted to f ∗ by BX–qcohf–adj. When BX is Noetherian,
let BX–cohf–adj denote the similarly defined DG-category of coherent CDG-modules.
We will use our usual notation for the absolute derived and coderived categories of
these DG-categories of CDG-modules.
Lemma. Assume that the quasi-coherent graded algebra BY has finite flat dimension
over BX . Then
(a) the functor Dco(BX–qcohf–adj) −→ D
co(BX–qcoh) induced by the embedding of
DG-categories BX–qcohf–adj −→ BX–qcoh is an equivalence of triangulated categories;
(b) the functor Dabs(BX–qcohf–adj) −→ D
abs(BX–qcoh) induced by the embedding of
DG-categories BX–qcohf–adj −→ BX–qcoh is an equivalence of triangulated categories;
(c) if there are enough vector bundles on X and BX is Noetherian, the func-
tor Dabs(BX–cohf–adj) −→ D
abs(BX–coh) induced by the embedding of DG-categories
BX–cohf–adj −→ BX–coh is an equivalence of triangulated categories.
Proof. This is a version of Theorem 1.4, provable in the same way (cf. Corollary 2.6
below). The assertions hold, because any quasi-coherent graded BX -module has a
finite left resolution consisting of quasi-coherent CDG-modules adjusted to f ∗, and
similarly for coherent CDG-modules. 
The functor of inverse image f ∗ : H0(BX–qcoh) −→ H0(BY –qcoh) takes CDG-mod-
ules coacyclic with respect to BX–qcohf–adj to CDG-modules coacyclic with respect
to BY –qcoh, and hence induces a triangulated functor D
co(BX–qcohf–adj) −→
Dco(BY –qcoh). Taking Lemma into account, we construct the derived inverse image
functor
Lf ∗ : Dco(BX–qcoh) −−→ D
co(BY –qcoh).
One shows that this functor is left adjoint to the functor Rf∗ constructed in 1.8 in
the way analogous to (but simpler than) the proof of Proposition 1.8.
When there are enough vector bundles on X , and BX and BY are Noetherian, we
construct the derived inverse image functor
Lf ∗ : Dabs(BX–coh) −−→ D
abs(BY –coh)
in the similar way.
Let BopX and B
op
Y denote the quasi-coherent graded algebras with the opposite mul-
tiplication to BX and BY .
Proposition. When BopY has finite flat dimension over B
op
X , the derived inverse image
functor Lf ∗ : Dco(BX–qcohffd) −→ D
co(BY –qcohffd) constructed in 1.8 has a right
adjoint functor
Rf∗ : D
co(BY –qcohffd) −−→ D
co(BX–qcohffd).
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Proof. Let {Uα} be a finite affine covering of Y . To any object N ∈ BY –qcohffd,
assign the total CDG-module R{Uα}f∗N of the finite Cˇech complex⊕
α f |Uα∗(N|Uα) −−→
⊕
α<β f |Uα∩Uβ∗(N|Uα∩Uβ) −−→ · · ·
of CDG-modules over BX .
The terms of this complex belong to BX–qcohffd, since the morphism f |V : V −→
X is affine for any intersection V of a nonempty subset of affine open subschemes
Uα ⊂ Y and the quasi-coherent graded algebra B
op
Y has finite flat dimension over
BopX . Hence one has R{Uα}f∗N ∈ BX–qcohffd; it is clear that R{Uα}f∗ is a DG-functor
BY –qcohffd −→ BX–qcohffd taking coacyclic objects to coacyclic objects. So we have
the induced functor Rf∗ between the coderived categories.
It remains to obtain the adjunction isomorphism
HomDco(BX–qcohffd)(M,Rf∗N ) ≃ HomDco(BY –qcohffd)(Lf
∗M,N )
forM ∈ Dco(BX–qcohffd). Denote by N+ the total CDG-module of the finite complex
C•{Uα}N =
(⊕
α jUα∗j
∗
UαN −→
⊕
α<β jUα∩Uβ∗j
∗
Uα∩Uβ
N −→ · · · )
of CDG-modules over BY (where jV : V −→ Y denotes the embedding of an affine
open subscheme). Then we have R{Uα}f∗N ≃ f∗N+. There is a natural closed
morphism N −→ N+ of CDG-modules over BY with the cone coacyclic (and even
absolutely acyclic) with respect to BY –qcohffd.
For any CDG-module Q ∈ BY –qcohffd such that f∗Q ∈ BX–qcohffd, there is a
natural map
ψ : HomDco(BX–qcohffd)(M, f∗Q) −−→ HomDco(BY –qcohffd)(Lf
∗M,Q).
Indeed, by (the proof of) Theorem 1.4(a), any morphism M −→ f∗Q in
Dco(BX–qcohffd) can be represented as a fraction formed by a morphism M
′ −→M
in H0(BX–qcohffd) with M
′ ∈ BX–qcohfl and a cone coacyclic with respect to
BX–qcohffd, and a morphismM
′ −→ f∗Q in H0(BX–qcohffd). To such a fraction, the
map ψ assigns the related morphism Lf ∗M = f ∗M′ −→ Q.
For a fixedM, the map ψ is a morphism of cohomological functors of the argument
Q ∈ H0(BY –qcohffd) with f∗Q ∈ H
0(BX–qcohffd). Thus in order to show that it is an
isomorphism for Q = N+, it suffices to check that it is an isomorphism for Q = jV ∗P
for every affine V ⊂ Y and P ∈ BY |V –qcohffd. This follows from the adjunction
isomorphism
HomDco(BX–qcohffd)(M, f |V ∗P) ≃ HomDco(BY |V –qcohffd)(Lf |
∗
VM,P)
and the similar isomorphism for the embedding jV , which hold because the functors
f |V ∗ and jV ∗ are exact, the morphisms f |V and jV being affine. 
Remark. One can also use the above Cˇech complex approach in order to construct
a version of the derived functor Rf∗ : D
co(BY –qcoh) −→ Dco(BX–qcoh). One can
check that this construction agrees with the injective resolution construction from
Section 1.8, using the fact that the restrictions of injective quasi-coherent graded
BY -modules to open subschemes are injective (Theorem A.3). Alternatively, in the
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assumption of finite flat dimension of BY over BX , one checks that both constructions
provide functors right adjoint to Lf ∗, hence they are isomorphic.
This allows to conclude that the derived functors Rf∗ acting on arbitrary quasi-
coherent CDG-modules and quasi-coherent CDG-modules of finite flat dimension
form a commutative diagram with the natural functors from the coderived categories
of the latter to the coderived categories of the former.
1.10. Supports of CDG-modules. Let X be a Noetherian scheme. The set-
theoretic support of a quasi-coherent sheaf M on X is the minimal closed subset
T ⊂ X such that the restriction of M to the open subscheme X \ T vanishes. Given
a Noetherian quasi-coherent graded algebra B over X and a quasi-coherent graded
B-module M, the set-theoretic support T = SuppM of M is defined similarly. It
only depends on the underlying quasi-coherent OX -module of M.
Let B be a quasi-coherent CDG-algebra over X whose underlying quasi-coherent
graded algebra B is Noetherian. Fix a closed subset T ⊂ X . Denote by B–qcohT
the full DG-subcategory in B–qcoh consisting of all the quasi-coherent CDG-modules
whose underlying quasi-coherent graded B-modules have their set-theoretic supports
contained in T . The DG-category B–cohT of coherent CDG-modules with the set-
theoretic support in T is defined similarly.
Let Dco(B–qcohT ) and D
abs(B–cohT ) denote the coderived and the absolute derived
category of these DG-categories of CDG-modules. Finally, let B–qcohT,inj denote the
DG-category of quasi-coherent CDG-modules over B whose underlying quasi-coherent
graded modules are injective objects of the abelian category of quasi-coherent graded
B-modules with the set-theoretic support contained in T .
Proposition. (a) The functor H0(B–qcohT,inj) −→ D
co(B–qcohT ) induced by the
embedding of DG-categories B–qcohT,inj −→ B–qcohT is an equivalence of triangulated
categories.
(b) The functor Dabs(B–cohT ) −→ Dco(B–qcohT ) induced by the embedding of
DG-categories B–cohT −→ B–qcohT is fully faithful and its image is a set of compact
generators of the target category.
(c) The functor Dco(B–qcohT ) −→ D
co(B–qcoh) induced by the embedding of
DG-categories B–qcohT −→ B–qcoh is fully faithful.
(d) The functor Dabs(B–cohT ) −→ Dabs(B–coh) induced by the embedding of
DG-categories B–cohT −→ B–coh is fully faithful.
Proof. Part (a) is essentially a particular case of [43, Theorem and Remark in Sec-
tion 3.7]. It is only important here that there are enough injective objects in the
abelian category of quasi-coherent graded B-modules supported set-theoretically in T
and the class of such injective objects is closed under infinite direct sums. This is so
because the abelian category in question is a locally Noetherian Grothendieck cate-
gory (since X and B are Noetherian). Part (b) can be proven in the same way as the
results of [43, Section 3.11]. Part (d) follows from parts (b-c) and Proposition 1.5(d).
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Finally, part (c) follows from part (a), Lemma 1.7(b), and the fact that any in-
jective object J in the category of quasi-coherent graded B-modules supported set-
theoretically in T is also an injective object in the category of arbitrary quasi-coherent
graded B-modules. The latter is essentially a reformulation of the Artin–Rees lemma.
Indeed, it suffices to check that for any coherent graded B-module M and its
coherent graded B-submodule N , any morphism of quasi-coherent graded B-modules
φ : N −→ J can be extended to M. Let Z be a closed subscheme structure on the
closed subset T ⊂ X . Then there is an integer n ≥ 0 such that the morphism φ
annihilates InZN (where IZ is the sheaf of ideals of the closed subscheme Z). By
Lemma A.3, there exists m ≥ 0 such that ImZM ∩ N ⊂ I
n
ZN . Then there exists
a morphism M/ImZM −→ J of quasi-coherent graded B-modules supported set-
theoretically in T which extends the given morphism into J from the quasi-coherent
graded B-submodule N /(ImZM∩N ) ⊂M/I
m
ZM. 
Let U ⊂ X denote the open subscheme X \ T .
Theorem. (a) The functor of restriction to the open subscheme Dco(B–qcoh) −→
Dco(B|U–qcoh) is the Verdier localization functor by the thick subcategory Dco(B–qcohT )
⊂ Dco(B–qcoh). In particular, the kernel of the restriction functor coincides with the
subcategory Dco(B–qcohT ).
(b) The functor of restriction to the open subscheme Dabs(B–coh) −→ Dabs(B|U–coh)
is the Verdier localization functor by the triangulated subcategory Dabs(B–cohT ) ⊂
Dabs(B–coh). In particular, the kernel of the restriction functor coincides with the
thick envelope of (i. e., the minimal thick subcategory containing) Dabs(B–cohT ) in
Dabs(B–coh).
Proof. Let j : U −→ X denote the natural open embedding. To prove part (a), con-
sider the functor Rj∗ : D
co(B|U–qcoh) −→ D
co(B–qcoh) as constructed in Section 1.8.
The quasi-coherent graded algebra B|U being flat over B, the functor Rj∗ is right ad-
joint to the restriction functor j∗ : Dco(B–qcoh) −→ Dco(B|U–qcoh). Obviously, the
composition j∗Rj∗ is the identity functor. It follows that the functor j
∗ is a Verdier
localization functor by its kernel, which is the full subcategory consisting of all the
cones of the adjunction morphisms M−→ Rj∗j∗M, where M∈ Dco(B–qcoh).
Represent the object M by a CDG-module with an injective underlying quasi-
coherent graded B-module. By Theorem A.3, the quasi-coherent graded B|U -module
j∗M is then also injective, so we have Rj∗j∗M = j∗j∗M. Obviously, both the kernel
and the cokernel of the closed morphism of CDG-modules M −→ j∗j∗M belong to
B–qcohT , and it follows, in view of part (c) of Proposition, that the cone also belongs
to Dco(B–qcohT ).
To prove part (b), notice first that any coherent CDG-module over B|U can be ex-
tended to a coherent CDG-module over B (because a coherent sheaf K on U can be
extended to a coherent subsheaf of j∗K), so the restriction functor is essentially surjec-
tive. Taking this observation into account, part (b) follows from part (a), part (b) of
the above Proposition, Proposition 1.5(d), and the standard results about localization
of compactly generated triangulated categories [30, Lemma 2.5 to Theorem 2.1]. 
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Define the category-theoretic support suppM of a quasi-coherent CDG-moduleM
over B as the minimal closed subset T ⊂ X such that the restriction M|U of M to
the open subscheme U = X \T is a coacyclic CDG-module over B|U . In other words,
X \ suppM is the union of all open subschemes V ⊂ X such thatM|V is a coacyclic
CDG-module over B|V (see Remark 1.3). Obviously, one has suppM⊂ SuppM.
The category-theoretic support of a coherent CDG-moduleM over B can be equiv-
alently defined as the minimal closed subset T ⊂ X such that the restriction M|U of
M to the open subscheme U = X \T is absolutely acyclic. Indeed, any CDG-module
from B|U–coh that is coacyclic with respect to B|U–qcoh is also absolutely acyclic
with respect to B|U–coh by Proposition 1.5(d).
Corollary. (a) For any quasi-coherent CDG-module M over B with the category-
theoretic support suppM contained in T , there exists a quasi-coherent CDG-module
M′ over B such that M is isomorphic to M′ in Dco(B–qcoh) and the set-theoretic
support SuppM′ is contained in T .
(b) For any coherent CDG-module M over B with the category-theoretic support
suppM contained in T , there exists a coherent CDG-module M′ over B such that
M is isomorphic to a direct summand of M′ in Dabs(B–coh) and the set-theoretic
support SuppM′ is contained in T .
Proof. Follows immediately from Theorem. 
Remark. One can prove that the restriction functor in part (a) of Theorem is a
Verdier localization functor without assuming the quasi-coherent graded algebra B
to be Noetherian. Indeed, one can construct a right adjoint functor Rj∗ to the
restriction functor j∗ in the way similar to that of Proposition 1.9; then it is easy to
see that j∗Rj∗ is the identity functor.
When B is Noetherian, the above Theorem can be generalized as follows. Let
S and T be closed subsets in X ; set U = X \ T . Then the restriction func-
tor Dco(B–qcohS) −→ D
co(B|U–qcohU∩S) is the Verdier localization functor by the
thick subcategory Dco(B–qcohT∩S), and the restriction functor D
abs(B–cohS) −→
Dabs(B|U–cohU∩S) is the Verdier localization functor by the triangulated subcategory
Dabs(B–cohT∩S). The proof is similar to the above.
It is not difficult to deduce from the latter assertions, using the result of [31,
Theorem 2.1(5)], that the property of an object of Dco(B–qcoh) to belong to the
thick envelope of Dabs(B–coh) is local in X . Using the Cˇech exact sequence as in
Remark 1.3, one can easily see that the property of an object of Dabs(B–qcoh) to
belong to Dabs(B–qcohfl) is also local.
We do not know whether the property of an object of Dabs(B–coh) or Dabs(B–qcohfl)
to belong to Dabs(B–cohfl) is local in general. In the particular case of matrix factoriza-
tions, such results will be proven in Section 3.2 using the connection with singularity
categories (cf. Remark 3.6).
Notice that the theory of localization for compactly generated triangulated cate-
gories, on which the proof of part (b) of Theorem is based, was originally applied in
algebraic geometry for the purposes of the Thomason–Trobaugh localization theory
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of perfect complexes. In this section we apply it to coherent CDG-modules. In fact,
we will see in Section 3.3 that the localization theory fails for locally free matrix
factorizations of finite rank.
2. Triangulated Categories of Relative Singularities
2.1. Relative singularity category. Recall that X denotes a separated Noether-
ian scheme with enough vector bundles. The triangulated category of singularities
DbSing(X) of the scheme X is defined [34, Section 1.2] as the quotient category of the
bounded derived category Db(X–coh) of coherent sheaves on X by its thick subcat-
egory Perf (X) of perfect complexes on X .
The perfect complexes, in our assumptions, can be simply defined as bounded
complexes of locally free sheaves of finite rank, so Perf (X) = Db(X–cohlf) is the
bounded derived category of the exact category X–cohlf of locally free sheaves of
finite rank on X . Equivalently, the perfect complexes are the compact objects of the
unbounded derived category of quasi-coherent sheaves D(X–qcoh) on the scheme X
[31, Examples 1.10–1.11 and Corollary 2.3].
Let Z ⊂ X be a closed subscheme such that OZ has finite flat dimension as
an OX -module. In this case the derived inverse image functor Li∗ for the closed
embedding i : Z −→ X acts on the bounded derived categories of coherent sheaves,
Db(X–coh) −→ Db(Z–coh). We call the quotient category of Db(Z–coh) by the thick
subcategory generated by the objects in the image of this functor the triangulated
category of singularities of Z relative to X and denote it by DbSing(Z/X).
Note that the triangulated category of relative singularities DbSing(Z/X) is a quo-
tient category of the conventional (absolute) triangulated category of singularities
DbSing(Z) of the scheme Z. Indeed, the thick subcategory Perf (Z) ⊂ D
b(Z–coh) is
generated by any ample family of vector bundles on Z, since any such family is a set
of compact generators of the unbounded derived category of quasi-coherent sheaves
D(Z–qcoh) on Z [31]; in particular, it is generated by the restrictions to Z of vector
bundles from X (see also Lemma 2.8).
The functor Li∗ : Db(X–coh) −→ Db(Z–coh) induces a triangulated functor
i◦ : DbSing(X) −→ D
b
Sing(Z). Furthermore, since the sheaf i∗OZ belongs to Perf (X),
the functor i∗ : D
b(Z–coh) −→ Db(X–coh) takes Perf (Z) to Perf (X) (cf. [34,
paragraphs before Proposition 1.14]). Hence the functor i∗ induces a triangulated
functor i◦ : D
b
Sing(Z) −→ D
b
Sing(X) right adjoint to i
◦. The triangulated category
DbSing(Z/X) is the quotient category of D
b
Sing(Z) by the thick subcategory generated
by the image of the functor i◦.
When X is regular, any coherent sheaf on X has a finite resolution by locally free
sheaves of finite rank. So DbSing(X) = 0, hence the triangulated categories D
b
Sing(Z)
and DbSing(Z/X) coincide. The converse is also true: the structure sheaf of the reduced
scheme structure on the closure of any singular point of X is not a perfect complex
on X , so DbSing(X) 6= 0 when X is not regular.
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Remark. Roughly speaking, the triangulated category of relative singularities
DbSing(Z/X) measures how much worse are the singularities of Z compared to the
singularities of X in a neighborhood of Z.
The basic formal properties of DbSing(Z/X) are similar to those of D
b
Sing(Z). When
theOX -moduleOZ has finite flat dimension, the derived category Db(X–coh) is gener-
ated by coherent sheaves adjusted to i∗. Let EZ/X denote the minimal full subcategory
of the abelian category of coherent sheaves on Z containing the restrictions of such co-
herent sheaves fromX and closed under extensions and the kernels of epimorphisms of
sheaves. Then EZ/X is naturally an exact category and its bounded derived category
Db(EZ/X) is equivalent to the thick subcategory of D
b(Z–coh) generated by the de-
rived restrictions of coherent sheaves fromX , so DbSing(Z/X) = D
b(Z–coh)/Db(EZ/X).
One can define the E-homological dimension of a coherent sheaf (or bounded com-
plex) on Z as the minimal length of a left resolution consisting of objects from EZ/X .
This dimension does not depend on the choice of a resolution (in the same sense as
the conventional flat dimension doesn’t). The thick subcategory Db(EZ/X) consists
of those objects of Db(Z–coh) that have finite E-homological dimensions.
Unlike in the case of perfect complexes, we do not know whether the property to
belong to EZ/X or D
b(EZ/X) is local, though. In the case when Z is a Cartier divisor,
locality can be established using Theorem 2.7 below and Remark 1.3.
2.2. Matrix factorizations. Following [39], we will consider matrix factorizations
of a global section of a line bundle. So let L be a line bundle (invertible sheaf) on X
and w ∈ L(X) be a fixed section, called the potential.
Let B = (X,L, w) denote the following Z-graded quasi-coherent CDG-algebra
over X . The component Bn is isomorphic to L⊗n/2 for n ∈ 2Z and vanishes for
n ∈ 2Z+1, the multiplication in B being given by the natural isomorphisms L⊗n/2⊗OX
L⊗m/2 −→ L⊗(n+m)/2. For any affine open subscheme U ⊂ X , the differential on B(U)
is zero, and the curvature element is w|U ∈ B
2(U) = L(U). The elements aUV defining
the restriction morphisms of CDG-rings B(V ) −→ B(U) all vanish.
The category of quasi-coherent Z-graded B-modules is equivalent to the category
of quasi-coherent Z/2-graded OX -modules, the equivalence assigning to a graded
B-moduleM the pair of OX-modules which we denote symbolically by U
0 =M0 and
U1 ⊗L⊗1/2 =M1. Conversely, Mn ≃ Un mod 2 ⊗OX L
⊗n/2 for all n ∈ Z (the meaning
of the notation in the right-hand side being the obvious one). This equivalence of
abelian categories preserves all the properties of coherence, flatness, flat dimension,
local projectivity/local freeness, etc. that we have been interested in in Section 1.
Following [26], we will consider CDG-modules over B = (X,L, w) whose underlying
graded B-modules correspond to coherent or quasi-coherent OX-modules, rather than
just locally free sheaves (as in the conventional matrix factorizations). A quasi-
coherent CDG-module over (X,L, w) is the same thing as a pair of quasi-coherent
OX -modules U
0 and U1 ⊗ L⊗1/2 endowed with OX-linear morphisms U
0 −→ U1 ⊗
L⊗1/2 and U1 ⊗ L⊗1/2 −→ U0 ⊗OX L such that both compositions U
0 −→ U1 ⊗
L⊗1/2 −→ U0 ⊗OX L and U
1 ⊗ L⊗1/2 −→ U0 ⊗OX L −→ U
1 ⊗OX L
⊗3/2 are equal to
the multiplications with w.
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2.3. Exotic derived categories of matrix factorizations. The following corol-
lary is a restatement of the results of Section 1 in the application to the quasi-coherent
CDG-algebra B = (X,L, w). We will use the notation (X,L, w)–cohlf (instead of the
previously introduced B–cohfl) for the DG-category of locally free matrix factoriza-
tions of finite rank, and the notation (X,L, w)–qcohlf (instead of the previously intro-
duced B–qcohlp) for the DG-category of locally free matrix factorizations of possibly
infinite rank (see Remark 1.4). The rest of our notation system for various classes of
quasi-coherent CDG-modules over B = (X,L, w) remains in use.
In addition, we also denote by (X,L, w)–qcohlfd the DG-category of quasi-coherent
CDG-modules of finite locally free/locally projective dimension over (X,L, w) (see
Remark 1.4 again). Let Dco((X,L, w)–qcohlfd) and D
abs((X,L, w)–qcohlfd) be the
corresponding derived categories of the second kind.
Corollary. (a) The functor Dco((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcohffd) induced
by the embedding of DG-categories (X,L, w)–qcohfl −→ (X,L, w)–qcohffd is an equiv-
alence of triangulated categories.
(b) The functor Dabs((X,L, w)–qcohfl) −→ D
abs((X,L, w)–qcohffd) induced by the
embedding of DG-categories (X,L, w)–qcohfl −→ (X,L, w)–qcohffd is an equivalence
of triangulated categories.
(c) The functors Dco((X,L, w)–qcohlf) −→ D
co((X,L, w)–qcohlfd) and D
abs((X,L,
w)–qcohlf) −→ D
abs((X,L, w)–qcohlfd) induced by the embedding of DG-categories
(X,L, w)–qcohlf −→ (X,L, w)–qcohlfd are equivalences of triangulated categories.
(d) The triangulated categories Dco((X,L, w)–qcohlf) and D
abs((X,L, w)–qcohlf)
coincide, as do the categories Dco((X,L, w)–qcohlfd) and D
abs((X,L, w)–qcohlfd). The
natural functors between these four categories form a commutative square of equiva-
lences of triangulated categories.
(e) When the scheme X has finite Krull dimension, the functors Dco((X,L, w)
–qcohlf) −→ D
co((X,L, w)–qcohfl) and D
abs((X,L, w)–qcohlf) −→ D
abs((X,L, w)
–qcohfl) induced by the embedding of DG-categories (X,L, w)–qcohlf −→ (X,L, w)
–qcohfl are equivalences of triangulated categories. The natural functors between these
four categories form a commutative square of equivalences.
(f) When the scheme X has finite Krull dimension, the triangulated category
Dco((X,L, w)–qcohfl) coincides with D
abs((X,L, w)–qcohfl) and the triangulated cate-
gory Dco((X,L, w)–qcohffd) coincides with D
abs((X,L, w)–qcohffd). The natural func-
tors between these four categories form a commutative square of equivalences.
(g) The functor Dabs((X,L, w)–cohlf) −→ Dabs((X,L, w)–cohffd) induced by the
embedding of DG-categories (X,L, w)–cohlf −→ (X,L, w)–cohffd is an equivalence of
triangulated categories.
(h) The triangulated functors Dabs((X,L, w)–qcohlf) −→ D
abs((X,L, w)–qcohfl)
−→ Dabs((X,L, w)–qcoh) induced by the embeddings of DG-categories (X,L, w)
–qcohlf −→ (X,L, w)–qcohfl −→ (X,L, w)–qcoh are fully faithful.
(i) The triangulated functor Dabs((X,L, w)–cohlf) −→ D
abs((X,L, w)–coh) induced
by the embedding of DG-categories (X,L, w)–cohlf −→ (X,L, w)–coh is fully faithful.
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(j) The triangulated functor Dabs((X,L, w)–cohlf) −→ Dco((X,L, w)–qcohlf) in-
duced by the embedding of DG-categories (X,L, w)–cohlf −→ (X,L, w)–qcohlf is fully
faithful.
(k) The triangulated functor Dabs((X,L, w)–coh) −→ Dabs((X,L, w)–qcoh) induced
by the embedding of DG-categories (X,L, w)–coh −→ (X,L, w)–qcoh is fully faithful.
(l) The triangulated functor Dabs((X,L, w)–coh) −→ Dco((X,L, w)–qcoh) induced
by the embedding of DG-categories (X,L, w)–coh −→ (X,L, w)–qcoh is fully faithful
and its image forms a set of compact generators for Dco((X,L, w)–qcoh).
Proof. Parts (a-b) and (g) are particular cases of Theorem 1.4, and the proof of
part (c) is similar (see Remark 1.4). Part (g) also essentially follows from Proposi-
tion 1.5(b) (and part (b) can be proven similarly). Parts (h-i) and (k-l) are particular
cases of Proposition 1.5 (except for “locally free half” of part (h), which is similar to
the “flat half”). Part (d) is Theorem 1.6 together with part (c). Part (j) is Corol-
lary 1.6. Part (e) follows from parts (a-c) and Remark 1.4 (cf. the discussion in the
end of Section 1.6). Part (f) follows from parts (a-b) and (d-e); alternatively, it can be
proven directly in the way similar to part (d), using the fact that the exact category
of flat quasi-coherent sheaves on X has finite homological dimension when the Krull
dimension of X is finite. 
2.4. Regular and Gorenstein scheme cases. When the scheme X is regular or
Gorenstein, the assertions of Corollary 2.3 simplify as follows.
Corollary. (a) When the scheme X is Gorenstein of finite Krull dimension, the
functors Dabs((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcoh)
induced by the embedding of DG-categories (X,L, w)–qcohfl −→ (X,L, w)–qcoh are
equivalences of triangulated categories.
(b) When the scheme X is regular of finite Krull dimension, the natural functors
between the categories Dabs((X,L, w)–qcohfl), D
co((X,L, w)–qcohfl), D
abs((X,L, w)
–qcoh), and Dco((X,L, w)–qcoh) form a commutative square of equivalences of tri-
angulated categories.
(c) When the scheme X is regular, the natural functor Dabs((X,L, w)–cohlf) −→
Dabs((X,L, w)–coh) is an equivalence of triangulated categories.
Proof. Part (a) is a particular case of Proposition 1.7. Part (c) follows from
Corollary 2.3(g), since any coherent sheaf on a regular scheme has finite flat di-
mension. In the assumptions of part (b), the functor Dabs((X,L, w)–qcoh) −→
Dco((X,L, w)–qcoh) is an isomorphism of triangulated categories by [43, Theo-
rem 3.6(a) and Remark 3.6], since the abelian category of quasi-coherent sheaves
on a regular scheme of finite Krull dimension has finite homological dimension and
enough injectives (cf. Theorem 1.6). The remaining assertions of part (b) follow
from Corollary 2.3(a-b), or alternatively from part (a). 
Assuming that X has finite Krull dimension, the assertions of Corollaries 2.3–2.4
may be summarized by the following commutative diagram of triangulated functors.
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Here, as above, B denotes the quasi-coherent CDG-algebra (X,L, w):
Dabs(B–cohlf) D
abs(B–cohffd)
Dabs(B–coh)
Dco=abs(B–qcohlfd)
Dco=abs(B–qcohlf) D
co=abs(B–qcohffd) D
co(B–qcoh)
Dco=abs(B–qcohfl) D
abs(B–qcoh)




--
--❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬❬❬
❬❬❬❬❬ = when X regular


comp.
gener.
{{
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
♦♦♦♦♦
♦ ❖❖❖❖❖❖
//
= when X Gorenstein
++
++❲❲❲
❲❲❲❲
= when X
regular
❖❖❖
❖❖❖ ♦♦♦ ♦♦♦
33 33❣❣❣❣❣❣❣❣❣
= when X
regular
The four categories in the left lower area are coderived categories coinciding with
absolute derived categories (of the same classes of quasi-coherent CDG-modules).
The five double lines between these four categories are equivalences, as is the upper
left horizontal line. All the arrows going down are fully faithful functors. The image
of the rightmost vertical arrow is a set of compact generators in the target category.
The only arrow going up is a Verdier localization functor.
Nothing is claimed about the long horizontal arrow in the right lower area of
the diagram in general; but when X is Gorenstein, this functor is an equivalence of
categories. WhenX is regular, all the arrows going right are equivalences of categories
(so the whole diagram reduces to one triangulated category with infinite direct sums,
containing a full triangulated subcategory of compact generators).
Recall also that, by Lemma 1.7, for any X we have a commutative diagram of
triangulated functors
H
0(B–qcohinj) D
co=abs(B–qcohfid) D
co(B–qcoh)
Dabs(B–qcoh)
**
**❚❚
❚❚❚
❚❚❚
❚❚ 44 44❥❥❥❥❥❥❥❥❥❥❥
with equivalences of categories in the upper line. The fully faithful embedding
Dabs(B–qcohfid) −→ D
abs(B–qcoh), which in the Gorenstein case (of finite Krull di-
mension) coincides with the embedding Dabs(B–qcohffd) −→ D
abs(B–qcoh), is always
right adjoint to the localization functor Dabs(B–qcoh) −→ Dco(B–qcoh).
Remark. When X is an affine Noetherian scheme of finite Krull dimension, the em-
beddings of DG-categories (X,L, w)–qcohlp −→ (X,L, w)–qcohfl −→ (X,L, w)–qcoh
induce equivalences H0(B–qcohlp) ≃ D
abs(B–qcohfl) ≃ D
ctr(B–qcoh) between the ho-
motopy category of (locally) projective matrix factorizations of infinite rank, the ab-
solute derived category of flat matrix factorizations, and the contraderived category of
arbitrary quasi-coherent matrix factorizations (see [43, Section 3.8]; cf. Remark 1.5).
2.5. Serre–Grothendieck duality. The aim of this section is to show that the
somewhat mysterious long horizontal arrow in the above large diagram is actu-
ally a functor between two equivalent triangulated categories, for a rather wide
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class of schemes X . The functor Dco((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcoh)
in the above diagram, which is induced by the embedding of DG-categories
(X,L, w)–qcohfl −→ (X,L, w)–qcoh, is not the equivalence that we have in mind,
however (unless the scheme is Gorenstein). Instead, the equivalence between the
categories Dco((X,L, w)–qcohfl) and D
co((X,L, w)–qcoh) is constructed using a
dualizing complex on X [19, Section V.2].
Before recalling the definition of a dualizing complex, let us discuss the notion of
the quasi-coherent internal Hom. Given quasi-coherent sheavesM andN over X , the
quasi-coherent sheaf HomX–qc(M,N ) is defined by the isomorphism HomOX (−⊗OX
M, N ) ≃ HomOX (−,HomX–qc(M,N )) of functors from the category of quasi-
coherent sheaves to the category of abelian groups. Equivalently, the quasi-coherent
sheaf HomX–qc(M,N ) can be obtained by applying the coherator functor [48, Sec-
tions B.12–B.14] to the sheaf of OX -modules HomOX (M,N ). Whenever M is a co-
herent sheaf, the sheafHomOX (M,N ) of OX -module internal Hom is quasi-coherent,
and HomX–qc(M,N ) ≃ HomOX (M,N ).
Notice that the construction of the sheaf HomX–qc(M,N ) is not local in general,
i. e., it does not commute with the restrictions of quasi-coherent sheaves to open
subschemes; when the sheaf M is coherent, it does.
Lemma. (a) For any injective quasi-coherent sheaf J over a separated Noetherian
scheme X, the functor M 7−→ HomX–qc(M,J ) is exact.
(b) For any flat quasi-coherent sheaf F and injective quasi-coherent sheaf J over
X, the quasi-coherent sheaves F ⊗OX J and HomX–qc(F ,J ) are injective.
(c) For any injective quasi-coherent sheaves J ′ and J over X, the quasi-coherent
sheaf HomX–qc(J ′,J ) is flat.
Proof. The second assertion of part (b) is obvious from the universal property defining
HomX–qc. To prove the first one, notice that injectivity of quasi-coherent sheaves over
a Noetherian scheme is a local property ([19, Lemma II.7.16 and Theorem II.7.18] or
Theorem A.3), a flat quasi-coherent sheaf over an affine scheme is a filtered inductive
limit of locally free sheaves of finite rank [4, No. 1.5–6], and injectivity of modules
over a Noetherian ring is preserved by filtered inductive limits.
The proof of parts (a) and (c) follows the argument in [28, Lemma 8.7]. Choose
a finite affine covering Uα of the scheme X and consider the morphism J −→⊕
α jUα∗j
∗
UαJ . Being an embedding of injective quasi-coherent sheaves, it splits,
so J is a direct summand of the direct sum of jUα∗j
∗
UαJ . Hence it suffices to prove
both assertions in the case when J = jV ∗J ′′, where J ′′ is an injective quasi-coherent
sheaf on an affine open subscheme V ⊂ X .
Now we have HomX–qc(M, jV ∗J
′′) ≃ jV ∗HomV –qc(j
∗
VM,J
′′). Since V −→ X is a
flat affine morphism, the functor jV ∗ is exact and preserves flatness of quasi-coherent
sheaves. This proves part (a), and reduces part (c) to the case of an affine scheme
X = V . Then it remains to apply [6, Proposition VI.5.3]. 
For our purposes, a dualizing complex D•X onX is a finite complex of injective quasi-
coherent sheaves such that the cohomology sheaves of D•X are coherent and for any
36
coherent sheafM over X the natural morphism of finite complexes of quasi-coherent
sheaves M−→HomX–qc(HomX–qc(M,D•X),D
•
X) is a quasi-isomorphism. Note that
it follows from the former two conditions on D•X that the complex HomX–qc(M,D
•
X)
has coherent cohomology sheaves. This makes the conditions imposed on D•X actually
local in X , so the restriction D•U = D
•
X |U of the complex of sheaves D
•
X to an open
subscheme U ⊂ X is a dualizing complex on U .
Given a quasi-coherent CDG-algebra B over X , a quasi-coherent left CDG-module
M over B, and a complex of quasi-coherent sheaves F • on X , one can consider the
complexes of quasi-coherent left CDG-modules F • ⊗OX M and HomX–qc(F
•,M)
over B. Taking their totalizations (formed, if necessary, by taking infinite direct
sums along the diagonals), one constructs two triangulated functors H0(B–qcoh) −→
H0(B–qcoh) depending on a complex F •. Given a right CDG-module N over B
(see [43, Sections 3.1 and B.1]), one can similarly construct a complex of quasi-
coherent left CDG-modulesHomX–qc(N ,F •) over B, obtaining a triangulated functor
from the homotopy category of right CDG-modules H0(qcoh–B) to H0(B–qcoh).
In the particular case of matrix factorizations, we conclude that the covariant func-
tors F • ⊗OX − and HomX–qc(F
•,−) take quasi-coherent matrix factorizations of a
potential w ∈ L(X) to (complexes of) quasi-coherent matrix factorizations of w, while
the contravariant functor HomX–qc(−,F •) transforms quasi-coherent matrix factor-
izations of the opposite potential −w ∈ L(X) into (complexes of) quasi-coherent
matrix factorizations of w. Of course, the quasi-coherent CDG-algebras (X,L, w)
and (X,L,−w) over a scheme X are naturally isomorphic, but we prefer to keep the
distinction between the two.
The next proposition provides the matrix factorization version of the conven-
tional (contravariant) Serre–Grothendieck duality for bounded complexes of coherent
sheaves. We assume that X is a separated Noetherian scheme with a dualizing com-
plex D•X . Recall that any such scheme has finite Krull dimension [19, Corollary V.7.2].
We denote by Dop the opposite category to a category D.
Proposition. The triangulated functor HomX–qc(−,D•X) : H
0((X,L,−w)–qcoh)op
−→ H0((X,L, w)–qcoh) induces a well-defined triangulated functor between the ab-
solute derived categories Dabs((X,L,−w)–qcoh)op −→ Dabs((X,L, w)–qcoh) taking
the full triangulated subcategory Dabs((X,L,−w)–coh)op ⊂ Dabs((X,L,−w)–qcoh)op
into the full subcategory Dabs((X,L, w)–coh) ⊂ Dabs((X,L, w)–qcoh). The compo-
sition of the duality functors Dabs((X,L, w)–coh) −→ Dabs((X,L,−w)–coh)op −→
Dabs((X,L, w)–coh) is the identity functor.
Proof. The functor HomX–qc(−,D•X) preserves absolute acyclicity, because D
•
X is a
complex of injective quasi-coherent sheaves, so part (a) of Lemma applies. Given
a coherent matrix factorization M, the finite complex of matrix factorizations
HomX–qc(−,D•X) has coherent cohomology matrix factorizations, so one can use its
canonical truncations in order to prove by induction that its totalization belongs to
the triangulated subcategory Dabs((X,L, w)–coh).
Finally, for any quasi-coherent matrix factorization M consider the bicomplex of
matrix factorizations HomX–qc(HomX–qc(M,D•X),D
•
X) and take its totalization in
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the two directions where it is a complex, obtaining a complex of matrix factoriza-
tions. Then there is a natural morphism of finite complexes of matrix factorizations
M −→ HomX–qc(HomX–qc(M,D
•
X),D
•
X), which is a quasi-isomorphism of com-
plexes of matrix factorizations whenM is coherent. The induced closed morphism of
the total matrix factorizations is an isomorphism in Dabs((X,L, w)–qcoh), since the
totalization of a finite acyclic complex of matrix factorizations is absolutely acyclic. It
remains to use the fact that the functor Dabs((X,L, w)–coh) −→ Dabs((X,L, w)–qcoh)
is fully faithful (see Corollary 2.3(k)) again. 
The next result is our covariant Serre–Grothendieck duality theorem for matrix fac-
torizations. It is the matrix factorization analogue of the similar results for complexes
of projective and injective modules [21, Theorem 4.2] and sheaves [28, Theorem 8.4].
It also strongly resembles the derived comodule-contramodule correspondence theory
(see [43, Theorem 5.2], [42, Corollaries 5.4 and 6.3]; cf. Remark 2.4 above). Notice
that our proof is more akin to the arguments in [43, 42] than those of [21, 28] in that
we give a direct proof of the covariant duality independent of both the contravariant
duality and any descriptions of the compact objects in the categories to be compared.
Theorem. The functors D•X⊗OX− : H
0((X,L, w)–qcohfl) −→ H
0((X,L, w)–qcohinj)
and HomX–qc(D•X ,−) : H
0((X,L, w)–qcohinj) −→ H
0((X,L, w)–qcohfl) induce mutu-
ally inverse equivalences between the coderived categories Dco((X,L, w)–qcohfl) and
Dco((X,L, w)–qcoh).
Proof. Recall that H0((X,L, w)–qcohinj) ≃ D
co((X,L, w)–qcoh) by Lemma 1.7(b)
and Dabs((X,L, w)–qcohfl) = D
co((X,L, w)–qcohfl) by Corollary 2.3(f) (though we
will reprove the latter fact rather than use it in the following argument; see also Re-
mark 2.6 below and Lemma A.1). The functor D•X ⊗OX − : H
0((X,L, w)–qcohfl) −→
H0((X,L, w)–qcohinj) obviously takes matrix factorizations coacyclic with respect to
(X,L, w)–qcohfl to matrix factorizations coacyclic with respect to (X,L, w)–qcohinj,
which are all contractible. It remains to check that the induced functors are mutually
inverse.
Let E be a matrix factorization from (X,L, w)–qcohfl. As in the previous proof,
consider the bicomplex of matrix factorizations HomX–qc(D•X , D
•
X ⊗OX E) and
take its total complex of matrix factorizations. Then there is a natural morphism
E −→ HomX–qc(D•X , D
•
X ⊗OX E) of finite complexes of matrix factorizations from
(X,L, w)–qcohfl. To prove that the induced morphism of the total matrix factoriza-
tions is an isomorphism in Dco((X,L, w)–qcohfl), we once again use the fact that the
totalization of a finite acyclic complex of matrix factorizations is absolutely acyclic.
So it suffices to check that for any flat quasi-coherent sheaf F over X the natural
morphism F −→ HomX–qc(D•X , D
•
X ⊗OX F) is a quasi-isomorphism of complexes of
flat quasi-coherent sheaves. This will be done below.
Similarly, let M be a matrix factorization from (X,L, w)–qcohinj. Consider the
morphism of finite complexes of injective matrix factorizations D•X ⊗OX HomX–qc
(D•X ,M) −→ M. To prove that the cone of the induced morphism of the total
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matrix factorizations is contractible, it suffices to check that for any injective quasi-
coherent sheaf J over X the natural morphism of complexes of injective sheaves
D•X ⊗OX HomX–qc(D
•
X ,J ) −→ J is a quasi-isomorphism.
Let ′D•X denote a finite complex of coherent sheaves over X endowed with a
quasi-isomorphism ′D•X −→ D
•
X . Then the morphism HomX–qc(D
•
X , D
•
X⊗OX F) −→
HomX–qc(′D•X , D
•
X ⊗OX F) is a quasi-isomorphism for any flat quasi-coherent
sheaf F . The construction of the composition F −→ HomX–qc(D•X , D
•
X ⊗OX F) −→
HomX–qc(′D•X , D
•
X ⊗OX F) is local in X , so it suffices to check that the composition
is a quasi-isomorphism when X is affine. Then, using the passage to the filtered
inductive limit, we may assume that F is locally free of finite rank, and further that
F = OX . It remains to recall that the morphism OX −→ HomX–qc(′D•X ,D
•
X) is a
quasi-isomorphism by the definition of D•X .
Let ′′D•X be a bounded above complex of flat quasi-coherent sheaves mapping quasi-
isomorphically to ′D•X . Then for any injective quasi-coherent sheaf J over X there
are quasi-isomorphisms ′′D•X ⊗OX HomX–qc(D
•
X ,J ) −→ D
•
X ⊗OX HomX–qc(D
•
X ,J )
and ′′D•X⊗OXHomX–qc(D
•
X ,J ) −→
′′D•X⊗OXHomX–qc(
′D•X ,J ) forming a commuta-
tive diagram with the evaluation morphisms into J . Hence it remains to check that
the morphism ′′D•X ⊗OX HomX–qc(
′D•X ,J ) −→ J is a quasi-isomorphism, which is a
local question. Assume further that ′′D•X is a bounded above complex of locally free
sheaves of finite rank. Then there is a natural isomorphism of complexes of sheaves
′′D•X ⊗OX HomX–qc(
′D•X ,J ) ≃ HomX–qc(HomX–qc(
′′D•X ,
′D•X),J ). The related mor-
phism HomX–qc(HomX–qc(′′D•X ,
′D•X),J ) −→ J is induced by the natural morphism
of complexes OX −→ HomX–qc(′′D•X ,
′D•X). The latter is again a quasi-isomorphism
essentially by the definition of D•X . 
From this point on we resume assuming that X has enough vector bundles.
Notice that the equivalence functor D•X ⊗OX − : D
co((X,L, w)–qcohlf) −→
Dco((X,L, w)–qcoh) that we have constructed takes the full triangulated sub-
category Dabs((X,L, w)–cohlf) ⊂ Dco((X,L, w)–qcohlf) into the full triangulated
subcategory Dabs((X,L, w)–coh) ⊂ Dco((X,L, w)–qcoh). This is so because the
dualizing complex D•X has bounded coherent cohomology sheaves.
Now we will use the above Proposition and Theorem in order to construct compact
generators of the triangulated category Dco((X,L, w)–qcohlf) (cf. [22, 33]).
Consider the abelian category Z0((X,L,−w)–coh) of coherent matrix factoriza-
tions of −w and closed morphisms of degree 0 between them, and its exact subcat-
egory of locally free matrix factorizations of finite rank Z0((X,L,−w)–cohlf). The
natural functor between the bounded above derived categories of our abelian category
and its exact subcategory D−(Z0((X,L,−w)–cohlf)) −→ D−(Z0((X,L,−w)–coh))
is an equivalence of triangulated categories. The vector bundle duality functor
HomX–qc(−,OX) : Z
0((X,L,−w)–cohlf)
op −→ Z0((X,L, w)–cohlf) induces a tri-
angulated functor D−(Z0((X,L,−w)–cohlf))op −→ D+(Z0((X,L, w)–cohlf)) taking
bounded above complexes to bounded below ones.
Let D+(Z0((X,L, w)–qcohlf)) denote the bounded below derived category of the
exact category of locally free matrix factorizations of possibly infinite rank. Since
39
the bounded below acyclic complexes over any exact category with infinite direct
sums are coacyclic [42, Lemma 2.1], there is a well-defined, triangulated direct sum
totalization functor D+(Z0((X,L, w)–qcohlf)) −→ D
co((X,L, w)–qcohlf). Consider
the composition
Z0((X,L,−w)–coh)op −−→ D−(Z0((X,L,−w)–coh))op
≃ D−(Z0((X,L,−w)–cohlf))
op −−→ D+(Z0((X,L, w)–cohlf)) −−→
D+(Z0((X,L, w)–qcohlf)) −−→ D
co((X,L, w)–qcohlf),
where two of the functors are the duality and the totalization discussed above, while
the other two are the natural embedding and the functor induced by such.
One easily checks that this composition takes cones of closed morphisms in
Z0((X,L,−w)–coh) to cocones in Dco((X,L, w)–qcohlf), hence induces a triangu-
lated functor H0((X,L,−w)–coh)op −→ Dco((X,L, w)–qcohlf). Similarly, the above
composition takes the totalizations of short exact sequences in (X,L,−w)–coh to ob-
jects corresponding to the totalizations of short exact sequences in (X,L, w)–qcohlf ;
one checks this by considering a left locally free resolution of a short exact sequence
of coherent matrix factorizations. Thus we obtain a triangulated functor
Ω: Dabs((X,L,−w)–coh)op −−→ Dco((X,L, w)–qcohlf).
Corollary. The functor Ω is fully faithful, and its image forms a set of compact
generators in Dco((X,L, w)–qcohlf). The following diagram of triangulated functors
is commutative:
Dabs((X,L,−w)–cohlf)
op Dabs((X,L,−w)–coh)op
Dabs((X,L, w)–cohlf) D
abs((X,L, w)–coh)
Dco((X,L, w)–qcohlf) D
co((X,L, w)–qcoh)
// //
υop
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
HomX–qc(−,OX)
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
HomX–qc(−,D
•
X)
ww
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
Ω
// //
D•X⊗OX−


✤
✤
✤
✤
✤
✤
✤
κ


✤
✤
✤
✤
✤
✤
✤
γ
comp.
gener.
D•X⊗OX−
HomX–qc(D
•
X ,−)
Here υ, κ, and γ denote the fully faithful functors induced by the natural embed-
dings of DG-categories of CDG-modules. The two upper vertical lines are the natural
contravariant dualities (anti-equivalences) on the (absolute derived) categories of lo-
cally free matrix factorizations of finite rank and coherent matrix factorizations. The
lower horizontal line is the equivalence of categories from Theorem, and the middle
horizontal arrow is the fully faithful functor discussed after the proof of Theorem.
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The above diagram is to be compared with the following subdiagram of the large
diagram in the end of Section 2.4:
Dabs((X,L, w)–cohlf) D
abs((X,L, w)–coh)
Dco((X,L, w)–qcohlf) D
co((X,L, w)–qcoh)
// //
υ


✤
✤
✤
✤
✤
✤
✤
κ


✤
✤
✤
✤
✤
✤
✤
γ
comp.
gener.
//
λ
Here λ denotes the triangulated functor induced by the embedding of DG-categories
of CDG-modules (X,L, w)–qcohlf −→ (X,L, w)–qcoh.
Notice that it is clear from these two diagrams that the functor λ is an equivalence
of triangulated categories whenever the functor υ is. Indeed, if υ is an equivalence
of categories, then the image of κ is a set of compact generators in the target cat-
egory, and λ is an infinite direct sum-preserving triangulated functor identifying
triangulated subcategories of compact generators, hence an equivalence. In this case,
the functor D•X ⊗OX − becomes an auto-equivalence of the triangulated category
Dco((X,L, w)–qcoh) and restricts to an auto-equivalence of its full subcategory of
compact generators Dabs((X,L, w)–coh).
Proof of Corollary. The assertions in the first sentence follow from the second one,
as we know γ to be fully faithful and its image to be a set of compact generators by
Corollary 2.3(l). The commutativity of both squares and the upper left triangle is
clear. To check commutativity of the lower right triangle, consider a coherent matrix
factorization M of the potential −w; let E
•
be its left resolution in the abelian cate-
gory Z0((X,L,−w)–coh) whose terms En belong to Z0((X,L,−w)–cohlf). Then the
finite complex of matrix factorizations HomX–qc(M,D•X) maps quasi-isomorphically
to the bounded below complex of injective matrix factorizations HomX–qc(E•,D•X) ≃
D•X ⊗OX HomX–qc(E•,OX), so the cone of the corresponding morphism of the total
matrix factorizations is coacyclic. 
2.6. w-flat matrix factorizations. From now on we will assume that for any affine
open subscheme U ⊂ X the element w|U is not a zero divisor in the O(U)-module
L(U); in other words, the morphism of sheaves w : OX −→ L is injective.
The following results will be used in the proof of the main theorem and its analogues
below. Let us call a quasi-coherent OX -module E w-flat if the map w : E −→ E⊗OXL
is injective. Notice that any submodule of a w-flat module is w-flat, so the “w-flat
dimension” of a quasi-coherent sheaf over X never exceeds 1.
Denote by (X,L, w)–cohw–fl the DG-category of coherent CDG-modules over
(X,L, w) with w-flat underlying graded OX -modules and by (X,L, w)–qcohw–fl the
similar DG-category of quasi-coherent CDG-modules. Let Dabs((X,L, w)–cohw–fl),
Dabs((X,L, w)–qcohw–fl, and D
co((X,L, w)–qcohw–fl) denote the corresponding de-
rived categories of the second kind.
Furthermore, denote by (X,L, w)–cohw–fl∩ffd the DG-category of coherent CDG-
modules over (X,L, w) whose underlying graded OX -modules are both w-flat and of
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finite flat dimension, and by (X,L, w)–qcohw–fl∩lfd the DG-category of w-flat quasi-
coherent CDG-modules of finite locally free dimension. Let Dabs((X,L, w)–cohw–fl∩ffd),
Dabs((X,L, w)–qcohw–fl∩lfd), and D
co((X,L, w)–qcohw–fl∩lfd) denote the corresponding
exotic derived categories.
Corollary. (a) The functor Dco((X,L, w)–qcohw–fl) −→ D
co((X,L, w)–qcoh) induced
by the embedding of DG-categories (X,L, w)–qcohw–fl −→ (X,L, w)–qcoh is an equiv-
alence of triangulated categories.
(b) The functor Dabs((X,L, w)–qcohw–fl) −→ D
abs((X,L, w)–qcoh) induced by the
embedding of DG-categories (X,L, w)–qcohw–fl −→ (X,L, w)–qcoh is an equivalence
of triangulated categories.
(c) The functor Dabs((X,L, w)–cohw–fl) −→ Dabs((X,L, w)–coh) induced by the
embedding of DG-categories (X,L, w)–cohw–fl −→ (X,L, w)–coh is an equivalence of
triangulated categories.
(d) The functor Dco((X,L, w)–qcohw–fl∩lfd) −→ D
co((X,L, w)–qcohlfd) induced by
the embedding of DG-categories (X,L, w)–qcohw–fl∩lfd −→ (X,L, w)–qcohlfd is an
equivalence of triangulated categories.
(e) The functor Dabs((X,L, w)–qcohw–fl∩lfd) −→ D
abs((X,L, w)–qcohlfd) induced by
the embedding of DG-categories (X,L, w)–qcohw–fl∩lfd −→ (X,L, w)–qcohlfd is an
equivalence of triangulated categories.
(f) The functor Dabs((X,L, w)–cohw–fl∩ffd) −→ D
abs((X,L, w)–cohffd) induced by
the embedding of DG-categories (X,L, w)–cohw–fl∩ffd −→ (X,L, w)–cohffd is an equiv-
alence of triangulated categories.
Proof. The proofs are analogous to those of Corollary 2.3(a-c) and (g) (except that
no induction in d is needed, as it suffices to consider the case d = 1). Parts (d), (e),
(f) are analogous to parts (a), (b), (c), respectively. Parts (b-c) and (e-f) can be also
proven in the way similar to Corollary 2.3(h-i). 
Remark. The assertions of parts (a-b) hold under somewhat weaker assumptions
than above: namely, one does not need to assume the existence of enough vector
bundles on X . And one can make parts (d-e) hold without vector bundles by re-
placing the finite locally free dimension condition in their formulation with the finite
flat dimension condition. The reason is that there are enough flat sheaves on any
reasonable scheme (see Lemma A.1).
In fact, even part (c) does not depend on the existence of vector bundles, since
a surjective morphism onto a given coherent sheaf M from a w-flat coherent sheaf
can be easily constructed, e. g., by starting from a surjective morphism ontoM from
a flat quasi-coherent sheaf F and picking a large enough coherent subsheaf in F .
Accordingly, one does not need vector bundles to prove the equivalence of categories
in the lower horizontal line in Theorem 2.7 below and the other two equivalences
in Theorem 2.8. Replacing locally free sheaves with flat ones in the relevant defi-
nitions and assuming the Krull dimension to be finite, one can have the whole of
Proposition 2.8 hold without vector bundles as well.
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Another alternative is to use very flat quasi-coherent sheaves, which there are al-
ways enough of and which always form a category of finite homological dimension
on a quasi-compact semi-separated scheme [45, Section 4.1]. Similarly, the exis-
tence of vector bundles is not needed for the validity of Theorem 1.4(a-b), Proposi-
tion 1.5(a, c-d), all the assertions of Sections 1.7 and 1.10, Corollaries 2.3(a-b, f, k-l)
and 2.4(a-b), Proposition 2.5 and Theorem 2.5, and some other results.
2.7. Main theorem. Let X0 ⊂ X be the closed subscheme defined locally by the
equation w = 0, and i : X0 −→ X be the natural closed embedding. The next
theorem is the main result of this paper.
Theorem. There is a natural equivalence of triangulated categories
Dabs((X,L, w)–coh) ≃ DbSing(X0/X).
Together with the functor Σ: Dabs((X,L, w)–cohlf) −→ DbSing(X0) constructed in [37],
this equivalence forms the following diagram of triangulated functors
DbSing(X)
0 Dabs((X,L, w)–cohlf) D
b
Sing(X0)
Dabs((X,L, w)–coh) DbSing(X0/X)
0
::
zztt
tt
tt
tti•, i◦
i◦
// // //
Σ

 
LΞ
Υ

where the upper horizontal arrow Σ is fully faithful, the left vertical arrow is fully
faithful, the right vertical arrow is a Verdier localization functor, and the lower hor-
izontal line LΞ = Υ−1 is an equivalence of categories. The square is commutative;
the three diagonal arrows i
•
, i◦, i◦ (the middle one pointing down and the two other
ones pointing up) are adjoint.
Furthermore, the image of the functor Σ is precisely the full subcategory of objects
annihilated by the functor i◦, or equivalently, by the functor i•. In other words,
the image of Σ is equal both to the left and to the right orthogonal complements
to the thick subcategory generated by the image of the functor i◦, i. e., an object
F ∈ DbSing(X0) is isomorphic to Σ(M) for some M ∈ D
abs((X,L, w)–cohlf) if and
only if for every E ∈ DbSing(X) one has HomDbSing(X0)(i
◦E ,F) = 0, or equivalently, for
every E ∈ DbSing(X) one has HomDbSing(X0)(F , i
◦E) = 0.
The thick subcategory generated by the image of the functor i◦ is the kernel of the
right vertical arrow. So the upper horizontal arrow and the right vertical arrow are
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included into “exact sequences” of triangulated categories (as marked by the zeroes
at the ends; there is no exactness at the uppermost rightmost end).
When X is a regular scheme, the functor Dabs((X,L, w)–cohlf) −→ D
abs((X,L, w)
–coh) is an equivalence of categories by Corollary 2.4(c), and so is the functor
DbSing(X0) −→ D
b
Sing(X0/X) (as explained in Section 2.1). Hence it follows that
the functor Σ is an equivalence of categories, too. Thus we recover the result
of Orlov [37, Theorem 3.5] claiming the equivalence of triangulated categories
Dabs((X,L, w)–cohlf) ≃ DbSing(X0) for a regular X .
A counterexample in Section 3.3 will show that when X is not regular, the functor
Dabs((X,L, w)–cohlf) −→ Dabs((X,L, w)–coh) does not have to be an equivalence,
and indeed, the thick subcategory generated by Dabs((X,L, w)–cohlf) can be a proper
strictly full subcategory in Dabs((X,L, w)–coh).
Proof of the lower horizontal equivalence. To obtain the equivalence of triangulated
categories in the lower horizontal line, we will construct triangulated functors in both
directions, and then check that they are mutually inverse. Given a bounded complex
of coherent sheaves F • over X0, consider the CDG-module Υ(F •) over (X,L, w) with
the underlying coherent graded module given by the rule
Υn(F •) =
⊕
m∈Z i∗F
n−2m ⊗OX L
⊗m
and the differential induced by the differential on F •. Since d2 = 0 on F • and w acts
by zero in i∗F j, this is a CDG-module. It is clear that Υ is a well-defined triangulated
functor Db(X0–coh) −→ Dabs((X,L, w)–coh), since the derived category of bounded
complexes over an abelian category coincides with their absolute derived category.
Let us check that Υ annihilates the image of the functor Li∗. It suffices to
consider a w-flat coherent sheaf E on X and check that Υ(cokerw) = 0, where
w : E⊗OXL
⊗−1 −→ E . Indeed, Υ(cokerw) is the cokernel of the injective morphism of
contractible coherent CDG-modules N −→M, where N 2n+1 =M2n+1 = E ⊗OX L
⊗n
and N 2n = E ⊗OX L
⊗n−1, while M2n = E ⊗OX L
⊗n for n ∈ Z.
This provides the desired triangulated functor
Υ: DbSing(X0/X) −−→ D
abs((X,L, w)–coh).
The functor in the opposite direction is a version of Orlov’s cokernel functor, but
in our situation it has to be constructed as a derived functor, since the functor of
cokernel of an arbitrary morphism is not exact. Recall the equivalence of triangulated
categories Dabs((X,L, w)–cohw–fl) −→ Dabs((X,L, w)–coh) from Corollary 2.6(c).
Define the functor Ξ: Z0((X,L, w)–cohw–fl) −→ DbSing(X0/X) from the category
of w-flat coherent CDG-modules over (X,L, w) and closed morphisms of degree 0
between them to the triangulated category of relative singularities by the rule
Ξ(M) = coker(d : M−1 →M0) = coker(i∗d : i∗M−1 → i∗M0),
where the former cokernel, which is by definition a coherent sheaf on X annihilated
by w, is considered as a coherent sheaf on X0. One can immediately see that the func-
tor Ξ transforms morphisms homotopic to zero into morphisms factorizable through
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the restrictions to X0 of w-flat coherent sheaves on X . Hence the functor Ξ factorizes
through the homotopy category H0((X,L, w)–cohw–fl).
It is explained in [39, Lemma 3.12] (see also Lemma 3.6 below) that the functor Ξ
is triangulated and in [37, Proposition 3.2] that the functor Ξ factorizes through
Dabs((X,L, w)–cohw–fl). The latter assertion can be also deduced by considering
the complex (1.3) from [39]. Indeed, the complex i∗M corresponding to the total
CDG-moduleM of an exact triple in B–cohw–fl is the total complex of an exact triple
of complexes in the exact category EX0/X from Remark 2.1, hence the complex i
∗M
is exact with respect to EX0/X and the cokernels of its differentials belong to this
exact subcategory in the abelian category of coherent sheaves over X0. So we obtain
the triangulated functor
Ξ: Dabs((X,L, w)–cohw–fl) −−→ D
b
Sing(X0/X),
and consequently, the left derived functor
LΞ: Dabs((X,L, w)–coh) −−→ DbSing(X0/X).
Let us check that the two functors Υ and LΞ are mutually inverse. For any
w-flat coherent CDG-module M over (X,L, w), there is a natural surjective closed
morphism of CDG-modules φ : M −→ ΥΞ(M) with a contractible kernel. Clearly,
φ : Id −→ ΥLΞ is an (iso)morphism of functors.
Conversely, any object of DbSing(X0/X) can be represented by a coherent sheaf
on X0, and any morphism in D
b
Sing(X0/X) is isomorphic to a morphism coming
from the abelian category of such coherent sheaves. Indeed, the bounded above
derived category D−(X0–coh) of coherent sheaves overX0 is equivalent to the bounded
above derived category D−(X0–cohlf) of locally free sheaves; using a truncation far
enough to the left, one can represent any object or morphism in DbSing(X0/X) by
a long enough shift of a coherent sheaf or a morphism of coherent sheaves. Now
for any coherent sheaf F on X0 there is a natural distinguished triangle F ⊗OX0
i∗L⊗−1[1] −→ Li∗i∗F −→ F −→ F ⊗OX0 i
∗L⊗−1[2] in Db(X0–coh), which provides a
natural isomorphism F ≃ F ⊗OX0 i
∗L⊗−1[2] in DbSing(X0/X).
Let F be a coherent sheaf on X0; pick a vector bundle E on X together with a
surjective morphism E −→ i∗F with the kernel E ′. Then the CDG-module M over
(X,L, w) with the components M2n = E ⊗OX L
⊗n and M2n−1 = E ′ ⊗OX L
⊗n maps
surjectively onto Υ(F) with a contractible kernel, and LΞΥ(F) = Ξ(M) = F (cf. [26,
Lemma 2.18]). Denote the isomorphism we have constructed by ψ : LΞΥ(F) −→ F .
The composition Υψ ◦ φΥ: Υ(F) −→ ΥLΞΥ(F) −→ Υ(F) is clearly the identity
morphism. It is obvious that ψ commutes with any morphisms of coherent sheaves
F on X0, but checking that it commutes with all morphisms, or all isomorphisms, in
DbSing(X0/X) is a little delicate (cf. Remark below).
Notice that Υψ is an (iso)morphism of functors since φΥ is, and consequently
LΞΥψ is an (iso)morphism of functors. Thus it remains to check that the functor
LΞΥ is faithful, i. e., does not annihilate any morphisms. Indeed, any morphism in
DbSing(X0/X) is isomorphic to a morphism coming from the abelian category of coher-
ent sheaves on X0, and the functor LΞΥ transforms such morphisms into isomorphic
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ones. The construction of the equivalence of categories in the lower horizontal line is
finished. One still has to check that the isomorphisms φ commute with the isomor-
phisms ΥΞ(M[1]) ≃ ΥΞ(M)[1], but this is straightforward.
Alternatively, one can use w-flat coherent sheaves on X or objects of the exact
category EX0/X of coherent sheaves on X0 (as applicable) instead of the locally free
sheaves everywhere in the above argument. 
Proof of “exactness” in the upper line. We start with a discussion of the three ad-
joint functors in the right upper corner. The functor i◦ right adjoint to the functor
i◦ : DbSing(X) −→ D
b
Sing(X0) was constructed in Section 2.1.
To construct the left adjoint functor to i◦, notice that the right derived
functor of subsheaf with the scheme-theoretic support in the closed subscheme
Ri! : Db(X–coh) −→ Db(X0–coh) only differs from the functor Li∗ by a shift and a
twist, Ri!E• ≃ Li∗E• ⊗OX0 L|X0[−1]. One can check this first for w-flat coherent
sheaves E , when both objects to be identified are shifts of sheaves, so it suffices to
compare their direct images under i, which are both computed by the same two-term
complex E −→ E ⊗OX L; then replace a complex E
• with a finite complex of w-flat
coherent sheaves (for a general result of this kind, see [31, Theorem 5.4]).
Hence the functor Ri! takes Perf (X) to Perf (X0) and induces a triangulated
functor i• : DbSing(X) −→ D
b
Sing(X0) right adjoint to i◦. It follows that the functor
i
•
(F) = i◦(F)⊗OX L[−1] is left adjoint to the functor i
◦.
To prove the vanishing of the composition of functors in the upper line and the
orthogonality assertions, notice that
HomDb
Sing
(X0)(i
◦E ,ΣM) ≃ HomDb
Sing
(X)(E , i◦ΣM)
and i∗Σ(M) = coker(M−1 → M0) ∈ Perf (X) for any M ∈ Dabs((X,L, w)–cohlf),
since the morphismM−1 −→M0 of locally free sheaves on X is injective. Similarly,
HomDb
Sing
(X0)(ΣM, i
◦E) ≃ HomDb
Sing
(X)(i•ΣM, E)
and i
•
Σ(M) = i◦Σ(M)⊗OX L[−1] = 0 in D
b
Sing(X).
Obviously, our derived cokernel functor LΞ makes a commutative diagram with
the cokernel functor Σ from [37]. The left vertical arrow is fully faithful by Corol-
lary 2.3(i). The assertion that the upper horizontal arrow is fully faithful is due to
Orlov [37, Theorem 3.4]. We have just obtained a new proof of it with our methods.
Indeed, it follows from the orthogonality that the functor DbSing(X0) −→ D
b
Sing(X0/X)
induces isomorphisms on the groups of morphisms between any two objects one of
which comes from Dabs((X,L, w)–cohlf). Conversely, Orlov’s theorem together with
the orthogonality argument and the equivalence of categories in the lower horizontal
line imply that the left vertical arrow is fully faithful.
Now assume that i◦F = 0 for some F ∈ DbSing(X0). Clearly, there exists m ≥ 0 and
a coherent sheaf K on X0 such that F ≃ K[m] in DbSing(X0). Then i∗K is a perfect
complex, i. e., a coherent sheaf of finite flat dimension on X . Let us view it as an
object of (X,L, w)–cohffd, i. e., consider the CDG-module N over (X,L, w) with the
components N 2n = i∗K ⊗OX L
⊗n and N 2n+1 = 0.
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The construction of the cokernel functor Σ can be straightforwardly extended
to w-flat coherent matrix factorizations of finite flat dimension, providing a tri-
angulated functor Σ˜ : Dabs((X,L, w)–cohw–fl∩ffd) −→ DbSing(X0). The functor Σ˜
is well-defined, since one has i∗M ∈ Perf (X0) for any w-flat coherent sheaf
M of finite flat dimension on X . Using the equivalence of triangulated cate-
gories Dabs((X,L, w)–cohw–fl∩ffd) ≃ Dabs((X,L, w)–cohffd) from Corollary 2.6(f), one
constructs the derived functor LΣ˜ : Dabs((X,L, w)–cohffd) −→ DbSing(X0) in the
same way as it was done above for the derived functor LΞ. Since the functor
Dabs((X,L, w)–cohlf) −→ Dabs((X,L, w)–cohffd) is an equivalence of categories by
Corollary 2.3(g), the (essential) images of the functors Σ and LΣ˜ coincide.
Let us check that LΣ˜(N ) ≃ K as an object of DbSing(X0). We argue as above,
picking a vector bundle E on X together with a surjective morphism E −→ i∗K
with the kernel E ′. Then the CDG-module M over (X,L, w) with the components
M2n = E ⊗OX L
⊗n and M2n−1 = E ′ ⊗OX L
⊗n maps surjectively onto N with a
contractible kernel. Hence the object M ∈ (X,L, w)–cohw–fl∩ffd is isomorphic to N
in Dabs((X,L, w)–cohffd), and we have LΣ˜(N ) = Σ˜(M) = K. Therefore, the object
K ∈ DbSing(X0) belongs to the (essential) image of the functor Σ, and it follows that
so does the object F ≃ K[m].
One can strengthen the above argument so as to obtain a construction of the
(partial) inverse functor ∆ to the functor Σ similar to the above construction of the
functor Υ inverse to the functor LΞ. Consider the full subcategory FX0/X ⊂ X0–coh
in the abelian category of coherent sheaves on X0 consisting of all the sheaves F such
that the sheaf i∗F has finite flat dimension (i. e., is a perfect complex) on X . The
category FX0/X contains all the locally free sheaves on X0 and is closed under the
kernels of surjections, the cokernels of embeddings, and the extensions.
Hence FX0/X is an exact subcategory in X0–coh. The natural functor D
b(FX0/X)
−→ Db(X0–coh) is fully faithful; its image coincides with the kernel of the composition
of the direct image and Verdier localization functors Db(X0–coh) −→ D
b(X–coh) −→
DbSing(X). Accordingly, the quotient category D
b(FX0/X)/D
b(X0–cohlf) is identified
with the kernel of the direct image functor i◦ : D
b
Sing(X0) −→ D
b
Sing(X).
Now the functor
∆: Db(FX0/X)/D
b(X0–cohlf) −−→ D
abs((X,L, w)–cohffd)
is constructed in the way similar to the construction of the functor Υ, by taking the
direct image from X0 to X and applying the periodicity summation. That is
∆n(F •) =
⊕
m∈Z i∗F
n−2m ⊗OX L
⊗m
for any F • ∈ Db(FX0/X). One checks that the functor ∆ is inverse to the functor LΣ˜,
the latter being viewed as a functor taking values in the triangulated subcategory
Db(FX0/X)/D
b(X0–cohlf) ⊂ DbSing(X0), in the same way as it was done above for the
functors Υ and LΞ. This provides yet another proof of the fact that the functor Σ is
fully faithful, together with another proof of our description of its image. It is also
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obvious from the constructions that the functor ∆ makes a commutative diagram
with the functor Υ. 
Remark. The somewhat tricky technical argument in the first part of the above
proof can be clarified and generalized using the approach developed by the first
author in [12, Appendix A].
Let C be an abelian category, L : C −→ C be its covariant autoequivalence, and
w : Id −→ L be a natural transformation commuting with L (that is for any object
B ∈ C one has wL(B) = L(wB)). Let MF (C, L, w) denote the abelian category of
“matrix factorizations of w in C”, i. e., pairs of objects U0, L1/2(U1) ∈ C endowed
with pairs of morphisms U0 −→ L1/2(U1), L1/2(U1) −→ L(U0) such that the compo-
sitions U0 −→ L1/2(U1) −→ L(U0) and L1/2(U1) −→ L(U0) −→ L3/2(U1) are equal
to wU0 and wL1/2(U1), respectively. Given a matrix factorization M = (U
0, U1), one
setsMn = Ln/2(Un mod 2). Passing to the quotient category by the ideal of morphisms
homotopic to zero, one obtains the homotopy category of matrix factorizations of w
in C; and their absolute derived category, denoted by Dabs(C, L, w), is produced by
the Verdier localization procedure similar to the one discussed in Section 1.3. (Cf. [44,
Remark 4.3].)
Let C0 ⊂ C denote the full subcategory formed by all the objects A ∈ C for which
wA = 0; so C0 is an abelian subcategory in C closed under subobjects and quotient
objects. An object B ∈ C is said to have no w-torsion if the morphism wB is injective;
and one says that the potential (natural transformation) w does not divide zero in
C if every object of C is the quotient object of an object without w-torsion. Let
i∗ : C0 −→ C denote the exact identity embedding functor, and i
∗ : C −→ C0 be the
functor left adjoint to i∗, so i
∗(B) = coker(wL−1(B) : L
−1(B) → B). Assuming that
w does not divide zero (as we do in the sequel), one can construct the left derived
functor Li∗ : Db(C) −→ Db(C0) with Lsi∗(B) = 0 for all s 6= 0, 1 and any object B ∈
C. The functor Li∗ is left adjoint to the triangulated functor i∗ : D
b(C0) −→ D
b(C)
induced by the identity embedding i∗ : C0 −→ C.
Similarly, let υn : C0 −→ MF (C, L, w) denote the exact functor assigning to an
object A ∈ C0 the matrix factorization M with Mn = A and Mn+1 = 0; and
let ξn : MF (C, L, w) −→ C0 be the functor left adjoint to υ
n, assigning the object
coker(Mn−1 →Mn) ∈ C0 to a matrix factorization M . Considering the bounded de-
rived category DbMF (C, L, w) of the abelian categoryMF (C, L, w), one can construct
the left derived functor Lξn : DbMF (C, L, w) −→ Db(C0); once again, the functor Lξn
is left adjoint to υn : Db(C0) −→ DbMF (C, L, w) and one has Lsξn(M) = 0 for all
s 6= 0, 1 and any matrix factorization M ∈ MF (C, L, w).
Then the composition of the functor υn : Db(C0) −→ DbMF (C, L, w) with the to-
talization functor DbMF (C, L, w) −→ Dabs(C, L, w) induces an equivalence of trian-
gulated categories Υn : Db(C0)/〈Li∗Db(C)〉 −→ Dabs(C, L, w) between the quotient
category of the derived category Db(C0) by the thick subcategory generated by the
image of the functor Li∗ and the absolute derived category of matrix factorizations.
The composition of the functor Lξn : DbMF (C, L, w) −→ Db(C0) with the Verdier
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localization functor Db(C0) −→ Db(C0)/〈Li∗Db(C)〉 factorizes through the totaliza-
tion functor DbMF (C, L, w) −→ Dabs(C, L, w), providing the triangulated functor
LΞn : Dabs(C, L, w) −→ Db(C0)/〈Li
∗Db(C)〉 inverse to Υn.
Indeed, let F n : MF (C, L, w) −→ C denote the forgetful functor taking a matrix
factorization M to the object Mn ∈ C, and let Gn− : C −→ MF (C, L, w) denote the
functor left adjoint to F n−1 (and right adjoint to F n); so the functor Gn− takes an
object B ∈ C to a contractible matrix factorization M with Mn−1 = Mn = B (cf.
the constructions of the functors G+ and G− in the proofs in Sections 1.4 and 1.6).
It is claimed that the induced triangulated functors Gn− : Db(C) −→ DbMF (C, L, w)
and υn : Db(C0) −→ DbMF (C, L, w) are fully faithful and their images form a semi-
orthogonal decomposition of the derived category DbMF (C, L, w).
To check the first assertion, it suffices to notice that the triangulated functor Gn−
is left adjoint to the functor F n−1 : DbMF (C, L, w) −→ Db(C), and their composition
F n−1 ◦ Gn− is the identity endofunctor on Db(C). Similarly, the composition of
triangulated functors Lξn ◦ υn is the identity endofunctor on Db(C0), so υn is fully
faithful as a functor between the derived categories. Furthermore, one has F n−1◦υn =
0 = Lξn ◦Gn−, implying the semiorthogonality. Finally, for any matrix factorization
M whose terms are objects without w-torsion there is a short exact sequence 0 −→
Gn−F (M) −→ M −→ υnξnM −→ 0 in MF (C, L, w) and LξnM = ξnM , proving the
decomposition claim.
Now we notice that for any object B ∈ C having no w-torsion there is a short
exact sequence 0 −→ G(n+2)−(B) −→ G(n+1)−(B) −→ υnj∗B −→ 0 in MF (C, L, w).
According to (the proof of) [12, Proposition A.3(1-2)], the totalization functor
DbMF (C, L, w) −→ Dabs(C, L, w) is the Verdier localization functor by the thick
subcategory generated by the objects of the form Gn−(B) = G(n+2)−L(B) and
G(n+1)−(B) ∈ MF (C, L, w) ⊂ DbMF (C, L, w). The assertions about the existence of
triangulated functors Υn and LΞn and their being mutually inverse equivalences of
categories follow from these observations.
Returning to a separated Noetherian scheme X with enough vector bundles and
the Cartier divisor X0 ⊂ X of a global section w of a line bundle L on X , the above
approach based on [12, Proposition A.3] provides an elegant construction of Orlov’s
triangulated cokernel functor Σ: Dabs((X,L, w)–cohlf) −→ DbSing(X0) in addition to
a proof of our equivalence of categories Dabs((X,L, w)–coh) ≃ DbSing(X0/X).
2.8. Infinite matrix factorizations. Following [34, paragraphs after Remark 1.9],
one can define a “large” version of the triangulated category of singularities D′Sing(X)
of a scheme X as the quotient category of the bounded derived category of quasi-
coherent sheaves Db(X–qcoh) by the thick subcategory Db(X–qcohlf) of bounded
complexes of locally free sheaves (of infinite rank). When X has finite Krull dimen-
sion, the latter subcategory coincides with the thick subcategory Db(X–qcohfl) of
bounded complexes of flat sheaves (see Remark 1.4).
Similarly, let Z ⊂ X be a closed subscheme such thatOZ has finite flat dimension as
an OX -module. Let us define a “large” triangulated category of relative singularities
D′Sing(Z/X) as the quotient category of D
b(Z–qcoh) by the minimal thick subcategory
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containing the image of the functor Li∗ : Db(X–qcoh) −→ Db(Z–qcoh) and closed
under those infinite direct sums that exist in Db(Z–qcoh). The quotient category of
Db(Z–qcoh) by the minimal thick subcategory containing Li∗Db(X–qcoh) (without
the direct sum closure) will be also of interest to us; let us denote it by D′′Sing(Z/X).
Lemma. The triangulated categories D′Sing(Z/X) and D
′′
Sing(Z/X) are quotient cat-
egories of D′Sing(Z). When the scheme X is regular of finite Krull dimension, these
three triangulated categories coincide.
Proof. To prove the first assertion, let us show that any locally free sheaf on Z,
considered as an object of Db(Z–qcoh), is a direct summand of a bounded complex
whose terms are direct sums of locally free sheaves of finite rank restricted from X .
Indeed, pick a finite left resolution of a given locally free sheaf on Z with the middle
terms as above, long enough compared to the number of open subsets in an affine
covering of Z. Then the corresponding Ext class between the cohomology sheaves
at the rightmost and leftmost terms has to vanish in view of the Mayer–Vietoris
sequence for Ext groups between quasi-coherent sheaves [34, Lemma 1.12]. Hence
the rightmost term is a direct summand of the complex formed by the middle terms.
The second assertion holds for the categories D′′Sing(Z/X) and D
′
Sing(Z), since any
quasi-coherent sheaf on a regular scheme of finite Krull dimension has a finite left
resolution consisting of locally free sheaves. To identify these two categories with
D′Sing(Z/X), one needs to know that the subcategory of bounded complexes of locally
free sheaves on Z is closed under those infinite direct sums that exist in Db(Z–qcoh).
The latter is true for any Noetherian scheme Z of finite Krull dimension with enough
vector bundles, since the finitistic projective dimension of a commutative ring of finite
Krull dimension is finite [46, The´ore`me II.3.2.6]. 
Now let L be a line bundle on X , w ∈ L(X) be a global section corresponding to
an injective morphism of sheaves OX −→ L, and X0 ⊂ X be the locus of w = 0.
Proposition. There is a natural equivalence of triangulated categories
Dabs((X,L, w)–qcoh) ≃ D′′Sing(X0/X).
Together with the infinite-rank version Σ′ : Dabs((X,L, w)–qcohlf) −→ D
′
Sing(X0) of
Orlov’s cokernel functor Σ from [37], this equivalence forms the following diagram of
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triangulated functors
D′Sing(X)
0 Dabs((X,L, w)–qcohlf) D
′
Sing(X0)
Dabs((X,L, w)–qcoh) D
′′
Sing(X0/X)
0
::
zztt
tt
tt
tt
ti•, i◦
i◦
// // //
Σ′

 

where the upper horizontal arrow Σ′ is fully faithful, the left vertical arrow is fully
faithful, the right vertical arrow is the Verdier localization functor by the thick subcat-
egory generated by the image of the diagonal down arrow i◦, and the lower horizontal
line is an equivalence of categories. The square is commutative; the three diagonal
arrows i
•
, i◦, i◦ are adjoint.
Furthermore, the image of the functor Σ′ is precisely the full subcategory of objects
annihilated by the functor i◦, or equivalently, by the functor i•. In other words, the
image of Σ′ is equal both to the left and to the right orthogonal complements to (the
thick subcategory generated by) the image of the functor i◦.
Proof. The proof is completely similar to that of Theorem 2.7. It uses Corollar-
ies 2.6(b), 2.3(h), 2.6(e), and 2.3(c). The first assertion can be also obtained as a
particular case of the result of Remark 2.7.
Alternatively, one can prove that the functor Σ′ is fully faithful in the same way
as it was done for the functor Σ in [37, Theorem 3.4], and deduce the assertion that
the left vertical arrow is fully faithful from the orthogonality.
Note that one can check in a straightforward way that the functor Σ′ annihilates
the objects coacyclic with respect to (X,L, w)–qcohlf . This provides another proof
of Corollary 2.3(d), working in the assumption that w is a local nonzero-divisor. 
The functors Σ and Σ′ together with the direct image functors i◦ form the com-
mutative diagram of an embedding of “exact sequences” of triangulated functors
0 Dabs((X,L, w)–cohlf) D
b
Sing(X0) D
b
Sing(X)
0 Dco((X,L, w)–qcohlf) D
′
Sing(X0) D
′
Sing(X)
// // //
Σ


//
i◦




// // //
Σ′
//
i◦
The leftmost vertical arrow is fully faithful by Corollary 2.3(j). The other two
vertical arrows are fully faithful by Orlov’s theorem [34, Proposition 1.13] claiming
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that the functor DbSing(X) −→ D
′
Sing(X) is fully faithful for any separated Noetherian
scheme X with enough vector bundles. The leftmost nontrivial terms in both lines
are the kernels of the rightmost arrows by Theorem 2.7 and Proposition above.
Theorem. There is a natural equivalence of triangulated categories
Dco((X,L, w)–qcoh) ≃ D′Sing(X0/X)
forming a commutative diagram of triangulated functors


✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
comp.
gener.
Dabs((X,L, w)–coh) DbSing(X0/X)
Dabs((X,L, w)–qcoh) D
′′
Sing(X0/X)
Dco((X,L, w)–qcoh) D′Sing(X0/X)




 


✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
comp.
gener.
with the equivalences of categories from Theorem 2.7 and the above Proposition. The
upper vertical arrows are fully faithful, the lower ones are Verdier localization func-
tors, and the vertical compositions are fully faithful. The categories in the lower line
admit arbitrary direct sums, and the images of the vertical compositions are sets of
compact generators in the target categories.
Proof. The construction of the desired equivalence of categories is very similar to the
construction of the equivalence of categories in Theorem 2.7 and the Proposition.
Using Corollary 2.6(a), one defines the infinite-rank version of the functor LΞ, then
shows that the obvious infinite-rank version of the functor Υ is inverse to it. Notice
that the functor Ξ: Z0((X,L, w)–qcohw–fl) −→ D
b(X0–qcoh) preserves infinite direct
sums and the functor Υ: Db(X0–qcoh) −→ Dco((X,L, w)–qcoh) preserves those infi-
nite direct sums that exist in Db(X0–qcoh), so the functors Ξ: D
co((X,L, w)–qcohw–fl)
−→ D′Sing(X0/X) and Υ: D
′
Sing(X0/X) −→ D
co((X,L, w)–qcoh) are well-defined.
The upper left vertical arrow is fully faithful by Corollary 2.3(k); it follows that
the upper right vertical arrow is fully faithful, too. The assertions about the vertical
compositions are proved similarly. The category D′Sing(X0/X) admits arbitrary direct
sums, since the category Dco((X,L, w)–qcoh) does. By Corollary 2.3(l), the left
vertical composition is fully faithful and its image is a set of compact generators in
the target, so the right vertical composition has the same properties. 
The following square diagram of triangulated functors is commutative:
Dco((X,L, w)–qcohlf) D
′
Sing(X0)
Dco((X,L, w)–qcoh) D′Sing(X0/X)
// //
Σ′
 
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The upper horizontal arrow Σ′ is fully faithful; the right vertical arrow is a Verdier
localization functor. The lower line is an equivalence of triangulated categories.
Nothing is claimed about the left vertical arrow in general.
When the scheme X is Gorenstein of finite Krull dimension, the left vertical arrow
is an equivalence of categories by Corollary 2.4(a). When X is also regular, the
right vertical arrow is an equivalence of categories by the above Lemma. So Σ′ is an
equivalence of categories Dabs((X,L, w)–qcohlf) ≃ D
′
Sing(X0) and we have obtained a
strengthened version of [39, Theorem 4.2] (in the scheme case).
Remark. It is well-known that the Verdier localization functor of a triangulated cate-
gory with infinite direct sums by a thick subcategory closed under infinite direct sums
preserves infinite direct sums [32, Lemma 3.2.10]. This result is not applicable to the
localization functors Db(X–qcoh) −→ D′Sing(X) and D
b(Z–qcoh) −→ D′Sing(Z/X), as
the category Db(X–qcoh) does not admit arbitrary infinite direct sums.
Using the equivalence of categories from the above Theorem and the observation
that the functor Υ preserves infinite direct sums, one can show that the localization
functor Db(X0–qcoh) −→ D′Sing(X0/X) takes those infinite direct sums that exist in
Db(X0–qcoh) into direct sums in the triangulated category of relative singularities
D′Sing(X0/X) of the zero locus of w in X . However, there is no obvious reason why
the localization functor Db(X0–qcoh) −→ D′Sing(X0) should take those infinite direct
sums that exist in Db(X0–qcoh) into direct sums in the absolute triangulated category
of singularities D′Sing(X0).
That is the problem one encounters attempting to prove that the kernel of the
localization functor D′Sing(X0) −→ D
′
Sing(X0/X) is semiorthogonal to the image of
the functor Σ′.
2.9. Stable derived category. Following Krause [25], we define the stable derived
category of a Noetherian scheme X as the homotopy category of acyclic unbounded
complexes of injective quasi-coherent sheaves on X . As explained below, this is
another (and in some respects better) “large” version of the triangulated category of
singularities of X ; for this reason, we denote it by DstSing(X).
In view of Lemma 1.7(b) (see also [42, Remark 5.4]), one can equivalently define
DstSing(X) as the quotient category of the homotopy category of acyclic complexes of
quasi-coherent sheaves over X by the thick subcategory of coacyclic complexes, or as
the full subcategory of acyclic complexes in the coderived category Dco(X–qcoh) of
(complexes of) quasi-coherent sheaves over X . It is the latter definition that will be
used in the sequel.
Clearly, the category DstSing(X) has arbitrary infinite direct sums. In [25, Corol-
lary 5.4], Krause constructs a fully faithful functor DbSing(X) −→ D
st
Sing(X) and proves
that its image is a set of compact generators of the target category.
Theorem. For any separated Noetherian scheme Z with enough vector bundles, there
is a natural triangulated functor D′Sing(Z) −→ D
st
Sing(Z) forming a commutative di-
agram with the natural functors from DbSing(Z) into both these categories. The com-
position Db(Z–qcoh) −→ D′Sing(Z) −→ D
st
Sing(Z) preserves those infinite direct sums
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that exist in Db(Z–qcoh). When Z = X0 is a divisor in a regular separated Noe-
therian scheme of finite Krull dimension, the functor D′Sing(X0) −→ D
st
Sing(X0) is an
equivalence of triangulated categories.
Proof. The construction of the functor DbSing(Z) −→ D
st
Sing(Z) in [25] is given in
terms of the Verdier localization functor Q : Dco(Z–qcoh) −→ D(Z–qcoh) by the
triangulated subcategory DstSing(Z) ⊂ D
co(Z–qcoh) and its adjoint functors on both
sides, which exist according to [25, Corollary 4.3]. The proof of our Theorem is
based on explicit constructions of the restrictions of these adjoint functors to some
subcategories of bounded complexes in D(Z–qcoh).
It is well known that the Verdier localization functor H0(Z–qcoh) −→ D(Z–qcoh)
from the homotopy category of (complexes of) quasi-coherent sheaves on Z to their
derived category has a right adjoint functor D(Z–qcoh) −→ H0(Z–qcoh). The objects
in the image of this functor are called homotopy injective complexes of quasi-coherent
sheaves on Z. The composition D(Z–qcoh) −→ H0(Z–qcoh) −→ Dco(Z–qcoh) pro-
vides the functor Qρ : D(Z–qcoh) −→ Dco(Z–qcoh) right adjoint to Q. In particular,
any bounded below complex in D(Z–qcoh) has a bounded below injective resolution
and any bounded below complex of injectives is homotopy injective. Furthermore,
any bounded below acyclic complex is coacyclic [42, Lemma 2.1]. It follows that any
bounded below complex from D+(Z–qcoh), considered as an object of Dco(Z–qcoh),
represents its own image under the functor Qρ.
On the other hand, any bounded above complex from D(Z–qcoh) has a locally free
left resolution defined uniquely up to a quasi-isomorphism of complexes in the exact
category of locally free sheaves, i. e., there is an equivalence of bounded above derived
categories D−(Z–qcohlf) ≃ D
−(Z–qcoh). Since the exact category Z–qcohlf has finite
homological dimension, any acyclic complex in it is coacyclic (and even absolutely
acyclic [42, Remark 2.1]), so there are natural functors D−(Z–qcohlf) −→ D(Z–qcohlf)
≃ Dco(Z–qcohlf) −→ D
co(Z–qcoh).
Lemma. The composition of the embedding D−(Z–qcoh) −→ D(Z–qcoh) with the
functor Qλ : D(Z–qcoh) −→ Dco(Z–qcoh) left adjoint to Q is isomorphic to the func-
tor D−(Z–qcoh) −→ Dco(Z–qcoh) constructed above.
Proof. We have to show that HomDco(Z–qcoh)(L
•, E•) = 0 for any bounded above com-
plex of locally free sheaves L• and any acyclic complex E• of quasi-coherent sheaves
on Z. Let us check that any morphism L• −→ E• in H0(Z–qcoh) factorizes through a
coacyclic complex of quasi-coherent sheaves. Clearly, we can assume that the complex
E• is bounded above, too. Let K• be the cocone of a closed morphism of complexes
L• −→ E•; then K• is bounded above and the composition K• −→ L• −→ E• is
homotopic to zero. Pick a bounded above complex of locally free sheaves F • to-
gether with a quasi-isomorphism F • −→ K•. Then the cone of the composition
F • −→ K• −→ L•, being a bounded above acyclic complex of locally free sheaves,
is coacyclic. Since the composition F • −→ L• −→ E• is homotopic to zero, the
morphism L• −→ E• factorizes, up to homotopy, through this cone. 
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Now we can describe the action of the functor Iλ : D
co(Z–qcoh) −→ DstSing(Z–qcoh)
left adjoint to the embedding DstSing(Z–qcoh) −→ D
co(Z–qcoh) on bounded above
complexes in Dco(Z–qcoh). If K• is a bounded above complex of quasi-coherent
sheaves and F • is its locally free left resolution, then the cone of the closed morphism
F • −→ K• represents the object Iλ(K•) ∈ DstSing(Z–qcoh). In view of the above
Lemma, this cone is functorial and does not depend on the choice of F • for the usual
semiorthogonality reasons.
The embedding of compact generators DbSing(Z) −→ D
st
Sing(Z) is constructed in [25]
as the functor induced by the restriction of the composition Iλ ◦Qρ : D(Z–qcoh) −→
DstSing(Z) to the full subcategory D
b(Z–coh) ⊂ D(Z–qcoh). Let us explain why this
is so. By Proposition 1.5(d) (cf. [25, Proposition 2.3 and Remark 3.8]), the natural
functor Db(Z–coh) −→ Dco(Z–qcoh) is fully faithful and its image is a set of compact
generators in the target. This is the image of Db(Z–coh) ⊂ D(Z–qcoh) under the
functor Qρ, as constructed above. It is clear from the above construction of the
functor Qλ that it preserves compactness (and in fact coincides with the functor Qρ on
perfect complexes in D(Z–qcoh) [25, Lemma 5.2]). Since the functorsQλ and Iλ, being
left adjoints, preserve infinite direct sums, and Iλ is a Verdier localization functor
by the image of Qλ, it follows that the image of any set of compact generators of
Dco(Z–qcoh) under Iλ is a set of compact generators of D
st
Sing(Z) [31, Theorem 2.1(4)].
In order to define the desired functor D′Sing(Z) −→ D
st
Sing(Z), restrict the same
composition Iλ ◦Qρ to the full subcategory Db(Z–qcoh) ⊂ D(Z–qcoh). According to
the above, this restriction assigns to any bounded complex of quasi-coherent sheaves
K• on Z the cone of a morphism F • −→ K• into it from its locally free left reso-
lution F •. Clearly, the functor Db(Z–qcoh) −→ DstSing(Z) that we have constructed
preserves those infinite direct sums that exist in Db(Z–qcoh) and annihilates the tri-
angulated subcategory Db(Z–qcohlf) ⊂ D
b(Z–qcoh). So we have the induced functor
D′Sing(Z) −→ D
st
Sing(Z), and the first two assertions of Theorem are proven.
To prove the last assertion, we use the results of Section 2.8. Assume that Z =
X0 is the zero locus of a section w ∈ L(X) of a line bundle on X ; as usually,
w : OX −→ L has to be an injective morphism of sheaves. Then by Theorem 2.8
and Lemma 2.8, the category D′Sing(Z) admits infinite direct sums and the image of
the fully faithful functor DbSing(X0) −→ D
′
Sing(X0) is a set of compact generators in
the target. Furthermore, it follows from the proof of Theorem 2.8 that any object
of D′Sing(X0) can be represented by a quasi-coherent sheaf on X0 and the direct
sum of an infinite family of such objects is represented by the direct sums of such
sheaves (see Remark 2.8). Thus the functor D′Sing(Z) −→ D
st
Sing(Z), being an infinite
direct sum-preserving triangulated functor identifying triangulated subcategories of
compact generators, is an equivalence of triangulated categories. 
We keep the assumptions of Theorem and the notation of the last paragraph of
its proof, i. e., X is a regular separated Noetherian scheme of finite Krull dimension
with enough vector bundles and X0 ⊂ X is the divisor of zeroes of a locally nonzero-
dividing section w ∈ L(X). The closed embedding X0 −→ X is denoted by i.
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Corollary. The functor Λ: Dco((X,L, w)–qcohlf) ≃ D
co((X,L, w)–qcoh) −→
DstSing(X0) assigning to a locally free (or just w-flat) quasi-coherent matrix factoriza-
tion M the acyclic complex of locally free (or quasi-coherent) sheaves i∗M on X0 is
an equivalence of triangulated categories.
Proof. Given a w-flat matrix factorization M, the complex of sheaves i∗M on X0 is
acyclic by [39, Lemma 1.5]. Clearly, the assignment M 7−→ i∗M defines a triangu-
lated functor Dco((X,L, w)–qcohw–fl) −→ D
st
Sing(X0).
To prove that this functor is an equivalence of categories, it suffices to identify
it, up to a shift, with the composition of the equivalences Dco((X,L, w)–qcohlf) −→
D′Sing(X0) −→ D
st
Sing(X0). Here one simply notices that for any M ∈ D
co((X,L, w)
–qcohlf) the complex i
∗M is isomorphic in DstSing(X0) to its canonical truncation
τ≤1i
∗M, and the latter complex is the cocone of the morphism into Σ(M) from one
of its left locally free resolutions. So the functor Λ is identified with Σ[−1]. 
2.10. Relative stable derived category. The goal of this section is to general-
ize the results of the previous one to the case of a singular Noetherian scheme X .
The relative version of stable derived category, defined for a closed embedding of
finite flat dimension i : Z −→ X , is equivalent to the categories D′Sing(X0/X) and
Dco((X,L, w)–qcoh) in the case of the Cartier divisor Z = X0 corresponding to a
locally nonzero-dividing section w of a line bundle L on X .
Let X be a separated Noetherian scheme of finite Krull dimension and i : Z −→ X
be a closed embedding of schemes such that i∗OZ has finite flat dimension as an
OX -module. According to Section 1.9, there is a left derived inverse image functor
Li∗ : Dco(X–qcoh) −→ Dco(Z–qcoh). This functor forms a commutative diagram with
the similar functor Li∗ : D(X–qcoh) −→ D(Z–qcoh), and consequently, takes acyclic
complexes in Dco(X–qcoh) to acyclic complexes in Dco(Z–qcoh).
Proposition. The following four triangulated categories are naturally equivalent:
(a) the full subcategory in Dco(Z–qcoh) consisting of all the objects annihilated by
the direct image functor i∗ : D
co(Z–qcoh) −→ Dco(X–qcoh);
(b) the quotient category of the homotopy category of complexes over Z–qcoh whose
direct images are coacyclic complexes over X–qcoh by the thick subcategory of coa-
cyclic complexes over Z–qcoh;
(c) the quotient category of Dco(Z–qcoh) by its minimal triangulated subcategory,
containing the objects in Li∗Dco(X–qcoh) and closed under infinite direct sums;
(d) the quotient category of the full subcategory of acyclic complexes in Dco(Z–qcoh)
by its minimal triangulated subcategory, containing the left derived inverse images of
acyclic complexes in Dco(X–qcoh) and closed under infinite direct sums.
Proof. The equivalence of (a) and (b) is obvious. To show that the natural functor
from the category (d) to the category (c) is an equivalence, notice that the minimal
triangulated subcategory containing flat quasi-coherent sheaves and closed under in-
finite direct sums together with the triangulated subcategory of acyclic complexes
form a semiorthogonal decomposition of Dco(X–qcoh), and similarly for Z [45, Corol-
lary A.4.7]. Since flat quasi-coherent sheaves on Z belong to the thick subcategory
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in Db(Z–qcoh) ⊂ Dco(Z–qcoh) generated by the inverse images of flat quasi-coherent
sheaves from X (see the proof of Lemma 2.8), the assertion follows.
Finally, the functor Li∗ preserves infinite direct sums and compactness of objects,
since its right adjoint functor i∗ preserves infinite direct sums. Hence the minimal
triangulated subcategory in Dco(Z–qcoh) containing Li∗Dco(X–qcoh) and closed un-
der infinite direct sums is compactly generated by some objects which are compact
in Dco(Z–qcoh). By Brown representability, the quotient category in (c) is equivalent
to the right orthogonal complement to this triangulated subcategory, which is the
kernel category in (a). 
We call any of the equivalent triangulated categories in Proposition 2.10 the relative
stable derived category of Z over X and denote it by DstSing(Z/X) (cf. [3, Section 2]).
In particular, defining the relative stable derived category by the construction (c), we
have natural triangulated functors Db(Z–qcoh) −→ Dco(Z–qcoh) −→ DstSing(Z/X).
Clearly, the composition Db(Z–qcoh) −→ DstSing(Z/X) factorizes through the rela-
tive singularity category D′Sing(Z/X), providing a natural functor D
′
Sing(Z/X) −→
DstSing(Z/X).
Lemma. The composition of triangulated functors DbSing(Z/X) −→ D
′
Sing(Z/X) −→
DstSing(Z/X) is fully faithful and its image forms a set of compact generators for the
triangulated category DstSing(Z/X).
Proof. By Proposition 1.5(d), the full triangulated subcategory Dabs(Z–coh) com-
pactly generates the triangulated category Dco(Z–qcoh), and similarly for X . In view
of the construction (c) and the argument in the proof of Proposition, the assertion
follows from [30, Theorem 2.1]. 
Now let L be a line bundle on X , let w ∈ L(X) be a locally nonzero-dividing
section of L, and let i : X0 −→ X be closed embedding of the zero locus of w. Defining
the category DstSing(X0/X) by the construction (d), let LΛ: D
co((X,L, w)–qcoh) −→
DstSing(X0/X) be the triangulated functor assigning to a w-flat quasi-coherent matrix
factorization M the acyclic complex i∗M over X0–qcoh.
Since any bounded below acyclic complex over X0–qcoh is coacyclic, and any
bounded above complex belongs to the minimal triangulated subcategory in
Dco(X0–qcoh) generated by its terms and closed under infinite direct sums, the
following diagram of triangulated functors is commutative (cf. Corollary 2.9)
Dco((X,L, w)–qcoh) D′Sing(X0/X)
DstSing(X0/X)
//
LΞ[−1]
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘
LΛ uu❧❧❧
❧❧❧
❧❧❧
❧❧
Theorem. For any locally nonzero-dividing section w of a line bundle L on a sep-
arated Noetherian scheme X of finite Krull dimension, all the three functors on the
above diagram are equivalences of triangulated categories.
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Proof. The functor LΞ is an equivalence by Theorem 2.8. To show that the func-
tor LΛ is an equivalence, let us check that it identifies compact generators. By
Proposition 1.5(d), the category Dco((X,L, w)–qcoh) is compactly generated by its
full triangulated subcategory Dabs((X,L, w)–coh), while according to Lemma the
category DstSing(X0/X) is compactly generated by its full triangulated subcategory
DbSing(X0/X). The restriction of the functor LΛ being an equivalence between these
two subcategories (in view of commutativity of the diagram and) by Theorem 2.7, it
follows that the functor LΛ itself is an equivalence, too. 
Remark. Another proof of the above Theorem can be obtained using the approach
based on [12, Appendix A]. In the notation and assumptions of Remark 2.7, suppose
that C is an abelian category with exact functors of arbitrary infinite direct sums.
Then so is the abelian category MF (C, L, w); the full abelian subcategory C0 ⊂ C is
closed under infinite direct sums; and the triangulated functors i∗, Li
∗, υn, Lξn, F n,
Gn− act between the coderived categories Dco(C), Dco(C0), and D
coMF (C, L, w).
As in Remark 2.7, one proves that the functors Gn− : Dco(C) −→ DcoMF (C, L, w)
and υn : Dco(C0) −→ DcoMF (C, L, w) are fully faithful and their images form a semior-
thogonal decomposition of the coderived category DcoMF (C, L, w). By (the proof of)
[12, Proposition A.3(3-4)], the totalization functor DcoMF (C, L, w) −→ Dco(C, L, w)
acting between the coderived category of the abelian category MF (C, L, w) and the
coderived category of matrix factorizations Dco(C, L, w) (defined as in Section 1.3)
is the Verdier localization by the minimal triangulated subcategory containing the
objects Gn−(B) and G(n+1)−(B) for all B ∈ C and closed under infinite direct sums.
It follows that the composition of the functor υn : Dco(C0) −→ D
coMF (C, L, w) with
the totalization functor DcoMF (C, L, w) −→ Dco(C, L, w) induces an equivalence of
triangulated categories Dco(C0)/〈Li∗Dco(C)〉⊕ −→ Dco(C, L, w) between the quotient
category of the coderived category Dco(C0) by its minimal triangulated subcategory
containing the image of the functor Li∗ : Dco(C) −→ Dco(C0) and closed under infinite
direct sums, and the coderived category of matrix factorizations. The composition
of the functor Lξn : DcoMF (C, L, w) −→ Dco(C0) with the Verdier localization func-
tor Dco(C0) −→ Dco(C0)/〈Li∗Dco(C)〉⊕ factorizes through the totalization functor,
providing the inverse equivalence Dco(C, L, w) −→ Dco(C0)/〈Li∗Dco(C)〉⊕.
Returning to quasi-coherent matrix factorizations of a global section w ∈ L(X) of
a line bundle L on a separated Noetherian scheme X with the zero locus X0 ⊂ X , we
obtain direct constructions of two mutually inverse triangulated equivalences between
the coderived category Dco((X,L, w)–qcoh) and the relative stable derived category
DstSing(X0/X) as defined in part (c) of the above Proposition.
3. Supports, Pull-Backs, and Push-Forwards
3.1. Supports. This section paves the ground for the results about preservation of
finite rank or coherence by the push-forwards of matrix factorizations with proper
supports, which will be proven in Sections 3.5–3.6.
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Let X be a separated Noetherian scheme and T ⊂ X be a Zariski closed subset.
Denote by X–cohT the abelian category of coherent sheaves on X with the set-
theoretic support in T ; and similarly for quasi-coherent sheaves.
It is a well-known fact (essentially, a reformulation of the Artin–Rees lemma)
that the embedding of abelian categories X–qcohT −→ X–qcoh takes injectives to
injectives. It follows that the functor Db(X–cohT ) −→ Db(X–coh) is fully faithful.
Clearly, its image is a thick subcategory and the corresponding quotient category can
be naturally identified with Db(U–coh), where U = X \ T (cf. Section 1.10).
Assume additionally that X has enough vector bundles. Let Perf T (X) ⊂ Perf (X)
denote the full subcategory of perfect complexes with the cohomology sheaves set-
theoretically supported in T . By the above result, Perf T (X) can be considered
as a thick subcategory in Db(X–cohT ). According to [36, Lemma 2.6], the functor
Db(X–cohT )/Perf T (X) −→ D
b
Sing(X) induced by the embedding D
b(X–cohT ) −→
Db(X–coh) is fully faithful. We denote the source (or the image) category of this
functor by DbSing(X, T ).
By [7, Theorem 1.3], the restriction functor DbSing(X) −→ D
b
Sing(U) is the Verdier
localization functor by the triangulated subcategory DbSing(X, T ). In particular, the
kernel of the restriction functor coincides with the thick envelope of (i. e., the minimal
thick subcategory containing) DbSing(X, T ) in D
b
Sing(X).
Now we are going to establish the similar results for the triangulated categories
of relative singularities. Let i : Z −→ X be a closed subscheme such that i∗OZ ∈
Perf (X), and let Perf (Z/X) = Db(EZ/X) (see Remark 2.1) denote the thick sub-
category in Db(Z–coh) generated by Li∗Db(X–coh). Let T ⊂ Z be a Zariski closed
subset; put U = X \ T and V = Z \ T . We denote by Perf T (Z/X) the full sub-
category of all objects of Perf (Z/X) with the cohomology sheaves set-theoretically
supported in T . Consider it as a thick subcategory in Db(Z–cohT ), and denote by
DbSing(Z/X, T ) the quotient category D
b(Z–cohT )/Perf T (Z/X).
Lemma. (a) The functor DbSing(Z/X, T ) −→ D
b
Sing(Z/X) induced by the embedding
Db(Z–cohT ) −→ Db(Z–coh) is fully faithful.
(b) The restriction functor DbSing(Z/X) −→ D
b
Sing(V/U) is the Verdier localization
functor by the triangulated subcategory DbSing(Z/X, T ). In particular, the kernel of the
restriction functor coincides with the thick envelope of DbSing(Z/X, T ) in D
b
Sing(Z/X).
Proof. The proof of part (a) is similar to that of [36, Lemma 2.6]. One only needs to
notice that the tensor product of an object of Perf (Z/X) with an object of Perf (Z)
belongs to Perf (Z/X). This follows from the fact that Perf (Z) as a thick subcat-
egory in Db(Z–coh) is generated by the restrictions of vector bundles from X (see
Section 2.1). Part (b) is true, since the thick subcategory Perf (V/U) ⊂ Db(V –coh) is
generated by the image of the restriction functor Perf (Z/X) −→ Perf (V/U), which
is because any coherent sheaf on U can be extended to a coherent sheaf on X . 
Let L be a line bundle over X and w ∈ L(X) be a section; set X0 = {w = 0} ⊂ X .
The definitions of the set-theoretic and category-theoretic supports SuppM and
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suppM of a coherent matrix factorization M ∈ (X,L, w)–coh were given (in a
greater generality of coherent CDG-modules) in Section 1.10.
Given a locally free matrix factorization of finite rankM∈ (X,L, w)–cohlf , define
the (category-theoretic) support suppM ⊂ X as the minimal closed subset T ⊂ X
such that the restriction M|U of M to the open subscheme U = X \ T is abso-
lutely acyclic with respect to (U,L|U , w|U)–cohlf . By Corollary 2.3(i), the definitions
of category-theoretic supports of coherent matrix factorizations and of locally free
matrix factorizations of finite rank agree when they are both applicable.
Equivalently, for a locally free matrix factorization M of finite rank over X , the
open subscheme X \ suppM is the union of all affine open subschemes U ⊂ X such
that the matrix factorizationM|U is contractible (see Remark 1.3). For any coherent
matrix factorization M one has suppM ⊂ X0, since any matrix factorization of an
invertible potential is contractible (cf. [39, Section 5]).
Let T ⊂ X be a closed subset. Denote by DabsT ((X,L, w)–cohlf) (respectively,
DabsT ((X,L, w)–coh)) the quotient category of the homotopy category of locally free
matrix factorizations of finite rank (resp., coherent matrix factorizations) supported
category-theoretically inside T by the thick subcategory of matrix factorizations ab-
solutely acyclic with respect to (X,L, w)–cohlf (resp., (X,L, w)–coh). Clearly, the
functors DabsT ((X,L, w)–cohlf) −→ D
abs((X,L, w)–cohlf) and DabsT ((X,L, w)–coh) −→
Dabs((X,L, w)–coh) are fully faithful [39].
By the definition, the thick subcategories DabsT ((X,L, w)–cohlf) ⊂ D
abs((X,L, w)
–cohlf) and D
abs
T ((X,L, w)–coh) ⊂ D
abs((X,L, w)–coh) only depend on the in-
tersection X0 ∩ T (rather than the whole of T ). Equivalently, they can be
defined as the full subcategories of objects annihilated by the restriction functors
Dabs((X,L, w)–cohlf) −→ D
abs((U,L|U , w|U)–cohlf) and D
abs((X,L, w)–coh) −→
Dabs((U,L|U , w|U)–coh), where U = X \ T .
As in Section 1.10, we denote by Dabs((X,L, w)–cohT ) the absolute derived category
of coherent matrix factorizations with the set-theoretic support in T . The functor
Dabs((X,L, w)–cohT ) −→ D
abs((X,L, w)–coh) is fully faithful by Proposition 1.10(d).
By Corollary 1.10(b), the full subcategory DabsT ((X,L, w)–coh) ⊂ D
abs((X,L, w)–coh)
is the thick envelope of the full subcategory Dabs((X,L, w)–cohT ).
Now assume that w : OX −→ L is an injective morphism of sheaves.
Proposition. (a) The equivalence of categories Dabs((X,L, w)–coh) ≃ DbSing(X0/X)
identifies the triangulated subcategory Dabs((X,L, w)–cohT ) with the triangulated sub-
category DbSing(X0/X, X0∩T ). In particular, the former triangulated subcategory only
depends on the intersection X0 ∩ T .
(b) The full preimage of the thick envelope of the triangulated subcategory
DbSing(X0, X0∩T ) ⊂ D
b
Sing(X0) under the fully faithful functor Σ: D
abs((X,L, w)–cohlf)
−→ DbSing(X0) coincides with the triangulated subcategory D
abs
T ((X,L, w)–cohlf).
Proof. Part (b) follows from the fact that the thick envelope of DbSing(X0, X0 ∩ T ) is
the kernel of the restriction functor DbSing(X0) −→ D
b
Sing(X0 \ T ), the similar fact for
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DabsT ((X,L, w)–cohlf), and the compatibility of the functors Σ with the restrictions to
open subschemes, together with their full-and-faithfulness.
To prove part (a), notice first that the functor Υ obviously takes DbSing(X0/X,
X0 ∩ T ) into Dabs((X,L, w)–cohT ). Let us check that the functor LΞ takes
Dabs((X,L, w)–cohT ) into DbSing(X0/X, X0 ∩ T ). Let M be a coherent matrix
factorization supported set-theoretically in T . Present M as the cokernel of an
injective morphism of w-flat coherent matrix factorizations K −→ N . The functor
LΞ being triangulated, the object LΞ(M) ∈ DbSing(X0/X) is isomorphic to the cone
of the morphism Ξ(K) −→ Ξ(N ) (cf. Lemma 3.6). The morphism Ξ(K) −→ Ξ(N )
of coherent sheaves on X0 is an isomorphism outside T , so its kernel and cokernel
are supported in X0 ∩ T . Thus the cone is quasi-isomorphic to a two-term complex
of coherent sheaves on X0 with the terms supported set-theoretically in X0 ∩ T . 
3.2. Locality of local freeness. The aim of this section is to show that the property
of an object of Dabs((X,L, w)–qcohfl) or D
abs((X,L, w)–coh) to be a direct summand
of an object from Dabs((X,L, w)–cohlf) is local in a separated Noetherian scheme X
with a dualizing complex and enough vector bundles, assuming that the potential
w ∈ L(X) is not locally zero-dividing.
Let Z be a Noetherian scheme of finite Krull dimension with enough vector bun-
dles. Recall that the natural functor DbSing(Z) −→ D
′
Sing(Z) is fully faithful [34,
Proposition 1.13] (cf. Section 2.8).
Proposition. Let Z = U ∪ V be a covering by two open subschemes. Then any
object of D′Sing(Z) whose restrictions to U and V belong to the full subcategories
DbSing(U) ⊂ D
′
Sing(U) and D
b
Sing(V ) ⊂ D
′
Sing(V ), respectively, is a direct summand of
an object belonging to the full subcategory DbSing(Z) ⊂ D
′
Sing(Z).
Proof. Consider the bounded derived category of quasi-coherent sheaves Db(Z–qcoh)
on Z and two full triangulated subcategories Db(Z–coh) and Db(Z–qcohfl) in it.
Clearly, the intersection Db(Z–coh) ∩ Db(Z–qcohfl) coincides with the full subcat-
egory of perfect complexes Perf (Z) = Db(Z–cohlf) ⊂ Db(Z–qcoh).
Lemma. Any morphism from an object of the full subcategory Db(Z–qcohfl) into an
object of the full subcategory Db(Z–coh) ⊂ Db(Z–qcoh) factorizes through an object
belonging to Db(Z–cohlf).
Proof. See the proof of [34, Proposition 1.13]. 
It follows from Lemma (by the way of the octahedron axiom) that any object K•
of the full triangulated subcategory Db(Z–qcoh)fl-c generated by D
b(Z–qcohfl) and
Db(Z–coh) in Db(Z–qcoh) can be included in a distinguished triangle F • −→ K• −→
M• −→ F •[1] with F • ∈ Db(Z–qcohfl) and M
• ∈ Db(Z–coh). Besides, the natural
functor Db(Z–qcohfl)/D
b(Z–cohlf) −→ Db(Z–qcoh)/Db(Z–coh) is fully faithful.
To prove Proposition, one has to show that any object K• ∈ Db(Z–qcoh) whose re-
strictions to U and V belong to the subcategories Db(U–qcoh)fl-c and D
b(V –qcohfl-c),
respectively, is a direct summand of an object from Db(Z–qcoh)fl-c ⊂ Db(Z–qcoh).
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According to the above, there exist two objects F •U ∈ D
b(U–qcohfl) and F
•
V ∈
Db(V –qcohfl) and two morphisms F
•
U −→ K
•|U and F •V −→ K
•|V whose cones belong
to Db(U–coh) and Db(V –coh), respectively.
Set W = U ∩ V ⊂ Z; then the restrictions of F •U and F
•
V to W are isomor-
phic in Db(W–qcoh)/Db(W–coh), and consequently, in Db(W–qcohfl)/D
b(W–cohlf),
too. Notice that the category Perf (W ) = Db(W–cohlf) is idempotent complete, and
therefore, a thick subcategory in Db(W–qcohfl). It follows that there exists a fi-
nite complex of flat quasi-coherent sheaves F •W on W together with two morphisms
F •U |W −→ F
•
W and F
•
V |W −→ F
•
W whose cones are perfect complexes. Denote the
cocones of these morphisms by G•W and H
•
W .
For any object A of a triangulated category D, let us denote by ′A the object
A ⊕ A[1]. For any triangulated subcategory C ⊂ D, whenever an object A ∈ D is a
direct summand of an object from C, the object ′A belongs to C, as A⊕B ∈ C implies
A⊕A[1] ∈ C in view of the distinguished triangle A⊕B −→ A⊕B −→ A⊕A[1] −→
A[1]⊕ B[1] [47, Theorem 2.1].
By the Thomason–Trobaugh theorem [48, Section 5], the objects ′G•W and
′H•W
can be extended to perfect complexes on U and V , respectively. Moreover, these
extensions G•U ∈ D
b(U–cohlf) and H•V ∈ D
b(V –cohlf) can be chosen in such a way
that the morphisms ′G•W −→
′F •U |W and
′H•W −→
′F •V |W would be extendable to
morphisms G•U −→
′F •U and H
•
V −→
′F •V [31, Theorem 2.1(4-5)].
Furthermore, the objects ′G•U and
′H•V can be extended to perfect complexes G
• and
H• on the whole scheme Z so that the compositions of morphisms ′G•U −→
′′F •U −→
′′K•|U and ′H•V −→
′′F •V −→
′′K•|V would be extendable to morphisms G• −→ ′′K•
and H• −→ ′′K•. Denote by K•(1) a cone of the morphism G
• ⊕ H• −→ ′′K•, by
F •U,(1) a cone of the morphism
′G•U −→
′′F •U , and by F
•
V,(1) a cone of the morphism
′H•V −→
′′F •V . We have come back to the original situation with an object K
•
(1) ∈
Db(Z–qcoh), two objects F •U,(1) ∈ D
b(U–qcohfl) and F
•
V,(1) ∈ D
b(V –qcohfl), and two
morphisms F •U,(1) −→ K
•
(1)|U and F
•
V,(1) −→ K
•
(1)|V whose cones belong to D
b(U–coh)
and Db(V –coh), respectively. In addition, the objects F •U,(1)|W and F
•
V,(1)|W are now
isomorphic in Db(W–qcohfl).
The construction does not guarantee commutativity of the diagram formed by the
isomorphism F •U,(1)|W = F
•
W,(1) ≃ F
•
V,(1)|W and the restrictions of the morphisms
F •U,(1) −→ K
•
(1) and F
•
V,(1) −→ K
•
(1) to W . However, the original choice of the
morphisms F •U |W −→ F
•
W and F
•
V |W −→ F
•
W makes this diagram commute in the
quotient category Db(W–qcoh)/Db(W–coh). Hence the difference of two morphisms
F •W,(1) ⇒ K
•
(1)|W factorizes through a bounded complex of coherent sheaves onW , and
consequently (according to Lemma) also through a perfect complex on W . Denote
the latter by E• ∈ Db(W–cohlf).
Now let j : U −→ Z, k : V −→ Z, and h : W −→ Z denote the natural open
embeddings. Consider the square diagram formed by the morphisms Rj∗F •U,(1) ⊕
Rk∗F
•
V,(1) −→ Rh∗F
•
U,(1)|W and Rj∗K
•
(1)|U ⊕ Rk∗K
•
(1)|V −→ Rh∗K
•
(1)|W . According to
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the above, this diagram is not necessarily commutative; but it can be made commu-
tative by adding the new direct summand Rh∗E• to the term Rj∗K•(1)|U ⊕ Rk∗K
•
(1)|V
with the morphism Rh∗E
• −→ Rh∗K
•
(1)|W induced by the morphism E
• −→ K•(1)|W
and the morphism Rj∗F •U,(1) ⊕ Rk∗F
•
V,(1) equal to zero on the first direct summand
and induced by the morphism F •V,(1)|W ≃ F
•
W,(1) −→ E
• on the second one.
Let F • denote a cocone of the morphism Rj∗F
•
U,(1)⊕Rk∗F
•
V,(1) −→ Rh∗F
•
U,(1)|W and
L• denote a cocone of the morphism Rj∗K•(1)|U ⊕Rk∗K
•
(1)|V ⊕Rh∗E
• −→ Rh∗K•(1)|W .
Then the commutative square can be extended to a morphism of distinguished tri-
angles, so we obtain a morphism F • −→ L•. Since K•(1) is a cocone of the mor-
phism Rj∗K•(1)|U ⊕ Rk∗K
•
(1)|V −→ Rh∗K
•
(1)|W , there is also a distinguished triangle
K•(1) −→ L
• −→ Rh∗E −→ K•(1)[1].
Notice that the complexes F • and Rh∗E• belong to Db(Z–qcohfl) (since the class of
bounded complexes of flat quasi-coherent sheaves is preserved by the derived direct
images with respect to flat morphisms of Noetherian schemes; cf. Proposition 1.9).
Furthermore, the complex Rh∗E• is perfect over W . Restricting to W our morphism
of distinguished triangles, and recalling that cones of the morphisms F •U,(1) −→ K
•
(1)|U
and F •V,(1) −→ K
•
(1)|V are coherent complexes over U and V , one easily concludes that
a cone of the morphism F • −→ L• is a coherent complex over W .
Denote this cone temporarily by K•(2). Clearly, in order to show that the original
complex K• is a direct summand of an object from Db(Z–qcoh)fl-c in Db(Z–qcoh)
(which is our goal) it suffices to check that so is the complex K•(2). It also follows
from the constructions that the restrictions of the complex K•(2) to U and V belong
to Db(U–qcoh)fl-c and D
b(V –qcohfl-c), respectively. Dropping the lower index and
redenoting K•(2) simply by K
•, we are coming back to the situation in the beginning
of the proof with the new knowledge that K• may be assumed to be a coherent
complex over W .
The next fragment of our proof is based on the localization theory for coderived cat-
egories of quasi-coherent sheaves on Noetherian schemes (similar to the Thomason–
Trobaugh–Neeman theory for the conventional derived categories, the difference being
that arbitrary bounded complexes of coherent sheaves play the role of perfect com-
plexes). What we need is a particular case of the theory developed in Section 1.10
(corresponding to the choice of the quasi-coherent CDG-algebra OZ over Z).
Specifically, it follows from Proposition 1.5(d) and Theorem 1.10 together with [31,
Theorem 2.1(5)] that any morphism from an object of Db(W–coh) into a restriction
to W of an object K• from Db(Z–qcoh) (or even from Dco(Z–qcoh)) can be extended
to a morphism to K• from an object of Db(Z–coh). Applying this assertion to the
identity morphism K•|W −→ K•|W in the above situation, we obtain a morphism
M• −→ K• into K• from a coherent complexM• over Z that is a quasi-isomorphism
overW . Passing to a cone of this morphism, we may assume K• to be acyclic overW .
By Corollary 1.10, such a complex K• is quasi-isomorphic to a (bounded) complex
of quasi-coherent sheaves on Z whose terms are concentrated set-theoretically in the
complement Z\W . The latter is a disjoint union of two nonintersecting closed subsets
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in Z, namely, the complements S = Z \ U and T = Z \ V . Now the complex K•
decomposes into a direct sum of two complexes with the set-theoretic supports inside
S and T , respectively.
One can consider the two direct summands separately. We have to show that
any bounded complex of quasi-coherent sheaves K• on Z, which is supported set-
theoretically in T and whose restriction to U belongs to Db(U–qcoh)fl-c, itself belongs
to Db(Z–qcoh)fl-c. Arguing as in the beginning of this proof, we have an object
G• ∈ Db(U–qcohfl) together with a morphism G
• −→ K•|U whose cone belongs to
Db(U–coh). The restriction G•|W then belongs to both Db(W–qcohfl) and D
b(W–coh),
and is, therefore, a perfect complex on W .
Again by the Thomason–Trobaugh theorem, the object ′G•|W can be extended to a
perfect complex H• on V . A cocone of the morphism Rj∗
′G•⊕Rk∗H
• −→ Rh∗
′G•|W
provides an object F • ∈ Db(Z–qcohfl) isomorphic to
′G• over U and to H• over V .
Now the morphism ′G• −→ ′K•|U over U extends uniquely to a morphism F • −→ ′K•
over Z, since the set-theoretic support of ′K• is contained in a closed subset lying
inside U . A cone of the morphism F • −→ ′K• is a coherent complex on Z, since it is
so in restrictions to U and V . Proposition is proven. 
Now let X be a separated Noetherian scheme of finite Krull dimension with enough
vector bundles, L be a line bundle on X , and w ∈ L(X) be a locally nonzero-dividing
potential. Let X0 ⊂ X be the zero locus of w.
Corollary. Let X = U ∩ V be a covering by two open subschemes. Then any
object of Dco((X,L, w)–qcohfl) whose restrictions to U and V belong to the full
triangulated subcategories Dabs((U,L|U , w|U)–cohlf) ⊂ Dco((U,L|U , w|U)–qcohfl) and
Dabs((V,L|V , w|V )–cohlf) ⊂ Dco((V,L|V , w|V )–qcohfl), respectively, is a direct sum-
mand of an object from the full triangulated subcategory Dabs((X,L, w)–cohlf) ⊂
Dco((X,L, w)–qcohfl).
Proof. By Proposition 2.8, the category Dco((X,L, w)–qcohfl) is a full triangulated
subcategory of the triangulated category D′Sing(X0). The (essential) intersection of the
full subcategories Dco((X,L, w)–qcohfl) and D
b
Sing(X0) in D
′
Sing(X0) is the triangulated
category Dabs((X,L, w)–cohlf).
Indeed, an object of F ∈ DbSing(X0) belongs to D
abs((X,L, w)–cohlf) if and only
if the object i◦F vanishes in D
b
Sing(X) (Theorem 2.7); an object F ∈ D
′
Sing(X0)
belongs to Dco((X,L, w)–qcohfl) if and only if the object i◦F vanishes in D
′
Sing(X)
(Proposition 2.8); and the functor DbSing(X) −→ D
′
Sing(X) is fully faithful.
Moreover, the (essential) intersection of Dco((X,L, w)–qcohfl) with the thick en-
velope of DbSing(X0) in D
′
Sing(X0) is the thick envelope of D
abs((X,L, w)–cohlf) in
D′Sing(X0). Indeed, let M be an object of the intersection; then M⊕M[1] belongs
to both Dco((X,L, w)–qcohfl) and D
b
Sing(X0), hence also to D
abs((X,L, w)–cohlf), and
consequently M belongs to the thick envelope of Dabs((X,L, w)–cohlf).
Now let K be our object of Dco((X,L, w)–qcohfl); it can be also viewed as an object
of D′Sing(X0). If its restrictions to U and V belong to D
abs((U,L|U , w|U)–cohlf) and
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Dabs((V,L|V , w|V )–cohlf), they also belong to DbSing(U0) ⊂ D
′
Sing(U0) and D
b
Sing(V0) ⊂
D′Sing(V0) (where we set U0 = U ∩X0 and V0 = V ∩X0).
Applying Proposition, we can conclude that K belongs to the thick envelope of
DbSing(X0) in D
′
Sing(X0). The assertion of Corollary follows from the above. 
Assume additionally that the scheme X admits a dualizing complex D•X .
Theorem. Let X = U ∩ V be a covering by two open subschemes. Then any object
of Dabs((X,L, w)–coh) whose restrictions to U and V belong to the thick envelopes of
the triangulated subcategories Dabs((U,L|U , w|U)–cohlf) ⊂ Dabs((U,L|U , w|U)–coh) and
Dabs((V,L|V , w|V )–cohlf) ⊂ Dabs((V,LV , w|V )–coh) itself belongs to the thick envelope
of the triangulated subcategory Dabs((X,L, w)–cohlf) ⊂ Dabs((X,L, w)–coh).
Proof. The argument is based on the Serre–Grothendieck duality theory for matrix
factorizations as developed in Section 2.5, which allows to reduce the question to the
result of Corollary. Specifically, let M be our coherent matrix factorization over X .
Replacing, if necessary, M withM⊕M[1], we may assume the restrictions ofM to
U and V to be isomorphic to locally free matrix factorizations of finite rank.
Let us apply the construction of functor Ω: Dabs((X,L, w)–coh)op −→ Dco((X,L,
−w)–qcohfl) from Section 2.5 to the matrix factorization M. That is, we pick a
left resolution of M by locally free matrix factorizations of finite rank, dualize
by applying HomX–qc(−,OX), and totalize using infinite direct sums. By Corol-
lary 2.5, the functor Ω is fully faithful; it also identifies Dabs((X,L, w)–cohlf)
op with
Dabs((X,L,−w)–cohlf). Hence it suffices to check that the matrix factorization Ω(M)
belongs to the thick envelope of Dabs((X,L,−w)–cohlf) in Dco((X,L,−w)–qcohlf).
But we know as much from the above Corollary. 
3.3. Nonlocalization of local freeness. The lack of a workable notion of the con-
ventional derived category (as opposed to the coderived category) for quasi-coherent
matrix factorizations stands in the way of a direct extension of the Thomason–
Trobaugh–Neeman localization theory for perfect complexes [48, 30, 31] to locally
free matrix factorizations of finite rank. We have seen in Section 1.10 how the local-
ization theory can be developed for coherent matrix factorizations. In this section
we demonstrate a counterexample showing that the localization theory, in its con-
ventional form, actually does not hold for locally free matrix factorizations.
In other words, the restriction Dabs((X,L, w)–cohlf) −→ Dabs((U,L|U , w|U)–cohlf)
for an open subscheme U ⊂ X is not always a Verdier quotient functor, even up to
the direct summands. Moreover, the triangulated category Dabs((X,L, w)–cohlf) may
fail to be generated by a single object, unlike in the case of the categories of perfect
complexes on quasi-compact quasi-separated schemes.
All the potentials in our example will be simply regular functions, i. e., sections of
the trivial line bundle OX or OU , etc.; so we drop the line bundle L from our notation
in the rest of the section and write simply Dabs((X,w)–cohlf) or D
abs((X,w)–coh), etc.
For simplicity, we will work over the basic field of complex numbers C.
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Consider the 3-dimensional affine quadratic cone
X = {xy = zw} ⊂ A4 = SpecC[x, y, z, w].
Further, let us take the open subset
U = {z 6= 0} ⊂ X.
Clearly, we have an isomorphism of pairs (algebraic variety, regular function on it)
(1) (U,w)
∼
−→ (A2t1,t2 ×Gm, t1t2), (x, y, z, w) 7−→ ((x,
y
z
), z),
where we denote A2t1,t2 = SpecC[t1, t2] and, as usually, Gm = A
1 \ {0}.
Lemma. (a) We have a natural equivalence of triangulated categories
Dabs((U,w)–coh) ≃ Dabs((Gm, 0)–coh).
(b) The restriction functor
Dabs((X,w)–coh) −→ Dabs((U,w)–coh)
is an equivalence.
Here the category of matrix factorizations of the zero potential Dabs((Y, 0)–coh) is,
of course, simply the derived category of 2-periodic complexes of coherent sheaves on
a smooth variety Y .
Proof. Part (a): by (1), we have an equivalence
Dabs((U,w)–coh) ≃ Dabs((A2t1,t2 ×Gm, t1t2)–coh).
By Kno¨rrer periodicity (cf. [35, Theorem 3.1]), we have an equivalence
Dabs((A2t1,t2 ×Gm, t1t2)–coh) ≃ D
abs((Gm, 0)–coh).
Part (b): let us put D = X \ U . By Theorem 1.10(b) (see also Section 3.1), we
have a short exact sequence of triangulated categories
0 −→ DabsD ((X,w)–coh) −→ D
abs((X,w)–coh) −→ Dabs((U,w)–coh) −→ 0
Thus, we need to show that the category DabsD ((X,w))–coh) is zero. It suffices to
check that the category Dabs((D,w)–coh) is zero.
Let us put S = {xy = 0} ⊂ A2. Then we have an isomorphism
(D,w)
∼
−→ (S × A1t , t), (x, y, 0, w) 7−→ ((x, y), w).
Since Dabs((A1t , t)–coh) = 0, it follows that
Dabs((D,w)–coh) ≃ Dabs((S × A1t , t)–coh) = 0.

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Since U is smooth, we have an equivalence
Dabs((U,w)–cohlf) ≃ D
abs((U,w)–coh).
Now we turn to the category Dabs((X,w)–cohlf). As usually, we put
X0 = {w = 0} ⊂ X.
According to Theorem 2.7, the triangulated category Dabs((X,w)–cohlf) is equivalent
to the kernel of the direct image functor i◦ : D
b
Sing(X0) −→ D
b
Sing(X) acting between
the triangulated categories of singularities of the schemes X0 and X . This can be
rephrased by saying that Dabs((X,w)–cohlf) is equivalent to the quotient category of
the category of bounded complexes of coherent sheaves on X0 whose direct images
are perfect complexes on X by the category of perfect complexes on X0. Denoting the
triangulated category of coherent complexes on X0 whose direct images are perfect on
X by Perf (X0, X) ⊂ Db(X0–coh), we have an equivalence of triangulated categories
(2) Dabs((X,w)–cohlf) ≃ Perf (X0, X)/Perf (X0).
Note that we have a natural isomorphism
X0 ≃ S × A
1, (x, y, z, 0) 7−→ ((x, y), z).
It follows immediately that
(3) DbSing(X0) ≃ D
abs((A1, 0)–coh).
Proposition. (a) We have a natural equivalence of triangulated categories
Perf (X0, X)/Perf (X0) ≃ D
abs((Gm, 0)–coh)0-dim,
where Dabs((Gm, 0)–coh)0-dim ⊂ Dabs((Gm, 0)–coh) is the subcategory of complexes with
zero-dimensional support.
Moreover, we have a commutative diagram of fully faithful triangulated functors
Perf (X0, X)/Perf (X0) D
b
Sing(X0)
Dabs((Gm, 0)–coh)0-dim D
abs((A1, 0)–coh),
// //
// //
j∗
where j : Gm −→ A1 is the open embedding.
(b) We have a commutative diagram of fully faithful triangulated functors and
equivalences
Dabs((X,w)–cohlf) D
abs((U,w)–cohlf)
Dabs((Gm, 0)–coh)0-dim D
abs((Gm, 0)–coh),
// //
// //
ι
where ι is the tautological embedding.
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Proof. Part (a): indeed, from the equivalence (3) we have a natural fully faithful
triangulated functor
Perf (X0, X)/Perf (X0) −→ D
abs((A1, 0)–coh).
Let us denote by T ⊂ Dabs((A1, 0)–coh) the essential image of this functor. For
each z0 ∈ C \ {0}, we have a line lz0 := {y = 0, z = z0} ⊂ X0. Since lz0 ⊂
U and U is smooth, the coherent sheaf Olz0 is contained in Perf (X0, X). Fur-
ther, its image in DbSing(X0) corresponds to the skyscraper Oz0 ∈ D
abs((A1, 0)–coh)
under the equivalence (3). It follows that the triangulated category T contains
j∗(D
abs((Gm, 0)–coh)0-dim) as a full subcategory.
Suppose that T is strictly bigger than j∗(D
abs((Gm, 0)–coh)0-dim). Then it contains
an object F0 = O0 ⊕ O0[1] ∈ Dabs((A1, 0)–coh), where O0 is the structure sheaf of
the origin. Denote by O ∈ X0 the origin (0, 0, 0, 0). Then the image of the coherent
sheaf OO ∈ X0–coh in D
b
Sing(X0) corresponds to F0 under the equivalence (3). But
the object OO ∈ Db(X0–coh) is not relatively perfect under the inclusion X0 −→ X
(i. e., it does not belong to Perf (X0, X)), since O is the singular point of X . We get
a contradiction.
Therefore, we have an equivalence T ≃ j∗(Dabs((Gm, 0)–coh)0-dim). This proves (a).
Part (b) follows immediately from part (a) and the equivalence (2). 
In particular, we see that the functor Dabs((X,w)–cohlf) −→ Dabs((U,w)–cohlf) is
not essentially surjective, even up to the direct summands. Moreover, the triangu-
lated category Dabs((X,w)–cohlf) does not even have a countable set of generators.
3.4. Pull-backs and push-forwards in singularity categories. Let f : Y −→ X
be a morphism of separated Noetherian schemes with enough vector bundles. The
morphism f is said to have finite flat dimension if the derived inverse image functor
Lf ∗ : D−(X–qcoh) −→ D−(Y –qcoh) takes Db(X–qcoh) to Db(Y –qcoh).
In this case, the functor Lf ∗ induces the inverse image functors on the triangulated
categories of singularities
f ◦ : D′Sing(X) −−→ D
′
Sing(Y )
f ◦ : DbSing(X) −−→ D
b
Sing(Y ).
Under the same assumption of finite flat dimension, the derived direct image func-
tor Rf∗ : D
b(Y –qcoh) −→ Db(X–qcoh) takes Db(Y –qcohfl) to D
b(X–qcohfl), as one
can see by computing Rf∗ in terms of an affine covering of Y in the spirit of the
proof of Proposition 1.9. When the scheme X has finite Krull dimension, one has
Db(X–qcohfl) = D
b(X–qcohlf), so the functor Rf∗ induces the direct image functor
f◦ : D
′
Sing(Y ) −−→ D
′
Sing(X),
which is right adjoint to f ◦.
Whenever the morphism f is proper of finite type and has finite flat dimension,
the functor Rf∗ takes D
b(Y –coh) to Db(X–coh) [16, The´ore`me 3.2.1] and induces the
direct image functor
f◦ : D
b
Sing(Y ) −−→ D
b
Sing(X),
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which is right adjoint to f ◦ [34, paragraphs before Proposition 1.14]. More generally,
for a morphism f of finite flat dimension and any closed subset T ⊂ Y such that (a
closed subscheme structure on) T is proper of finite type over X , the functor Rf∗
takes Db(Y –cohT ) to D
b(X–coh) and induces the direct image functor
f◦ : D
b
Sing(Y, T ) −−→ D
b
Sing(X).
Indeed, the intersection of Db(X–qcohfl) and D
b(X–coh) in Db(X–qcoh) is equal to
Db(X–cohlf), as any complex of finite flat dimension with bounded coherent coho-
mology is easily seen to be perfect.
Let Z ⊂ X andW ⊂ Y be closed subschemes such that OZ is a perfect OX-module,
OW is a perfect OY -module, and f(W ) ⊂ Z. Assume that both morphisms f : Y −→
X and f |W : W −→ Z have finite flat dimensions. Then the derived inverse image
functor Lf |∗W : D
b(Z–qcoh) −→ Db(W–qcoh) induces the inverse image functors on
the triangulated categories of relative singularities
f ◦ : D′Sing(Z/X) −−→ D
′
Sing(W/Y )
f ◦ : DbSing(Z/X) −−→ D
b
Sing(W/Y ).
Now let Z ⊂ X be a closed subscheme; set W = Z ×X Y . Denote the closed
embeddings Z −→ X and W −→ Y by i and i′, respectively; let also f ′ denote the
morphism f |W : W −→ Z. Assume that W coincides with the derived product of
Z and Y over X , i. e., Lf ∗i∗OZ = i′∗OW . Assume further that i∗OZ is a perfect
OX -module; then also i′∗OW is a perfect OY -module.
For any M ∈ Db(Y –qcoh) there is a natural morphism φM : Li∗Rf∗M −→
Rf ′∗Li
′∗M in Db(Z–qcoh). Using the projection formula for tensor products with
perfect complexes, one easily checks that the morphism i∗φM is an isomorphism.
Hence so is the morphism φM, since the functor i∗ does not annihilate any objects
of the derived category. Hence we obtain the induced functor of direct image
f◦ : D
′
Sing(W/Y ) −−→ D
′
Sing(Z/X).
When the morphism f is proper of finite type, there is also the induced functor
f◦ : D
b
Sing(W/Y ) −−→ D
b
Sing(Z/X).
Assume additionally that the morphism f has finite flat dimension; then so does
the morphism f ′. In this case the functor f◦ : D
′
Sing(W/Y ) −→ D
′
Sing(Z/X) is right
adjoint to the functor f ◦ : D′Sing(Z/X) −→ D
′
Sing(W/Y ). When the morphism f is
proper of finite type, the functor f◦ : D
b
Sing(W/Y ) −→ D
b
Sing(Z/X) is right adjoint to
the functor f ◦ : DbSing(Z/X) −→ D
b
Sing(W/Y ).
Remark. In the case when Z is a Cartier divisor in X , we will construct the functor
f◦ : D
b
Sing(W/Y ) −→ D
b
Sing(Z/X) under somewhat weaker assumptions below in Sec-
tion 3.5. Namely, it will suffice that the morphism f ′ : W −→ Z be proper of finite
type, while the morphism f : Y −→ Z need not be. A generalization to the case of
proper support will also be obtained.
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3.5. Push-forwards of matrix factorizations. Let f : Y −→ X be a morphism
of separated Noetherian schemes with enough vector bundles, L be a line bundle on
X , and w ∈ L(X) be a section.
Set BX = (X,L, w) and BY = (Y, f ∗L, f ∗w); then there is a natural morphism of
CDG-algebras BX −→ BY compatible with the morphism of schemes f : Y −→ X .
Therefore, according to Section 1.8, there are the derived inverse image functors
Lf ∗ : Dco((X,L, w)–qcohffd) −−→ D
co((Y, f ∗L, f ∗w)–qcohffd)
Lf ∗ : Dabs((X,L, w)–cohffd) −−→ D
abs((Y, f ∗L, f ∗w)–cohffd)
and the derived direct image functor
Rf∗ : D
co((Y, f ∗L, f ∗w)–qcoh) −−→ Dco((X,L, w)–qcoh).
The latter two functors are “partially adjoint” to each other.
Given a triangulated category D, we denote by D its idempotent completion. By [1,
Section 1], the category D has a natural structure of triangulated category.
Lemma. For any closed subset T ⊂ Y such that (for a closed subscheme structure
on T ) the morphism f |T : T −→ X is proper of finite type, the functor Rf∗ takes
the full subcategory Dabs((Y, f ∗L, f ∗w)–cohT ) ⊂ Dco((Y, f ∗L, f ∗w)–qcoh) into the full
subcategory Dabs((X,L, w)–coh) ⊂ Dco((X,L, w)–qcoh), thus defining a triangulated
functor of direct image
Rf∗ : D
abs((Y, f ∗L, f ∗w)–cohT ) −−→ D
abs((X,L, w)–coh).
Consequently, there is the triangulated functor
Rf∗ : D
abs
T ((Y, f
∗L, f ∗w)–coh) −−→ Dabs((X,L, w)–coh).
Proof. We will use the construction of the functor Rf∗ : D
co((Y, f ∗L, f ∗w)–qcoh) −→
Dco((X,L, w)–qcoh) similar to the one in the proof of Proposition 1.9 (see Re-
mark 1.9). According to this construction, given a matrix factorization M ∈
(Y, f ∗L, f ∗w)–qcoh, the object Rf∗M ∈ Dco((X,L, w)–qcoh) is represented by the
total matrix factorization R{Uα}f∗M of the finite Cˇech complex f∗C
•
{Uα}
M of matrix
factorizations on X . The derived functor of direct image of complexes of quasi-
coherent sheaves Rf∗ : D
b(Y –qcoh) −→ Db(X–qcoh) can be constructed in the same
way.
By [16, The´ore`me 3.2.1], the latter functor takes Db(Y –cohT ) into D
b(X–coh).
Hence the cohomology matrix factorizations of the finite complex of matrix factoriza-
tions f∗C
•
{Uα}
M belong to (X,L, w)–coh when the matrix factorizationM belongs to
(Y, f ∗L, f ∗w)–cohT . It follows that the object Rf∗M belongs to Dabs((X,L, w)–coh)
⊂ Dco((X,L, w)–qcoh) in this case.
To prove the last assertion, it remains to apply Corollary 1.10(b). 
Now assume that both morphisms of sheaves w : OX −→ L and f ∗w : OY −→
f ∗L are injective. Let X0 ⊂ X and Y0 ⊂ Y denote the closed subschemes defined
locally by the equations w = 0 and f ∗w = 0, respectively. In this setting, we will
compare the constructions of direct image functors for matrix factorizations and for
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the triangulated categories of relative singularities, and prove the assertions of Lemma
in a different way. Recall that in Section 3.4 we have constructed the functor of direct
image f◦ : D
′
Sing(Y0/Y ) −→ D
′
Sing(X0/X).
Proposition. (a) Whenever the morphism f0 = f |Y0 : Y0 −→ X0 is proper of
finite type, the functor Rf∗ takes the full subcategory D
abs((Y, f ∗L, f ∗w)–coh) ⊂
Dco((Y, f ∗L, f ∗w)–qcoh) into the full subcategory Dabs((X,L, w)–coh) ⊂ Dco((X,L, w)
–qcoh), thus defining a triangulated functor
Rf∗ : D
abs((Y, f ∗L, f ∗w)–coh) −−→ Dabs((X,L, w)–coh).
(b) For any closed subset T ⊂ Y0 such that (for a closed subscheme structure on T )
the morphism f0|T : T −→ X0 is proper of finite type, the functor f◦ takes the full
subcategory DbSing(Y0/Y, T ) ⊂ D
′
Sing(Y0/Y ) into the full subcategory D
b
Sing(X0/X) ⊂
D′Sing(X0/X), thus defining a triangulated functor
f◦ : D
b
Sing(Y0/Y, T ) −−→ D
b
Sing(X0/X).
(c) The equivalences of categories Dabs((Y, f ∗L, f ∗w)–cohT ) ≃ DbSing(X0/X, T )
from Proposition 3.1(a) and Dabs((X,L, w)–coh) ≃ DbSing(X0/X) from Theo-
rem 2.7 transform the direct image functor Rf∗ : D
abs((Y, f ∗L, f ∗w)–cohT ) −→
Dabs((X,L, w)–coh) from Lemma into the direct image functor f◦ from part (b).
Proof. Part (a) follows from Lemma and Proposition 3.1(a), or alternatively, from
part (b) and the proof of part (c) below. In part (b), the fact of key impor-
tance is that the functor DbSing(X0/X) −→ D
′
Sing(X0/X) is fully faithful (by Theo-
rem 2.8). The functor f◦ takes D
b
Sing(Y0/Y, T ) into D
b
Sing(X0/X), because the functor
Rf0∗ : D
b(Y0–qcoh) −→ Db(X0–qcoh) takes Db(Y0–cohT ) into Db(X0–coh) [16]. To
prove part (c), we will check that the equivalences of categories from Theorem 2.8
transform the functor Rf∗ : D
co((Y, f ∗L, f ∗w)–qcoh) −→ Dco((X,L, w)–qcoh) into
the functor f◦ : D
′
Sing(Y0/Y ) −→ D
′
Sing(X0/X). (Together with part (b) and Propo-
sition 3.1(a), this will also provide another proof of Lemma.)
For this purpose, extend the functor ΥY : D
b(Y0–qcoh) −→ Dco((Y, f ∗L, f ∗w)–qcoh)
to a functor Υ˜Y : D
+(Y0–qcoh) −→ Dco((Y, f ∗L, f ∗w)–qcoh) in the obvious way (tak-
ing infinite direct sums of quasi-coherent sheaves in the construction of the matrix
factorization Υ˜Y (F •)). The functor Υ˜Y is well-defined, since any bounded below
acyclic complex of quasi-coherent sheaves is coacyclic [42, Lemma 2.1]. Furthermore,
the functor Υ˜Y can be presented as the composition of the “periodicity summation”
functor D+(Y0–qcoh) −→ Dco((Y0, i′∗f ∗L, 0)–qcoh) taking values in the coderived
category of quasi-coherent matrix factorizations of the zero potential on Y0, and
the functor of direct image i′∗ : D
co((Y0, i
′∗f ∗L, 0)–qcoh) −→ Dco((Y, f ∗L, f ∗w)–qcoh)
with respect to the closed embedding i′.
The functors Rf0∗ : D
+(Y0–qcoh) −→ D+(X0–qcoh) and Rf∗ : Dco((Y, f ∗L, f ∗w)
–qcoh) −→ Dco((X,L, w)–qcoh) form a commutative diagram with the functors Υ˜X
and Υ˜Y . Indeed, the “periodicity summations” of bounded below complexes of quasi-
coherent sheaves on Y0 and X0, taking injective resolutions to injective resolutions,
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obviously commute with the derived direct images with respect to f ′, as the direct
image preserves infinite direct sums. Furthermore, the derived direct images of quasi-
coherent matrix factorizations are compatible with the compositions of morphisms of
schemes (see Remark 1.8), hence also commute with each other. It follows that the
functors Rf∗ and f◦ agree as they should. (Alternatively, one can prove this in the
way similar to the proof of Proposition 3.6 below.) 
3.6. Push-forwards for morphisms of finite flat dimension. Let f : Y −→ X
be a morphism of finite flat dimension between separated Noetherian schemes with
enough vector bundles, L be a line bundle on X , and w ∈ L(X) be a section. As in
Section 3.5, we have a natural morphism of CDG-algebras BX = (X,L, w) −→ BY =
(Y, f ∗L, f ∗w) compatible with the morphism of schemes Y −→ X .
The quasi-coherent graded algebra BY has finite flat dimension over BX . Therefore,
according to Section 1.9, there are derived inverse image functors
Lf ∗ : Dco((X,L, w)–qcoh) −−→ Dco((Y, f ∗L, f ∗w)–qcoh)
Lf ∗ : Dabs((X,L, w)–coh) −−→ Dabs((Y, f ∗L, f ∗w)–coh),
the former of which is left adjoint to the functor Rf∗ : D
co((Y, f ∗L, f ∗w)–qcoh) −→
Dco((X,L, w)–qcoh) from Section 3.5.
Furthermore, according to Proposition 1.9, there is a derived direct image functor
Rf∗ : D
co((Y, f ∗L, f ∗w)–qcohffd) ≃ D
co((Y, f ∗L, f ∗w)–qcohfl)
−−→ Dco((X,L, w)–qcohffd) ≃ D
co((X,L, w)–qcohfl)
which is right adjoint to the functor Lf ∗ : Dco((X,L, w)–qcohffd) −→ D
co((Y, f ∗L,
f ∗w)–qcohffd) from Section 3.5.
Now assume that X and Y have finite Krull dimensions. Recall that the
natural triangulated functors Dabs((X,L, w)–cohlf) −→ Dco((X,L, w)–qcohfl) and
Dabs((Y, f ∗L, f ∗w)–cohlf) −→ Dco((Y, f ∗L, f ∗w)–qcohfl) are fully faithful by Corol-
lary 2.3(e) and (j).
As in the second half of Section 3.5, assume that both morphisms of sheaves
w : OX −→ L and f ∗w : OY −→ f ∗L are injective, and denote by f0 : Y0 −→ X0
the induced morphism between the zero loci schemes of f ∗w and w. Since the mor-
phism f has finite flat dimension, so does the morphism f0.
Proposition. (a) Whenever the morphism f0 is proper of finite type, the func-
tor Rf∗ : D
co((Y, f ∗L, f ∗w)–qcohfl) −→ D
co((X,L, w)–qcohfl) takes the full subcat-
egory Dabs((Y, f ∗L, f ∗w)–cohlf) ⊂ Dco((Y, f ∗L, f ∗w)–qcohfl) into the full subcategory
Dabs((X,L, w)–cohlf) ⊂ D
co((X,L, w)–qcohfl). Besides, the functor f0◦ : D
b
Sing(Y0)
−→ DbSing(X0) takes the full subcategory D
abs((Y, f ∗L, f ∗w)–cohlf) ⊂ DbSing(Y0) into
the full subcategory Dabs((X,L, w)–cohlf) ⊂ DbSing(X0). Both restrictions define the
same triangulated functor
Rf∗ : D
abs((Y, f ∗L, f ∗w)–cohlf) −−→ D
abs((X,L, w)–cohlf).
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(b) For any closed subset T ⊂ Y0 such that (for a closed subscheme struc-
ture on T ) the morphism f0|T : T −→ X0 is proper of finite type, the functor
Rf∗ : D
co((Y, f ∗L, f ∗w)–qcohfl) −→ D
co((X,L, w)–qcohfl) takes the full subcate-
gory DabsT ((Y, f
∗L, f ∗w)–cohlf) ⊂ Dco((Y, f ∗L, f ∗w)–qcohfl) into the thick envelope
of the full subcategory Dabs((X,L, w)–cohlf) ⊂ Dco((X,L, w)–qcohfl). Besides,
the triangulated functor f0◦ : D
b
Sing(Y0, T ) −→ D
b
Sing(X0) takes the full subcategory
DabsT ((Y, f
∗L, f ∗w)–cohlf) ⊂ DbSing(Y0, T ) into the thick envelope of the full subcategory
Dabs((X,L, w)–cohlf) ⊂ DbSing(X0). Both restrictions define the same triangulated
functor
Rf∗ : DabsT ((Y, f
∗L, f ∗w)–cohlf) −−→ Dabs((X,L, w)–cohlf).
Proof. Both categories Dco((X,L, w)–qcohfl) and D
b
Sing(X0) are full triangulated
subcategories of the triangulated category D′Sing(X0) (see Proposition 2.8 and [34,
Proposition 1.13]). According to the proof of Corollary 3.2, the intersection of
Dco((X,L, w)–qcohfl) with (the thick envelope of) D
b
Sing(X0) in D
′
Sing(X0) (is the
thick envelope of) the subcategory Dabs((X,L, w)–cohlf) ⊂ D′Sing(X0).
Thus it suffices to show that the direct image functor Rf∗ : D
co((X,L, w)–qcohfl)
−→ Dco((X,L, w)–qcohfl) agrees with the direct image functor f0◦ : D
′
Sing(Y0) −→
D′Sing(X0). The latter assertion does not depend on any properness assumptions.
Recall that the derived functor Rf∗ was constructed in the proof of Proposition 1.9
in terms of the Cˇech complex whose terms are direct sums of the CDG-modules
f |V ∗M|V , where M ∈ Dco((Y, f ∗L, f ∗w)–qcohffd) and V ⊂ Y . The derived direct
image Rf0∗ : D
b(Y0–qcoh) −→ Db(X0–qcoh) can be constructed in the similar way;
moreover, one can use for this purpose the restriction to Y0 of an affine open covering
Uα of the scheme Y .
We will make use of the flat dimension analogue of Corollary 2.6(d). Let Σ˜′X and Σ˜
′
Y
denote the obvious extensions of the functors Σ′ from (X,L, w)–qcohlf to the category
of w-flat matrix factorizations of finite flat dimension (X,L, w)–qcohw–fl∩ffd and from
(Y, f ∗L, f ∗w)–qcohlf to (Y, f
∗L, f ∗w)–qcohf∗w–fl∩ffd (see the proofs of Proposition 2.8
and Theorem 2.7). Notice that the direct image functors f |V ∗ take f ∗w-flat sheaves
to w-flat sheaves and (V, f ∗L|V , f
∗w|V )–qcohf∗w–fl∩ffd to (X,L, w)–qcohw–fl∩ffd.
Let N be a matrix factorization from (Y, f ∗L, f ∗w)–qcohf∗w–fl∩ffd. Since the
open subschemes V are presumed to be affine, there are natural isomorphisms
Σ˜′X(f |V ∗N|V ) ≃ f0|V ∩Y0 ∗Σ˜
′
Y (N )|V ∩Y0 of quasi-coherent sheaves on X0. Now it
remains to use the next lemma. 
Lemma. LetM−n −→ · · · −→MN be a finite complex of matrix factorizations from
(X,L, w)–qcohw–fl∩ffd and M be its totalization. Then the complex Σ˜
′(M−n) −→
· · · −→ Σ˜′(MN) and the quasi-coherent sheaf Σ˜′(M) on X0 represent naturally iso-
morphic objects in the triangulated category of singularities D′Sing(X0). The same
applies to a finite complex of matrix factorizations from (X,L, w)–qcohw–fl, the func-
tor Ξ, and the triangulated category of relative singularities D′′Sing(X0/X).
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Proof. For each −n ≤ p ≤ N , the restriction of the matrix factorization Mp to
the closed subscheme X0 ⊂ X is an unbounded complex of quasi-coherent sheaves
i∗Mp,•. By [39, Lemma 1.5], this complex is acyclic.
The complex Σ˜′(M−n) −→ · · · −→ Σ˜′(MN) of quasi-coherent sheaves on X0 is
quasi-isomorphic to the total complex of the bicomplex K•,• with the terms Kp,0 =
i∗Mp,0, Kp,−1 = i∗Mp,−1, Kp,−2 = ker(i∗Mp,−1 → i∗Mp,0), and Kp,q = 0 for q 6= 0,
−1, −2. Similarly, the quasi-coherent sheaf Σ˜′(M) on X0 is quasi-isomorphic to the
total complex of the bicomplex E•,• with the terms Ep,p = i∗Mp,p, Ep,p−1 = i∗Mp,p−1,
Ep,p−2 = ker(i∗Mp,p−1 → i∗Mp,p), and Ep,q = 0 for q − p 6= 0, −1, −2.
We can assume that N , n ≥ 0. Consider the bicomplex F •,• with the terms
Fp,q = i∗Mp,q for −n − 1 ≤ q ≤ N , Fp,−n−2 = ker(i∗Mp,−n−1 → i∗Mp,−n), and
Fp,q = 0 for q < −n − 2 or q > N . Then there are natural surjective morphisms of
bicomplexes F •,• −→ K•,• and F •,• −→ E•,•. The kernels of both morphisms are the
direct sums of a finite bicomplex of quasi-coherent sheaves of finite flat dimension
on X0 and a finite bicomplex of quasi-coherent sheaves on X0 with acyclic columns.
Thus both morphisms become isomorphisms in D′Sing(X0). 
Remark. One would like to have a theory of set-theoretic supports for locally free
matrix factorizations of finite rank that would allow to prove the above Proposition
in the way similar to the proof of Lemma 3.5. However, we do not know how to do
this. In particular, we do not know whether every locally free matrix factorization
of finite rank with the category-theoretic support in T is isomorphic in the abso-
lute derived category to a direct summand of an object represented by a coherent
matrix factorization of finite flat dimension with the set-theoretic support in T (cf.
Corollary 1.10 and Section 3.3).
Another alternative approach to proving Proposition would be to show that the
intersection of the full subcategories Dabs((X,L, w)–coh) and Dabs((X,L, w)–qcohlf) in
the absolute derived category Dabs((X,L, w)–qcoh) coincides with the full subcategory
Dabs((X,L, w)–cohlf). We do not know whether this is true.
3.7. Duality and push-forwards. In the following two sections we discuss the
compatibility properties of the derived direct and inverse image functors for matrix
factorizations with the Serre–Grothendieck duality functors from Section 2.5.
Let X be a separated Noetherian scheme with a dualizing complex D•X , and let
f : Y −→ X be a separated morphism of finite type. As usually, we set D•Y =
f+D•X , where f
+ is the functor denoted by f ! in [19] (right adjoint to Rf∗ for proper
morphisms f and left adjoint to Rf∗ for open embeddings f ; see [31, Example 4.2]
and [19, Remark before Proposition V.8.5 and Deligne’s Appendix]). This formula
defines the dualizing complex D•Y up to a natural quasi-isomorphism only, and we
presume this derived category object (as well as D•X) to be represented by a finite
complex of injective quasi-coherent sheaves.
Proposition. Let T ⊂ Y0 be a closed subset such that (for some closed subscheme
structure on T ) the morphism f |T : T −→ X0 is proper. Then the derived direct
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image functor Rf∗ : DabsT ((Y, f
∗L, f ∗w)–coh) −→ Dabs((X,L, w)–coh) and the simi-
lar functor for the potential −w form a commutative diagram with the Serre dual-
ity functors HomX–qc(−,D•X) : D
abs((X,L,−w)–coh)op −→ Dabs((X,L, w)–coh) and
HomY –qc(−,D•Y ) : D
abs
T ((Y, f
∗L,−f ∗w)–coh)op −→ DabsT ((Y, f
∗L, f ∗w)–coh).
Two proofs of Proposition are given below. One of them is based on the theory of
set-theoretic supports of coherent CDG-modules developed in Section 1.10 and the
arguments similar to the proof of Lemma 3.5. It does not depend on the assumption
about w and f ∗w being local nonzero-divisors and does not mention the zero loci.
The other proof is based on the passage to the triangulated categories of relative
singularities and uses Proposition 3.5(c).
First proof. First of all, the duality functor HomY –qc(−,D•Y ) : D
abs((Y, f ∗L,−f ∗w)
–qcoh)op −→ Dabs((Y, f ∗L, f ∗w)–qcoh) obviously takes the full subcategory Dabs((Y,
f ∗L,−f ∗w)–cohT )
op into Dabs((Y, f ∗L, f ∗w)–cohT ) and vice versa. Furthermore, for
any quasi-coherent sheaf K on Y denote by ΓTK ⊂ K the maximal quasi-coherent
subsheaf with the set-theoretic support in T . Then for any matrix factorization
M ∈ Dabs((Y, f ∗L,−f ∗w)–cohT ) the natural morphism HomY –qc(M, ΓTD•Y ) −→
HomY –qc(M,D
•
Y ) is an isomorphism in D
abs((Y, f ∗L, f ∗w)–cohT ).
As in the proof of Lemma 3.5, we will use the construction of the functor
Rf∗ : D
abs((Y, f ∗L, f ∗w)–qcoh) −→ Dabs((X,L, w)–qcoh) similar to the one from
the proof of Proposition 1.9 (see Remarks 1.8 and 1.9). Let {Uα} and {Vβ}
be two affine open coverings of the scheme Y . For any matrix factorization
N ∈ (Y, f ∗L,−f ∗w)–qcoh, there is a natural morphism of bicomplexes of matrix fac-
torizations f∗C
•
{Uα}
HomY –qc(N , ΓTD•Y ) −→ HomX–qc(f∗N , f∗C
•
{Uα}
ΓTD•Y ). Passing
to the total complexes and taking the composition with the adjunction morphism
f∗C
•
{Uα}
ΓTD•Y = Rf∗(ΓTD
•
Y ) −→ D
•
X , we obtain a natural morphism of complexes of
matrix factorizations f∗C
•
{Uα}
HomY –qc(N , ΓTD•Y ) −→ HomX–qc(f∗N , D
•
X) (cf. [31,
beginning of Section 6]).
Substituting N = C•{Vβ}M for some M ∈ (Y, f
∗L,−f ∗w)–qcoh, we get a natural
morphism of bicomplexes of matrix factorizations f∗C
•
{Uα}
HomY –qc(C
•
{Vβ}
M, ΓTD
•
Y )
−→ HomX–qc(f∗C•{Vβ}M, D
•
X). When M is a coherent matrix factorization sup-
ported set-theoretically in T , the induced morphism of the total complexes is a
quasi-isomorphism of complexes of matrix factorizations by the conventional Serre–
Grothendieck duality theorem for bounded derived categories of coherent sheaves
and proper morphisms of schemes (see [19, Theorem VII.3.3] or [31, Section 6]).
Hence the induced morphism of the total matrix factorizations is an isomorphism in
Dabs((X,L, w)–qcoh), and consequently also in Dabs((X,L, w)–coh). 
Second proof. Assume that w and f ∗w are locally nonzero-dividing sections of the
respective line bundles. Let i : X0 −→ X be the zero locus of w and i
′ : Y0 −→ Y
be the zero locus of f ∗w. As above, we set D•X0 = Ri
!D•X and D
•
Y0
= Ri′!D•Y [19,
Proposition V.2.4], and presume all these dualizing complexes to be finite complexes
of injective quasi-coherent sheaves.
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The duality functor HomY –qc(−,D•Y ) : D
abs((Y, f ∗L,−f ∗w)–coh)op −→ Dabs((Y,
f ∗L, f ∗w)–coh) is compatible with the restrictions to the open subscheme Y \ T
and therefore identifies the full subcategories DabsT ((Y, f
∗L,−f ∗w)–coh)op and
DabsT ((Y, f
∗L, f ∗w)–coh). To prove the proposition, we will define the Serre du-
ality functors on the triangulated categories of relative singularities DbSing(Y0/Y )
and DbSing(X/X0), then check that the equivalences of triangulated categories
LΞ = Υ−1 commute with the dualities, and finally reduce to the conventional
Serre–Grothendieck duality theorem for bounded complexes of coherent sheaves.
The duality functor HomX0–qc(−,D
•
X0
) : Db(X0–coh)
op −→ Db(X0–coh) takes ob-
jects of the form Li∗K•, where K• ∈ Db(X–coh), to similar objects. Indeed, one has
HomX0–qc(Li
∗K•,D•X0) ≃ Ri
!HomX–qc(K
•,D•X) [19, Proposition V.8.5] and Ri
! ≃
L|X0[−1]⊗OX0 Li
∗ (see the proof of Theorem 2.7). Therefore, we have the induced du-
ality functorHomX0–qc(−,D
•
X0
) : DbSing(X0/X)
op −→ DbSing(X0/X). Similarly, the du-
ality functor HomY0–qc(−,D
•
Y0
) : Db(Y0–coh)
op −→ Db(Y0–coh) takes the full subcat-
egory Db(Y0–cohT )
op into Db(Y0–cohT ) and Perf T (Y0/Y )
op into Perf T (Y0/Y ). Hence
the induced duality functor HomY0–qc(−,D
•
Y0
) : DbSing(Y0/Y, T )
op −→ DbSing(Y0/Y, T ).
Checking that the equivalence of categories Dabs((X,L, w)–coh) ≃ DbSing(X0/X)
commutes with the dualities is easily done using the functor Υ. It suffices to no-
tice the functorial quasi-isomorphism HomX–qc(i∗F •,D•X) ≃ i∗HomX0–qc(F
•,D•X0)
for any complex F • ∈ Db(X0–coh) [19, Theorem III.6.7]. The same applies to the
equivalence of categories DabsT ((Y, f
∗L, f ∗w)–coh) ≃ DbSing(Y0/Y, T ). Furthermore, by
Proposition 3.5(c), the equivalences of categories LΞ = Υ−1 transform the derived
direct image functor Rf∗ : DabsT ((Y, f
∗L, f ∗w)–coh) −→ Dabs((X,L, w)–coh) into (the
idempotent closure of) the direct image functor f◦ : D
b
Sing(Y0/Y, T ) −→ D
b
Sing(X0/X).
Finally, the direct image functor f◦ : D
b
Sing(Y0/Y, T ) −→ D
b
Sing(X0/X) commutes
with the Serre duality functors, since so do the derived direct image functors
Rf |T ∗ : Db(T˜–coh) −→ Db(X0–coh) for all the closed subscheme structures T˜ ⊂ Y0
on the closed subset T and the similar functors related to the closed embeddings
T˜ ′ −→ T˜ ′′ of various such subscheme structures into each other. This is the conven-
tional Serre–Grothendieck duality theorem for proper morphisms of schemes. 
3.8. Duality and pull-backs. Let X be a separated Noetherian scheme with a
dualizing complex D•X and f : Y −→ X be a separated morphism of finite type; set
D•Y = f
+D•X . Let L be a line bundle on X and w ∈ L(X) be a section.
Let us first suppose that the morphism f is smooth of relative dimension n.
Then the functor f+ : D+(X–qcoh) −→ D+(Y –qcoh) is naturally isomorphic to
ωY/X [n]⊗OY f
∗, where ωY/X is the line bundle of relative top forms.
In particular, D•Y ≃ ωY/X [n] ⊗OY f
∗D•X (where f
∗D•X is also presumed to
have been replaced by a complex of injectives). Then it is clear that the equiv-
alences of categories D•X ⊗OX − : D
co((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcoh)
and f ∗D•X ⊗OY − : D
co((Y, f ∗L, f ∗w)–qcohfl) −→ D
co((Y, f ∗L, f ∗w)–qcoh) from
Section 2.5 transform the inverse image functor for flat matrix factorizations
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f ∗ : Dco((X,L, w)–qcohfl) −→ D
co((Y, f ∗L, f ∗w)–qcohfl) into the (underived, as the
morphism f is flat) inverse image functor for quasi-coherent matrix factorizations
f ∗ : Dco((X,L, w)–qcoh) −→ Dco((Y, f ∗L, f ∗w)–qcoh).
Furthermore, for any quasi-coherent matrix factorization M on X there is a nat-
ural morphism of finite complexes of matrix factorizations f ∗HomX–qc(M,D•X) −→
HomY –qc(f ∗M, f ∗D•X) on Y . When M is a coherent matrix factorization, this is a
quasi-isomorphism of complexes of matrix factorizations (since the similar assertion
holds for coherent sheaves [19, Proposition II.5.8]), so the related morphism of to-
tal matrix factorizations has an absolutely acyclic cone. Thus the anti-equivalences
of categories HomX–qc(−,D•X) : D
abs((X,L,−w)–coh)op −→ Dabs((X,L, w)–coh) and
HomY –qc(−, f
∗D•X) : D
abs((Y, f ∗L,−f ∗w)–coh)op −→ Dabs((Y, f ∗L, f ∗w)–coh) form a
commutative diagram with the inverse image functors f ∗ for coherent matrix factor-
izations.
Now suppose that f is a proper morphism of finite type. The following theorem
describes the compatibility property of the covariant Serre–Grothendieck duality with
the inverse images of matrix factorizations (cf. [45, Theorem 5.15.3], where the similar
result is proven for complexes of quasi-coherent sheaves).
Theorem. The equivalences of categories D•X ⊗OX − : D
abs((X,L, w)–qcohfl) −→
Dco((X,L, w)–qcoh) and D•Y ⊗OY − : D
abs((Y, f ∗L, f ∗w)–qcohfl) −→ D
co((Y, f ∗L,
f ∗w)–qcoh) transform the inverse image functor f ∗ : Dabs((X,L, w)–qcohfl) −→
Dabs((Y, f ∗L, f ∗w)–qcohfl) into the functor f
! : Dco((X,L, w)–qcoh) −→ Dco((Y, f ∗L,
f ∗w)–qcoh) right adjoint to the direct image functor Rf∗ : D
co((Y, f ∗L, f ∗w)–qcoh)
−→ Dco((X,L, w)–qcoh) (see the end of Section 1.8).
Proof. For any quasi-coherent matrix factorization N on Y and any flat quasi-
coherent matrix factorization E on X we have to construct an isomorphism
HomDco((X,L,w)–qcoh)(Rf∗N , D
•
X ⊗OX E) ≃ HomDco((Y,f∗L,f∗w)–qcoh)(N , D
•
Y ⊗OY f
∗E).
The composition HomY (N , D•Y ⊗OY f
∗E) −→ HomX(Rf∗N , Rf∗(D•Y ⊗OY f
∗E)) ≃
HomX(Rf∗N , f∗D•Y ⊗OX E) −→ HomX(Rf∗N , D
•
X ⊗OX E) provides a morphism
from the right-hand to the left-hand side. Here all the Hom functors are taken in the
coderived categories of quasi-coherent matrix factorizations on Y and X ; the middle
isomorphism holds since D•Y ⊗OY f
∗E is an injective matrix factorization on Y (so the
derived direct image can be computed for it by applying the underived direct image
functor f∗ termwise) and by the projection formula; the last morphism is induced by
the adjunction f∗D•Y −→ D
•
X .
Furthermore, on both sides of the desired isomorphism we have injective matrix
factorizations in the second arguments of the Hom functors; hence the Hom can be
computed in the homotopy category of matrix factorizations instead of the coderived
category in both cases. Finally, one can assume N to be an injective matrix fac-
torization, too, and compute Rf∗N = f∗N termwise (alternatively, one could use
the Cˇech construction). Similarly, the tensor products in the second arguments are
totalizations of termwise tensor products.
77
Now one can fix the components involved for both matrix factorizations N and
E , obtaining a morphism of finite complexes of abelian groups of the same kind as
above, but related to (one-term) complexes of quasi-coherent sheaves rather than
matrix factorizations. The latter is an isomorphism by [45, Theorem 5.15.3]. It
remains to notice that the totalization of an acyclic finite complex of (unbounded)
complexes of abelian groups is acyclic. 
The next corollary is a matrix factorization version of the main result of Deligne’s
appendix to [19] (see also [45, Section 5.16]).
Corollary. For any morphism of finite type between separated Noetherian schemes
with dualizing complexes f : Y −→ X, a line bundle L on X, and a section
w ∈ L(X), one can define a triangulated functor f+ : Dco((X,L, w)–qcoh) −→
Dco((Y, f ∗L, f ∗w))–qcoh) in such a way that
(i) for an open embedding f , one has f+ = f ∗, and more generally, for a smooth
morphism f of relative dimension n one has f+ = ωY/X [n]⊗OY f
∗;
(ii) for a proper morphism f , the functor f+ = f ! is right adjoint to Rf∗;
(iii) the construction is compatible with the compositions of the morphisms f .
Proof. It suffices to define f+ : Dco((X,L, w)–qcoh) −→ Dco((Y, f ∗L, f ∗w)–qcoh) as
the functor corresponding to the inverse image of flat quasi-coherent matrix factor-
izations f ∗ : Dabs((X,L, w)–qcohfl) −→ D
abs((Y, f ∗L, f ∗w)–qcohfl) under the identifi-
cations of categories D•X ⊗OX − : D
abs((X,L, w)–qcohfl) −→ D
co((X,L, w)–qcoh) and
D•Y ⊗OY − : D
abs((Y, f ∗L, f ∗w)–qcohfl) −→ D
co((Y, f ∗L, f ∗w)–qcoh), where D•X is any
dualizing complex on X and D•Y = f
+D•X . 
Appendix A. Quasi-Coherent Graded Modules
A.1. Flat quasi-coherent sheaves. I am grateful to A. Neeman for suggesting that
a result of the following kind can be proven without much difficulty.
Lemma. On any quasi-compact semi-separated scheme, any quasi-coherent sheaf is
the quotient sheaf of a flat quasi-coherent sheaf.
Proof. Let X be our scheme. Assume that a quasi-coherent sheaf M over X is flat
over an open subscheme V ⊂ X ; given an affine open subscheme U ⊂ X , we will
construct a surjective morphism N −→ M onto M from a quasi-coherent sheaf N
over X that is flat over U ∪ V . Let j denote the embedding U −→ X . There exists
a surjective morphism onto j∗M from a flat quasi-coherent sheaf F over U ; let K
denote the kernel of this morphism of sheaves.
The morphism j : U −→ X being affine and flat, the functor j∗ is exact and
preserves flatness. Consider the pull-back of the exact triple j∗K −→ j∗F −→ j∗j∗M
with respect to the morphismM−→ j∗j∗M; denote the middle term of the resulting
exact triple by N . One has N|U = F|U , so N is flat over U . Furthermore, the sheaf
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j∗M is flat over V ∩ U , hence so is the sheaf K. The embedding U ∩ V −→ V
is an affine flat morphism, so the sheaf j∗K is flat over V . From the exact triple
j∗K −→ N −→M we conclude that N is flat over V . 
It follows immediately that any quasi-coherent graded module over a quasi-coherent
graded algebra B over X is a quotient module of a flat quasi-coherent graded module.
A.2. Locally projective quasi-coherent graded modules. The following result
is essentially due to Raynaud and Gruson [46] (for a discussion, see [9, Section 2]);
here we just briefly explain how to deduce the formulation that interests us from
their assertions.
Theorem. Let X be an affine scheme and {Uα} be its finite affine covering. Let B
be a quasi-coherent graded algebra over X and P be a quasi-coherent graded module
over B. Then the graded B(X)-module P(X) is projective if and only if the graded
B(Uα)-module P(Uα) is projective for every α.
Proof. First of all, a graded module P over a graded ring B is projective if and only
if it is projective as an ungraded module. Indeed, if P is graded projective, then it is
a homogeneous direct summand of a free graded module, hence P is also ungraded
projective. Conversely, pick a homogeneous (of degree 0) surjective homomorphism
F −→ P onto a given graded module P from a free graded module F . If P is ungraded
projective, this homomorphism has a (perhaps nonhomogeneous) section s, and the
homogeneous component of s of degree 0 provides a homogeneous section. Hence it
suffices to consider ungraded modules over an ungraded quasi-coherent algebra B.
It is clear that if P(X) is a projective B(X)-module, then P(V ) is a projective
B(V )-module for any affine open subscheme V ⊂ X . Conversely, assume that
the B(Uα)-module P(Uα) is projective for every α. Then by the result of [23] the
B(Uα)-modules P(Uα) are direct sums of countably generated modules, and it follows
easily that so is the B(X)-module P(X) (essentially, since a connected graph with
an at most countable set of edges at each vertex has a countable number of vertices).
Hence we can assume the B(X)-module P(X) to be countably generated.
Besides, the B(Uα)-modules P(Uα) are flat, hence so is the B(X)-module P(X).
By [46, Corollaire II.2.2.2], it remains to show that the B(X)-module P(X) satisfies
the Mittag-Leffler condition; this can be easily deduced from the similar property of
the B(Uα)-modules P(Uα) using the formulation of this condition given in Proposi-
tion II.2.1.4(iii) or Propositions II.2.1.4(ii) and II.2.1.1(i) of [46] (cf. Sections II.2.5
and II.3.1 of the same paper). 
A.3. Injective quasi-coherent graded modules. The following result is a non-
commutative generalization of a theorem of Hartshorne [19, Theorem II.7.18] about
injective quasi-coherent sheaves on Noetherian schemes. Our proof method, based
on the Artin–Rees lemma, is different from the one in [19].
Theorem. Let B be a Noetherian quasi-coherent graded algebra over a Noetherian
scheme X. Then any injective object in the category of quasi-coherent graded left
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modules over B is also an injective object of the category of arbitrary sheaves of
graded B-modules over X.
Consequently, the restriction J |U of an injective quasi-coherent graded module J
over B to an open subscheme U ⊂ X is an injective quasi-coherent graded mod-
ule over B|U . Conversely, if Uα is an open covering of X and the quasi-coherent
graded B|Uα-modules J |Uα are injective, then a quasi-coherent graded B-module J
is injective. Besides, the underlying sheaf of graded abelian groups of any injective
quasi-coherent graded B-module J is flabby.
Proof. First of all, notice that the abelian category B–qcoh of quasi-coherent graded
modules over B is a locally Noetherian Grothendieck category with coherent graded
modules forming the subcategory of Noetherian generators [20, Exercise II.5.15]; so
in particular B–qcoh has enough injectives and the assertions of Theorem are not
vacuous. The category of sheaves of graded B-modules B–mod has similar properties,
with the extensions by zero of the restrictions of B to (small) open subschemes of X
forming a set of Noetherian generators [19, Theorem II.7.8].
Secondly, let us check that the main result in the first paragraph implies the as-
sertions in the second one. Indeed, injective sheaves of graded B-modules have all
the properties we are interested in. They remain injective after being restricted to
an open subscheme, since the extension by zero from an open subscheme is an ex-
act functor. They are flabby, since given two open subschemes U ⊂ V ⊂ X and
jU , jV being their identity embeddings U , V −→ X , the morphism of sheaves of
graded B-modules jU !B|U −→ jV !B|V is injective. And their property is local [19,
Lemma II.7.16], because sheaves of graded B-modules supported inside one of the
subschemes Uα form a set of generators of the category B–mod.
Now let J be an injective quasi-coherent graded module over B. To prove the
main assertion, we have to show that for any open subscheme U ⊂ X and a subsheaf
of graded B-modules G ⊂ jU !B|U , any homogeneous morphism of sheaves of graded
B-modules G −→ J can be extended to a similar morphism jU !B|U −→ J . Indeed,
G is a subsheaf of graded B-modules in the coherent graded B-module B, hence
according to the following proposition there exists a quasi-coherent graded B-module
G ⊂ F ⊂ B such that the morphism G −→ J can be extended to a homogeneous
morphism of quasi-coherent graded B-modules F −→ J .
Since J is injective in B–qcoh, the latter morphism can in turn be extended to a
similar morphism B −→ J . Restricting to jU !B|U , we obtain the desired morphism
of sheaves of graded B-modules jU !B|U −→ J . 
Proposition. In the assumptions of Theorem, let E be a coherent graded left
B-module, G ⊂ E be a subsheaf of graded B-modules, M be a quasi-coherent graded
B-module, and φ : G −→ M be a morphism of sheaves of graded B-modules. Then
there exists a coherent graded B-module G ⊂ F ⊂ E such that the morphism φ can
be extended to F .
Proof. Before proving Proposition, let us reformulate its conclusion as follows. In
the same setting, there exists a quasi-coherent graded B-module K together with
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an injective morphism M −→ K and a morphism E −→ K forming a commutative
diagram with the embedding G −→ E and the morphism φ : G −→ M. Indeed, if a
coherent B-module F exists, one can take K to be the fibered coproduct of E and
M over F ; conversely, if a quasi-coherent B-module K exists, one can take F to be
the full preimage of M⊂ K under the morphism E −→ K. Notice also that one can
always replace M with its sufficiently big coherent graded B-submodule.
Now let us state the version of Artin–Rees lemma that we will use.
Lemma. In the assumptions of Theorem, let M be a coherent graded B-module,
N ⊂ M a coherent graded B-submodule, and Z ⊂ X a closed subscheme with the
sheaf of ideals IZ ⊂ OX . Then for any n ≥ 0 there exists m ≥ 0 such that the
intersection ImZM∩N is contained in I
n
ZN .
Proof. Clearly, the question is local, so it suffices to consider the case of an affine
schemeX . Then (the graded version of) the Artin–Rees lemma for ideals generated by
central elements in noncommutative Noetherian rings [15, Theorem 13.3] applies. 
Being a Noetherian object, the sheaf of graded B-modules G is generated by a
finite number of homogeneous sections sn ∈ G(Un), where Un ⊂ X are some open
subschemes. If all of these subschemes coincide with X , the sheaf G, being a subsheaf
of a coherent sheaf generated by global sections, is itself coherent, so there is nothing
to prove. In the general case, we will argue by induction in the number of open
subschemes Un that are not equal to X .
Let U = U1 ( X be one such open subscheme, and T = X \ U be its closed
complement. We can assume that M is a coherent graded B-module. Let N denote
its maximal coherent graded B-submodule supported set-theoretically in T . Applying
Lemma to N ⊂M, we conclude that there is a closed subscheme structure i : Z −→
X on T such that the morphism N −→ i∗i
∗M is injective. Consequently, so is the
morphism M−→ i∗i∗M⊕ j∗j∗M, where j denotes the open embedding U −→ X .
Let us show that there is a thicker closed subscheme structure i′ : Z ′ −→ X on
T such that the kernel of the morphism of sheaves i′∗i
′∗G −→ i′∗i
′∗E is contained in
the kernel of the morphism of sheaves i′∗i
′∗G −→ i∗i
∗G. Indeed, there exists a finite
collection of subsheaves of graded B-modules in G, each of them an extension by zero
of a coherent graded B|V -module from some open subscheme V ⊂ X , such that the
stalk of G at each point of X coincides with the stalk of one of these subsheaves.
So the assertion reduces to the case when G is a coherent graded B-submodule in E ,
when it is an equivalent reformulation of Lemma.
Let H ⊂ i′∗E denote the image of the morphism of sheaves of graded i′∗B-modules
i′∗G −→ i′∗E over the scheme Z ′. Let ι : Z −→ Z ′ be the natural closed embed-
ding. Then, according to the above, the morphism of sheaves of graded i′∗B-modules
i′∗G −→ ι∗i
∗G induces a morphism H −→ ι∗i
∗G.
The sheaf of graded i′∗B-modules H is generated by the images of the restrictions
of the sections sn, n ≥ 2, to the closed subschemes Z ′ ∩ Un ⊂ Un. Hence the
induction assumption is applicable to H, and we can conclude that there exists a
quasi-coherent graded i′∗B-module K on the scheme Z ′ together with an injective
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morphism ι∗i
∗M−→ K and a morphism i′∗E −→ K forming a commutative diagram
with the embedding H −→ i′∗E and the composition H −→ ι∗i∗G −→ ι∗i∗M.
Similarly, the sheaf of graded B|U -modules j
∗G is generated by the restrictions of
the sections sn to the open subschemes U1 ∩ Un ⊂ Un, among which the (restriction
of) the section s1 is a global section over U = U1. Hence the induction assumption
is applicable to j∗G, and there exists a quasi-coherent graded B|U -module L together
with an injective morphism j∗M −→ L and a morphism j∗E −→ L forming a
commutative diagram with the embedding j∗G −→ j∗E and the morphism j∗G −→
j∗M.
Now the injective morphism M −→ i′∗K ⊕ j∗L (whose first component is the
composition M −→ i∗i∗M ≃ i′∗ι∗i
∗M −→ i′∗K) and the morphism E −→ i
′
∗K ⊕
j∗L provide the desired commutative diagram of morphisms of sheaves of graded
B-modules over X . 
Appendix B. Hochschild (Co)Homology of Matrix Factorizations
This appendix complements the paper [38] in two ways. Section B.1 contains
some modifications and improvements of the main results of [38] generally, and as
applied to locally free matrix factorizations of finite rank in particular. The main
thrust consists in replacing the finite homological dimension conditions in [38] with
the Noetherianness conditions to the (limited) extent possible.
Section B.2, on the other hand, presents an elementary approach to computation
of Hochschild (co)homology of coherent matrix factorizations, entirely unrelated to
that in [38] and not based on any notion of Hochschild (co)homology of the second
kind, but rather on the Serre–Grothendieck duality theory.
B.1. Locally free matrix factorizations of finite rank. In Sections B.1.1–B.1.4,
we start with a bit of categorical nonsense, following the lines of [38, Sections 3.3–3.5],
but with the additional coherence/Noetherianness conditions imposed from the very
beginning. We use the notation from [38] rather than that of the main body of this
paper. Then in Section B.1.5 we turn to locally free matrix factorizations of finite
rank over certain possibly singular, affine algebraic varieties. The final Section B.1.6
presents an improvement over the discussion of matrix factorizations over smooth
affine varieties in [38, Section 4.8]. An example of application of our techniques to
nonaffine varieties can be found in the preprint [11].
B.1.1. Coherent and Noetherian CDG-categories. Let (Γ, σ, 1) be a grading group
data [38, Section 1.1] and B# be a small Γ-graded preadditive category [44, Sec-
tion A.1]. Both left and right Γ-graded B#-modules form abelian categories.
A Γ-graded B#-module is said to be finitely generated (respectively, finitely pre-
sented) if it is a quotient module of a finitely generated free Γ-graded B#-module
[38, Section 1.5] (respectively, the cokernel of a morphism of finitely generated free
Γ-graded B#-modules).
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A Γ-graded preadditive category B# is called left Noetherian if any submodule of
a finitely generated Γ-graded left B#-module is finitely generated, or equivalently, if
the abelian category of Γ-graded left B#-modules is locally Noetherian. A Γ-graded
preadditive category B# is called left coherent if any submodule of a finitely presented
Γ-graded left B#-module is finitely presented.
Let B be a small (Γ-graded) CDG-category [38, Section 1.2] and B# be its underly-
ing Γ-graded preadditive category. Following [38], we denote the DG-categories of left
and right CDG-modules over B by B-modcdg and modcdg-B. The DG-subcategories
of left CDG-modules whose underlying Γ-graded B#-modules are flat or injective are
denoted by B-modcdgfl and B-mod
cdg
inj ⊂ B-mod
cdg. Similarly, the DG-subcategories
of left and right CDG-modules over B whose underlying Γ-graded B#-modules are
projective and finitely generated are denoted by B-modcdgfgp and mod
cdg
fgp -B.
Assuming that the Γ-graded category B# is left Noetherian, the DG-subcategory
of left CDG-modules whose underlying Γ-graded B#-modules are finitely generated is
denoted by B-modcdgfg ⊂ B-mod
cdg. Assuming that the Γ-graded category B# is right
coherent, the DG-subcategory of right CDG-modules whose underlying Γ-graded
B#-modules are finitely presented is denoted by modcdgfp -B.
The coderived and contraderived categories of left CDG-modules over B are de-
noted by Dco(B-modcdg) and Dctr(B-modcdg), respectively [38, Section 3.2]. Assum-
ing that the Γ-graded category B# is right coherent, the class of flat Γ-graded left
B-modules [38, Section 2.2] is closed under infinite products, so the contraderived
category Dctr(B-modcdgfl ) is well-defined. The homotopy category of the DG-category
B-modcdginj is denoted, as usually, by H
0(B-modcdginj ).
In the respective assumptions of left Noetherianness or right coherence of the
Γ-graded category B#, the absolute derived categories of CDG-modules with finitely
generated or finitely presented underlying Γ-graded B#-modules are denoted by
Dabs(B-modcdgfg ) and D
abs(modcdgfp -B), respectively.
B.1.2. Derived functors of the second kind. Let k be a commutative ring and B
be a small k-linear CDG-category. Assume that the Γ-graded category B# is left
Noetherian. Let L and M be left CDG-modules over B; suppose that the Γ-graded
left B#-module L# underlying the CDG-module L over B is finitely generated.
As in [38, Sections 2.1-2], we denote by Z0(B-modcdg) and Z0(modcdg-B) the
abelian categories of left and right CDG-modules over B. Let Z0(B-modcdgfg ) ⊂
Z0(B-modcdg) and H0(B-modcdgfg ) ⊂ H
0(B-modcdg) denote the abelian and ho-
motopy categories of left CDG-modules over B with finitely generated underlying
Γ-graded B#-modules, and Z0(modcdgfp -B) ⊂ Z
0(modcdg-B) and H0(modcdgfp -B) ⊂
H0(modcdg-B) be the similar categories of right CDG-modules with finitely presented
underlying Γ-graded modules.
Let J• be a right resolution of M in Z0(B-modcdg) such that the Γ-graded left
B#-modules J i# are injective, and let J be the total CDG-module of the complex
of CDG-modules J• constructed by taking infinite direct sums along the diagonals.
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Then the complex Tot⊕HomB(L, J•) computing ExtIIB(L,M) [38, Section 2.2] is iso-
morphic to the complex HomB(L, J) [38, formula (6)], which computes the k-modules
of morphisms from L into M [∗] in the coderived category Dco(B-modcdg) [43, Theo-
rems 3.5(a) and 3.7]. Thus,
H∗ ExtIIB(L,M) ≃ HomDco(B-modcdg)(L,M [∗]).
Just as in [38, Section 3.3], one can lift this isomorphism from the level of cohomol-
ogy modules to that of the derived category D(k-mod) in the following way. Consider
the functor
HomB : H0(B-modcdg)op ×H0(B-modcdg) −−→ D(k-mod)
and restrict it to the full subcategory H0(B-modcdginj ) in the second argument. This
restriction factorizes through the coderived category Dco(B-modcdg) in the first ar-
gument. Taking into account [43, Theorem 3.7], we obtain a right derived functor
Dco(B-modcdg)op ×Dco(B-modcdg) −−→ D(k-mod).
Restricting to the full subcategory Dabs(B-modcdgfg )
op ⊂ Dco(B-modcdg)op [43, Theo-
rem 3.11.1] in the first argument, we have the derived functor
(4) Dabs(B-modcdgfg )
op ×Dco(B-modcdg) −−→ D(k-mod).
The composition of this functor with the localization functors Z0(B-modcdgfg ) −→
Dabs(B-modcdgfg ) and Z
0(B-modcdg) −→ Dco(B-modcdg) agrees with the derived func-
tor ExtIIB where the former is defined.
Now assume that the Γ-graded category B# is right coherent. Consider the func-
tor [38, formula (5)]
⊗B : H
0(modcdg-B)×H0(B-modcdg) −−→ D(k-mod)
and restrict it to the Cartesian product of full subcategories H0(modcdgfp -B) ×
H0(B-modcdgfl ) ⊂ H
0(modcdg-B) × H0(B-modcdg). Since the tensor product with
a finitely presented Γ-graded right B#-module commutes with infinite products
of Γ-graded left B#-modules, this restriction factorizes through the contraderived
category Dctr(B-modcdgfl ) in the second argument. Clearly, it also factorizes through
the absolute derived category Dabs(modcdgfp -B) in the first argument.
By Remark 1.5 of the main body of this paper (see also [45, Proposition A.3.1(b)]),
the natural functor Dctr(B-modcdgfl ) −→ D
ctr(B-modcdg) is an equivalence of triangu-
lated categories. Hence we obtain a left derived functor
(5) Dabs(modcdgfp -B)× D
ctr(B-modcdg) −−→ D(k-mod).
Up to composing with the localization functors Z0(modcdgfp -B) −→ D
abs(modcdgfp -B)
and Z0(B-modcdg) −→ Dctr(B-modcdg), this functor agrees with the derived functor
TorB,II from [38, Section 2.2] where the former is defined.
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Indeed, let N be an object of Z0(modcdgfp -B). Let P• be a left resolution of an
objectM ∈ Z0(B-modcdg) by left CDG-modules over B with flat underlying Γ-graded
B#-modules, and let P be the total CDG-module of the complex P
•
constructed
by taking infinite products along the diagonals. Then the complex Tot⊓(N ⊗B P•)
computing TorB,II(N,M) is isomorphic to the complex N⊗BP computing the derived
functor (5) on the objects N and M .
B.1.3. Comparison of the two theories. Let C be a small k-linear (Γ-graded)
DG-category. The above constructions applicable to CDG-categories and CDG-mod-
ules over them can be also applied to DG-categories and DG-modules as a particular
case. Following [38], we denote the DG-categories of left and right DG-modules over
C by C-moddg and moddg-C, and generally use the upper index “dg” instead of
“cdg” in the notation related to DG-modules.
As in [38, Sections 2.1, 3.1 and 3.4], we denote by H0(C-moddg)inj and
H0(C-moddg)fl the homotopy categories of h-injective and h-flat left DG-modules
over C. The notation H0(C-moddginj)inj and H
0(C-moddgfl )fl stands for the full trian-
gulated subcategories in H0(C-moddg) formed by h-injective DG-modules over C
whose underlying Γ-graded C#-modules are injective, or h-flat DG-modules whose
underlying Γ-graded C#-modules are flat, respectively. Finally, let H0(C-moddgfgp)prj
⊂ H0(C-moddg) and H0(moddgfgp-C)fl ⊂ H
0(moddg-C) denote the full triangulated
subcategories of h-projective left and h-flat right DG-modules whose underlying
Γ-graded C#-modules are projective and finitely generated.
Assume that the Γ-graded category C# is left Noetherian. Let L be an object of
Z0(C-moddgfg ). Given a left DG-module M over C, pick its injective resolution J
•
in the exact category Z0(C-moddg) [38, Section 2.1]. Let Tot⊕(J•) −→ Tot⊓(J•)
be the natural closed morphism between the total DG-modules of the complex J•
constructed by taking infinite direct sums and infinite products along the diagonals.
Then the induced morphism of complexes of k-modules
HomC(L, Tot⊕(J•)) −−→ HomC(L, Tot⊓(J•))
represents the comparison morphism ExtIIC (L,M) −→ ExtC(L,M) [38, formula (10)]
in D(k-mod) between the two kinds of Ext objects for the DG-modules L and M .
Similarly, assume that the Γ-graded category C# is right coherent. Let N be
an object of Z0(moddgfp -C). Given a left DG-module M over C, pick its projective
resolution P
•
in the exact category Z0(C-moddg). Let Tot⊕(P
•
) −→ Tot⊓(P
•
) be
the natural closed morphism between the total DG-modules of the complex P
•
con-
structed by taking infinite direct sums and infinite products along the diagonals.
Then the induced morphism of complexes of k-modules
N ⊗C Tot
⊕(P
•
) −−→ N ⊗C Tot
⊓(P
•
)
represents the comparison morphism TorC(N,M) −→ TorC,II(N,M) [38, formula (9)]
in D(k-mod) between the two kinds of Tor objects for the DG-modules N and M .
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Proposition A. Assume that the Γ-graded category C# is left Noetherian. Let L
be a left DG-module over C whose underlying Γ-graded left C#-module is finitely
generated, and let M be a left DG-module over C. Then the natural morphism
ExtIIC (L,M) −→ ExtC(L,M) is an isomorphism provided that either
(i) the object M ∈ Dco(C-moddg) belongs to the image of the fully faithful functor
H0(C-moddginj)inj −→ D
co(C-moddg); or
(ii) the object L ∈ Dabs(C-moddg) belongs to the image of the fully faithful functor
H0(C-moddgfgp)prj −→ D
abs(C-moddgfg ).
Proof. Let J• be an injective resolution of the DG-module M in the exact category
Z0(C-moddg). Then the natural morphism M −→ Tot⊕(J•) is always an isomor-
phism in Dco(C-moddg) [43, proof of Theorem 3.7], while the morphism M −→
Tot⊓(J•) is an isomorphism in the conventional derived category D(C-moddg) [43,
proofs of Theorems 1.4-5]. Furthermore, one has Tot⊕(J•) ∈ H0(C-moddginj) and
Tot⊓(J•) ∈ H0(C-moddginj)inj.
Part (i): the functor is fully faithful by [43, Theorem 3.5(a) and Lemma 1.3].
According to formula (4) from Section B.1.2 and [38, Section 3.1], both kinds of Ext
involved are well-defined as functors of the argument M ∈ Dco(C-moddg). Hence
one can assume M ∈ H0(C-moddginj)inj. Then both morphisms M −→ Tot
⊕(J•) and
M −→ Tot⊓(J•) are homotopy equivalences by semiorthogonality, hence so is the
morphism Tot⊕(J•) −→ Tot⊓(J•) and the assertion follows.
Part (ii): in view of the first paragraph of this proof, a cone K of the mor-
phism Tot⊕(J•) −→ Tot⊓(J•) in H0(C-moddg) is an acyclic DG-module over C
whose underlying Γ-graded C#-module is injective. Hence the complex of morphisms
HomC(−, K) is a well-defined functor Dabs(C-moddgfg )
op −→ D(k-mod) annihilating
H0(C-moddgfgp)prj. 
Proposition B. Assume that the Γ-graded category C# is right coherent. Let N be
a right DG-module over C whose underlying Γ-graded right C#-module is finitely
presented, and let M be a left DG-module over C. Then the natural morphism
TorC(N,M) −→ TorC,II(N,M) is an isomorphism provided that either
(i) there is a closed morphism P −→ M into M from a DG-module P ∈
H0(C-moddgfl )fl with a cone contraacyclic with respect to C-mod
dg or completely
acyclic with respect to C-moddgfl (see [38, Sections 3.2 and 4.7]); or
(ii) the object N ∈ Dabs(moddg-C) belongs to the image of the fully faithful functor
H0(moddgfgp-C)fl −→ D
abs(moddgfp -C).
Proof. Let P
•
be a projective resolution of the DG-module M in the exact category
Z0(C-moddg). Then the natural morphism Tot⊓(P
•
) −→ M is always an isomorphism
in Dctr(C-moddg) [43, proof of Theorem 3.8], while the morphism Tot⊕(P
•
) −→ M
is an isomorphism in D(C-moddg) [43, proof of Theorem 1.4]. Furthermore, one has
Tot⊓(P
•
) ∈ H0(C-moddgfl ) and Tot
⊕(P
•
) ∈ H0(C-moddgfl )fl.
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Part (i): acyclic DG-modules in the second argument are annihilated by the functor
TorC by [38, Section 3.1], while contraacyclic DG-modules in the second argument are
annihilated by the functor TorC,II(N,−) according to the formula (5). The latter also
applies to DG-modules completely acyclic with respect to C-moddgfl , since the functor
of tensor product with a finitely presented DG-module preserves infinite direct sums
and products. So one can replace M with P and assume that M ∈ H0(C-moddgfl )fl.
Then a cone of the morphism Tot⊓(P
•
) −→ M is contraacyclic with respect to
C-moddg with a flat underlying Γ-graded C#-module, hence also contraacyclic with
respect to C-moddgfl . On the other hand, a cone of the morphism Tot
⊕(P
•
) −→ M
is acyclic and h-flat. It follows that the functor N ⊗C − transforms both these
morphisms, and therefore also the morphism Tot⊕(P
•
) −→ Tot⊓(P
•
), into quasi-
isomorphisms of complexes of k-modules.
Part (ii): a cone K of the morphism Tot⊕(P
•
) −→ Tot⊓(P
•
) in H0(C-moddg) is
an acyclic DG-module over C whose underlying Γ-graded C#-module is flat. Hence
the tensor product − ⊗C K is a well-defined functor Dabs(mod
dg
fp -C) −→ D(k-mod)
annihilating H0(moddgfgp-C)fl. 
In particular, assuming that the category C# is left Noetherian, the natural mor-
phism ExtIIC (L,M) −→ ExtC(L,M) is an isomorphism for all L ∈ C-mod
dg
fg and
M ∈ C-moddg provided that the Verdier localization functor Dco(C-moddg) −→
D(C-moddg) is an equivalence of triangulated categories. Assuming that the cate-
gory C# is right coherent, the natural morphism TorC(N,M) −→ TorC,II(N,M) is
an isomorphism for all N ∈ moddgfp -C and M ∈ C-mod
dg provided that the Verdier
localization functor Dctr(C-moddg) −→ D(C-moddg) is an equivalence of categories,
or alternatively, that any acyclic DG-module from C-moddgfl is completely acyclic
with respect to C-moddgfl .
B.1.4. Comparison for the DG-category of CDG-modules. Let B be a k-linear
CDG-category and C = modcdgfgp -B be the DG-category of right CDG-modules over
B whose underlying Γ-graded B#-modules are projective and finitely generated.
The DG-categories of (left or right) CDG-modules over B and DG-modules over C
are naturally equivalent [38, Sections 1.5 and 2.6] (as are the categories of Γ-graded
modules over B# and C#). Following [38, Section 3.5], we denote by MC the
DG-module over C corresponding to a CDG-module M over B.
Let k∨ be an injective cogenerator of the abelian category of k-modules. Introduce
the notation B-modcdgprj ⊂ B-mod
cdg for the DG-category of left CDG-modules over B
with projective underlying Γ-graded B#-modules. The results below in this section
are to be compared with those from [38, Sections 3.5 and 4.7].
Proposition A. Assume that the Γ-graded category B# is left Noetherian. Let L be
a left CDG-module over B whose underlying Γ-graded left B#-module L# is finitely
generated, and let M be a left CDG-module over B. Then the natural morphism
ExtIIC (LC ,MC) −→ ExtC(LC ,MC) is an isomorphism provided that either
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(i) the object M belongs to the minimal triangulated subcategory of Dco(B-modcdg)
containing the objects Homk(F, k
∨) for all F ∈ H0(modcdgfgp -B) and closed under infi-
nite products; or
(ii) the object L belongs to the minimal thick subcategory of Dabs(B-modcdgfg ) con-
taining the image of H0(B-modcdgfgp ).
Proof. Part (i): the equivalence of categories H0(C-moddginj)inj ≃ D(C-mod
dg) makes
the embedding functor H0(C-moddginj)inj −→ D
co(C-moddg) right adjoint to the local-
ization functor Dco(C-moddg) −→ D(C-moddg). It follows that the functor H0(C
-moddginj)inj −→ D
co(C-moddg) preserves infinite products (also, all infinite prod-
ucts exist in the coderived category, since it is compactly generated [43, Theo-
rem 3.11.2]). Since the category H0(C-moddginj)inj is the minimal triangulated subcat-
egory of H0(C-moddg) containing the objects Homk(FC , k
∨) and closed under infinite
products [43, Theorem 1.5], the assertion follows from Proposition B.1.3.A(i).
Part (ii): the equivalence of absolute derived categories Dabs(B-modcdgfg ) ≃
Dabs(C-moddgfg ) takes objects of the full subcategoryH
0(B-modcdgfgp ) ⊂ D
abs(B-modcdgfg )
to representable (and, consequently, perfect and h-projective) DG-modules in
H0(C-moddgfgp) ⊂ D
abs(C-moddgfg ), so it remains to apply Proposition B.1.3.A(ii). 
Proposition B. Assume that the Γ-graded category B# is right coherent. Let N be a
right CDG-module over B whose underlying Γ-graded right B#-module N# is finitely
presented, and let M be a left CDG-module over B. Then the natural morphism
TorC(NC ,MC) −→ Tor
C,II(NC ,MC) is an isomorphism provided that either
(i) the object M belongs to the minimal triangulated subcategory of H0(B-modcdgprj )
⊂ Dctr(B-modcdg) containing the image of H0(B-modcdgfgp ) and closed under infinite
direct sums; or
(ii) the object N belongs to the minimal thick subcategory of Dabs(modcdgfp -B) con-
taining the image of H0(modcdgfgp -B).
Proof. Similar to that of Proposition A and based on Proposition B.1.3.B. 
Now assume that the commutative ring k has finite weak homological dimension
and all the Γ-graded k-modules of morphisms in the category B# are flat. Clearly,
the DG-categories of left and right CDG-modules over the CDG-category B ⊗k Bop
are naturally equivalent, as are the DG-categories of left and right DG-modules over
the DG-category C ⊗k Cop. The DG-category of CDG-modules over B ⊗k Bop is
also naturally equivalent to the DG-category of DG-modules over C ⊗k Cop [38,
Section 2.6]. As above, we denote byMC the DG-module over C⊗kCop corresponding
to a CDG-module M over B ⊗k Bop.
To any left CDG-module G and right CDG-module F over B one can assign the
left CDG-module G⊗k F and the right CDG-module F ⊗k G (corresponding to each
other under the above equivalence) over the CDG-category B ⊗k Bop. There are
also the natural diagonal CDG-module B over B ⊗k Bop and DG-module C over
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C ⊗k Cop [38, Section 2.4]; these also correspond to each other with respect to the
above equivalence of DG-categories.
For any DG-module MC over C ⊗k C
op, we are interested in the comparison
morphisms between the two kinds of Hochschild cohomology HHII,∗(C,MC) −→
HH∗(C,MC) and homology HH∗(C,MC) −→ HHII∗ (C,MC) [38, formula (23)].
Proposition C. Assume that the Γ-graded category B# ⊗k B#op is Noetherian
and the diagonal Γ-graded module B# over it is finitely generated. Let M be a
CDG-module over B ⊗k Bop. Then the natural morphism HHII,∗(C,MC) −→
HH∗(C,MC) is an isomorphism provided that either
(i) the object M belongs to the minimal triangulated subcategory of Dco(B ⊗k Bop
-modcdg) containing the CDG-modules Homk(F ⊗kG, k∨) for all F ∈ H0(mod
cdg
fgp -B)
and G ∈ H0(B-modcdgfgp ) and closed under infinite products; or
(ii) the diagonal CDG-module B over B ⊗k Bop belongs to the minimal thick sub-
category of Dabs(B ⊗k Bop-mod
cdg
fg ) containing the CDG-modules G ⊗k F for all
F ∈ H0(modcdgfgp -B) and G ∈ H
0(B-modcdgfgp ).
Proposition D. Assume that the Γ-graded category B#⊗kB#op is coherent and the
diagonal Γ-graded module B# over it is finitely presented. Let M be a CDG-module
over B ⊗k B
op. Then the natural morphism HH∗(C,MC) −→ HH
II
∗ (C,MC) is an
isomorphism provided that either
(i) the objectM belongs to the minimal triangulated subcategory of H0(B-modcdgprj ) ⊂
Dctr(B⊗kBop-mod
cdg) containing the CDG-modules G⊗kF for all F ∈ H0(mod
cdg
fgp -B)
and G ∈ H0(B-modcdgfgp ) and closed under infinite direct sums; or
(ii) the diagonal CDG-module B over B ⊗k Bop belongs to the minimal thick sub-
category of Dabs(B ⊗k Bop-mod
cdg
fg ) containing the CDG-modules G ⊗k F for all
F ∈ H0(modcdgfgp -B) and G ∈ H
0(B-modcdgfgp ).
Proofs of Propositions C-D. Similar to the proofs of Propositions A-B. 
In particular, assume that the Γ-graded category B# ⊗k B#op is Noetherian and
the diagonal Γ-graded module B# over it is finitely generated. Suppose that the
diagonal CDG-module B over B⊗k Bop belongs to the minimal thick subcategory of
Dabs(B⊗kBop-mod
cdg
fg ) containing the CDG-modulesG⊗kF for all F ∈ H
0(modcdgfgp -B)
and G ∈ H0(B-modcdgfgp ). Then, according to [38, formulas (44-45) in Section 2.6] and
parts (ii) of Propositions C-D, there are natural isomorphisms
HH∗(C,MC) ≃ HH
II,∗(C,MC) ≃ HH
II,∗(B,M)(6)
HH∗(C,MC) ≃ HH
II
∗ (C,MC) ≃ HH
II
∗ (B,M)(7)
for any CDG-module M over B ⊗k Bop. Specializing to the case of the diagonal
CDG-module M = B and DG-module MC = C, we obtain
(8) HH∗(C) ≃ HHII,∗(C) ≃ HHII,∗(B) and HH∗(C) ≃ HH
II
∗ (C) ≃ HH
II
∗ (B).
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B.1.5. Locally free matrix factorizations. Let k be a regular commutative Noetherian
ring of finite Krull dimension andX be an affine scheme of finite type over Spec k. Let
w ∈ O(X) be a global regular function on X . Consider the Z/2-graded CDG-algebra
B over k with B0 = O(X), B1 = 0, d = 0, and h = −w ∈ B0. We will find it
convenient to denote the CDG-algebra B simply by (X, h) = (X,−w) (cf. Section 2.2
of the main body of this paper).
Then C = modcdgfgp -B is the Z/2-graded DG-category of locally free matrix factor-
izations of finite rank of the potential w on X . Furthermore, one has B ⊗k Bop =
(X ×k X, w2−w1), where wi = p∗iw ∈ O(X ×k X), i = 1, 2, and pi : X ×k X −→ X
denote the coordinate projections. Let ∆: X −→ X×kX be the diagonal embedding
and ∆∗OX be the corresponding coherent sheaf on X ×k X .
Consider the coherent matrix factorization of the potential w2 − w1 on X × X
whose even-degree component is the sheaf ∆∗OX , while the odd-degree component
vanishes. We will denote this “diagonal” matrix factorization simply by ∆∗OX ∈
H0((X ×k X, w2 − w1)-mod
cdg
fg ). Applying the machinery of the previous sections
leads to the following result (cf. [38, Sections 4.8–4.10]).
Corollary. Suppose that the diagonal matrix factorization ∆∗OX belongs to the min-
imal thick subcategory of Dabs((X ×k X, w2 − w1)-mod
cdg
fg ) containing the external
tensor products of locally free matrix factorizations of finite rank p∗1G⊗k p
∗
2F for all
G ∈ H0((X,−w)-modcdgfgp ) and F ∈ H
0((X,w)-modcdgfgp ). Then the natural isomor-
phisms (8) hold for the CDG-algebra B = (X,w) and the DG-category of locally free
matrix factorizations C = modcdgfgp -B. 
Notice that the condition under which the conclusion of Corollary has been proven
is a rather strong one, particularly when X is not assumed to be a regular scheme.
Then it is not even clear when or why the diagonal matrix factorization ∆∗OX should
belong to the thick envelope of the full triangulated subcategory of locally free matrix
factorizations H0((X ×k X, w2−w1)-mod
cdg
fgp ) ⊂ D
abs((X ×k X, w2−w1)-mod
cdg
fg ) on
X ×k X , let alone to the thick subcategory generated by external tensor products of
locally free matrix factorizations from the two copies of X .
B.1.6. Smooth stratifications. A scheme X of finite type over a field k is said to ad-
mit a smooth stratification [12] if it can be presented as a disjoint union of its locally
closed subsets X =
⊔
α Sα so that each Sα, when endowed with the structure of a
reduced locally closed subscheme in X , becomes a smooth scheme over k. In partic-
ular, every scheme of finite type over a perfect field k admits a smooth stratification,
as any regular scheme of finite type over a perfect field is smooth over it [18, Corol-
laires 17.15.2 and 17.15.13]. Notice that a scheme of finite type over a field admits a
smooth stratification if and only if its maximal reduced closed subscheme does.
The definition of a regular stratification of a Noetherian scheme is similar, except
that the strata Sα are only required to be regular schemes in their reduced locally
closed subscheme structures. Any scheme of finite type over a field admits a regular
stratification [17, Scholie 7.8.3(iii-iv) and Proposition 7.8.6(i)].
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Let X be a smooth affine scheme over a field k and w ∈ O(X) be a regular function
on X . Set X0 = {w = 0} ⊂ X to be the zero locus of w. The following result is a
slight generalization of [38, Corollary 4.8.A] based on the above definitions.
Corollary. Assume that there exists a closed subscheme Z ⊂ X such that
w : X \ Z −→ A1k is a smooth morphism, w|Z = 0, and the scheme Z admits
a smooth stratification over k. Then the conditions of Corollary B.1.5 are satisfied,
so its conclusions apply.
Proof. According to the argument in [38, Section 4.8], it suffices to show that the
bounded derived category of coherent sheaves on Z × Z is generated by external
tensor products of coherent sheaves on the two Cartesian factors. This is a particular
case of the following lemma. 
Lemma. Let Z ′ and Z ′′ be schemes of finite type over a field k. Assume that the
scheme Z ′ admits a smooth stratification. Then the bounded derived category of co-
herent sheaves Db((Z ′ × Z ′′)–coh) on the Cartesian product Z ′ ×k Z ′′ coincides with
its minimal thick subcategory containing the external tensor products K′ ⊗k K′′ of
coherent sheaves on K′ on Z ′ and K′′ on Z ′′.
Proof. One proceeds by induction in the total number of strata in a smooth strat-
ification of Z ′ and a regular stratification of Z ′′. Clearly, one can replace Z ′ and
Z ′′ with their maximal reduced closed subschemes. Now if Sα0 is an open stratum
in Z ′ and Tβ0 is an open stratum in Z
′′, then Sα0 is smooth as an open subscheme
in Z ′ and Tβ0 is regular as an open subscheme in Z
′′, while the induction assumption
applies to (Z ′ \ Sα0)×k Z
′′ and Z ′ ×k (Z ′′ \ Tβ0). The scheme Sα0 ×k Tβ0 is regular,
since it is smooth over a regular scheme. The rest of the argument is based on [36,
Proposition 2.7] and follows the lines of [26, proof of Theorem 3.7]. 
B.2. Coherent matrix factorizations. In this section we return to the notation
system typical for the main body of this paper. The notion of a critical value of a
regular function on a singular variety is defined in Section B.2.1. In Section B.2.2
we show that the external tensor product of coherent matrix factorizations is a fully
faithful functor between the absolute derived categories, and provide a sufficient
condition for the pretriangulated extension of its DG-category version to be a quasi-
equivalence. The Hochschild cohomology of the DG-category corresponding to the
absolute derived category of coherent matrix factorizations of a potential having no
critical values but zero is computed in Section B.2.4.
The notion of cotensor product of complexes of quasi-coherent sheaves and quasi-
coherent matrix factorizations is discussed in Sections B.2.5–B.2.6, and used in or-
der to compute the Hochschild homology of the (same) DG-category of coherent
matrix factorizations in Section B.2.7. The direct sum formula for the Hochschild
(co)homology of the DG-categories of coherent matrix factorizations of a potential
with several critical values is established in Section B.2.8.
In some sense, the results of this section (as compared to those of Section B.1) sug-
gest that the DG-category corresponding to the absolute derived category of coherent
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matrix factorizations on a singular variety may be better behaved than the similar
category of locally free matrix factorizations of finite rank. Other (and in some way
related) arguments in support of the same conclusion are provided by the results of
the papers [27, 12] showing that the DG-category corresponding to the absolute de-
rived category of coherent matrix factorizations is smooth (and even homotopically
finitely presented), under suitable conditions on the field k. (Cf. the counterexample
in Section 3.3.)
B.2.1. Noncritical functions. Let k be a field and X be a scheme of finite type over
Spec k. Let f ∈ O(X) be a global regular function on X .
Let Y be a scheme of finite type over Spec k and g ∈ O(Y ) be a global regular
function. Let p1 : X ×k Y −→ X and p2 : X ×k Y −→ Y be the natural projections.
Consider the regular function f1 + g2 = p
∗
1f + p
∗
2g on X ×k Y .
Suppose that f : X −→ A1k is a flat morphism from X to the affine line (when k
is algebraically closed, this means that the function f − c is a local nonzero-divisor
on X for every c ∈ k). Then the morphism f1 + g2 : X ×k Y −→ A1k is also flat as
the composition of two flat morphisms X ×k Y −→ A
1
k ×k Y −→ A
1
k (the former
morphism being flat since the morphism f : X −→ A1k is and the latter one because
the polynomial x + g does not divide zero in B[x] for any commutative ring B and
element g ∈ B). In particular, it follows that the function f1 + g2 is a local nonzero-
divisor on the Cartesian product X ×k Y .
A function f ∈ O(X) is said to be noncritical (or to have no critical values) if for
any regular function g ∈ O(Y ) on a scheme Y of finite type over Spec k the absolute
derived category of coherent matrix factorizations Dabs((X ×k Y, O, f1 + g2)–coh)
vanishes (i. e., is equivalent to the zero category). According to Remark 1.3 and
Theorem 1.10(b), this condition is local in both X and Y .
Therefore, given a scheme X of finite type over Spec k and a regular function
f ∈ O(X), there is a unique maximal open subscheme X ′f ⊂ X where the function
f is noncritical. We will see below that the open subscheme X ′f is always dense in X
if the morphism f : X −→ A1k is flat and the field k has zero characteristic.
Similarly, there is a unique maximal open subscheme A1k,f ⊂ A
1
k such that the
restriction of f to its full preimage in X is noncritical. The scheme A1k,f is always
nonempty if the field k has zero characteristic. The points in the complement A1k\A
1
k,f
are called the critical values of f . In particular, one says that f has no critical values
but zero if the restriction of f to f−1(A1k \ {0}) ⊂ X is noncritical.
Notice that when the schemes X and Y are separated and the morphism of schemes
f : X −→ A1k is flat, the category D
abs((X ×k Y, O, f1 + g2)–coh) is equivalent to
the triangulated category DbSing({f1+ g2 = 0}/X×k Y ) of relative singularities of the
zero locus of the function f1 + g2 on X ×k Y (see Theorem 2.7).
Remark. It would be interesting to have a geometric characterization of noncrit-
icality of functions on singular schemes. For example, how does our definition of
noncriticality relate to the condition that the differential of f at every closed point
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x ∈ X be a nonzero element of the Zariski cotangent space T ∗xX ? We do not know
this; cf. the smooth stratification approach below.
Lemma. Let X =
⊔
α Sα be a scheme of finite type over Spec k presented as a disjoint
union of its locally closed subsets, endowed with their reduced locally closed subscheme
structures. Let L be a line bundle on X and w ∈ L(X) be its global section. In this
setting, if the absolute derived categories Dabs((Sα,L|Sα, w|Sα)–coh) vanish for all α,
then so does the absolute derived category Dabs((X,L, w)–coh).
Proof. Proceeding by induction in the number of strata in the stratification Sα, it
suffices to consider the case when there are only two of them, namely, a closed subset
S ⊂ X and its open complement X \ S. One can also replace X with its maximal
reduced closed subscheme. Then the desired assertion follows from Theorem 1.10(b),
since the triangulated category Dabs((X,L, w)–cohS) is generated by the image of the
natural functor Dabs((S,L|S, w|S)–coh) −→ Dabs((X,L, w)–cohS). 
Proposition. Let X be a scheme of finite type over Spec k and f ∈ O(X) be a
regular function on X. Let X =
⊔
α Sα be a smooth stratification of the scheme X
over k (see Section B.1.6) such that the morphisms of schemes f |Sα : Sα −→ A
1
k are
smooth for all α. Then the function f is noncritical on X.
Proof. Let Y be a scheme of finite type over Spec k and g ∈ O(Y ) be a regular
function. We have to show that the triangulated category Dabs((X ×k Y, O, f1 + g2)
–coh) vanishes. Choosing a stratification of Y by regular locally closed subschemes
and applying Lemma, one can assume that X is smooth over k and Y is regular.
Then the scheme X ×k Y is also regular, the derivative of the function f1 + g2 ∈
O(X ×k Y ), viewed as an element of the Zariski cotangent space, does not vanish at
any points where the function itself does (and, in a sense, at any other closed points,
too), and it follows that the zero locus of f1+ g2 in X ×k Y is also a regular scheme.
It remains to use Theorem 2.7 (or [37, Theorem 3.5] and Corollary 2.4(c)). 
It follows from Proposition that, for any scheme of finite type X with a smooth
stratification X =
⊔
α Sα over Spec k and any regular function f ∈ O(X), the set of
critical values of the function f on X is contained in the union of the sets of critical
values of the functions f |Sα. In particular, if the characteristic of k is zero, then all
these sets are finite.
B.2.2. External tensor products. Let X ′ and X ′′ be separated schemes of finite type
over a field k, and let w′ ∈ O(X ′) and w′′ ∈ O(X ′′) be regular functions. Let X ′×kX ′′
be the Cartesian product, p1 and p2 be its natural projections onto the factors X
′
and X ′′, and w′1 + w
′′
2 = p
∗
1w
′ + p∗2w
′′ be the related regular function on X ′ ×k X ′′.
Then there is the external tensor product functor
(9) ⊗k : D
co((X ′,O, w′)–qcoh)× Dco((X ′′,O, w′′)–qcoh)
−−→ Dco((X ′ ×k X
′′, O, w′1 + w
′′
2)–qcoh),
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which restricts to the similar functor
(10) ⊗k : D
abs((X ′,O, w′)–coh)× Dabs((X ′′,O, w′′)–coh)
−−→ Dabs((X ′ ×k X
′′, O, w′1 + w
′′
2)–coh)
on coherent matrix factorizations.
Proposition. Let K′ and M′ be coherent matrix factorizations of the potential w′
on the scheme X ′, and let K′′ and M′′ be coherent matrix factorizations of the po-
tential w′′ on the scheme X ′′. Then the natural map of Z/2-graded k-vector spaces
of morphisms
(11) HomDabs((X′,O,w′)–coh)(K
′,M′[∗])⊗k HomDabs((X′′,O,w′′)–coh)(K
′′,M′′[∗])
−−→ HomDabs((X′×kX′′,O, w′1+w′′2 )–coh)(K
′ ⊗k K
′′, M′ ⊗k M
′′[∗])
induced by the additive functor of two arguments (10) is an isomorphism.
Proof. By Proposition 1.5(d), it suffices to show that the natural map
(12) HomDco((X′,O,w′)–qcoh)(K
′,M′[∗])⊗k HomDco((X′′,O,w′′)–qcoh)(K
′′,M′′[∗])
−−→ HomDco((X′×kX′′,O, w′1+w′′2 )–qcoh)(K
′ ⊗k K
′′, M′ ⊗k M
′′[∗])
induced by the functor (9) is an isomorphism for any coherent matrix factorizations
K′, K′′ and quasi-coherent matrix factorizationsM′,M′′ of the potentials w′ and w′′.
One easily checks that the desired assertion holds for the Hom spaces in the homotopy
categories of matrix factorizations (since it holds for morphisms between the external
tensor products of coherent and quasi-coherent sheaves).
Furthermore, one can assume the quasi-coherent matrix factorizations M′ and
M′′ to be injective. Then the Hom spaces in the left-hand side of the map (12)
coincide with the similar Hom spaces computed in the homotopy categories of matrix
factorizations. Let I• be a right resolution of M′ ⊗k M
′′ in the abelian category of
quasi-coherent matrix factorizations (and closed morphisms between them) consisting
of injective matrix factorizations, and let J be the total matrix factorization of the
complex I• constructed by taking infinite direct sums along the diagonals. Then the
k-vector spaces of morphisms from K′ ⊗k K
′′ into J in the homotopy category of
matrix factorizations are isomorphic to the right-hand side of (12) [43, Theorem 3.7].
It remains to show that the spaces of morphisms from K′ ⊗k K′′ to M′ ⊗k M′′ in
the homotopy category of matrix factorizations are isomorphic to the similar spaces
of morphisms from K′ ⊗k K′′ to J . Indeed, taking the termwise Hom from K′ ⊗k K′′
preserves exactness of the sequence 0 −→ M′ ⊗k M′′ −→ I•, since the higher Ext
spaces from the components of K′ ⊗k K′′ into those of M′ ⊗k M′′ in the abelian
category of quasi-coherent sheaves on X ′ ⊗k X ′′ vanish. The latter assertion can be
checked for affine schemes X ′, X ′′ using projective resolutions and then globally for
the cohomology of quasi-coherent sheaves using, e. g., the Cˇech approach. 
Theorem. Assume that the morphisms of schemes w′ : X ′ −→ A1k and w
′′ : X ′′ −→
A1k are flat. Suppose that there exist closed subschemes Z
′ ⊂ X ′ and Z ′′ ⊂ X ′′
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such that w′|Z′ = 0 = w′′Z′′, the functions w
′ and w′′ are noncritical on X ′ \ Z ′ and
X ′′ \Z ′′, and the scheme Z ′ admits a smooth stratification over k. Then the absolute
derived category Dabs((X ′ ×k X
′′, O, w′1 + w
′′
2)–coh) coincides with its minimal thick
subcategory containing the image of the functor (10).
Proof. By the definition of noncriticality, one has Dabs((((X ′\Z ′)×kX ′′), O, w′1+w
′′
2)
–coh) = 0 = Dabs(((X ′×k(X ′′\Z ′′)),O, w′1+w
′′
2)–coh). Therefore, any coherent matrix
factorization of the potential w′1+w
′′
2 on X
′×kX
′′ has its category-theoretic support
inside Z ′×k Z ′′, and is consequently isomorphic in Dabs((X ′×kX ′′, O, w′1+w
′′
2)–coh)
to a direct summand of an object represented by a coherent matrix factorization
supported set-theoretically inside Z ′ ×k Z ′′ (see Corollary 1.10(b)). It follows that
the triangulated category Dabs((X ′ ×k X ′′, O, w′1 + w
′′
2)–coh) is generated by the
direct images of coherent matrix factorizations of the zero potential from the closed
embedding Z ′ ×k Z ′′ −→ X ′ ×k X ′′.
Furthermore, let X ′0, X
′′
0 , and Y0 denote the zero loci of the functions w
′, w′′, and
w′1+w
′′
2 onX
′, X ′′, and X ′×kX ′′, respectively. Denote the natural closed embeddings
by i′ : X ′0 −→ X
′, i′′ : X ′′0 −→ X
′′, ι : X ′0 ×k X
′′
0 −→ Y0, and h : Y0 −→ X
′ ×k X
′′.
The external tensor product functor (cf. [38, Lemma 4.8.B])
(13) ⊗k : D
b
Sing(X
′
0/X
′)× DbSing(X
′′
0 /X
′′) −−→ DbSing(Y0/(X
′ ×k X
′′))
is well-defined, since for any bounded complexes of coherent sheaves F • on X ′ and
K• on X ′′0 one has ι∗(Li
′∗F •⊗kK•) ≃ Lh∗((idX′ ×i′′)∗(F •⊗kK•)). Indeed, the square
diagram of closed embeddings
X ′0 ×k X
′′
0 X
′ ×k X
′′
0
Y0 X
′ ×k X
′′
//
 
//
is Cartesian and the higher derived tensor products related to the construction of
this relative Cartesian product of schemes all vanish.
The functor Υ: DbSing(Y0/(X
′ ×k X ′′)) −→ Dabs((X ′ ×k X ′′, O, w′1 +w
′′
2)–coh) (see
Section 2.7) and the similar functors for the potentials w′ and w′′ on X ′ and X ′′
transform the external product functor (10) into the external tensor product func-
tor (13). By the assumption, one has Z ′ ⊂ X ′0 and Z
′′ ⊂ X ′′0 . It remains to apply
Lemma B.1.6 in order to finish the proof of the theorem. 
B.2.3. Internal Hom of matrix factorizations. Let X be a separated Noetherian
scheme. Let L be a line bundle on X and w′, w′′ ∈ L(X) be its global sections. Then
given a matrix factorization U0 −→ U1 ⊗ L⊗1/2 −→ U0 ⊗OX L of the potential w
′
and a matrix factorization V0 −→ V1 ⊗ L⊗1/2 −→ V0 ⊗OX L of the potential w
′′ on
the scheme X (in the symbolic notation of Section 2.2), one can construct the matrix
factorization U0⊗OX V
0⊕U1⊗OX V
1 −→ U1⊗L⊗1/2⊗OX V
0⊕U0⊗OX V
1⊗L⊗1/2 −→
U0⊗OX V
0⊗OX L⊕U
1⊗OX V
1⊗OX L of the potential w
′+w′′ on X . Here the tensor
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product U1 ⊗OX V
1 is defined as the sheaf (U1 ⊗L⊗1/2)⊗OX (V
1 ⊗L⊗1/2)⊗OX L
⊗−1
on X , while the differential on the tensor product of matrix factorizations is given
by the conventional rule d(u⊗ v) = d(u)⊗ v + (−1)|u|u⊗ d(v).
We denote the matrix factorization so obtained by U ⊗OX V and call it the tensor
product of two matrix factorizations U and V of two sections w′ and w′′ of the same
line bundle L on a scheme X . Restricting to the cases when one or both matrix fac-
torizations are flat, and passing to the coderived categories, one obtains the induced
tensor product functors
(14) ⊗OX : D
co((X,L, w′)–qcohfl)× D
co((X,L, w′′)–qcohfl)
−−→ Dco((X, L, w′ + w′′)–qcohfl)
and
(15) ⊗OX : D
co((X,L, w′)–qcohfl)× D
co((X,L, w′′)–qcoh)
−−→ Dco((X, L, w′ + w′′)–qcoh).
The functors (14–15) are well-defined, since the tensor product with a flat (quasi-
coherent) matrix factorization takes a short exact sequence of flat matrix factor-
izations to a short exact sequence of flat matrix factorizations, the tensor product
with a flat matrix factorization takes a short exact sequence of quasi-coherent matrix
factorizations to a short exact sequence of quasi-coherent matrix factorizations, and
the tensor product with a quasi-coherent matrix factorization takes a short exact se-
quence of flat matrix factorizations to a short exact sequence of quasi-coherent matrix
factorizations. Also, the tensor product functor preserves infinite direct sums.
Given a quasi-coherent matrix factorization U0 −→ U1 ⊗ L⊗1/2 −→ U0 ⊗OX L
of a potential w′ ∈ L(X) and a quasi-coherent matrix factorization V0 −→
V1 ⊗ L⊗1/2 −→ V1 ⊗OX L of a potential w
′′ ∈ L(X) on the scheme X ,
one can construct the quasi-coherent matrix factorization HomX–qc(U0,V0) ⊕
HomX–qc(U1,V1) −→ HomX–qc(U0, V1 ⊗ L⊗1/2) ⊕ HomX–qc(U1,V0) ⊗ L⊗1/2 −→
HomX–qc(U0,V0) ⊗OX L ⊕ HomX–qc(U
1,V1) ⊗OX L of the potential w
′′ − w′
on X . Here the sheaf HomX–qc(U1,V0) ⊗ L⊗1/2 is defined as the tensor product
HomX–qc(U1 ⊗L⊗1/2, V0)⊗OX L, while the differential on the internal Hom is given
by the conventional rule d(g)(u) = d(g(u))− (−1)|g|g(d(u)).
We denote the matrix factorization so obtained by HomX–qc(U ,V) and call it
the matrix factorization of quasi-coherent internal Hom between the quasi-coherent
matrix factorizations U and V of two sections w′ and w′′ of the same line bundle L
on a scheme X . Restricting to the case when the matrix factorization in the second
argument is injective, one obtains the induced internal Hom functor
(16) HomX–qc : D
abs((X,L, w′)–qcoh)op ×H0((X,L, w′′)–qcohinj)
−−→ Dabs((X, L, w′′ − w′)–qcoh),
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which can be also viewed as the right derived internal Hom functor
(17) RHomX–qc : D
abs((X,L, w′)–qcoh)op × Dco((X,L, w′′)–qcoh)
−−→ Dabs((X, L, w′′ − w′)–qcoh).
Remark. Alternatively, one could restrict the quasi-coherent internal Hom functor
to pairs of quasi-coherent matrix factorizations which are both injective, obtaining
the triangulated functor
(18) HomX–qc : H
0((X,L, w′)–qcohinj)
op ×H0((X,L, w′′)–qcohinj)
−−→ H0((X, L, w′′ − w′)–qcohfl),
which can be also viewed as a derived internal Hom functor
(19) LRHomX–qc : D
co((X,L, w′)–qcoh)op × Dco((X,L, w′′)–qcoh)
−−→ Dabs((X, L, w′′ − w′)–qcohfl)
that is a left derived functor in its first argument and a right derived functor in the
second one. Notice that the derived functor so obtained does not agree with the right
derived functor defined above, i. e., the composition of the functor (19) with the nat-
ural fully faithful functor Dabs((X, L, w′′−w′)–qcohfl) −→ D
abs((X, L, w′′−w′)–qcoh)
and the Verdier localization functor Dabs((X,L, w′)–qcoh) −→ Dco((X,L, w′)–qcoh)
is not isomorphic to the functor (17).
In particular, when w′ = w′′, the functors (16–17) take values in the absolute
derived category of quasi-coherent matrix factorizations of the zero potential 0 ∈
L(X). The objects of this category are simply complexes of quasi-coherent sheaves
M• on X endowed with a 2-periodicity isomorphism M•[2] ≃ M• ⊗OX L. So there
is a natural forgetful functor
(20) Dco((X,L, 0)–qcoh) −−→ Dco(X–qcoh)
and the similar functors acting on the homotopy, absolute derived, etc. categories of
flat, coherent, locally free, etc. matrix factorizations.
Furthermore, there is the derived global sections functor
(21) RΓ(X,−) : Dco(X–qcoh) −−→ D(Z–mod)
taking values in the derived category of abelian groups and defined using either the
injective resolutions or the Cˇech construction (see Sections 1.8–1.9). In fact, the
functor (21) factorizes through the conventional derived category D(X–qcoh).
Composing the forgetful functor with the functor of underived global sections of
complexes of quasi-coherent sheaves, one obtains a triangulated functor
(22) Γ(X,−) : H0((X,L, 0)–qcoh) −−→ D(Z–mod).
Alternatively, the functor (22) can be defined as the functor Hom(X,L,0)–qcoh(OX ,−),
where the structure sheaf OX is viewed as a matrix factorization (U
0,U1) of the
potential 0 ∈ L(X) with the components U0 = OX and U1 ⊗ L⊗1/2 = 0.
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Similarly, composing the functors (20) and (21), one obtains a triangulated functor
(23) RΓ(X,−) : Dco((X,L, 0)–qcoh) −−→ D(Z–mod),
which can be alternatively described as the functor HomDco((X,L,0)–qcoh)(OX ,−[∗]). In
the case when L = OX , the functors (22–23) can be viewed as taking values in the
derived category of Z/2-graded (2-periodic) complexes of abelian groups.
For any quasi-coherent matrix factorizations K and M of a potential w ∈ L(X)
on the scheme X there is a natural isomorphism of complexes of abelian groups
(24) Hom(X,L,w)–qcoh(K,M) ≃ Γ(X,HomX–qc(K,M)),
and more generally, for any quasi-coherent matrix factorizations K and E of potentials
w′ and w′′ ∈ L(X) and a quasi-coherent matrix factorization M of the potential
w′ + w′′ on the scheme X there is a natural isomorphism of complexes
(25) Hom(X, L, w′+w′′)–qcoh(K ⊗OX E , M) ≃ Hom(X,L,w′′)–qcoh(E ,HomX–qc(K,M)).
Lemma. Let K be a quasi-coherent matrix factorization andM be an injective quasi-
coherent matrix factorization of a potential w ∈ L(X). Let HomX–qc(K,M) −→ J
be a closed morphism with a coacyclic cone between quasi-coherent matrix factor-
izations of the potential 0 ∈ L(X) from the matrix factorization of quasi-coherent
internal Hom into an injective matrix factorization J . Then the induced morphism
Γ(X,HomX–qc(K,M)) −−→ Γ(X,J )
is a quasi-isomorphism of complexes of abelian groups.
Proof. Let 0 −→ HomX–qc(K,M) −→ I• be a right resolution of the matrix factor-
ization HomX–qc(K,M) by injective matrix factorization Ii. Then one can take J
to be the total matrix factorization of the complex I• constructed by passing to the
infinite direct sums along the diagonals. Notice that the functor of global sections of
quasi-coherent sheaves on X commutes with the infinite direct sums. It remains to
show that the functor Γ(X,−) = Hom(X,L,w′′)–qcoh(OX ,−) preserves exactness of the
sequence 0 −→ HomX–qc(K,M) −→ I• (cf. the proof of Proposition B.2.2).
In fact, we claim that the Ext groups from flat quasi-coherent sheaves to the com-
ponents of HomX–qc(K,M) vanish in the abelian category X–qcoh. This assertion
follows from the results of [45, Lemma 2.5.3(c) and Corollary 4.1.9(b)] (the argument
is based essentially on the above Lemma A.1). 
We recall the constructions of the (underived and derived) direct and inverse image
functors for matrix factorizations from Sections 1.8–1.9 and 3.5–3.6. In addition to
the conventional adjunction of the (underived) direct and inverse image functors f∗
and f ∗ (as mentioned in Section 1.8), there is also the “internal Hom adjunction”,
formulated as follows.
Let f : Z −→ Y be a morphism of separated Noetherian schemes, L be a line bundle
on Y , and w′, w′′ ∈ L(Y ) be two global sections. Let K ∈ H0((Y,L, w′)–qcoh) and
M∈ H0((Z, f ∗L, f ∗w′′)–qcoh) be quasi-coherent matrix factorizations on Y and Z.
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Then there is a natural isomorphism
(26) f∗HomZ–qc(f
∗K,M) ≃ HomY –qc(K, f∗M)
of quasi-coherent matrix factorizations of the potential w′′ − w′ on Y .
Now letX be a separated scheme of finite type over a field k, and let w′, w′′ ∈ O(X)
be two global regular functions on X . Denote by p1 and p2 the natural projections
X ×k X ⇒ X , and consider the regular function w
′
1 +w
′′
2 = p
∗
1w
′ + p∗2w
′′ on X ×k X .
Let ∆: X −→ X ×k X denote the diagonal map.
Let N and K be quasi-coherent matrix factorizations of the potentials w′ and w′′
on X . Then there is a natural isomorphism N ⊗OX K ≃ ∆
∗(N ⊗k K) of matrix
factorizations of the potential w′+w′′ on X . Therefore, given a quasi-coherent matrix
factorization M of the potential w′ + w′′ ∈ O(X), one has a natural isomorphism of
Z/2-graded complexes of abelian groups
(27) Hom(X,O,w′′)–qcoh(K,HomX–qc(N ,M))
≃ Hom(X×kX,O, w′1+w′′2 )–qcoh(N ⊗k K, ∆∗M).
Proposition. (a) Assume that the matrix factorization N is coherent and the ma-
trix factorization M is injective. Let ∆∗M −→ J be a closed morphism with a
coacyclic cone between quasi-coherent matrix factorizations of the potential w′1 + w
′′
2
on X ×k X from the direct image ∆∗M into an injective matrix factorization J .
Then there is a natural closed morphism with a coacyclic cone HomX–qc(N ,M) −→
p2∗HomX×kX–qc(p
∗
1N ,J ) of quasi-coherent matrix factorizations of the potential w
′′
on X, and the matrix factorization p2∗HomX×kX–qc(p
∗
1N ,J ) is injective.
(b) There is a natural isomorphism of Z/2-graded complexes of abelian groups
Hom(X,O,w′′)–qcoh(K, p2∗HomX×kX–qc(p
∗
1N ,J ))
≃ Hom(X×kX,O, w′1+w′′2 )–qcoh(N ⊗k K, J ).
Proof. Part (a): the desired closed morphism is provided by the composition
HomX–qc(N ,M) ≃ p2∗∆∗HomX–qc(∆
∗p∗1N ,M)
≃ p2∗HomX×kX–qc(p
∗
1N ,∆∗M) −−→ p2∗HomX×kX–qc(p
∗
1N ,J ).
To prove that this morphism has a coacyclic cone, pick a right resolution I• of the
matrix factorization ∆∗M on X ×k X by injective matrix factorizations, and take
J to be the totalization of the complex of matrix factorizations I• constructed by
passing to the infinite direct sums along the diagonals.
Then the complex of matrix factorizations 0 −→ HomX×kX–qc(p
∗
1N ,∆∗M) −→
HomX×kX–qc(p
∗
1N , I
•) is acyclic, since for any affine open subscheme U ⊂ X the
higher Ext spaces between the components of the restrictions of p∗1N and ∆∗M to
U ×k U vanish. The latter assertion follows from the adjunction of derived functors
L∆∗ and ∆∗ = R∆∗ or p
∗
1 = Lp
∗
1 and Rp1∗ together with the agreement of the derived
direct/inverse images of (complexes of) quasi-coherent sheaves with the compositions
of morphisms of separated Noetherian schemes.
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It remains to show that our complex will stay acyclic after applying the direct image
functor p2∗. According to the argument in the proof of Lemma, the components of
the matrix factorizations HomX×kX–qc(p
∗
1N , I
i) are acyclic for the direct image. So
are the components of the matrix factorization HomX×kX–qc(p
∗
1N ,∆∗M), in view of
the above local argument and since for any affine open subscheme U ⊂ X the higher
Ext spaces between the components of the restrictions of p∗1N and ∆∗M to X ×k U
vanish. The latter assertion is checked in the same way as above.
Finally, the claim that the matrix factorization in question is injective follows from
the computation in part (b), which shows that the left-hand side is an exact functor
of the argument K, because the right-hand side is. Part (b) is straightforward:
Hom(X,O,w′′)–qcoh(K, p2∗HomX×kX–qc(p
∗
1N ,J ))
≃ Hom(X×kX,O, w′′2 )–qcoh(p
∗
2K, HomX×kX–qc(p
∗
1N ,J ))
≃ Hom(X×kX,O, w′1+w′′2 )–qcoh(p
∗
1N ⊗OX×kX p
∗
2K, J )
≃ Hom(X×kX,O, w′1+w′′2 )–qcoh(N ⊗k K, J ). 
B.2.4. Hochschild cohomology. Our goal in the rest of this appendix is to compute
the Hochschild (co)homology of the DG-categoryDGabs((X,O, w)–coh) corresponding
to the triangulated category Dabs((X,O, w)–coh). The word “corresponding” here
means, first of all, that there is a natural equivalence of (triangulated) categories
H0DGabs((X,O, w)–coh) ≃ Dabs((X,O, w)–coh) (see [43, Section 1.2]).
As the absolute derived category is constructed from the homotopy category of
matrix factorizations using the Verdier localization procedure, so the DG-category
DGabs((X,O, w)–coh) is obtained by applying a DG-version of localization to the
DG-category of coherent matrix factorizations (X,O, w)–coh of the potential w on
the scheme X (see Section 1.2). Several such localization procedures are known,
leading to naturally quasi-equivalent DG-categories. As the Hochschild (co)homology
of DG-categories are preserved by quasi-equivalences [38, Sections 2.1 and 2.4], it is
not very important which localization procedure to choose. To be specific, let us
say that we prefer Drinfeld’s localization [8]. Similarly one localizes the DG-category
(X,O, w)–qcoh and obtains a DG-category DGco((X,O, w)–qcoh) “corresponding” to
the coderived category Dco((X,O, w)–qcoh).
Our method will naturally allow to compute the Hochschild cohomology
HH∗(DGabs((X,O, w)–coh)) together with its structure of an associative (in fact,
supercommutative, but we will neither prove nor use this fact) Z/2-graded algebra
over k. Similarly, the Hochschild homology HH∗(DG
abs((X,O, w)–coh)) will be
computed together with its structure of a Z/2-graded module over the Z/2-graded
associative algebra HH∗(DGabs((X,O, w)–coh)).
Let X be a separated scheme of finite type over a field k and w ∈ O(X) be a
global regular function. Assume that the morphism of schemes w : X −→ A1k is
flat. Consider the Cartesian square X ×k X and endow it with the potential (global
function) w2 − w1 = p∗2(w)− p
∗
1(w).
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Any Z/2-graded complex of quasi-coherent sheaves K• on X can be viewed as a
matrix factorization of the potential 0 ∈ O(X). Furthermore, one can take its direct
image ∆∗K
• with respect to the diagonal embedding ∆: X −→ X×kX and consider
it as a quasi-coherent matrix factorization of the potential w2 − w1 on X ×k X .
Given a bounded Z-graded complex of quasi-coherent sheaves K•, one can associate
a Z/2-complex with it (by taking direct sums of all terms with the same parity) and
then apply the above constructions.
Theorem. Assume that there exists a closed subscheme Z ⊂ X such that w|Z = 0,
the function w is noncritical onX\Z, and the scheme Z admits a smooth stratification
over k. In particular, if the field k is perfect, it suffices to require that the function w
on X have no critical values but zero (and take Z = {w = 0}). Then there is a natural
isomorphism between the Hochschild cohomology algebra HH∗(DGabs((X,O, w)–coh))
and the Ext algebra HomDco((X×kX,O, w2−w1)–qcoh)(∆∗D
•
X ,∆∗D
•
X [∗]), where D
•
X denotes
a dualizing complex on X.
Proof. By the definition, the Hochschild cohomology algebra of a Z/2-graded
DG-category DG is the Z/2-graded algebra HomD(DG⊗kDGop–mod)(DG,DG[∗]), where
the Hom is taken in the conventional derived category D(DG ⊗k DG
op–mod) of
DG-bimodules over DG (or DG-modules over DG⊗k DG
op) between two copies of the
diagonal DG-bimodule DG over DG [38, Sections 2.4 and 3.1].
Specializing to the case of the DG-category DGw = DG
abs((X,O, w)–coh), we
notice, first of all, that the contravariant Serre–Grothendieck duality functor
M 7−→ HomOX (M,D
•
X) (see Section 2.5) provides a quasi-equivalence between the
DG-categories DGabs((X,O, w)–coh)op and DGabs((X,O,−w)–coh). Furthermore,
the external tensor product is a DG-functor
(28) DGabs((X,O,−w)–coh)⊗k DG
abs((X,O, w)–coh)
−−→ DGabs((X ×k X, O, w2 − w1)–coh),
which, according to Proposition B.2.2 and Theorem B.2.2, induces an equiv-
alence between the derived categories of (left or right) DG-modules over the
two DG-categories in the left-hand and right-hand sides. Composing the Serre–
Grothendieck duality with the external tensor product, we obtain (perhaps, after
replacing our DG-categories with naturally quasi-equivalent ones) a DG-functor
(29) DGabs((X,O, w)–coh)op ⊗k DG
abs((X,O, w)–coh)
−−→ DGabs((X ×k X, O, w2 − w1)–coh).
having the same property with respect to the derived categories of DG-modules over
the left-hand and right-hand sides as the DG-functor (28).
We are interested specifically in the diagonal right DG-module over DGopw ⊗k
DGw, that is the contravariant functor from DG
op
w ⊗k DGw to the DG-category of
Z/2-graded complexes of k-vector spaces taking an object (Mop,K) to the com-
plex HomDG(K,M). It is claimed that the diagonal DG-module is naturally quasi-
isomorphic to the DG-module obtained by composing the DG-functor (29) with
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the right DG-module over the right-hand side represented by the object ∆∗D•X ∈
DGabs((X ×k X, O, w2 − w1)–coh) ⊂ DG
co((X ×k X, O, w2 − w1)–qcoh).
Indeed, for any quasi-coherent matrix factorizations K and N of the potentials w
and −w on X there is a natural isomorphism of Z/2-graded complexes of abelian
groups (see (27))
Hom(X,O,w)–qcoh(K,HomOX (N ,D
•
X)) ≃ Hom(X×kX,O, w2−w1)–qcoh(N ⊗k K, ∆∗D
•
X).
Proposition B.2.3 shows how one can pass from this isomorphism to a quasi-isomor-
phism of the similar complexes of morphisms in the DG-categories DGco((X,O, w)
–qcoh) and DGco((X ×k X, O, w2 − w1)–qcoh).
Now morphisms between representable DG-modules in the derived category of
DG-modules over a DG-category DG are computed by the complex of morphisms in
DG between the representing objects, so our proof is finished. 
Remark. Given a separated scheme X of finite type over a field k, let D•X
be a dualizing complex on X and D•X×kX be a dualizing complex on X ×k X
such that D•X ≃ R∆
!(D•X×kX). Then the anti-equivalence of absolute de-
rived categories HomX×kX–qc(−, D
•
X×kX
) : Dabs((X ×k X, O, w1 − w2)–coh)op ≃
Dabs((X ×k X, O, w2 − w1)–coh) from Proposition 2.5 transforms the object
∆∗OX ∈ Dabs((X ×k X, O, w1 − w2)–coh) into the object ∆∗D•X ∈ D
abs((X ×k X,
O, w2 − w1)–coh) (see Proposition 3.7). Therefore, in the assumptions of
Theorem the Hochschild cohomology algebra HH∗(Dabs((X,O, w)–coh)) of the
DG-category DGabs((X,O, w)–coh) can be also identified with the Ext algebra
HomDabs((X×kX,O, w1−w2)–coh)(∆∗OX ,∆∗OX [∗])
op (cf. Remark B.2.7 below).
B.2.5. Cotensor product of complexes of quasi-coherent sheaves. LetX be a separated
Noetherian scheme. Then there is a tensor product functor on the coderived category
of (Z-graded complexes of) flat quasi-coherent sheaves on X (cf. [28, Chapter 6])
(30) ⊗OX : D
co(X–qcohfl)× D
co(X–qcohfl) −−→ D
co(X–qcohfl),
and a similar functor of tensor product on the coderived categories of flat and arbi-
trary quasi-coherent sheaves (see [45, Section 4.12])
(31) ⊗OX : D
co(X–qcohfl)× D
co(X–qcoh) −−→ Dco(X–qcoh).
Now let D•X be a dualizing complex on X (viewed, as usually, as a finite com-
plex of injective quasi-coherent sheaves). Then the equivalence of triangulated cat-
egories Dco(X–qcohfl) ≃ D
co(X–qcoh) constructed using the dualizing complex D•X
(see [28, Chapter 8]) transforms the tensor product functor (30) into the tensor prod-
uct functor (31). One can use the same equivalence of categories to define a tensor
triangulated category structure with the unit object D•X on the coderived category
Dco(X–qcoh). We call this operation the cotensor product of complexes of quasi-
coherent sheaves on X and denote it by
(32) D•X : D
co(X–qcoh)× Dco(X–qcoh) −−→ Dco(X–qcoh).
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Explicitly, N •D•XM
• = D•X⊗OXHomX–qc(D
•
X ,N
•)⊗OXHomX–qc(D
•
X ,M
•) for any
complexes of injective quasi-coherent sheaves N • and M• on X (cf. Lemma 1.7(b))
and also N • D•X M
• = HomX–qc(D•X ,N
•) ⊗OX M
• for any complex of injective
quasi-coherent sheaves N • and any complex of quasi-coherent sheaves M• on X .
Recall that the full triangulated subcategory of bounded below complexes in
Dco(X–qcoh) is equivalent to D+(X–qcoh) (see [42, Lemma 2.1 and Remark 4.1]
or [45, Lemma A.1.2]). Denote by D+coh(X–qcoh) the full triangulated subcategory
in D+(X–qcoh) consisting of complexes with coherent cohomology sheaves; then
the category D+coh(X–qcoh) can be also viewed as a full triangulated subcategory in
Dco(X–qcoh).
For any complexes of quasi-coherent sheaves N • and M• on X there is a natural
morphism of complexes of quasi-coherent sheaves
(33) D•X ⊗OX HomX–qc(D
•
X ,N
•)⊗OX HomX–qc(D
•
X ,M
•)
−−→ HomX–qc(HomX–qc(N
•,D•X)⊗OX HomX–qc(M
•,D•X), D
•
X)
on X defined in terms of the composition morphisms HomX–qc(D•X ,K
•) ⊗OX
HomX–qc(K•,D•X) −→ HomX–qc(D
•
X ,D
•
X) for complexes of quasi-coherent sheaves
K• on X and the natural quasi-isomorphism D•X ⊗OX HomX–qc(D
•
X ,D
•
X) ⊗OX
HomX–qc(D
•
X ,D
•
X) −→ D
•
X .
Theorem. For any bounded below complexes of injective quasi-coherent sheaves N •
and M• with coherent cohomology sheaves on a separated Noetherian scheme X with
a dualizing complex D•X , the natural morphism (33) is a homotopy equivalence of
bounded below complexes of injective quasi-coherent sheaves on X with coherent co-
homology sheaves.
Proof. By Lemma 2.5(b-c), both sides of (33) are bounded below complexes of in-
jective quasi-coherent sheaves. Since the functor HomX–qc(−,D•X) : D(X–qcoh) −→
D(X–qcoh) takes D+coh(X–qcoh) ⊂ D
+(X–qcoh) into D−(X–coh) ⊂ D−(X–qcoh)
and vice versa, while the derived tensor product functor ⊗LX : D
−(X–qcoh) ×
D−(X–qcoh) −→ D−(X–qcoh) takes D−(X–coh)× D−(X–coh) into D−(X–coh), the
right-hand side has coherent cohomology sheaves.
It remains to prove the homotopy equivalence claim. The homotopy category of
bounded below complexes of injectives being equivalent to D+(X–qcoh), one only has
to check that the map is a quasi-isomorphism. Let us first show that it suffices to do
so for complexes of sheaves on affine open subschemes U ⊂ X .
Indeed, for any quasi-coherent sheaves E and K on X there is a natural mor-
phism of quasi-coherent sheaves HomX–qc(E ,K)|U −→ HomU–qc(E|U ,K|U) on U .
The morphism of complexes of quasi-coherent sheaves HomX–qc(E•,K•)|U −→
HomU–qc(E•|U ,K•|U) is a quasi-isomorphism whenever the complex E• has coherent
cohomology, K• is a complex of injective quasi-coherent sheaves, and one of the
complexes E• and K• is finite.
Finally, the tensor product in the right-hand side preserves quasi-isomorphisms of
bounded above complexes of flat quasi-coherent sheaves, while the one in the left-hand
103
side is well-defined on the coderived category of (complexes of) flat quasi-coherent
sheaves. It remains to notice that the functor HomX–qc(D•X ,−) in the equivalence of
categories in Theorem 2.5 agrees with the restrictions to open subschemes, since so
does its inverse functor D•X ⊗OX −.
Now that we are on an affine scheme U , pick bounded above complexes of vector
bundles ′N • and ′M• isomorphic to HomU–qc(N •,D•U) and HomU–qc(M
•,D•U), re-
spectively, in D−(U–coh). Given the isomorphisms HomU–qc(D•U ,HomU–qc(
′N •,D•U))
≃ HomU–qc(′N •,HomU–qc(D•U ,D
•
U)) ≃ HomU–qc(
′N •,OU) and similarly for ′M• in
Dco(U–qcohfl), the assertion reduces to the obvious isomorphism of complexes D
•
X⊗OX
HomU–qc(′N •,OU)⊗OU HomU–qc(
′M•,OU) ≃ HomU–qc(′N • ⊗OX
′M•, D•U). 
For any complexes of quasi-coherent sheaves K• and M• on X we denote by
Hom⊕X–qc(K
•,M•) the complex of quasi-coherent sheaves on X obtained by total-
izing the bicomplex of quasi-coherent internal Hom sheaves HomX–qc(Ki,Mj) by
taking infinite direct sums along the diagonals. Assuming that M• is a complex of
injective quasi-coherent sheaves, the complex Hom⊕X–qc(K
•,M•) is absolutely acyclic
with respect to X–qcoh whenever the complex K• is (see Lemma 2.5(a)).
In the same assumption, the complex Hom⊕X–qc(K
•,M•) is also coacyclic with
respect to X–qcoh whenever the complex of quasi-coherent sheaves K• is acyclic and
bounded from above [42, Lemma 2.1]. Therefore, representing the second argument
of Hom⊕X–qc by complexes of injectives, one can construct the right derived functors
(34) RHom⊕X–qc : D
abs(X–qcoh)op × Dco(X–qcoh) −−→ Dabs(X–qcoh)
and
(35) RHom⊕X–qc : D
−(X–qcoh)op × Dco(X–qcoh) −−→ Dco(X–qcoh)
of the functor Hom⊕X–qc.
For any complexes of quasi-coherent sheaves N • and M• on X there is a natural
morphism of complexes of quasi-coherent sheaves
(36) N • ⊗OX HomX–qc(D
•
X ,M
•) −−→ Hom⊕X–qc(HomX–qc(N
•,D•X), M
•)
onX defined in terms of the composition/evaluation morphismN •⊗OXHomX–qc(N
•,
D•X)⊗OX HomX–qc(D
•
X ,M
•) −→M•.
Proposition. For any bounded below complex of injective quasi-coherent sheaves N •
with coherent cohomology sheaves and any complex of injective quasi-coherent sheaves
M• on X, the natural morphism (36) is a homotopy equivalence of complexes of
injective quasi-coherent sheaves on X.
Proof. It suffices to check that the morphism (36) is an isomorphism in Dco(X–qcoh).
Both sides of the desired isomorphism being well-defined as functors of the argument
N • ∈ D+(X–qcoh) taking values in Dco(X–qcoh), one can freely replace N • with any
quasi-isomorphic bounded below complex of quasi-coherent sheaves. The same ap-
plies to the bounded above complex HomX–qc(N •,D•X) in the right-hand side of (36).
All the functors involved being local in X up to isomorphism in the relevant tri-
angulated categories, it suffices to consider complexes of sheaves over affine open
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subschemes U ⊂ X (see Remark 1.3). Representing the object HomU–qc(N •,D•U) ∈
D−(U–coh) ⊂ D−(U–qcoh) by a bounded above complex of vector bundles ′N •,
it remains to notice the isomorphism of complexes HomU–qc(
′N •,D•U) ⊗OU F
• ≃
Hom⊕U–qc(
′N •, D•U ⊗OU F
•) for any complex of quasi-coherent sheaves F • on U and
point out that the functor Hom⊕U–qc(
′N •,−) takes a homotopy equivalence D•U ⊗OU
HomU–qc(D
•
U ,M
•) −→M• to a homotopy equivalence. 
In the particular cases when either N • is a finite complex of quasi-coherent sheaves
with coherent cohomology sheaves, or N • is a bounded below complex of quasi-
coherent sheaves with coherent cohomology sheaves andM• is a bounded below com-
plex of quasi-coherent sheaves, the direct sum totalization of the bicomplex HomX–qc
in the right-hand side of the isomorphism (36) in the coderived category Dco(X–qcoh)
is no different from the conventional direct product totalization.
Finally, let X be a separated scheme of finite type over a field k and pi : X −→
Spec k be its structure morphism. Then D•X ≃ pi
+OSpec k (see Section 3.7) is a
natural choice of the dualizing complex on X . Let pi ×k pi : X ×k X −→ Spec k
be the structure morphism of the Cartesian square of X over k. Then the dualizing
complex D•X×kX = (pi ×k pi)
+OSpec k on X ×k X is quasi-isomorphic to the external
tensor product D•X⊗kD
•
X , and one has D
•
X ≃ ∆
+(D•X×kX) ≃ R∆
!(D•X⊗kD
•
X), where
∆: X −→ X ×k X denotes the diagonal map.
The equivalence of categories Dco(X×kX–qcohfl) ≃ D
co(X×kX–qcoh) constructed
using the dualizing complex D•X×kX and the similar equivalence D
co(X–qcohfl) ≃
Dco(X–qcoh) constructed using the dualizing complex D•X transform the external
tensor product functor
⊗k : D
co(X–qcohfl)× D
co(X–qcohfl) −−→ D
co(X ×k X–qcohfl)
into the external tensor product functor
⊗k : D
co(X–qcoh)× Dco(X–qcoh) −−→ Dco(X ×k X–qcoh),
since so do the functors D•X ⊗OX − and D
•
X×kX
⊗OX×kX −.
Let N • and M• be two complexes of injective quasi-coherent sheaves on X , and
let J • be a complex of injective quasi-coherent sheaves on X ×k X isomorphic to
N •⊗kM• in Dco(X ×k X–qcoh). Then in the coderived categories of quasi-coherent
sheaves one has
N • D•X M
• = D•X ⊗OX ∆
∗(HomOX (D
•
X ,N
•)⊗k HomOX (D
•
X ,M
•))
≃ D•X ⊗OX ∆
∗HomOX (D
•
X×kX
,J •) ≃ R∆!(N • ⊗k M
•)
by the result of [45, Theorem 5.15.3] applied to the proper morphism (actually, closed
embedding) ∆. We have obtained the formula
(37) N • pi+OSpeck M
• ≃ R∆!(N • ⊗k M
•)
for the cotensor product of complexes of quasi-coherent sheaves on the scheme X
(see the end of Section 1.8 for the notation Rf ! as applied to objects of the coderived
category of quasi-coherent sheaves).
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B.2.6. Cotensor product of matrix factorizations. The equivalences of triangulated
categories Dco((X,L, w′′)–qcohfl) ≃ D
co((X,L, w′′)–qcoh) and Dco((X, L, w′ + w′′)
–qcohfl) ≃ D
co((X, L, w′ + w′′)–qcoh) constructed using a dualizing complex D•X
(see Section 2.5) transform the tensor product functor (14) into the tensor product
functor (15). So one can use the same equivalences of categories together with the
similar equivalence Dco((X,L, w′)–qcohfl) ≃ D
co((X,L, w′)–qcoh) (constructed using
the same dualizing complex D•X) in order to define a triangulated functor of two
arguments
(38) D•X : D
co((X,L, w′)–qcoh)× Dco((X,L, w′′)–qcoh)
−−→ Dco((X, L, w′ + w′′)–qcoh),
which we call the cotensor product of matrix factorizations.
As in the case of complexes of quasi-coherent sheaves, one explicitly has
N D•X M = D
•
X ⊗OX HomX–qc(D
•
X ,N ) ⊗OX HomX–qc(D
•
X ,M) for any injec-
tive quasi-coherent matrix factorizations N and M on X , and also N D•X M =
HomX–qc(D•X ,N ) ⊗OX M for any injective quasi-coherent matrix factorization N
and any quasi-coherent matrix factorization M on X . As in Section B.2.3, N and
M must be matrix factorizations of two sections w′ and w′′ of the same line bundle
L on a scheme X ; then the cotensor product N D•X M is a matrix factorization of
the section w′ + w′′ of the line bundle L.
Remark. While a matrix factorization version of Proposition B.2.5 is presented
below, Remark B.2.3 explains the reason why a matrix factorization version of The-
orem B.2.5 cannot be formulated in the way similar to the version for complexes
of quasi-coherent sheaves above. Still, let N and M be coherent matrix factoriza-
tions of sections w′ and w′′ of the same line bundle L on a separated Noetherian
scheme X with enough vector bundles. Let P and Q be coherent matrix factoriza-
tions of the potentials −w′ and −w′′ ∈ L(X) isomorphic to HomX–qc(N ,D
•
X) and
HomX–qc(M,D•X) in the respected coderived categories.
Let E
•
and F
•
be left resolutions of the matrix factorizations P and Q by locally
free matrix factorizations of finite rank (of the respected potentials). Then the total-
izations of the bounded below complexes of matrix factorizations HomX–qc(E•,D
•
X),
HomX–qc(F•,D•X), and HomX–qc(E•⊗OX F•, D
•
X) represent objects naturally isomor-
phic to N , M and N D•X M in the coderived categories of matrix factorizations of
the potentials w′, w′′, and w′ + w′′ (cf. Corollary 2.5).
For any quasi-coherent matrix factorizationsM and N of sections w′ and w′′ of the
same line bundle L on the scheme X , there is a natural morphism of quasi-coherent
matrix factorizations of the section w′ + w′′ of the line bundle L on X
(39) N ⊗OX HomX–qc(D
•
X ,M) −−→ HomX–qc(HomX–qc(N ,D
•
X), M)
constructed in the same way as it was done for complexes of quasi-coherent sheaves
in Section B.2.5.
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Proposition. For any coherent matrix factorization N and injective quasi-coherent
matrix factorizationM of sections w′ and w′′ of the same line bundle L on a separated
Noetherian scheme X, the natural morphism (39) is an isomorphism in the coderived
category of quasi-coherent matrix factorizations of the potential w′ + w′′ ∈ L(X).
Proof. The argument follows the lines of the proof of Proposition B.2.5. The left-
hand side of the desired isomorphism is well-defined as a functor of the argument N ∈
Dco((X,L, w′′)–qcoh) taking values in Dco((X, L, w′+w′′)–qcoh), while the right-hand
side is well-defined as a functor of the argument N ∈ Dabs((X,L, w′′)–coh) taking
values, say, in the same coderived category. Besides, the right-hand side, viewed
as an object of the coderived category, only depends on the matrix factorization
HomX–qc(N ,D•X) viewed as an object of the absolute derived category.
Furthermore, the contravariant Serre–Grothendieck duality HomX–qc(−,D•X) is
well-defined as a functor Dabs((X,L, w′′)–qcoh) −→ Dabs((X,L,−w′′)–qcoh) and
takes Dabs((X,L, w′′)–coh) ⊂ Dabs((X,L, w′′)–qcoh) into Dabs((X,L,−w′′)–coh) ⊂
Dabs((X,L,−w′′)–coh), inducing an equivalence between these two subcategories
(see Proposition 2.5). In particular, one can conclude that all the functors involved
are local in X , and it suffices to prove the desired assertion for matrix factorizations
over affine open subschemes U ⊂ X .
Now let K be a coherent matrix factorization of the potential −w′′ isomorphic
to HomU–qc(N ,D•U) in D
abs((U,L,−w′′)–qcoh), and let E
•
be its left resolution by
locally free matrix factorizations of the same potential −w′′ ∈ L(U). Then the
matrix factorization HomX–qc(K,M) is isomorphic in Dco((X, L, w′ +w′′)–qcoh) to
the totalization of the complex of matrix factorizations HomX–qc(E•,M) constructed
by taking infinite direct sums along the diagonals; and the matrix factorization N ≃
HomX–qc(K,D•X) can be described similarly (cf. the proof of Corollary 2.5).
It remains to notice that the functor of tensoring with HomX–qc(E•,OX) and to-
talizing by taking infinite direct sums along the diagonals takes the homotopy equiv-
alence D•X ⊗OX HomX–qc(D
•
X ,M) −→M to a homotopy equivalence of matrix fac-
torizations. 
As in Section B.2.5, we finish by discussing the case of a separated scheme X
of finite type over a field k. From now on we also assume that L = OX . So let w′,
w′′ ∈ O(X) be two global regular functions on X ; as in Section B.2.2, we consider the
regular function w′1+w
′′
2 = p
∗
1w
′+ p∗2w
′′ on X ×k X . We use the dualizing complexes
D•X = pi
+OSpec k and D•X×kX = (pi ×k pi)
+OSpec k.
The equivalence of categories Dco((X ×k X, O, w′1 + w
′′
2)–qcohfl) ≃ D
co((X ×k X,
O, w′1 + w
′′
2)–qcoh) constructed using the dualizing complex D
•
X×kX
and the simi-
lar equivalences of coderived categories of matrix factorizations of the potentials w′
and w′′ on X constructed using the dualizing complex D•X transform the external
tensor product functor (cf. (9))
⊗k : D
co((X,O, w′)–qcohfl)× D
co((X,O, w′′)–qcohfl)
−−→ Dco((X ×k X, O, w
′
1 + w
′′
2)–qcohfl)
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into the external tensor product functor
⊗k : D
co((X,O, w′)–qcoh)× Dco((X,O, w′′)–qcoh)
−−→ Dco((X ×k X, O, w
′
1 + w
′′
2)–qcoh),
since so do the functors D•X ⊗OX − and D
•
X×kX
⊗OX×kX −.
Let N and M be injective quasi-coherent matrix factorizations of the potentials
w′ and w′′ on X , and let J be an injective quasi-coherent matrix factorization of the
potential w′1+w
′′
2 onX×kX isomorphic toN⊗kM in D
co((X×kX,O, w′1+w
′′
2)–qcoh).
Then in the coderived categories of quasi-coherent matrix factorizations one has
N D•X M = D
•
X ⊗OX ∆
∗(HomOX (D
•
X ,N )⊗k HomOX (D
•
X ,M))
≃ D•X ⊗OX ∆
∗HomOX (D
•
X×kX
,J ) ≃ R∆!(N ⊗k M)
by the result of Theorem 3.8 applied to the proper morphism ∆. We have obtained
the formula
(40) N pi+OSpeck M ≃ R∆
!(N ⊗k M)
for the cotensor product of quasi-coherent matrix factorizations on the scheme X .
B.2.7. Hochschild homology. Let X be a separated scheme of finite type over a field k
and pi : X −→ Spec k be its structure morphism. Let w ∈ O(X) be a global regular
function; as in Section B.2.4, we assume that the morphism of schemes w : X −→ A1k
is flat. Consider the scheme X ×k X and endow it with the potential w2 − w1 =
p∗2(w)− p
∗
1(w). Let ∆: X −→ X ×k X denote the diagonal morphism.
Theorem. In the assumptions of Theorem B.2.4, there is a natural isomorphism
between the Hochschild homology module HH∗(DG
abs((X,O, w)–coh)) over the al-
gebra HH∗(DGabs((X,O, w)–coh)) and the Ext module HomDco((X×kX,O, w2−w1)–qcoh)
(∆∗OX , ∆∗D•X [∗]) over the algebra HomDco((X×kX,O, w2−w1)–qcoh)(∆∗D
•
X , ∆∗D
•
X [∗]).
Here D•X denotes the dualizing complex pi
+OSpec k on X.
Proof. By the definition, the Hochschild homology of a Z/2-graded DG-category
DG is the Z/2-graded vector space TorDG⊗kDG
op
∗ (DG,DG) for the diagonal right and
left DG-modules DG over the DG-category DG ⊗k DG
op [38, Sections 2.4 and 3.1].
This is the conventional derived tensor product (“of the first kind”) of a left and
a right DG-module over a small DG-category. The Hochschild cohomology algebra
HomD(DG⊗kDGop)(DG,DG[∗]) acts on the Hochschild homology space via its action on,
say, the first argument of the Tor.
As in the proof of Theorem B.2.4, we set DGw = DG
abs((X,O, w)–coh); accordingly,
DG−w = DG
abs((X,O,−w)–coh) and DGw2−w1 = DG
abs((X ×k X, O, w2 − w1)–coh).
The DG-functor DGopw ⊗k DGw −→ DGw2−w1 (29) induces a fully faithful functor
between the homotopy categories H0(DGw)
op ⊗k H0(DGw) −→ H0(DGw2−w1) such
that every object in the target category can be obtained from objects in the image
using the operations of a cone and the passage to a direct summand.
Let DG(mod–DGopw ⊗k DGw) denote the DG-category version of the (conventional)
derived category of right DG-modules over the DG-category DGopw ⊗k DG (i. e.,
108
contravariant DG-functors from DGopw ⊗k DG into the DG-category DG(k–vect) of
Z/2-graded complexes of k-vector spaces). Let DG(mod–DGopw ⊗k DGw)
0 ⊂ DG(mod–
DGopw ⊗kDGw) denote the full DG-subcategory of DG-modules corresponding to com-
pact objects of the derived category D(mod–DGopw ⊗k DGw) of right DG-modules.
The derived tensor product with the left DG-module DGw over DG
op
w ⊗kDGw can be
viewed as a covariant DG-functor DG(mod–DGopw ⊗kDGw) −→ DG(k–vect). We are in-
terested in the restriction of this DG-functor to the DG-subcategory DG(mod–DGopw ⊗k
DGw)
0; let us denote it by F : DG(mod–DGopw ⊗k DGw)
0 −→ D(k–vect).
There is a natural DG-functor DGopw ⊗k DGw −→ DG(mod–DG
op
w ⊗k DGw)
0 assign-
ing to any object of DGopw ⊗k DGw the contravariant DG-functor represented by it.
Similarly one constructs a DG-functor DGw2−w1 −→ DG(mod–DG
op
w ⊗k DGw)
0 whose
composition with the DG-functor DGopw ⊗k DGw −→ DGw2−w1 is naturally quasi-
isomorphic to the DG-functor DGopw ⊗k DGw −→ DG(mod–DG
op
w ⊗k DGw)
0.
It is claimed that the composition of the DG-functor DGw2−w1 −→ DG(mod–DG
op
w
⊗kDGw)0 with the DG-functor F : DG(mod–DG
op
w ⊗kDGw)
0 −→ D(k–vect) is naturally
quasi-isomorphic to the DG-functor HomDGw2−w1 (∆∗OX , −). The derived categories
of left DG-modules over DGw1−w2 and DG
op
w ⊗k DGw being equivalent, it suffices to
construct a quasi-isomorphism between the compositions of the two DG-functors in
question with the DG-functor DGopw ⊗k DGw −→ DGw2−w1.
Indeed, let (Kop,M) be an object of DGopw ⊗k DGw. Then the functor of (derived
or underived) tensor product with the diagonal left DG-module DGw takes the right
DG-module over DGopw ⊗k DGw represented by (K
op,M) to the complex of k-vector
spaces HomDGw(K,M). Substituting K = HomX–qc(N ,D
•
X) with N ∈ DG−w and
assuming M to be represented by an injective matrix factorization isomorphic to
the given coherent one in DGco((X,O, w)–qcoh), we have to compute the complex of
k-vector spaces Hom(X,O,w)–qcoh(HomX–qc(N ,D
•
X),M).
Now the formula (24) together with Lemma B.2.3 allow to interpret this complex
as RΓ(X,HomX–qc(HomX–qc(N ,D
•
X),M)). According to Proposition B.2.6 together
with the formula (40), this is the same as RΓ(X,R∆!(N⊗kM)), or, in other notation,
HomDGco((X,O,0)–qcoh)(OX , R∆
!(N ⊗k M)). Finally, the adjunction of ∆∗ and R∆!
allows to rewrite the complex in question as HomDGco((X×kX,O, w2−w1)–qcoh)(∆∗OX ,
N ⊗k M). The desired quasi-isomorphism of DG-functors is obtained.
It remains to recall that, according to the proof of Theorem B.2.4, the diagonal right
DG-module DGw over DG
op
w ⊗k DGw is represented by the object ∆∗D
•
X ∈ DGw2−w1,
in order to finish our proof here. 
Remark. According to Remark B.2.4, the Hochschild homology moduleHH∗((DG
abs
(X,O, w)–coh)) over the Hochschild cohomology algebraHH∗((DGabs(X,O, w)–coh))
can be also computed as the Ext module HomDco((X×kX,O, w1−w2)–qcoh)(∆∗OX ,∆∗D
•
X [∗])
over the Ext algebra HomDabs((X×kX,O, w1−w2)–coh)(∆∗OX ,∆∗OX [∗])
op. Moreover, the
contravariant Serre duality for matrix factorizations over X×kX can be used in order
to obtain an alternative proof of our Hochschild homology computation. Indeed,
for any coherent matrix factorizations N and M of the potentials −w and w on X
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there are natural quasi-isomorphisms
HomDGabs((X,O,w)–coh)(HomX–qc(N ,D
•
X),M)
≃ HomDGabs((X,O,w)–coh)(HomX–qc(N ,D
•
X), HomX–qc(HomX–qc(M,D
•
X),D
•
X))
≃ HomDGabs((X×kX,O, w1−w2)–coh)(HomX–qc(N ,D
•
X)⊗k HomX–qc(M,D
•
X), ∆∗D
•
X)
≃ HomDGabs((X×kX,O, w1−w2)–coh)(HomX×kX–qc(N ⊗k M, D
•
X×kX
), ∆∗D
•
X)
≃ HomDGabs((X×kX,O, w2−w1)–coh)(∆∗OX , N ⊗k M)
by Proposition 2.5 and the proof of Theorem B.2.4. In other words, while the right
diagonal DG-module DGw over DG
op
w ⊗k DGw is represented by the object ∆∗D
•
X ∈
DGabs((X ×k X, O, w2−w1)–coh) as a contravariant DG-functor on DG
op
w ⊗k DGw ⊂
DGw2−w1 , the left diagonal DG-bimodule DGw over DG
op
w ⊗k DGw is represented by
the object ∆∗O•X ∈ DG
abs((X ×k X, O, w2 −w1)–coh) as a covariant DG-functor on
DGopw ⊗k DGw ⊂ DGw2−w1 = DG
abs((X ×k X, O, w2 − w1)–coh).
B.2.8. Direct sum over the critical values. Let X be a separated scheme of finite
type over a field k and pi : X −→ Spec k be its structure morphism. As in Sec-
tions B.2.5–B.2.7 (see also Section 3.7), we choose the dualizing complex D•X ≃
pi+OSpec k on X . Let w ∈ O(X) be a global regular function on X such that the
morphism of schemes w : X −→ A1k is flat (cf. [34, 37]).
Let c1, . . . , cn ∈ k be a finite number of different elements of the ground field.
Assume that there exist closed subschemes Zi ⊂ X such that the function w is
noncritical on X \(Z1∪· · ·∪Zn), the restriction of w to Zi is equal to the constant ci,
and the schemes Zi admit smooth stratifications over k.
In particular, if the field k is perfect, it suffices to require that the function w has
only a finite number of critical values c1, . . . , cn ∈ A1k (i. e., the open subscheme
A1k,f ⊂ A
1
k is nonempty; see Section B.2.1), and all of these values belong to the
field k (rather than its algebraic closure). When the field k has zero characteristic,
the former condition holds automatically. Then one simply takes Zi to be the zero
locus of the function wi − ci on X .
Consider the Cartesian square X×kX with the global function w2−w1 = p∗2(w)−
p∗1(w) on it. Let ∆: X −→ X ×k X denote the diagonal morphism. The following
result is to be compared with [38, Corollary 4.10].
Corollary. There are natural isomorphisms of Z/2-graded k-algebras
(41)
⊕n
i=1HH
∗(DGabs((X, O, w − ci)–coh))
≃ HomDco((X×kX,O, w2−w1)–qcoh)(∆∗D
•
X , ∆∗D
•
X [∗])
≃ HomDabs((X×kX,O, w1−w2)–coh)(∆∗OX ,∆∗OX [∗])
op.
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There are also natural isomorphisms of Z/2-graded k-modules
(42)
⊕n
i=1HH∗(DG
abs((X, O, w − ci)–coh))
≃ HomDco((X×kX,O, w2−w1)–qcoh)(∆∗OX , ∆∗D
•
X [∗])
≃ HomDco((X×kX,O, w1−w2)–qcoh)(∆∗OX , ∆∗D
•
X [∗])
over the Z/2-graded k-algebra (41).
Proof. For each i = 1, . . . , n, let Yi denote the open subscheme X \
⋃
j 6=iZi ⊂ X . Let
wi ∈ O(Yi) denote the restriction of the regular function w− ci to Yi. The argument
is based on the results of Sections B.2.4 and B.2.7 applied to the schemes Yi (or their
open subschemes) endowed with the potentials wi.
The restriction of morphisms (in the coderived categories) of quasi-coherent ma-
trix factorizations to the open subschemes Yi ⊂ X defines a Z/2-graded k-algebra
morphism from the (middle or) right-hand side to the left-hand side of (41), and a
Z/2-graded k-module morphism from the (middle or) right-hand side to the left-hand
side of (42). It remains to show that these morphisms are isomorphisms.
For this purpose, one can start with replacing ∆∗D•X or ∆∗OX in the second argu-
ment of the Hom spaces in the middle or right-hand sides of (41–42) with an injective
matrix factorization J on X×kX representing the same object in the coderived cat-
egory. Then one notices that the restriction from X ×k X to its open subscheme
V =
⋃n
i=1 Yi ×k Yi does not change the Hom spaces in the right-hand sides, as the
image of ∆ is contained in V .
Finally, one writes down the Cˇech resolution of the matrix factorization J |V cor-
responding to the covering of the scheme V by its open subschemes Yi ×k Yi. This
is a finite acyclic complex of injective matrix factorizations, so applying the functor
Hom(V,O, (w2−w1)|V )–qcoh(K,−) from any quasi-coherent matrix factorization K pre-
serves its acyclicity. The Hom spaces on any intersection of at least two different
open subschemes in the covering being zero by Theorems B.2.4–B.2.7 (as w is non-
critical on Yi ∩ Yj for any i 6= j), the desired isomorphisms follow. 
Remark. The Hochschild cohomology algebra and the Hochschild homology module
of the DG-category version DGb(X–coh) of the bounded derived category Db(X–coh)
of (complexes of) coherent sheaves on a separated scheme X of finite type over a
field k can be computed in the way similar to (but simpler than) the above. The
answers are the same as in Theorems B.2.4 and B.2.7:
(43) HH∗(DGb(X–coh)) ≃ HomD(X×kX–qcoh)(∆∗D
•
X , ∆∗D
•
X [∗])
≃ HomDb(X×kX–coh)(∆∗OX ,∆∗OX [∗])
op
and
(44) HH∗(DG
b(X–coh)) ≃ HomD(X×kX–qcoh)(∆∗OX , ∆∗D
•
X [∗]),
the only difference being that DGb(X–coh) is a Z-graded DG-category and the right-
hand sides describe the Hochschild (co)homology as a Z-graded algebra and module.
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The only assumption is that the scheme X should admit a smooth stratification
over k (i. e., it suffices that the field k be perfect).
References
[1] P. Balmer, M. Schlichting. Idempotent completion of triangulated categories. Journ. of Algebra
236, #2, p. 819–834, 2001.
[2] H. Bass. Big projective modules are free. Illinois Journ. of Math. 7, #1, p. 24–31, 1963.
[3] H. Becker. Models for singularity categories. Advances in Math. 254, p. 187–232, 2014.
arXiv:1205.4473 [math.CT]
[4] N. Bourbaki. Alge`bre, Chapitre 10. Alge`bre homologique. Masson, Paris, 1980. Springer-Verlag,
Berlin–Heidelberg–New York, 2007.
[5] R.-O. Buchweitz. Maximal Cohen–Macaulay modules and Tate-cohomology over Gorenstein
rings. Manuscript, 1986, 155 pp. Available from http://hdl.handle.net/1807/16682 .
[6] H. Cartan, S. Eilenberg. Homological algebra. Princeton University Press, 1956–2011.
[7] X.-W. Chen. Unifying two results of D. Orlov on singularity categories. Abhandlungen
aus dem Mathematischen Seminar der Universitaet Hamburg 80, #2, p. 207–212, 2010.
arXiv:1002.3467 [math.AG]
[8] V. Drinfeld. DG quotients of DG categories. Journ. of Algebra 272, #2, p. 643–691, 2004.
arXiv:math.KT/0210114
[9] V. Drinfeld. Infinite-dimensional vector bundles in algebraic geometry: an introduction. In
The Unity of Mathematics: In Honor of the Ninetieth Birthday of I. M. Gelfand, Progress in
Mathematics, 244, Birkha¨user, 2006, p. 263–304. arXiv:math.AG/0309155.
[10] T. Dyckerhoff, D. Murfet. Pushing forward matrix factorizations. Duke Math. Journ. 162, #7,
p. 1249–1311, 2013. arXiv:1102.2957 [math.AG]
[11] A. I. Efimov. Cyclic homology of categories of matrix factorizations. Electronic preprint
arXiv:1212.2859 [math.AG].
[12] A. I. Efimov. Homotopy finiteness of some DG categories from algebraic geometry. Electronic
preprint arXiv:1308.0135 [math.AG].
[13] D. Eisenbud. Homological algebra on a complete intersection, with an application to group
representations. Transactions of the Amer. Math. Soc. 260, #1, p. 35–64, 1980.
[14] E. Getzler, J. D. S. Jones. A∞-algebras and the cyclic bar complex. Illinois Journ. of Math.
34, #2, 1990.
[15] K. Goodearl, R. Warfield. An introduction to noncommutative Noetherian rings. London Math-
ematical Society Student Texts, 16. Cambridge University Press, 1989–2004.
[16] A. Grothendieck, J. Dieudonne´. E´le´ments de ge´ome´trie alge´brique III. E´tude cohomologique
des faisceaux cohe´rents, Premie`re partie. Publ. Math. de l’IHE´S 11, p. 5–167, 1961.
[17] A. Grothendieck, J. Diedonne´. E´le´ments de ge´ome´trie alge´brique IV. E´tude locale des sche´mas
et des morphismes de sche´mas, Seconde partie. Publ. Math. de l’IHE´S 24, p. 5–231, 1965.
[18] A. Grothendieck, J. Dieudonne´. E´le´ments de ge´ome´trie alge´brique IV. E´tude locale des sche´mas
et des morphismes de sche´mas, Quatrie`me partie. Publ. Math. de l’IHE´S 32, p. 5–361, 1967.
[19] R. Hartshorne. Residues and duality. With an appendix by P. Deligne. Lecture Notes in Math.
20. Springer, 1966.
[20] R. Hartshorne. Algebraic Geometry. Graduate Texts in Mathematics, 52. Springer, 1977.
[21] S. Iyengar, H. Krause. Acyclicity versus total acyclicity for complexes over noetherian rings.
Documenta Math. 11, p. 207–240, 2006.
[22] P. Jørgensen. The homotopy category of complexes of projective modules. Advances in Math.
193, #1, p. 223–232, 2005. arXiv:math.RA/0312088
[23] I. Kaplansky. Projective modules. Annals of Math. 68, #2, p. 372–377, 1958.
112
[24] A. Kapustin, Y. Li. D-branes in Landau–Ginzburg models and algebraic geometry. Journ. High
Energy Physics 2003, #12, art. no. 005, 44 pp. arXiv:hep-th/0210296
[25] H. Krause. The stable derived category of a Noetherian scheme. Compositio Math. 141, #5,
p. 1128–1162, 2005. arXiv:math.AG/0403526
[26] K. Lin, D. Pomerleano. Global matrix factorizations.Math. Research Letters 20, #1, p. 91–106,
2013. arXiv:1101.5847 [math.AG]
[27] V. Lunts. Categorical resolution of singularities. Journ. of Algebra 323, #10, p. 2977–3003,
2010. arXiv:0905.4566 [math.AG]
[28] D. Murfet. The mock homotopy category of projectives and Grothendieck duality. Ph. D. Thesis,
Australian National University, September 2007. Available from http://www.therisingsea.
org/thesis.pdf .
[29] D. Murfet. Residues and duality for singularity categories of isolated Gorenstein singularities.
Compositio Math. 149, #12, p. 2071–2100, 2013. arXiv:0912.1629 [math.AC]
[30] A. Neeman. The connection between theK-theory localization theorem of Thomason, Trobaugh
and Yao and the smashing subcategories of Bousfield and Ravenel. Ann. Sci. E´cole Norm. Sup.
(4) 25, #5, p. 547–566, 1992.
[31] A. Neeman. The Grothendieck duality theorem via Bousfield’s techniques and Brown repre-
sentability. Journ. of the Amer. Math. Soc. 9, p. 205–236, 1996.
[32] A. Neeman. Triangulated categories. Annals of Math. Studies, Princeton Univ. Press, 2001.
449 pp.
[33] A. Neeman. The homotopy category of flat modules, and Grothendieck duality. Inventiones
Math. 174, p. 225–308, 2008.
[34] D. Orlov. Triangulated categories of singularities and D-branes in Landau–Ginzburg models.
Proc. Steklov Math. Inst. 246, #3, p. 227–248, 2004. arXiv:math.AG/0302304
[35] D. Orlov. Triangulated categories of singularities and equivalences between Landau–Ginzburg
models. Sbornik: Math. 197, #12, p. 1827–1840, 2006. arXiv:math.AG/0503630
[36] D. Orlov. Formal completions and idempotent completions of triangulated categories of singu-
larities. Advances in Math. 226, #1, p. 206–217, 2011. arXiv:0901.1859 [math.AG]
[37] D. Orlov. Matrix factorizations for nonaffine LG-models. Mathematische Annalen 353, #1,
p. 95–108, 2012. arXiv:1101.4051 [math.AG]
[38] A. Polishchuk, L. Positselski. Hochschild (co)homology of the second kind I. Transactions of
the Amer. Math. Soc. 364, #10, p. 5311–5368, 2012. arXiv:1010.0982 [math.CT]
[39] A. Polishchuk, A. Vaintrob. Matrix factorizations and singularity categories for stacks. Annales
de l’Institut Fourier (Grenoble) 61, #7, p. 2609–2642, 2011. arXiv:1011.4544 [math.AG]
[40] A. Polishchuk, A. Vaintrob. Matrix factorizations and cohomological field theories. Journ. fu¨r
die reine und angewandte Math., DOI: 10.1515/crelle-2014-0024, published online April 2014.
arXiv:1105.2903 [math.AG]
[41] L. Positselski. Nonhomogeneous quadratic duality and curvature. Functional Analysis and its
Applications 27, #3, p. 197–204, 1993.
[42] L. Positselski. Homological algebra of semimodules and semicontramodules: Semi-infinite
homological algebra of associative algebraic structures. Appendix C in collaboration with
D. Rumynin; Appendix D in collaboration with S. Arkhipov. MonografieMatematyczne, vol. 70,
Birkha¨user/Springer Basel, 2010. xxiv+349 pp. arXiv:0708.3398 [math.CT]
[43] L. Positselski. Two kinds of derived categories, Koszul duality, and comodule-contramodule cor-
respondence.Memoirs of the Amer. Math. Soc. 212, #996, 2011, vi+133 pp. arXiv:0905.2621
[math.CT]
[44] L. Positselski. Mixed Artin–Tate motives with finite coefficients. Moscow Math. Journal 11,
#2, p. 317–402, 2011. arXiv:1006.4343 [math.KT]
[45] L. Positselski. Contraherent cosheaves. Electronic preprint arXiv:1209.2995 [math.CT].
113
[46] M. Raynaud, L. Gruson. Crite`res de platitude et de projectivite´: Techniques de “platification”
d’un module. Inventiones Math. 13, #1–2, p. 1–89, 1971.
[47] R. W. Thomason. The classification of triangulated subcategories. Compositio Math. 105, #1,
p. 1–27, 1997.
[48] R. Thomason, T. Trobaugh. Higher algebraic K-theory of schemes and of derived categories.
The Grothendieck Festschrift vol. 3, p. 247–435, Birkha¨user, 1990.
Steklov Mathematical Institute of RAS, Gubkin str. 8, GSP-1, Moscow 119991,
Russia
AG Laboratory, HSE, 7 Vavilova str., Moscow, Russia, 117312
E-mail address : efimov@mccme.ru
Sector of Algebra and Number Theory, Institute for Information Transmission
Problems, Moscow 127994; and
Laboratory of Algebraic Geometry, National Research University Higher School
of Economics, Moscow 117312, Russia; and
Mathematics Department, Technion — Israel Institute of Technology, Haifa
32000, Israel
E-mail address : posic@mccme.ru
114
