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LHCb is one of the four main high energy physics experiments currently in operation at the Large Hadron Collider at CERN, Switzerland. This contribution reports on the experience of the computing team during LHC Run 1, the current preparation for Run 2 and a brief outlook on plans for data taking and its implications for Run 3. Furthermore a brief introduction on LHCbDIRAC, i.e. the tool to interface the experiment distributed computing resources for its data processing and data management operations is given. During Run 1 several changes in the online filter farms had impacts on the computing operations and the computing model such as the replication of physics data, the data processing workflows and the organisation of processing campaigns. The strict MONARC model originally foreseen for LHC distributed computing was changed. Furthermore several changes and simplifications in the tools for distributed computing were taken e.g. for the software distribution, the replica catalog service or the deployment of conditions data. The reasons, implementations and implications for all these changes will be discussed. For Run 2 the running conditions of the LHC will change which will also have an impact on the distributed computing as the output rate of the high level trigger (HLT) approximately will double. This increased load on computing resources and also changes in the high level trigger farm, which will allow a final calibration of data will have a direct impact on the computing model. In addition more simplifications in the usage of tools are foreseen for Run 2, such as the consolidation of data access protocols, the usage of a new replica catalog and several adaptions in the core the distributed computing framework to serve the additional load. In Run 3 the trigger output rate is foreseen to increase. One of the changes in HLT, to be tested during Run 2 and taken further in Run 3, which allows direct output of physics data without offline reconstruction will be discussed. LHCb also strives for the inclusion of cloud and virtualised infrastructures for its distributed computing needs, including running on IaaS infrastructures such as Openstack or on hypervisor only systems using Vac, a self organising cloud infrastructure. The usage of BOINC for volunteer computing is currently in preparation and tested. All these infrastructures, in addition to the classical grid computing, can be served by a single service and pilot system. The details of these different approaches will be discussed.
The LHCb Distributed Computing Model and Operations during LHC Runs 1, 2 and 3 
Introduction
This paper describes activities of the LHCb experiment [16] , currently in operation at the Large Hadron Collider at CERN, Switzerland, in the realm of distributed computing. The LHC project is designed to be operated several decades and the activities are divided into data taking (Run) and maintenance, upgrade (Shutdown) periods. This paper covers the LHCb activities during Run 1 from fall 2010 until early 2013, the upcoming Run 2 foreseen for mid 2015 until mid 2018 and Run 3 planned to start in early 2020. This paper is divided into four major sections which correspond to the major systems and activities LHCb relies on for distributed computing. For each section the status as at the end of Run 1, the outlook for Run 2 and where applicable future perspectives looking at Run 3 and beyond will be described. In section 2 the conditions and the evolution of the LHC machine, delivering colliding bunches to the LHCb detector and the event filtering are described. Section 3 describes the major data processing workflows executed on distributed computing resources and their evolution. In section 4, the data management, both in the areas of data access and data transfers are described. Section 5 describes the evolution of services on which the experiment relies for its distributed computing operations, but they are not owned or developed by LHCb. Finally section 6 provides a summary of this paper. A dedicated overview of LHCb and of the other 3 main LHC experiments in the view of Run 2 is provided in [7] . For its interaction with distributed computing resources, LHCb has developed the LHCbDIRAC middleware [22] , which is based on the DIRAC interware project [24, 25] .
LHC Conditions and Online Activities
The LHC optimal beam conditions during Run 1 and the planned conditions for Run 2 are summarised in Table 1 .
Apart from the increased beam energy, the most important parameter which changes during Run 2 is the decrease of bunch spacing. The beam crossing frequency will double with respect to Run 1 at the interaction points. The changes in beam conditions result in an increase of the maximum instantaneous luminosity of the LHC by one order of magnitude.
The increase of maximum luminosity will be mainly observed by the general purpose detectors at the LHC, ATLAS and CMS. As can be seen in Table 2 , the maximum instantaneous luminosity will stay below these maximum rates and constant throughout LHC Runs 1 and 2 for the LHCb
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The LHCb Distributed Computing Model and Operations during LHC Runs 1, 2 and 3 experiment. This is achieved by a technique called luminosity levelling [2, 20] , through which the beams at the LHCb interaction point will not collide head on but are slightly displaced. While the absolute beam luminosity will decrease during an LHC fill, this displacement of beams will be reduced such that the instantaneous luminosity for LHCb will stay constant (see also Fig. 1 ). In Run 2 the maximum LHC instantaneous luminosity will increase as a result of the reduced bunch spacing. As the instantaneous luminosity at LHCb will stay the same during Run 1 and Run 2, a reduction of simultaneous particle collisions per bunch crossing in Run 2 will occur. The estimate is that the complexity of events will be slightly reduced by the decrease of this "in-time" pile up but outweighed by the increase of "out-of-time" pile up, i.e. multiple collisions seen inside the detector originating from previous or subsequent events happening over time.
LHCb has been processing events at a rate of up to 20 MHz during Run 1 1 and will process at 40 MHz during Run 2. These events are filtered (triggered) by various hardware and software triggers to a rate of several kHz which will finally be stored in "RAW" files and exported from the detector site to be further processed in a worldwide distributed computing environment, mainly organised via the Worldwide LHC Computing Grid (WLCG) [11] which will be discussed in sections 3 and beyond.
After the Level 0 trigger which is implemented in hardware, another important ingredient in the filtering of the events close to the detector is done in the high level trigger (HLT), which is a software trigger. During Run 1 the hardware trigger was decreasing the event rate from the original bunch crossing rate to 1 MHz and the HLT was further decreasing the event rate to up to 5 kHz (see Fig 2a) . Also during Run 1 a deferral of event triggering was introduced (see Fig 2b) . The deferred triggering allowed all events that could not be processed "live" during the LHC fill to be stored on
The local disk caches in the HLT farm and later be processed during the LHC inter-fill gaps. For Run 2 the event output rate will increase to 12.5 kHz and the HLT trigger scheme will be further modified. The software triggering will be split into two parts (see Fig 2c) . The HLT 1 will do a partial event reconstruction and reduce the event rate to O(80kHz). The deferral of events that cannot be processed live will happen after the HLT 1 step. These events are also used for the detector calibration and alignment which is supposed to take place in the order of minutes. After the calibration and alignment has been done, the new constants will be applied to all of the HLT processes for the rest of the LHC fill 2 . HLT 2 will do a full event reconstruction and apply a further selection down to the final HLT output event rate. This calibration and alignment is supposed to be the final one for any further data processing activities. Therefore the offline data processing, as described in section 3, is expected to be the final processing pass and analysts can use these data for physics studies right away. These changes in the HLT farm for Run 2 change also the offline data processing workflow in the sense that during Run 1 a first processing pass was done offline, the output of this pass was used to do the detector calibration and alignment and only towards the end of a calendar year a so-called reprocessing campaign was launched, which re-did the offline data processing workflow for all data collected so far. These re-processing activities were usually a huge load on storage systems and computing resources, as the whole dataset needed to be reprocessed in a short period of time and mostly also in parallel with ongoing data taking and first pass processing of new data from the LHC.
The average event size of a LHCb raw event when written to file after the HLT processing was of about 60 kBytes during Run 1, this size is expected to be the similar also during Run 2.
One more change introduced in the online data processing workflow for Run 2 is the Turbo Stream [5] . This concerns reconstruction data processing done within the HLT farm in contrast to "normal" offline data processing as described in section 3. The HLT farm in Run 2, and especially the HLT 2, reconstruct event data close to the quality of the offline processing workflow. This reconstruction quality allows to perform some of the physics selections directly in the HLT farm which constitute the Turbo Stream data. For those the output of the HLT2 will not need to be further
The LHCb Distributed Computing Model and Operations during LHC Runs 1, 2 and 3 Stefan ROISER processed. It is ready for physics analysis right away 3 . The different output streams coming from the HLT during Run 2 are summarised in Figure 3 , where at least 10 kHz of events are processed in the standard offline mode. In case there are not enough computing resources available to process all of these, a fraction of them can be "parked", i.e. the RAW information stored and only processed after Run 2. The remaining 2.5 kHz are the Turbo stream as described above. The concept of Turbo stream is envisaged to be taken further in Run 3, when even more RAW reconstruction, producing "ready for physics" data will be done at the HLT farm (see Fig 2c) . In addition, the L0 (hardware) trigger in this run will be removed and the event filtering will be done only in software. LHCb is the first high energy physics experiment which plans to have a full software trigger which processes data at the beam crossing rate.
Executing offline workflows is another use of the HLT computing resources, e.g. for Monte Carlo Simulation. Because of the deferred trigger the HLT farm has reduced availabilities during data taking periods, therefore this opportunistic use for LHCb is restricted mainly to times where the LHC is not operating.
Offline Data Processing
Offline data processing activities can be divided into three major sections • Real data processing, i.e. the processing of data as collected by the experiment from LHC collisions until its readiness for physics analysis.
• Monte Carlo simulation, mainly used for estimating systematics of the physics analysis.
• User analysis executed by individual physicists or groups to study the aforementioned data.
The data processing workflow from the point of receiving the RAW data from the detector until it is ready for physics analysis is described in Figure 4 . The workflow starts from a buffer storage area at a given site where the RAW file has been replicated to.
1. The RAW file as exported from the LHCb detector site is replicated to a buffer disk storage on the processing site.
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The Figure 4 : LHCb offline data processing workflow.
2. The reconstruction application (Brunel) will process the RAW file and return a FULL.DST file on the same buffer storage. The FULL.DST contains the reconstruction output together with necessary raw information from the input file for the subsequent steps. Once the reconstruction application has run successfully, the input RAW file is removed from buffer storage.
(a) The FULL.DST file is copied to tape storage asynchronously.
3. The "stripping" application (DaVinci) will process the FULL.DST input file and select events according to physics selections into different streams. The output are "unmerged DST" files, again stored on the same buffer storage. Once the stripping application has run successfully, the FULL.DST input file is removed from buffer.
(a) The aforementioned stripping step is repeated for all files of a LHCb Run 4 , producing several small unmerged DST files for each physics stream.
4. Once a collection of unmerged DST files within a single LHCb Run either reaches a combined threshold of 5 GB or all files of a LHCb Run have been processed, a merging application will concatenate these unmerged DST files into a single merged DST file. The input unmerged DST files are removed from buffer once the merging has run successfully. The output DST file is put onto permanent disk storage for physics analysis.
There are two possible formats for the physics analysis events. The DST file contains multiple attributes characterising the event while the micro DST (MDST) format only contains a subset of the DST information, which should still have enough information for physics analysis. LHCb streams are mostly converted to MDST format. The difference in size ranges from 120 kB to 10 kB per event respectively.
After the completion of the data processing workflows the output (M)DST files will be replicated to multiple storage sites, which will be discussed in detail in section 4.
Initially during Run 1 the data processing workflow was executed once in a "first pass" processing to investigate and confirm the quality of the reconstructed data as well as to determine the
The LHCb Distributed Computing Model and Operations during LHC Runs 1, 2 and 3 Stefan ROISER detector calibration and alignment constants. Towards the end of the data taking year, the whole workflow was repeated in a so-called reprocessing campaign for all of the recorded data with the obtained and improved calibration and alignment measurements together with possible improvements of the software applications. For what concerns the location of data processing, LHCb initially was following the MONARC model [6] and the data processing workflows were executed at CERN (T0) and T1 sites. From this starting point several improvements were done:
• The initial idea that the first pass processing would be sufficient for physics analysis was proven to be incorrect. Therefore only a subset of each LHCb Run was processed in the first pass processing step, which was enough for the data quality, calibration and alignment work to be executed.
• Reprocessing usually started in fall of each year while data taking continued until mid December. Therefore during a certain period both processing passes were executed on the distributed computing resources producing additional load on the originally foreseen T0 and T1 centres. In order to reduce this load, a subset of T2 centres were "attached" to T1 sites for the reconstruction step of the processing workflow. The T2 site downloaded the RAW input file from the T1 storage, processed the file locally and subsequently uploaded the FULL.DST output to the T1 storage area, where it was further stripped and merged. This introduced a one-to-many relation between a certain T1 storage and helper T2 sites.
• The concept of T2 site attachment is further extended for Run 2 where the one-to-many is modified to a many-to-many relation, i.e. a given T2 site can download input files from any T1 storage and upload the output to the same T1 storage area from where the input was taken (see Fig. 5 ). This allows more flexibility in the workflow execution. Initially it is foreseen to use this concept only for the reconstruction step, but the implementation of the model will also allow to use this feature for other steps, e.g. stripping.
• The calibration and alignment, moved from offline processing to the HLT farm (see section 2), will also be used for offline processing and is seen as the final calibration. This has several other consequences for the data processing:
-The offline data processing executed on distributed computing will be the final processing pass. No reprocessing of the data is foreseen until the end of Run 2.
-The stripping retention is expected to be increased as the HLT 2 farm will have more information for its data selection. This increase in data stored will be partially damped by moving to a wider set of MDST formats for several physics streams.
Monte Carlo Simulation is executed in several steps from the event generation, through detector response, digitisation and trigger decisions, followed by the normal offline processing workflow described in Figure 4 . The simulation may be executed in a rejecting and non-rejecting mode, where either the trigger and stripping decisions will slim down the number of events written or not. As interactions in the LHCb detector happen at a constant instantaneous luminosity, there is no need to simulate different in-time and out-of-time event pile-up situations. Usually the output of the final simulation step will be provided for physics analysis but any intermediate format can
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Run 1 Run 2 Data Processing
T 0 / 1 T 0 / 1 / 2 Monte Carlo Simulation T 2 T 2 can also be executed on T 0 / 1 if resources available User Analysis T 0 / 1 T 0 / 1 / 2D can also be executed on T 2 if no input data Table 3 : LHCb workflow execution on MONARC Tier levels during the Runs 1 and 2. also be used. A new development in the realm of simulation comes from "elastic" Monte Carlo jobs [21] . For each Monte Carlo production, the CPU time per event is calculated upfront on a test farm. With this information it is possible to calculate the number of events that can be produced within a certain time frame. In the case of grid jobs or volunteer computing jobs, where the remaining time for execution of a job can become limited, this information can be used to start the job with only a limited number of events, such that it fits into the remaining time slot.
User analysis jobs account for around 10 % of the executed work on distributed computing resources but have the highest priority in the queue when dispatching individual jobs to sites.
There have also been changes concerning the location of workflow execution on different Tier levels. Initially the MONARC model was strictly adhered to and the data processing and user analysis were executed at T0/1 sites only. Monte Carlo Simulation was processed mainly at T2 sites and in case of available resources also on T0/1 sites. During the course of Run 1, and especially during Run 2, this model has been and will be further relaxed. The evolution can be seen in Table 3 where data processing, as discussed above, is now possible also on T2 sites, and user analysis with input data on T2 D sites (which will be explained in section 4).
Apart from WLCG sites representing the Tier levels above, LHCb also leverages other computing resources. The details, split into virtualised and non-virtualised resources, are given in Table  4 . In addition to the classic grid resources, there are non-pledged computing resources provided to LHCb by commercial companies such as search engine providers. Other resources include high performance computing centres and the HLT farm, as already discussed in section 2. Virtualised resources can be leveraged by LHCb mainly via two systems, i.e. Vac [17] [18] [19] where the virtual machines will be deployed on hypervisors and self-manage their load, or via Infrastructure as a Ser-
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Stefan ROISER Non-virtualised resources Virtualised resources Classic Grid (CE, batch-system) Vac (self managed cloud resources) Non-pledged (commercial sites, HPC) Vcycle (IaaS managed cloud resource) HLT (LHCb filter farm) BOINC (volunteer computing) Table 4 : LHCb computing resource types.
vice (IaaS) resources such as Openstack, where a system and implementation called Vcycle [17, 19] will interact with the IaaS resource and spawn and tear down virtual machines according to the load in the LHCb central task queue. The BOINC [3] infrastructure is yet another possibility to execute workflows in a virtualised environment, e.g. on individual computers of volunteer contributors. All the resources mentioned above can be addressed within the same pilot framework spawned from within LHCbDIRAC [23] .
Data Management
The LHCb data management in LHCbDIRAC [14] is divided into two main areas, data storage and data access. On each of the sites providing storage, LHCb owns one or more of the following space tokens
• "LHCb-Disk" is a disk-only resident area which holds production data available for physics analysis, usually produced by the production workflows described in section 3. In addition this space token also holds smaller areas for temporary buffers or failover areas which hold data which initially could not be replicated to the desired destination storage.
• "LHCb-Tape" is the tape-only space token. Data on this storage area has either only few accesses, e.g. raw data, or is used for archival of derived production data.
• "LHCb_USER" is the space token available to LHCb physicists to store the output of their analysis jobs.
Each of the space tokens is split into "Dirac storage elements", that are internal sub-divisions done within the LHCbDIRAC grid middleware. E.g. the LHCb-Disk space token is split into the "DST, MC_DST, BUFFER and FAILOVER" space tokens.
For what concerns data storage, LHCb initially started to have storage for both disk and tape only at T0 and T1 sites. During Run 1 the concept of Tier2D sites was developed which allowed a subset of Tier 2 sites to provide disk storage. These sites only provide LHCb-Disk space tokens and need to ramp up to a minimum of 300 TB of data storage.
Data access to the different space tokens is handled by the SRM protocol which is a front end to the storage, returning a transfer URL which provides the actual access to the storage area. With the start of Run 2 the access to disk storages (LHCb-Disk and LHCb_USER space tokens) will be executed without SRM interaction. LHCb will construct the xroot transfer urls needed for direct access. In a later stage the construction of http/webdav transfer urls is envisaged. Jobs with input data are deployed with local catalog information. The job is always sent to one of the locations of
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Stefan ROISER the input data and will try to access the local file replica first. If this fails and multiple replicas of the input file are available, the deployed catalog information will be used to try accessing another remote location of the input data. Input data for all production jobs is always downloaded first to the local worker node and processed from there. User analysis jobs which are the only workflows in LHCb which read input data remotely via natives protocols. Access to the LHCb-Tape space token was initially handled within LHCbDIRAC. As of Run 2 the interaction with tape storage will mainly happen via the "WLCG File Transfer Service (FTS3)" [4] which will be described in section 5. Initially, files recalled from tape storages were executed directly from disk caches in front of the tape systems. The workflows are now changed such that the recalled files will be copied to a BUFFER storage element (LHCb-Disk) and the files processed from there. This will have the advantage that recalled files will not be removed from the disk caches before being processed, because of cleaning policies of the tape systems. Furthermore the disk caches in front of tape can be reduced considerably, freeing space for other space tokens, as those are just "pass-through" areas now. For cataloging of files owned by LHCb, the experiment uses two catalogs:
• The Bookkeeping catalog is responsible for storing provenance information of data, such as the ancestors and descendants of files being processed. Furthermore, the Bookkeeping will store information about the characteristics of the data processing, such as site and worker node information where the file was produced, memory consumption, processor type, etc.
• The File Catalog stores information about replicas of a certain file. The implementation of the File Catalog was moved from the "LCG File Catalog (LFC)" to the "Dirac File Catalog (DFC)" [13] before the start of Run 2. Initially LHCb had LFC catalogs deployed on all T1 sites, each keeping a full copy of all replica information. During Run 1 it was shown that one read/write and another read-only instance at CERN were sufficient to sustain the load, therefore the T1 instances were switched off.
Since 2012, LHCb collects information from user analysis jobs about their accesses to input data. The aggregation of these accesses provides information about the popularity of data over time. This information is further used to optimise the number of replicas for datasets as they are used, and therefore optimise the amount of disk storage needed by the experiment [15] .
Other Services
This section lists services which are not developed within LHCb but which the experiment relies on for its distributed computing activities.
• The WLCG File Transfer Service (FTS3) is used for WAN file transfers. LHCb uses the system for data replication of the production data and user output data. As of Run 2 FTS3 will also be used for bulk interactions with tape systems, such as pre-staging of input data for major data processing activities.
• The CernVM file system (CVMFS) [1, 9] is a world-wide read-only distributed file system which allows easy deployment of application software to the grid sites. It replaces previously used shared file systems deployed within the sites for which extra "software installation jobs"
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The LHCb Distributed Computing Model and Operations during LHC Runs 1, 2 and 3 Stefan ROISER needed to be run. CVMFS is organised in tier levels where the librarian deploys the software on a Stratum 0 server which will be replicated automatically to a set of Stratum 1 servers, which serve worker nodes with the needed files via squid proxies.
• CernVM [8, 10] is the chosen technology by LHCb for virtual machine images. The latest version, CernVM 3, is a very light image of a few MB which bootstraps itself with the help of CVMFS. All the needed software for LHCb applications will be deployed via CVMFS.
• WLCG monitoring provides several monitoring systems on a grid-wide level in addition to the LHCbDIRAC monitoring and accounting infrastructure. The provided services include site worker node and storage monitoring, network monitoring and file access monitoring.
• The LHCbDIRAC middleware infrastructure is deployed on special nodes via the VOBox service provided by CERN and T1 sites.
• LHCbDIRAC relies in several areas on databases which are provided by the CERN database service. Available and used technologies are MySQL and Oracle. In the future, NoSQL stores are envisaged to be used for e.g. monitoring purposes.
• The Http Federation [12] is a service provided by WLCG on top of http/webdav access to the storage areas. It provides seamless access to the whole LHCb namespace via the http and https protocols.
Summary
This paper provides information about the evolution of the LHCb distributed computing environment since the start of LHC Run 1 (2009) until now and provides an outlook on the upcoming Run 2 and, where applicable, possible scenarios for LHC Run 3. During Run 1 already some consolidation of services has happened (e.g. reducing the number of LFCs, reducing the number of file replicas) which has been taken further until the start of Run 2 (e.g. direct file access instead of SRM, virtualisation). For Run 3, to cope with the increased amount of data to be processed and with limited funding, several more optimisations are foreseen, e.g. the wider use of the Turbo Stream, which will be first executed and tested during Run 2.
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