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We study a system of N noninteracting spinless Fermions in a confining, double-well potential in
one dimension. When the Fermi energy is close to the value of the potential at its local maximum
we show that physical properties, such as the average density and the fermion position correlation
functions, display a universal behavior that depends only on the local properties of the potential
near its maximum. This behavior describes the merging of two Fermi gases, which are disjoint
at sufficiently low Fermi energies. We describe this behavior in terms of a new correlation kernel
that we compute analytically and we call it the “inverted parabola kernel”. As an application, we
calculate the mean and variance of the number of particles in an interval of size 2L centered around
the position of the local maximum, for sufficiently small L. Finally, we discuss the possibility of
observing our results in experiments, as well as the extensions to nonzero temperature and to higher
space dimensions.
I. INTRODUCTION
While Fermi gases in translationally invariant systems
have been studied for a very long time, there has been
a recent surge in interest trapped Fermi gases [1], mo-
tivated by cold atom experiments [2]. The presence of
a confining trap induces an edge to the Fermi gas where
the density vanishes and quantum and thermal fluctu-
ations are enhanced and play an important role. For a
large number N of fermions one expects universal behav-
ior to emerge both in the bulk as well as near the edges
of this Fermi gas. Characterizing the possible universal-
ity classes of these density correlations, in particular near
the edges, is an outstanding problem, that has seen much
recent activity and progress.
In experiments, the interactions between the fermions
can be tuned using Feshbach resonances, and it turns out
that even the noninteracting limit is interesting, due to
the Pauli exclusion principle. In addition it is possible to
image the position of the individual atoms with high pre-
cision using the quantum Fermi microscopes [3–6]. The
non-interacting nature makes the many body problem
analytically tractable. In the ground state of this non
interacting system, the fermion positions form a deter-
minantal point process, which simply means that the n-
point position correlation function can be expressed as a
n × n determinant, whose entries are given by a central
object called the kernel [7]. For such processes it suffices
to specify the spatial behavior of the kernel to character-
ize quantum correlations. In the bulk, where the density
is uniform on the scale of the inter-particle spacing, this
scaled kernel is known as the sine-kernel, which is univer-
sal, i.e. independent of the precise shape of the trapping
potential [8, 9]. Near the edge several universality classes
have recently been revealed, depending on some general
characteristics of the trapping potential [7, 10–22] (for
a recent review see [23]). At a generic edge such that
the potential is smooth near the edge, e.g. the harmonic
trap, the kernel, suitably centered and scaled, converges
for large N to the so-called Airy kernel. Both these ker-
nels (sine and Airy kernels) appear in random matrix
theory (RMT) to describe the correlations between the
eigenvalues, respectively in the bulk and at the edge of
the Wigner semi-circle describing the average density of
eigenvalues [24–27].
The case of the harmonic trap played a fundamental
role because it is solvable and makes an important con-
nection between trapped noninteracting fermions and the
eigenvalues of a random matrix [23]. Indeed in one-
dimension (d = 1) and at zero temperature T = 0,
the squared many body ground state wave function,
|Ψ0 (x1, . . . , xN )|2, was shown to be identical to the joint
PDF of the eigenvalues of a Gaussian Unitary Ensemble
(GUE) of Random Matrix Theory (RMT) [7, 23, 28].
Consequently, the positions of the fermions are in one-
to-one correspondence with the eigenvalues of the GUE
matrix. This correspondence proved to be very useful
as many results from RMT could be directly used for
the trapped fermions [7, 9, 12, 28]. More generally, it
was shown that for any smooth potential, the fermions
at the edge are characterized by the Airy kernel which
describes the so-called soft edge behavior of eigenvalues
in RMT [7].
Going beyond the smooth potentials, new universality
classes for the edge behavior have emerged, for different
types of potentials. For instance, for a infinite hard wall,
the scaled kernel at the edge has been shown [16, 17]
to be a reflected sine kernel, related to another ensem-
ble of random matrices, known as Jacobi unitary ensem-
ble [25]. Another example is the inverse square barrier,
which leads to the Bessel kernel [17, 29], which appears
in the Laguerre ensemble of RMT [30, 31]. Both exam-
ples are part of a larger class of random matrix models,
known as the hard edge universality class. Other interest-
ing universality classes have also been found recently for
the edge in momentum space for fermions in anharmonic
potentials [32].
An interesting question is whether there are new uni-
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2versal edge behaviors when two disjoint Fermi gases are
made to meet at a given point in space by tuning an ex-
ternal parameter. In that case the two edges annihilate
each other, and one may anticipate a new type of scaling
behavior of the quantum correlations near the merging
point. To address this question, in this paper we consider
a non-interacting Fermi gas in a double well potential. By
tuning the Fermi energy, or the height of the potential,
one can achieve this merging scenario (see Figure 1) and
analyze the scaling behavior of the correlation functions
in the large N limit and in the vicinity of the merging
point. Indeed, our results show that a new scaled kernel
describes these correlations. We call this new kernel the
inverted parabola kernel.
The merging of the supports of the fermion density
is reminiscent of similar merging of eigenvalue densities
in matrix models. One well studied example is the ma-
trix model with one source, which leads to the so-called
Pearcey kernel at the merging point [34–37]. It is how-
ever different from the fermion problem in the double well
potential studied in this paper. Indeed for the fermion
problem, we show that at the merging point the density
vanishes linearly, which is not the case in the random
matrix problem, where the eigenvalue density vanishes
with an exponent 1/3 [34, 35]. Hence the kernel found in
this paper describes a new universality class.
Even though in this paper we focus on d = 1 and
zero temperature, our results can be extended to higher
dimensions and finite temperature, as has been done re-
cently for the other edge universality classes discussed
above.
The paper is organized as follows: in Section II we
define the model, and discuss the important length and
energy scales which control the physics. In order to make
the paper self contained, in Section III we give a brief re-
minder of the determinantal structure of the spatial cor-
relation functions in terms of a central object called the
kernel. We also present two different methods that are
used to calculate the kernel. In section IV we calculate
the density and the kernel near the local maximum of the
potential, for Fermi energies which are very close to the
value of the potential there. We show that these become
universal in the large-N limit. As an application of these
results, in Section V we calculate the mean and the vari-
ance of the number of fermions in the interval x ∈ [−L,L]
around the local maximum. Finally, we discuss our re-
sults and several extensions in section VI. Some of the
technical details are relegated to the Appendices.
II. THE MODEL, THE SETUP, AND THE
SCALES
We consider N noninteracting spinless fermions, each
of mass m, in one dimension d = 1. The N body Hamil-
tonian is HˆN =
∑N
i=1 Hˆ(xˆi, pˆi), where the single particle
Hamiltonian is given by
Hˆ = Hˆ(xˆ, pˆ) =
pˆ2
2m
+ V (xˆ) . (1)
Let Ψ0 (x1, . . . , xN ) denote the ground state many body
wave function of HN . The quantum probability density
in the ground state is given by the squared wave func-
tion |Ψ0 (x1, . . . , xN )|2. The ground state is constructed
as a Slater determinant involving the first N single par-
ticle energy levels with one fermion at each level. The
energy of the highest occupied single particle level is the
Fermi energy denoted by µ, which is an increasing func-
tion of N .
In this paper we are interested in double-well poten-
tials. We assume that the potential has unique energy
and length scales V0 and x0 respectively, that is, it is of
the form
V (x) = V0 v
(
x
x0
)
(2)
where v (z) is dimensionless, with a simple double-well
form, see Fig. 1, with a smooth parabolic behavior near
its single local maximum v (0) = 1 [so that v′ (0) = 0 and
v′′ (0) < 0]. The potential is confining v (x→ ±∞)→∞,
in order to trap the fermions. As a concrete example, one
can consider v (z) =
(
z2 − 1)2.
Since we are interested in the large N limit, equiva-
lently large µ, we need to scale the parameters of the
potential with µ. In order to probe the vicinity of the re-
gion around the local maximum of the potential at x = 0,
we clearly need to scale V0 = O(µ). The scaling of x0 is in
principle arbitrary and may depend on the experimental
setup, however we choose here to scale it as x0 = O
(√
µ
)
.
In this case, as we show below, see Eq. (63), N = O (µ)
as in the case of the harmonic trap. To summarize we
choose
V0 = O (µ) , x0 = O (
√
µ) , N = O (µ) . (3)
One of the central observables is the average density
of fermions ρN (x), normalized to unity (and not to the
total number of fermions) and defined by
ρN (x) =
1
N
〈
N∑
i=1
δ (x− xi)
〉
0
(4)
where 〈. . . 〉0 denotes expectation values w.r.t. the
ground state. The typical inter-particle spacing is, lo-
cally, given by ∝ 1/ρN (x). In the large N limit it is
well known that the average density in the bulk of the
Fermi gas is well described [7, 18] by the local density
approximation (LDA) [8], ρN (x) ' ρbulk (x) with
Nρbulk (x) =
[2m (µ− V (x))]1/2
pi~
Θ [µ− V (x)] (5)
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FIG. 1. Solid line: the double-well potential V (x) = V0v (x/x0). Dashed red line: associated average density ρ
bulk(x) from
Eq. (5), in subcritical µ < V0 (a), critical µ = V0 (b) and supercritical µ > V0 (c) regimes. In the subcritical regime there are
two disjoint supports for the density, which merge at the critical point where the density vanishes linearly at x = 0. In the
supercritical case there is a single support with a local minimum of the density at x = 0.
where Θ (z) is the Heaviside function. The Fermi energy
is related to the total number of particles N as follows
N =
∫ ∞
−∞
NρN (x) dx
'
∫ ∞
−∞
dxΘ [µ− V (x)] [2m (µ− V (x))]
1/2
pi~
. (6)
This equation determines µ as a function of N for a given
potential V (x).
The estimate ρN (x) ' ρbulk(x) breaks down however in
regions where the density becomes small. For the double
well potential, if µ < V0 the bulk density has two disjoint
supports with four edges. For µ > V0 the bulk density
has a single support with two edges. The most interesting
case is when µ approaches V0 from below, when the two
disjoint supports merge (see Figure 1). Exactly at µ = V0
the bulk density has three edges, two outer edges and one
inner edge at x = 0, see Figure 4. We are particularly
interested in this inner edge regime, where we show that
new physics emerges.
Focusing near x = 0, and at µ = V0, let us first esti-
mate the width wN of this inner edge regime, where the
bulk density breaks down. This is done by setting∫ wN
−wN
Nρbulk (x) dx ∼ 1 (7)
which means that the typical number of particles in the
interval [−wN , wN ] is of order unity. Near its local max-
imum at x = 0 the double well potential can be well
approximated by the inverted parabolic form
V (x) ' V0 − V2x2, |x|  x0 (8)
where
V2 = −1
2
V ′′ (0) = − V0
2x20
v′′ (0) > 0. (9)
Plugging the approximate form of the potential near x =
0, Eq. (8), into the formula for the bulk density (5), we
obtain the bulk density in the vicinity of x = 0 as
Nρbulk(x)'
[
2m
(
µ− V0 + V2x2
)]1/2
Θ
(
µ− V0 + V2x2
)
pi~
.
(10)
At µ = V0 one has Nρ
bulk(x) ∼ |x| near x = 0, hence
the bulk density vanishes linearly at x = 0. This is in
contrast with the density vanishing as
√
xe − x, where
xe is the location of the edge V (xe) = µ, at the outer
edges, as in the Wigner semi-circle for the harmonic trap.
This linear behavior of the density gives rise to a different
universality class and a new kernel for the quantum cor-
relations, as we will show below. In agreement with (7)
we define the width wN of the inner edge around x = 0
to be
wN =
~1/2
(mV2)
1/4
. (11)
With the scaling (3) we see that V2 = O (1) and conse-
quently wN = O (1), in the limit of large µ.
This allows us to discuss the domain of validity of ap-
proximating the potential V (x) by its quadratic expan-
sion in (8). Indeed for x close to x = 0 on a scale x ∼ wN
the n-th order anharmonic correction in the Taylor ex-
pansion of V (x) is 1n!v
(n)(0)V0(wN/x0)
N , where v(n)(0)
is the n-th derivative of v(z) at z = 0. The condition
for it to be negligible compared to the second order term
reads
wn−2N 
V2
V0
xn0 , n ≥ 3 (12)
With our choice of V0 and x0 as in (3) we see that this
condition reduces to wN = O (1)  √µ ∼ x0, which is
realized for large µ, the limit studied here.
Alternatively, wN can be deduced from dimensional
analysis: it is the only length scale that one can con-
struct from m, V2 and ~. Similarly, the only energy scale
that one can construct from these quantities is ~
√
V2/m,
motivating us to define a shifted and rescaled dimension-
less Fermi energy
µ1 =
√
m (µ− V0)
~
√
2V2
. (13)
As we will see, µ1 arises naturally in the calculations that
we perform below. The factor
√
2 in Eq. (13) is included
for later convenience.
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FIG. 2. Phase diagram of the different regimes of density
and correlations of the Fermi gas in the double well potential,
shown in the plane (x/wN , µ1), where wN and µ1 are defined
in Eqs. (11) and (13), respectively. The sine-kernel region
defines the bulk behavior. The blue shaded region around
the edge of the density for µ1 < 0 is of spatial width w
s
N/wN
and corresponds to the standard edge regime described by
the Airy kernel. The red shaded square around the center
corresponds to the region where the novel behavior occurs,
characterized by the inverted parabola kernel. In the lower
region (shaded grey), there are no particles.
Depending on the value of µ1 one can probe differ-
ent types of density and correlations in the Fermi gas by
varying the dimensionless reference point x/wN . This is
illustrated in the (x/wN , µ1) plane in Figure 2. There are
four regions in that plane. The bulk behavior, character-
ized by the sine-kernel, which leads to a density given by
(10), i.e. in dimensionless form
NρN (x) '
√
2
piwN
√(
x
wN
)2
+
√
2µ1 (14)
is valid whenever
√
2µ1 + (x/wN )
2  1. The standard
edge behavior, characterized by the Airy kernel, holds in
the region around the curve µ1 = −2−1/2 (x/wN )2, i.e.
around the edges x = ±xe with xe = 21/4 |µ1|1/2wN . The
new universality class studied in this paper, characterized
by the inverted parabola kernel, see below, appears in
the region around the center such that |µ1| = O (1) and
x/wN = O (1). Finally, the region µ1 < 0 and |x| < xe is
empty of particles.
The precise behavior of the correlation functions, and
the kernel, are derived in section IV. Our main results for
the scaled inverted parabola kernel near the inner edge,
can be read off Eqs. (34) and (35). Similarly the scaled
density near the inner edge is given in Eqs. (37) and (38)
below.
III. DETERMINANTAL STRUCTURE OF THE
SPATIAL CORRELATIONS AT ZERO
TEMPERATURE
A. General framework
As mentioned in the introduction the ground state
many-body wave function Ψ0 can be expressed as an
N ×N Slater determinant,
Ψ0 (x1, · · · , xN ) = 1√
N !
det [ψk (xj)]1≤k,j≤N . (15)
Here ψk(x)’s are the normalized single particle eigenfunc-
tions of the Hamiltonian (1) (and their corresponding en-
ergy eigenvalues k), labeled by the integers k. The deter-
minant in (15) is constructed from the first N single par-
ticle eigenfunctions labeled by the sequence k = 1, . . . , N ,
with non-decreasing energies such that N = µ where µ
is the Fermi energy. The factor 1/
√
N ! ensures that the
many body wave function is normalized to unity.
The quantum spatial fluctuations are encoded in the
joint PDF
Pjoint (x1, · · · , xN ) = |Ψ0 (x1, · · · , xN )|2 . (16)
Of special interest are the n-point spatial correlation
functions Rn (x1, · · · , xn), with 1 ≤ n ≤ N , which are
given by the different marginals of the full joint PDF,
i.e., [24, 25]
Rn (x1, · · · , xn) = N !
(N − n)!
×
∫
dxn+1 · · ·
∫
dxNPjoint(x1, · · · , xn, xn+1, · · · , xN ) , (17)
where the integrals over the positions xi’s run over their
full domain of definition. In particular, for n = 1
R1 (x) = N
∫
dx2 · · ·
∫
dxNPjoint (x, x2, · · · , xN ) , (18)
which is directly related to the average density of
fermions in the ground-state via
R1(x) = NρN (x) , ρN (x) =
1
N
〈
N∑
i=1
δ (x− xi)
〉
0
, (19)
where 〈· · · 〉0 denotes an average in the ground state (15).
One can show (see e.g. [7]) that for any 1 ≤ n ≤ N , the n-
point correlation function Rn (x1, · · · , xn) can be written
as an n×n determinant constructed from a central object,
the so-called kernel [7, 24, 25]
Rn (x1, · · · , xn) = det
1≤ j, l≤n
Kµ (xj , xl) , (20)
with
Kµ (x, x
′) =
∑
k
Θ (µ− k)ψ∗k (x)ψk (x′) . (21)
5The above properties rely, in great part, on the fact that
the kernel has the important property of being repro-
ducible, that is to say∫
dy Kµ (x, y)Kµ (y, x
′) = Kµ (x, x′) . (22)
The property (20) establishes that the positions of N
noninteracting fermions trapped in an arbitrary potential
V (x) constitute a determinantal point process [26, 27]
with a kernel given by Eq. (21). In particular, for n = 1,
this result (20), together with the relation in (19), implies
NρN (x) = Kµ (x, x) =
∑
k
Θ (µ− k) |ψk (x)|2 . (23)
We end this section with a brief description of an alter-
native method for expressing the kernel [7]. This method
makes use of the Euclidean propagator associated to the
one body Hamiltonian (1). By definition, it obeys the
imaginary time Schro¨dinger equation
− ~∂G(x, y; t)
∂t
= HˆG(x, y; t), (24)
where Hˆ = Hˆ
(
y, ~i∇y
)
is the quantum Hamiltonian (1)
acting on the variable y (in our convention), with the
initial condition
G (x, y; 0) = δ (x− y) . (25)
Its expression as a function of the eigenstates is given by
G (x, y; t) =
∑
k
ψ∗k (x)ψk (y) exp
(
−kt
~
)
. (26)
Taking a derivative of Eq. (21) with respect to µ, followed
by a Laplace transform with respect to µ, leads to
G (x, y; t) =
∫ ∞
0
dµ exp
(
− tµ
~
)
∂µKµ(x, y)
=
t
~
∫ ∞
0
dµ exp
(
− tµ
~
)
Kµ(x, y)
where in the last line we performed an integration by
parts. Finally, the kernel is obtained from the propa-
gator via the Bromwich inversion formula for Laplace
transforms:
Kµ (x, y) =
∫
Γ
dt
2piit
exp
(
µt
~
)
G (x, y; t) , (27)
where Γ indicates the Bromwich integration contour in
the complex plane [7].
B. Standard bulk and edge kernels
In the bulk, the average local density is well approxi-
mated by ρN (x) ' ρbulk(x), where ρbulk(x) is given in
Eq. (5). The correlations are described on the scale
1/ [NρN (x)] by the celebrated sine kernel as
Kµ (x, y) ' sin [kF (x) (x− y)]
pi (x− y) (28)
where kF (x) =
√
2m [µ− V (x)] /~ = piNρbulk (x) is the
local Fermi wave vector.
The average bulk density ρbulk (x) exhibits an edge
at xe, whenever xe satisfies V (xe) = µ, beyond which
it vanishes. When the gradient of the potential at xe
is nonzero, V ′(xe) 6= 0, the bulk density ρbulk (x) van-
ishes near the edge as
√|x− xe|. This is called a soft
edge. The exact average density gets smeared over a
width wsN = ~2/32m |V ′ (xe)|−1/3 around the soft edge
xe (where the superscript s in w
s
N denotes the soft edge).
The kernel takes the following scaling form around the
edge (where V ′ (xe) > 0) [7]
Kµ (x, y) ' 1
wsN
KAi
(
x− xe
wsN
,
y − xe
wsN
)
(29)
in terms of the standard Airy kernel [24, 25]
KAi(a, b) =
Ai(a)Ai′(b)−Ai′(a)Ai(b)
a− b
=
∫ +∞
0
duAi(a+ u)Ai(b+ u) . (30)
At coinciding point the exact density takes the scaling
form [7, 33]
ρN (x) =
1
wsN
F1
(
x− xe
wsN
)
(31)
where the scaling function F1(z) = Ai
′(z)2 − zAi(z)2.
All the results of this section, both in the bulk as well
as near the soft edges have been extended to finite tem-
perature and higher space dimensions, see Refs. [7, 13,
14, 20, 23] for explicit formulae. In d = 1, for the har-
monic potential, the characteristic temperature scale in
the bulk is T ∼ µ ∼ N while at the edge it is T ∼ N1/3.
IV. DENSITY AND KERNEL FOR
DOUBLE-WELL POTENTIALS NEAR
CRITICALITY
In this section we compute the density and the kernel
in the critical region µ ≈ V0 near the local maximum of
the double well potential at x = 0, using the inverted
parabola approximation as in Eq. (8). There are two al-
ternative ways to perform the calculation, the first uses
the relation between the kernel and the Euclidean propa-
gator (27). The second method uses the definition of the
kernel as a sum over eigenfunctions, as in (21). The two
methods lead to two rather different looking expressions,
which however can be verified to be equivalent.
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FIG. 3. Solid: The rescaled kernel KIP (X,Y ;µ1) as a
function of X for µ1 = 0 and Y = 0 (in blue) and Y = 2
(in orange). Dashed: sine-kernel approximation (B3) for
Y = 2. The approximation (B3) is good at X ' Y and
µ1 +X
2/
√
2 1.
Our starting point is the exact relation between the
kernel and the Euclidean propagator (27).
The propagator G(x, y; t) for the standard harmonic
oscillator V (x) = V0 +mω
2x2/2 is known exactly [39] as
G (x, y; t) =
exp
[
−V0t~ − mω2~
(x2+y2) cosh(ωt)−2xy
sinh(ωt)
]
[2pi~ sinh (ωt) /(mω)]1/2
. (32)
The propagator for the inverted harmonic oscillator with
potential V (x) = V0 − V2x2 can be obtained from (32)
by setting ω = iν where ν =
√
2V2/m, and one obtains
G (x, y; t) =
exp
[
−V0t~ −
(x2+y2) cos(νt)−2xy√
2w2N sin(νt)
]
[√
2pi sin (νt)
]1/2
wN
, (33)
where wN is the characteristic scale given in Eq. (11).
We now obtain the kernel in the critical region x ∼ wN ,
y ∼ wN and µ1 = O (1), see the central square in Fig. 2.
Substituting Eq. (33) into (27), using the definition of µ1
in (13) and rescaling the time variable we find that the
kernel takes the scaling form
Kµ (x, y) '
KIP
[
x
wN
, ywN ;
√
m
2V2
(µ−V0)
~
]
wN
, (34)
where the scaling function KIP (X,Y ;µ1) (IP standing
for inverted parabola) is a universal family of kernels,
parametrized by µ1, given by
KIP (X,Y ;µ1) =
∫
Γ
dτ
25/4pi3/2iτ
√
sin τ
× exp
[
µ1τ +
(X + Y )
2
tan
(
τ
2
)− (X − Y )2 cot ( τ2 )
2
√
2
]
.
(35)
The contour in Eq. (35) and in all other Bromwich inte-
grals below is
Γ : τ = τ0 + is where τ0 ∈ (0, pi) (36)
is arbitrary and s runs from minus infinity to plus infin-
ity, see Appendix A for a more detailed analysis. The
rescaled kernel KIP (X,Y ;µ1) is plotted as a function of
X for fixed Y (Y = 0 and Y = 2) and for µ1 = 0 in Fig. 3.
This plot, and the other plots below, were made using a
numerical evaluation of the integrals (35) and (38) along
the contour (36) with τ0 = pi/2, but we checked that the
result is independent of τ0 ∈ (0, pi). The above family of
IP kernels is characteristic of double well potentials near
the critical point and describes a new universality class
of quantum correlations, different from that of the sine
and Airy kernels.
In particular, from Eq. (23) at coinciding points x =
y we immediately obtain that the local average density
takes the scaling form near x = 0
NρN (x) = Kµ (x, x) '
F IP1
[
x
wN
;
√
m (µ−V0)
~
√
2V2
]
wN
, (37)
where the family of scaling functions is given by
F IP1 (X;µ1) =
∫
Γ
exp
[
µ1τ +
√
2X2 tan
(
τ
2
)]
dτ
25/4pi3/2iτ
√
sin τ
. (38)
The function F IP1 (X;µ1) is plotted in Fig. 4 (a) for dif-
ferent values of µ1.
We now discuss the various asymptotics of this formula
by referring to the Fig. 2 where the different regimes of
correlations are illustrated. For µ1 + X
2/
√
2  1, i.e.
the region denoted ”sine kernel” in Fig. 2, the integral
in (38) is dominated by small τ (taking τ0 = 0
+) giving
F IP1 (X,µ1) ' F bulk1 (X;µ1) with (see Appendix B 1 for
details)
F bulk1 (X;µ1) =
23/4
√
µ1 +
X2√
2
pi
Θ
(
µ1 +
X2√
2
)
,
µ1 +
X2√
2
 1, (39)
which, inserted into (37) coincides with the bulk density
result (14). This function is plotted in Fig. 4 (b). In
particular, for µ1 = 0 one obtains the large |X| behavior
F IP1 (X;µ1 = 0) '
21/2 |X|
pi
, |X|  1, (40)
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FIG. 4. (a) The exact rescaled density F IP1 (X;µ1) as a function of X [40], see Eq. (38), for µ1 = −2,−0.5, 0, 0.5, 2 (bottom
to top). (b) The bulk approximation (39) for the rescaled density F IP1 (X;µ1) for the same values of µ1 as in (a).
which matches the linear behavior of the bulk density at
µ = V0. Similarly, for X and Y inside the bulk, the kernel
(35) converges to the sine kernel, see Appendix B 1.
Another limiting behavior is the crossover from IP to
Airy indicated in blue in the Fig. 2, obtained for µ1 →
−∞ and X close to one of the two edges X = ±Xe with
Xe = 2
1/4
√|µ1|, with a distance |X|−Xe ∼ |µ1|−1/6. In
that limit (for the edge at +Xe) one has (see Appendix
B 2)
lim
µ1→−∞
F IP1
(
21/4 |µ1|1/2 − 2−3/4 |µ1|−1/6 z;µ1
)
23/4 |µ1|1/6
=F1(z) .
(41)
where F1(z) = Ai
′(z)2 − zAi(z)2 is the scaling function
for the average density at a soft edge, see (31). Similarly,
at µ1 → −∞ and X and Y near the soft edge, the kernel
(35) converges to the Airy kernel, see Appendix B 2.
-3 -2 -1 0 1 2 3
0.0
0.2
0.4
0.6
0.8
μ1
F
1
IP
(0
;μ
1
)
-20 -15 -10 -5
10-30
10-20
10-10
1
μ1
F
1
IP
(0
;μ
1
)
FIG. 5. The rescaled density at the origin (42) (solid line) as
a function of µ1 together with its asymptotics (43) and (44)
(dashed and dotted respectively). Inset: the tail µ1 → −∞
plotted on a logarithmic scale. The dotted line corresponds
to the asymptotic behavior given in (44)
It is interesting to note that the exact average number
density never strictly vanishes at x = 0. In the critical
region µ1 = O (1) it is of order NρN (0) ∼ 1/wN which
is of order O (1). This is in contrast to the standard soft
edge where NρN (0) ∼ 1/wsN which is of order O(N1/6).
The amplitude is F IP1 (X = 0;µ1) which depends contin-
uously on µ1
F IP1 (0;µ1) =
∫
Γ
exp (µ1τ) dτ
25/4pi3/2iτ
√
sin τ
. (42)
Its asymptotic behaviors are given by (see Appendix B 3)
F IP1 (0;µ1) '
23/4
√
µ1
pi
, µ1  1, (43)
F IP1 (0;µ1) ∼ epiµ1 , −µ1  1. (44)
For the critical case µ1 = 0, F
IP
1 (0; 0) = 0.13277420 . . . .
F IP1 (0;µ1) is plotted together with its asymptotics (43)
and (44) in Fig. 5.
Another interesting physical observable, related to the
kernel, is the density at x conditioned on the presence of
a particle at y, denoted by ρN (x|y), and defined as
ρN (x|y) = R2 (x, y)
N(N − 1)ρN (y) (45)
which integrates to unity over x, i.e.
∫
dxρN (x|y) = 1.
Using the determinantal expression for R2 in Eq. (20),
we find that
(N − 1) ρN (x|y) = Kµ (x, x)Kµ (y, y)− [Kµ (x, y)]
2
Kµ (y, y)
.
(46)
Near the critical point x = 0, using the scaling properties
of the kernel in Eqs. (34) and (37) we obtain for large N
NρN (x|y) '
CIP
[
x
wN
| ywN ;
√
m (µ−V0)
~
√
2V2
]
wN
(47)
8where
CIP (X|Y ;µ1) ≡ F IP1 (X;µ1)−
KIP (X,Y ;µ1)2
F IP1 (Y ;µ1)
. (48)
The function CIP (X|Y ;µ1) is plotted in Fig. 6 as a func-
tion of X for a fixed Y , for the particular case µ1 = 0. As
is seen in the figure, the particle at Y creates a localized
“cavity” around X ' Y for this conditional density. This
is a manifestation of the Pauli exclusion principle.
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FIG. 6. Solid: The rescaled conditional density (48) at X
given that there is a particle at Y , for Y = 0, 1, 2 and µ1 = 0.
Dashed: unconditioned rescaled density F IP1 (X; 0).
B. Representation in terms of eigenfunctions
In this section, we use a second method to obtain the
kernel and the density. We start from the expression (21)
of the kernel as a sum over eigenfunctions of the inverted
parabola potential V (x) = V0 − V2x2. This potential
does not have any bound states and hence its spectrum
is continuous. Consequently, the discrete sum over the
energy levels k in the definition of the kernel in Eq. (21)
needs to be replaced by an integral over k. It turns out
to be convenient to express this integral in terms of the
following variable a defined as
a = −m
1/2(k − V0)
21/2~V 1/22
. (49)
Thus the integral over k transforms into the integral over
a, we obtain (see Appendix C for details)
KIP (X,Y ;µ1) = 23/4
∑
σ∈{+,−}∫ Λ
−µ1
φ˜a,σ
(
23/4X
)
φ˜a,σ
(
23/4Y
)
da, (50)
where the real eigenfunctions φa,± are labelled by a and
σ = ± – the later is a parity index that we need to label
the eigenfunction (see Appendix C). In Eq. (50), the
upper cut-off
Λ = −m
1/2 (min − V0)
21/2~V 1/22
corresponds to the maximal value of a in (49) – this is as-
sociated to k = min corresponding to the single particle
ground state energy. Note that in the expression for Λ,
V2 and min are both of order O(1) while V0 = O(µ) near
the critical point. Thus in the large µ limit, Λ→∞ and
we can extend the upper limit of the integral in Eq. (50)
to +∞ provided the integral converges (which is indeed
the case here). It turns out that the eigenfunctions can
be explicitly computed as follows [41]
φ˜a,+(x)=
e−
pia
4
∣∣Γ ( 14 + ia2 )∣∣
25/4pi
e−
ix2
4 1F1
(
1
4
− ia
2
,
1
2
,
ix2
2
)
,
(51)
φ˜a,−(x)=
e−
pia
4
∣∣Γ ( 34 + ia2 )∣∣
23/4pi
xe−
ix2
4 1F1
(
3
4
− ia
2
,
3
2
,
ix2
2
)
,
(52)
where 1F1 is the Kummer hypergeometric function [42].
In particular, the rescaled density is given by
F IP1 (X;µ1) = KIP (X,X;µ1)
= 23/4
∑
σ∈{+,−}
∫ ∞
−µ1
[
φ˜a,σ
(
23/4X
)]2
da . (53)
We verified numerically that the formulae (50) and (53)
coincide with (35) and (38) respectively. Futhermore,
in the form given in Eq. (50), one may verify directly
that the kernel is reproducible in the sense defined in Eq.
(22). Showing analytically that the formulae coincide
seems quite challenging. The above results can also be
derived via a Green’s function method which we explain
in Appendix D.
V. COUNTING STATISTICS IN THE CRITICAL
REGIME
In this section we briefly discuss some applications of
this new IP kernel to describe the fluctuations of the
number of fermions in a given interval within the critical
regime of the double well potential.
We start with evaluating the average number of
fermions within an interval I ⊂ R which is given by
〈NI〉 =
∫
I NρN (x) dx. Choosing I = [−L,L], and using
the formula (37) and (38) for the average density, it takes
the scaling form
〈
N[−L,L]
〉 ' N [ L
wN
;
√
m (µ− V0)
~
√
2V2
]
, L = O (wN )
(54)
9where the scaling function N (`;µ1) is given by
N (`;µ1)=
∫ `
−`
F IP1 (X;µ1) dX
=
∫
Γ
eµ1τdτ
25/4pi3/2iτ
√
sin τ
∫ `
−`
exp
[√
2X2 tan
(τ
2
)]
dX
=
∫
Γ
erfi
[
21/4
√
tan
(
τ
2
)
`
]
eµ1τdτ
23/2piiτ
√
sin τ tan
(
τ
2
) (55)
where erfi (z) = (2/
√
pi)
∫ z
0
et
2
dt is the imaginary error
function. In the small `  1 limit one obtains, via a
Taylor expansion, the asymptotics
N (` 1;µ1) ' 2F IP1 (0;µ1) `+A`3 +O(`5) (56)
where
A =
∂2XF
IP
1 (0;µ1)
∣∣
X=0
3
=
∫
Γ
21/4 tan
(
τ
2
)
exp (µ1τ) dτ
3pi3/2iτ
√
sin τ
.
(57)
At large `, but within the critical region, we obtain, by
plugging Eq. (40) into (55),
N (` 1;µ1) ' 2
1/2`2
pi
. (58)
The function N (`;µ1) is plotted in Fig. 7 (a) for µ1 = 0
and compared to its asymptotics.
An important and experimentally observable, which
characterizes the quantum fluctuations, is the number
variance Var (NI)=〈NI〉2−
〈
N2I
〉
. For any determinantal
point process, it is given in terms of the kernel as [24]
Var (NI) = Tr (K)− Tr
(
K2
)
= 〈NI〉 −
∫
I
∫
I
[K (x, y)]
2
dxdy . (59)
Using Eq. (34) we obtain that the number variance takes
the scaling form
Var
(
N[−L,L]
) ' V [ L
wN
;
√
m (µ− V0)
~
√
2V2
]
, L = O (wN ) ,
(60)
where the scaling function can be expressed in terms of
the inverted parabola kernel as
V (`;µ1) = N (`;µ1)−
∫ `
−`
∫ `
−`
[KIP (X,Y ;µ1)]2dXdY.
(61)
We have evaluated numerically this formula, which is
plotted in Fig. 7 (b) for µ1 = 0. At small rescaled
length ` = L/wN , there can be at most one fermion in
the interval. Consequently the number of fermions in
[−L,L] becomes a Bernoulli random variable, and hence
Var
(
N[−L,L]
) ' 〈N[−L,L]〉− 〈N[−L,L]〉2 , an approxima-
tion which is verified in the plot in Fig. 7 (b).
Finally, another interesting observable is the “hole”
probability – the probability that no fermions are ob-
served within the interval – which is given by the Fred-
holm determinant [26, 27]
P (NI = 0) = Det (I − PIKµPI) (62)
where PI is the projector on I, such that PI(x) = 1 if
x ∈ I and PI(x) = 0 if x /∈ I. We leave the evaluation
of this Fredholm determinant for future investigations.
We recall that in the case of the standard soft edge, the
corresponding hole probability (computed from the Airy
kernel) can be expressed in terms of the solution of a
Painleve´ II equation. It would be interesting to investi-
gate whether the hole probability for the IP kernel also
satisfies some similar kind of differential equation.
VI. DISCUSSION AND CONCLUSION
A. Range of observability of the inverted parabola
kernel
It would be very interesting to observe the predictions
of this paper in experiments on cold atoms. For a poten-
tial of the form considered here V (x) = V0v (x/x0), one
needs first to tune the chemical potential to µ ≈ V0. An
important issue is whether the critical regime µ1 = O (1)
where µ1 is defined in Eq. (13) is observable without the
need to further tune the parameters of the potential, i.e.
the function v(z). In this subsection we show that in the
semi-classical limit this is indeed possible, by choosing
the number of particles N appropriately.
To this aim we need to estimate how the number of
fermions N in the well behaves as a function of µ for
µ ≈ V0. Let us denote N0 the average number of fermions
exactly at µ = V0. It can be approximated from the bulk
density, by inserting the form in Eq. (2) for V (x) in the
formula (6), which gives
N0 ≡ N |µ=V0 '
C (2mV0)
1/2
x0
pi~
(63)
where
C =
∫ ∞
−∞
dz [1− v (z)]1/2 Θ [1− v (z)] (64)
is a dimensionless constant, of order unity, that depends
on the global properties of the potential.
We can now approximate the average number of
fermions at chemical potential µ 6= V0 as
N = N0 + (µ− V0) dN
dµ
∣∣∣∣
µ=V0
. (65)
To estimate (dN/dµ)|µ=V0 , we take the derivative of
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FIG. 7. (a) Solid line: mean number of fermions in the interval
〈
N[−L,L]
〉
as a function of the rescaled length ` = L/wN for
µ1 = 0, see Eq. (54). Dashed and dotted lines: small- and large-` approximations, Eqs. (56) and (58) respectively. (b) Solid
line: Numerical evaluation of the variance of the number of fermions in the interval Var
(
N[−L,L]
)
as a function of the rescaled
length for µ1 = 0, see Eq. (60). Dashed line: The small-` asymptotic of the number variance, describing the variance of a
Bernoulli random variable.
Eq. (6) with respect to µ. This yields
dN
dµ
'
√
m
pi~
∫ ∞
−∞
1√
2 [µ− V (x)]
+
dx
=
x0
√
m√
2V0pi~
∫ ∞
−∞
1√[
1− v(z) + µ−V0V0
]
+
dz , (66)
where we used that V (x) = V0v (x/x0), where 1/
√
x+ =
Θ(x)/
√
x. At µ1 = 0 this integral is dominated by the
region z  1, where one can approximate 1 − v(z) '
−v′′(0)z2/2. The logarithmic divergence is cutoff at a
scale z = wN/x0 where one enters the critical regime
where the density remains nonzero. One obtains
dN
dµ
'
√
2m
pi~
√
V2
ln
z +
√
z2 +
√
2w2Nµ1
x20
zc
wN/x0
, (67)
where zc is a constant of order unity. For µ1 = O (1)
and wN/x0  1 this gives the following leading order
estimate (up to an additive term of order unity)
dN
dµ
'
√
2m
pi~
√
V2
∫ x0
wN
dx
x
=
√
2m
pi~
√
V2
ln
(
x0
wN
)
. (68)
Using (65) and the fact that x0/wN ∼
√
N0 (e.g. from
(63) and (9) and consistent with Eq. (3)) together with
the definition (13) of µ1 we finally obtain the connection
between N and µ at N ' N0
N (µ) ' N0 + lnN0
pi
µ1 . (69)
Hence if we increase the number of fermions by one, in
the critical regime the parameter µ1 increases by about
1/ lnN which is small. Hence the critical regime is stable
by adding a few particles and can be probed continuously
at large N .
B. Extensions to finite temperature and higher
dimensions
The calculations presented in this paper can be ex-
tended to finite temperature in the grand canonical en-
semble. The simplest way to obtain the finite temper-
ature kernel from the zero temperature kernel Kµ (x, y)
computed here is to use the formula (240) in [7], which
reads (for the particular case d = 1)
Kµ˜ (x, y) =
∫ ∞
0
dµ
∂Kµ (x, y)
∂µ
1
1 + eβ(µ−µ˜)
, (70)
where β = 1/T is the inverse temperature and µ˜ is the
chemical potential, related to N and T through
N =
∑
k
1
1 + eβ(k−µ˜)
. (71)
There is family of IP kernels indexed by a dimension-
less inverse temperature (see below). The relevant tem-
perature scale TIP in the critical region can be esti-
mated by comparing the thermal de Broglie wavelength
λT = ~
√
2pi/ (mT ) and the edge width wN defined in
Eq. (11). The two length scales are of the same order
λTIP ' wN for temperatures of order T ∼ TIP with
TIP =
~V 1/22
m1/2
. (72)
It can also be obtained by equating the potential energy
scale associated to the critical width V2w
2
N with tem-
perature T . Remarkably it is of order TIP = O
(
N0
)
,
11
in contrast to the standard soft edge where the relevant
temperature scale is T ∼ N1/3. Hence the critical regime
in the double-well potential is more sensitive to thermal
fluctuations. Plugging the inverse-parabola kernel (34)
into Eq. (70), we obtain
Kµ˜ (x, y) '
K˜IP
[
x
wN
, ywN ;
√
m
2V2
(µ˜−V0)
~
]
wN
(73)
where
K˜IP (X,Y ; µ˜1)=
∫ ∞
−∞
dµ1
1 + e
√
2 b(µ1−µ˜1)
∂KIP (X,Y ;µ1)
∂µ1
,
(74)
where b = TIP/T is the dimensionless temperature. The
scaled kernel is thus a continuously varying function of
the parameter b. In the limit b→ +∞ (74) converges to
the zero temperature kernel (35).
Furthermore, our calculation can be extended to higher
dimensions d > 1 for any quadratic potential of the type
V (x) = V0 +
∑d
i=1 iω
2
i x
2
i , where i = ±1. The propa-
gator for such potentials can be obtained by analytical
continuation in the frequencies ωi’s of the propagator of
the d-dimensional harmonic oscillator, as was done in
this paper for d = 1. Near a stationary point of an arbi-
trary multidimensional potential one can always perform
a Taylor expansion up to quadratic order and use the
expression for the propagator to compute the kernel us-
ing the general relation Eq. (27) between the Euclidean
propagator and the kernel. The resulting rescaled kernel
will be a multidimensional generalization of the IP ker-
nel unveiled in this work. The case of a local maximum
will be qualitatively similar to the present case, with an
(ellipse-like) edge curve disappearing as µ → V −0 . The
case of a saddle point however does not exhibit an edge,
but rather a singularity in the bulk density at µ = V0,
which will be rounded by quantum fluctuations in the
critical region.
C. Conclusion
In conclusion, we have studied a gas of non interact-
ing spinless fermions of mass m in one dimension, at zero
temperature, in a double well potential V (x), with a local
maximum at x = 0. As a function of the Fermi energy µ,
the bulk average density of fermions undergoes a transi-
tion from having two disjoint supports centered around
the two minima of the potential for µ < V0 = V (0), to a
single support for µ > V0. Exactly at the critical point
µ = V0, the two supports merge at the local maximum
x = 0. Zooming in close to this critical point, we have
shown that the correlations between the positions of the
fermions are described by a new universal scaled kernel,
which we called the inverted parabola (IP) kernel, and
for which we have obtained two equivalent analytical ex-
pressions. Our main results for the phase diagram are
summarized in the Fig. 2. We have shown that the novel
critical regime is characterized by two scales: an energy
scale, µ − V0 ∼ ~
√|V ′′ (0)|m−1/2, and a length scale
wN ∼ ~1/2 [m |V ′′ (0)|]−1/4.
While the bulk density vanishes linearly around x = 0
at the critical point µ = V0, we have shown that the exact
density at the critical point remains finite. We have cal-
culated, in the critical regime, the scaling function which
describes this density, as well as the conditional two-point
correlation function, and the mean and variance of the
number of fermions in a fixed interval around x = 0. Al-
though the effects unveiled here require a tuning of the
chemical potential µ near V0, we have shown that the
width of the critical region is sufficiently broad to be ex-
plored in experiments.
We have discussed the effect of a finite temperature
T > 0, which leads to another, universal kernel depend-
ing on the dimensionless parameter b = TIP/T , which we
calculated. The thermal fluctuations modify the critical
behavior when the temperature is raised to the charac-
teristic temperature scale TIP ∼ ~ |V ′′ (0)|1/2/m1/2. We
have also indicated how to extend the present results to
similar critical regimes in higher dimensional potentials,
near a local maximum or a saddle point.
Several interesting theoretical questions remain, no-
tably whether this new IP kernel can be related to ran-
dom matrix theory, and whether its associated Fredholm
determinant, which determines hole probability and the
full counting fermion statistics, satisfies some non linear
differential equation. Finally, it would be also interest-
ing to investigate similar questions when two supports of
the density merge, in the case of the dynamics of non
interacting fermions [43, 44].
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Appendix A: The Bromwich contour
The quantum operators corresponding to the ker-
nel (21) and the propagator (27) are
Kˆµ =
∑
k
Θ (µ− k) |ψk〉 〈ψk| (A1)
and
Gˆ (t) =
∑
k
exp
(
−kt
~
)
|ψk〉 〈ψk| (A2)
respectively. We immediately see that Gˆ (t) is defined
for −∞ < t < +∞, and only its matrix elements in the
position representation (33) are confined to the interval
12
0 < t < t1 ≡ pi
√
m/ (2V2). Writing Eq. (27) in operator
form,
Kˆµ =
∫
Γ
dt
2piit
exp
(
µt
~
)
Gˆ (t) , (A3)
it is clear that the only pole of the integrand in Eq. (A3)
is at t = 0, so that the Bromwich contour can be taken
to be t = t0 + is with any choice of t0 > 0, where s runs
from minus infinity to infinity. However, in the derivation
leading to Eqs. (35) and (38) we used the position repre-
sentation of the propagator, Eq. (33). As a result in our
calculations we must take t0 ∈ (0, t1). Under the change
of integration variable τ = t
√
2V2/m that we used when
deriving Eq. (35) the integration contour becomes (36).
Appendix B: Asymptotics of the rescaled density
1. Density and kernel in the bulk
In the limit µ1+
X2√
2
 1, the integral (38) is dominated
by small values of τ . As a result, we can approximate it
by keeping only the linear term in τ in the exponent,
leading to
F IP1 (X;µ1) '
∫
Γ
exp
[(
µ1 +
X2√
2
)
τ
]
dτ
25/4pi3/2iτ3/2
. (B1)
Using the identity∫
Γ
dt
2piitd/2+1
exp (zt) =
zd/2
Γ
(
1 + d2
)Θ (z) , (B2)
Eq. (B1) yields Eq. (39).
Similarly, in the limit µ1 +X
2/
√
2 1 and at X ' Y
the kernel (35) reduces to
KIP (X,Y ;µ1) '
sin
(
23/4
√
µ1 +
X2√
2
|X − Y |
)
pi |X − Y | . (B3)
When plugging Eq. (B3) into Eq. (34), the result matches
that of the sine kernel (28). The approximation (B3) is
compared to the exact expression (35) in Fig. 3.
2. Soft-edge asymptotic of the density and kernel
In this appendix we obtain the asymptotic behavior
of the function F1 (X;µ1) at −µ1  1 and X ' Xe =
21/4 |µ1|1/2. This is the region marked “Airy-kernel” in
Fig. 2. We achieve this by expanding the term in the
exponent in Eq. (38) in leading powers of τ . Denoting
X = Xe + ∆X = 2
1/4 |µ1|1/2 + ∆X, (B4)
and expanding up to order τ3, we obtain
F IP1 (X;µ1) '
∫
Γ
dτ
25/4pi3/2iτ3/2
× exp
[
23/4 |µ1|1/2∆Xτ + τ
2
12
− µ1 τ
3
12
]
, (B5)
where we neglected the term quadratic in ∆X because
we assume that it is small, ∆X  Xe. Note that the
term which is linear in τ vanishes at ∆X = 0. This is
why an expansion up to the linear order does not suf-
fice here [7]. Rescaling s = −µ1/31 τ and setting z =
−23/4 (−µ1)1/6∆X we find that the terms linear and cu-
bic in τ are O (1) but the quadratic term is O
(
|µ1|−2/3
)
and therefore negligible in the limit −µ1  1, so
F IP1 (X;µ1) ' (−µ1)1/6
∫
Γ
exp
(
−zs+ s312
)
ds
25/4pi3/2is3/2
. (B6)
The integral in Eq. (B6) was solved in Ref. [7]. Using its
solution while taking into account the numerical factors,
we finally obtain
F IP1 (X;µ1) ' (−µ1)1/6 23/4F1 (z) (B7)
leading to Eq. (41). F IP1 (X;µ1) is plotted for µ1 = −10
together with its Airy-kernel approximation in Fig. 8.
Good agreement is indeed observed at X ' Xe =
21/4 |µ1|1/2 = 3.760603093 . . . .
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
X
F
1
IP
(X
;-
1
0
)
FIG. 8. F IP1 (X;µ1 = −10) (solid line) from Eq. (38),
see footnote [40], together with its Airy-kernel approximation
(dashed), see Eq. (41).
The analogous limiting behavior of the IP kernel (35)
in the limit −µ1  1 and X ' Xe and Y ' Xe is
lim
µ1→−∞
KIP
(
Xe − z23/4|µ1|1/6 , Xe −
w
23/4|µ1|1/6 ;µ1
)
23/4 |µ1|1/6
= KAi (z, w) . (B8)
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3. Asymptotics of F IP1 (0;µ1) as a function of µ1
By putting X = 0 in Eq. (39), we obtain immediately
the µ1  1 asymptotic of F IP1 (0;µ1) given in Eq. (43).
To obtain the other limit −µ1  1, we can proceed in
two alternative ways. The first corresponds to analysing
the exact integral representation in Eq. (42) by choosing
a vertical contour Γ crossing the real axis at τ = pi − ,
with  1. By substituting τ = (pi− ) + is with s real,
one can show that, to leading order, F IP1 (0;µ1) ∼ epiµ1
for µ1 → −∞.
There is an alternative, more physical, derivation of
this asymptotic behavior when µ1 → −∞ which uses the
WKB approximation. Indeed, plugging x = x′ = 0 into
the eigenfunction representation of the kernel (21), we
obtain
NρN (0) = Kµ (0, 0) =
∑
k
Θ (µ− k) |ψk (0)|2 . (B9)
At −µ1  1, we obtain the leading order result by
keeping only the highest energy level max ' µ in
Eq. (B9), and evaluating its corresponding eigenfunc-
tion using the WKB approximation. In the parabolic
approximation (8) the classical turning points are given
by xcl = ±
√
(V0 − max) /V2. Then the WKB approxi-
mation yields ψ (0) ∼ e−S where
S =
∫ 0
−xcl
√
2m
~2
[V (x)− max] dx
=
pim1/2 (V0 − max)
2
√
2 ~V 1/22
' −piµ1
2
. (B10)
Using Eq. (B10) in (B9) and recalling Eq. (37), we arrive
at the −µ1  1 asymptotic (44) of F IP1 (0;µ1).
Appendix C: Obtaining the IP kernel using
eigenfunctions
In this appendix, we obtain the kernel (and through
it, the density) directly from its definition (21), for a
double-well potential V (x) given in (2). We begin by
writing the time-independent Schro¨dinger equation for
the eigenfunctions ψk (x) with the Hamiltonian (1):
− ~
2ψ′′k (x)
2m
+ V (x)ψk (x) = kψk (x) . (C1)
If we now replace the exact double well potential V (x), by
the inverted parabola V0 − V2x2, the spectrum becomes
continuous. We can then index the eigenfunctions by a
continuous index a defined as
a = −m
1/2 (k − V0)
21/2~V 1/22
. (C2)
It is convenient to look for solutions of (C1) of the form
ψk (x) =
23/8
w
1/2
N
φ˜a
(
23/4x
wN
)
. (C3)
where φ˜a(z) satisfies
φ˜′′a (z) +
1
4
z2φ˜a (z) = aφ˜a (z) , (C4)
For each value of a there are two linearly independent
real solutions, φ˜a,+ (x) and φ˜a,− (x), given in Eqs. (51)
and (52), which are respectively of even and odd par-
ity. They are orthonormalized in the following sense (see
Eq. (6.14) in Ref. [41])∫ ∞
−∞
φ˜a,+ (z) φ˜a′,− (z) dz = 0 (C5)∫ ∞
−∞
φ˜a,± (z) φ˜a′,± (z) dz = δ (a− a′)± δa,a
′
4 cosh (pia)
where δa,a′ is just the Kronecker delta function.
It is natural to replace, in the large N limit, the dis-
crete sum in the exact formula for the kernel (21) by
an integral over the spectral index a of the inverted
parabola. The integral is cutoff at the Fermi level k < µ
which corresponds to a > −µ1, where µ1 is given in (13).
This yields to the following conjecture for the large N
limit of the kernel Kµ (x, y) with the scaling form in the
critical region given by Eq. (34) with the rescaled ker-
nel given by Eq. (50) where we recall that X = x/wN
and Y = y/wN are the rescaled coordinates in the crit-
ical region. One can check, using Eqs. (34), (50) and
(C5), that this kernel is reproducible as defined in Eq.
(22). Although the normalization in (C5) is somewhat
unusual, the Kronecker delta part does not contribute
when performing the continuous integral in proving the
reproducibility property (it contributes to a set of mea-
sure zero).
Appendix D: Obtaining the IP kernel via the
Green’s function
Here we show how the IP kernel can be derived using
a Green’s function method, which provides an alterna-
tive derivation of the expression for the kernel given in
Eq. (50). This derivation gives some complementary in-
sight into the problem, in particular the emergence of the
integral over a continuum of states in the final formula
(50).
We begin by taking the derivative of Eq. (21) with
respect to µ. This gives
∂µKµ (x, y) =
∑
k
δ (µ− k)ψ∗k (x)ψk (y) . (D1)
We now recall
1
z − i0+ = piiδ(z) + P
1
z
, (D2)
where P indicates that one should use the Cauchy prin-
ciple part in any integrals, and so
δ(µ− ) = 1
pi
Im
1
µ− i0+ −  . (D3)
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This leads to the key result
∂µKµ (x, y) =
1
pi
ImGµ (x, y) , (D4)
where Gµ is the Green’s function obeying
~2
2m
∂2
∂x2
Gµ (x, y)+[µ−V (x)]Gµ (x, y) = δ (x− y) . (D5)
Near x = y = 0 we can use the Taylor expansion (8) of
the potential to write
~2
2m
∂2
∂x2
Gµ (x, y)+
(
µ− V0 + V2x2
)
Gµ (x, y) = δ (x− y) .
(D6)
Now we make the change of variables x = αζ and y = αζ ′
(where α will be defined shortly), giving
∂2
∂ζ2
Gµ (ζ, ζ
′) +
2mα2
~2
(
µ− V0 + V2α2ζ2
)
Gµ (ζ, ζ
′)
=
2mα
~2
δ(ζ − ζ ′) . (D7)
Choosing
α =
(
~2
8mV2
)1/4
=
wN
23/4
, (D8)
where wN is the length scale defined in Eq. (11), and
defining
gµ (ζ, ζ
′) =
~2
2mα
Gµ (ζ, ζ
′) , (D9)
we obtain the dimensionless equation
∂2
∂ζ2
gµ (ζ, ζ
′) +
(
1
4
ζ2 − a
)
gµ (ζ, ζ
′) = δ(ζ − ζ ′), (D10)
where
a =
2mα2
~2
(V0 − µ) = −µ1 (D11)
is analogous to that introduced in Eq. (C2).
We now consider the homogeneous equation
∂2
∂ζ2
y(ζ, a) +
(
1
4
ζ2 − a
)
y(ζ, a) = 0 . (D12)
The solutions of Eq. (D12) which match with the bulk or
WKB solutions (which tend to zero for large argument
due to the presence of the term −i0+) are
y(ζ, a) = E∗ (a, ζ) , (D13)
where E (a, ζ) is defined in the Handbook of Mathe-
matical Functions in the chapter on parabolic cylinder
functions [45] (in the following, we use the notation of
Ref. [45]). The ζ → +∞ asymptotic of this function is
E (a, ζ → +∞) '
√
2
ζ
× exp
{
i
[
ζ2
4
− a ln(ζ) + argΓ
(
1
2 + ia
)
+ pi
2
]}
,(D14)
and thus clearly y(ζ, a) → 0 as ζ → +∞. For ζ → −∞
we find
E (a, ζ → −∞) ' i
√
2 [1 + exp (2pia)]
|ζ| ×
× exp
{
−i
[
1
4
ζ2 − a ln (|ζ|) + argΓ
(
1
2 + ia
)
+ pi
2
]}
− exp
{
pia+ i
[
ζ2
4
− a ln (|ζ|) + argΓ
(
1
2 + ia
)
+ pi
2
]}
.
(D15)
We thus see that this solution does not decay to zero as
ζ → −∞ (due to the second term). However, y−(ζ, a) =
E∗(a,−ζ) is also a solution which has the correct be-
haviour as ζ → −∞.
It should also be noted that the complex solution can
be written in terms of real functions as
E (a, ζ) = k−1/2W (a, ζ) + ik1/2W (a,−ζ), (D16)
where k =
√
1 + exp(2pia) − exp(pia) and k−1 =√
1 + exp(2pia) + exp(pia). Here, W (a, ζ) and W (a,−ζ)
are linearly independent solutions of Eq. (D12) with [45]
Wˆ [W (a, ζ) ,W (a,−ζ)] = 1, (D17)
where the Wronskian Wˆ [f, g] of two functions f and g is
defined by Wˆ [f, g] = f ′g − g′f . From this we find that
Wˆ [E∗(a, ζ) , E∗(a,−ζ)] = k−1 + k. (D18)
It is then straightforward to show that g (ζ, ζ ′) is given
by
g (ζ, ζ ′) = −E
∗(a, ζ)E∗(a,−ζ ′)
k−1 + k
, (D19)
for ζ > ζ ′, and the regime ζ < ζ ′ is obtained through the
symmetry g (ζ, ζ ′) = g (ζ ′, ζ). Using this together with
Eqs. (D4), (D9) and (D16) we find
∂µKµ(x, y)=
2mα
~2
W (a, ζ)W (a, ζ ′)+W (a,−ζ)W (a,−ζ ′)
pi(k−1 + k)
.
(D20)
We now integrate Eq. (D20) with respect to µ to obtain
Kµ (x, y) =
2mα
pi~2(k−1 + k)
∫ µ
−∞
dµ′{
W
[
2mα2 (V0 − µ′)
~2
, ζ
]
W
[
2mα2 (V0 − µ′)
~2
, ζ ′
]
+ W
[
2mα2 (V0 − µ′)
~2
,−ζ
]
W
[
2mα2 (V0 − µ′)
~2
,−ζ ′
]}
.
(D21)
Making the change of variables
u′ =
2 (V0 − µ′)mα2
~2
=
(V0 − µ′)
√
m
~
√
2V2
, (D22)
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we obtain
Kµ (x, y) =
1
αpi(k−1 + k)
∫ ∞
−µ1
du′
[W (u′, ζ)W (u′, ζ ′) +W (u′,−ζ)W (u′,−ζ ′)] . (D23)
Introducing the sharp parity states defined in [41]
ψ± (a, ζ) =
W (a, ζ)±W (a,−ζ)√
2
, (D24)
we find
Kµ (x, y) =
1
2piα
√
1 + exp(2pia)∫ ∞
−µ1
du′ [ψ+ (u′, ζ)ψ+ (u′, ζ ′) + ψ− (u′, ζ)ψ− (u′, ζ ′)] .
(D25)
In [41] the following inner product relations are demon-
strated∫ ∞
−∞
ψ+ (a, z)ψ− (a′, z) dz = 0 (D26)∫ ∞
−∞
ψ± (a, z)ψ± (a′, z) dz = 2pi
√
1 + exp(2pia)
×
[
δ (a− a′)± δa,a′
4 cosh (pia)
]
. (D27)
From these relations one can verify that the kernel (D25)
is reproducible. We note that the only difference between
ψ±(a, z) and φ˜a,±(z) as defined in Eqs. (51) and (52) is
their normalisation (see Eq. (C5)). Taking into account
this and the numerical difference in the length scales α
and wN we see that the results in Eqs. (50) and (D25)
indeed coincide.
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