Abstract. Recurrent networks that have transfer functions that fulfill the Lipschitz continuity with L = 1, may be echo state networks if certain limitations on the recurrent connectivity are applied. Initially it has been shown that it is sufficient if the largest singular value of the recurrent connectivity S is smaller than 1. The main achievement of this paper is a proof under which conditions the network is an echo state network even if S = 1. It turns out that in this critical case the exact shape of the transfer function plays a decisive role whether or not the network still fulfills the echo state condition. In addition, several intuitive examples with one neuron networks are outlined to illustrate how a critical connectivity relate to a certain interesting behavior to a certain, anticipated input statistics.
Introduction
The simplest way to train with data in a supervised learning paradigm is to interpolate data (cf. for example [2] ). Thus, for a time series of input data u t ∈ R n and a corresponding set of output data o t ∈ R m one can define a vector of non-linear, linear independent functions F(u t ) : R n → R k , and a transfer matrix w out : R k → R m . Then one can define
w out can be calculated by linear regression i.e. w out = (AA ) −1 (AB), where A = [x 0 , x 1 . . . x t ] and B = [o 0 , o 1 . . . o t ] are rectangular matrices that are composed out of the data of the training set. The disadvantage of this method is that the input history, that is u t−1 , u t−2 , . . . u 0 has no impact on the current outputõ t and thus cannot be learned.
Reservoir computing
Different from eq. 1 a reservoir in the sense of reservoir computing [3, 4, 5] can be defined as
The recursive update function adds several new aspects to the interpolation that is outlined in eq. 1: (1) the new function turns the interpolation into a dynamical system (2) it is now possible to account information from the past of the time series in order to calculate the appropriate output. One important question is if the regression step and thus the interpolation works at all for the recursive definition in eq. 3. Jäger showed ( [6] pp. 43, [7] ) that the regression works, i.e. the echo state condition is fulfilled, if and only if the network is universally state contracting. Universially state contraction is defined in the following: Assume an infinite stimulus sequence:ū ∞ = u 0 , u 1 , . . . and two random initial internal states of the system x 0 and y 0 . To both initial states x 0 and y 0 the sequences x ∞ = x 0 , x 1 , . . . andȳ ∞ = y 0 , y 1 , . . . can be assigned.
Then the system F(.) is universally state contracting if independent from u t and for any (x 0 ,y 0 ) and all real values > 0 there exists a τ ( ) for which
for all t ≥ τ . In other words, a system F is called universally state contracting if no permissible input can tune the dynamical system F into a chaotic state.
Echo State Networks
The echo state network (ESN) is an implementation of a reservoir dynamics as outlined in eq. 3. Like other reservoir computing approaches the system is intended to resemble the dynamics of a biological inspiured recurrent neural network. The dynamics can be described for discrete time-steps t, with the following equations:
Again only connections in the output layer are trained to reproduce the training signal. As a convention the transfer function θ(.) is continuous, differentiable and monotonically increasing with the limit 1 ≥ θ (.) ≥ 0, which is compatible with the requirement that θ(.) fulfills the Lipschitz continuity with L = 1. Jäger's approach uses random matrices for W and w in , learning is restricted to the output layer w out . The learning (i.e. training o t ) can be performed by linear regression. Since the learning process with regard to some output itself is not of interest in the scope of this paper, this part of the approach is not outlined here. The ESN is designed to fulfill the echo state condition (is universally state contracting), for which one can name a necessary and a sufficient condition:
-C1 A network has echo states only if
i.e. the absolute value of the biggest eigenvalue of W is below 1.
A sufficient condition is:
-C2 Jäger named here initially
where σ is the vector of singular values of the matrix W. However, a closer sufficient condition has been found in [8] . Thus, it is already sufficient to find a full rank matrix D for which
[9] found another formulation of the same constraint: The network with internal weight matrix W satisfies the echo state property for any input if W is diagonally Schur stable, i.e. there exists a diagonal P > 0 such that W T P W − P is negative definite. ESNs with a strong connectivity, i.e. where C1 and C2 are just narrowly fullfiled can be called near critical in the sense that there the conditions of the network are near to those which would turn the network into a chaotic state. Near critical ESNs have turned out to show the best performance in terms of data processing [10, 11, 12, 11, 13] . In addition, near critical ESNs are interesting because recent research in the brain shows that brain networks can work like reservoirs [14] and at the same time experiments indicate that they are connected in a near critical or even critical fashion [15] . For general matrices and due to the non-zero gap between C1 and C2 it seems hard to tune the ESN exactly to the critical state. However, tuning an ESN to the critical state by setting the connectivity matrix exactly to the critical point can be an alternative way to reach the goal of reproducing the special statistics or neuronal activity that has been found in the brain. As a next step it may be helpful in order to find better theories to close the gap for conditions where those networks are definitely under-critical and those where the network dynamics has shown to be overcritical, i.e. chaotic, for some types of input statistics. This can be achieved by using normal connectivity matrices W which will be outlined below. Further, the initial work of Jäger proves the validity of the ES conditions in terms of topology for an open set of conditions, that is they are defined by strict inequalities. It remains to check under which conditions the border of both of the open sets (aka. the critical point) belongs to the area where the ES condition is fulfilled, or not. Here the nature of transfer function θ plays he essential role.
Normal matrices
For normal matrices [8, 16, 13] i.e. if It can easily be shown that then
These matrices apply to the spectral theorem; the largest absolute eigenvalue is the same as the largest singular value are identical which makes a clear theoretical separation between networks that are universally state contracting and those that are not compatible to the echo state condition. Still, also for normal matrices all previously known ES conditions cannot answer the question to which of those two groups the critical point 1 itself belongs.
Boundary conditions
Summarizing, all previous works result in theorems for an open set of conditions that is both conditions are defined as the strict inequalities of 10 and 12. In the closest case -which is the case of normal matrices -still for the singular condition
there is no statement of the above mentioned theorems if the network is universally state contracting. Some simple, preliminary numerical tests reveal that in the case of networks that are according to eq. 15 the further development of the network is strictly depending on the exact shape of transfer function. Two examples of networks with only one neuron may illustrate the following considerations.
Transfer functions
The following proof considers two different transfer functions
and
It has to be noted that in both cases the maximal derivative θ (x) is 1.
Using a single neuron with tanh as transfer function and zero input
First one can consider a single neuron with tanh as a transfer function
where |a| is equal to 1 which would be a network that exactly fulfills the boundary condition. One can first consider I t = 0. In this case the only fix-point of the dynamics is x t = 0.
Starting from the two initial values x 0 = 0, and say x 0 = 0.01, one can see that the two networks converge in a power law manner to zero. On the other hand, if one considers a linear network
for the same initial conditions as above the dynamics of the 2 networks converge never (independent of I t ), instead the difference between x 0 = 0 and say x 0 = 0.01s stays the same forever. Thus, the network behavior in the the case of a = 1 depends on the nature of the of the transfer function. For all other values of a both transfer functions result qualitatively in the same behavior in dependence on a: either they diverge or they converge exponentially. Since a = 1 is also the border between convergence and divergence and thus the border between universally state contracting networks and not universally state contracting networks the case of a = 1 may be called a critical point of the dynamical system, in a similar manner as a critical point that occurs in phase transitions of thermodynamical systems. In the following it is intended to extend rules for different transfer functions, where different transfer functions result in the critical point in universally state contracting networks and where this is not the case. As a final preliminary remark, it has to be emphasized that in order to identify a network as universally state contracting that this condition means that the states are contracting for any kind of input I t . It does not mean that for any kind of input the contraction follows a power law, in fact as a general rule for all input settings I t = 0 the contraction is exponential for the neuron of eq. 18 even in the critical case (|a| = 1).
Single neuron network example with alternating input and power law forgetting
For practical purposes the sigmoid function, i.e. θ = tanh() is not useful for critical networks because the only critical state occurs when total activity of such a network is null. In that case it is not possible to transfer information about the input history. The reason is illustrated in the following example, where instead of a sigmoid function other types of transfer functions are used. So, the one neuron network
with the transfer function of eq. 17 and the expected alternating input I t = (−1) t π/4, has an attractor state when also x t is alternating with x t = (−1) t π/4. Thus, in some sense I t = (−1) t π/4 is the expected input which directs the activity of the network exactly to whereθ = 1. Some unexpected input let the network jump out of the attractor. If the input afterwards continues as expected the network slowly returns to the attractor state in a power law fashion. Thus,
where x t represents the undisturbed time series, and b is a constant value. Note that x contains all information of the network history and that the network was simulated using IEEE 754-2008 double precision variables which usually have a memory size of 64 bit. Although floating point variables are organized in a complicated way of three parts, sign, exponent and mantissa, it is clear that the total reservoir capacity cannot exceed those 64 bits, which means in the limit a reservoir of one neuron cannot remember more than 64 binary i.i.d. random numbers. Thus, at latest after 64 iterations with unexpected input the difference between x and x should be annihilated. Thus, if both networks x and x receive the same unexpected input that is of the same magnitude, the difference between the x and x should reach virtually 0 within 64 iterations. The consideration can be tested by setting the input
where rand produces an i.i.d. random list of +1s and -1s. Fig. 1 depicts results from simulations where after one iteration two networks receive differing input both networks receive again the same input, depicted is again the development of the difference between both networks d(x, x ) versus the number of iterations. The graphs appear in a double logarithmic fashion so power law decays appear as straight lines. One can see that the networks that receive alternating, i.e. the expected input, pertains the difference for very long time spans (that exceed 64 iterations). On the other hand, if the network input for both networks is identical but i.i.d random and of the same order of magnitude as the expected input input, the difference vanishes within 64 iterations. The network distinguishes regular from irregular input. Memories of irregular events pertain for long time in the network, provided the following input is regular again. How a reservoir can be trained to anticipate certain input statistics has been discussed [16] . Additional solutions to this problem are subject to further investigations.
Echo state condition limit with weak contraction
Jäger's sufficient echo state condition (see [6] , App. C, p. 41) has strictly been proven only for non-critical systems (largest singular value S < 1) and with tanh(.) as a transfer function. The original proof is based on the fact that tanh in combination with S < 1 Fig. 2 : Intuitive concept of the reservoir dynamics with constant input versus an anticipating reservoir with capabilities for event prediction. Left side: the house of snail shaped spiral represents the recurrent layer information content of a reservoir, which is assumed to be constant. In every iteration the input nodes have to accept new input to the network which step by step fills up the reservoir. Middle: Equilibrium state. From a certain stage of the process the reservoir cannot hold more information. Since for classic reservoir computing (no learning in the recurrent layer) the input flow is constant or at least not related to the news value of the input, the information of previous events has to shrink by a constant factor. This will inevitably result in a constant forgetting in every iteration, i.e. the information is reduced by a constant factor in order to make space for the next input. Over time this results in exponential forgetting. Right side: Predictive network. The prediction helps to reduce the information amount that enters the network to the unpredictable part, i.e. it filters away redundancy from what can be predicted from the data available from the reservoir.
is a contraction. In that case Jäger shows an exponential convergence. Starting point of the considerations in this manuscript are experiments where parameter settings with S = 1 were used, and where power law convergence had been achieved [16] . Obviously, Jäger's proof is not valid under these circumstances. However, the initial theorem can be extended. Theorem: If hyperbolic tangent or the function of eq. 17 are used as transfer functions the echo state condition (see eq. 6) is fulfilled even if S = 1. Summary of the proof: Basically, as an important precondition the proof requires that both transfer functions fulfill
where φ(z) is defined as
Here, 1 > γ > 0, 1 > η > 0, κ ≥ 1 are constant parameters that have to be determined dependent on each transfer function, and also for each metric norm d(., .) = ||.|| 2 In sect. 4 is is shown that indeed both transfer functions fulfill that requirement. It then remains to prove that in the slowest case, we have a convergence in a process with 2 stages. The first stage, if d 2 (y t , x t ) > γ there is a convergence that is faster or equal to an exponential decay. The second stage is a convergence process that is faster or equal to a power law decay.
Proof: Note with regard to the test function φ:
In analogy to Jäger one can check now the contraction between the time step t and t+1:
One can rewrite
where I = w in u t . As our next step one can consider that one can decompose the recurrent matrix by using singular value decomposition (SVD) W = U · S · V T . Note that both U and V are orthogonal matrices, S is diagonal with positive values s i on the main diagonal. One can write
where a i are entries of the vector
On the other hand
In the following we define S = max i s i and calculate
Merging eq. 25 and eq. 30 results in the inequality
First, assuming S < 1 and since we know φ ≤ 1, we get an exponential decay
This case is handled by Jäger's initial proof. With regard to an upper limit of the contraction speed (cf. eq. 6) one can find
If the largest singular value S > 1, then for some type of connectivities (normal matrices, see [16] ) the largest absolute eigenvalue is also larger than 1 due to the spectral theorem. In this case, the echo state condition is not always fulfilled which has been shown also by Jäger.
What remains is to check the critical case S = 1. Here again one can discuss two different situations (rather two separate phases of the convergence process) separately: If d 2 (y lin,t , x lin,t ) > γ we can write the update inequality of eq. 31 as:
Thus, for all 2 ≥ γ, the slowest decay process can be covered by
If 2 < γ, then eq. 31 becomes:
One can now consider the sequence a t :
which can be written as a series a t+1 = t <t ∆a t with
Since κ ≥ 1 and 1 > η > 0 convergence towards null is obvious here. In addition since the right side of eq. 38 is decreasing continuously it is obvious that it is converging fast than the corresponding solution of the differential equation
which thus covers again the sequence a t . Thus,
for all t > 0 if
So one can calculate the upper limit τ ( ) if 2 ≤ γ: Fig. 3 : Cover function for one neuron (green) with the parameters η = 1/48, κ = 2, The limit one the possible distance as calculated in eq. 52 (red), and
4 Weak contraction with the present transfer function . In this section a test function according to eq. 24, i.e. parameters κ, γ and η is verified for the function of eq. 17 and hyperbolic tangent. Within this section we test the following values:
for both transfer functions and square norm (||.|| 2 ), and n-neurons. In order to derive these values one can start by considering linear responses ||y lin,t − x lin,t || and the final value ||y t − x t || within one single neuron as
We can define
where i is the index of the particular hidden layer neuron. Note that
One neuron transfer
In this section considerations are restricted to the case in which one has only one neuron in the hidden layer; for sake of simplicity the subscript index i is left out in the following considerations. The fig. 3 depicts numerical calculations of both transfer functions and the cover function that is discussed here. Setting in the definitions of eq. 45 into the square of eq. 23 and for a single neuron and for any ζ we get
Thus, it suffices to consider
where
The max ζ can be found by basic analysis. Extremal points can be found at:
This can only fulfilled ifθ (∆ + ζ) −θ(ζ) = 0 (51)
Since for both suggested transfer functionsθ is an even function one gets ζ = −z/2 as the extremal point. Fundamental analysis shows that this point in both cases is a maximum. Thus, requiring
also would satisfy eq. 48. Numerically one can find parameters for φ 1 that are η = 1/48 and κ = 2 of φ 1 (z) as in eq. 43. For ∆ 2 > γ is suffices to check if
First the inequality is fulfilled for ∆ 2 = γ. Since the left side of the equation above is strict monotonously falling for positive z, it is also fulfilled for all values ∆ 2 > γ. Analogous considerations lead to the same parameters to cover up the transfer function from eq. 17.
Multi-neuron parameters
For several neurons one has to consider the variational problem of all possible combinations of values of ∆ i . One can start from the proven relation from the previous section δ law forgetting has been shown in the previous section, more examples also a preliminary learning has been outlined in [16] . One important target of the present research is to allow for a kind of memory compression in the reservoir, by letting only the unpredicted input enter the reservoir (compare fig. 2 ). Further, future learning methods in the reservoir should also focus on forgetting input that is irrelevant for future predictions (cf. nostalgia [17] ).
