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Abstract
The response of pixels in CCDs and CMOS arrays is not uniform; physical aspects of
pixel structure can create non-uniform electric fields within a pixel and the diffusion of
carriers tends to blur pixel boundaries. It has previously been shown that the sub-pixel
response can vary by up to 50% across a pixel, with more light being detected near the
center and less around the edges. This intra-pixel response function (IPRF) can have
significant effects on the aperture photometry of under-sampled PSFs, like those found
in the Kepler and TESS exoplanet hunting missions. Knowledge of the IPRF can be
used to correct for systematic variations in photometric measurements introduced by
the sub-pixel variations in response. Additionally, in systems for which the optical PSF
is not well defined, knowledge of the IPRF can allow for extraction of the optical PSF.
Presented here are the results of the direct measurement of the IPRF of a thinned,
back-illuminated CCD of the same model used on the NASA Kepler mission. The
experimental setup used to measure the IPRF is discussed in detail. Measurements
of the IPRF were made at various wavelengths, then combined to create an “effective
IPRF” for the broad spectral bandpass filter used for collecting the scientific data of
interest. This effective IPRF was then utilized in a model to study the effects of the
IPRF on time series aperture photometry. The effects of spacecraft jitter and drift
on aperture photometry were also investigated. Such results are relevant for exoplanet
searches using the photometric detection technique as implemented in the Kepler and
TESS missions.
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1. INTRODUCTION
Humans have been estimating the brightness of stars for millennia. Ptolemy’s work
Almagest, completed around 150 CE, contains the earliest record of stellar coordinates
and their relative brightness that still exists today;1 however, it is often noted that
Ptolmy’s work likely builds off of the work of Hipparchus who died around 120 BCE.
Ptolemy recorded the relative brightness of stars by sorting them into 6 magnitude
classes, the first magnitude containing the brightest stars, and the sixth magnitude
containing the dimmest stars visible to the naked eye. This magnitude system was
used for centuries, and formed the basis for the magnitude system which is still used by
astronomers today.
Despite how early in human history the first estimates of stellar brightness were
made, it wasn’t until the late 1700s that anyone performed what could be considered
stellar photometry in the modern sense. William Hershel was the first to apply scientific
methods to the measurement of stellar brightness, and he did so with the purpose of
determining stellar variability. He used what later became known as the “step method”
to record the relative brightness of stars near each other in the sky. He was capable of
achieving an estimated precision of ±0.17 mag using by-eye measurements.2
In the mid to late 1800s many devices, called visual photometers, were designed
to help aid in by-eye photometric measurements. Many of these devices worked by
bringing two stars that were distant on the sky, one of them usually a standard star,
next to each other in a common focal plane so they could be compared side-by-side.
Others used a neutral glass wedge placed in the eyepiece of a telescope. The wedge was
moved until the star of interest was extincted, and the position of the wedge was read off
and could be converted to a stellar magnitude.3 The most accurate visual photometers
used the polarization of light to determine magnitudes, and resulted in an error of about
a tenth of a magnitude, not much better than a skilled observer without the aid of a
photometer.4
The popularity of these devices only lasted for about a half a century before the
use of photographic plates became the go-to method for photometry. One of the first
large scale photographic astronomical surveys was conducted at Harvard by Edward
Pickering starting in 1885, but the photometric accuracy achieved was lower than was
possible with visual methods. Still, photography showed promise for use in astronomy
due to its ability to capture images of many stars at once and its sensitivity to UV and
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x-ray photons.5 It wasn’t until about 1930 that the precision achieved using photography became significantly better than what was capable with the human eye, measuring
magnitudes with a precision of approximately ±0.02 mag.2
The rise in popularity of photoelectric photometers, the most common type being
photomultiplier tubes (PMTs), allowed for the detection of stars fainter than ever before,
as well as the ability to perform high-speed time-series photometry. PMTs had the
advantage of much higher sensitivity to light than photographic techniques, as well as
exhibiting a linear response to light. Braddick reported in 1960 that the average quantum
efficiency of a PMT was ∼ 30%, but up to 50% was possible,6 while photographic
methods had quantum efficiencies ≤ 1.0%. To perform photometry with PMTs, the
photometer was connected to the telescope such that the focal plane was located within
the PMT. Often, a wheel containing aperture of different sizes was placed in front of the
PMT, and the aperture size was selected to maximize the amount of light from the star,
while minimizing the contribution of background light.7 Unfortunately, only one star at
a time could be observed using this method.
Most recently, CCDs have revolutionized astronomy and allowed for unprecedented photometric precision. Similar to PMTs, CCDs exhibit high sensitivity over a
wide range of wavelengths and a linear response to light. High speed photometry is more
difficult with CCDs,8 but the ability to capture and analyze many stars in one frame
has made them the detector of choice for astronomers since the 1980s. The two most
important methods for stellar photometry with CCDs are aperture photometry and PSF
fitting, which are discussed section 2. A more complete history of stellar photometry is
given by Miles.2
Modern space-based missions like Kepler and TESS have lead to an increased understanding of exoplanets and stellar variability via use of advanced photometry methods, and have achieved photometric precision on the order of 10 parts-per-million for
the brightest stars observed.9, 10 We are now reaching a point where the photometric
precision we are capable of achieving is limited by spacecraft performance, as well as our
understanding of some of the fundamental aspects of CCDs themselves such as sub-pixel
sensitivity variations.
The goal of the work presented in this thesis is to measure the sub-pixel sensitivity
variations of a back-illuminated CCD, called the intra-pixel response function (IPRF),
and to use this measurement to better understand the effects of sub-pixel sensitivity
variations on aperture photometry under different observing conditions. Measuring the
2
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IPRF for a detector can lead to improved photometric precision. Also, in situations
where the optical PSF is unknown, the IPRF can be used to determine it, allowing for
the use of PSF fitting for photometry. By determining how the IPRF affects photometry
for various amounts of spacecraft jitter and drift, it becomes easier to disentangle these
effects from actual differences in signal due to stellar variability and planetary transits,
and a priori knowledge of the sub-pixel variations can be used to improve detrending
methods in the data reduction pipeline, possibly leading to new scientific discoveries.

3
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2. MODERN METHODS FOR PHOTOMETRY
Distant stars are point sources when viewed from the vicinity of Earth; however, due
to the optics of telescopes, as well as atmospheric effects when observed from Earth’s
surface, a star’s light ends up being spread out and having some physical shape when
recorded. The observed shape, or profile, of the star due to these effects is called the
point-spread function (PSF). The optical PSF of a telescope can vary across the field of
view; however, for any star located in the same region of the field of view, the shape of the
PSF will generally be the same regardless of magnitude. This is important for the two
main photometry methods used on CCD images discussed here, aperture photometry
and PSF fitting.

2.1 Aperture Photometry
Aperture photometry of CCD images is similar to photometry performed with photoelectric photometers as described briefly in section 1, with the physical aperture replaced
by a virtual aperture made up of CCD pixels. In general, an aperture containing an
object of interest is chosen, and the signal of the pixels within the aperture is summed.
An annulus of pixels centered on this aperture is also analyzed to determine the contribution of background light to the recorded signal within the aperture. The background
signal per pixel in the annulus is calculated, multiplied by the number of pixels that
make up the source aperture, and subtracted from the source aperture signal, giving the
value of the light from the source only. The basic equation for aperture photometry is,
Ssrc = Sap − Bpp · nap ,

(1)

where Ssrc is the signal from the source only, Sap is all of the signal within the summed
aperture, Bpp is the average background signal per pixel in the annulus, and nap is the
number of pixels within the aperture. An example of a typical circular aperture and
annulus are shown in figure 1.
While this process seems trivial at first, the wide extent of the wings of the PSF
present two main issues in performing aperture photometry. First, as the aperture radius
increases, the light from the star eventually becomes so diffuse that read noise and noise
due to background signal begin to increase more rapidly than the source signal making
the signal at large radii impossible to measure. Second, stars are not isolated on the
sky. Light from other sources often contaminates the signal in the tails of the PSF of
4
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Figure 1: Example of aperture (solid circle) and annulus (dashed circles). Image Credit:
AURA.
the star of interest or the signal within the background annulus. Therefore, attempting
to count up all of a star’s light is unreasonable, and apertures must be selected such
that noise and nearby sources do not become problematic.
To avoid these issues, apertures should be selected such that the signal-to-noise
ratio (SNR) of the aperture photometry is maximized for each star being measured.11
In general, the selected apertures tend to be larger for brighter stars and smaller for
dimmer stars. This often means that a significant percentage of the source signal is
located outside of the selected aperture. If the goal of aperture photometry is precise
determination of the object’s standardized magnitude, it is important to attempt to
account for all light from the source. In other cases, the absolute photometry is not
important, and relative aperture photometry is used instead.
2.1.1 Absolute Aperture Photometry
With absolute aperture photometry, the goal is to account for all detectable signal from a
star and translate that signal to a standard magnitude value. This can be accomplished
using the growth curve method and standard stars (i.e. stars for which the magnitude
is already well known).
Growth curves are created by calculating the sum of source signal within apertures of increasing radii for bright, isolated stars in the frame, then plotting the difference
5
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in collected signal for each radius size and fitting a curve to the data. An example growth
curve is shown in figure 2. From the curve of growth, the percentage of detectable light
within a certain radius can be found, this will be the same percentage for all sources
with the same PSF regardless of magnitude.

Figure 2: An example of a growth curve adapted from Stetson.12 The points are the
actual magnitude differences calculated for various sources in the observed field, and the
solid and dashed lines show different fits to the data.
Based on the sum of the signal within a small radius containing only the brightest
pixels, the total detectable signal from the source can be determined. If the PSF is
known to vary across the field of view, growth curves will need to be created for different
areas, and used to correct only those stars nearby. After correcting to obtain the total
detectable flux from the star, standard stars are used to convert the flux from the star to a
standard magnitude. Because the magnitudes of the standard stars are already known,
performing aperture photometry on these stars along with the stars to be measured
allows a conversion to standard magnitudes to be applied to all stars of interest.
Growth curves are also important for deciding the location of the annulus. Because the annulus is used to determine the background signal, its inner radius should be
larger than the radius at which the growth curve reaches plateau. This can be difficult
for crowded fields in which case apertures far enough away from the star of interest
6
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may be contaminated by light from neighboring stars. In these cases, PSF fitting is
the preferred method. A detailed discussion of the growth curve method is given by
Stetson.12
2.1.2 Relative Aperture Photometry
Aperture photometry can also be used to measure not the precise, standardized magnitude of the source, but small changes in a star’s brightness over time. This is achieved
through time-series aperture photometry.13, 14 For this method, a series of many exposures of the same field are taken, and aperture photometry is performed on each. In this
case, stars with small apertures do not need to have corrections performed on them, and
the magnitudes observed do not need to be standardized, instrumental magnitudes are
fine. The main concern in this method of aperture photometry is to achieve the highest
SNR possible for each measurement or set of measurements.
Often in this case, differential aperture photometry is used to further increase
photometric precision. With differential photometry, trends over time for all measured
stars in the field of view are analyzed and trends that are common across all stars in the
field are removed from the data. This decreases systematic errors in the final aperture
photometry, such as those due to spacecraft jitter or pointing drift.

Figure 3: An example of processed light curves for two confirmed exoplanet transits
discovered by the Kepler mission. The black points are aperture photometry results for
individual frames, the blue dots are the result of data binned over 30 minutes with 1σ
uncertainty, and the solid lines are fits to the data. Adapted from Rowe et al. (2014).15
The results of the aperture photometry are then plotted as a function of time (or
phase) and fit to create light curves. Changes in stellar brightness are observed as dips
or bumps in this light curve and can indicate stellar variability, eclipsing binaries, and
7
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exoplanet transits. Example light curves for exoplanet transits are shown in figure ??.
More detailed discussions and reviews of the methods used for aperture photometry are
given by Howell16 and DaCosta.17

2.2 PSF Fitting
Aperture photometry, along with the curve of growth method, works quite well in many
cases, but has one major weakness. It is impossible to perform aperture photometry
in very crowded fields because even with the use of small apertures, crowding contaminates the signal of interest within apertures. If the signal at the center of the PSF is
contaminated, it is not possible to accurately determine the total magnitude of the star
using the growth curve method. Instead, PSF fitting must be used.
PSF fitting uses the knowledge that for regions in a field of view where the PSF
is the same, a PSF can be determined using more isolated stars, then scaled to fit stars
that suffer from issues due to crowding. The PSF calculated from bright, isolated stars
can be used to fit PSFs to all objects in the image based on the signal in only a few
pixels in the central region of the star to predict the total signal from a source, even if
crowding would make it impossible with aperture photometry.
This method is not without its own disadvantages. In many cases, it is difficult
to accurately fit the tails of the PSF, which can lead to increased error in magnitude
measurements.12 Also, in situations where stars are well sampled, a PSF fit can be
estimated from the image without prior knowledge of the optical PSF of the telescope.
However, as is the case for many wide-field surveys, when the PSF is undersampled,
small scale structure of the PSF cannot be resolved. In these cases, the optical PSF of
the telescope must be determined using other methods before PSF fitting can occur.
Some groups have tried to reconstruct the PSF of various telescopes that suffer
from undersampling by taking many images dithered by sub-pixel steps to create a supersampled image that can recover the fine-scale detail.18–20 Another approach involves
directly measuring the sub-pixel sensitivity variations of the detector being used to
determine the intra-pixel response function (IPRF), and deconvolving the IPRF from
the pixel response function (PRF) observed in images to determine the optical PSF of
the telescope. This is discussed further in section 4.1.
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2.3 The Use of Aperture Photometry in Exoplanet Search
Missions
Space-based exoplanet search missions such as Kepler and TESS use the transit method
to detect planets around other stars. When viewed from the correct angle, a planet will
appear to pass in front of its host star at regular intervals. When this happens, a small
amount of the star’s light is blocked by the planet. If this periodic change in brightness
can be detected, the presence of a planet can be inferred as well as the size of the planet
and its distance from the host star.
To do this, missions that detect exoplanets using the transit method perform
time-series aperture photometry on images of the host star.21–26 Time-series aperture
photometry involves taking a series of exposures, performing aperture photometry on
each frame, or on sets of summed frames, and using the data to create light curves for
the individual stars as discussed in section 2.1. Two examples of Kepler light curves are
shown in figure 3. The orbital period of the planet is used to determine the distance
of the planet from its host star. The longer the orbital period, the farther the planet
is from the star. Also, when the host star radius is known, the depth of the dip in the
light curve can be used to determine the radius of the planet.
As seen in figure 3, the change in relative flux caused by a planetary transit
is very small. To successfully detect a planet, it is necessary to perform very precise
photometry because the amount of light blocked by the star is usually on the order of
about 1% for Jupiter-sized planets, and on the order of 0.01% for Earth sized planets.
For a Sun-like star this corresponds to a change in brightness of about 0.001 magnitude
for a Jupiter-like planet, and about 10−6 magnitude for an Earth-like planet.
Through the selection of high SNR apertures and minimal spacecraft jitter which
results in precise pointing, and by accounting for systematic errors in the data reduction
pipeline, Kepler and TESS have been successful in their searches for exoplanets. However, because both missions, and many others like them, undersample the optical PSF
of the telescope, it is likely that sub-pixel sensitivity variations will have a non-negligible
affect on the resulting aperture photometry. Currently, these missions attempt to account for these variations through detrending without a priori knowledge of the IPRF.
Knowledge of the IPRF of the detectors used in these missions can be used to improve
detrending methods and increase the photometric precision, possibly resulting in an increased number of planet detections. Also, the precise optical PSF of the telescopes used
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in these mission is unknown. Knowledge of the IPRF can be used to determine the PSF
of these systems and allow for the use of PSF fitting, further improving the photometry.

10
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3. CCD STRUCTURE AND OPERATION
The charge-coupled device (CCD) was invented in 1969 by Willard Boyle and George
Smith at Bell Laboratories,27 and first tested by Amelio, Tompsett, and Smith in 1970.28
In the 1980s, CCDs began to be adopted by astronomers. Early CCDs were plagued
by poor charge transfer efficiency (CTE) (which limited the size of the arrays) and low
sensitivity to UV light. As the CTE improved, CCDs quickly revolutionized astronomy
because of their linear response to light, high sensitivity across a wide spectral range,
and stability.5
Modern scientific CCDs often have peak quantum efficiencies ≥ 90%, low read
noise, almost perfect charge transfer efficiency (CTE), and very low dark current when
sufficiently cooled, making them ideal tools for scientific applicationsi . As the performance of scientific CCDs continues to improve, and the detectors are pushed to their
limits, noise sources that could once be overlooked now need to be accounted for; for
example, sub-pixel variations in sensitivity.
CCD pixels are defined by gate electrodes (which create the electric field structure
within a pixel that “corrall” the charge carriers) and ion implant “channel stops” (which
prevent the diffusion of carriers across CCD columns). This section provides an overview
of how CCDs generate and collect charge, and how diffusion and interactions with gate
structures and electric fields lead to the observed variations in sensitivity within a pixel.

3.1 CCD Structure
Sub-pixel sensitivity variations observed in CCDs are highly dependent on the CCD
design. It has been shown29–35 that the structural features that contribute most to subpixel variations in sensitivity are the gate structure and whether the device is a frontilluminated CCD or a thinned, back-illuminated CCD. Diagrams of a front-illuminated
and back-illuminated CCD are shown in figure 4a and 4b respectively and will be referenced throughout this section.
In general, the light collecting area of a CCD is composed of a p-type doped
silicon (Si) layer, an n-type doped Si layer, a thin Si-oxide insulating layer, and the gate
electronics. It is in the doped Si layers, or epitaxial silicon, that charge is generated.
During CCD operation, all of the n-type Si and a portion, or all, of the p-type Si are
i

Definitions and discussions of technical terms such as quantum efficiency, read noise, CTE, and
dark current can be found in Janesick.5
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fully depleted, meaning there are no free carriers present in this region. Voltages applied
to the gates create electric fields within the depletion region, and a potential well within
the n-type Si (the lightest areas of the shaded regions in figure 4). The ∼0.5 µm region
in the n-layer where the potential is highest is called the buried channel and is where
the charge is collected and transferred. The p-type Si layer is often not fully depleted;
when this is the case, a field-free region exists in the p-type layer (shown by the dark
shaded regions in figure 4). It is in this region that most charge diffusion will occur.
For front-illuminated CCDs, light is incident on the gate structure and must pass
through the gates before being absorbed in the epitaxial Si. The gate electrodes and
the p-n layers reside on a thick Silicon substrate. Charges generated in this area are not
collected by the CCD because they quickly recombine with the free carriers present in
the layer, and a thin electric field generated by the doping gradient between this layer
and the p-doped Si layer prevent electrons from crossing the border.
Back-illuminated CCDs are illuminated on the side opposite the gate structure.
Because the thick substrate layer would block most of the light, this layer and part of
the p-doped Si layer are thinned away. This creates a more delicate detector, but it
also improves the overall sensitivity of the CCD and allows for the detection of shorter
wavelengths than is possible with front-illuminated CCDs. This is discussed further in
section 3.2.
During CCD operation, voltages are applied to the gates, which creates electric
fields in the Si to manipulate the charges generated by photons. How the charges
interact with the electric fields created within the pixel can result in sub-pixel sensitivity
variations. Since the electric fields generated are dependent on the gate structure, so
are the observed sensitivity variations. In front-illuminated devices, the gates affect the
sub-pixel sensitivity in an additional way, by directly absorbing some of the light; this
is somewhat improved by “transparent” gate materials, like indium tin oxide (ITO).
Whereas shorter wavelengths of light are most likely to be absorbed by the gates, longer
wavelengths can result in interference artifacts.29
In the case of back-illuminated CCDs, light is incident directly on the epitaxial
Si. This removes the effects caused by photon absorption in the gates as well as the
effects due to interference with the gates, resulting in IPRFs that are generally more
uniform at all wavelengths. However, sub-pixel sensitivity variations are still observed
in back-illuminated CCDs; this is discussed further in section 4.2.
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Figure 4: A 3-phase front-illuminated CCD (top) and 3-phase back-illuminated CCD
(bottom). Lighter regions show areas of high potential, darker regions show the field-free
region of the CCD where most diffusion occurs. Long wavelength photons are shown as
red arrows, short wavelength photons are blue.
13
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3.2 Charge Generation
In order to understand charge generation in CCDs, we must understand the difference
between conductors, semiconductors, and insulators. Current cannot flow through insulators because the gap energy (Eg ) between the valance band and the conduction
band in these materials is so large that no, or very few, electrons ever reach the the
conduction band. On the other hand, for conductors, the valence band and conduction
band overlap, allowing for the presence of many free carriers and the flow of current.
For semiconductors, the valence band and conduction band do not overlap, but the gap
energy is such that it is relatively easy to liberate electrons from the valence band to
the conduction band, generating free carriers.
When photons of the correct energy are incident on a semiconductor, atoms
within the semiconductor can absorb the photon energy and release a photoelectron. In
order to generate a photoelectron, a photon must have enough energy to bridge this gap
energy; therefore, the gap energy determines a cutoff wavelength for the semiconductor, or the longest wavelength (lowest energy) photons that are capable of generating
photoelectrons. This wavelength is found using the equation
λc =

hc
,
Eg

(2)

where h is Planck’s constant and c is the speed of light. For silicon, Eg = 1.13eV
resulting in a cutoff wavelength in the near-infrared of λc = 1100 nm. Wavelengths
longer than this cutoff wavelength will pass through the CCD without being detected.
For the purposes of explaining the features present in IPRF measurements, it is
useful to understand where, in a pixel, charge is most likely to be generated for different
wavelengths of light. This depends on the photon absorption depth in Si, or the distance
into the Si at which 63% of the photons are absorbed. This is both wavelength and
temperature dependent. The absorption depth in Si for three different temperatures
across the wavelength range used to measure the IPRF in this study is shown in figure
5.
The absorption depth in Si increases as temperature decreases for all wavelengths.
However, the absorption depth changes more for longer wavelengths than for shorter
wavelengths for the same change in temperature. Absorption depth changes with temperature because the energy gap in Si decreases as temperature increases, so for all
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Figure 5: Absorption depth in silicon as a function of wavelength for temperatures -85◦ C
(dashed), -45◦ C (solid), and +10◦ C (dotted). Absorption depths were calculated for the
temperatures shown using the model developed by Rajkanan et al.36
wavelengths the likelihood of generating a photoelectron is greater at higher temperatures leading to a decrease in absorption depth. For Si, the energy gap varies from
about 1.17 to 1.12 eV between 0-300K.37 This temperature dependence is important to
the research presented in this thesis because we operated the CCD at a higher temperature than the normal operating temperature aboard the Kepler Space Telescope. This
is discussed further in section 5.6.
Although the temperature dependence should be considered, the wavelength dependence is more more important in explaining the features observed in measurements
of sub-pixel sensitivity variations. As shown in figure 5, the absorption depth in Si
for 850 nm light is on the order of 10 µm, and for 400 nm is on the order of 0.1
µm. This means that for front-illuminated CCDs, the longest wavelength photons detected are more likely to generate charge farthest from the gate structure, while the
shortest wavelength photons detected generate charge very close to the gate structure
(see figure 4a). The shortest wavelengths shown in figure 5 are often absorbed within
the gates and never reach the silicon layer, making these wavelengths undetectable for
front-illuminated CCDs. For back-illuminated CCDs photons of longer wavelengths are
absorbed closer to the gates and without the gate structure in the way, the shortest
wavelengths shown are detectable for these CCDs. Where charge is generated is impor15
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tant in discussions regarding diffusion and interaction with the electric fields within a
pixel during charge collection.

3.3 Charge Collection
During integration of a 3-phase CCD, one of the three gates in each pixel is held at
a higher voltage than the other two. Photoelectrons generated in the depletion region
(light areas in figure 4) under any of the gate structures will be swept into the region
of highest potential where they are collected and held until the integration is complete.
For a front-illuminated CCD this is more likely to occur for charge generated by short
wavelength photons as shown by λ1 and λ2 in figure 4a. For back-illuminated CCDs, this
is more likely to occur for charge generated by long wavelength photons, but because
the device is thinned, it is more likely for short wavelength light to generate photons in
this region as well (λ1 in figure 4b).
Photoelectrons generated in the field-free regions of the CCD (dark regions in
figure 4) will diffuse via a random walk and meet 1 of 3 fates: 1) the photoelectron
recombines before reaching the depletion region and is not detected; 2) the photoelectron
diffuses into the depletion region of the pixel in which it was generated (λ3 in figure 4a);
3) the photoelectron diffuses into the depletion region of a neighboring pixel and is
detected there (λ4 in figure 4a and λ2 in figure 4b). The third case is a form of cross-talk
between pixels due to the diffusion of carriers.
As discussed in section (3.2), for back-illuminated CCDs such as the one used to
measure the IPRF in this study, short wavelength photons are more likely to generate
charges far from the gates, within the field-free region of the silicon. Notice that the
depletion region extends farther from the gate held at the highest potential, than the
low potential gates. This means that shorter wavelength photons are more likely to
diffuse into neighboring pixels. Longer wavelength photons that generate charge closer
to the gates, within the depletion region, are much less likely to diffuse. Also, for a
thinned device there is a possibility that long wavelength photons will make it all the
way through the depletion region without generating charge. Some of these photons
may be lost, but others can be reflected off the gates back into the silicon and have a
second chance to be absorbed (λ4 in figure 4b).
The CCD used to measure the IPRF in this study is a four-phase CCD. Everything discussed above is still valid for this type of CCD, the main difference being that
each pixel is made up of four gates, and during integration two gates are held at high
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voltages to collect charge instead of one, and the other two gates are held at a lower
voltage acting as barriers just as with a 3-phase CCD.
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4. SUB-PIXEL SENSITIVITY VARIATIONS AND IPRF
MEASUREMENT TECHNIQUES
4.1 The Intra-pixel Response Function
The sub-pixel sensitivity variations observed in CCDs are described by the intra-pixel
response function (IPRF), which maps the sub-pixel response as a function of illumination position at different wavelengths. Physical aspects of pixel structure can create
non-uniform electric fields within a pixel causing sub-pixel sensitivity variations, and
the diffusion of carriers tends to blur pixel boundaries, meaning the IPRF often extends
beyond the pixel boarders.
As shown by Lauer,19 the pixel response function (PRF) can be expressed in
relation to the IPRF as
P RF = P SF ∗ IP RF
(3)
where P SF is the optical point spread function of the system and ∗ is the convolution
symbol.
IPRF measurements have previously been performed for both front-illuminated29–32, 38, 39
and thinned, back-illuminated29, 33–35, 40, 41 CCDs, as well as for CMOS detectors.39, 42–44
In general, the CCD studies have shown that the IPRF varies from detector to detector,
with significant differences depending on the pixel structure and whether the device is
front or back illuminated. It has also been shown that pixels tend to have the greatest
response somewhere near their center, and the amount of light detected by the pixel near
its edges is often about 50% less than the peak response. The IPRF has been shown
to be spatially uniform;29, 41 that is, the IPRF does not vary significantly from pixel to
pixel across the detector.
The shape and scale of the IPRF depend on the absorption depth in silicon of the
incident light, and therefore the IPRF is both wavelength and temperature dependent.
For a back-illuminated device, incident light that is absorbed deeper in the silicon is more
likely to interact with the gate structure than light with a shorter absorption depth,
which can greatly change the structure of the observed IPRF. For front illuminated
devices, all light must pass through the CCD gate structure before being absorbed in
the silicon. Therefore, the IPRF of front illuminated devices tend to show more structure
at all wavelengths, while the IPRF of back illuminated devices has more structure at
long wavelengths than at short wavelengths.
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For situations in which the PSF is well sampled, the IPRF can be ignored. However, it is often the case that the PSF is undersampled and it has been shown that in these
situations the IPRF can introduce significant error to the results of aperture photometry
and astrometry,19, 32, 34, 35 as well as spectroscopy.29 In these situations, knowledge of the
IPRF can be used to correct this error and improve results.19, 45
Also, as mentioned in section 2.2, the PSF is often not well known in situations of
undersampling. If the IPRF of the detector is well measured, it can be deconvovled with
the observed PRF of the system, and the optical PSF of the telescope can be determined.
Knowledge of the optical PSF allows for the PSF fitting photometry technique to be
used, which can be more precise than aperture photometry, especially for crowded fields.

4.2 Measurement Techniques and Results of Previous Studies
The first thorough study of the sub-pixel sensitivity variations of CCDs and the effects
on undersampled images was performed by Jorden, Deltorn, and Oates in 1994.29 They
projected a demagnified pinhole of sub-pixel size onto a CCD and moved it in sub-pixel
steps in single line scans across the horizontal and vertical directions, with an image
taken at each spot location. They reported variations in the peak response of a single
pixel on which the spot was incident of about 50% for both front and back-illuminated
CCDs, and a change of signal within an aperture around the pixel of interest of up
to 50% for the front-illuminated device measured, but only about 1-4% for the backilluminated device measured. They also showed that intra-pixel response variations can
have significant effects on undersampled spectroscopy.
Kavaldjiev & Ninkov30–32 and Piterman & Ninkov33–35 measured the IPRF of
a front-illuminated and back-illuminated CCD respectively using a similar procedure
as that described above, and obtained similar results. However, in testing the effects
of the IPRF on undersampled data they focused on aperture photometry instead of
spectroscopy, finding that in both cases a significant amount of error was introduced
due to variations in sub-pixel response. Penny & Leese45 reported that if the IPRF is
known, corrections can successfully be applied to improve aperture photometry.
Other groups have studied the effects of sub-pixel response variations using
dithered images of stars, not by directly measuring the IPRF. For example, it is known
that both WFPC2 and NIC3 on the Hubble Space telescope undersample the optical
PSF, more so with NIC3 than WFPC2. Holtzman et al.46 used dithered images to
determine that aperture photometry with WFPC2 varied by ≤2% depending on where
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a star was centered on a pixel. Lauer18, 19 combined many dithered images to recreate
a super-sampled PRF which he then used to create error maps that could be used to
correct aperture photometry measurements. He found that for WFPC2, variations of
∼0.030 mag are observed, and for NIC3 the variation in aperture photometry can be a
large as 0.39 mag. He then used his super sampled PRF to attempt to isolate the IRPF
without direct measurement, essentially going about the task in the opposite direction
of the other groups mentioned.
Both Jorden et al.29 and Vorobiev et al.,41 measured the IPRF directly and found
that there was very little pixel-to pixel variation in the IPRF measurements of their
CCDs.29, 41 However, measurements reported by Abdelsalam, Stanislas, and Coudert of
a CCD with microlenses over the pixels found that although the signal detected at the
edges of the pixels in each case is still about 50% of the maximum signal recorded, the
shapes of the IPRF in the measured pixels show very significant pixel-to-pixel variations,
which they attributed to inconsistencies in the shapes and thicknesses microlenses across
the detector.47–49 This indicates that when microlenses are present on the detector,
it may be important to measure the IPRF of all pixels, whereas for CCDs without
microlenses, the measurement of one pixel, or a few pixels spread across the detector to
be safe, is sufficient.
Measurements of CMOS detectors reported by Mahato et al.42, 43 show IPRF
variations similar to those found in previous CCD measurements. However, Ivory et
al.44 reported variation in the IPRF of ≤ 7% for 470 nm and 624 nm light, and up
to a 20% variation at 940 nm, much less than what has been reported for both front
and back illuminated CCDs, as well as the other CMOS measurements mentioned here.
Both used procedures similar to those described for the CCD measurements above and
it is unclear why the values reported by Ivory et al. are so much lower than the others.
Methods other than the simple spot projection method above have also been
developed. IPRF measurements are of interest for wide field near-infrared (NIR) missions
as well as for visible light missions. The University of Michigan has devised a way to
measure the IPRF of every pixel in a NIR detector in a reasonable amount of time
(about 1 day) using the “Spots-O-Matic”,50 building off of its predecessor the “Spot-OMatic”.51 As the names suggest, the Spot-O-Matic performed spot scans with a single
spot, but the Spots-O-Matic uses an array of 160,000 spots spread out over the detector
area to measure the IPRF of many pixels at one time. Aside from the spot projection,
the method remains much the same as previous studies. However, to determine the
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IPRF, the spot size used in the measurement must be well characterized. Because many
spots are being used, each projected by its own pinhole and imaged by a different region
of the lens used for demagnification, variations in spot size and shape are likely. Using
this method, more time must be spent characterizing the the spots to ensure proper
IPRF measurements across the array.
Another group used what they called the “ONERA technique”,52 in which they
project periodic, high resolution patterns over the whole sensor using continuously selfimaging grating (CSIG) illuminated by plane wave. This pattern is moved across the
detector so that one whole period of the pattern crosses each pixel. They then use a
Fourier transform approach to determine the sub-pixel sensitivity variations across each
pixel. Like the many-spot method, this method is faster than single spot scans of the
entire detector.
The method adopted for the measurement of the IPRF in this study roughly
follows the method described by Jorden et al.,29 but some improvements to the procedure
have been made. This is discussed in detail in section 5.1.
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5. MEASUREMENT OF THE KEPLER CCD IPRF
As the number of wide field space based missions has increased, more missions have
started including IPRF measurements in pre-flight preparation. For example, the IPRF
has already been measured for the JWST detector,53 and the ESA now requires IPRF
measurements to be made for all detectors used in future space missions. The IPRF is
also being considered more often in models of high-precision photometry54 and radiometry.55
We have developed a method, described in this section, that has been used to
measure the IPRF of a flight spare Kepler CCD, but that could be easily adapted to
do the same for current or upcoming missions that also undersample the optical PSF of
the telescope.
The research presented in this section has already been published.41

5.1 Experimental Setup and Spot Scan Procedure
To directly measure the Kepler CCD’s IPRF, a spot scanning experiment was set up
in a basement lab in the Carlson Center for Imaging Science. This lab has a separate
foundation from the rest of the building which gives added stability to our setup. The
method used here to measure the IPRF closely follows that of Jorden et al.;29 however,
more advanced technology was used to decrease error and increase the speed of the
measurements. Images of the spot scan setup are shown in figures 6 and 7.
An Acton Research Corporation 0.5 meter monochromator with spectral bandwidth of ∆λ = 15 nm was used to filter light produced by a broadband Energetiq
EQ-99XFC laser driven light source. The light source produces a stable broadband
spectrum over the full wavelength range at which we make our measurements. Scans
were made for wavelengths of λ = 400 − 850 nm, every 50 nm with an additional set of
scans at λ = 425 nm. The wavelengths used in the measurements were chosen to span
the broad spectral bandpass of the Kepler mission. For scans at wavelengths longer than
700nm, a Bessel I filter was added to the optical path to remove any higher order light
that might have been present.
The filtered light is projected onto our CCD using a 20X Mitutoyo Plan Apo NIR
infinity corrected long working distance microscope objective. The objective works across
the entire spectral band of interest, and focuses the light down to ≤ 3 µm depending on
the wavelength (see section 5.2.1).
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Figure 6: The spot scan apparatus used to measure the IPRF of the e2v CCD90.
The CCD for which we are measuring the IPRF is an e2v CCD90 (SN 208) flightspare Kepler CCD. It was obtained through the NASA Ames Research Center, from the
Ball Aerospace Corporation. The sensor is housed in a Spectral Instruments 800 Series
camera. The original window was replaced with a fused silica window 500µm thick and
10mm in diameter, surrounded by a steel frame. Its small size reduces the amount of
stray light that reaches the CCD while still allowing thousands of pixels to be accessible
for measurements. The window was installed off-center and its location can be rotated
to access even more pixels if necessary (figure 7).
The camera used in the lab is only capable of being cooled to -45◦ C, much warmer
than the Kepler mission operating temperature of -85◦ C. This must be considered when
interpreting our IPRF measurements because photon absorption depth in silicon is temperature dependent; therefore, we expect the IPRF that we directly measure will be
slightly different than the IPRF at the Kepler operating temperature. This is discussed
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Figure 7: The same setup shown in figure 6, but the original camera window has been
replaced with a smaller fused silica window surrounded by a stainless steel frame.
further in section 5.6.
The setup uses an XYZ translation stage from Alio Industries to move the spot
instead of moving the camera itself. The minimum step size for the XYZ translation
stage is 2 nm, with bidirectional repeatability equal to 20 nm. By choosing to translate
the spot projector instead of the camera, the setup can be easily adapted to measure
the IPRF of other detectors by simply switching out the camera. The translation stage
and camera are both controlled by the same computer, which coordinates the stage
movement and image capture, allowing for the automation of an entire scan. The length
of a full scan depends on the exposure time chosen for the images as well as the size of
the region being scanned and the step size used.
For each wavelength, three scans were performed one after another. A 54x54 µm
region of the CCD centered on a pixel of interest was scanned in 1 µm steps with a
subarray of the CCD read out at each spot location. For each scan, the spot was first
stepped 54 times horizontally, then returned to the start of the row and stepped one
step vertically, then across the horizontal direction again. This process was repeated
until the whole region of interest was covered. Once a scan was completed, the spot was
moved back to its starting location before a new scan began.
Because focal distance is wavelength dependent, the spot was refocused for each
wavelength measured. To focus, the spot was located near the center of a pixel and
stepped through a series of focus positions with an image taken at each. The location
resulting in the peak brightness in the pixel of interest was used as the focal distance
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for that wavelength.

5.2 Spot Size Determination
As shown in equation 3, the PRF observed in an image is the convolution of the optical PSF with the IPRF. This indicates that, unless the pixel is illuminated with an
infinitesimally small point of light, which is not physically possible, what is measured
using the spot scan method is not the IPRF, but the IPRF convolved with the optical
PSF of the projected spot. Therefore, in order to isolate the IPRF, the shape and size
of the optical PSF of the spot must be well known.
A previous study using the same experimental setup that was used here determined that the shape of the PSF is roughly circularly symmetric and has a full-width
at half-maximum (FWHM) of about 4-5 µm at the largest.40 To get a more accurate
measurement of the PSF of the spot, a Cannon 120MXS CMOS sensor with 2.2 µm
pixels was used to measure the spot. Although these pixels are much smaller than the
pixels on the Kepler CCD, they are still too large to fully sample the optical PSF of
the spot if its size is on the lower end of the expected range or smaller, so the spot
size could not be reliably determined through direct imaging. Instead, the spot was
slowly translated across ∼3 pixels centered on a pixel of interest in 0.1 µm steps, with
an image captured at each spot location to create a supersampled intensity profile. The
spot size was expected to be wavelength dependent, so this process was repeated for
each wavelength for which the IPRF was measured.

Figure 8: Example of the 3 different fits made to the PSF measurement at 700 nm,
no window effects are included here. For each fit, the corresponding FWHM and 90%
enclosed energy diameter (EE90 ) are noted. Taken from Vorobiev et. al. 2019.41
To determine the size of the PSF of the spot, we must separate it from the IPRF of
the CMOS sensor used in the measurement. Unfortunately, we do not know the IPRF of
the Canon sensor with which we measured the PSF of the spot, so three possible IPRFs
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were assumed. Assuming a uniform response across the whole pixel (Rect function)
results in the smallest possible size for the corresponding PSF, while assuming a point,
or delta, pixel response results in the largest possible size for the corresponding PSF.
These IPRFs were used to determine the lower and upper bounds for the FWHM of our
PSF respectively. The most likely FWHM of the spot was determined by assuming a
Gaussian IPRF with 50% of the peak response at the edges of the pixel, which roughly
agrees with previous IPRF measurements of CMOS detectors.42, 43
To separate the PSF from the IPRF of the detector, a fit was made to the data
using each of the three possible IPRFs listed above. The assumed IPRF, held at a fixed
size and shape, was convolved with a spot, modeled as an Airy disk, whose width was
allowed to vary. The size of the Airy disk that resulted in the best fit to the data for the
given IPRF was recorded as the spot size. The fits for all three assumed IPRF shapes
for the 700 nm measurement are shown in figure 8.
The FWHM of the spot for all wavelengths measured are shown as the dark dots
in figure 9. In general, the spot size ranges from 1.25 to 2.50 µm, and is larger for shorter
wavelengths. For wavelengths ≥ 700 nm, the spot size is diffraction limited.
5.2.1 Camera Window Effects on Spot Size
The Kepler CCD used to measure the IPRF has a small fused silica window that is
500 µm thick located at the front of the camera housing. This window is expected to
increase the spot size projected onto the CCD due to spherical aberration. To determine
the effects of this window on the PSF of the spot, the spot size measurements were
repeated following the same procedure outlined above at 3 wavelengths with a window
identical to that of the CCD camera housing placed in front of the Cannon sensor. The
window was carefully placed at the same distance from the Canon sensor as the window
in front of the Kepler CCD.
As expected, the spot size measurements with the window in place were larger
than those without. The results of the spot size measurement with and without the
window in place are shown in figure 9. With the window in place, the reported spot size
ranges from 2 to 3 µm FWHM depending on wavelength and the assumed IPRF. The
window and the choice of IPRF have a larger effect on the measured spot size in the
infrared, than at shorter wavelengths.
It should also be noted that the Cannon sensor had its own window (of unknown
thickness) located just in front of the detector. It is unclear exactly what effect this
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has on the spot size measurement, but to be safe, we use the fit to the “with window”
measurements as the spot size in our IPRF measurements, knowing that these measurements are most likely slightly larger than what is present on the CCD during IPRF
measurements.

Figure 9: The size of the optical spot as measured for different wavelengths. The error
bars show the upper and lower limits found by assuming a delta-like and a uniform IPRF
respectively. The dark points show measurements made without the fused silica window
in place, the lighter points are the measurements made with the window placed in front
of the detector.

5.2.2 Effects of Spot Size on the Measured IPRF
One of the main effects that the IPRF attempts to characterize is diffusion of light
incident on one pixel into neighboring pixels. However, because we are illuminating
our pixels with a spot that has some physical size, at scan locations near the edges
of a pixel, some light from the spot will be incident on the neighboring pixel and this
effect will mimic diffusion in our IPRF measurements. To better understand this effect,
we simulated spot scans for three different spot sizes assuming pixels with a perfectly
uniform IPRF. In this case, any blurring observed is due to the physical size of the spot,
not diffusion. Results of these simulations are shown in figure 10.
The first row of this figure maps the maximum pixel value recorded for all spot
locations, each plot has been peak normalized. This is analogous to the probability
27

A. M. Irwin

Master’s Thesis

Figure 10: Results of spot scan simulations with different spot sizes and a uniform
IPRF. The top row shows the peak-normalized raw output from a simulated scan. This
is analogous to the “probability” that a photon is recorded in a particular pixel as a
function of spot position. The middle row shows the response of a single pixel as a
function of spot position. The bottom row shows a horizontal profile across the maps
shown in the second row compared to the profile of our actual scan at 800 nm, as well
as the perfect IPRF modeled here (gray line).
that a photon will be recorded in the pixel the spot is centered on as a function of
spot position. The second row shows the response of the pixel of interest for all spot
locations. It is evident that the pixel of interest still records some signal when the center
of the spot is located over neighboring pixels, appearing to blur the pixel boundaries.
This blurring effect is more pronounced for larger spot sizes.
The third row of this figure is the one we are most interested in. Here, the true
pixel response is shown in gray, the simulated response as measured by the spot scan is
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shown in black, and the actual response measured for our CCD at 800 nm is shown as the
red dashed line. For the 2 µm and 4 µm spot sizes, the response measured with blurring
solely due to the physical size of the spot (i.e. no diffusion) is easily distinguished from
the measured response at 800 nm for which diffusion occurs. For an 8 µm spot, the
amount of blurring due to the spot size becomes indistinguishable from the blurring due
to diffusion in the measured response shown. In this case, it would be very difficult
to distinguish the effects due to the physical size of the spot from the effects due to
diffusion.

Figure 11: Results deconvolving the PSF from the measured pixel response to reconstruct
the (known) IPRF. For the reconstruction of the IPRF using the 8 µm spot, large errors
are introduced.
Figure 11 shows the attempt to reconstruct the known IPRF by performing LucyRichardson deconvolution on the simulated response measurement and the spot for four
different spot sizes. This plot confirms the observations made of figure 10 that up to a
spot size of about 4 µm, the effects due to spot size can be separated from the effect due
to the pixel response (i.e. the true IPRF is pretty well recovered using deconvolution).
The pixel size used in these simulations was chosen to match that of the CCD used to
measure our IPRF which has pixel pitch 27 µm, therefore a spot size of ∼1/6 the pixel
size or smaller is required to accurately reconstruct the IPRF of the pixel.
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5.3 Measurement Results
Raw measurements of the pixel response must be deconvovled from the PSF of the spot
to determine the IPRF. Figure 12 shows profile plots along the parallel direction of the
raw results as well as the deconvolved IPRF for all wavelengths measured. The edge
plots show the profile of the volume normalized 2-D maps along the parallel direction.
The “Original” data are shown with 2σ uncertainty shaded about the line. To be exact,
using the three spot scans performed at each wavelength the bounds are calculated as:
lower bound = median - 2σ and upper bound = median + 2σ, where σ is the standard
deviation of the scans taken at that wavelength.
The spot size has a larger effect on the results of short wavelength scans than on
long wavelength scans. The majority of photons at shorter wavelengths are absorbed
within the first few microns of the silicon, farther from the gates, so we expect a significant amount of the blurring to be due to diffusion, and very little to be due to the
physical size of the spot (as discussed in section 5.2.2); therefore, deconvolution of the
spot should not have a large effect on the shape of the IPRF. For wavelengths ≥ 700
nm, the deconvolutuion has a greater effect on the resulting IPRF. The photons at these
wavelengths travel further into the Si, and many are absorbed in the depleted region,
making diffusion much less likely. Therefore we would expect the effects due to the spot
size to be more significant as is seen in this figure.
For better comparison, edge plots of the deconvolved IPRF for three wavelengths
in both the serial and parallel directions are shown in figure 13. These plots were created
the same way as the edge plots described above. Because the IPRF is volume normalized
the profiles can be directly compared to each other, unlike peak-normalized plots which
can only be used for relative comparisons of IPRF shape.
For short wavelengths, the IPRF is smooth and shows Gaussian-like fall-off towards the edges. As the wavelength increases, the IPRF becomes flatter and the fall-off
near the edge of the pixel is steeper. The more gradual fall-off observed for shorter wavelengths is the result if diffusion into neighboring pixels. As the wavelength increases,
photons are more likely to be absorbed closer to the gates in the depletion region and
less likely to diffuse, resulting in the more well-defined edges observed in the IPRF at
long wavelengths.
Also at long wavelengths, effects due to the gate structure become visible. The
gates that make up a pixel create varying electric fields along the parallel direction of
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the device, and more uniform electric fields along the serial direction (the direction along
which individual gates are laid). This causes the IPRF to show more variation along
the parallel direction, and a more uniform profile in the serial direction in the 850 nm
profiles shown in figure 13.
To highlight the wavelength dependence of the shape of the IPRF, peak-normalized
2-D contour plots are shown in figure 14. The extent of the IPRF into neighboring pixels is clearly shown here, indicating that the contribution of diffusion to the IPRF is
more significant for shorter wavelengths, while the IPRF at longer wavelengths is more
confined to the central pixel. Also, the IPRF at short wavelengths is almost circularly
symmetric, while at longer wavelengths the shape is more square, and more structure
is observed in the parallel direction than the serial direction as was seen in in the 850
nm profile plots. These results are similar to those observed in previous studies of other
back-thinned CCDs.
While these individual IPRFs are useful in understanding the wavelength dependence of the IPRF, they cannot, on their own, be used to correct data from Kepler which
is collected using a broad spectral band. Therefore, in order for these measurements to
be useful, we must combine them to create an “effective” IPRF that can be applied to
the data.
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Figure 12: Profiles of the 2-D raw results (volume-normalized) are corrected using LucyRichardson deconvolution to separate the IPRF from the PSF of the optical spot.The
original edge profiles are shown with the 2σ uncertainty range shaded around the line.
For most scans, the uncertainty falls within the thickness of the line. Profiles created
by volume normalizing the 2-D raw results or IPRF and summing along columns of the
2-D arrays.
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Figure 13: Profiles along the parallel and serial directions of the measured IPRF for
three representative wavelengths shown as profiles based on the volume-normalized 2-D
maps. Profiles created by volume normalizing the 2-D IPRF data array and summing
along columns for the parallel profile and rows for the serial profile.
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Figure 14: Contour plots of the IPRF at all measured wavelengths. Each map is peaknormalized to show the wavelength dependence of the IPRF shape.
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5.4 The Effective IPRF
The individual IPRF measurements for wavelengths across the Kepler spectral band are
only useful when combined into an “effective” IPRF, which depends on the spectrum of
the object being observed, as well as the overall Kepler response. We suggest calculating
this effective IPRF using a weighted average based on the stellar spectrum of the star
that has been scaled by the Kepler response. The Kepler response and examples of
stellar spectra of a G1V star and an M2V star are shown in figure 15a.
To obtain an effective IPRF, the stellar spectra are first scaled by the Kepler
response. The peak normalized, scaled spectra are shown in figure 15b. The scaled
spectra are then used to weight the IPRF measurements to create the effective IPRF.

Figure 15: a) The peak normalized intensity of a G1V star and an M2V star, and the
Kepler response curve (thin black line). b) The same two stellar spectra, this time scaled
by the Kepler response curve. The scaled stellar spectra have been peak normalized after
scaling.
For each wavelength at which the IPRF was measured, the area under the curve
for a 50 nm section of the scaled spectrum of the star of interest, centered on the
wavelength of interest, is summed. This value is used as the weight for the corresponding
IPRF measurement in the weighted average. A comparison of edge plots of the effective
IPRFs for an M star and G star, as well as the effective IPRF taking only the Kepler
response into account, are shown in figure 16.
We expect that the slight differences in the shapes of the effective IPRFs shown
in this plot will have an effect on aperture photometry once the response per unit aera
shown is integrated over the entire pixel area. Although the significance of these effects
is not yet known, using the appropriate effective IPRF for the stellar type of the star
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being observed may allow for better corrections and result in slightly better photometric
precision than using the effective IPRF calculated using only the Kepler response curve.
This will be tested in future simulations of Kepler photometry.

Figure 16: The “effective” IPRF for an M star and a G star compared to the weighted
Kepler IPRF in the parallel and serial directions.

5.5 Spatial Uniformity
Pixel-to-pixel non-uniformity of the measured IPRF can arise due to non-uniformity in
the fabrication process of a CCD. Factors such as the structure of the gate electrodes,
thickness of the Silicon-oxide insulation layer, and doping uniformity in the epitaxial Si
layers can affect the electric field structure within a pixel, which in turn can affect the
IPRF of the pixel. Generally, scientific grade CCDs exhibit fantastic spatial uniformity,
so we expect the spatial uniformity of the IPRF to be excellent as well.
A previous study reported that, as expected, the IPRF of a CCD does not change
significantly from one pixel to another.29 Therefore, for this experiment we measured
the IPRF for a single pixel of interest for all wavelengths. However, for the sake of
completeness, we show a comparison between the results found here and the results of a
previous study using the same CCD, but a different pixel of interest.40 Comparisons of
the IPRFs of the two pixels measured at three different wavelengths are shown in figure
17.
The two pixels measured were 1.566 mm (about 58 pixels) apart on the detector,
and their measured IPRFs show good agreement. The IPRF of the pixel from the
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previous study (pixel b) is shown in blue with uncertainty (2σ range), and the IPRFs
measured in this experiment are shown as a black line. There is more uncertainty in
the IPRF along the serial direction than the parallel direction. While there are some
minor differences in the IPRF measured for the two pixels, they seem to agree well
along both directions of the pixel. Because the fabrication process is the same for the
CCD measured here and the CCDs used on the Kepler Space Telescope, and the IPRF
appears to show good spatial uniformity across the CCD measured, the IPRF measured
here should apply to the CCDs used in the Kepler mission as well.

Figure 17: Edge plots along the parallel direction (top row) and serial direction (bottom
row) for the current study (pixel a) and the previous study using a different pixel (pixel
b). For pixel b, the measured IPRF is shown with the 2σ uncertainty defining the shaded
region.

5.6 IPRF Temperature Dependence
The structure of the IPRF is highly dependent on pixel structure and the absorption
depth in Si of the incident photons. We have shown that because the detector being
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measured is a thinned, back-illuminated CCD, longer wavelength (red) light is absorbed
deeper in the Si, closer to the gate structure, and exhibits more defined structure and less
diffusion; while short wavelength (blue) light is absorbed farther from the gate structure
and results in a smoother IPRF that extends further into neighboring pixels due to
diffusion.

Figure 18: The change in absorption depth in Si from -45◦ C to -85◦ C.
However, absorption depth in Si changes not only with wavelength, but also with
temperature as was discussed in section 3.2. The camera used to measure the IPRF of
the Kepler CCD is only capable of being cooled to -45◦ C, while the CCD array aboard
the Kepler Space Telescope is kept at an operating temperature of -85◦ C. Therefore
our measured IPRFs cannot be applied to Kepler data without first considering the
temperature dependence of the IPRF.
We explored this temperature dependence analytically using the model described
by Rajnakan et al.36 to calculate the absorption depth in Si at different temperatures.
This model is applicable across our entire wavelength range of interest, and has been
shown to be accurate for temperatures ranging from 20 to 500K. The absorption depths
for temperatures of -85◦ C, -45◦ C, and +10◦ C are shown in figure 5. In general, the
absorption depth increases as temperature decreases, but the change in absorption depth
is larger for longer wavelengths.
To account for this change in absorption depth, we calculate the shift in wavelength that results in the same absorption depth in Si for -45◦ C and -85◦ C, the results of
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this calculation are shown in figure 18. The IPRF measured in the lab at -45◦ C should be
equivalent to the IPRF at -85◦ C that corresponds to this shifted wavelength. Since the
absorption depth in Si increases as temperature decreases, the equivalent wavelengths
are all shifted towards the blue with a median shift of 18 nm; which is comparable to our
spectral resolution ∆λ = 15 nm, and much smaller than the difference between wavelengths for which the IPRF was measured. Therefore, we believe changes in the effective
IPRF will be minor for this change in temperature, so the effective IPRFs calculated
here should also be applicable to Kepler data.

5.7 Focus and F-number Considerations
Further considerations as to whether or not we can directly apply our measured IPRF
to Kepler data involve our method of focus and the f-number (f/#) of our system.
Where we focus our spot within the Si has an effect on the spot size observed by our
detector due to the absorption depth in Si at different wavelengths, as well as the f/#
of the microscope objective used to create the spot. Because we are using a fast beam
(f/1.146), the light diverges quickly before and after the focus, and where the spot is
focused affects the observed spot size (as opposed to the spot size at the beam waist).
If we do not take this into account, we may attribute “diffusion” to our IPRF that is
actually divergence in the beam. This is dependent on the optics of the system being
used and not an inherent property of the detector that we are trying to measure.
For a spot focused on the surface of the Si, the observed spot size will be different
depending on the illuminating wavelength, even if the size of the beam waist remains the
same. For the shortest wavelengths used, most of the photons will be absorbed within
the first 0.5 µm of the Si, very close to the focus (figure 19a). In this case, ignoring
diffusion, the observed spot size will be almost the same as the size of the beam waist.
For longer wavelengths, photons are absorbed deeper in the Si (figure 19b) and diverge
farther from focus before being absorbed. Because of this divergence the observed spot
size will be significantly larger than the size of the beam waist. In this case, using a
measurement of the beam waist as the spot size would result in some of the spread caused
by the divergence of the beam to be attributed to diffusion in the IPRF. Therefore, the
observed spot size for each wavelength must be measured and used to determine the
IPRF, not the size of the beam waist. This is achieved using the spot size measurement
technique described in section 5.2.1.
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Figure 19: How the observed spot size is affected by the absorption depth in Si of the
illuminating light. In both cases shown the beam is focused at the surface of the Si and
the shaded gradient shows how far photons penetrate the Si. The resulting observed spot
size in each case is shown at the bottom of the figure. a) Short wavelength light will be
absorbed very close to the surface of the Si. Therefore, ignoring diffusion, the observed
spot size will be very close to the size of the beam waist. b) For longer wavelength light,
photons are absorbed deeper in the Si, resulting in an observed spot size that is larger
than the beam waist.
Furthermore, to achieve the smallest observed spot size possible for each wavelength, and therefore the most reliable IPRF measurement, the beam must be focused
at different depths within the Si depending on the wavelength of light being used. For a
spot of long wavelength light focused on the surface of the detector, all photons absorbed
in the Si diverge from focus resulting in a large observed spot size. By focusing the beam
at some point within the Si, the divergence from the focus can be minimized; however
to determine this point, the absorption depth of the wavelength of light being used must
also be taken into account.
Following O’Connor et al.,56 the expected shift in objective position away from
the position corresponding to focusing at the surface of the sensor can be found using
the following two equations. First, to calculate the size of the beam at any point z below
the surface of the sensor for a given shift δ,
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where σw is the spot size at the beam waist, z is the distance below the sensor
surface, n is the index of refraction, f is the f/# of the microscope objective or telescope,
and δ is the shift in objective position away from the position corresponding to focusing
at the surface. Here, δ > 0 is a shift towards the detector resulting in focus occurring
below the surface of the detector, and δ < 0 is a shift away from the detector, resulting
in focus occurring before surface of the detector. Then, to determine the observed spot
size,
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where d is the detector thickness, in this case d ∼ 20µm, and labs is the absorption
depth in Si for the wavelength of light illuminating the sensor.

Figure 20: σdiv as a function of for λ = 400 nm, λ = 650 nm, and λ = 850 nm. The
point corresponding to the smallest spot size and, therefore, the ideal objective shift is
shown as a red point for each wavelength shown. For these calculations σw = 2 µm,
which may or may not accurately represent the spot size at the waist of the beam used
in this experiment. Changing σw does not change the ideal shift.
For each wavelength, σdiv was calculated for a range of objective position shifts
(all positive) to determine the shift required to obtain the smallest observed spot size
possible. The results for three wavelengths are shown in figure 20, and the expected
shifts for all wavelengths are shown in figure 21(a). Once δ is known, it is possible to
determine the ideal depth at which the beam comes to focus for each wavelength using
41

A. M. Irwin

Master’s Thesis

Snell’s Law and geometry. The ideal focus depths, or the focus depth corresponding to
the smallest observed spot size, for all wavelengths are shown in figure 21(b). For the
shortest wavelengths the ideal focus, occurs at the surface of the detector, and the depth
of the focus increases as wavelength increases.

Figure 21: (a) The expected shift in objective position from the position corresponding
to focus at the Si surface. (b) The position of the focus below the Si surface that results
in the minimum observed spot size.
In this experiment, to focus the spot on the detector at each wavelength, a method
was used that maximizes the amount of light detected in a single pixel (see section 5.1).
Using this method, the spot is focused at the point within the Si for which the observed
spot size is minimized. Therefore, we should be focusing near the locations of ideal focus
shown in figure 21(b). This method was used for both the spot size measurement and
the IPRF measurements.
By using this focus method we minimize the observed spot size, and the spot
size measurement technique described in section 5.2.1 measures the observed spot size
created by our beam, not the size of the beam wait. Therefore, our IPRF should not
contain effects that are dependent on the divergence of the beam due to the f/# of the
system used to make the measurement. Because of this, the measured IPRF should be
able to be directly applied to Kepler data without any corrections to account for effects
caused by the f/# of the system.
5.7.1 Chromatic Aberration in the Microscope Objective
The microscope objective used to form the spot is a Plan Apochromat objective, meaning
it has been corrected to maintain very close to the same focal length across a specific
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wavelength range (480-1800 nm). By comparing the results of the calculations shown
in section 5.7 to the actual objective shifts required to focus in this experiment, we find
that the focal length of the microscope objective does change with wavelength.

Figure 22: Objective position at ideal focus for all wavelengths used. For all wavelengths
greater than 400 nm the shift is larger than would be expected given the ideal shifts
shown in figure 21(a). All shifts shown are towards the detector.
For the 400 nm measurements, the spot is focused at the surface of the detector.
If the focal length of the objective is exactly the same for all wavelengths used, the
shift in objective position from the 400 nm position required to focus the spot at other
wavelengths should exactly match the ideal shifts shown in figure 21(a). However, we
observe larger shifts than expected for all wavelengths greater than 400 nm. The changes
in objective position required to focus the spot for all wavelengths are shown in figure
22, positive shifts are towards the detector.
The change in focal length can be calculated by subtracting the actual shift in
objective position from the expected shift, assuming we are focusing at the exact depth
shown in figure 21(b) for all wavelengths. The results of this calculation are shown in
figure 23. In general, the focal length tends to decrease as wavelength increases, and
the magnitude of the largest change in focal length is 29.1 µm, or 0.29%. The step-like
appearance of the data is caused by the large step sizes used to focus the spot in this
experiment. For a more accurate measurement of the change in focal length, this would
need to be repeated with smaller step sizes used in the focusing technique.
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Figure 23: The change in focal length of the microscope objective from the focal length
at 400 nm assuming we are focusing at exactly the absorption depth calculated in figure
5 for -45◦ C. The uncertainty given is the depth of focus of the beam at each wavelength.

44

A. M. Irwin

Master’s Thesis

6. SUB-PIXEL QE VARIATIONS
Ideally, every photon incident on a CCD will produce a photoelectron, and every photoelectron produced will be collected and counted. This is never the case though, and
the ratio of the number of photoelectrons generated to the number of incident photons
is called the quantum efficiency (QE) of the detector:
QE =

nph
,
npe

(6)

where nph is the number of incident photons, and npe is the number of photoelectrons.
Measuring the signal in a single pixel of interests in our spot scan images leads
to a measurement of the IPRF as discussed in section 5. If we instead analyze the signal
within an aperture surrounding our pixel of interest, we observe sub-pixel variations in
QE. This section discusses the aperture photometry performed on our spot scan images,
and the resulting sub-pixel QE variations measured.

6.1 Aperture Photometry of Spot Scan Images
Aperture photometry was performed on individual spot scan images for all scans at all
wavelengths measured following the method described in section 2.1. Curve of growth
analysis and SNR curves indicated that a 3x3 square aperture was ideal for these measurements. For stellar aperture photometry, it is common for a significant percent of
the light to fall outside of the selected aperture. Here we have an isolated PSF that is
much smaller than an individual pixel, and it was found that ≥95% of the total energy
was contained within this 3x3 region for all spot locations and wavelengths. Therefore,
changes in the flux within the aperture should be caused by actual variations in sub-pixel
QE, not by light falling outside of the aperture due to spot location.
While trying to determine the ideal aperture size, it was found that the images
did not have a uniform background, which was causing issues with the background annulus calculations. To deal with this, a background image was constructed by averaging
all images in a scan, removing the region surrounding the pixel of interest so no light
from the spot was included, and applying a fit to the region removed based the surrounding pixels. This background image was subtracted from each individual image in
the scan, resulting in a much more uniform background, and better aperture photometry
measurements.
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After background subtraction, aperture photometry was performed on each individual image for each scan at each wavelength. The aperture was allowed to move to be
centered on whichever pixel the spot was incident on in order to keep ≥95% of the light
within the aperture for each image. The results for all three scans at each wavelength
were averaged to give the final result. The variations in sub-pixel QE across a single
pixel for three wavelengths are shown in figure 24. The values in each panel of figure 24
have had their mean set as the zero value, and the values in the color bar show percent
changes in signal within the aperture.

Figure 24: Sub-pixel QE variations for three wavelengths of light. The zero value shown
is set to the mean value of the array, the scale shows percent variations in QE.

6.2 Discussion of Results
Analysis of spot scan images using aperture photometry revealed sub-pixel QE variations for all wavelengths analyzed. Like the IRPF, the sub-pixel variations in QE are
wavelength dependent. The sub-pixel QE variations are more uniform for shorter wavelengths, and show more structure at longer wavelengths. The QE is observed to vary by
up to 7% at the longest wavelengths, while the smallest variations of ∼2% are observed
in the middle of the wavelength range measured, and the shortest wavelengths show
variations between these values.
At long wavelengths, the pattern observed matches well with the known pixel
structure of the CCD used in our measurements. The e2v CCD90 is a 4-phase CCD,
meaning each pixel is made up of 4 gates along the parallel direction. In the 800 nm plot
in figure 24, four distinct columns are observed (dark, bright, bright, dark) that line up
with where we would expect the gate structures to be located within the pixel.
Also of interest is the spot on the left side of each of the plots shown in figure 24
that is darker than the surrounding are in the 450 nm and 600 nm plots, and brighter
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than the surrounding area in the 800 nm plot. This is most likely a grain of dust located
over the pixel that is absorbing photons at short wavelengths and causing interference
effects at long wavelengths. We do not attribute the values in this area to actual subpixel QE variations.
The exact mechanism, or mechanisms, responsible for the QE loss at certain
pixel locations is unknown. However, we think it is likely that the structure observed at
long wavelengths is at least partially due to reflections off of the gates. As is shown in
figure 4b for back-illuminated CCDs, short wavelength photons are unlikely to reach the
gate structure of the CCD, resulting in a more uniform QE map, but it is likely that a
decent number of long wavelength photons will make it all the way through the silicon.
Depending on where they strike the gate structure, some photons may be more likely
to be reflected back into the silicon than others and have a second chance to generate
charge and be collected. If this is the case, we would expect the areas with higher QE
values to be locations for which the gate structure exhibits higher reflectivity.
Along with the IPRF, the observed sub-pixel QE variations may have a nonnegligible effect on aperture photometry. The simulated aperture photometry discussed
in section 7 does not yet take the measured sub-pixel QE variations into account, but it
will be included in future studies.
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7. SIMULATED APERTURE PHOTOMETRY
Now that the IRPF has been measured, we are interested in how the presence of subpixel sensitivity variations affects the photometric precision of aperture photometry. To
analyze this, we have created a model that could be easily adapted to study the effects
of different IPRFs, as well as the one measured here.
For now, the aperture photometry simulation is kept very simple and general,
taking into account only spacecraft jitter, drift, the measured IPRF, shot noise, and read
noise. Later, more robust simulations of Kepler aperture photometry will be created
to better understand the effects caused by the measured IPRF in this specific case and
to test methods for correcting error introduced by the IPRF, as well as to attempt to
extract a precise optical PSF using knowledge of the Kepler PRF and IPRF.
Because we are using the IPRF as measured on the Kepler CCD, some of the
parameters for the simulation are selected to match those of the Kepler mission, but
much has been simplified and we focus on how the noise sources studied affect photometric
precision in general.

7.1 Simulated Observations
To study the effects of the measured IPRF on aperture photometry, as well as the
effects of spacecraft jitter and drift, observations were simulated for stars across a range
of magnitudes. All stellar magnitudes in this section are given in terms of their Kepler
magnitude (Kp). The flux observed at the detector for a given Kepler magnitude is
given by the equation
fkep = 10−0.4(Kp−12) · f12 ,
(7)
where fkep is the flux detected by Kepler in e− /s, Kp is the Kepler magnitude, and
f12 = 1.74 × 105 e− /s is the flux of a G2V star with Kp = 12.21 We model observations
across the magnitude range 12.0 to 16.5 Kp in half magnitude increments. For each
magnitude, ∼3500 six second CCD integrations were simulated, which corresponds to
about 6.5 hours of Kepler data. Each simulated image is 35x35 pixels in size and contains
only one star, but background signal and various noise sources are included.
7.1.1 The Model PSF
For each simulated image, a super-sampled stellar PSF is created (figure 25) to match
two main features of the Kepler PSF: 50% enclosed energy within the central pixel when
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the PSF is centered on the pixel and a 95% enclosed energy diameter of ∼4 pixels,9, 20, 21
this resulted in a PSF with a full-width at half-maximum (FWHM) of ∼1 pixel. The
PSF is known to vary across the Kepler CCD array, so the parameters were chosen
to represent features of the average PSF shape. The Kepler PSF is also known to be
wavelength dependent and asymmetric with high spatial frequency features. We have
not tried to recreate these features and instead adopt a simplified version created by
summing two circularly symmetric Gaussians. Although we chose to match certain
features of the Kepler PSF, this level of undersampling is typical of many wide-field
surveys.24, 57, 58

Figure 25: The super-sampled PSF corresponding to an 11x11 pixel region of the simulated array.
In order to appropriately convolve our PSF with the measured IPRF, the PSF
must be defined at the same resolution as our IPRF. The IPRF was measured in 1 µm
steps across the 27 µm pixels, so the same was done for our super-sampled PSF. For
each magnitude, the PSF is scaled using equation 7 to give the appropriate flux. The
PSF and the effective IPRF for a G star are then convolved. Before convolution, the
IPRF is volume normalized so that the overall flux across the entire PSF remains the
same. After the convolution, the array is binned into pixels by summing 27x27 regions
of the array as shown in figure 26a.
Shot noise from both the source and background signal as well as read noise
are then applied to this array. Here we use the median read noise reported for Kepler,
which is 86 e− /pixel.21 This is the final image on which the aperture photometry will
be performed.
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Figure 26: a) The same PSF shown in figure 25 binned into pixels. The PSF of this star
is centered on a pixel. b) The binned PSF of a star centered near the corner of a pixel.
7.1.2 Modeling Spacecraft Jitter and Drift
To model spacecraft jitter, for each image the PSF position is randomly selected from
a Gaussian distribution centered on a specified region of a pixel. The selected position
is used as the location of the center of the PSF of the star for that image. Jitter
distributions with standard deviations of 0.03 pixels and 0.06 pixels were modeled. These
jitter values are larger than the values reported for Kepler ,9, 59 but are typical for other
missions with lower pointing stability such as CubeSat missions.60 The purpose here is
to show how the measured IPRF affects aperture photometry for a range of motions of
stars across the CCD pixels.
For simulations with drift, PSF positions are also randomly selected from a Gaussian jitter distribution, but the mean of the distribution is moved in incremental steps
across the pixel for each exposure. For drift models, the jitter distribution with σ = 0.06
pixels was used. We have simulated observations with drift across half of a pixel, as well
as across a full pixel width to study how different amounts of drift affect the resulting
photometry. Examples of selected PSF locations with different jitter magnitudes and
with and without drift are shown in figure 27.
For each magnitude, observations for five different stars with jitter distributions
centered on different areas of the pixel were simulated. This was done to account for the
fact that the IPRF varies across the pixel and is not perfectly symmetric. Depending
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Figure 27: Examples of Gaussian jitter distributions with σ = 0.03 pixels (upper left) and
σ = 0.06 pixels (upper right) and modeled drift across half of the pixel width (bottom
left) and a full pixel width (bottom right). For models with drift, a jitter distribution
with σ = 0.06 pixels is used.
on where a star is located on the pixel, the IPRF will affect the resulting photometry
differently. In actual photometry, stars can be centered at any point within a pixel, so
we account for stars located in multiple regions of the pixel to accurately model how the
IPRF will affect real photometric measurements of many stars. The results presented in
section 7.3 are the average results of all five positions modeled.

7.2 Aperture Selection
To select apertures, Kepler used a method in which an ideal aperture for each target
was determined based on individual pixel SNR as well as overall aperture SNR. These
51

A. M. Irwin

Master’s Thesis

ideal apertures could be any size or shape;21, 61 however, Kepler can only store a limited
number of apertures on board, so the stored aperture that was a best match to the ideal
aperture was used for each target. Ideal apertures for each target star were computed
each quarter. These apertures were selected to maximize the SNR for the aperture
photometry to obtain the best photometric precision possible.
For our general aperture photometry analysis we use simple “circular” apertures,
without fractional pixels. For the purposes of this discussion, we define an observation
set to mean the set of all images for an individual star. An observation set is defined
by the magnitude and pixel location of the star, as well as the observing conditions
modeled for the observation (i.e. the amount of spacecraft jitter and/or drift modeled).
For example, each different group of dots in each different plot in figure 27 belong to
different observation sets.
The aperture size for each observation set is selected to maximize the SNR of
the aperture photometry of the whole set. The average value of the total estimated flux
within the aperture for each frame is used as the signal value, and the standard deviation
about this mean is used as the noise value; the reason we use this value for the noise is
discussed in detail in section 7.2.2. This is calculated for a range of aperture radii, and
the radius resulting in the maximum SNR is selected; this is discussed further in section
7.2.3. Because of the way the SNR is calculated, all images for a given observation set
will have the same aperture size, but the aperture size can vary from observation set
to observation set. Although the aperture size is the same for all images in a set, in
situations where spacecraft jitter or drift result in the star being centered on different
pixels, the aperture is allowed to move to be centered on the same pixel as the star.
In general, the same aperture size is selected for all observation sets modeled
under the same observing conditions, regardless of the location of the observation set
within a pixel. We found that the main factors resulting in the selection of different
aperture sizes were 1) the magnitude of the star, larger aperture sizes are selected for
brighter stars; and 2) whether or not drift is part of the model. In some cases, observation
sets modeled with drift result in a larger aperture being selected than for sets of the same
magnitude without drift. The rest of this subsection is dedicated to a detailed discussion
of how we select apertures for each observation set, and why we use this method for
aperture selection.
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7.2.1 Growth Curve Analysis
We have calculated growth curves for models with a perfectly uniform IPRF, as well as
the measured Kepler IPRF. Growth curves for simulated data of a star located at the
center of a pixel and a star located at the corner of a pixel are shown in figure 28. All
curves have been peak normalized and the scale is given as the % of the detectable signal
enclosed. Because the modeled PSF is the same for all simulated stars, the growth curves
shown are the same for all stars located in the same region of the pixel at all magnitudes.
No major differences in the growth curves for stars located in different corners of the
pixel were observed, so the growth curve for only one corner is shown.

Figure 28: a) Growth curves showing the percent of the maximum signal enclosed for
increasing aperture radii for stars located near the center of a pixel modeled with a
perfect IPRF and the measured IPRF. b) Growth curves for stars located near the
corner of a pixel modeled with a perfect IPRF and the measured IPRF. The shape of
the growth curves varies for small radii, but in all cases the maximum detectable signal
is collected at a radius of about 3 pixels.
The shape of the growth curves for stars located near the center of the pixel is
slightly different than the growth curves for stars located near the edges for small radii,
but both reach the maximum detectable signal at an aperture radius of ∼3-4 pixels.
For small apertures, less light is detected for stars near the edges of the pixel than for
stars near the pixel center. Apertures for radius r = 1 to r = 4 pixels are shown in
figure 29. For an aperture of radius r = 1 pixel, the aperture will be 5 pixels in area
in a “plus” shape centered on the brightest pixel. Figure 26a shows the binned PSF
of a star centered on the middle of a pixel, and figure 26b shows the binned PSF of a
star centered near the upper right corner of the central pixel. Due to the asymmetric
spread of the signal with respect to the brightest pixel for star b, the signal present in
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the r = 1 pixel aperture for this star would be significantly less than the signal present
in the aperture for the centered star. As the aperture radius increases, this asymmetry
has less of an effect on the aperture sum.

Figure 29: Apertures for radii r = 1 pixel to r = 4 pixels. Apertures are always centered
on the same pixel as the PSF.
Also for apertures with small radii, the signal contained within the aperture is
larger for observations using the perfect IPRF than observations using the measured
IPRF. With a perfect IPRF it is assumed that the pixel response is uniform across the
entire pixel, and that there is no diffusion into neighboring pixels. The decrease in signal
observed when the measured IPRF is used is due to diffusion into pixels that are located
outside of the aperture, which does not occur when a perfect IPRF is assumed. This
effect quickly diminishes with increasing aperture radius, and for both types of IPRF
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the maximum detectable signal is collected at the same aperture size.
From these growth curves, it was determined that any annulus with an inner
radius equal to, or larger than, 4 pixels would give an accurate background measurement.
This growth curve analysis along with analysis of SNR curves, indicated that using an
annulus with an inner radius 6 pixels larger than the chosen aperture radius and a
thickness of 5 pixels was ideal. Even for the smallest apertures selected, this annulus
selection method results in an annulus that does not include significant amounts of light
from our star. Also, since there are no other stars in our simulated images, we do not
need to worry about other sources contaminating the background signal in our annulus
when large apertures, and therefore large annuli, are selected.
Growth curves cannot, on their own, be used to determine the ideal aperture
size for each set of observations. Instead, they must be analyzed along with the raw
aperture photometry results for each image in the set and SNR curves. The raw aperture
photometry results (shown and discussed in section 7.2.2) reveal systematic trends in
the data that are not obvious from growth curves alone. Also, as mentioned in section
2.3, the goal of aperture photometry in exoplanet search missions is to maximize the
SNR of the time-series photometry, so SNR curves must be taken into account when
determining aperture size.
7.2.2 Systematic Effects Observed in Raw Aperture Photometry Results
When choosing the proper aperture size, one of the main goals is to mitigate systematic
effects while retaining the highest SNR possible. Figure 30 shows the total flux within
the aperture for observations with half pixel drift using a perfect IPRF (left) and the
measured IPRF (right) for stars with magnitude Kp = 12.0. Each point in the plots
is the aperture photometry result of a single image. The top row shows the result of
using an aperture with radius r = 2 pixels, and the bottom plots use an aperture of
r = 3 pixels. For all plots shown, the star is located near the corner of the pixel at the
beginning of the observation, drifts through the center of the pixel, and ends near the
corner diagonal from the starting position.
When the aperture size is too small, drift creates strong trends in the observed
data. In figure 30 this is seen as an arc in the r = 2 pixel plots. The peak of this arc
corresponds to the point at which the star is located near the center of the pixel. In
this case, the standard deviation of the aperture sums about the mean (σ) is strongly
influenced by this trend, making it much larger than the uncertainty calculated for a
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Figure 30: Raw aperture photometry results for four observation sets for Kp = 12.0
stars. Dots are the total estimated flux within the aperture for each image. Each plot
has had its mean set as the zero value so the spread in the points can be easily compared.
All plots are shown on the same y-scale. σap is the calculated uncertainty in a single
point, σ is the standard deviation about the mean for all points in the observation set,
s̄ gives the mean flux within the aperture for the whole set.
single aperture photometry measurement (σap ). The systematic effects due to drift are
exacerbated when the measured IPRF is used, as is evident by the more pronounced arc
in the upper right plot. Selecting this aperture size for this observation would result in
drift having a large effect on the resulting photometric precision, a situation we would
like to avoid.
By increasing the aperture radius (bottom row), these systematic effects can be
mitigated. The increased aperture size results in much less light being “lost” when the
star is centered near the edges of the central pixel compared to the middle because
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much less light is present in the PSF at this distance from the center, so small changes
in location have less of an effect on the total signal within the aperture. This results in
a much flatter light curve for which the standard deviation of the aperture sums about
the mean reflects the scatter in the points, not the trend due to drift. In this case, σ
less than in the previous case and is approximately equal to the uncertainty in a single
aperture sum σap . Any effects due to drift on the resulting photometric precision are
mitigated by this increase in aperture size.

Figure 31: Raw aperture photometry results for four observation sets for Kp = 16.5
stars. Dots are the total estimated flux within the aperture for each image. Each plot
has had its mean set as the zero value so the spread in the points can be easily compared.
All plots are shown on the same y-scale. σap is the calculated uncertainty in a single
point, σ is the standard deviation about the mean for all points in the observation set,
s̄ gives the mean flux within the aperture for the whole set.
For larger apertures, drift contributes even less to the overall uncertainty, but the
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increase in read noise causes the overall SNR to begin to decrease rapidly with increasing
aperture radius; this is discussed further in section 7.2.3. The key goal of our aperture
selection method is to mitigate systematic effects as much as possible, while maintaining
the highest SNR possible for the observation set in question. This becomes more difficult
for faint stars because read noise becomes problematic at smaller radii.
Figure 31 shows the raw aperture photometry results for stars with magnitude
Kp=16.5 using apertures with radius r = 1 pixel (top row) and r = 2 pixels (bottom
row). In this case, the trend due to drift is again observed for the smaller aperture, and is
not present in the results of the aperture photometry using a larger aperture. However,
increasing the aperture radius in this case increases the standard deviation about the
mean quite a bit. In these cases, the aperture with the highest SNR is selected, even
if there are still systematic effects in the data. As a result, the photometric precision
for faint stars will be affected more by these systematics due to a smaller aperture size
being selected to maintain the highest SNR possible. This is not ideal and we try to
avoid this wherever possible; however, in missions like Kepler these effects can often still
be mitigated after the fact using differential aperture photometry and detrending.
7.2.3 SNR Curves
The size of the aperture used for each set of observations is selected to be the radius at
which the SNR is highest. In many cases, this selection method mitigates the systematic
effects discussed in section 7.2.2, but is less effective at decreasing these effects for fainter
stars. Example SNR curves are shown in figure 32. These plots each show three curves,
1) the SNR curve using the individual aperture uncertainty; 2) the SNR for simulated
observations with a perfectly uniform IPRF; 3) the SNR for simulated observations with
the measured IPRF. Curve 3 (solid black) is the curve used to determine the aperture
radius for each observation set in our model. For the uncertainty calculation of the
aperture photometry of individual frames, the only noise sources considered are shot
noise and read noise. Curves 2 and 3 use the standard deviation about the mean of the
individual aperture flux measurements to calculate the SNR.
Data points for r = 2 and r = 3 pixels in figure 32b correspond to the the
raw aperture photometry results shown in figure 30. The data points in figure 32b for
r = 2 pixels correspond to the top row of figure 30, and the points at r = 3 pixels
correspond to the data shown in the bottom row of figure 30. The SNR calculated using
the uncertainty in a single aperture (σap in figure 30) peaks at r = 2 pixels; however, at
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Figure 32: The SNR curves for stars with magnitude Kp = 12.0 (top) and Kp = 16.5
(bottom) without drift (left) and with drift (right).
this radius the systematic effects due to drift still have a large influence on σ as shown
in the raw photometry results plot, causing the SNR calculated using this value to be
much lower.
The SNR curve for the measured IPRF in 32b peaks at r = 3 pixels (where
σ ≈ σap ), and the effects due to drift are mitigated as shown in figure 30. If the aperture
size were to be selected based on the single aperture SNR, systematics such as pointing
drift would have a significant effect on the resulting photometric precision. Using the
aperture size corresponding to the peak of the measured IPRF SNR curve reduces the
systematic effects on the resulting photometric precision, and maximizes the SNR of the
ensemble of measurements in the set. The same is true for the observations with no drift
shown in figure 32a, but for all aperture radii in this case the systematic effects are not
as significant.
For fainter stars, the same selection method is used, but as is evident in the
bottom row plots of figure 32, the individual aperture SNR peaks at the same radius as
the ensemble SNR and σ 6= σap at this radius. In these cases, an aperture with radius
r = 1 pixel is chosen based on the SNR curve, but as shown in figure 31, systematic
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effects will still be significant using this aperture size. This will result in spacecraft jitter
and drift having a larger effect on the photometric precision of faint stars than bright
stars.
In general for our model, larger apertures are selected for brighter stars, and
at certain magnitudes larger apertures are selected for observations with drift than for
observations with only jitter. Using the method described here, our selected apertures
range in size from r = 1 pixels (5 pixels in area) for the dimmest stars with no drift,
to r = 3 pixels (29 pixels in area) for the brightest stars when drift is included in the
model. Depending on the aperture size used, we expect systematic effects to be more or
less evident in the resulting photometric precision.

7.3 Effects on Photometric Precision Due to IPRF
To determine the effects of the measured IPRF on aperture photometry, we plot the
photometric precision achieved at each magnitude under different observing conditions.
The photometric precision in parts per million at a given Kepler magnitude is defined
as:
σS
× 106
(8)
p= √
N × Savg
where p is the photometric precision in parts-per-million, σS is the standard deviation
about the mean for all aperture flux measurements in an observation set, N is the
number of reads performed in the set, and Savg is the average signal in an aperture after
background subtraction.
Figure 33 shows the photometric precision for all of the observation conditions
modeled using a perfectly uniform IPRF. The curve labeled “perfect IPRF” shows the
result of observations modeled with no spacecraft jitter or drift using a perfect IPRF
and is considered the baseline, or the best possible precision that could be achieved
with no systematic effects. Deviations from the noise limit for this curve are due to the
placement of the five modeled stars across the pixel. For apertures with small radii, as
is the case for faint stars, stars located near the corner of the central pixel result in less
light being recorded in the aperture than for a star located at the center of the pixel
as shown by the growth curve plots in figure 28. This adds some noise to the average
measurement that is not accounted for in the calculated noise limit.
As expected, the systematic effects due to a stars movement across a pixel are
larger for fainter stars because of the aperture size used as discussed in previous sections,
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Figure 33: Photometric precision averaged over all PSF locations using a perfect IPRF
in the model.
but there are still observable effects for the brightest stars as shown in the inset plot in
figure 33. For all magnitudes, the more a star moves across a pixel during an observation,
the larger the observed effects on the aperture photometry are.

Figure 34: Photometric precision averaged over all PSF locations for observations using
the measured IPRF in the model.
To observe the effects of the IPRF in each of these cases, we compare figure
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33 to figure 34 which shows the photometric precision for observations with the same
conditions, but which include the measured IRPF in the model. The same systematic
effects present in the plot without the measured IPRF are still present in this plot, but
any decrease in photometric precision from figure 33 to figure 34 is due to the measured
IPRF. The scale of the y-axis is the same for both plots to allow for easy comparison.
In all cases and at all magnitudes, the measured IPRF causes a decrease in
photometric precision. Similar to the other systematic effects, the effect due to the
measured IPRF is larger for faint stars than for bright stars. The measured IPRF also
has a larger effect on the photometric precision of observations modeled with drift than
on observations modeled without drift. In general, the more a star moves across a pixel,
the larger the effect due to the IPRF will be, and the more important it is to account
for these sub-pixel sensitivity variations.
Current exoplanet search missions such as Kepler and TESS attempt to account
for sub-pixel sensitivity variations without a priori knowledge of the IPRF through
detrending. However, knowledge of the IPRF can be used to improve these methods
and further mitigate systematic effects on photometry. This could be even more useful
for TESS than for Kepler because the TESS passband is shifted further into the red
where we observe more structure in the IPRF, and the mission focuses on fainter stars
for which these effects are more significant.
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8. CONCLUSIONS
8.1 IPRF Measurement
The IPRF of a back-illuminated e2v CCD90, the same CCD model used in the Kepler
mission, was measured for wavelengths across the Kepler spectral band. The measurements show strong wavelength dependence, with more diffusion being observed for
shorter wavelengths, and small-scale structure present at longer wavelengths. These
results show good agreement with previous studies of other back-illuminated CCDs.
Also, a method was suggested for creating an effective IPRF which can be applied
to Kepler data, which depends on the spectrum of the star being observed as well as
the Kepler response curve.
The temperature dependence of the IPRF was considered, and it was found that
the 40◦ C temperature difference between the CCD we used to measure the IPRF and
the CCDs on board the Kepler Space Telescope should not have a significant effect on
the effective IPRF.

8.2 Sub-pixel QE Variations
Sub-pixel variations in QE were measured by performing aperture photometry on spot
scan images. These variations were found to be wavelength dependent, with variations
across a pixel ranging from about 2% to 7%. The structure of the QE variations followed
a similar trend with wavelength as the IPRF structure, with the variations at shorter
wavelengths being more uniform, and long wavelengths showing small scale structure
indicating interactions with the gate structure. We expect that at least some of the
variation observed at long wavelengths is due to reflections off the gates.

8.3 Simulated Aperture Photometry
A model was created to study the effects of the measured IPRF on aperture photometry.
Observations were simulated for stars ranging from Kp = 12.0 to Kp = 16.5 corresponding to about 6.5 hrs of Kepler observations. The model has been kept simple, accounting
only for the measured IPRF, spacecraft jitter, pointing drift, shot noise and read noise.
Aperture photometry was performed on these simulated images using circular
apertures with sizes selected to maximize the SNR for all measurements in an observation
set. For bright stars, this selection method mitigates systematic effects that are observed
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in apertures with small radii, but for faint stars small radii are selected resulting in
significant systematic effects on the resulting photometric precision.
Comparing observations made assuming a perfect IPRF in the model with observations made using the measured IPRF in the model, it was found that the effects due to
the IRPF are more significant for dimmer stars, but a decrease in photometric precision
was observed at all magnitudes. It was also found that as the amount of movement of
a star across a pixel during an observation set is increased, the effects of the measured
IPRF on the resulting aperture photometry also increase, and it is more important to
account for sub-pixel sensitivity variations.
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9. FUTURE WORK
9.1 Effects of Sub-pixel QE Variations and Simulated Kepler
Photometry
The current aperture photometry model takes into account the measured IPRF, but
does not account for the sub-pixel QE variations observed. Moving forward, the measured variations in sub-pixel QE will be included in the simulated photometry model.
Also, a more sophisticated model will be developed to specifically model Kepler data
instead of the general analysis provided here. This model will be used to study the
effects introduced by the measured IPRF and sub-pixel QE variations on Kepler data
specifically, and to develop methods to correct these effects.

9.2 Determination of the Optical PSF
One of the main purposes of directly measuring the Kepler IPRF is to use the measurement to determine the optical PSF of the telescope, which up to this point is unknown.
Knowledge of the precise optical PSF will allow for PSF fitting to be used to perform
photometry on Kepler data. This method has many advantages over aperture photometry, especially in crowded fields, and could result in significant improvements to data
analysis.
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