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Kapitel 1
Einleitung
Die Entwicklung und Verwendung von Schaltungsstrukturen eingebettet in planare geschich-
tete Medien hat auch den letzten Jahren weiter zugenommen. Dazu hat insbesondere auch der
stark wachsende Markt der im Mikrowellenbereich angesiedelten Mobilfunktechnik beige-
tragen, desweiteren finden sich auch immer neue Anwendungsbereiche u.a. in der satelliten-
gestu¨tzten Kommunikationstechnik, der Navigations–, Verkehrsleit– und Sicherheitstechnik.
Neben diesen Einsatzgebieten mit weiter Verbreitung treten in letzter Zeit auch neue, auf pla-
naren Schaltungsstrukturen basierende Konzepte in der satellitengestu¨tzten Erdbeobachtung
und der Radioastronomie fu¨r Frequenzen im THz–Bereich in den Blickpunkt des Interes-
ses und verdra¨ngen zusehens die dort bisher hauptsa¨chlich verwendeten Komponenten in
Hohlleitertechnik.
In den breiten Einsatzgebieten mit Arbeitsfrequenzen im Mikrowellenbereich herrschen wei-
terhin die monolithisch integrierten Mikrowellenschaltungen (MMIC) vor. Diese haben ge-
genu¨ber den a¨lteren hybriden Mikrowellenschaltungen (MIC) den Vorteil einer hohen Re-
produzierbarkeit und damit einfacheren Massenproduktion verbunden mit einer hohen Zu-
verla¨ssigkeit. Sie beinhalten jedoch den Nachteil, daß an ihnen nach Fertigstellung keine Mo-
difikationen mehr mo¨glich sind, um bestimmte Betriebsparameter zu vera¨ndern oder bei ei-
nem Fehlverhalten die geforderten Spezifikationen noch zu erreichen. Ein Einsatz von rech-
nergestu¨tzten Simulationsverfahren ist daher fu¨r eine kostengu¨nstige Entwicklung solcher
Schaltkreise zwingend erforderlich.
Bei der Entwicklung von neuartigen Konzepten fu¨r Empfangskomponenten im Terahertz-
bereich ist es unabdingbar, in einer Vorentscheidung erst einzelne Komponenten und ih-
re Zusammenschaltung auf ihre elektromagnetischen Eigenschaften zu u¨berpru¨fen, was oft
mangels meßtechnischer Mo¨glichkeiten in diesen Frequenzbereichen nur mit Hilfe von Si-
mulationsverfahren mo¨glich ist. Zwar la¨ßt sich dieser Mangel teilweise durch den Einsatz
skalierter Modelle umgehen, doch ist ihre Herstellung und meßtechnische Untersuchung in
der Regel so kostspielig und zeitintensiv, daß sich ihr Einsatz oft nur lohnt, wenn einem
Prototyp im Vorfeld aufgrund elektrodynamischer Simulationen schon realistische Erfolgs-
aussichten eingera¨umt werden ko¨nnen. Die rechnergestu¨tzte Simulation erlaubt dabei durch
die Darstellung von Strom- und/oder Feldverteilungungen, die durch keine a¨ußeren Meßein-
flu¨sse gesto¨rt sind, einen detaillierten Einblick in die feldtheoretischen Mechanismen einer
4
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Struktur.
Der durch die obigen Sachververhalte steigenden Nachfrage nach rechnergestu¨tzten Simu-
lationsmo¨glichkeiten wurde in den letzten Jahren auch von kommerzieller Seite Rechnung
getragen, so daß mittlerweise eine ansehnliche Zahl von leistungsfa¨higen Softwareprodukten
auch kommerziell verfu¨gbar ist.
Die angebotenen Programmpakete basieren hierbei entweder auf lokalen, rein numerischen
Berechnungsverfahren oder globalen Konzepten. Von den lokalen Verfahren werden die Me-
thode der Finiten Differenzen [155], der Finiten Integrationstechnik [156] und besonders die
Methode der Finiten Elemente [157, 160, 161] als Basis kommerzieller Programmpakete
verwendet. Sie ermo¨glichen eine dreidimensionale Feldberechnung innerhalb eines abge-
schlossenen Lo¨sungsgebietes mit weitgehend beliebig geformten Materialverteilungen. Ih-
re problematische Anwendbarkeit auf unendlich ausgedehnte Lo¨sungsgebiete hat sich seit
Einfu¨hrung der Perfectly Matched Layer Methode (PML) [147, 148] zwar deutlich verbes-
sert, doch ist dieses Verfahren in der Regel mit einem recht hohen zusa¨tzlichen Diskretisie-
rungsaufwand zur Modellierung der absorbierenden Schichten um das Lo¨sungsgebiet ver-
bunden. Allen lokalen Verfahren zu eigen ist der hohe Speicherbedarf und die stark steigen-
den Rechenzeiten z.B. in Verbindung mit gro¨ßeren Lo¨sungsgebieten und gleichzeitig vorhan-
denen feinen Strukturdetails. Dementsprechend verlangen die oben angefu¨hrten Programm-
pakete typischerweise Computerplattformen mit großen Resourcen wie z.B. Workstations
oder Parallelrechner.
Im Gegensatz zu den lokalen Verfahren beruhen die globalen Verfahren in der Regel auf
Integralgleichungsformulierungen, in denen das elektrodynamische Verhalten einer Struktur
mittels Ersatzquellen modelliert wird, die sich z.B. aus dem Huygenschen Prinzip ableiten
lassen oder die sich als effektive Quellen wie z.B. Polarisationsstro¨me beschreiben lassen.
Die Eigenschaften des diese Quellen umgebenden Lo¨sungsraumes, im einfachsten Fall der
freie Raum, werden bei den globalen Verfahren mittels Greenscher Funktionen beru¨cksich-
tigt, so daß sie fu¨r die Behandlung offener Probleme wie z.B. der Charakterisierung von An-
tennen pra¨destiniert sind. Eine in der Praxis besonders ha¨ufig auftretende Strukturumgebung
ist die eines mehrfach geschichteten Mediums mit planaren Schichtgrenzen, auf welches
sich auch viele a¨hnliche Problemstellungen in guter Na¨herung zuru¨ckfu¨hren lassen. Bei der
numerischen Umsetzung dieses ebenen Schichtenmodells liegen die Schwierigkeiten in der
Bereitstellung der Greenschen Funktion, da hier keine geschlossenen Darstellungen existie-
ren und auf uneigentliche Integraldarstellungen zuru¨ckgegriffen werden muß. Dementspre-
chend kann die Berechnung der Matrixelemente des aus der Diskretisierung hervorgehenden
linearen Gleichungssystems mit erheblichen numerischen und/oder analytischen Aufwand
verbunden sein.
Die Integralgleichungsverfahren lassen sich prinzipiell in die Klassen Ortsbereichs– und
Spektralbereichsverfahren einteilen. Bei den Ortsbereichsverfahren wird die Greensche
Funktion der Schichtumgebung durch Auswertung einer geeigneten Integraldarstellung, z.B.
Sommerfeldintegrale [88, 137] in den Ortsbereich transformiert. Die anschließende Auswer-
tung der Ortsbereichsintegrale (=Matrixelemente) ist infolge ihres singula¨ren Verhaltens nur
unter Verwendung besonderer Vorgehensweisen, wie u.a. der Mixed Potential Integral Equa-
tion [133, 125] mit akzeptabler Zuverla¨ssigkeit und Effizienz mo¨glich.
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Bei den Spektralbereichsverfahren wird die Tatsache ausgenutzt, daß sich die Greensche
Funktion zusammen mit den Quellenverteilungen als zweidimensionale Fourierintegrale
ebener Wellenspektren darstellen lassen. Die Matrixelemente lassen sich auf diese Weise
ohne den Umweg u¨ber die Auswertung von Sommerfeldintegralen direkt als zweidimensio-
nale uneigentliche Spektralbereichintegale darstellen und auswerten.
Zu den Nachteilen aller Integralgleichungsverfahren za¨hlt der ab einem gewissen Diskretisie-
rungsaufwand stark steigende Rechenzeit– und Speicherplatzbedarf, da infolge ihrer globa-
len Natur die auftretenden Gleichungssysteme vollsta¨ndig besetzte Systemmatrizen besitzen,
so daß sie gegenwa¨rtig nur fu¨r die Analyse kleinerer bis mittlerer Problemstellungen mit eini-
gen hundert bis wenigen Tausend Unbekannten effektiv einzusetzten sind. Es zeigt sich aber
in der Regel, daß sich der weitaus gro¨ßte Teil der in der Praxis relevanten Problemstellungen
mit einem moderaten Diskretisierungsaufwand bewa¨ltigen lassen. Bisher wurde auch der bei
den Integralgleichungsverfahren erforderliche hohe analytische Aufwand als nachteilig an-
gesehen, es bietet sich aber hier im Gegenteil oft die Mo¨glichkeit, durch weiteren Ausbau
des analytischen Verfahrensanteils die Genauigkeit und numerische Effizienz dieser Verfah-
ren deutlich zu verbessern. Dies ist sowohl bei den Ortsbereichsverfahren mo¨glich, wie in
[73, 69, 37, 139, 96] dargestellt, als auch bei den Spektralbereichsverfahren und wurde vor
allem im Rahmen dieser Arbeit entscheidend vorangetrieben [80, 81, 7].
Von der Industrie werden auf Ortsbereichverfahren beruhende Programmpakete angebo-
ten, die die elektrodynamische Analyse weitgehend beliebiger metallischer Anordnungen
in mehrfach geschichteten Medien ermo¨glichen, wie z.B. [159, 97], sowie Produkte, die auf
Konfigurationen mit weitgehend planaren Metallisierungen zugeschnitten sind [87, 154].
Die ersten kommerziell angebotenen Softwaretools basierten auf Spektralbereichsimplemen-
tierungen, hier ist insbesondere seit Ende der achziger Jahre das Programm EM [165] zu
nennen, gro¨ßere Verbreitung haben heute auch die Tools [162, 163, 164].
Diese Programmpakete erweisen sich in der Regel als sehr geeignet fu¨r Analyse und Design
von Standardstrukturen wie z.B. Patchantennen oder Mikrostripschaltungen mit ga¨ngigen
Metallisierungsgeometrien und Substratkonfigurationen, wobei [159, 97] als sehr allgemein
gehaltene Oberfla¨chenintegralgleichungsformulierungen auch Metallisierungen mit beliebi-
gen Raumorientierungen und so z.B. auch endlich dicke metallische Strukturen modellieren
ko¨nnen.
Die kommerziellen Spektralbereichsimplementierungen basieren zur Effizienzsteigerung al-
le auf bereichsweise gleichma¨ßigen Diskretisierungsstrategien in Verbindung mit einer
schnellen Fouriertransformation, was zu einer starken Einschra¨nkung ihrer Modellierungs-
flexibilita¨t fu¨hrt [3, 21, 49, 52, 57, 66, 46]. Sie ermo¨glichen jedoch zum Teil durch den
Einsatz von Volumenstromansatzfunktionen auch eine begrenzte Modellierung von dreidi-
mensionalen Komponenten wie Durchverbindungen und Luftbru¨cken.
Die Vorteile der kommerziellen Programmpakete bestehen in ihrer in der Regel guten nume-
rischen Effizienz, der komfortablen Modellerstellung mit oft automatischer Diskretisierung
und den visuellen Ergebnisdarstellungsmo¨glichkeiten. Sie ermo¨glichen dadurch eine wirt-
schaftliche Analyse und Design ga¨ngiger Komponenten in (M)MIC–Technik, Patchantennen
und Arraysynthese.
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Trotz des mittlerweile hohen Leistungsstandes dieser Programme zeigen sich bei Untersu-
chungen innovativer Konzepte oder spezieller Strukturen oft die Grenzen ihrer Anwendbar-
keit [143].
So ist es auffallend, daß die koplanare Schaltungstechnik mit ihrer immer gro¨ßer werdenden
Bedeutung von den kommerziellen Produkten praktisch nicht unterstu¨tzt wird. Die einzige
Ausnahme bildet hier [154], doch wie spa¨ter noch ausgefu¨hrt, ergeben sich auch hier wieder
deutliche Einschra¨nkungen von anderer Seite.
Bei speziellen Strukturen, wie z.B. Leitungsstrukturen mit sehr du¨nnen und/oder sehr dicken
Schichten, liefern kommerzielle Programme oft drastisch falsche Ergebnisse, da sie auf au-
ßerhalb der Konvergenz liegenden Zwischenresultaten beruhen. Solche fehlerhafte Resultate
sind oft nur schwer aufzudecken, da sie meistens physikalisch plausibel erscheinen und ge-
eignete Kontrollmechanismen bei den kommerziellen Programmen in der Regel nicht vor-
handen sind.
Desweiteren ist ein Zugriff auf interne Parameter in der Regel nicht mo¨glich, die fu¨r eine
Anpassung an spezielle Anforderungen oder erweitere Simulationen wie z.B. auf Raytracing
beruhende Fernfeldanalysen notwendig wa¨ren. Eine Definition von Klemmengro¨ßen oder er-
weiterte Anregungskonzepte fu¨r modifizierte Deembeddingstrategien mit Eigenwertlo¨sern,
z.B. zur Untersuchung von Modenkonversionen sind ebenfalls nicht vorhanden. Diese Tat-
besta¨nde sind jedoch auch nicht u¨berraschend, denn der kommerzielle Softwareentwickler
und –vertreiber kann seine Produkte aus wirtschaftlichen Gru¨nden nur so konzipieren, daß
er einen mo¨glichst breiten Markt abdeckt, so daß eine individuelle Abstimmung praktisch
nicht in Frage kommt.
Aufgrund dieser Sachlagen ist die Entwicklung erweiterter Simulationsverfahren mit hoher
Flexibilita¨t auf außerkommerzieller Ebene weiterhin zwingend erforderlich. So wurde z.B.
in letzter Zeit mit der Entwicklung der Hybridverfahren Kombinationen zwischen den lo-
kalen Verfahren und den globalen Verfahren geschaffen, um so die Vorteile der jeweiligen
Verfahren in den betreffenden Lo¨sungsgebieten auszunutzen [75, 76, 77].
Die vorliegende Arbeit bescha¨ftigt sich vor diesem Hintergrund mit einem Integralglei-
chungsverfahren, welches die aus der Momentenmethode nach Galerkin hervorgehenden
Matrixelemente der Systemmatrix durch eine kombinierte Auswertung im Orts– und Spek-
tralbereich generiert, wodurch es am ehesten den Konzepten in [165, 162, 163, 164] ge-
genu¨bergestellt werden kann. Die vorrangige Zielsetzung lag in der Entwicklung eines Ver-
fahrens, welches durch eine hohe Modellierungsflexibilita¨t die Simulation einer mo¨glichst
großen Klasse von Schaltungsstrukturen und feldtheoretischer Problemstellungen ermo¨gli-
chen soll bei einer a¨hnlichen oder besseren numerischen Effizienz und Genauigkeit als ver-
gleichbare kommerzielle Programmentwicklungen. Gleichzeitig soll es durch ein offenes
Programmkonzept, zusa¨tzliche Leistungsmerkmale und Kontrollstrukturen flexibel an spezi-
elle Aufgabenstellungen angepaßt werden ko¨nnen, erweiterte Modellierungsmo¨glichkeiten
erschließen und eine pra¨zise Kontrolle der numerischen Genauigkeit erlauben.
Das Verfahren baut zuna¨chst auf Entwicklungen fru¨herer Arbeiten [91, 93, 94] auf, an de-
ren Ende ein Analyseverfahren stand, welches die Berechnung planarer Mikrostripstrukturen
mit ortsabha¨ngigen Impedanzbereichen und einem flexiblen, ungleichma¨ßigen Diskretisie-
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rungskonzept ermo¨glichte. Weitere Arbeiten [29, 12] ermo¨glichten schließlich die Analyse
von Schlitzleitungsstrukturen mit Hilfe des Dualita¨tsprinzips. Die Verfahren waren bis zu
diesem Zeitpunkt jedoch auf die Analyse von Schaltungen mit nur jeweils einer Metallisie-
rungsebene beschra¨nkt.
Diese Einschra¨nkung konnte in der Folgezeit zuna¨chst im Rahmen der Analyse von fre-
quenzselektiven periodischen Schirmen mit mehreren Ebenen [92, 5, 13] aufgehoben wer-
den.
Desweiteren verlangte die zunehmende Komplexita¨t der Schaltungskonzepte nach einem
Verfahren, welches auch die Analyse von Diskontinuita¨ten und Komponenten mit dreidi-
mensionalen Metallisierungsanteilen ermo¨glichen sollte.
Dieses Ziel wurde schließlich mit einem Verfahren erreicht, welches auf einem Ober-
fla¨chenstromkonzept mit zusa¨tzlichen, senkrecht zur Schichtstruktur verlaufenden Kompo-
nenten zwischen zwei mo¨glichen Metallisierungsebenen einer Mikrostripschaltung beruht
[9, 10, 11]. Die aus den senkrechten Stromkomponenten resultierenden Spektralbereichsaus-
dru¨cke weisen jedoch ein unu¨bersichtliches und in der Regel schlechtes Konvergenzverhal-
ten auf, was zusammen mit der gewa¨hlten Implementierung der notwendigen analytischen
Ortsbereichsintegrationen die numerische Effizienz deutlich herabsetzt.
In Anknu¨pfung an diese vorangegangenen Verfahren gelang es schließlich, basierend auf
einem Oberfla¨chen/Volumenintegralgleichungskonzept deren Modellierungsmo¨glichkeiten
deutlich zu steigern und parallel dazu die Effizienz bezu¨glich der Rechenzeit sowie die Zu-
verla¨ssigkeit und Genauigkeit entscheidend zu verbessern.
So wird im 2. Kapitel ein Konzept beschrieben, das die Analyse von Strukturen mit prin-
zipiell beliebig vielen Metallisierungsebenen ermo¨glicht, welche in Kombination sowohl
typische Mikrostrip– oder Striplinekomponenten als auch Komponenten mit Schlitz– oder
Blendencharakter beinhalten ko¨nnen. Desweiteren sollen dreidimensionale Strukturkompo-
nenten mit mo¨glichst geringen Einschra¨nkungen zwischen den Metallisierungsebenen ange-
ordnet werden ko¨nnen. Es werden die zur Nachbildung von Fla¨chenstro¨men und vertikalen
Volumenstro¨men verwendeten Basisfunktionen vorgestellt. Daru¨ber hinaus werden erweiter-
te Anregungskonzepte dargelegt und zusa¨tzliche Modellierungsmo¨glichkeiten von endlichen
dielektrischen Bereichen mittels Polarisationsvolumenstro¨men aufgezeigt.
Ein Kernthema wird von der zuverla¨ssigen Ableitung und Implementierung der verschiede-
nen Greenschen Funktionen gebildet. Dazu werden in Kapitel 3 die wichtigsten Schritte fu¨r
die Herleitung der Greenschen Funktion des elektrischen Feldes, angeregt durch elektrische
Punktquellen, rekapituliert, um anschließend die in diesem Verfahren zusa¨tzlich erforderli-
chen Greenschen Funktionen fu¨r elektrische und magnetische Felder, angeregt durch sowohl
elektrische als auch magnetische Quellen, herleiten zu ko¨nnen.
Durch den Einzug von Blendenebenen mit weitgehend beliebiger Anzahl und Position in die
zuvor ungesto¨rte Schichtstruktur mu¨ssen die in Kapitel 3 hergeleiteten Greenschen Funktio-
nen deutlich modifiziert werden. In Kapitel 4 wird neben diesen Modifikationen der Aufbau
des verkoppelten Oberfla¨chen/Volumenintegralgleichungssystems dargelegt.
In Kapitel 5 wird der wesentliche Teil des Verfahrens, die Lo¨sung des Integralgleichungs-
systems, entwickelt. Hierzu wird zuna¨chst das Wesen der Momentenmethode beschrieben,
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welche das Integralgleichungssystem in ein lineares Gleichungssystem u¨berfu¨hrt. Durch die
sehr allgemeine Modellbildung treten verschiedene Klassen von Matrixelementen innerhalb
der Systemmatrix auf. Anschließend wird der Kern des Verfahrens zur Erzielung einer hohen
Effizienz und Genauigkeit, die Entwicklung eines verallgemeinerten asymptotischen Sub-
traktionskonzeptes, vorgestellt, welches zu einer entscheidenden Konvergenz- und Genauig-
keitssteigerung bei der Berechnung der Matrixelemente fu¨hrt.
Die Konvergenzsteigerung durch eine Subtraktion asymptotischer Entwicklungen kann aber
nur dann sinnvoll ausgenutzt werden, wenn die Matrixelemente der hierbei entstehenden
asymptotischen Systemmatrix mit hoher Effizienz und Genauigkeit, z.B. mittels analytischer
Vorgehensweisen, generiert werden ko¨nnen. Teilanalytische Strategien wurden im Rahmen
dieser Arbeit erstmals in [80, 79, 81] vorgestellt, die vollsta¨ndig analytische Lo¨sung der
asymptotischen Systemmatrix fu¨r Strukturen mit dreidimensionalen Komponenten wurde
schließlich in [7, 8] pra¨sentiert.
In diesem Zusammenhang konnte außerdem gezeigt werden, daß nur die Verwendung
eines Volumenstromkonzeptes fu¨r die Beschreibung dreidimensionaler Strukturen eine
gleichma¨ßige Behandlung aller asymptotischen Integrale mit den entwickelten analytischen
Lo¨sungsstrategien ermo¨glicht, so daß die in [9] vorgestellten Konzepte aufgegeben werden
mußten.
In Kapitel 6 werden verschiedene Verfahren diskutiert, welche basierend auf einer Analyse
der jeweils gewa¨hlten Diskretisierung eine starke Redundanzreduktion bei der Berechnung
der Systemmatrix bewirken. Die Effizienzsteigerung durch diese Verfahren ist hier zum Teil
sogar gro¨ßer als die durch eine schnelle Fouriertransformation (FFT) bei den erwa¨hnten
kommerziellen Verfahren bewirkte Effektivita¨t. Der entscheidende Vorteil besteht bei den in
dieser Arbeit entwickelten Verfahren darin, daß diese nicht auf eine unflexible, gleichma¨ßige
Diskretisierung angewiesen sind wie die FFT-basierten Konzepte.
Zur Charakterisierung von Schaltungseigenschaften bei hohen Frequenzen hat sich die Streu-
parameterbeschreibung allgemein durchgesetzt. Fu¨r die Bestimmung dieser Streuparameter
als auch fu¨r eine Vorabanalyse von Schaltungseigenschaften ist die genaue Kenntnis der elek-
tromagnetischen Leitungseigenschaften wie die Ausbreitungskonstanten der verschiedenen
Leitungsmoden mit ihren Stromverteilungen von großer Bedeutung. Dazu wird in Kapitel 7
ein Verfahren vorgestellt, welches auf einer Eigenwertanalyse der Zuleitungsstrukturen ba-
sierend auf der elektrischen Feldintegralgleichung beruht. Die Anwendung des Verfahrens
wird ausfu¨hrlich anhand der praktischen Berechnung von Mikrostripleitungen, Stripline–
und Koplanarstrukturen demonstriert. Die Kenntnis der aus der Eigenwertanalyse ermittel-
ten Ausbreitungskonstanten und Stromverteilungen auf den Zuleitungen erlauben die An-
wendung effektiver Anregungs– und Deembeddingkonzepte. Letztere erlauben die Extrak-
tion der hin– und ru¨cklaufenden Wellenamplituden auf den Zuleitungen bei verschiedenen
Anregungszusta¨nden mit anschließender Berechnung der Streumatrix.
In Kapitel 8 wird die Anwendung des Gesamtverfahrens auf eine breite Klasse praktischer
Problemstellungen pra¨sentiert. Hier werden zuna¨chst Mikrostripantennen mit verschiedenen
Ankopplungsarten und Mikrostripstrukturen mit dreidimensionalen Komponenten wie Spi-
ralinduktoren und MIM-Koppler behandelt. Ein Kernthema bildet die Analyse und Dimen-
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sionierung neuartiger integrierter Submm-Wellenempfa¨nger mit Substratlinsen, welche im
Rahmen eines internationalen Kooperationsprojektes unter Leitung der ESA durchgefu¨hrt
wurde.
Den Abschluß bildet die Analyse hybrider koplanarer Baugruppen mit dreidimensionalen
Komponenten. Aus der großen Zahl mo¨glicher Strukturen wurde hier ein Bandstoppfil-
ter fu¨r Anwendungen in Frequenzverdopplern bis 40 GHz und die Simulation von SMD–
Bauelementen innerhalb koplanarer Strukturen ausgewa¨hlt.
In Kapitel 9 werden die Ergebnisse zusammengefaßt und mo¨gliche Weiterentwicklungen
aufgezeigt.
Kapitel 2
Die Modellbildung
Die mathematisch–elektrodynamische Analyse von Schaltungsstrukturen erfordert
zwangsla¨ufig eine Modellbildung fu¨r die Strukturen und ihrer geschichteten Schal-
tungsumgebungen. Da die heutigen praxisrelevanten Schaltungskontepte zunehmend
komplexer werden, sollten die mit jeder Modellierung einhergehenden Einschra¨nkungen
und Idealisierungen jedoch so gering wie mo¨glich ausfallen. Das Kapitel beschreibt die in
dieser Arbeit verwendeten Modellierungskonzepte mit ihren physikalisch–mathematischen
Hintergru¨nden und zeigt deren Leistungsfa¨higkeit und Grenzen auf.
2.1 Beschreibung der Schichtstruktur
Abbildung 2.1 zeigt den allgemeinen Fall eines ebenen, in lateraler Richtung unendlich aus-
gedehnten Schichtenmodells mit m Schichten, welches die Umgebung der einzubettenden
Schaltungsstrukturen darstellt. Jede Schicht besteht aus homogenem, isotropem Material,
dessen elektromagnetische Eigenschaften durch die Permittivita¨tskonstante 
i
= 
0

ri
und
Permeabilita¨tskonstante 
i
= 
0

ri
charakterisiert werden (
0
; 
0
Materialkonstanten des
Vakuums), die z-Koordinate der unteren Schichtgrenze wird mit d
i
bezeichnet. Die Schicht
m und die Schicht 1 ko¨nnen optional durch Halbra¨ume unendlicher elektrischer oder ma-
gnetischer Leitfa¨higkeit begrenzt sein, endliche Leitfa¨higkeiten der Reflektoren oder dielek-
trische Verluste der Schichten ko¨nnen durch entsprechende komplexe Materialkonstanten
erfaßt werden.
2.2 Beschreibung der Schaltungsstrukturen
In die urspru¨ngliche Schichtstruktur aus Abbildung 2.1 sind im allgemeinen Fall L
E
+ L
B
Metallisierungsebenen eingebettet. Die Strukturkomponenten in den Ebenen le werden da-
bei durch elektrische Fla¨chenstro¨me charakterisiert, eine Beschreibung, die besonders zur
Modellierung der planaren Teile von Mikrostrip– oder Striplinestrukturen geeignet ist. Die
Ebenen lb bestehen aus Blenden– oder Schlitzbereichen, modelliert durch geeignet ange-
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ordnete magnetische Fla¨chenstro¨me ober- und unterhalb einer lateral unendlich ausgedehn-
ten Massemetallisierung. Diese Beschreibung ist besonders geeignet zur Modellierung von
Schlitzleitungs– und Koplanarstrukturen. Desweiteren ko¨nnen die Metallisierungsstrukturen
durch senkrechte Durchverbindungen miteinnander verbunden sein. Wie spa¨ter gezeigt, wer-
den diese Durchverbindungen mittels elektrischer, in z-Richtung orientiertet Volumenstro¨me
modelliert. Diese Volumenstro¨me sind nicht nur fu¨r die Modellierung metallischer Durch-
verbindungen geeignet, sondern auch zur Erfassung von an planare Metallisierungen gebun-
dene Polarisationsstro¨me, was eine effiziente Modellierung endlicher dielektrischer Tra¨ger
und Isolierungen ermo¨glicht. Die kombinierte Modellierung der Strukturen mit Beru¨cksich-
tigung aller elektromagnetischen Wechselwirkungen untereinander erlaubt die Erfassung ei-
ner großen Klasse von Schaltungen und feldtheoretischer Problemstellungen. Ein typisches
Beispiel einer allgemeinen Schaltungsstruktur zeigt Abbildung 2.2
Abbildung 2.1: Schichtstruktur mit Geometrieparametern
2.3 Modellierung der Stromverteilung
Zur Lo¨sung des in Kapitel 4 vorgestellten Integralgleichungssystems ist es notwendig, die
unbekannten Gro¨ßen, in diesem Fall die elektrische, magnetische oder Polarisationsstrom-
verteilung mit Hilfe von Basis– oder Entwicklungsfunktionen geeignet zu diskretisieren.
Diese Basisfunktionen lassen sich allgemein in die Klassen Ganzbereichs– und Teilbereichs-
funktionen unterteilen. Ganzbereichsfunktionen ko¨nnen Ausdehnungen von mehr als einer
Wellenla¨nge haben, zur Beschreibung der Stromverteilung auf diesen Bereichen werden in
der Regel Orthogonalentwicklungen verwendet. Der Vorteil dieser Ganzbereichsfunktionen
liegt darin, daß mit ihnen komplexe Stromverteilungen auf gro¨ßeren Schaltungsbereichen
mit wenigen Funktionen approximiert werden ko¨nnen, der große Nachteil besteht aber in
ihrer Anwendbarkeit auf nur einfache Geometrien wie rechteckfo¨rmige Patches oder Kreis-
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fla¨chen. Dagegen lassen sich mit Teilbereichsfunktionen weitgehend beliebige Schaltungs-
geometrien diskretisieren. Diese Funktionen sind nur in Teilbereichen der Struktur von Null
verschieden, die in der Regel deutlich kleiner als eine Wellenla¨nge sind und erlauben dort
eine stu¨ckweise Approximation der Stromverteilung. Dies ist mit dem Nachteil verbunden,
daß eine wesentlich gro¨ßere Anzahl von Basisfunktionen zur Stromapproximation notwen-
dig ist. In bestimmten Fa¨llen kann daher eine Kombination von Ganzbereichs– und Teilbe-
reichsfunktionen sinnvoll sein, doch bestehen dann oft große Modellierungsschwierigkeiten
an den ¨Ubergangsstellen der unterschiedlich diskretisierten Bereiche. Trotz der geschilder-
ten Nachteile werden im Rahmen dieser Arbeit ausschließlich Teilbereichsfunktionen ver-
wendet. Denn die Zielsetzung, eine mo¨glichst große Klasse von Strukturen feldtheoretisch
erfassen zu ko¨nnen, erzwingt gro¨ßtmo¨gliche Flexibilita¨t in der Diskretisierung und damit
zwangsla¨ufig die Verwendung von Teilbereichsfunktionen. Noch entscheidender in diesem
Zusammenhang ist jedoch die mit der einheilichen Verwendung von Teilbereichsfunktionen
verbundene Mo¨glichkeit, ein einheitliches und effizientes numerisches und analytisches In-
strumentarium zur Lo¨sung des Integralgleichungssystems anwenden zu ko¨nnen. Denn wie
spa¨ter noch ausgefu¨hrt, sind Art und Form der verwendeten Basisfunktionen enge Grenzen
gesetzt, was ihre Implementierbarkeit in rechenzeit– und speicherplatzeffiziente Lo¨sungs-
strategien betrifft.
Allgemeiner Ansatz
Wie spa¨ter noch ausfu¨hrlicher dargelegt, werden zur elektrodynamischen Modellierung der
Strukturen elektrische Fla¨chenstro¨me ~J(~r), magnetische Fla¨chenstro¨me ~M (~r) sowie elektri-
sche oder Polarisationsvolumenstro¨me ~J
V
(~r) angesetzt. Man erha¨lt fu¨r den Gesamtstrom die
Darstellung:
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Hierbei repra¨sentieren ~J
lem
(~r) die m’te Basisfunktion des elektrischen Fla¨chenstroms auf
der Ebene le, analog ~M
lbm
(~r) diem’te Basisfunktion fu¨r den magnetischen Fla¨chenstrom auf
Ebene lb, die Basisfunktionen der Volumenstro¨me ~J
V;lvk
(~r) werden Ebenen lv zugeordnet.
2.3.1 Basisfunktionen fu¨r planare Schaltungsbereiche
Fu¨r die Diskretisierung der Fla¨chenstro¨me werden asymmetrische, stu¨ckweise lineare vek-
torielle Basisfunktionen verwendet. Diese Basisfunktionen werden gleichermaßen fu¨r elek-
trische und magnetische Fla¨chenstro¨me verwendet, wobei zwei Klassen von Basisfunktio-
nen unterschieden werden. Abbildung 2.3 zeigt die beiden Klassen von Basisfunktionen,
wobei exemplarisch nur in x-Richtung orientierte Funktionen dargestellt sind. Beide Klas-
sen erlauben durch ¨Uberlappung der Teilbereiche in Stromrichtung eine stu¨ckweise lineare
Approximation des Stromverlaufes in Stromrichtung. In Stromrichtung wurde zuna¨chst ein
stu¨ckweise sinusfo¨rmiger Verlauf angesetzt.
Im Laufe der Modellentwicklung zeigte sich aber, daß die Diskretisierung in Stromrichtung
in der Regel so fein gewa¨hlt werden muß, daß der stu¨ckweise sinusfo¨rmige Verlauf in einen
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Abbildung 2.2: Allgemeine Schaltungsstruktur mit asymmetrischen Koplanar– und Schlitz-
komponenten, Mikrostrip– und symmetrischen Koplanarkomponenten mit dreidimensiona-
len Strukturen
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stu¨ckweise linearen Verlauf u¨bergeht. Der sinusfo¨rmige Ansatz wurde daher spa¨ter durch
einen linearen Ansatz mit weitreichenden Folgen fu¨r spa¨tere analytische Aufbereitungen er-
setzt. Der sinusfo¨rmige Ansatz ist im wesentlichen historisch begru¨ndet durch erste Anwen-
dungen bei der Berechnung von Drahtmodellen [4] und bei spa¨teren Erweiterungen in [60]
fu¨r die Berechnung von Patchantennen.
Die erste Klasse von Basisfunktionen, repra¨sentiert durch die in Abbildung 2.3 links darge-
stellte Funktion, erlaubt quer zur Stromrichtung eine stu¨ckweise konstante Approximation,
wa¨hrend die zweite Klasse von Basisfunktionen, repra¨sentiert durch die beiden rechts dar-
gestellten Funktionen, durch geeignete ¨Uberlappung quer zur Stromrichtung ebenfalls eine
stu¨ckweise lineare Approximation in dieser Richtung erlauben.
Abbildung 2.3: Verschiedene Klassen planarer Basisfunktionen
Die mathematische Beschreibung der in Abbildung 2.3 links dargestellten Basisfunktion lau-
tet:
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Fu¨r Basisfunktionen mit Stromfluß in y-Richtung ist nur w
xlm
,w
xrm
,w
ym
gegen w
ylm
,
w
yrm
,w
xm
und x gegen y auszutauschen.
Fu¨r die in Abbildung 2.3 rechts dargestellten Basisfunktionen lautet die mathematische Be-
schreibung:
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Hierbei ist das Vorzeichen ’+’ gu¨ltig fu¨r die Funktionen mit linken Kanten in Stromrich-
tung und ’,’ fu¨r die entsprechenden Funktionen mit rechten Kanten. Fu¨r Funktionen mit
y-Orientierungen muß neben den schon fu¨r Gl.(2.2) geltenden Austauschvorschriften  ge-
gen  ersetzt werden. Die obigen Basisfunktionen werden sowohl fu¨r die Modellierung von
elektrischen Fla¨chenstro¨men als auch fu¨r magnetische Fla¨chenstro¨me eingesetzt. Die genaue
Kennzeichnung erfolgt, wie spa¨ter gezeigt, u¨ber die Nummer der elektrischen Fla¨chenstro-
mebene le bzw Blendenebene lb.
An dieser Stelle ist die Frage legitim, warum nicht zusa¨tzlich eine Basisfunktion mit zwei
abfallenden Rampen quer zur Stromrichtung zur Anwendung kommt, die, analog zur Be-
schreibung in Stromrichtung, innerhalb eines Bereiches eine stetige lineare Interpolation
quer zum Strom erlauben wu¨rde. Eingehende Untersuchungen im Rahmen dieser Arbeit ha-
ben in diesem Zusammenhang ergeben, daß die Verwendung solcher Basisfunktionen in vie-
len Fa¨llen mit vo¨llig unphysikalischen Stromverteilungen einhergeht. Diese Pha¨nomene sind
aller Voraussicht nach sehr mit dem Problem der sog ’spurious modes’ verknu¨pft, welches
sich haupsa¨chlich im Zusammenhang mit der Entwicklung der Methode der Finiten Elemen-
te (FE-Verfahren) manifestierte. Die Problematik innerhalb der FE-Verfahren kann jedoch
heute als gelo¨st angesehen werden und die Ergebnisse aus diesem Lo¨sungsprozess ko¨nnen
zum gro¨ßten Teil sinngema¨ß auch auf andere Verfahren, wie der in dieser Arbeit verwendeten
Momentenmethode, u¨bertragen werden. Bei der Momentenmethode fu¨hrt dies bezu¨glich der
verwendeten Entwicklungsfunktionen auf das Resultat, daß fu¨r die Normalkomponente des
Stromes an Zellengrenzen eine mo¨glichst ’glatte’ Interpolation erzielt werden sollte (Neben
der Stetigkeit des Normalkomponente wa¨re z.B. auch die Stetigkeit der ersten Ortsableitung
in dieser Richtung wu¨nschenswert s. z.B. [30]), die Tangentialkomponente des Stromes muß
aber an Zellengrenzen die Mo¨glichkeit haben, zu springen, auch wenn keine Spru¨nge in den
Materialeigenschaften, wie z.B eine ¨Anderung der Oberfla¨chenimpedanz, vorliegen. Mit den
Basisfunktionen Gl.(2.2) und Gl.(2.3) werden diese Forderungen erfu¨llt.
In Abbildung 2.4 ist als Diskretisierungsbeispiel eine Spiralinduktivita¨t in Mikrostrip-
technik dargestellt. Zur Diskretisierung der planaren Metallisierungen wurde hier eine
ungleichfo¨rmige Rasterung gewa¨hlt. Da die Segmentierung der Basisfunktionen beliebig
gewa¨hlt werden ko¨nnen, ist die Diskretisierungsauflo¨sung nicht mehr von der kleinsten geo-
metrischen Abmessung abha¨ngig und kann so sehr genau auf die physikalischen und geome-
trischen Erfordernisse zugeschnitten werden, wa¨hrend dies bei vielen kommerziellen Pro-
grammen oft nur mit starken Restriktionen mo¨glich ist [164, 165, 162]. Desweiteren wird
im Abbildung 2.4 links unten angedeutet, wie die Basisfunktionen den Rastersegmenten zu-
geordnet und die Basisfunktionen Gl.(2.3) paarweise u¨berlagert werden. Daraus wird auch
ersichtlich, daß durch gemischte Anwendung der beiden Klassen von Basisfunktionen eine
genaue und sehr flexible Modellierung der Stromverteilung mo¨glich wird.
2.3.2 Basisfunktionen fu¨r 3-D Komponenten
Die Modellierung von senkrechten Durchverbindungen und Polarisationsstro¨men erfolgt
mittels Basisfunktionen, die einen Volumenstrom in z-Richtung beschreiben. Die mathe-
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Abbildung 2.4: Diskretisierung einer Mikrostripstruktur mit dreidimensionalen Komponen-
ten
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matische Beschreibung fu¨r diese Funktionen lautet:
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d.h. es wird ein konstanter Strom in z-Richung mit der Ho¨he z u¨ber einem Bereich mit
La¨nge und Breite w
x
und w
y
angesetzt. Dieses Konzept scheint zuna¨chst in einem starken
Gegensatz zu einer mo¨glicht homogenen Modellierung der Gesamtstromverteilung zu ste-
hen. Ein Blick auf Abbildung 2.5 zeigt jedoch, daß die Anwendung dieser Basisfunktionen
in vollkommener Konformita¨t mit den planaren Basisfunktionen Abbildung 2.3 links ste-
hen, wenn diese auf einer von diesen planaren Basisfunktionen gebildeten Zelle angeordnet
werden. Denn die Bildung der Divergenz in diesem Bereich zeigt, daß diese Zelle mit einer
konstanten Ladungsverteilung belegt ist in Konformita¨t mit einer konstanten Oberfla¨chenla-
dungsdichte am oberen und unteren Ende des Volumenstroms.
Abbildung 2.5: Basisfunktion fu¨r Volumenstro¨me
Dies bedeutet, daß die integrale Kontinuita¨tsgleichung bei geeigneten Amplituden der Basis-
funktionen fu¨r ein Volumen um den Bereich der Zelle erfu¨llt werden kann, ohne daß zusa¨tz-
liche Anpaßfunktionen erforderlich sind. Daru¨ber hinaus kann der Volumenstrom auch zur
Modellierung eines dielektrischen Belages ober– und/oder unterhalb einer Metallisierung
dienen. Ausgangspunkt ist die Definition eines Polarisationsstromes
~
J
pol
(~r) = j!(
2
, )
~
E
ges
(~r) (2.5)
mit  der Permittivita¨t der umgebenden Schichtung und 
2
der Permittivita¨t des dielektrischen
Belages sowie ~E
ges
dem elektrische Feld innerhalb des Belages.
Fu¨hrt z.B. ein Streifenleiter im homogenen Raum (Permittivita¨t ) den Oberfla¨chenstrom
~
J
F
= I(x)=b  ~e
x
mit konstanter Verteilung u¨ber die Breite b, so ist mit diesem Strom ein
H-Feld H
y
(x) = I(x)=(2b)~e
y
ober– und unterhalb des Streifens verknu¨pft. Tra¨gt dieser
Streifen oberhalb und unterhalb einen dielektrischen Belag (Permittivita¨t 
2
), so erha¨lt man:
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Damit ergibt sich ein effektiver Polarisationsstrom
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J
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= ~e
z
dI(x)
2bdx
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2
(2.7)
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Falls die Ho¨he z klein gegenu¨ber der Wellenla¨nge bleibt, so dominiert die z-Komponente
des elektrischen Feldes innerhalb des dielektrischen Belages. Wird der Streifen mit den Ba-
sisfunktionen Abbildung 2.3 links diskretisiert, so gilt auf einem Segment dI(x)
dx
= const,
d.h. es fließt ein konstanter Polarisationsstrom oberhalb und unterhalb des Segmentes, der
sich in sehr guter Na¨herung mit den Basisfunktionen Abbildung 2.5 approximieren la¨ßt. Im
homogenen Raum oder weiter entfernten Schichtgrenzen la¨ßt sich aber auch schon mit gu-
ter Genauigkeit direkt die Na¨herung Gl.(2.7) anwenden, wie in [82] fu¨r die Modellierung
isolierter Herzschrittmacherelektroden gezeigt wurde.
Befindet sich der Streifenleiter jedoch im allgemeinen Fall z.B. mit nur einem einseitigen Be-
lag innerhalb einer Schicht/Reflektorumgebung, so gilt die Amplitudenabscha¨tzung Gl.(2.7)
wegen der dort vorausgesetzten Symmetrie nicht mehr und muß durch den allgemeinen An-
satz mit den Basisfunktionen Gl.(2.4) ersetzt werden.
Eine Abha¨ngigkeit in z-Richtung kann, ebenso wie bei la¨ngeren Durchverbindungen, durch
zusa¨tzliche Diskretisierung in dieser Richtung erfaßt werden. Die stu¨ckweise konstante Be-
schreibung des Stromes in z-Richtung hat jedoch den Nachteil, daß an den Sprungstellen
zusa¨tzliche unphysikalische Fla¨chenladungen entstehen, d.h die Divergenzfreiheit des elek-
trischen Feldes innerhalb homogener Materialien wird verletzt. Wie sich aber in der Praxis
zeigt, hat dieser Nachteil in der Regel keinen sichtbaren negativen Einfluß auf die Ergebnis-
se.
Abbildung 2.4 zeigt links oben die Modellierung der vertikalen Anteile einer Luftbru¨cke mit
Volumenstro¨men. Durch die beliebig wa¨hlbaren Segmentierungen ko¨nnen auch sehr du¨nne,
streifenfo¨rmige Volumenstro¨me modelliert werden, so daß in z-Richtung auch eine Quasi-
Oberfla¨chenstrombeschreibung mo¨glich ist.
2.3.3 Modellierung von Blendenebenen
Wie im folgendem gezeigt, lassen sich Blenden– und Schlitzbereiche innerhalb einer lateral
unendlich ausgedehnten Grundmetallisierung mit Hilfe des Dualita¨tsprinzips in ein a¨quiva-
lentes Feldproblem u¨berfu¨hren, bei welchem der Diskretisierungsaufwand auf die Blenden–
und Schlitzbereiche beschra¨nkt bleibt.
Abbildung 2.6: Schrittweiser Ersatz von Schlitzbereichen durch magnetische Fla¨chenstro¨me
Abbildung 2.6 zeigt eine Metallisierungsebene mit Schlitzen bei z = z
lb
mit einer zuna¨chst
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endlichen Dicke 2z. Es werden zwei Huygensebenen bei z = z eingefu¨hrt mit entspre-
chenden Huygensquellen
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= ,~n
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
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E

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~
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= ~n


~
H
 (2.8)
Auf der Grundmetallisierung verschwinden die ~M wegen ~E
tan
= 0. Durch
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im Bereich der Blenden wird schon im Ansatz die Stetigkeitsbedingung fu¨r das E-Feld
erfu¨llt. Nun ist durch Einfu¨hrung der Blendenebenen der Bereich zwischen den Huygen-
sebenen z = z
lb
+ z und z = z
lb
, z feldfrei und kann mit einem beliebigen Material
ausgefu¨llt werden, ohne die bestehenden Feldverha¨ltnisse außerhalb zu vera¨ndern. In diesem
Fall ist es zweckma¨ßig, diesen Bereich mit ideal leitendem Material auszufu¨llen, da so infol-
ge des Spiegelungsprinzips die elektrischen Quellen ~J vor den ideal leitenden Wa¨nden wir-
kungslos werden und zu Null gesetzt werden ko¨nnen. Somit verbleiben nur noch die Quellen
~
M
 in den Schlitzbereichen, welche u¨ber die Stetigkeitsbedingung fu¨r das magnetische Feld
miteinander verkoppelt sind. Die Dicke 2z dieser Blendenebene wird anschließend wieder
als unendlich du¨nn angenommen.
2.3.4 Strukturanregung mit eingepra¨gten Quellen
Eine Systemanregung kann in sehr einfacher Weise bei Mikrostripstrukturen mittels einge-
pra¨gter -gap Spannungsquellen und analog bei Schlitzstrukturen mittels -gap Stromquel-
len erfolgen, die jeweils im Amplitudenmaximum der zugeho¨rigen Basisfunktion lokalisiert
sind. Wie spa¨ter gezeigt, lassen sich mit diesen Modellen sehr effektiv Eingangsklemmen in-
nerhalb von Schaltungsstrukturen definieren, mit denen u¨ber Spannungs–Strombeziehungen
sehr zuverla¨ssige Eingansimpedanzbestimmungen mo¨glich sind. Fu¨r mathematische Be-
schreibung und physikalische Interpretation dieser Quellen sei auf [9] und [1] verwiesen.
Eine homogene Anregungen komplexerer Zuleitungsgeometrien wie asymmetischer
Stripline– oder Koplanarleitungen ist mit diesen Quellen jedoch nur unvollkommen und
mit stark erho¨hten Diskretisierungsaufwand mo¨glich. Wie spa¨ter gezeigt, la¨ßt sich in diesen
Fa¨llen mit Hilfe von verteilten eingepra¨gten Stromquellen eine homogene Systemanregung
mit minimalen Diskretisierungsaufwand bewirken. Diese Stromquellen werden mit Hilfe der
eingefu¨hrten Basisfunktionen gebildet mit dem Unterschied, daß sie mit einer bekannten,
eingepra¨gten Amplitude versehen werden, d.h.
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J
imp
(x; y; z) = I
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~
f
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(x; y; z);
~
M
imp
(x; y; z) = U
imp
~
f
lbm
(x; y; z) (2.9)
Dies ist in Abbildung 2.7 anhand einer asymmetrischen Stripline demonstriert. Auf den
schraffierten Segmenten werden hier Basisfunktionen mit eingepra¨gten Amplituden verwen-
det (J
F;imp
), in einem ¨Ubergangsbereich u¨berlappen sie sich mit den Basisfunktionen zur
Modellierung der Streustro¨me (unbekannte Amplituden). Zu erkennen ist die gegenphasige
Anregung der beiden Leiter, welche zusa¨tzlich die Einhaltung der Strombilanz erfu¨llt. Fu¨r
die genaue Querschnittsverteilung ko¨nnen hier die Ergebnisse aus einer Eigenwertanalyse
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Abbildung 2.7: Strukturanregung mittels Bereiche eingepra¨gter Quellen
herangezogen werden (s. Kapitel 7). Mit einem solchen Konzept gelingt die Anregung ins-
besondere von Mehrleitersystemen mit einem Minimum an Sto¨rungen und Diskretisierungs-
aufwand, da der ¨Ubergang von der Anregung bis zur gewu¨nschten Mode auf der Leitung nur
eine kurze Strecke erfordert. Das Konzept erweist sich in der Praxis auch deutlich flexibler
als die Methoden, welche auf einer Ganzbereichsentwicklung mittels Leitunsmoden beruhen
[9] [1],[14]. Diese Moden mit einer La¨nge von mehreren Wellenla¨ngen sto¨ren insbesonde-
re die mathematische Homogenita¨t des Gesamtverfahrens, so sind zusa¨tzliche Anpassungs–
und Testfunktionen erforderlich, die den Diskretisierungs– und Verfahrensaufwand insbe-
sondere bei der Beru¨cksichtigung einer komplexeren Querschnittsverteilung oder Mehrlei-
tersystemen stark erho¨hen. Desweiteren ist bei Verwendung dieser Leitungsmoden eine teil-
weise Abkehr von dem spa¨ter erla¨uterten Galerkinverfahren notwendig.
2.3.5 Modellierung metallischer Verluste und ortsabha¨ngiger Impe-
danzbereiche
Die Modellierung metallischer Verluste kann na¨herungsweise u¨ber Oberfla¨chenimpedanzen
erfolgen. Dazu wird in Abbildung 2.8 eine Metallisierung mit der endlichen Dicke jd
0
j be-
trachtet, welche sich auf einem Halbraum oder einem mehrfach geschichteten Tra¨ger befin-
det.
Bei einer hohen Leitfa¨higkeit der Metallisierung werden sich im Metall Wellen ausbreiten,
bei denen fast unabha¨ngig von der a¨ußeren Feldverteilung die z-Komponente des Ausbrei-
tungsvektors deutlich dominiert. Man kann so fu¨r die z-Abha¨ngigkeit der Stromverteilung
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Abbildung 2.8: Zur Herleitung von Oberfla¨chenimpedanzen
im Leiter ansetzen:
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der Reflexionsfaktor an der Grenzschicht Metall–Tra¨ger. Gl.(2.10) la¨ßt sich auf die bei z = 0
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liefert, wobei die transversale Stromverteilung im Bereich der Breite b als konstant ange-
nommen wird. Da die Metallisierung sehr du¨nn gegenu¨ber der Wellenla¨nge ist, kann der
Volumenstrom durch Division mit der Breite b auch einheitsma¨ßig als Oberfla¨chenstrom
j
~
J
F
j =
I
b
(2.12)
angesehen werden. Diese Interpretation beinhaltet auch den Fall !1, die sich dann ein-
stellenden Stro¨me an Ober– und Unterseite des Leiters ko¨nnen dann zu einem Summenstrom
zusammengefaßt werden.
Eine Definition einer Oberfla¨chenimpedanz erha¨lt man u¨ber
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E
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j
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j
; mit ~E
tan
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J(z = 0)

(2.13)
Weiterhin zeigt sich, daß  
0
auch fu¨r Frequenzen im Submm-Wellenbereich unabha¨ngig
vom Tra¨gersubstrat in sehr guter Na¨herung zu eins gesetzt werden kann, so daß man fu¨r die
Oberfla¨chenimpedanz
Z
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=
1+ j

coth((1 + j)d0

) (2.14)
erha¨lt.
Bei sehr du¨nnen Leitern gilt die Na¨herung tanh(x)  x und damit Z
F
 1=(d
0
).
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Neben der allgemeinen Beru¨cksichtigung metallischer Verluste ko¨nnen zusa¨tzliche, orts-
abha¨ngige Impedanzbereiche innerhalb einer Schaltung modelliert werden. Die Diskretisie-
rung erfolgt bereichsweise konstant anhand des schon vorgegebenen Rasters der Basisfunk-
tionen, d.h. jedem Segment einer Basisfunktion kann optional eine zusa¨tzliche konstante
Oberfla¨chenimpedanz zugewiesen werden. Eine weitere Mo¨glichkeit zur Modellierung einer
ortsabha¨ngigen Impedanz ist mit der Implementierung von konzentrierten Linienimpedanzen
gegeben, die jeweils in den Maxima der Basisfunktionen als -funktionsfo¨rmige Impedanzen
positioniert werden. Mit diesen Oberfla¨chen– und Linienimpedanzen lassen sich so z.B. su-
praleitende Bereiche in Schaltungen simulieren oder die Einflu¨sse von SMD-Bauelementen
feldtheoretisch exakt erfassen.
Werden Koplanar– oder Schlitzleitungsstrukturen mit magnetischen Fla¨chenstro¨men model-
liert, so ist die Beru¨cksichtigung von metallischen Verlusten der Grundmetallisierung nicht
mo¨glich, da zur Herleitung der a¨quivalenten Struktur eine ideale Leitfa¨higkeit der Grundme-
tallisierung vorausgesetzt werden mußte, um die Wirkung der elektrischen Huygensquellen
zu unterdru¨cken. Trotzdem kann, wie spa¨ter gezeigt, durch kombinierte Anwendung von
elektrischen und magnetischen Feldintegralgleichungen innerhalb a¨quivalenter Strukturen
bereichsweise Oberfla¨chenimpedanzrandbedingungen angesetzt werden. Diese Vorgehens-
weise erlaubt die Modellierung von Schlitz– und/oder Koplanarstrukturen mit konzentrierten
Impedanzen oder SMD-Bauelementen mit einem Minimum an Diskretisierungsaufwand.
Kapitel 3
Greensche Funktionen der geschichteten
Struktur
In der hier vorgestellten Arbeit werden Schaltungen sehr allgemeiner Art untersucht, die aus
Streifenleitern, Schlitzstrukturen, endlichen dielektrischen Bereichen und sa¨mtlichen Kom-
bination dieser Komponenten bestehen ko¨nnen. Da die Schlitzstrukturen mit Hilfe a¨quivalen-
ter magnetischer Quellen modelliert werden, treten im allgemeinen Fall elektrische, magneti-
sche und Polarisationsstro¨me kombiniert auf, so daß zur Charakterisierung des Feldproblems
die Greenschen Funktionen der elektrischen und magnetischen Felder, erzeugt von sowohl
elektrischen als auch magnetischen Quellen beno¨tigt werden. Zwar wurde die Herleitung
der Greenschen Funktion des elektrischen Feldes elektrischer Quellen schon in den voran-
gegangenen Arbeiten [1, 9] vorgestellt, dennoch sollen die wesentlichen Schritte an dieser
Stelle rekapituliert werden, um eine konsistente Herleitung der in dieser Arbeit zusa¨tzlich
beno¨tigten Greenschen Funktionen zu ermo¨glichen. So ermo¨glichen die Darstellungen in
diesem Kapitel zusammen mit einigen Angaben im Anhang B eine schnelle und zuverla¨ssi-
ge Herleitung aller Greenschen Dyadenelemente, was auch in Hinblick auf mo¨gliche spa¨tere
Erweiterungen oder Untersuchung spezieller mathematisch–physikalischer Zusammenha¨nge
nu¨tzlich ist. Weiterhin wird auf zusa¨tzliche Details eingegangen, die das Versta¨ndnis der phy-
sikalischen Zusammenha¨nge erleichtern.
Grundsa¨tzliche ¨Uberlegungen
Fu¨r die Formulierung von Integralgleichungen z.B zur Lo¨sung von Randwertproblemen hat
sich eine Beschreibung des Lo¨sungsraumes mittels dyadischer Greenscher Funktionen als
sehr vorteilhaft erwiesen. Diese Funktionen ergeben sich aus der Lo¨sung des Feldproblems
bei deltafo¨rmiger Anregung. So ergeben sich fu¨r die Felder bei Anwesenheit von sowohl
elektrischen als auch magnetischen Quellen:
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mit den Greenschen Dyaden
$
G
E
J
(~r;
~
r
0
) und
$
G
E
M
(~r;
~
r
0
) fu¨r das elektrische Feld (Superscript
E) bei Anregung mittels elektrischer (Index J) und magnetischer Punktquellen (Index M)
und den entsprechenden Greenschen Dyaden
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) fu¨r das magnetische
Feld.
Zur Konstruktion der Dyadenelemente eines mehrfach geschichteten Lo¨sungsraumes
werden die Felder in den einzelnen Schichten zuna¨chst als ¨Uberlagerung zweier 5-
Komponentenfelder dargestellt. Als besonders vorteilhaft hat sich eine Zerlegung der Fel-
der bezu¨glich transversalmagnetischer (TM) Komponenten und transversalelektrischer (TE)
Komponenten bezu¨glich der z-Achse herausgestellt. Es sind jedoch auch andere Zerlegun-
gen mo¨glich [33]. Wie spa¨ter gezeigt, ko¨nnen die Stetigkeitsbedingungen an Schichtgrenzen
und Randbedingungen an optionalen Reflektoren von beiden Teilfeldern durch Einfu¨hrung
geeigneter Reflexions– und Transmissionsfaktoren einzeln erfu¨llt werden, was zu einer sehr
u¨bersichtlichen Konstruktion der Dyadenelemente fu¨hrt.
Da die Schichtgrenzen des Lo¨sungsraumes eben sind, bietet sich fu¨r den allgemeinen Feldan-
satz besonders die Entwicklung der Felder nach ebenen Wellen an (Spektralbereichsdarstel-
lung). Wir erhalten so fu¨r die Feldkomponenten:
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In dieser Darstellung bilden A(k
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) kontinuierliche
Wellenspektren, die Faktoren ejkz(z z0) ko¨nnen als ¨Ubertragungsfunktionen des jeweiligen
homogenen Raumes innerhalb einer Schicht, je nach hinunter– oder hinauflaufenden Wel-
lenanteilen, interpretiert werden. Diese Spektren sind u¨ber eine zweidimensionale Fourier-
transformation
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mit den Gro¨ßen im Ortsbereich, f(x; y; z), verknu¨pft.
3.1 Entwicklung der Felder von Quellen im homogenen
Raum
Ein wichtiger Schritt bei der Konstruktion der Greenschen Funktionen ist die Entwicklung
der Felder von elektrischen und magnetischen Stromelementen nach ebenen Wellenfunktio-
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nen, wobei zuna¨chst vom homogenen Raum ausgegangen wird. Die Einfu¨hrung von Vektor-
potentialen und Anwendung der Lorentz-Eichung ermo¨glicht die Entkopplung der Maxwell-
schen Gleichungen, man erha¨lt die vektoriellen Helmholtzgleichungen fu¨r das elektrische
und magnetische Vektorpotential zu
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mit der Partikula¨rlo¨sung fu¨r ~A:
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Fu¨r ein elektrisches Stromelement der Form ~J(~r) = J
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erha¨lt man fu¨r das Vek-
torpotential mit Hilfe der Sommerfeld-Identita¨t
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wobei infolge der Separationsbedingung k
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gilt. Diese Darstellung la¨ßt
sich u¨ber eine Identita¨tsbetrachtung der spektralen Feldkomponenten eines Stromelementes
unter Ausnutzung der Stetigkeitsbedingungen fu¨r das H-Feld in der Ebene des Stromelemen-
tes gewinnen [5, 101].
Die elektrischen und magnetischen Felder gewinnt man aus dem Vektorpotential u¨ber
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Fu¨r ein Stromelement in z-Richtung fu¨hrt Gl(3.9) auf
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Infolge H
z
(~r) = 0 verschwinden in diesem Fall die TE-Anteile. Ein zusa¨tzlicher Koeffi-
zientenvergleich mit dem Ansatz Gl.(3.4) und Verwendung von Gl.(3.5) liefert fu¨r die E
z
-
Komponente die Darstellung:
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mit B
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Fu¨r z  z0:
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Aus der Darstellung ist ersichtlich, daß infolge fehlender Reflexionen im homogenen Raum
oberhalb des Stromelements nur hinauflaufende Wellen mit den Amplituden B(k
x
; k
y
)
existieren, unterhalb des Stromelements nur hinunterlaufende Wellen mit Amplituden
A(k
x
; k
y
).
Eine Besonderheit im Zusammenhang mit sowohl Feldkomponenten als auch Stromelemen-
ten in z-Richtung stellt der in den Gleichungen auftretende -Anteil dar. Eine weitere Vertie-
fung dieses Sachverhaltes ist in [9] zu finden.
Mit analogen Betrachtungen erha¨lt man zusammengefaßt die Amplituden von elektrischen
Stromelementen mit x–, y– oder z-Ausrichtung:
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Fu¨r magnetische Stromelemente:
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3.2 Feldberechnung innerhalb der geschichteten Struktur
Werden die Stromelemente in eine geschichtete Struktur eingebettet, so ko¨nnen durch Mehr-
fachreflexionen und Brechungen an den Schichtgrenzen sehr komplexe Feldverteilungen ent-
stehen. Die Einfu¨hrung von Reflexions– und Transmissionfaktoren erlauben die Berechnung
der resultierenden Feldverteilung u¨ber die Erfu¨llung der Stetigkeitsbedingungen der tangen-
tialen Feldkomponenten an den Schichtgrenzen.
Wie aus Abbildung 3.1 zu ersehen ist, wird zwischen Reflexionsfaktoren ^ 
i
an den oberen
Schichtgrenzen und  
i
an den unteren Schichtgrenzen unterschieden, analog werden Trans-
missionfaktoren nach oben, ^T
i;j
, und nach unten, T
i;j
, definiert.
Mit den Abku¨rzungen
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Abbildung 3.1: Wellenamplituden, Reflexions– und Transmissionsfaktoren bezu¨glich der
Schicht 0i0
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ergeben sich fu¨r die Reflexionsfaktoren die folgenden rekursiven Berechnungsvorschriften
[90]:
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wobei als Anfangswerte im Fall unendlich ausgedehnter Halbra¨ume
 
TM
m
=
^
 
TM
1
=  
TE
m
=
^
 
TE
1
= 0 (3.22)
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zu wa¨hlen sind.
Wird eine Schicht i nach oben oder unten von einem ideal elektrisch leitenden Reflektor
abgeschlossen, so ist
 
TM
i
=
^
 
TM
1
= 1;  
TE
i
=
^
 
TE
1
= ,1 (3.23)
zu setzen. Optional ko¨nnen durch Modifikation dieser Reflexionsfaktoren auch Reflektoren
mit endlicher Leitfa¨higkeit oder magnetische Abschirmungen simuliert werden.
Fu¨r die Transmissionsfaktoren erha¨lt man:
Fu¨r i < j:
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sowie fu¨r j < i:
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Mit Hilfe der Reflexions– und Transmissionsfaktoren la¨ßt sich anschließend das resultie-
rende Feld beliebiger Stromelemente eingebettet in einer Schicht i bestimmen. Die Zusam-
menha¨nge lassen sich sowohl rekursiv ermitteln, wie in [92] dargestellt, als auch iterativ
[6, 5]. Man erha¨lt fu¨r die Amplituden:
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Hierbei mu¨ssen fu¨r A,B,C und D die Feldamplituden des jeweiligen Stromelementes im ho-
mogenen Raum, spezifiziert in den Gln.(3.15) und (3.16), eingesetzt werden. A
i
; B
i
; C
i
und D
i
stehen fu¨r die Amplituden des resultierenden Feldes fu¨r Aufpunkte z > z0 (+) und
z < z
0 (–), womit die Amplituden innerhalb der Schicht ’i’ eindeutig bestimmt sind. Das
Feld in Aufpunkten innerhalb einer beliebigen Schicht ’j’ erha¨lt man mit Hilfe der Trans-
missionsfaktoren und Reflektionsfaktoren, exemplarisch fu¨r B
j
und A
j
mit j < i:
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und fu¨r j > i:
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analog fu¨r C
j
und D
j
.
Mit Hilfe der 5-Komponentendarstellung der Felder in Anhang B und den Amplituden des
eingebetteten Stromelements lassen sich so alle Feldkomponenten bestimmen. Exemplarisch
erha¨lt man fu¨r die Komponente ETM
x
eines elektrischen Stromelements in x-Richtung und
den Amplituden A
J;x
und B
J;x
aus (3.15) fu¨r Aufpunkte z  z0 und j  i:
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Analog fu¨r z  z0 und j  i:
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Das entsprechende Dyadenelement GE;TM
Jxx
erha¨lt man durch Normierung der obigen Dar-
stellungen auf J
0
. Eine Zusammenfassung aller Dyadenelemente
$
G
E
J
ist im Anhang A.1 zu
finden.
3.3 Die Greenschen Funktionen
$
G
E
M
,
$
G
H
M
und
$
G
H
J
Bei der Berechnung der Greenschen Funktion des H-Feldes magnetischer Quellen wird von
den Amplituden in Tabelle 3.16 ausgegangen. Die Beziehungen im Anhang B erlauben zu-
sammen mit den Amplituden der eingebetteten magnetischen Stromelemente die Herleitung
der Dyadenelemente in wenigen Schritten. Eine weitere Herleitungsmo¨glichkeit bietet die
Anwendung der Fitzgeraldschen Transformation: Diese erlaubt die Herleitung der Elemente
G
H
Muv
aus den Elementen GE
Juv
, indem die Gro¨ßen E;H;  und  durch H;,E; und  er-
setzt werden. Eine ¨Ubersicht u¨ber die Elemente ist in Anhang A.2 gegeben. Die Herleitung
der Greenschen Funktion des elektrischen Feldes magnetischer Quellen und umgekehrt kann
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in analoger Weise erfolgen. Hierbei ist sorgfa¨ltig auf die Indizierung der Materialparameter

i;j
; 
i;j
nach Quell– und Aufpunktschichten zu achten, um die Stetigkeit der tangentialen
Feldkomponenten an Schichtgrenzen zu garantieren. Der Test auf Stetigkeit der tangentia-
len Feldkomponenten an Schichtgrenzen stellt insbesondere ein wichtiges Instrument zur
Verifikation der spa¨teren numerischen Umsetzung dar. Die entsprechenden Dyadenelemen-
te sind im Anhang A.3 und A.4 aufgefu¨hrt, wobei auf die Auffu¨hrung der Elemente GE
Muz
,
G
H
Muz
und GH
Jzz
(u = x; y oder z) verzichtet wurde, da magnetischen Quellen in z-Richtung
innerhalb der Modellbildung nicht erforderlich sind.
Kapitel 4
Modifizierte Greensche Funktionen und
Formulierung des
Integralgleichungssystems
Im letzten Kapitel wurden die Konstruktion der verschiedenen Greenschen Funktionen fu¨r
das E– und H–Feld in Abha¨ngigkeit von der Anregung mittels elektrischer oder magneti-
scher Quellen dargelegt. In Kapitel 2 wurde die Modellierung von Blenden– und Schlitz-
strukturen mit Hilfe des Dualita¨tsprinzips erla¨utert, was auf im Modell als unendlich du¨nn
angenommene Reflektorebenen aus elektrisch idealleitendem Material mit geeignet aufge-
pra¨gten magnetischen Fla¨chenstro¨men fu¨hrt. Von diesen im folgenden als Blendenebenen
bezeichneten Strukturen kann eine beliebige Anzahl in die zuvor ungesto¨rte Schichtstruktur
eingebettet werden. Die durch den Blendeneinzug verursachten Modifikationen der verschie-
denen Greenschen Funktionen mu¨ssen anschließend durch eine sorgfa¨ltige Spezifikation der
Reflexionsfaktoren, Schichtgrenzen und Materialparameter erfaßt werden. Die Herleitung
dieser modifizierten Greenschen Funktionen ist zusammen mit der Aufstellung des jeweili-
gen strukturspezifischen Integralgleichungssystems Thema diese Kapitels.
4.1 Stetigkeitsbedingungen und Integralgleichung fu¨r das
H-Feld
Zur Formulierung der Stetigkeitsbedingungen fu¨r das H–Feld werden anhand des Beispiels
der Blendenebene lb in Abbildung 4.1 die folgende Bezeichnungen eingefu¨hrt:
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: Tangentiale magnetische Felder oberhalb der Blendenebene lb, hervor-
gerufen durch Stro¨me ~M
i
bzw. ~J
i
.
~
H
 
(
~
M
i
);
~
H
 
(
~
J
i
)j
z
lb
: Tangentiale magnetische Felder unterhalb der Blendenebene lb, her-
vorgerufen durch Stro¨me ~M
i
, ~J
i
.
$
G
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(k
x
; k
y
; z
i
; z
j
): Die Greensche Funktion fu¨r den Bereich oberhalb der Ebene lb mit
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Quellpunkt in einer Schicht j und Aufpunkt in einer Schicht i.
Mit ~J
lb
und ~J
lb 1
werden allgemein elektrische Fla¨chen- oder Volumenstromverteilungen
oberhalb (Index lb) und unterhalb (Index lb, 1) der Blendenebene lb bezeichnet.
In Abha¨ngigkeit von der Lage der mo¨glichen umgebenden Blendenebenen lauten die Stetig-
keitsbedingungen fu¨r die Blendenebene lb in einer allgemeingu¨ltigen Form:
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(4.1)
mii L
B
der Gesamtzahl aller Blendenebenen.
Abbildung 4.1: Zur allgemeinen Modellbildung
Mit Hilfe von modifizierten Greenschen Funktionen erha¨lt man hieraus die Integralglei-
chungsformulierung:
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mit ~J
lb
(x; y)mo¨glichen anregenden -gap Stromquellen. Zusa¨tzliche eingepra¨gte elektrische
und magnetische Stromquellen ko¨nnen in den Quellen der linken Seite enthalten sein, werden
hier aber nicht explizit aufgefu¨hrt.
Zusa¨tzlich wurde von den Kroneckersymbolen

L
B
lb
=
8
>
<
>
:
1 : lb = L
B
0 : sonst

1lb
=
8
>
<
>
:
1 : lb = 1
0 : sonst
(4.3)
Gebrauch gemacht.
Zur Herleitung der entsprechend modifizierten Greenschen Dyadenelemente werden
zuna¨chst die folgenden Bezeichnungen eingefu¨hrt (s. Abbildung 4.2):
up: Schichtnummer oberhalb der Ebene z
lb 1
om: Schichtnummer unterhalb der Ebene z
lb+1
p: Schichtnummer oberhalb der Ebene z
lb
m: Schichtnummer unterhalb der Ebene z
lb
Im Gegensatz zu einer Ebene mit elektrischen Fla¨chenstro¨men ist es bei einer Blendenebene
zwingend notwendig, die Schichtparameter ober– und unterhalb der Blendenebene zu spe-
zifizieren, da die Blendenebene als neue Begrenzungsfla¨che die Schichtbereiche oberhalb
und unterhalb voneinnander entkoppelt. Liegt z.B. eine Blendenebene in der Grenze zweier
Schichten, so darf die Blende nicht einer bestimmten Schicht zugeordnet werden, wie es bei
einer elektrischen Fla¨chenstromebene infolge der Stetigkeit der tangentialen Feldkomponen-
ten mo¨glich ist. Dementsprechend mu¨ssen die urspru¨nglichen Schichtgrenzen sorfa¨ltig spe-
zifiziert und bei der Berechnung der modifizierten Greenschen Funktionen die Reflexions–
und Transmissionsfaktoren in Abha¨ngigkeit von der Lage der benachbarten Blendenebenen
neu berechnet werden.
4.1 INTEGRALGLEICHUNG F ¨UR DAS H-FELD 35
Abbildung 4.2: Zur Spezifizierung der Schichtparameter beim Einzug von Blendenebenen
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Man erha¨lt so fu¨r die xx-Komponenten:
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mit folgenden spezifizierten Schichtgrenzen und Reflexionsfaktoren:
^
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(4.12)
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(4.13)
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Die anderen modifizierten Elemente der Greenschen Dyade lassen sich hieraus leicht mit
Hilfe der Darstellungen im Anhang herleiten.
Fu¨r die Berechnung des magnetischen Feldes auf einer Blende oberhalb der erzeugenden
elektrischen Quellen erha¨lt man die modifizierte Greensche Funktion:
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mit den spezifizierten Schichtgrenzen und Reflexionsfaktoren
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Fu¨r die Berechnung des magnetischen Feldes auf einer Blende unterhalb der erzeugenden
elektrischen Quellen erha¨lt man die modifizierte Greensche Funktion:
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4.2 Randbedingungen und Integralgleichung fu¨r das E-
Feld
Die Formulierung eines Integralgleichungssystems fu¨r das elektrische Feld soll exemplarisch
anhand des Bereiches zwischen den Blenden lb und lb+1 in Abbildung 4.1 illustriert werden.
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(4.29)
Dieses elektrische Feld muß in Abha¨ngigkeit von den Aufpunktskoordinaten den folgenden
Bedingungen genu¨gen:
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(x; y) 2 Schaltungsmetallisierung (4.30)
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j!((x; y; z), j(x; y; z)=!, )
; (x; y; z) 2 Polarisationsstrombereich
(4.31)
Darin stehen ~E
i
fu¨r -gap Spannungsquellen, in ~J
le
;
~
J
le+1
ko¨nnen zusa¨tzliche eingepra¨gte
Stromquellen enthalten sein. Gl.(4.31) beschreibt die Bedingung fu¨r das elektrische Feld in-
nerhalb der von Polarisationsvolumenstro¨men beschriebenen Bereiche, wobei von der Defi-
nition Gl.(2.4) ausgegangen wurde. Dabei bedeutet  die Permittivita¨t der Schichtumgebung,
in welche die Volumenstro¨me eingebettet sind. Die ortsabha¨ngige Permittivita¨t (x; y; z) cha-
rakterisiert mo¨gliche endliche dielektrische Bereiche, (x; y; z) entsprechende Bereiche ver-
tikaler metallischer Durchverbindungen.
Fu¨r die Berechnung des elektrischen Feldes oberhalb einer Blendenebene lb mit magneti-
schen Quellen ~M ergibt sich die modifizierte Greensche Funktion:
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G
E;TE
Mzx;lb
= 0
(4.35)
wobei die Schichtbezeichnungen aus Abbildung 4.1 weiterhin gu¨ltig bleiben.
4.2 INTEGRALGLEICHUNG F ¨UR DAS E-FELD 41
Die folgenden Schichtgrenzen und Reflexionsfaktoren mu¨ssen zusa¨tzlich spezifiziert wer-
den:
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Fu¨r ^ TM;TE
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gilt die Spezifikation Gl.(4.15), fu¨r ^d
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gilt Gl.(4.12).
Fu¨r das elektrische Feld unterhalb einer Blendenebene mit magnetischen Quellen ~M ergibt
sich die modifizierte Greensche Funktion:
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mit den spezifizierten Schichtgrenzen und Reflexionsfaktoren:
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4.2 INTEGRALGLEICHUNG F ¨UR DAS E-FELD 42
 
TM;TE
j;spez
=
8
>
<
>
:
1 : falls lb, 1  1^ keine Schichtgrenze zwischen z
le
; z ^ z
lb 1
 
TM;TE
j
: sonst
und  TE
m;spez
gema¨ß Gl.(4.16) und d
m;spez
gema¨ß Gl.(4.13).
Bei der Berechnung der modifizierten Greenschen Funktion der elektrischen Felder elektri-
scher Quellen unter Beru¨cksichtigung der Blendenumgebung bleibt die Struktur der Darstel-
lungen im Anhang A.1 erhalten, doch mu¨ssen auch hier alle Schichtgrenzen, Reflexions–
und Transmissionsfaktoren in Abha¨ngigkeit von der Blendenumgebung in a¨hnlicher Weise
spezifiziert werden.
Kapitel 5
Diskretisierung und Lo¨sung des
Integralgleichungssystems
Ziel dieses Kapitels ist es, fu¨r das im letzten Kapitel formulierte Integralgleichungssystem,
welches aus einer Kombination verkoppelter elektrischer und magnetischer Oberfla¨chen–
und Volumenintegralgleichungen besteht, ein effizientes analytisches und numerisches In-
strumentarium fu¨r dessen Lo¨sung bereitzustellen. Ausgangspunkt ist die Diskretisierung des
Integralgleichungssystems mit Hilfe der in Kapitel 2 vorgestellten Entwicklungsfunktionen
fu¨r die elektrischen und magnetischen Fla¨chenstro¨me sowie der Volumenstro¨me. Das so dis-
kretisierte Integralgleichungssystem wird anschließend mit der Momentenmethode nach Ga-
lerkin in ein lineares Gleichungssystem fu¨r die unbekannten Amplituden der Basisfunktionen
u¨berfu¨hrt. Das Galerkin–Verfahren hat sich fu¨r die hier vorliegenden Integralgleichungen als
die Methode der Wahl erwiesen, da es eine Fehlerminimierung im Sinne einer Kleinste–
Quadrate Approximation ermo¨glicht. Eine detaillierte Beleuchtung des Variationscharakters
dieses Verfahrens ist in [31] und [27] zu finden. Die Eintra¨ge der Systemmatrix, welche aus
dem Galerkin–Verfahren resultiert, bestehen aus Reaktionsintegralen, die eine gemischte In-
tegration u¨ber sowohl Ortsbereichs– als auch Spektralbereichsvariablen beinhalten. Die ana-
lytische Behandlung dieser Ortsbereichsintegrationen fu¨hrt schließlich auf eine reine Spek-
tralbereichsdarstellung der Integrale. Diese Integrale weisen fu¨r eine numerische Auswer-
tung zwar oft schon brauchbare Konvergenzeigenschaften auf, doch sind diese stark von
der gewa¨hlten Diskretisierung, d.h. den geometrischen Abmessungen und den gegenseiti-
gen Absta¨nden der Basisfunktionen abha¨ngig. Um hier eine gleichma¨ßige und auch deutlich
schnellere Konvergenz zu erzielen, wird eine verallgemeinerte asymptotische Integranden-
entwicklung fu¨r alle Integralklassen durchgefu¨hrt, die eine Aufspaltung der Integrale in einen
sehr schnell konvergierenden, numerisch auszuwertenden Anteil und einen langsam kon-
vergierenden, aber u.a. durch die spezielle Auswahl der Basisfunktionen vollsta¨ndig analy-
tisch behandelbaren Anteil ermo¨glicht. Anschließend werden Eigenschaften der schnell kon-
vergierenden Anteile dargelegt und die numerischen Integrationsstrategien erla¨utert. Einen
Kernpunkt des Kapitels bildet die analytische Behandlung der Integralanteile mit den asym-
ptotischen Integrandenentwicklungen.
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5.1 Diskretisierung der Integralgleichungen
Fu¨r die Diskretisierung der Gesamtstromverteilung im Spektralbereich erha¨lt man:
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(5.1)
In dieser Darstellung bilden die b
lem
, b
lbm
und a
lvk
Normierungsgro¨ßen, so daß die unbe-
kannten Amplituden alle die Einheit einer Spannung oder Stromes erhalten. Fu¨r die Basis-
funktionen Gl.(2.2) ist dies die Breite der Funktion, bei den Funktionen Gl.(2.3) die Ha¨lfte
ihrer Breite und bei den Volumenstro¨men die Querschnittsfla¨che a
lvk
= w
x
 w
y
.
Im allgemeinen Fall wird der Lo¨sungsraum durch L
B
Blendenebenen in L
B
+ 1 Bereiche
aufgeteilt, die im folgenden von 0::L
B
durchnummeriert werden. Der Bereich ’0’ bedeutet
in dieser Darstellung den Bereich unter der ersten Blendenebene. Unter Verwendung der
Diskretisierungsdarstellung Gl.(5.1) erha¨lt man fu¨r das elektrische Feld im Bereich lb:
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(5.2)
wobei wie ersichtlich die Summenbildung u¨ber alle Ebenen le0 elektrischer Fla¨chenstro¨me
und den Ebenen der zugeordneten Volumenstro¨me lv0 zu erfolgen hat, die zwischen den
beiden (optionalen) Blendenebenen lb und lb + 1 liegen. Eine Integralgleichungsformulie-
rung erha¨lt man hieraus, indem obige Beziehung fu¨r das elektrische Feld den Bedingungen
5.1 DISKRETISIERUNG DER INTEGRALGLEICHUNGEN 45
Gl.(4.30) und Gl.(4.31) gegenu¨bergestellt wird. Mit dem elektrischen Feld der eingepra¨gten
Quellen
~
E
imp
lb
(x; y; z) =
1
4
2
ZZ
k
x
k
y

Z
z
0
$
G
E
J;lb
(k
x
; k
y
; z; z
0
) 
X
le
0
N
le
0
+K
le
0
X
k=N
le
0
+1
I
imp
le
0
k
~
F
le
0
k
(k
x
; k
y
; z
0
)
b
le
0
k
dz
0
+ (1, 
0;lb
)
Z
z
0
$
G
E
M;lb
(k
x
; k
y
; z; z
0
) 
N
lb
+K
lb
X
k=N
lb
+1
U
imp
lbk
~
F
lbk
(k
x
; k
y
; z
0
)
b
lbk
dz
0
, (1, 
L
B
+1;lb+1
)
Z
z
0
$
G
E
M;lb
(k
x
; k
y
; z; z
0
) 
N
lb+1
+K
lb+1
X
k=N
lb+1
+1
U
imp
lb+1;k
~
F
lb+1;k
(k
x
; k
y
; z
0
)
b
lb+1;k
dz
0

e
j(k
x
x+k
y
y)
dk
x
dk
y
; 8 le
0
; lv
0 mit z
lb
< z
le
0
< z
lb+1
^ z
lb
< z
lv
0
 z
lb+1
;
lb = 0::L
B
(5.3)
und der zusa¨tzlichen Sortierung des Systems nach unbekannten (linke Seite) und bekannten
Termen (rechte Seite) erha¨lt fu¨r die Felder auf den Metallisierungsebenen z
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Dabei treten neben den Basisfunktionen ~f
lem
mit den unbekannten Amplituden I
lem
zusa¨tz-
lich die den eingepra¨gten Quellen zugeordneten Basisfunktionen ~f
lek
mit bekannten Ampli-
tuden I imp
lek
der Anzahl K
le
auf. Die ~E
leq
repra¨sentieren die eingepra¨gten -gap Spannungs-
quellen.
Fu¨r die Bereiche mit Volumenstro¨men muß gelten:
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Darin bedeutet 
lvk
und 
lvk
eine dem Volumenbereich der Basisfunktion ~f
lvk
zugeordnete
konstante Permittivita¨t und Leitfa¨higkeit.
Dieses Integralgleichungssystem ist in dieser Form noch unterbestimmt, ein eindeutig lo¨sba-
res Gesamtsystem mit Verkopplung aller durch die Blendenebenen zuna¨chst isolierten Teil-
bereichen entsteht erst durch die parallele Betrachtung des magnetischen Feldintegralglei-
chungssystems. Dazu wird die Darstellung Gl.(4.2) des letzten Kapitels in analoger Weise
wie in (5.2) durch Einsetzen von Gl.(5.1) diskretisiert.
Zur Lo¨sung des Systems wird die Momentenmethode angewendet, welche hier exemplarisch
anhand der diskretisierten elektrischen Feldintegralgleichung demonstriert wird. Hierzu wird
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jede Gleichung aus (5.4) N
le
-mal skalar mit einer Testfunktion ~g
len
(x; y; z) multipliziert und
darauffolgend u¨ber den Definitionsbereich dieser Testfunktion integriert, was der Operation
Z
z
Z
y
Z
x
[: : :]  ~g
len
(x; y; z)dxdydz (5.6)
entspricht. Als Ausdru¨cke in den eckigen Klammern werden jeweils die linke und rechte Sei-
te aus den Gln.(5.4) eingesetzt. Analog wird jede Gleichung in (5.5) N
lv
–mal mit Testfunk-
tionen ~flvn(x;y;z)
a
lvn
skalar multipliziert und integriert. Als Testfunktionen ko¨nnen im einfach-
sten Fall punkt– oder linienfo¨rmige Funktionen verwendet werden, mit der eine stellenweise
Erfu¨llung der Integralgleichung erzielt wird (Point-Matching Verfahren).
Die optimale Wahl stellt hier jedoch die Verwendung der Entwicklungsfunktionen selbst
als Testfunktionen dar, was auf das Galerkin–Verfahren fu¨hrt. Da die Diskretisierung der
Schaltungsstrukturen in dieser Arbeit einheitlich mit Hilfe von Teilbereichsfunktionen er-
folgt, entfa¨llt die in [1, 9]und [15] [16] beschriebene notwendige Modifikation des Galerkin–
Verfahrens, bei der im Zuleitungsbereich ein pointmatchinga¨hnliches Verfahren verwendet
werden mußte, um Probleme bei der numerischen Umsetzung zu umgehen. Dies bedeutete
fu¨r die dortige Anwendung besonderer Ganzbereichentwicklungsfunktionen im Zuleitungs-
bereich (Leitungsmoden) neben einer mo¨glichen Verschlechterung der Genauigkeit auch
noch eine Erho¨hung des Verfahrensaufwandes. Neben weiteren Modellierungsnachteilen,
die noch in den Folgekapiteln erla¨utert werden, wu¨rden diese Leitungsmoden auch die An-
wendung der in dieser Arbeit entwickelten analytischen und numerischen Umsetzung ver-
hindern. Die Anwendung des Galerkin–Verfahrens soll exemplarisch anhand des Teilsystems
Gln.(5.5) demonstriert werden. Die Multiplikation mit ~flvn(x;y;z)
a
lvn
und Integration analog zu
Gl.(5.6) liefert das lineare Teilsystem:
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Dieser Teil des linearen Gesamtgleichungssystems la¨ßt sich in der folgenden Weise in etwas
kompakterer Form darstellen:
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mit den integralen Ausdru¨cken:
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(5.11)
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Hierbei zeigt sich, daß die Verkopplungen zwischen elektrischen und magnetischen Stro¨men
dimensionslose Gro¨ßen darstellen, was an dieser Stelle durch die Bezeichnung ZY hervor-
gehoben wird.
Analog erha¨lt man fu¨r die Gln.(5.4) das Teilsystem:
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Die hier zusa¨tzlichen auftretenden integralen Ausdru¨cke lauten:
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Schließlich erha¨lt man durch Anwendung der Momentenmethode auf die Integralgleichung
fu¨r das magnetische Feld Gl.(4.2) das schematisierte lineare Gleichungssystem:
,(1, 
L
B
lb
)
N
lb+1
X
m=1
U
lb+1;m
Y
nm
(lb; lb+ 1) +
N
lb
X
m=1
U
lbm
Y
nm
(lb; lb) +
+
X
le
0
N
le
0
X
m=1
v(le
0
)I
le
0
m
ZY
nm
(lb; le
0
) +
X
lv
0
N
lv
0
X
m=1
v(lv
0
)I
lv
0
m
ZY
nm
(lb; lv
0
) =
=
X
le
0
N
le
0
+K
le
0
X
k=N
le
0
+1
I
imp
le
0
k
v(le
0
)(,ZY
nk
(lb; le
0
)) + (1, 
L
B
lb
)
N
lb+1
+K
lb+1
X
k=N
lb+1
+1
U
imp
lb+1
Y
nk
(lb; lb+ 1)
5.1 DISKRETISIERUNG DER INTEGRALGLEICHUNGEN 49
,
N
lb
+K
lb
X
k=N
lb
+1
U
imp
lb
Y
nk
(lb; lb) + (1, 
1lb
)
N
lb 1
+K
lb 1
X
k=N
lb 1
+1
U
imp
lb 1
Y
nk
(lb; lb, 1) +
Q
lb
X
q=1
I
ein
nq
(lb);
n = 1::N
lb
; lb = 1::L
B
: (5.15)
Hierbei mu¨ssen die Vorzeichen v(le0) und v(lv0) zu ,1 gesetzt werden, wenn z
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gilt und zu +1, wenn z
le
0
; z
lv
0
> z
lb
gilt. Weiterhin entstehen die integralen Ausdru¨cke
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Hierbei wird durch die Bezeichnung Y der Admittanzcharakter der Matrixelemente betont.
Die allgemeine Struktur des Gesamtgleichungssystems la¨ßt sich in der Form
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B
B
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B
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darstellen mit der quadratischen Systemmatrix [V ], dem Vektor ~I der unbekannten Amplitu-
den der elektrischen Fla¨chenstromebenen, ~I
V
mit den Amplituden der Volumenstromberei-
che und ~U den Amplituden der Blendenebenen. Die Systemmatrix [V ] kann je nach Struk-
turanordnung ein sehr unterschiedliches Aussehen annehmen, so daß hier keine einheitli-
che schematische Darstellung mo¨glich ist. Um einen ¨Uberblick u¨ber den typischen Aufbau
der Systemmatrix zu bekommen, sei diese schematisch fu¨r eine Anordnung bestehend aus
drei Blendenebenen lb1::lb3, zwei elektrische Fla¨chenstromebenen le1; le2 und zwei Ebenen
lv1; lv2 denen Volumenstro¨me zugeordnet sind, angegeben. Dabei mo¨gen sich die Ebenen
le1 und lv1 zwischen der ersten und zweiten Blendenebene befinden, die Ebenen le2 und lv2
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zwischen der zweiten und dritten Blendenebene:
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Darin bilden die einzelnen Eintra¨ge Untermatrizen, so erha¨lt man exemplarisch fu¨r [Z
le;le
0
]:
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In Gl.(5.21) ist insbesondere zu erkennen, daß einige Untermatrizen Nulleintra¨ge enthal-
ten, da die mit diesen Matrizen verbundenen Entwicklungs– und Testbasisfunktionen durch
dazwischenliegende Blendenebenen elektromagnetisch entkoppelt sind. Zusa¨tzlich ist zu er-
kennen, daß die Systemmatrix nicht vollsta¨ndig symmetrisch ist. Dies ist auf den Rezipro-
zita¨tssatz fu¨r elektrische und magnetische Quellen zuru¨ckzufu¨hren, so erha¨lt man in Anwe-
senheit von Quellen ~J
a
und ~M
b
mit ihren zugeho¨rigen Feldern ~E
b
und ~H
a
die Relation
ZZ
V
Z
~
J
a
~
E
b
dv = ,
ZZ
V
Z
~
M
b
~
H
a
dv; (5.23)
d.h. es gilt allgemein bei Verkopplungen zwischen Basisfunktionen von elektrischen und
magnetischen Stro¨men die Beziehung
ZY
12
= ,ZY
21
(5.24)
Es sei betont, daß sich diese Beziehung nicht immer unmittelbar aus den Greenschen Dyaden
ablesen la¨ßt, sondern oft erst im Zusammenhang mit den genauen Positionen der Quellen und
den im folgenden noch aufgezeigten Beziehungen Gln.(5.57–5.60).
5.2 Darstellung und Aufbereitung der Matrixelemente
Nachdem der Aufbau der Systemmatrix bekannt ist, besteht der na¨chste Schritt darin, eine
Aufbereitung fu¨r die durch die integralen Ausdru¨cke im letzten Unterabschnitt repra¨sen-
tierten Matrixelemente zu finden, die ihre Auswertung mit mo¨glichst geringem numerischen
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Aufwand bei gleichzeitig hoher Genauigkeit ermo¨glicht. Dazu wird im folgenden die Aufbe-
reitung der Koppelintegrale na¨her betrachtet, welche die Reaktionen zwischen elektrischen
Stromverteilungen beschreiben. Ausgehend von den Darstellungen im letzten Abschnitt,
mu¨ssen hier drei Integraltypen betrachtet werden. So beschreibt
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die Verkopplung planarer Basisfunktionen in den Ebenen le und le0. Da die z und z0-
Abha¨ngigkeit der planaren Basisfunktionen durch je eine -Funktionen beschrieben wird,
ko¨nnen mit deren Ausblendeigenschaften die Ortsbereichsintegration u¨ber z und z0 unmit-
telbar ausgefu¨hrt werden. Weiterhin beschreibt
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die Verkopplungen planarer Basisfunktionen mit Volumenstro¨men. Hier kann infolge der
planaren Basisfunktion die Integration u¨ber z0 unmittelbar ausgefu¨hrt werden. Der dritte In-
tegraltyp
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welcher die Verkopplung von Volumenstrombasisfunktionen beschreibt, die auf den Ebenen
lv
0 und lv angeordnet sind, beinhaltet zusa¨tzliche Ortsbereichsintegrationen u¨ber z und z0.
Die notwendigen Schritte fu¨r die Ortsbereichsintegrationen in Gl.(5.26) und Gl.(5.27) sollen
im folgenden zusammengefaßt werden. Die fu¨r die Integrationen erforderlichen Greenschen
Dyadenelemente (s. Anhang A.1) lauten
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fu¨r Verkopplungen planarer mit vertikalen Anteilen und
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fu¨r Verkopplungen zweier vertikaler Anteile. Da die Volumenstrombasisfunktionen einen
konstanten Funktionsverlauf in z-Richtung besitzen, ko¨nnen sie bezu¨glich der z-Koordinate
eindeutig durch Angabe ihrer unteren und oberen Grenze z
lv
und z
lv+1
charakterisiert wer-
den. Wir erhalten so fu¨r die Ortsbereichsintegrationen bei der Reaktion eines Volumen-
stromes (Entwicklungsfunktion) und einer planaren Basisfunktion (Testfunktion) im Fall
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desweiteren fu¨r z
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Dabei wurden die Ausdru¨cke durch k
x
dividiert, so daß diese zuna¨chst unabha¨ngig von der
Orientierung der planaren Basisfunktion werden. Zusa¨tzlich wird zuna¨chst vorausgesetzt,
daß sich die Funktionen innerhalb einer Schicht befinden. Die Berechnung von IEVH fu¨r
planare Basisfunktionen als Entwicklungsfunktionen und Volumenstro¨men als Testfunktio-
nen ist nicht zwingend notwendig, da diese Fa¨lle aufgrund der Reziprozita¨t auf Verkopplun-
gen mit IEHV zuru¨chgefu¨hrt werden ko¨nnen. Die Berechnung des Terms IV V , welcher
fu¨r die Verkopplungen von Volumenstro¨men unter sich relevant ist, erfolgt allgemein u¨ber
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Hierbei muß jedoch zwischen den Fa¨llen z
lv
= z
lv
0 und z
lv
6= z
lv
0 unterschieden werden.
Im Fall z
lv
= z
lv
0 muß der -Anteil der Greenschen Dyadenelements GE
Jzz
beru¨cksichtigt
werden, man erha¨lt so zuna¨chst fu¨r die Integration u¨ber z0:
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Der Term T
1
in Gl.(5.37) la¨ßt sich u¨ber die Separationsbedingung in folgender Weise zusam-
menfassen:
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Die Integration u¨ber z liefert schließlich:
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Auf die Darstellung des sehr umfangreichen Terms fu¨r den Fall z
lv
6= z
lv
0 sei an dieser Stelle
verzichtet, die Auswertung der langwierigen analytischen Integrationen la¨ßt sich effektiv mit
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Programmpaketen, die fu¨r die Verarbeitung symbolischer Algebra geeignet sind, bewa¨ltigen.
In dieser Arbeit wurde hierzu und fu¨r weitere analytische Aufbereitungen das Paket MAPLE
[167] verwendet.
Fu¨r die Wechselwirkung der Volumenstro¨me mit den magnetischen Stro¨men der Blendene-
benen sind weiterhin die folgenden Ortsbereichsintegrationen erforderlich. Fu¨r die Wechsel-
wirkung eines magnetischen Stromes einer Blendenebene unterhalb eines Volumenstromes
erha¨lt man:
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und analog fu¨r eine Blendenebene oberhalb eines Volumenstroms:
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5.3 Asymptotische Integrandenentwicklungen
Nach analytischer Auswertung der Ortsbereichintegrationen verbleibt fu¨r die Berechnung
der Matrixelemente die Auswertung der Spektralbereichsintegrale u¨ber k
x
und k
y
. Auf-
grund der sehr komplexen Zusammensetzung der Greenschen Funktionen und der Spektral-
bereichsausdru¨cke IEHV , IBHV und IV V ist hier eine direkte analytische Auswertung
nicht mehr mo¨glich, so daß numerische Vorgehensweisen unumga¨nglich sind. Das Kon-
vergenzverhalten der Integrale Gl.(5.25) wurde in vielen Beitra¨gen untersucht. In fast allen
dieser Beitra¨ge wurde fu¨r die numerische Auswertung eine Polarkoordinatendarstellung im
Spektralbereich gewa¨hlt, die durch
k

=
q
k
2
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2
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; ' = arctan(
k
y
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) (5.42)
gegeben ist. Diese Darstellung kann fu¨r alle Koppelintegrale, verallgemeinert mit V
nm
be-
zeichnet, angewendet werden, so daß man erha¨lt:
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wobei zusa¨tzlich die Funktionaldeterminate k

beru¨cksichtigt werden muß. In dieser Dar-
stellung bedeutet
$
IG die resultierende Spektralbereichsdarstellung, die sich nach Auswer-
tung aller notwendigen Ortsbereichintegrationen ergibt, l und l0 steht stellvertretend fu¨r le,
lb, lv und die entsprechenden gestrichenen Ebenen. Der erste direkt erkennbare Vorteil der
Darstellung Gl.(5.43) besteht in der Reduktion von zwei uneigentlichen Integrationen u¨ber
k
x
und k
y
auf nur noch ein uneigentliches Integral u¨ber k

verbunden mit einem a¨ußeren
Integral u¨ber die Variable ' mit endlichen Integrationsgrenzen.
Weitere Vorteile werden bei den folgenden asymptotischen Integrandenentwicklungen und
der sich anschließenden numerischen Integration deutlich. Die bisherigen Untersuchungen
der Konvergenzeigenschaften der Koppelintegrale zeigten oft ein sehr uneinheitliches Ver-
halten mit einer starken Abha¨ngigkeit von den beteiligten Entwicklungsfunktionen und von
der Variable '. So klingen die mit geometrisch kleinen Basisfunktionen verbundenen Inte-
granden nur sehr langsam ab, da die Spektren solcher Basisfunktionen sehr breit werden,
desweiteren ist das Konvergenzverhalten in der Na¨he der Achse ' = 0 oft deutlich schlech-
ter als fu¨r Werte aus dem Innern des Integrationsintervalls. Ein weiteres Problem tritt bei
Koppelintegralen von Basisfunktionen auf, die gro¨ßere laterale Absta¨nde x
nm
;y
nm
von-
einander haben. In diesem Fall weisen die Integranden augrund der Verschiebungsfaktoren
e
jk
x
x
nm
e
jk
y
y
nm ein stark oszillierendes Verhalten auf, so daß verbunden mit einem lang-
samen Abklingen des Integranden eine große Anzahl Stu¨tzstellen erforderlich wird.
Es wird daher auf weitergehende Betrachtungen in dieser Richtung verzichtet und viel-
mehr eine verallgemeinerte Analyse des asymptotischen Verhaltens von
$
IG in Gl.(5.43) fu¨r
große Werte von k

durchgefu¨hrt. Dazu wird zuna¨chst die Verkopplung planarer elektrischer
Stro¨me mit x-Orientierung betrachtet. Das relevante Dyadenelement, exemplarisch fu¨r den
TM -Anteil lautet hier
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] (5.44)
Befinden sich die Basisfunktionen in verschiedenen Ebenen, gilt also z 6= z0, so weisen
die beiden letzten Exponentialfunktionen von Gl.(5.44) immer ein abklingendes Verhalten
auf, da infolge der Ausstrahlungsbedingung k
zi
= ,j
q
k
2

, k
2
i
fu¨r k

 k
i
gelten muß.
Wenn die Absta¨nde d
i
, z
0 und Schichtdicken d
i 1
, d
i
nicht zu klein werden, was bei
technisch relevanten Sub/Superstratmaterialien in der Regel gegeben ist, so wird durch die-
sen exponentiellen Abfall immer eine sehr gute Konvergenz der Koppelintegrale garantiert.
Wesentlich schlechter ist die Konvergenz im Fall z = z0. In diesem Fall wird der Exponenti-
alterm e jkzi(z z0) in (5.44) zu eins und es la¨ßt sich eine asymptotische Entwicklung fu¨r die
Dyadenelemente in der Form
G
E;A
Juv
= G
E
Juv
j
k

k
i
= G
E;TM;A
Juv
(')k

+G
E;TE;A
Juv
(')
1
k

(5.45)
mit
G
E;TM;A
Jxx
=
j cos
2
'
2!
i
; G
E;TE;A
Jxx
=
!
i
sin
2
'
2j
(5.46)
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G
E;TM;A
Jxy
=
j cos' sin'
2!
i
; G
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Jxy
=
!
i
cos' sin'
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(5.47)
angeben. Liegen die beteiligten Basisfunktionen in der Grenzebene zweier Schichten mit
unterschiedlichen Permittivita¨ten 
i
und 
i+1
, so ist eine zusa¨tzliche asymptotische Entwick-
lung des Reflexionsfaktors  TM
i
erforderlich. Mit Gl.(3.18) und lim
k

!1
k
zi+1
k
zi
= 1 erha¨lt
man
 
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
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i
(5.48)
woraus die modifizierten asymptotischen TM -Anteile
G
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2
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j cos' sin'
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resultieren. Mit analoger Vorgehensweise erha¨lt man aus den Gln.(4.4) und (4.5) die asym-
ptotischen Entwicklungen der Greenschen Dyaden fu¨r Blendenstrukturen
G
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=
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2
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; G
H;TE;A
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=
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
cos
2
'
!
p;m
(5.50)
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=
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!
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wobei fu¨r die Indizes p und m die Bedeutungen nach Abbildung 4.2 gelten. Es ist zu erken-
nen, daß die Greenschen Dyadenelemente schlechtestenfalls proportional zu k

anklingen,
so daß die Konvergenz des Gesamtintegrals nur durch das abklingende Verhalten der Fou-
riertransformierten der Basisfunktionen sichergestellt wird. Eine genaue Analyse der Expo-
nentialterme in den Gln.(5.34) und (5.35) liefert die Entwicklungen
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Die asymptotischen Reflexionsfaktoren sind nur dann von Null verschieden, wenn die Ebene
der beteiligten planaren Basisfunktion eine Grenzebene zweier benachbarter Schichten mit
mit den Permittivita¨ten 
i
und 
i+1
bzw. 
i
und 
i 1
bildet mit dem Volumenstrom in der
Schicht ’i’. Eine a¨hnliche Darstellung la¨ßt sich auch fu¨r das asymptotische Verhalten von
IV V in Gl.(5.39) gewinnen:
IV V
A
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= z
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0
) =
j
2k

!
i
(2,  
TM;A
i
,
^
 
TM;A
i
) (5.54)
Besonders sorgfa¨ltig muß hier der Fall beru¨cksichtigt werden, daß sich eine Volumen-
strombasisfunktion direkt auf einer Blendenebene oder Reflektorebene befindet, wie es bei
Bru¨ckenstrukturen in Koplanarschaltungen und Kurzschlußstiften in Mikrostripkomponen-
ten ha¨ufig der Fall ist.
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Mit Hilfe dieser asymptotischen Integrandenentwicklungen la¨ßt sich durch Subtraktion eine
Aufspaltung des urspru¨nglichen Integrals in zwei Teilintegrale vornehmen:
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analytische Integration
(5.55)
Die
 !
IG stehen hier stellvertretend fu¨r Dyadenelemente oder fu¨r die Terme
IEHV; IVV; IBHV .
Wie in den folgenden Abschnitten erla¨utert, lassen sich fu¨r das erste Integral effiziente nu-
merische Integrationsstrategien anwenden, wa¨hrend die Auswertung des zweiten Integrals
mit sehr schlechter Konvergenz mit analytischen oder teilanalytischen Konzepten mo¨glich
ist.
Ein weiterer wichtiger Schritt in der Aufbereitung der Matrixelemente ergibt sich aus der
Ausnutzung von Symmetrieeigenschaften der Elemente von
 !
IG und einzelner Faktoren der
Fouriertranformierten der Basisfunktionen. Diese Symmetrien beziehen sich auf das gerade
oder ungerade Verhalten dieser Faktoren bezu¨glich der urspru¨nglichen Integrationsvariablen
k
x
und k
y
. So la¨ßt ein Blick auf die Fouriertransformierten der Basisfunktionen (s. Anhang
C) erkennen, daß sich diese allgemein in der Produktform
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m
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)~e
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darstellen lassen. Im folgenden wird gezeigt, wie sich u¨ber Real– oder Imagina¨rteilbidung
u¨ber diese Faktoren in Abha¨ngigkeit von den Eigenschaften der Komponenten von
 !
IG der
Integrationsbereich von Gl.(5.55) auf den ersten Quadranten der k

–'-Ebene reduziert wer-
den kann. Man erha¨lt die Darstellungen:
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5.4 Numerische Integration
Nach Abzug der asymptotischen Entwicklungen zeigen Integranden des ersten Integrals
Gl.(5.55) bei technisch relevanten Schichtstrukturen einen schnellen exponentiellen Abfall,
wodurch eine sehr gute Konvergenz der Koppelintegrale garantiert ist. Das Abklingverhal-
ten der Integranden ist außerdem fast unabha¨ngig von den Abmessungen der Basisfunktio-
nen und der a¨ußeren Integrationsvariable ' und vollzieht sich in der Regel so schnell, daß
sich Oszillationen durch gro¨ßere laterale Absta¨nde der Basisfunktionen kaum negativ auf
den numerischen Aufwand auswirken ko¨nnen. Trotzdem ist die numerische Integration u¨ber
k

nicht unproblematisch, da die Greenschen Funktionen geschichteter Strukturen Polstel-
len infolge Oberfla¨chen–, Parallelplatten– und Leckwellen aufweisen. Desweiteren treten in
der Regel Verzweigungspunkte auf, da infolge der Separationsbedingung k
z
=
q
k
2
, k
2

die Greenschen Dyadenelemente als Funktionen der komplexen Variablen k

= k
0

+ jk
00

auf einer zweibla¨ttrigen Riemanschen Fla¨che definiert werden mu¨ssen. Die Verzweigungs-
schnitte lassen sich, wie z.B in [30, 52] demonstriert, vorteilhaft in einer L-Form anord-
nen, wodurch die Ausstrahlungsbedingung auf dem gesamten oberen Blatt der Riemanschen
Fla¨che erfu¨llt ist. Bei verlustlosen Materialien treten die Polstellen aus Oberfla¨chen– und
Parallelplattenwellen sowie die Verzweigungspunkte direkt auf dem Integrationsweg la¨ngs
der reellen k

-Achse auf, die Polstellen mu¨ßten dann durch Halbkreise mit infinitesimalen
Radien ausgespart werden, so daß sich das gesamte Wegintegral aus den Residuenbeitra¨gen
der Pole und dem Cauchy-Hauptwert des Integrals u¨ber die reelle k

-Achse ergeben wu¨rde.
Das Wegintegral u¨ber den Verzweigungspunkt hinweg existiert jedoch, da dieser Punkt hier
nur eine schwache Singularita¨t darstellt. Die Polstellen der Leckwellen befinden sich in der
Regel nicht in der Na¨he der reellen Achse.
Werden den Materialien leichte Verluste zugewiesen, so wandern die Polstellen in den vierten
Quadranten des jeweiligen Riemanschen Blattes, so daß ein Aussparen der Polstellen bei
Integration la¨ngs der reellen k

-Achse nicht mehr notwendig ist. Doch auch in diesem Fall
treten starke Schwankungen der Greenschen Funktion in der Na¨he der Polstellen und des
Verzweigungspunktes auf.
In Abbildung 5.1 ist das Verhalten des Dyadenelements GH
Mxx
einer Schlitzantennenstruktur
dargestellt. An die Blendenebene schließt sich nach oben ein Quarzhalbraum an, unterhalb
der Blendenebene befindet sich eine Luftschicht der Dicke d
0
, begrenzt durch einen idealen
Reflektor. Die Blendenebene und der Reflektor wirken hier als ein Parallelplattenleiter. Bei
der Frequenz von 890 GHz ist neben der TEM-Parallelplattenwelle noch die TM
z0
-Welle
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Abbildung 5.1: Typisches Verhalten eines Greenschen Dyadenelements in der Na¨he von Po-
len und Verzweigungsschnitten
ausbreitungsfa¨hig. Durch die Verluste des Quarzhalbraumes von etwa tan  = 0:001 errei-
chen die Funktionswerte in der Na¨he der Pole nur noch endliche Werte, welche u¨ber einen
Nulldurchgang miteinander verbunden sind. Ein a¨hnliches Verhalten ist am Verzweigungs-
punkt zu beobachten. Zur Lo¨sung der mit diesen Singularita¨ten verbundenen numerischen
Schwierigkeiten sind bisher die beiden folgenden, auf funktionentheoretischen Methoden
basierenden Strategien am ha¨ufigsten diskutiert worden:
Eine Strategie beruht auf der Deformation des Integrationsweges in die komplexe k

Ebe-
ne hinein, um die Auswirkung der Polstellen zu vermeiden. Da der Integrand in Bereichen
oberhalb der reellen Achse holomorph ist, fu¨hrt eine Deformation des Integrationsweges in
die obere Halbebene zu keiner ¨Anderung des Wegintegrals [59], [71],[86].
Eine weitere Strategie beruht auf der Extraktion und z.B. einer analytischen Weiterbehand-
lung der Polbeitra¨ge mit der Form
f
p
(k

) =
Res(k
pi
)
k

, k
pi
(5.61)
mit Res(k
pi
) dem Residuum des jeweiligen Oberfla¨chenwellenpols [57, 42]. Der Nachteil
der Strategien mit Deformationen des Integrationsweges besteht im deutlich ho¨heren nume-
rischen Aufwand bei der Berechnung von Integranden mit komplexwertigen Argumenten.
Desweiteren klingen die Integranden oberhalb der reellen Achse oft stark an, so daß ei-
ne sorgfa¨ltige Auswahl des deformierten Integrationsweges erforderlich ist. Daneben treten
zusa¨tzliche Schwierigkeiten auf, wenn die Symmetrien in den Gln.(5.57–5.60) weiterhin aus-
genutzt werden sollen. Da die Real– und Imagina¨rteilbildung keine holomorphen Funktionen
darstellen, mu¨ssen die Fouriertransformierten und Verschiebungsterme vor der Deformation
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des Integrationsweges geeignet zerlegt werden, was mit nicht unerheblichen analytischen
und verfahrenstechnischen Mehraufwand verbunden ist. Trotzdem ko¨nnen Strategien mit
Integrationswegdeformation bei spa¨teren Erweiterungen in Richtung sogenannter schneller
Integralgleichungsverfahren wieder interessant werden.
Bei Methoden mit Extraktion der Polbeitra¨ge mu¨ssen die komplexen Polstellen mit hoher
Genauigkeit lokalisiert werden, desweiteren ist die Auswertung der Residuen und die Wei-
terbehandlung der Polbeitra¨ge mit nicht unerheblichen numerischen und/oder analytischen
Aufwand verbunden.
Aus den obigen Nachteilen wurde in dieser Arbeit auf die direkte Anwendung funktionen-
theoretischer Verfahren verzichtet.
Das im folgenden erla¨uterte Integrationskonzept beruht auf der Annahme von auch in der
Realita¨t immer vorhandenen (leichten) dielektrische Verlusten der Schichtstruktur und einer
Integration la¨ngs der reellen k

-Achse. So zeigt ein Blick auf den typischen Verlauf der Dya-
denelemente im Bereich des Poleinflusses, daa´ hier eine Integration a¨hnlich wie die Bildung
eines Cauchy–Hauptwertes sehr vorteilhaft angewendet werden kann. Dazu werden wie in
Abbildung 5.1 zu erkennen, die Orte der mit den Polen verbundenen Nulldurchga¨nge k
ti
lokalisiert, was mittels Bisektionsverfahren, hier wurde die Anderson–Bjoerg Methode [53]
verwendet, mit guter Genauigkeit mo¨glich ist. In einer Vorabanalyse wird der fu¨r Polstellen
in Frage kommende Bereich von k
0
bis p
r;max
k
0
mittels Intervallschachtelung analysiert
und nur die mit Polstellen einhergehenden Nulldurchga¨nge, welche einen Vorzeichenwech-
sel von positiv nach negativ aufweisen, mit Intervallen grob erfaßt. Die hiermit verbundenen
Intervallgrenzen werden anschließend als Startwerte fu¨r den Bisektionsalgorithmus verwen-
det.
Anschließend werden Integrationsintervalle symmetrisch zu diesen Nulldurchga¨ngen ange-
ordnet. Durch die symmetrische Anordnung der Stu¨tzstellen zu den Nulldurchga¨ngen tritt ein
Kompensationseffekt auf, der eine genaue Integration dieser Poleinflu¨sse mit einer sehr ge-
ringen Anzahl von Stu¨tzstellen ermo¨glicht. In einer a¨hnlichen Weise wird auch am Verzwei-
gungspunkt vorgegangen. Anschließend werden die verbleibenden Bereiche des Integranden
mit einer angepaßten Stu¨tzstellenzahl aufgefu¨llt. Zur numerischen Integration werden dabei
Gauß-Legendre Quadraturformeln der gro¨ßtmo¨glichen Ordnung verwendet, d.h die Ordnung
der Formeln entspricht jeweils der Anzahl der Stu¨tzstellen innerhalb eines Intervalls. Die
Aufteilung des gesamten Integranden in Intervalle ist noch einmal in Abbildung 5.2 anhand
der Verkopplung zweier Patchelemente zu erkennen. Auf der linken Seite ist der Einfluß
eines Oberfla¨chenwellenpoles erkennbar.
Zum Vergleich wurde der Verlauf des Integranden mit und ohne Subtraktion der asymptoti-
schen Entwicklungen aufgetragen. Wie ersichtlich, klingt der Integrand ohne Subtraktion des
asymptotischen Anteils innerhalb des dargestellten Abschnittes der k

-Achse sogar noch an
(Abfall erst ab k

> 500=cm), wa¨hrend der Verlauf mit Subtraktion schon ab k

= 150=cm
fast mit der k

-Achse zusammenfa¨llt. Fu¨r die Integration bezu¨glich k

sind so bei Anwen-
dung aller aufgefu¨hrten Maßnahmen in der Regel weniger als 100 Stu¨tzstellen notwendig.
Als Faustregel kann gelten, daß bei Subtraktion der asymptotischen Anteile die Integration
bei k
;A
= 50k
0
abgebrochen werden kann.
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Abbildung 5.2: Exemplarisches Integrandenverhalten mit und ohne Subtraktion asymptoti-
scher Entwicklungen
Fu¨r die Integration bezu¨glich der Variable ' wird ebenfalls eine Gauß-Legendre Quadra-
tur verwendet, wobei in der Regel 12–30 Stu¨tzstellen ausreichend sind. Prinzipiell ko¨nnen
individuell fu¨r jedes Koppelintegral noch weitergehende adaptive Integrationsstrategien ver-
wendet werden, die zum Beispiel eine bessere Anpassung an die bez. der Variable ' un-
terschiedlich oszillierenden Integranden bezwecken oder unterschiedliche obere Schranken
k
;A
fu¨r die einzelnen Koppelintegrale ansetzten. Dies wurde im Rahmen der Arbeit u.a.
mit Hilfe einer adaptiven Clenshaw-Curtis Quadratur untersucht, fu¨hrte aber zu keiner ver-
besserten Genauigkeit oder Effizienz, sondern im Gegenteil teilweise zu einer starken In-
stabilita¨t des Lo¨sungsverhaltens. Eine Erkla¨rung fu¨r dieses Verhalten ist aller Voraussicht
nach im Grundprinzip des Spektralbereichsverfahrens zu suchen, der Entwicklung der Feld–
und Stromverteilungen nach ebenen Wellen. Wird dieses Wellenspektrum bei der Auswer-
tung der einzelnen Koppelintegrale unterschiedlich diskretisiert, so wird offensichtlich ein
fundamentales Prinzip des Spektralbereichkonzeptes verletzt, welches nach einer einheit-
lichen Diskretisierung aller spektralen Gro¨ßen verlangt. In diesen Fa¨llen ko¨nnen aus zwei
Gleichungssystemen stark unterschiedliche Ergebnisse fu¨r die Stromamplituden resultieren,
obwohl sich die Matrixelemente dieser Gleichungssysteme nur geringfu¨gig unterscheiden.
Werden jedoch die oben beschriebenen Abtastkonzepte einheitlich fu¨r alle Koppelintegrale
angewendet, so erha¨lt man in der Regel selbst dann noch zuverla¨ßige Ergebnisse, wenn die
Integrationsgenauigkeit z.B. fu¨r sta¨rker oszillierende Integranden nicht mehr ausreicht oder
k
;A
zu niedrig angesetzt wurde. In diesen Fa¨llen fu¨hren auch Gleichungssysteme mit sehr
unterschiedliche Systemmatrizen zu sehr a¨hnlichen Stromverteilungen.
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5.5 Analytische Integration der asymptotischen Anteile
Die schnelle und genaue Auswertung der Integrale mit den im letzten Abschnitt eingefu¨hrten
asymptotischen Integrandenentwicklungen ist von entscheidender Bedeutung fu¨r die Effizi-
enz des Gesamtverfahrens. Bisher sind hauptsa¨chlich Verfahren fu¨r Anwendungen auf rein
planare Mikrostripschaltungen in einer gro¨ßeren Anzahl von Arbeiten vorgestellt worden.
In [57] wurde die gesamte asymptotische Systemmatrix mit Hilfe einer zweidimensionalen
FFT ausgewertet. Der große Nachteil liegt hier in der geringen Modellierungsflexibilita¨t,
da die Anwendung von FFT-Algorithmen eine im wesentlichen gleichma¨ßige Diskretisie-
rung der Strukturen erzwingt. Ein a¨hnliches Verfahren wurde auch in [47] und [46] ange-
wendet. In [72] kommt die Greensche Funktion eines homogenen Raumes mit geeigneten
Materialparametern als asymptotische Entwicklung zum Einsatz. Die entsprechenden asym-
ptotischen Integralbeitra¨ge wurden anschließend approximativ einer Auswertung im Orts-
bereich unterzogen. Eine genauere Auswertung dieser Ortsbereichsintegrale verlangt jedoch
sehr sorgfa¨ltige analytische und/oder numerische Vorgehensweisen, so daß eine vollsta¨ndige
Ortsbereichsauswertung unter Verwendung von Sommerfeldintegralen hier wesentlich sinn-
voller erscheint. Die mit solchen numerischen Umsetzungen verbundenen Schwierigkeiten
wurden erst in neuerer Zeit u¨berwunden [73],[37],[78].
In [158],[86] wird eine Auswertung der asymptotischen Integralanteile in kartesischen Wel-
lenzahlen k
x
und k
y
vorgeschlagen. Die Integranden weisen hier ein besseres Konvergenzver-
halten auf und zeigen verringerte Oszillationen, desweiteren ko¨nnen Interpolationsverfahren
verwendet werden. Trotzdem bleiben die Integrationen aber numerisch und verfahrensma¨ßig
aufwendig.
In [83] wurde eine Integraltransformation verwendet, so daß eine teilweise analytische Aus-
wertung der Integrale mo¨glich wird. Eine effiziente Anwendung wurde aber bisher nur fu¨r
einfache Mikrostrip–Patchsstrukturen demonstriert [84].
In weiteren Arbeiten wird eine Integration in kartesischen Wellenzahlen vorgeschlagen, wo
bei der zuerst ausgefu¨hrten inneren Integration in der komplexen k
x
-Ebene der aus der o¨rt-
lichen Separation herru¨hrende Verschiebungsterm e jkxx durch eine Integration la¨ngs der
imagina¨ren Achse ,jk0
x
als Da¨mpfungsterm auftritt [22]. Das Verfahren kann aber nur bei
nicht u¨berlappenden Basisfunktionen angewendet werden, desweiteren mu¨ssen zur Anwen-
dung des Verfahrens laufend neue, koordinatengedrehte Fouriertransformierte der Basisfunk-
tionen berechnet werden, was den numerischen Aufwand im Gegenzug wieder stark erho¨ht.
Das in dieser Arbeit verwendete Verfahren basiert auf einem Konzept, welches letztend-
lich die vollsta¨ndige analytische Auswertung der asymptotischen Integralanteile ermo¨glicht.
Das anfa¨ngliche Konzept basierte auf Entwicklungsfunktionen mit stu¨ckweise sinusfo¨rmi-
gen Verlauf in Stromrichtung und wurde ausfu¨hrlich in [80] beschrieben. Es erlaubte die
teilanalytische Integration der asymptotischen Anteile bezu¨glich der Variablen k

. Weiter-
gehende Anwendung folgten in [81] und [79]. Im folgenden wird zuna¨chst ein allgemeines
Verfahren erla¨utert, welches die systematische analytische Integration bezu¨glich der Varia-
ble k

fu¨r alle Kombinationen der eingesetzten Basisfunktionen ermo¨glicht. Wie noch wei-
ter ausgefu¨hrt, treten bei der Berechnung gro¨ßerer Schaltungskomplexe aber gravierende
Nachteile dieser teilanalytischen Vorgehensweise zutage, da bei der Anwendung der analy-
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tischen Lo¨sungsterme starke Rundungsfehler an den Intervallgrenzen bezu¨glich der Variable
' (Auslo¨schung fu¨hrender Stellen) auftreten ko¨nnen. Eine Beherrschung dieser Problema-
tik war auch durch Anwendung spezieller Entwicklungen und Fallunterscheidungen nicht
mo¨glich.
Als entscheidend erwies sich schließlich, daß sich durch den Ersatz der stu¨ckweise si-
nusfo¨rmigen Stromapproximation durch eine stu¨ckweise lineare Darstellung in Kombina-
tion mit dem Einsatz von Volumenstrombasisfunktionen eine einheitliche Lo¨sungsstruktur
entwickeln la¨ßt, die auch fu¨r die Integration u¨ber die Variable ' die Anwendung einer ana-
lytischen Lo¨sungsstrategie ermo¨glicht [7, 8].
5.5.1 Integration bezu¨glich der Variable k

Die Vorgehensweise soll zuna¨chst am Beispiel der Verkopplung zweier Basisfunktionen
elektrischer Stro¨me in x-Richtung vom Typ Gl.(2.2) demonstriert werden. Da die hier rele-
vante Komponente G
xx
gerade sowohl bezu¨glich k
x
als auch k
y
ist, erha¨lt man mit Gl.(5.57)
fu¨r den asymptotischen Integralanteil:
Z
A
nm
=
1

2

2
Z
0
Z
A
nm
(')d'; mit (5.62)
Z
A
nm
(') =
1
Z
0
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A
Jxx
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x
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y
)RefF
m
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)F

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)gRefF
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)F

n
(k
y
)gk

dk

;
k
x
= k

cos'; k
y
= k

sin' (5.63)
Unter Ausnutzung von trigonometrischen Additionstheoremen la¨ßt sich fu¨r Gl.(5.63) die
folgende Darstellung finden:
Z
A
nm
(') =
K
nm
sin
2
(') cos
4
(')
1
Z
0
9
X
=1
C
1
cos(C
2k

)
4
X
=1
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
)
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
+
G
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(')
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
)
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6

#
dk

; (5.64)
mit Koeffizienten K
nm
und C
1
, C
2
, welche von den geometrischen Parametern der Basis-
funktionen und von cos'; sin' abha¨ngig sind. Eine Auflistung dieser Koeffizienten ist im
Anhang D zu finden.
Werden die asymptotischen Anteile aller relevanten Kombinationen von Basisfunktionen und
Integrandenentwicklungen in a¨hnlicher Weise entwickelt, so la¨ßt sich stark schematisch die
folgende Darstellung angeben:
V
A
nm
(') =
1
Z
0

X

A

cos(a^

(')k

)
k
2i

+
X

B

sin(
^
b
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(')k

)
k
2j 1

| {z }
=int(k

)

dk

; mit i; j 2 [1::4];
(5.65)
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Die entsprechenden asymptotischen Entwicklungen seien zusammen mit den Parametern der
Basisfunktionen und verschiedenen Potenzen von cos'; sin' in den Koeffizienten A

; a^

und B

;
^
b

zusammengefaßt. Fu¨r die weitere Vorgehensweise wesentlich ist hier das Auf-
treten von Summanden mit Kosinusfunktionen verbunden mit Polstellen gerader Ordnung
fu¨r k

= 0 und Summanden mit Sinusfunktionen verbunden mit entsprechenden Polstellen
ungerader Ordnung. Fu¨r den speziellen Fall Gl.(5.64) treten exemplarisch nur Summanden
mit Kosinusfunktionen verbunden mit Polstellen der Ordnung 6 und 4 auf. Die Gesamtinte-
grale ko¨nnen prinzipiell in eine Summe von Teilintegralen mit hebbaren Singularita¨ten fu¨r
k

= 0 entwickelt werden, wie es im einfachen Fall symmetrischer rooftop-Funktionen de-
monstriert wurde [46], dies erwies sich aber bei den hier verwendeten Basisfunktionen als
nicht praktikabel, da die Summendarstellungen und Fallunterscheidungen eine nicht mehr
beherrschbare Komplexita¨t und Umfang annehmen. Der entscheidende Ausweg fu¨hrt hier
u¨ber die Entwicklung eines zuna¨chst noch unbestimmten Integrals durch sukzessive partielle
Integration von int(k

) in Gl.(5.65).
So liefert exemplarisch ein Anteil mit einer vierfachen Polstelle den Beitrag:
Z
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
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3
; (5.66)
Fu¨r alle auftretenden Teilintegrale lassen sich die folgenden verallgemeinerten Darstellungen
finden:
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(5.67)
und
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Die Koeffizienten D
i
in den Anteilen, welche den Integralsinus beinhalten, lassen sich u¨ber
eine Rekursionsvorschrift bestimmen:
D
i
= v D
i 1
1
i, 1
; v=+1 fu¨r i = 2+ 4k ^ i = 3+ 4k;
v=,1 fu¨r i = 4 + 4k ^ i = 5+ 4k; k = 0; 1; 2; 3::: (5.69)
und dem Startwert D
1
= 1. Fu¨r die anderen Koeffizienten in den Gln.(5.67) und (5.68)
lassen sich a¨hnliche Rekursionsvorschriften finden, doch wie im folgenden gezeigt, sind
ihre genauen Werte fu¨r die weitere Vorgehensweise irrelevant. Werden die Gln.(5.67) und
(5.68) in Gl.(5.65) beru¨cksichtigt, so la¨ßt sich fu¨r das unbestimmte Integral Int(k

) stark
schematisch die Darstellung
Int(k

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Z
int(k

)dk

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X
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^
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
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)
+
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+
X

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
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Si(a^
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(') +
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
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
D
2j 1
Si(^b

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2j 2

('); i; j 2 [1::4]
(5.70)
finden. Der Anteil Intsing(k

) besteht aus den beiden ersten sehr umfangreichen Summen-
ausdru¨cken mit den neuen Koeffizienten ^A
p
und ^B
q
, welche durch weitere Zusammenfas-
sungen von Termen in Verbindung mit den Gln.(5.67) und (5.68) entstanden sind. Die Koef-
fizienten A

, B

, a^

,
^
b

entsprechen den urspru¨nglichen Koeffizienten in Gl.(5.65).
Die Lo¨sung fu¨r das interessierende bestimmte uneigentliche Integral la¨ßt sich entsprechend
u¨ber den Grenzwertprozess
1
Z
0
int(k

)dk

= lim
k

!1
Int(k

), lim
k

!0
Int(k

) (5.71)
bestimmen. Die mit den Singularita¨ten verbundenen Summanden des Anteils Intsing(k

)
verlangen eine weitergehende Analyse des Grenzprozesses k

! 0.
Mit Hilfe der Regel von l’Hospital erha¨lt man fu¨r die Summenausdru¨cke mit Sinusfunktio-
nen:
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sin(
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
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
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desweiteren
cos(a^
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
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

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



k

1
; i 2 [1::4] (5.73)
d.h. im Grenzu¨bergang entha¨lt Intsing(k

) nur noch Polstellen ungerader Ordnung. Die ein-
zelnen Summanden dieses Anteil wachsen zwar beim Grenzu¨bergang unbegrenzt, das Kop-
pelintegral zweier Basisfunktionen hat aber immer einen endlichen Wert. Mit Hilfe von
Gl.(5.72) und (5.73) sowie der letzten ¨Uberlegung la¨ßt sich allgemein zeigen, daß sich
Intsing(k

) im Grenzu¨bergang wie der folgende Ausdruck verha¨lt:
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k

!0
Intsing(k

) = lim
k

!0
X
i
1
k
2i 1

K
i
X
k=1
C
ik
= 0; i 2 [1::4] (5.74)
d.h im Grenzu¨bergang lassen sich alle den jeweiligen Polen 2i , 1 zugeordneten Koeffizi-
enten C
ik
zu Summen
K
i
P
k=1
C
ik
zusammenfassen. Die Existenz der Koppelintegrale erzwingt,
daß sich die Koeffizienten aller Teilsummen gegenseitig kompensieren mu¨ssen, d.h. es muß
gelten:
K
i
X
k=1
C
ik
= 0 8i (5.75)
Mit lim
k

!0
Si(k

) = 0 und lim
k

!1
Si(ak

) =

2
sgn(a) erha¨lt man mit Gl.(5.70) die ge-
schlossene Darstellung:
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Die analytischen Lo¨sungen fu¨r die Verkopplung zweier x-orientierter Basisfunktionen und
der Verkopplung einer x-orientierten Entwicklungsfunktion mit einer y-orientierten Test-
funktion sind nebst den beno¨tigten Koeffizienten im Anhang D aufgefu¨hrt. Die etwas auf-
wendigeren Lo¨sungen fu¨r alle anderen relevanten Verkopplungssituationen wurden mit Un-
terstu¨tzung des Programmpaketes MAPLE [167] generiert.
Diese teilanalytische Behandlung der asymptotischen Anteile konnte bei der Berechnung
einer großen Klasse von Schaltungsstrukturen erfolgreich angewendet werden [79][80][81].
Bei spa¨teren Berechnungen von Strukturen mit gro¨ßerer lateraler Ausdehnung und hoch-
aufgelo¨sten Bereichen zeigten sich jedoch zunehmend Instabilita¨ten insbesondere bezu¨glich
den Stromverteilungen innerhalb hochaufgelo¨ster Schaltungsbereiche. Die Ursache fu¨r die-
ses Verhalten ist in hebbaren Singularita¨ten der Integranden bezu¨glich der Variablen ' an
den Intervallenden ' = 0 und ' = =2 zu suchen. Diese Stellen werden zwar durch die Ver-
wendung der Gauß–Legendre Quadratur ausgespart, doch kommt es in der Na¨he der Inter-
vallenden insbesondere bei Verkopplungen kleinerer Basisfunktionen u¨ber gro¨ßere laterale
Absta¨nde zu immer gro¨ßer werdenden Rundungsfehlern bei der Auswertung der Ausdru¨cke
Gl.(5.76). Zwar ko¨nnte der Einsatz spezieller Entwicklungen in der Na¨he der Intervallenden
diese Problematik abmildern, doch beinhaltet diese uneinheitliche Behandlung die Gefahr
anderer strukturabha¨ngiger Instabilita¨ten. Wie im folgenden Abschnitt gezeigt, besteht die
bestmo¨gliche Lo¨sung fu¨r diese Problematik in einer Vorgehensweise, welches die systema-
tische analytischen Auswertung der asymptotischen Anteile Gl.(5.76) auch bezu¨glich der
Variable ' ermo¨glicht. Dabei zeigt sich, daß gerade das Wissen um die Existenz dieser heb-
baren Singularita¨ten eine systematische Zerlegung in Teilintegrale mit separater Auswertung
ermo¨glicht.
5.5.2 Integration bezu¨glich der Variable '
Die Vorgehensweise soll wiederum exemplarisch anhand der Verkopplung von Basisfunktio-
nen mit stu¨ckweise konstanter Approximation quer zum Strom demonstriert werden. Werden
fu¨r x-orientierte Basisfunktionen in Gl.(2.2) die von ' abha¨ngigen Terme zusammengefaßt,
so erha¨lt man die Darstellung:
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(5.77)
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mit den Teilintegralen IXXTM

und IXXTE

. Anhand der Koeffizienten CP

und CM

im
Anhang D la¨ßt sich erkennen, daß sich diese in der Form
CP

= (a

cos'+ b

sin')
CM

= (a

cos', b

sin')
darstellen lassen mit a

, b

nur von geometrischen Parametern abha¨ngigen Koeffizienten.
Fu¨r die Teilintegrale mit den transversalmagnetischen Anteilen erha¨lt man so:
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Fu¨r die Integranden ohne die Signumfunktionen la¨ßt sich eine analytische Stammfunktion,
bezeichnet mit IXXID[]TM

, angeben:
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3
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3

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(5.79)
Fu¨r die weitere analytische Auswertung von Gl.(5.78) ist eine sorgfa¨ltige Analyse des Ver-
haltens der Signumfunktionen notwendig. In Abha¨ngigkeit von den Vorzeichen der Koeffi-
zienten a

und b

tritt beim Winkel
'

= arctan




a

b





(5.80)
ein Vorzeichenwechsel in einem der beiden Argumente a

cos' b

sin' der Signumfunk-
tionen auf.
Das Gesamtverhalten dieser Signumfunktionen la¨ßt sich folgendermaßen charakterisieren:
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
sin')=
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<
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Unter Beru¨cksichtigung dieser Eigenschaften und den Abku¨rzungen
IXXIDUTM

(') = IXXID[+]TM

(') + IXXID[,]TM

(') (5.83)
IXXIDOTM
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(') = IXXID[+]TM

('), IXXID[,]TM

(') (5.84)
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erha¨lt man fu¨r das bestimmte Integral Gl.(5.78) die Darstellung:
IXXTM
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Nun zeigt ein Blick auf Gl.(5.79), daß die Grenzwerte in Gl.(5.85) infolge der Terme
 1= sin' und  1= cos', isoliert betrachtet, nicht existieren. Mit einer a¨hnlichen Be-
weisfu¨hrung wie bei der Berechnung der analytischen Lo¨sungen bez. k

la¨ßt sich hier mit
dem Hinweis auf die Existenz des Gesamtintegrals zeigen, daß immer
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gelten muß, die singula¨ren Anteile kompensieren sich bei der Bildung des Gesamtintegrals.
Dementsprechend erha¨lt man als Beitra¨ge der Teilintegrale IXXTM

zum Gesamtintegral:
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Fu¨r die Berechnung der Beitra¨ge der TE-Anteile ist die Auswertung des Integrals
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erforderlich. Fu¨r die Integranden ohne die Signumfunktionen la¨ßt sich eine zuna¨chst recht
umfangreiche analytische Stammfunktion
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gewinnen.
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Mit analoger Vorgehensweise wie fu¨r die TM -Anteile liefern die TE-Anteile die Beitra¨ge:
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) (5.90)
mit den Ausdru¨cken:
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Zur Herleitung von Gl.(5.90) mu¨ssen analog wie bei den TM -Anteilen die Grenzwer-
te lim
'!0
IXXIDUTE

(') und lim
'!=2
IXXIDOTE

(') untersucht werden. Ein Blick auf
Gl.(5.91) zeigt, daß hier fu¨r ' ! 0 nur regula¨re Terme auftreten, die fu¨r ' = 0 alle ver-
schwinden.
Gl.(5.92) weist fu¨r ' ! =2 drei singula¨re Terme auf ( 1= cosn '), die anderen sich fu¨r
' ! =2 regula¨r verhaltenen Terme verschwinden ebenfalls fu¨r ' = =2. Da sich die
singula¨ren Terme bei der Zusammenfassung zum Gesamtintegral wieder gegenseitig kom-
pensieren, ergeben sich aus den beiden Grenzprozessen auch hier keine Beitra¨ge zum Ge-
samtintegral, so daß Gl.(5.90) die vollsta¨ndige Lo¨sung darstellt.
In a¨hnlicher Weise erha¨lt man fu¨r die Verkopplung einer x-orientierten Entwicklungsfunkti-
on mit einer y-orientierten Testfunktion die Darstellung:
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Dabei zeigt sich, daß fu¨r die Teilintegrale IXYTM

ebenfalls die Gl.(5.87) verwendet werden
kann mit den entsprechenden Koeffizienten a

, b

(s. Anhang D) fu¨r den Verkopplungsfall
xy. Fu¨r IXYTE

ist zusa¨tzlich die Auswertung des Integrals
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erforderlich. Auf die Angabe der Stammfunktion sei hier verzichtet, man erha¨lt in analoger
Weise die Lo¨sung u¨ber:
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Sa¨mtliche aufgefu¨hrten Darstellungen gelten infolge der Definition sgn(0) = 0 auch fu¨r
den Fall, daß einer der beiden Koeffizienten a

oder b

verschwindet. Wegen '

= 0 bei
a

= 0 '

= =2 bei b

= 0 kommt es hier aber bei der numerischen Umsetzung zu
Schwierigkeiten, da Grenzwerte der Form 0=1 auftreten. Fu¨r numerische Stabilita¨t ist es
daher erforderlich, Fallunterscheidungen zu implementieren. Zusammengefaßt erha¨lt man:
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Die analytischen Lo¨sungen fu¨r die Verkopplungen der u¨brigen Kombinationen von Basis-
funktionen, die keinen exponentiellen Abfall aufweisen, lassen sich in analoger Weise her-
leiten.
Zusa¨tzliche Bemerkungen
Im Zusammenhang mit der Entwicklung der asymptotischen Integraldarstellungen tritt in
Verbindung mit dem Term T
1
(Gl.(5.38)) ein Integralanteil der Form
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Die mit diesem Integralanteil verbundene asymptotische Entwicklung wird, ebenso wie ein
a¨hnlicher Anteil in Zusammenhang mit den Termen Gl.(5.40), nicht von dem Integranden
in Gl.(5.100) subtrahiert. Dies liegt darin begru¨ndet, daß sich die mit diesen Integralanteilen
verbundenen asymptotischen Integrandenentwicklungen nicht mit dem im Abschnitt 5.4 vor-
gestellten Instrumentarium auswerten lassen. Nach dem bisherigen Kenntnisstand existieren
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fu¨r diese Anteile aller Voraussicht nach keine analytischen Lo¨sungen. Eingehende Untersu-
chungen haben aber gezeigt, daß sich das Konvergenzverhalten des Gesamtverfahrens nur
unwesentlich verschlechtert, wenn die Anwendung des asymptotischen Subtraktionsverfah-
rens bei diesen Anteilen unterlassen wird. Dies liegt zum einen darin begru¨ndet, daß diese
Anteile auch ohne weitere Behandlung schon eine deutlich bessere Konvergenz zeigen, als
die unbehandelten Integralausdru¨cke der u¨brigen Verkopplungen. Zum anderen ist ihr Ge-
samtbeitrag zur Lo¨sung nur sehr gering (Der Ausdruck nach Gl.(5.100) hat nur einen Anteil
von ca. 1 % am Gesamtbetrag einer Verkopplung von Volumenstro¨men), so daß Integrati-
onsfehler keine relevanten Auswirkungen haben. Die bisherigen Erfahrungen haben gezeigt,
daß ein um ca. 15 % vergro¨ßerter Wert fu¨r k
;A
bei Strukturen mit Volumenstro¨men eine
sichere Integration gewa¨hrleisten.
Im Gegensatz hierzu treten in Verbindung mit den in [9] verwendeten Eckfunktionen asym-
ptotische Integralanteile mit einem dominanten Charakter auf, fu¨r die aller Voraussicht nach
keine analytischen Lo¨sungen existieren. Aus diesem Grund konnte fu¨r dieses dort vorge-
stellte Oberfla¨chenintegralgleichungskonzept kein effizientes Lo¨sungsverfahren formuliert
werden. ¨Ahnliche Schwierigkeiten mit noch deutlich verscha¨rften Konvergenzproblemen tre-
ten auch bei der Formulierung eines verallgemeinerten Volumenintegralgleichungskonzeptes
auf, welches auch Volumenstro¨me mit x– und y–Orientierungen vorsieht. Demzufolge wur-
de ein solches verallgemeinerten Konzept im Rahmen dieser Arbeit zuna¨chst nicht weiter
verfolgt.
5.6 Fernfeldberechnung
Da die Integralgleichungsverfahren zu den globalen Verfahren mit einem unendlich ausge-
dehnten Lo¨sungsraum geho¨ren, sind sie besonders gut geeignet fu¨r die Analyse des Abstrah-
lungsverhaltens von Schaltungen und Antennen. In diesem Zusammenhang ist typischerwei-
se die Fernfeldcharakteristik einer Struktur von Interesse, die sich im Falle einer ebenen ge-
schichteten Strukturumgebung effizient mit Hilfe der Sattelpunktsmethode bestimmen la¨ßt.
Diese Methode ermittelt die Feldanteile, die in Richtung des mehrere Wellenla¨ngen entfern-
ten Aufpunktes ebene Wellen beschreiben. Diese Feldanteile werden durch asymptotische
Auswertung der Sommerfeldintegrale [88] gewonnen, welche durch den Einsatz von funk-
tionentheoretischen Methoden wie komplexe Abbildungen und einer Verlegung des Integra-
tionsweges u¨ber den sog. Sattelpunkt analytisch mo¨glich ist [30, 90, 57, 95], da der Integrand
in der Umgebung dieses Sattelpunktes einen nichtoszillierenden, stark abfallenden Verlauf
aufweist.
Ohne auf die speziellen Details der Methode einzugehen, seien an dieser Stelle nur die Ergeb-
nisse der Methode na¨her erla¨utert. So erha¨lt man fu¨r Aufpunkte (j~r,~r0j; #
r
; '
r
) im Fernfeld
fu¨r die einzelnen Greenschen Dyaden die Darstellung:
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mit der Substitution
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Nmin bedeutet hierbei die Nummer der obersten Schicht.
In Anlehnung an die Definitionen Gln(3.2) erha¨lt man exemplarisch fu¨r elektrische Stro¨me
das Fernfeld
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Wird in diese Beziehung Gl.(5.101) eingesetzt, so entsteht
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Wird wiederum die Reihenentwicklung Gl.(5.1) der Stromverteilung verwendet, so erha¨lt
man das Fernfeld nach einer zweidimensionalen Fouriertransformation bezu¨glich der Varia-
blen x0 und y0:
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Die in dieser Darstellung auftretenden Ortsbereichsintegrationen bezu¨glich z0 ko¨nnen wie
schon bei der Auswertung der Koppelintegrale analytisch ausgefu¨hrt werden. Auf diese Wei-
se kann das Fernfeld einer Stromverteilung ohne zusa¨tzliche numerische Integrationen be-
stimmt werden. Es sei aber betont, daß die hier dargestellte Form der Sattelpunktsmethode
nur fu¨r die Fa¨lle gilt, in denen Leck– oder Oberfla¨chenwellen keinen signifikanten Einfluß
auf das Fernfeldverhalten haben. Anderenfalls muß eine modifiziere Sattelpunktsmethode
zum Einsatz kommen, in welcher der Einfluß der Leck– oder Oberfla¨chenwellenpole in der
Na¨he des Sattelpunktes durch Extraktionsverfahren und den Einsatz von Fehlerintegralen
gesondert beru¨cksichtigt wird. Neuere Ansa¨tze hierzu sind z.B. in [98] zu finden. Merkliche
Auswirkungen sind aber auch in diesen Fa¨llen in der Regel nur bei Beobachtungswinkeln
#
r
> 60
 zu beobachten.
Kapitel 6
Redundanzmindernde Verfahren
Bei der Anwendung der Momentenmethode entsteht typischerweise eine vollsta¨ndig besetz-
te Systemmatrix, falls nicht gro¨ßere Schaltungsbereiche durch den Einzug von Blendenebe-
nen voneinander entkoppelt sind. Dieser Tatbestand fu¨hrte bei fru¨heren Implementierungen
der Momentenmethode schon bei einer ma¨ßig hohen Anzahl von Unbekannten zu großen
Rechenzeiten beim Aufbau der Systemmatrix. Nun sind aber infolge der in dieser Arbeit
verwendeten asymptotischen Subtraktionsstrategien nur noch eine sehr geringe Anzahl von
Integrationsstu¨tzstellen erforderlich. Dieser Umstand erlaubt, wie in diesem Kapitel gezeigt,
zusammen mit speziellen Eigenschaften der Integranden und der Art der Diskretisierung
den Einsatz verschiedener redundanzmindernder Strategien, welche im wesentlichen auf der
Verschiebungsinvarianz der verschiedenen Greenschen Funktionen bezu¨glich den lateralen
Richtungen und dem Verschiebungssatz der Fouriertransformation basieren. Sie erlauben
dadurch zum einen eine deutliche Reduktion der Anzahl der tatsa¨chlich zu berechnenden
Matrixelemente und zum anderen eine signifikante Verminderung des mittleren Rechenauf-
wandes pro Integrationsstu¨tzstelle. Das Kapitel soll gleichzeitig auch einen Einblick in die
Struktur und die Ablaufalgorithmen des realisierten Computerprogramms geben. Dazu sind
in Abbildung 6.4 in grober Form die wichtigsten Programmodule mit ihren Abha¨ngigkeits-
verha¨ltnissen und ihrer Einreihung in den Zeitablauf dargestellt. Die Bedeutung der einzel-
nen Module wird durch Textverweise bei der folgenden Besprechung der wichtigsten Pro-
grammstrategien erla¨utert.
6.1 Detektion von Verkopplungsidentita¨ten
Die Verschiebungsinvarianz der Greenschen Funktionen bezu¨glich den lateralen Richtungen
x und y la¨ßt sich mit Hilfe der Beziehung
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0
; z
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0
; z; z
0
) (6.1)
beschreiben. Sie geht unmittelbar aus der Fourierru¨cktransformation der Dyadenelemente in
den Ortsbereich hervor und ist infolge der Isotropie der Schichtstruktur in lateraler Richtung
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auch unmittelbar einleuchtend. Durch diesen Umstand sind auch bei irregula¨rer Diskretisie-
rung viele Matrixelemente identisch oder unterscheiden sich nur in ihren Vorzeichen. Dazu
wird zuna¨chst die Verkopplung von symmetrischen Basisfunktionen elektrischer Fla¨chen-
stro¨me betrachtet. Mit Hilfe der Beziehungen Gln.(5.57–5.60) erha¨lt man fu¨r zwei Basis-
funktionen gleicher Orientierung die spezialisierte Darstellung:
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mit dem Index uu stellvertretend fu¨r xx oder yy. Analog entsteht fu¨r zwei symmetrische
Basisfunktionen mit unterschiedlicher Orientierung:
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Als symmetrische Basisfunktion wird in diesem Zusammenhang eine Basisfunktion mit kon-
stanter Belegung quer zur Stromrichtung und symmetrischer Belegung la¨ngs zur Stromrich-
tung bezeichnet, d.h sie entsprechen den in anderen Arbeiten und Programmkonzepten ha¨ufig
verwendeten Rooftop-Funktionen [66, 46]. In den obigen Darstellungen bedeuten ~F
le
0
0m
,
~
F
le
0
0n
die Fouriertransformierten der unverschobenen Basisfunktionen, diese sind im Fall
symmetrischer Basisfunktionen rein reellwertig. x
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= x
n
, x
m
, y
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= y
n
, y
m
bezeichnen die lateralen Absta¨nde der Basisfunktionen untereinander. Anhand der trigo-
nometrischen Verschiebungsterme in Gl.(6.2) und (6.3) ergibt sich als notwendige Bedin-
gung fu¨r die Betragsidentita¨t der Verkopplung von ~f
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m
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und einer Verkopplung von
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. Im Verkopplungsfall von Basisfunktionen
mit unterschiedlichen Orientierungen kann bei Erfu¨llung der obigen Bedingungen zusa¨tz-
lich ein Vorzeichenwechsel auftreten. Die sich ergebenden Identita¨ten sind zusammengefaßt
in Abbildung 6.1 dargestellt. Die Stromverteilungen der Basisfunktionen quer und la¨ngs zu
Stromrichtung sind schematisch neben ihren Grundfla¨chen eingezeichnet.
Die mathematische Herleitung von Identita¨ten fu¨r beliebige Basisfunktionen kann prinzipiell
a¨hnlich durch fallspezifische Auswertungen der Gln.(5.57–5.60) erfolgen, doch fu¨hrt dies auf
eine Vielzahl von Fallunterscheidungen mit sehr umfangreichen Ausdru¨cken (s. z.B. [5]).
In Abbildung 6.1 sind Verkopplungssituationen fu¨r den allgemeinsten Fall asymmetrischer
Basisfunktionen mit linearer Verteilung quer zur Stromrichtung dargestellt. Von den jeweils
vier in der Mitte eingezeichneten Funktionen u¨berlagern sich jeweils zwei Basisfunktionen
mit gespiegelter Belegung quer zur Stromrichtung. Die angegebenen Identita¨ten sind auch
ohne strikte mathematische Begru¨ndung anhand physikalischer ¨Uberlegungen z.B. anhand
schematischer Feldlinienverla¨ufe plausibel.
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Ein Suchalgorithmus fu¨r solche Identita¨ten ko¨nnte z.B. u¨ber ein sukzessives Abfragen von
notwendigen und hinreichenden Bedingungen konstruiert werden, doch wu¨rde dies auf
mehr als 50 oft unu¨bersichtliche Fallunterscheidungen allein fu¨r Verkopplungen elektrischer
Fla¨chenstro¨me fu¨hren.
Wesentlich effektiver ist an dieser Stelle eine globale Untersuchung der Verkopplungen nach
verschiedenen Symmetrieklassen. Gilt z.B. fu¨r zwei Verkopplungen die Bedingung
x
nm
= ,x
qp
^y
nm
= y
qp
so mu¨ssen die entsprechenden Entwicklungs- und Testfunktionen sich jeweils symmetrisch
bezu¨glich einer durch ihren Bezugspunkt laufenden, y-orientierten Achse verhalten, ande-
re Konstellationen mu¨ssen Punktsymmetrien oder eine x-Achsensymmetrie aufweisen. Die
Abfrage der Symmetrien kann sehr effizient u¨ber eine verallgemeinerte Segmentierung der
Basisfunktionen und anschließendem Vergleich der Segmentgro¨ßen erfolgen. Die hierbei an-
gewendete Systematik ist in Abbildung 6.2 dargestellt. Jeder Basisfunktion werden hierbei
zuna¨chst unabha¨ngig von ihrer Orientierung vier Segmentgro¨ßen wl;wr;wo und wu zuge-
ordnet. Wie zu erkennen, verschwindet bei den Basisfunktionen mit stu¨ckweise linearer Be-
legung jeweils eine Segmentgro¨ße. Durch diese Eigenschaft werden zusa¨tzliche, programm-
technisch schwerfa¨llige Typabfragen bei den Symmetrietests unno¨tig.
Neben diesen Symmetrietests muß zusa¨tzlich beru¨cksichtigt werden, ob Verkopplungen
bezu¨glich rein elektrischer oder magnetischer Stro¨me vorliegen oder der gemischte Fall ma-
gnetischer Stro¨me mit elektrischen Stro¨men zu behandeln ist. Wie u.a. eine Untersuchung der
entsprechenden Greenschen Dyaden zeigt, verhalten sich Verkopplungen zwischen zwei Ba-
sisfunktionen eines elektrischen und magnetischen Fla¨chenstromes mit jeweils unterschied-
licher Orientierung in a¨hnlicher Weise wie die Verkopplungen zwischen rein elektrischen
und magnetischen Fla¨chenstro¨men gleicher Orientierung, was die oben erla¨uterten Symme-
trien betrifft. Die Verha¨ltnisse sind zusa¨tzlich in Abbildung 6.1 aufgefu¨hrt und ko¨nnen an-
schaulich z.B. anhand der schematischen magnetischen Feldlinienverla¨ufe der elektrischen
Fla¨chenstro¨me plausibilisiert werden.
Die Bestimmung der tatsa¨chlich zu berechnenden Matrixelemente erfolgt innerhalb des Mo-
duls MODFELD (Abbildung 6.4), die ¨Uberpru¨fung notwendiger Bedingungen fu¨r mo¨gliche
Identita¨ten und Symmetrietests erfolgen in den Unterprogrammen MODXY und MODXYZ.
Als entscheidend fu¨r eine effiziente Redundanzanalyse hat sich die Abfrage notwendiger Be-
dingungen mittels schneller Zeichenkettenvergleiche erwiesen.
Notwendige Bedingungen fu¨r eine Verkopplungsidentita¨t ist die schon erwa¨hnte Gleichheit
der absoluten lateralen Absta¨nde, die Entwicklungs– und Testfunktionen mu¨ssen paarweise
den gleichen Ebenen zugeho¨ren und die Grundfla¨chen der Basisfunktionen mu¨ssen paarwei-
se identisch sein. Diese Bedingungen ko¨nnen durch einen einzigen Zeichenkettenvergleich
abgekla¨rt werden, so daß weitere Tests erst bei einem berechtigten Verdacht auf eine Iden-
tita¨t durchgefu¨hrt werden mu¨ssen. Es sei aber auch nicht verschwiegen, daa´ der Aufwand
fu¨r die Identita¨tssuche bei wachsender Anzahl von Basisfunktionen deutlich ansteigen kann,
da immer la¨ngere Zeichenkettenarrays durchsucht werden mu¨ssen. Im Vergleich zur Matrix-
berechnung und Lo¨sung des Gleichungssystems ist der Zeitaufwand fu¨r die Identita¨tssuche
aber auch bei mehr als 1000 Unbekannten in der Regel vernachla¨ssigbar.
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Abbildung 6.1: Beispiele von Verschiebungsinvarianzen zwischen Basisfunktionen elektri-
scher und magnetischer Stro¨me. ee/bb: Beziehungen bei Verkopplungen rein elektrischer
und magnetischer Fla¨chenstro¨me. eb: Beziehungen bei gemischten Verkopplungen zwischen
elektrischen und magnetischen Fla¨chenstro¨men.
Abbildung 6.2: Gewa¨hltes Segmentierungsschema zur Identita¨tssuche
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6.2 Anwendung von Datenbasisstrategien
Wie im letzten Abschnitt gezeigt, ist eine ungleichfo¨rmige Schaltungsdiskretisierung zwar
mit einer Vielzahl unterschiedlicher Verkopplungssituationen verbunden, trotzdem treten in
der Regel eine hohe Zahl redundanter Matrixeintra¨ge innerhalb der Systemmatrix auf. Wie
in diesem Abschnitt gezeigt, ist auch schon die Auswertung der einzelnen Koppelintegrale
mit einer großen Zahl prinzipiell redundanter Berechnungsschritte verbunden. Wird exem-
plarisch die Verkopplung zweier Basisfunktionen gleicher Orientierung herangezogen, so
erha¨lt man im allgemeinen Fall asymmetrischer Basisfunktionen die Darstellung:
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Daraus la¨ßt sich entnehmen, daß sich die Integranden der Koppelintegrale allgemein aus ei-
ner Datenbasis bestehend aus den Greenschen Dyaden bzw. den durch die Ortsbereichsinte-
grationen verallgemeinerten Spektralbereichsausdru¨cken IG
uv
, den unverschobenen Basis-
funktionen ~F
l0m
und den Verschiebungsfaktoren ejkxx, ejkyy zusammensetzen lassen. Die
Greenschem Dyaden bzw. die Terme IG
uv
lassen sich allgemein in einen von der Variable '
unabha¨ngigen Teil und einen von ' abha¨ngigen Vorfaktor zerlegen. Dieser Vorfaktor lautet
z.B. k2
x
beim Dydenelement GE;TM
Jxx
und k
x
k
y
bei den Elementen GE;TM;TE
Jxy
(s. Anhang A.1).
Demzufolge ko¨nnen schon vor der Berechnung der einzelnen Matrixelemente alle spa¨ter
beno¨tigten Dyadenelemente und Ausdru¨cke IG
uv
an den Integrationsstu¨tzstellen k
i
berech-
net und in Arrays abgelegt werden. Die Berechnungen erfolgen in den Routinen GRMM-
GRBVZ (Abbildung 6.4). Die Berechnung der Koppelintegrale erfolgt spa¨ter, wie schon in
den vorherigen Arbeiten [1][9] und [61] pro Winkelintegrationsstelle '
l
fu¨r alle Matrixele-
mente simultan. Dazu werden fu¨r jeden Winkelschritt '
l
zuna¨chst die in GRMM-GRBVZ
berechneten Ausdru¨cke mit den '-abha¨ngigen Vorfaktoren und den Gauß-Legendre Gewich-
tungen multipliziert, falls erforderlich TM– und TE-Komponenten zusammengefu¨gt und in
den Fa¨llen GRMM, GRBB, GRMVZ und GRVVZ die asymptotischen Anteile subtrahiert.
Diese Schritte erfolgen mit der Ablage in weitere Arrays in den Routinen QBB–QVVZ.
Weitere Mo¨glichkeiten fu¨r drastische Rechenzeiteinsparungen werden anhand Abbil-
dung 6.3, welches ein typisches Diskretisierungsbeispiel zeigt, deutlich. So ist offensichtlich,
daß in der Regel auch bei komplexen Strukturen mit sehr ungleichma¨ßiger Diskretisierung
die Anzahl der verschiedenen unverschobenen Basisfunktionen ~F
l0m
selten mehr als 1-2 Dut-
zend betra¨gt. Dementsprechend erfolgt zun
”
chst eine Vorabdetektion dieser Basisfunktionen
innerhalb der Routine INOUTN. Nachdem in den Routinen PANALYT, KOEFF, FUELL und
FUELLPOL die Stu¨tzstellen k
i
nach den in Kapitel 5 dargelegten Kriterien festgelegt wor-
den sind, erfolgt anschließend in der Routine KXKY fu¨r jeden Winkelschritt die Berechnung
der Fouriertransformierten aller unverschobenen Basisfunktionen bez. der k
i
mit Arrayzu-
weisung und Adressierung. Wie in Abbildung 6.3 skizziert, beschra¨nkt sich durch die im
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Abbildung 6.3: Zur Anwendung von Datenbasisstrategien
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wesentlichen reihenfo¨rmige Anordnung der Basisfunktionen auch bei nichtgleichfo¨rmiger
Diskretisierung die Anzahl der bei einer Struktur auftretenden unterschiedlichen lateralen
Absta¨nde x
k
und y
k
typischerweise auf wenige Dutzend bis einige hundert.
Um diese Eigenschaft auszunutzen, werden die zu berechnenden Matrixelemente am En-
de der Prozedur MODFELD zuna¨chst nach Blo¨cken mit gleichen lateralen Absta¨nden y
k
sortiert. Bei der Berechnung der Systemmatrix wird fu¨r jeden neuen Block von Matrixele-
menten mit identischem oder nur im Vorzeichen unterschiedlichen lateralen Abstand y
k
ein Vektor ~V
yk
mit den Abtastwerten des Verschiebungsterms
!
V
yk
=

e
jk
1
sin'
l
y
k
: : : e
jk
i
sin'
l
y
k
: : : e
jk
;Nges
sin'
l
y
k

T
; (6.5)
erzeugt mit Nges der Gesamtzahl Stu¨tzstellen k
i
. Wa¨hrend der Berechnung des ersten
Blockes wird zusa¨tzlich ein Array [V
x
] erzeugt:
[V
x
] =

!
V
x1
: : :
!
V
xk
: : :
!
V
xNdx

mit
!
V
xk
=

e
jk
1
cos'
l
x
k
: : : e
jk
i
cos'
l
x
k
: : : e
jk
;Nges
cos'
l
x
k

T
; (6.6)
in welches sukzessive fu¨r alle neu auftretenden lateralen Absta¨nde jx
k
j die entsprechenden
Vektoren fu¨r die Verschiebungsterme ejki cos'lxk eingelesen werden. Ndx ist hierbei die
Gesamtzahl der unterschiedlichen jx
k
j dieses Blocks.
Beim ¨Ubergang zum na¨chsten Block von Matrixelementen ist zuna¨chst ein neuer Vektor
!
V
yk
zu berechnen. Bei der anschließenden Berechnung der weiteren Matrixelemente ist
die Wahrscheinlichkeit groß, daß die meisten lateralen Absta¨nde x
k
identisch sind mit
denen der Matrixelemente des vorangegangenen Blockes. Dementsprechend wird vor jeder
Berechnung ein zum Array [V
x
] geho¨rendes Adressarray nach dem Lateralabstand x
k
durchsucht, so daß bei erfolgreicher Suche der entsprechende Vektor des Verschiebungs-
terms ejki cos'lxk ausgelesen und wiederholt verwendet werden kann. Bei negativer Suche
wird ein neuer Vektor berechnet und an das Array [V
x
] angeha¨ngt. Eine negative Suche
kann jedoch auch die Ursache haben, daß ein neuer Block mit ga¨nzlich unterschiedlicher x-
Diskretisierung zur Berechnung ansteht. Dies wird vom Algorithmus erkannt und das Array
[V
x
] mit den neuen Verschiebungstermen u¨berschrieben.
Wie in Gl.(6.2) und Gl.(6.3) zu erkennen, brauchen bei der Berechnung der Verkopplun-
gen von symmetrischen Basisfunktionen keine komplexen Exponentialfunktionen als Ver-
schiebungsterme berechnet werden, sondern nur reelle trigonometrische Funktionen. Dieser
Sachverhalt kann den Aufwand bezu¨glich der Berechnung der Verschiebungsterme bis zu
einem Faktor drei verringern. Dementsprechend werden beim Auftreten von Verkopplungen
mit symmetrischen Basisfunktionen die Arrays der Verschiebungsterme nur mit reellen bzw.
rein imagina¨ren trigonometrischen Ausdru¨cken cos(k

cos'
l
x
k
), ,j sin(k

cos'
l
x
k
)
und cos(k

sin'
l
y
k
), ,j sin(k

sin'
l
y
k
) belegt. Treten beim Aufbau der Systemma-
trix Verkopplungen mit asymmetrischen Basisfunktionen auf, so werden die Arrays der
Verschiebungsterme bei gleichen Lateralabsta¨nden zu den komplexen Exponentialtermen
e
jk
i
cos'
l
x
k , e
jk
i
sin'
l
y
k erga¨nzt.
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Auf diese Weise entsteht eine dynamische Datenbasisstrategie, die sich mit minimalen
Rechenzeit– und Speicherplatzaufwand an die gegebene Strukturdiskretisierung anpaßt. Da-
mit die gesamte Ablaufsteuerung nicht fu¨r jeden Winkel '
l
neu initiiert werden muß, wird
der spa¨tere Aufbau der Systemmatrix bezu¨glich der Berechnung und Speicherverwaltung
der Verschiebungsterme vorab einmal in der Prozedur ZINTV durchlaufen. Dadurch wird
jedem zu berechnenden Matrixelement eine Adresse fu¨r den Verschiebungsfaktor bezu¨glich
x
i
zugewiesen sowie eine Sprungadresse fu¨r eine von insgesamt 36 Berechnungsroutinen.
Diese Routinen bestehen aus einer kurzen Schleife, welche die Berechnung des Integranden
samt der notwendigen Arrayoperationen mit einem Minimum an arithmetischen Operatio-
nen ermo¨glicht (Routinen ZMATRIX, ZMATZ) und in welchen sich die Berechnungsvor-
schriften Gln(5.57–5.60) wiederfinden. Durch die mit diesem Verfahren verbundene dra-
stische Einsparung von transzendenten Funktionsberechnungen sind pro Integrationsstu¨tz-
punkt im Mittel oft nur 4 Multipikationen und eine Addition notwendig. Wie schon erwa¨hnt,
verha¨lt sich eine Verkopplung zwischen einer Basisfunktion eines elektrischen Stromes und
einer Basisfunktion eines magnetischen Stromes a¨hnlich wie eine Verkopplung zwischen
Basisfunktionen rein elektrischer oder magnetischer Stro¨me. Um die oben angedeuteten 36
Berechnungsroutinen zusammen mit der Datenbasis fu¨r alle Verkopplungsfa¨lle nutzen zu
ko¨nnen, werden fu¨r bestimmte Unterprogramme y-orientierte Basisfunktionen magnetischer
Stro¨me organisatorisch als x-orientierte Basisfunktionen elektrischer Stro¨me angesehen und
umgekehrt. Durch diesen Kunstgriff braucht fu¨r die gemischten Verkopplungen magneti-
scher und elektrischer Stro¨me keine eigene Datenbasis fu¨r die Verschiebungsterme aufgebaut
werden. Die Unterscheidung der verschiedenen Verkopplungssituationen geschieht explizit
in den Routinen QBB-QVVZ.
Die maximale Redundanzreduktion wird erwartungsgema¨ß bei einer gleichma¨ßigen Diskre-
tisierung einer Struktur erreicht. Wird z.B. ein rechteckfo¨rmiger Bereich mit N gleichen
Entwicklungsfunktionen diskretisiert, so mu¨ssen auch nur N unterschiedliche Matrixele-
mente berechnet werden. Dies bedeutet in diesem Fall, daß die Komplexita¨t des Verfahrens
bezu¨glich der Berechnung der Systemmatrix nur O(N) betra¨gt. Desweiteren mu¨ssen beim
Aufbau der Systemmatrix nur ca.
p
N unterschiedliche Verschiebungsterme berechnet wer-
den. Bei ungleichma¨ßiger Diskretisierung wird die Redundanzreduktion zwar geringer, die
Komplexita¨t bleibt aber oft deutlich unter O(N2), wa¨hrend die Anzahl der zu berechnenden
Verschiebungsterme in der Regel kleiner als die Zahl der Unbekannten N bleibt.
Dies bedeutet als Fazit, daß das hier vorgestellte Verfahren bei einer gleichma¨ßigen Diskreti-
sierung in der Regel sogar eine bessere Effizienz als die auf einer schnellen zweidimensiona-
len FFT basierenden Verfahren wie in [66, 3, 21, 47] erreicht, ohne aber deren gravierenden
Nachteil zu besitzen, an gleichma¨ßige Disktretisierungsstrategien gebunden zu sein.
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Abbildung 6.4: Strukturierung der wesentlichen Programmteile
Kapitel 7
Eigenwertanalyse von
Zuleitungsstrukturen und
Deembeddingverfahren
Die elektrodynamische Analyse der Zuleitungen eines Schaltungskomplexes gewa¨hrt schon
vor der Analyse der Gesamtschaltung einen tiefen Einblick in das elektromagnetische Ver-
halten einzelner Komponenten (Verbindungsleitungen, Leitungsbauelemente) bei gegebener
Frequenz und Schaltungsumgebung.
Abbildung 7.1: Leitungsstrukturen innerhalb eines geschichteten Mediums
So ermo¨glicht die Kenntnis der Ausbreitungs– und Da¨mpfungskonstanten der einzelnen Lei-
tungsmoden schon eine sehr brauchbare Vorabdimensionierung von Schaltungskomponenten
und eine zuverla¨ssige Festlegung der Diskretisierungsauflo¨sung. Desweiteren ist die Quer-
schnittsverteilung der Stro¨me bzw Felder erforderlich, um das Anregungskonzept mit Berei-
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chen eingepra¨gter Stro¨me aus Kapitel 2 anwenden zu ko¨nnen.
Eine der wichtigsten Parameter zur Charakterisierung von Mikrowellenschaltungen stellen
die Streuparameter dar, welche aus den hin– und ru¨cklaufenden Amplituden der Eigenwel-
len auf den entsprechenden Zuleitungen gebildet werden. Wie am Ende des Kapitels gezeigt
wird, ko¨nnen mit der Vorabkenntnis der Eigenwelleneigenschaften sehr zuverla¨ssige Verfah-
ren zur Extraktion der Streuparameter angewendet werden.
7.1 Modellierung der Stromverteilung auf den Zuleitungen
Die fu¨r die in dieser Arbeit betrachteten Schaltungskomplexe relevanten Zuleitungsstruk-
turen bestehen aus N
sys
+ N
ref
 2 planaren, voneinander isolierten Leitungselektroden,
welche in Ebenen z = const in eine beliebige Schichtenstruktur eingebettet sein ko¨nnen.
N
sys
ist dabei die Anzahl der isolierten, streifenfo¨rmigen Leitungselektroden, N
ref
die An-
zahl mo¨glicher Reflektoren (max. 2, s. Abbildung 7.1).
Eine solche Leitungsstruktur ist in der Lage, N
sys
,N
ref
,1 Quasi-TEM Grundwellentypen
zu fu¨hren. Infolge der vorausgesetzten La¨ngshomogenita¨t der betrachteten Leitungsstruktu-
ren ist eine Analyse der Felder und Stro¨me auf einer Ebene quer zur Ausbreitungsrichtung
ausreichend.
Abbildung 7.2: Diskretisierungsstrategien am Beispiel einer Doppelleitung
Wie in Abbildung 7.2 dargestellt, la¨ßt sich die Stromverteilung auf der Leitung in der fol-
genden Weise diskretisieren:
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Das Verhalten in longitudinaler Richtung wird vollsta¨ndig durch den Phasenfaktor mit der
im allgemeinen komplexen Ausbreitungskonstante k
xl
beschrieben. Die Beschreibung der
Basisfunktionen im Orts– und Spektralbereich fu¨r die Stro¨me in longitudinaler Richtung
lautet:
f
s
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(7.3)
wobei die Funktionen fs
mx
eine stu¨ckweise konstante Beschreibung des La¨ngsstroms erlau-
ben und f l
mx
optional eine stu¨ckweise lineare Beschreibung ermo¨glichen. Wie Abbildung 7.2
zeigt, ko¨nnen beide Klassen von Basisfunktionen auch kombiniert eingesetzt werden. Die
Diskretisierung der Stro¨me transversal zur Ausbreitungsrichtung erfolgt einheitlich u¨ber Ba-
sisfunktionen mit asymmetrischer Segmentierung:
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Fu¨r eine konsistente Strombeschreibung ist es notwendig, daß alle Basisfunktionen an einem
einheitlichen Raster ausgerichtet werden, wie ebenfalls in Abbildung 7.2 angedeutet ist.
Die Stro¨me auf der Leitungsstruktur erzeugen ein elektrisches Feld, welches auf der Ober-
fla¨che der Metallisierungen der Randbedingung
~
E
L
(x; y)j
tan
= Z
F
~
J
L
(x; y) (7.6)
genu¨gen muß, wobeiZ
F
wiederum die in Kapitel 2 erla¨uterte Oberfla¨chenimpedanz darstellt.
Fu¨r den Gesamtstrom la¨ßt sich im Spektralbereich formulieren:
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Mit diesen Beziehungen la¨ßt sich zusammen mit Gl.(7.6) eine Spektralbereichsformulierung
einer Integralgleichung fu¨r die unbekannten Stromamplituden und der Ausbreitungskonstan-
te k
xl
angeben:
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= 0 (7.8)
wobei von der Ausblendeigenschaft der -Funktion Gebrauch gemacht wurde und
$
I
fu¨r die
Einheitsmatrix steht.
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7.2 Lo¨sung der Integralgleichung
Zur Lo¨sung der Integralgleichung wird wiederum die Momentenmethode nach Galerkin an-
gewendet, wobei bei der inneren Produktbildung mit den Testfunktionen ~f
n
(y) nur eine ein-
dimensionale Integration u¨ber y durchzufu¨hren ist. Analog zur Vorgehensweise im letzten
Kapitel erha¨lt man ein lineares Gleichungssystem fu¨r die unbekannten Stromamplituden in
der Form:
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(7.9)
bzw. in Matrixschreibweise
[Z(k
xl
)]  [I] = 0 (7.10)
Im Gegensatz zu den bisher behandelten Anregungsproblemen liegt hier ein homogenes
Gleichungssystem vor. Zur nichttrivialen Lo¨sung des homogenen Gleichungssystems muß
daher zuna¨chst ein nichtlineares Eigenwertproblem gelo¨st werden, indem die Bedingung
detf[Z(k
xl
)]g = 0 (7.11)
durch Variation des noch freien Parameters k
xl
erfu¨llt wird. Die Lo¨sung der Integrale in (7.9)
wird wiederum mit einer Gauß-Legendre Quadratur durchgefu¨hrt, durch Ausnutzung von
Symmetrieeigenschaften braucht nur u¨ber den positiven Teil der k
y
Achse integriert werden.
Man erha¨lt so fu¨r die Matrixelemente:
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mit uu stellvertretend fu¨r xx und yy. Durch das Auftreten der Oberfla¨chenimpedanzZ
F
fa¨llt
der Integrand nur  1=k2
y
ab. Dies fu¨hrt bei gegenu¨ber der Wellenla¨nge schmalen Leitungs-
strukturen zu Konvergenzproblemen, so daß eine kombinierte Auswertung im Spektral– und
Ortsbereich numerisch deutlich gu¨nstiger ist. Man erha¨lt so:
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wobei das Ortsbereichsintegral nur bei den Eigenverkopplungen oder einer ¨Uberlappung
der Basisfunktionen von Null verschieden und einfach analytisch auswertbar ist. Trotz die-
ser Maßnahmen kann das Konvergenzverhalten problematisch werden, besonders, wenn ei-
ne hohe Stromauflo¨sung z.B. an Kanten notwendig ist. Eine Anwendung asymptotischer
Subtraktionsverfahren wie bei den Integralen in Kapitel 5 ist daher wu¨nschenswert, wurde
aber bisher nicht durchgefu¨hrt, da eine Ru¨ckfu¨hrung auf schon bekannte Integraltypen nicht
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mo¨glich ist. Jedoch erscheint eine zuku¨nftige analytische Auswertung der asymptotischen
Integralanteile mittels Partialbruchzerlegung und Residuensatz aussichtsreich.
Fu¨r die Verkopplungen von Basisfunktionen unterschiedlicher Orientierungen erha¨lt man:
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Insgesamt zeigen die Integranden einen sehr gutmu¨tigen Funktionsverkauf, da sie keine
Polstellen beinhalten. Denn fu¨r technisch interessante Leitungstypen und Frequenzbereiche
kann in aller Regel die Erfahrung gemacht werden, daß Re(k
xli
) > Re(k
OW
) gilt, d.h. die
Ausbreitungskonstanten der Leitungsgrundwellen sind gro¨ßer als die Ausbreitungskonstante
der ersten Oberfla¨chenwelle k
OW
. Nun bilden, wie in Kapitel 5 ero¨rtert, die Oberfla¨chenwel-
len Polringe mit der Gleichung k2
x
+ k
2
y
= k
2
OW
. Mit den festen Ausbreitungskonstanten fu¨r
die Leitungsgrundwellen k
xli
erha¨lt man aufgelo¨st nach k
y
:
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d.h. mit Re(k
xli
) > Re(k
OW
) sind die Pole im verlustlosen Fall imagina¨r und auch im ver-
lustbehafteten Fall weit vom Integrationsweg der reellen k
y
-Achse entfernt. Da die entstehen-
den Systemmatrizen durch die eindimensionale Diskretisierung nur eine kleine Dimension
besitzen, wurden bisher nur einfache Redundanzminderungsstrategien verwendet.
Fu¨r die anschließende Eigenwertsuche wurde ein zweidimensionales Newton-Rhapson Ver-
fahren nach [53] und alternativ ein mehrdimensionales Funktionsminimierungsverfahren,
basierend auf dem Verfahren der conjugate directions nach Powell kombiniert mit der para-
bolischen Interpolation nach Brent fu¨r die eindimensionale Minimasuche, verwendet [54].
Problematisch fu¨r die Anwendung des Newton-Verfahren ist der Umstand, daß die Null-
stellen der Determinate gleichzeitig Funktionsminima sind. Da die partiellen Ableitungen
numerisch ermittelt werden mu¨ssen, ko¨nnen Rundungsfehler in der Na¨he der Minima zu
einem Abbruch des Algorithmus fu¨hren. Diese Schwierigkeiten treten beim Powell/Brent
Verfahren zwar nicht auf, da es keine Funktionsableitungen beno¨tigt, doch ist die Konver-
genzgeschwindigkeit oft deutlich geringer. Ein Newton-Rhapson Verfahren mit doppelter
Rechengenauigkeit und angepaßten Abbruchkriterien zeigte schließlich ein ausreichend sta-
biles Verhalten.
7.3 Berechnung von Mikrostripleitungen
Die Mikrostripleitung findet nach wie vor ein breites Anwendungsfeld bis zu Arbeitsfrequen-
zen im Submm-Wellenbereich. Da sie in der Vergangenheit das Objekt einer breiten Klasse
von Analyseverfahren war, soll an dieser Stelle nur eine typische Konfiguration numerisch
untersucht werden. Abbildung 7.3 zeigt das Konvergenzverhalten der relativen Permittivita¨t
einer solchen Leitung in Abha¨ngigkeit von der Diskretisierungsgenauigkeit.
Man erkennt, daß schon mit einer einzigen Basisfunktion ein brauchbares Ergebnis zu erzie-
len ist, ab einer Unterteilung der Leitung in drei Segmente wird eine Genauigkeit mit zwei
signifikanten Nachkommastellen erzielt.
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Abbildung 7.3: Konvergenz der relativen Permittivita¨t bei einer Mikrostripleitung, w= 1013
m, d= 250 m
Abbildung 7.4 zeigt die berechneten Stromverteilungen bei verschiedenen Diskretisieruns-
strategien. Die ebenfalls eingetragenen Amplituden der y-Querstro¨me sind u¨berho¨ht einge-
zeichnet, sie betragen maximal 1 Prozent der La¨ngsstromamplituden.
Abbildung 7.4: Diskretisierungsabha¨ngige Stromverteilung bei einer Mikrostripleitung
Dies bedeutet aber keineswegs, daß die Erfassung der Querstro¨me unterlassen werden kann,
wie in [1] angedeutet ist. Werden die Querstro¨me vernachla¨ssigt, so fallen die Kanten-
stromu¨berho¨hungen deutlich geringer aus, daru¨ber hinaus kann die Eigenwertsuche diver-
gieren oder es werden Eigenvektoren mit unphysikalischen 180-Phasenspru¨ngen zwischen
Amplituden benachbarter La¨ngsstrombasisfunktionen ermittelt.
Denn es ist auch physikalisch einleuchtend, daß zum Aufbau einer konsistenten La¨ngsstrom-
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verteilung einer Leitungsmode mit ihren starken Kantenu¨berho¨hungen auch Querstro¨me er-
forderlich sind, die als stehende Wellen quer zur Ausbreitungsrichtung interpretierbar sind.
Wegen der geringen Amplitude dieser Querstro¨me wird aber auf ihre Darstellung bei den
Stromverteilungen der weiteren Strukturen verzichtet.
In Abbildung 7.4 ist der besondere Vorteil einer asymmetrischen Segmentierung zu erken-
nen, so entsteht bei einer ungleichfo¨rmigen Aufteilung in drei Segmente eine a¨hnlich große
Kantenu¨berho¨hung wie mit 7 Segmenten bei fast identischen Ergebnissen fu¨r 
r;eff
. Eine
zusa¨tzliche Kantenstromauflo¨sung ermo¨glicht die lineare La¨ngsstromapproximation, wie in
Abbildung 7.4 c) demonstriert ist.
Abbildung 7.5 zeigt das Dispersionsverhalten von 
r;eff
und der Da¨mpfungseigenschaften
in Vergleich mit Messungen [23][46]. Die Abweichungen zwischen Messung und Rechnung
bei der relativen Permittivita¨t liegen noch im Rahmen der Messgenauikeit, desweiteren sind
Abweichungen in der Leitungsbreite zwischen der gemessenen und berechneten Struktur
wahrscheinlich.
Abbildung 7.5: Gemessenes und berechnetes Dispersionsverhalten bei einer Mikrostriplei-
tung. Dicke der Streifenmetallisierung d
0
= 5m, 
m
= 41:6 10
6
1=(
m)
Es ist eine deutliche Dispersion zu erkennen, die in Bezug auf die relative Permittivita¨t auf
die zunehmende Feldkonzentration im Substrat bei ansteigender Frequenz zuru¨ckzufu¨hren
ist, was sich z.B. nachteilig auf die ¨Ubertragung von Signalen mit hoher Flankensteilheit
auswirkt.
Bei der Berechnung der Da¨mpfung wurde die Massemetallisierung einerseits als ideal lei-
tend angenommen, in einer weiteren Simulation wurde die Masse durch einen Halbraum mit
frequenzabha¨ngigen 
r
= ,j
m
=!
0
simuliert, wodurch eine brauchbare ¨Ubereinstimmung
zwischen Rechnung und Messung erzielt werden konnte. Kontrollrechnungen mit weiteren
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Strukturen aus [46] zeigten sehr gute ¨Ubereinstimmungen mit Meßwerten.
7.4 Berechnung von koplanaren Streifenleitungen
Koplanare Streifenleiterstrukturen finden gegenwa¨rtig ein wachsendes Interesse, da sie
im Gegentaktbetrieb geringe Dispersion aufweisen und alle Beschaltungen ohne vertika-
le Durchverbindungen mo¨glich sind [43, 44]. Abbildung 7.6 zeigt das Dispersionsverhalten
der relativen Permittivita¨t einer Streifenleiterstruktur mit Massemetallisierung, welche in der
Lage ist, zwei Grundwellen zu fu¨hren.
Abbildung 7.6: Gemessenes und berechnetes Dispersionsverhalten bei einer koplanaren
Streifenleitung. w
1
= 0:6mm, w
2
= 1:2mm, s = 0:4mm, h = 0:635mm
Zu erkennen ist, daß die Gegentakt-Mode nur eine geringe Dispersion aufweist, da bei die-
sem Wellentyp die Feldaufteilung in Luft und Substrat kaum frequenzabha¨ngig ist. Abbil-
dung 7.7 a) zeigt die berechnete La¨ngsstromverteilung fu¨r die Gegentakt-Mode bei 2 GHz.
Hier ist die Stromu¨berho¨hung an den Innenkanten deutlicher ausgepra¨gt, da die maximale
Feldsta¨rke zwischen den beiden Streifenleitern auftritt.
Im Gegensatz dazu zeigt die Gleichtakt-Mode eine deutliche Dispersion, da die Eigenschaf-
ten dieses Wellentyps der einer Mikrostripwelle gleichkommen. Dies ist auch anhand der
Stromverteilung Abbildung 7.7 b) zu erkennen, wo die maximalen Stromu¨berho¨hungen an
den Außenkanten auftreten.
Der Vergleich mit Messungen aus [55] zeigt nur beim Gleichtakt-Typ leichte Abweichnun-
gen, es wurden daher zusa¨tzliche Berechnungen mit einer linearen La¨ngsstromapproximati-
on an den Kanten durchgefu¨hrt (Abbildung 7.7 c) ). Die Berechnungen besta¨tigten jedoch die
Ergebnisse mit treppenfo¨rmiger Approximation, so daß auch hier gro¨ßere Meß– und Abmaß-
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Abbildung 7.7: Berechnete Stromverteilungen bei einer koplanaren Streifenleitung
toleranzen zu vermuten sind. Insgesamt zeigen die Ergebnisse bezu¨glich der Diskretisierung
eine a¨hnlich gute Konvergenz wie bei der Mikrostripleitung. Dagegen muß bei der nume-
rischen Auswertung deutlich sorgfa¨ltiger als bei Mikrostripstrukturen vorgegangen werden.
So zeigt sich, daß bei einer Auflo¨sung von mehr als drei Segmenten pro Streifen schon aus
geringen Integrationsfehlern Stromverteilungen mit unphysikalischen 180 Phasenspru¨ngen
innerhalb eines Streifens resultieren ko¨nnen. Erst wenn die Integration auf eine obere Gren-
ze von ca. 500 , 600  k
0
mit etwa 500 Stu¨tzstellen ausgedehnt wird, stellten sich stabile
Stromverteilungen zu den jeweiligen Eigenwerten ein.
7.5 Berechnung von Koplanarstrukturen
Ein typischer koplanarer Wellenleiter besteht aus einem Mittelleiter der Breite w, welcher
durch zwei Schlitze der Breiten s
1
und s
2
von der in der Regel wesentlich breiteren Masseme-
tallisierung getrennt ist. Vom numerischem Standpunkt wa¨re hier eine Berechnung u¨ber die
a¨quivalenten magnetischen Quellen in den Schlitzen vorteilhafter, wie es in [46] praktiziert
wurde, doch kann in diesem Fall wie schon erla¨utert, keine Beru¨cksichtigung der metalli-
schen Verluste und damit des dominierenden Da¨mpfungsmechanismusses erfolgen. Demzu-
folge werden an dieser Stelle Koplanarstrukturen ebenfalls mit Hilfe der elektrischen Feldin-
tegralgleichung und dem Oberfla¨chenimpedanzkonzept analysiert. Dabei zeigt die Analyse
typischer Koplanarleitungen, daß der Einfluß der Breite der Massefla¨chen vernachla¨ssigbar
ist, wenn ihre Breite mehr als die Ha¨lfte ihres Abstandes w + s
1
+ s
2
voneinander betra¨gt
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[141]. Dies ist auch physikalisch einsichtig, denn durch die hohe Feldkonzentration in den
Schlitzen bleiben die Stro¨me auf die Kantenbereiche beschra¨nkt und fallen auf den Masse-
fla¨chen schnell ab. Diesem Verhalten kann wieder besonders vorteilhaft durch stark asym-
metrische Segmentierungen Rechnung getragen werden. Durch die Anwendungsmo¨glichkeit
stark asymmetrischer Segmentierungen zur Anpassung an die physikalischen Gegebenheiten
ist das vorliegende Konzept deutlich leistungsfa¨higer als das in [46] verwendete Verfahren,
welches auch bei Eigenwertanalysen auf gleichm
”
ßige Diskretisierungen angewiesen ist.
Da Standartstrukturen in [46] ausgiebig untersucht wurden, soll an dieser Stelle zuna¨chst ei-
ne recht schwierig zu analysierende Struktur einer symmetrische Koplanarleitung analysiert
werden. Die Metallisierung aus Silber mit einer Dicke von 0:8m wurde auf einem Tra¨ger
bestehend aus einer Silizium/GaAs Mischung aufgedampft [56] und ist fu¨r Frequenzen bis
etwa 45 GHz ausgelegt. Mit einem Abstand der Massefla¨chen von 24m ist die Leitung
sehr schmal gegenu¨ber der Wellenla¨nge, woraus entprechende Konvergenzschwierigkeiten
resultieren ko¨nnen.
Abbildung 7.8: Diskretisierung und Stromverteilung fu¨r eine Koplanarleitung (Abmessun-
gen in m)
Abbildung 7.8 zeigt die gewa¨hlte Diskretisierung zusammen mit der berechneten Stromver-
teilung bei 20 GHz. Zwar hat die in [56] gemessene Struktur Masseleiter von jeweils 500m
Breite, doch zeigten die numerischen Untersuchungen wie erwartet, daß die Eigenschaften
der Leitung nur durch die unmittelbar an den Kanten konzentrierten Stro¨men bestimmt wird.
Dementsprechend wurden an den Kanten sehr schmale Entwicklungsfunktionen von 2m
und 3m angesetzt, von den restlichen Masseleitern wurden jeweils 100m breite Streifen
mit einer La¨ngsstrombasisfunktion erfaßt. Ho¨here Auflo¨sungen und breitere Massefla¨chen
ergaben hier keine relevanten ¨Anderungen der Ergebnisse, so daß das Augenmerk auf die
Auflo¨sung der Kantenstro¨me gerichtet werden konnte. Dabei wurde die Breite der Basis-
funktionen solange reduziert, bis eine Konvergenz der Leitungsparameter festzustellen war.
Die Konvergenz der Koppelintegrale stellte sich erst bei einer oberen Integrationsgrenze von
ca. 10000  k
0
ein, durch die geringe Leitungsbreite oszillieren die Integranden aber nur sehr
gering, so daß mit einer moderaten Anzahl Stu¨tzstellen stabile Ergebnisse erzielt werden
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konnten. Es sei aber nicht verschwiegen, daß es oft schwierig ist, den Eigenwert des kopla-
naren Wellentyps zu finden, was auf die recht hohen metallischen Verluste zuru¨ckzufu¨hren
ist. Eine Konvergenz gegen den koplanaren Wellentyp wird hier nur erzielt, wenn die Start-
werte von k
xl
, insbesondere des Imagina¨rteils, deutlich oberhalb des vermuteten Eigenwerts
liegen, bei niedrigen Frequenzen erfolgt oft eine Konvergenz gegen Eigenwerte, die mit phy-
sikalisch unsinnigen Eigenvektoren verknu¨pft sind.
Abbildung 7.9: Gemessene und berechnete Dispersion fu¨r eine Koplanarleitung, w
1
=
10m;w
2
= 100m; s= 7m, d = 500m
m
= 6 10
5
1=(
m)
Abbildung 7.9 zeigt die berechneten und gemessenen Ergebnisse [56] fu¨r die Struktur. Fu¨r
das Dispersionsverhalten der relativen Permittivita¨t ist eine gute ¨Ubereinstimmung gegeben,
es ist ein starker Anstieg der Dispersion fu¨r Frequenzen < 10 GHz zu beobachten, wa¨hrend
im eigentlichen Arbeitsbereich die fu¨r koplanare Leitungsstrukturen typische geringe Di-
spersion zu beobachten ist. Aufgetragen ist hier analog zu [56] die Wurzel aus der effektiven
Permittivita¨t.
Der Vergleich der Da¨mpfungskoeffizienten weist zwar teilweise gro¨ßere Abweichungen auf,
doch ist hier zu bemerken, daa´ mit dieser Struktur, welche eher ein quasistatisches Verhal-
ten aufweist, die Grenzen eines elektrodynamischen Analyseverfahrens erreicht sind. Des-
weiteren basiert die Berechnung der metallischen Verluste auf der Annahme einer ortsun-
abha¨ngigen Oberfla¨chenimpedanz, welche an den Kanten an Gu¨ltigkeit verliert. Daru¨ber
hinaus ko¨nnen auch noch andere Verlustmechanismen, verursacht von z.B. der Oberfla¨chen-
rauhigkeit der Metallisierungen, eine gro¨ßere Rolle spielen, die hier nur schwer abscha¨tzbar
sind. Vor diesem Hintergrund kann die erzielte Charakterisierung des Verlustverhaltens daher
noch als ausreichend gut bezeichnet werden.
Als weiteres Beispiel wurde eine Koplanarstruktur auf einem Aluminiumoxid–
Keramiksubstrat (
r
= 9:8, d = 635) herangezogen, die in einem spa¨ter noch untersuchten
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Bandstoppfilter bei Arbeitsfrequenzen bis 40 GHz Verwendung findet. Hier wurde zur Mo-
dellierung der Grundmetallisierung 150 breite Streifen verwendet, eine weitere Verbreite-
rung fu¨hrt auch hier zu vernachla¨ssigbaren Ergebnissa¨nderungen.
Abbildung 7.10: Berechnete Dispersion des koplanaren und Schlitzleitungswellentyps fu¨r
eine Koplanarleitung. d = 635m
Die Struktur wurde asymmetrisch mit jeweils einer y-orientierten Basisfunktion und zwei
x-orientierten Basisfunktionen pro Leiterstreifen diskretisiert und die effektive Permittivita¨t
der Koplanarwelle und der gekoppelten Schlitzleitungswelle berechnet. In Abbildung 7.10
wird die geringe Dispersion des koplanaren Wellentyps im Gegensatz zur hohen Dispersion
der gekoppelten Schlitzleitungswelle deutlich. Auffa¨llig ist in diesem Fall die Entartung von
Schlitzleitungs– und Koplanarwelle im Bereich 26 GHz, sie weisen hier in etwa gleiche Aus-
breitungskonstanten auf, was ihre Trennung bei der Eigenwertanalyse erschwert. In diesem
Fall stehen zwar keine Meßwerte oder Vergleichsanalysen zur Verfu¨gung, die Ergebnisse aus
Abbildung 7.10 fanden spa¨ter aber bei der S-Parameterextraktion einer erfolgreichen kopla-
naren Bandstoppfiltersimulation Verwendung.
Die geringe Dispersion der Koplanarwelle kommt durch ihre hohe Feldkonzentration in den
Schlitzen und im Substrat zustande, welche sich mit der Frequenz kaum a¨ndert. Diese vor-
teilhaften Eigenschaften des Koplanartyps haben in letzter Zeit zu einem starken Entwick-
lungssprung bei den koplanaren Schaltungskonzepten gefu¨hrt.
Im Gegensatz dazu ist bei der gekoppelten Schlitzleitungswelle die Feldbindung an die
Schlitze und dem Substrat deutlich geringer, die hiermit verbundene hohe Frequenz-
abha¨ngigkeit der Feldverteilung bewirkt die hohe Dispersion dieses Wellentyps [46, 141].
Sie tritt jedoch infolge geometrischer Unsymmetrien in koplanaren Schaltungen als para-
sita¨rer Wellentyp auf und muß durch geeignete Schaltungskomponenten wie Luftbru¨cken
unterdru¨ckt werden. Dieses Thema wird bei den spa¨teren Simulationsbeispielen weiter ver-
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tieft.
7.6 Deembeddingverfahren und
S-Parameterbestimmung
In Hinblick auf eine systemtheoretischen Betrachtungsweise hat sich die Charakterisierung
von Mikro– und Millimeterwellenschaltungen mittels Streuparameter allgemein durchge-
setzt. Zur Ermittlung der Streuparameter ist es notwendig, die einem bestimmten Wellentyp
zugeordneten Amplituden der hin– und ru¨cklaufenden Strom– oder Spannungswellen auf
den Zuleitungen zu bestimmen. Zwar werden bei Verwendung von Ganzbereichsentwick-
lungsfunktionen zur Modellierung der Wellen auf den Zuleitungen diese Amplituden direkt
bei der Lo¨sung der Integralgleichung bestimmt, ihre Verwendung ist aber wie mehrfach aus-
gefu¨hrt, mit gravierenden Nachteilen verknu¨pft. Demzufolge werden hier zur Anregung -
gap Quellen oder die in Kapitel 1 vorgestellten Stromeinpra¨gungen verwendet. ¨Ahnliche
Anregungskonzepte wurden auch in [21] und [46] verwendet.
Die Strukturanregung kann bei einfachen Mikrostrip– und/oder Koplanarstrukturen mittels
-gap Quellen erfolgen, bei komplexeren Zuleitungsstrukturen mit asymmetrischen Geome-
trien oder ho¨heren Genauigkeitsanforderungen mittels Bereichen eingepra¨gter Stro¨me.
Zur Extraktion der hin– und ru¨cklaufenden Stro¨me auf den Zuleitungen ko¨nnen z.B. ver-
schiedene, auf der Signaltheorie basierende Verfahren herangezogen werden. Ein zu diesem
Zweck schon ha¨ufig eingesetztes Verfahren ist die Methode von Prony, wie in [134, 135] de-
monstriert wird. Bei diesem Verfahren wird im einfachsten Fall einer Mikrostripleitung eine
hin– und ru¨cklaufende Welle angesetzt mit jeweils einer unbekannten komplexen Amplitu-
de und Ausbreitungskonstante (d.h. die Ausbreitungskonstanten der hin– und ru¨cklaufenden
Welle werden nicht als identisch vorausgesetzt). Anschließend werden die Stromamplituden
an vier Testebenen der Zuleitung bestimmt, welche die Datenbasis fu¨r das Prony-Verfahren
zur Bestimmung der unbekannten Amplituden und Ausbreitungskonstanten bilden. Bei si-
gnifikanten ho¨heren Wellentypen oder Koplanarleitungen mit geraden und ungeraden Wel-
lentypen ko¨nnen entsprechend mehr Wellenfunktionen angesetzt werden mit entsprechender
Erho¨hung der Anzahl der Testebenen. Zur Theorie des Prony-Verfahrens s. z.B. [124]. Der
Nachteil des Prony-Verfahrens besteht in der teilweise großen Empfindlichkeit gegenu¨ber
verfahrensbedingten Sto¨ranteilen in der numerisch ermittelten Stromverteilung, verursacht
z.B. durch Rundungs–, Integrationsfehler oder Ungenauigkeiten bei der Lo¨sung des Glei-
chungssystems. Ist z.B infolge guter Anpassung eines Tores die ru¨cklaufende Welle nur
schwach ausgepra¨gt, so ergeben sich oft deutliche Unterschiede in den ermittelten Ausbrei-
tungskonstanten der hin- und ru¨cklaufenden Wellen, welche identisch sein mu¨ßten. ¨Ahnliche
Schwierigkeiten wurden auch bei der Analyse koplanarer Zuleitungen beobachtet.
Ein weiteres Verfahren, welches die Identita¨t der Ausbreitunskonstanten voraussetzt, wird
in [37] erla¨utert. Ein Verfahren, welches auch bei stark sto¨rbehafteten Eingangsdaten zu-
verla¨ssig ist, stellt die pencil-of-function Methode dar, die in [38, 39] verwendet wurde.
Nachteilig ist hier jedoch die notwendige Anzahl an Testebenen und der deutlich erho¨hte
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verfahrensma¨ßige Aufwand.
Eine weitere Mo¨glichkeit zur Bestimmung der Streumatrix ergibt sich u¨ber die Ermittlung
von Toreingangsimpedanzen s. z.B. [52, 66, 48]. Sto¨rende Einflu¨sse der Quellenumgebung
werden durch Kalibrierungsrechnungen eliminiert. Nachteilig ist hier der zusa¨tzliche verfah-
renstechnische Aufwand fu¨r die Kalibrierungen, desweiteren ist zu bedenken, daß die dort
gewa¨hlten Anregungen mit -gap Spannungsquellen und die Kalibrierungsrechnungen im
wesentlichen nur fu¨r mikrostripartige Zuleitungen brauchbar sind. Nach Ermittlung der Im-
pedanzmatrix mu¨ssen die Streuparameter mit Hilfe geeigneter Leitungswellenwidersta¨nde
berechnet werden. Die Suche nach einer praxisnahen, verallgemeinerten Wellenwiderstands-
definition fu¨r Quasi-TEM Wellenleitern ist aber bis heute nicht abgeschlossen, s. auch
[1, 51, 48].
Nach umfangreichen Tests wurde hier ein Verfahren gewa¨hlt, welches die mit der Eigenwert-
analyse vorab mit hoher Genauigkeit ermittelten Ausbreitungskonstanten verwendet.
Bei einer Leitung in x-Richtung gilt fu¨r den Strom in einer Querschnittsebene x
1
:
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Um die unbekannten Amplituden der Spannungs– oder Stromwellen zu erhalten, genu¨gt
es, die Stro¨me an zwei Querschnittsebenen x
R
und x
T
heranzuziehen. Fu¨r die Stromwellen
erha¨lt man exemplarisch die Lo¨sung
i
r
=
I(x
T
), I(x
R
)e
jk
xl
(x
R
 x
T
)
e
jk
xl
(2x
R
 x
T
)
, e
jk
xl
x
T
; i
h
= I(x
R
)e
jk
xl
x
R
+ i
r
e
j2k
xl
x
r (7.17)
Um die Auswirkung von Sto¨ranteilen in der berechneten Stromverteilung zu reduzieren,
werden in der Praxis neben der Referenzebene x = x
R
drei Testebenen x
T1
; x
T2
und x
T3
herangezogen und jeweils drei Amplituden fu¨r die hin– und ru¨cklaufenden Wellenanteile
ermittelt, aus denen anschließend der arithmetische Mittelwert gebildet wird.
Abbildung 7.11: Referenz– und Testebenenanordnung bei einer Zweileiterstruktur
Abbildung 7.11 zeigt eine typische Konfiguration einer Zuleitung mit Anregungsbereich,
Referenzebene und Testebenen. Die Referenzebene sollte einen Abstand von ca. 0:1, 0:2
g
vom Anregungsbereich haben, die letzte Testebene einen Abstand von > 0:15
g
von der
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ersten Leitungsdiskontinuita¨t. In diesem Fall kann davon ausgegangen werden, daß Ampli-
tuden ho¨herer Wellentypen, die durch den Anregungsprozess oder an Diskontinuita¨ten ent-
standen sind, innerhalb des Extraktionsbereiches hinreichend stark abgeklungen sind. Der
Abstand x kann in Hinblick auf einen mo¨glichst kleinen Extraktionsbereich auf eine Seg-
mentla¨nge ( 0:1
g
) festgelegt werden. Die Vorabkenntnis der modalen Wellenla¨nge 
g
aus
der Eigenwertanalyse la¨ßt eine genaue Dimensionierung des Extraktionsbereiches zu.
In der Praxis zeigt das entwickelte Extraktionskonzept eine hohe Robustheit, so ko¨nnen in
der Regel die Wellenamplituden und spa¨ter die S-Parameter einer Schaltung bis zu einer
Frequenzdekade ohne ¨Anderung des Extraktionsbereiches zuverla¨ssig ermittelt werden.
Die normierten Wellengro¨ßen a und b erha¨lt man anschließend mit Hilfe des Leitungswel-
lenwiderstandes Z
L
u¨ber die Beziehungen
a =
q
Z
L
i
h
=
u
h
p
Z
L
; b =
q
Z
L
i
r
=
u
r
p
Z
L
: (7.18)
Hier ergibt sich zwar wiederum das Problem, eine geeignete Definition eines Leitungswel-
lenwiderstands zu wa¨hlen, befinden sich jedoch die Tore einer Schaltung alle auf demselben
Impedanzniveau, was ha¨ufig der Fall ist, so ko¨nnen alle Streuparameter ohne Beru¨cksichti-
gung der Leitungswellenwidersta¨nde ermittelt werden.
Nun sind die Streuparameter eines Mehrtores definiert als die Quotienten aus hin– und ru¨ck-
laufenden Wellentypen bei reflexionsfreien Abschlu¨ssen der jeweils nicht gespeisten To-
re. Reflexionsarme Abschlu¨sse ko¨nnen z.B. mit ortabha¨ngigen Impedanzbereichen model-
liert werden, doch erga¨be dies einen zusa¨tzlichen Diskretisierungsaufwand und die Ergeb-
nisse wa¨ren von der Qualita¨t dieser Absschlu¨sse abha¨ngig. Zwar wird in [45] ein Verfah-
ren beschrieben, welches mit zusa¨tzlichen absorbierenden Randbedingungen angepaßte Ab-
schlu¨sse simulieren kann, doch ist auch hier die genaue Kenntnis der Ausbreitungskonstan-
ten notwendig, daru¨berhinaus wird eine weitere Klasse von Basisfunktionen beno¨tigt (sog.
’half rooftop’-Funktionen). Nun sind zur Ermittlung sa¨mtlicher Streuparameter, unabha¨ngig
von dem jeweils verwendeten Verfahren, bei N Toren insgesamt N Anregungszusta¨nde ei-
ner Schaltungsstruktur zu untersuchen. Anstatt immer nur jeweils ein Tor anzuregen, was bei
der Verwendung reflexionsarmer Abschlu¨sse oder Leitungsmoden die Methode der Wahl ist,
ko¨nnen auch Quellen an allen Toren vorgesehen werden und diese mit gleichen Amplituden,
aber in jedem Anregungszustand mit unterschiedlichen Phasen belegt werden. Eine direkte
Auswertung der Streuparameter ist dann zwar nicht mehr mo¨glich, sie ko¨nnen aber effizient
durch Lo¨sen eines Gleichungssystems ermittelt werden. Die sich ergebende Situation ist in
Abbildung 7.12 dargestellt.
Zu erkennen sind die N Tore, die mit Stromquellen I i
1
::I
i
N
beschaltet sind. Der Superscript
’i’ markiert hierbei den ’i’-ten Anregungszustand der Struktur. Die Innenwidersta¨nde Z
n
der
Stromquellen liegen jedoch keineswegs in der Na¨he der Leitungswellenwidersta¨ndeZ
Ln
, wie
z.B. in [46] angenommen wird, sie sind in der Regel sehr groß und werden u.a. von Form und
Gro¨ße des Anregungsbereiches beeinflußt. Eine angepaßte Quelle ist an dieser Stelle ohnehin
nicht wu¨nschenswert, da eine erho¨hte Stehwelligkeit auf den Zuleitungen einen positiven
Einfluß auf die numerische Genauigkeit der Extraktionsverfahren hat. Werden insgesamt N
Anregungszusta¨nde durchlaufen, so la¨ßt sich das Gleichungssystem
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Abbildung 7.12: Zur Streuparameterbestimmung bei einem Mehrtor
0
B
B
B
B
B
B
B
B
@
[a
1
]
[a
2
]
.
.
.
h
a
N
i
1
C
C
C
C
C
C
C
C
A

0
B
B
B
B
B
B
B
B
@
~
S
1
~
S
2
.
.
.
~
S
N
1
C
C
C
C
C
C
C
C
A
=
0
B
B
B
B
B
B
B
B
@
~
b
1
~
b
2
.
.
.
~
b
N
1
C
C
C
C
C
C
C
C
A
; mit
h
a
i
i
=
0
B
B
B
B
B
B
B
B
@
~
a
i
T
0    0
0
~
a
i
T
0   
0   
.
.
.
  
0      
~
a
i
T
1
C
C
C
C
C
C
C
C
A
(7.19)
aufstellen. Darin bedeuten ~S
n
= (S
n1
S
n2
:::S
nN
)
T die n-te Zeile der Streumatrix, ~bi =
(b
i
1
b
i
2
:::b
i
N
)
T der Vektor der reflektierten Wellen fu¨r die Anregung ’i’, entsprechend steht
~a
i
= (a
i
1
a
i
2
:::a
i
N
)
T fu¨r den Vektor der einfallenden Wellen. Die Koeffizientenmatrix des
Gleichungssystems besteht so aus N u¨bereinander angeordneten Bandmatrizen mit den ein-
fallenden Wellenamplituden.
Kapitel 8
Berechnung praktischer
Problemstellungen
Wie schon in den ersten Kapiteln dieser Arbeit verdeutlicht, erlaubt das Modell ebener
Schichten kombiniert mit magnetischen Fla¨chenstro¨men zur Modellierung von Blendenebe-
nen, elektrischen Fla¨chenstro¨men zur Charakterisierung von weitgehend beliebig geformten
planaren Metallisierungen und Volumenstro¨men zur Beschreibung von dreidimensionalen
Komponenten wie Bru¨cken, Durchverbindungen und begrenzter dielektrischer Bereiche die
Simulation einer großen Klasse von Schaltungsstrukturen und feldtheoretischen Problem-
stellungen.
Zur Demonstration der Leistungsfa¨higkeit des entwickelten Programmpakets und dessen Ve-
rifikation werden in diesem Kapitel zuna¨chst Mikrostripstrukturen aus rein planaren Metal-
lisierungsebenen behandelt, wobei der Schwerpunkt von Patchantennensystemen gebildet
wird. Eine weitere Klasse bilden Mikrostripschaltungen, die auch dreidimensionale Kompo-
nenten beinhalten, hier wird eine gedruckte Spiralinduktivita¨t mit Luftbru¨cke und ein Zwei-
ebenenkoppler mit einem endlichen dielektrischen Tra¨ger vorgestellt.
Die Koplanar/Schlitzleitungsstrukturen lassen sich unterteilen in symmetrisch aufgebaute
Komponenten, die ohne zusa¨tzliche dreidimensionale Baugruppen funktionsfa¨hig sind und
Strukturen, die zwingend den Einsatz von z.B. Luftbru¨cken zur Unterdru¨ckung von Moden-
konversionen zwischen dem erwu¨nschten koplanaren Wellentyp und der parasita¨ren Schlitz-
leitungswelle erfordern. Exemplarisch fu¨r die erste Klasse wird schwerpunktma¨ßig Analyse
und Design neuartiger Submm-Wellenempfa¨ngerkonzepte mit Ringschlitzantennen vorge-
stellt. Die Analyse eines koplanaren Bandstoppfilters wird als Beispiel einer allgemeinen
Koplanarschaltung vorgestellt.
8.1 Elektrodynamisch angekoppelte Patchantenne
Bei der in Abbildung 8.1 vorgestellten Patchantenne erfolgt die Ankopplung der Speiselei-
tung nicht durch direkte galvanische Verbindung mit dem Patch (z.B. [42], [6]), sondern
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durch elektromagnetische Verkopplung mit einer tiefer in das Substrat verlegten Speise-
leitung, was mehrere Vorteile mit sich bringt. So fa¨llt durch die zusa¨tzliche dielektrische
Schicht zum einen die Sto¨rstrahlung des Speisenetzwerkes geringer aus und zum anderen ist
diese Art der Ankopplung in der Regel mit einer gro¨ßeren Bandbreite des Antennenelements
verbunden. Die meßtechnische Untersuchung der Struktur aus Abbildung 8.1 erfolgte in [62].
Wie zu erkennen, entspricht der ¨Uberlappungsbereich l
in
zwischen Speiseleitung und dem
Patch der Ha¨lfte der Patchla¨nge l. Als Substrat fu¨r Speiseleitung und Patch wurde ein Mate-
rial mit der Permittivita¨t 
r
= 2:5 verwendet. Alternativ ko¨nnte als Tra¨ger der Speiseleitung
auch ein Material mit einer ho¨herern Permittivita¨t gewa¨hlt werden, um die Sto¨rstrahlung des
Speisenetzwerkes noch weiter zu reduzieren.
Abbildung 8.1: Geometrie und Diskretisierungsoptionen bei einer elektrodynamisch ange-
koppelten Patchantenne
Allgemeine Designregeln fu¨r diese Art von Mikrostripantennen sind z.B. in [58] zu finden.
Fu¨r die Approximation der Stromverteilung kam eine Mischung aus Basisfunktionen mit
stu¨ckweise linearer und stu¨ckweise konstanter Beschreibung quer zur Stromrichtung zur
Anwendung. Wie in Abbildung 8.1 b) zu erkennen, wurde in den Kantenbereichen und im
¨Uberlappungsbereich mit der Speiseleitung Basisfunktionen mit stu¨ckweise linearem Ver-
lauf quer zur Stromrichtung verwendet, ebenso auf der Speiseleitung.
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Ein Blick auf die berechnete Stromverteilung in Abbildung 8.2 zeigt, daß durch diese Maß-
nahme eine besonders gute Auflo¨sung der Kantenu¨berho¨hungen und der Stromverteilung im
¨Uberlappungsbereich erzielt wird.
Abbildung 8.2: Stromverteilung der elektrodynamisch angekoppelten Patchantenne
Die berechnete und gemessene Eingangsimpedanz ist in Abbildung 8.3 dargestellt, mit der
vorderen Patchkante als Phasenreferenzebene. Im induktiven Bereich der Eingangsimpedanz
ist eine gute ¨Ubereinstimmung zwischen Messung und Rechnung zu beobachten, wa¨hrend
beim Imagina¨rteil im kapazitiven Bereich gro¨ßere Abweichungen auftreten. Zur Kontrolle
wurde die Antenne zusa¨tzlich mit dem kommerziellen Programmpaket ENSEMBLE [87] mit
konstanter Approximation quer zur Stromrichtung simuliert, doch zeigen sich fast dieselben
Abweichungen zwischen Simulation und Messung im kapazitiven Bereich. Die Diskrepan-
zen sind demzufolge aller Voraussicht nach mehr auf Unterschiede zwischen berechneter
und gemessener Struktur oder zusa¨tzliche Einflu¨sse innerhalb des Meßverfahrens zuru¨ck-
zufu¨hren. In dem besonders interessierenden Frequenzbereich um die Resonanz ist jedoch
eine gute ¨Ubereinstimmung gegeben, das Entwurfsziel eines Antennenelementes mit guter
Anpassung und relativ großer Bandbreite ohne zusa¨tzliche Komponenten kann als erfu¨llt
angesehen werden.
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Abbildung 8.3: Gemessene und berechnete Eingangsimpedanz der elektrodynamisch ange-
koppelten Patchantenne
8.2 APERTURGEKOPPELTE PATCHANTENNEN 102
8.2 Gestockte aperturgekoppelte Patchantennen
Die Bandbreite von Patchantennen la¨ßt sich durch die Verwendung von u¨bereinander an-
geordneten Patchelementen noch deutlich steigern. Zusa¨tzlich la¨ßt sich die Sto¨rstrahlung
des Speisenetzwerkes in Hauptstrahlrichtung durch die Technik der Aperturankopplung
vollsta¨ndig unterdru¨cken. Die Geometrie solcher gestockter aperturgekoppelter Antennen-
strukturen ist in Abbildung 8.4 wiedergegeben.
Abbildung 8.4: Geometrie einer gestockten, aperturgekoppelten Patchantenne
Sie sind gleichzeitig auch ein gutes Beispiel fu¨r eine allgemeine Struktur mit sowohl
Blenden– als auch elektrischen Fla¨chenstromebenen. Fu¨r eine Vergleichsanalyse wurden u.a.
die Untersuchungen in [140] herangezogen, welche auf einer Erweiterung des in [62] vorge-
stellten Verfahrens basieren. Das Verfahren beruht im wesentlichen auf einer Kombination
eines Segmentierungsverfahrens mit einer Ersatzschaltbildbeschreibung der Strukturen und
der Momentenmethode mit einer Ganzbereichsentwicklung der Patch– und Aperturstro¨me
und ist speziell auf diese Art von Antennen zugeschnitten.
Es wurde zuna¨chst eine Struktur mit den Parametern h
1
= 0:508mm, 
1
= 
2
= 
3
= 2:2,
h
2
= 0:5mm, h
3
= 1:0mm W
2
= 3:8mm, W
1
= 3:5mm, S
l
= 3:2mm S
w
= 0:4mm,
L
s
= 1:8mm und W
s
= 1:55mm analysiert.
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Abbildung 8.5: Vergleichsanalyse einer Antennenstruktur mit Berechnungen nach
Croq/Pozar. Strukturparameter siehe Text
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Die Ergebnisse in Abbildung 8.5 zeigen fu¨r diese Struktur eine sehr gute ¨Ubereinstim-
mung beider Verfahren. Infolge der dicken Tra¨gerschichten fu¨r die Antennenelemente tre-
ten ausgepra¨gte Oberfla¨chenwellenpole auf. Fu¨r eine effiziente Integration erwies es sich
als zweckma¨ßig, die Intervalle um die Polstellen sehr schmal (Breite ca. k
0
p

rmax
=60) zu
wa¨hlen. Die Phasenreferenzebene verla¨uft bei dieser und den weiteren Strukturen durch das
Zentrum der Aperturo¨ffnung.
Vergleichsanalysen mit in der Literatur angegebenen Meßergebnissen erweisen sich bei die-
ser Art von Antennenstrukturen in der Regel als problematisch.
Hierzu wurde zuna¨chst eine Struktur mit den Parametern h
1
= 0:508mm, 
1
= 2:2; 
2
=
2:2; 
3
= 2:33, h
2
= 0:508mm, h
3
= 1:15mmW
2
= 3:5mm, W
1
= 3:3mm, S
l
= 3:1mm
S
w
= 0:4mm, L
s
= 1:9mm und W
s
= 1:55mm analysiert.
Abbildung 8.6: Vergleichsanalyse einer Antennenstruktur mit Messungen nach Croq/Pozar.
Strukturparameter siehe Text
Der Vergleich zwischen Messung und Rechnung in Abbildung 8.6 liefert in diesem Fall
gro¨ßere Abweichungen, a¨hnliche Abweichungen treten aber auch bei der numerischen Ana-
lyse in [140] auf. Die Abweichungen sind zum einen auf Meßprobleme, die mit Korrekturen
bezu¨glich der Anschlußstecker und der Dispersion der Zuleitungen in diesem Frequenzbe-
reich zusammenha¨ngen, und zum anderen auf Parameterabweichungen zwischen gemesse-
ner Struktur und berechneten Modell zuru¨ckzufu¨hren. So ko¨nnen sich bei verkoppelten Re-
sonatoren, wie sie die gestockten Patchelemente darstellen, schon leichte Parameterabweich-
8.2 APERTURGEKOPPELTE PATCHANTENNEN 105
nungen signifikant auswirken, wie auch z.B. in [57] festgestellt wurde.
Die Untersuchung einer zweiten, in [140] berechneten und gemessenen Struktur mit dem
vorliegenden Verfahren zeigt jedoch eine auffallend schlechtere ¨Ubereinstimmung mit den
Meßergebnissen als die dortige numerische Analyse, wie in Abbildung 8.7 zu erkennen ist.
Die Parameter der Struktur lauten: h
1
= 0:508mm, 
1
= 2:2; 
2
= 2:2; 
3
= 2:33, h
2
=
0:508mm, h
3
= 0:7874mm W
2
= 3:8mm, W
1
= 3:5mm, S
l
= 3:2mm S
w
= 0:4mm,
L
s
= 1:8mm und W
s
= 1:55mm.
Zur weiteren Abkla¨rung dieser Situation wurde wie schon bei den Betrachtungen im letz-
ten Abschnitt das kommerzielle Programmpaket ENSEMBLE herangezogen, welches bei
ga¨ngigen Schichtgeometrien sehr zuverla¨ssige Ergebnisse liefert. Dabei zeigt sich eine fast
deckungsgleiche ¨Ubereinstimmung mit den Ergebnissen des vorliegenden Verfahrens. Infol-
ge des systematischen Versatzes der Schleife um den Anpassungspunkt erscheint es wahr-
scheinlich, daß in [140] ein Modellparameter versehentlich falsch angegeben ist.
Weitere Vergleichsanalysen mit aufgefu¨hrten Meßergebnissen aus [62, 36, 35, 57], die an
dieser Stelle nicht im Detail diskutiert werden sollen, zeigten Resultate, die oft nur schwer
interpretierbar sind. So traten systematische Verschiebungen in der Resonanzfrequenz auch
bei Vergleichsrechnungen mit Messungen in [62, 36] (einlagige aperturgekoppelte Anten-
nen) auf, wa¨hrend die Ergebnisse des vorliegenden Verfahrens und ENSEMBLE fu¨r diese
Fa¨lle wieder fast deckungsgleich sind.
Bei der in [35] analysierten gestockten Antennenstruktur wiesen die mit dem vorliegenden
Verfahren und die mit ENSEMBLE berechneten, ebenfalls fast deckungsgleichen Ortskurven
keine erkennbaren Gemeinsamkeiten mit den dort dargestellten Ortskurven auf.
Diese Erfahrungen deuten darauf hin, daß der Umgang mit Literaturdokumentationen von
Meß und Simulationsergebnissen nicht unvoreingenommen, sondern in der Regel sehr vor-
sichtig zu erfolgen hat.
Bei der in [57] untersuchten gestockten Antennenstruktur (f = 1:21,1:4GHz) mit Aper-
turkopplung mußte schließlich auch ein Versagen des Programmpakets ENSEMBLE festge-
stellt werden. Bei dieser Struktur sind in zur Wellenla¨nge relativ dicken Schaumstoffschich-
ten (h = 3:3mm; 6:2mm, 
r
= 1:07) du¨nne dielektrische Tra¨ger (h = 0:2mm, 
r
= 4:6) fu¨r
die Antennenelemente eingebettet. Infolge einer fehlerhaften Charakterisierung der du¨nnen
Tra¨gerschichten durch das Programm ENSEMBLE ergaben sich sehr zweifelhafte Resultate,
so war insbesondere kein Ankopplungsmechanismus der Apertur an die Antennenelemen-
te erkennbar. ¨Ahnliche Schwierigkeiten konnten auch im Zusammenhang mit der in [143]
dargestellten Struktur festgestellt werden. Dagegen konnte mit dem vorliegenden Verfahren
physikalisch sinnvolle und sehr stabile Ergebisse erzielt werden. Da aber auch in diesem
Fall noch Diskrepanzen bezu¨glich der in [57] angegebenen Meßergebnisse einhergehend mit
Mehrdeutigkeiten bei den Phasenreferenzen festzustellen sind, erscheint eine weitergehende
Vertiefung der Problematik an dieser Stelle nicht sinnvoll.
Zusammenfassend la¨ßt sich jedoch feststellen, daß die kommerziellen Analyseverfahren, in
diesem Fall ENSEMBLE, in der Regel nur sehr unzureichende Mo¨glichkeiten bieten, die
Zuverla¨ssigkeit der Resultate z.B. anhand von Konvergenztests o.a¨. zu u¨berpru¨fen. Dagegen
bietet das vorliegende Verfahren die Mo¨glichkeit, sehr detailliert das Konvergenzverhalten,
8.2 APERTURGEKOPPELTE PATCHANTENNEN 106
Abbildung 8.7: Zur Problematik von Vergleichsanalysen
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die numerische Genauigkeit aufgrund unterschiedlicher Diskretisierungen oder den Beitrag
von Polstellen zu untersuchen.
8.3 Spiralinduktivita¨t in Mikrostriptechnik
Als erste Testschaltung mit dreidimensionalen Komponenten wurde die in Abbildung 8.8
gezeigte Spiralinduktivita¨t gewa¨hlt, zu deren Realisierung zwingend der Einsatz einer Luft-
bru¨cke zur Auskopplung des rechten Tores notwendig ist. Diese Struktur wurde schon aus-
giebig in [46] und weiteren Publikationen [100, 96] untersucht. Zur ¨Uberpru¨fung der Robust-
Abbildung 8.8: Geometrie und Diskretisierung einer Spiralinduktivita¨t in Mikrostriptechnik.
(Angaben in mm)
heit des Volumenstromkonzeptes wurde absichtlich eine grobe Modellierung mit nur 279 Un-
bekannten gewa¨hlt. So wurden die Zuleitungen ohne Unterteilung in der Breite nur sehr grob
modelliert, fu¨r die planaren Windungen wurde eine gleichfo¨rmige Diskretisierung mit zwei
Unterteilungen in der Breite gewa¨hlt, um den starken elektromagnetischen Verkopplungen
zwischen den Windungen Rechnung zu tragen. Die vertikalen Bonddra¨hte der Luftbru¨cke
wurde sehr grob mit jeweils nur einem Volumenstrom ohne weitere Unterteilung in Ho¨he
oder Breite modelliert, die Anpassung an die planaren Leiterbereiche erfolgt mit einer un-
gleichfo¨rmigen Diskretisierung in der Umgebung der Bonddra¨hte. An dieser Stelle zeigt sich
insbesondere ein Vorteil im Modellierungsaufwand bei der Beschreibung der Bonddra¨hte mit
Volumenstro¨men im Gegensatz zu einer Beschreibung mit Oberfla¨chenstro¨men wie z.B. in
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[9, 146]: Dort mu¨ssen zur Charakterisierung eines Bonddrahtes mindestens 8 der dort ver-
wendeten Eckfunktionen angesetzt werden; vier zur Beschreibung des Stromflusses von der
unteren Ebene auf den Draht und weitere 4 zur Stromu¨bernahme auf die obere Ebene.
In Abbildung 8.9 ist der Betrag des Reflexionsverlaufes am linken Tor dargestellt, in Abbil-
dung 8.10 a) und b) der Betrag und Phasenverlauf der Transmission.
Abbildung 8.9: Betrag des Reflexionsfaktors an Tor 1
Trotz der groben Modellierung zeigen die Simulationen schon eine ausreichend gute ¨Uber-
einstimmung mit Messungen, wobei nur ca. 16 Sekunden Rechenzeit pro Frequenzpunkt fu¨r
den Aufbau der Sytemmatrix auf einer RS6000 beno¨tigt wurden.
Durch die kompakte Struktur, die mit einer Vielzahl innerer Verkopplungen verbunden ist,
treten komplexe parasita¨re Effekte und Resonanzpha¨nomene auf. Dies ist auch anhand der
Stromverteilung in Abbildung 8.11 zu erkennen. Die Stromverzerrungen aufgrund des Ein-
flusses der oberen Bru¨ckenmetallisierung sind ebenfalls gut sichtbar.
Die verbleibenden Unterschiede zwischen Messung und Rechnung sind mo¨glicherweise
auch auf einige Unterschiede zwischen gemessener Struktur und berechneten Modell zuru¨ck-
zufu¨hren: So wurde anstelle der quadratischen Bonddra¨hte im Modell in der gemessenen
Struktur ein runder Draht von ca. 0.32mm Durchmesser verwendet, desweiteren wurde fu¨r
den oberen, im Modell planar modellierten Teil der Luftbru¨cke in der gemessenen Struk-
tur ebenfalls ein Bonddraht mit rundem Querschnitt eingesetzt, wobei dessen Unterseite der
Ho¨he der planaren Verbindung im berechneten Modell entspricht. Desweiteren ko¨nnen sich
derartige Resonanzpha¨nomene schon durch geringfu¨gig unterschiedliche Strukturparame-
ter signifikant verschieben. In den Berechnungen der oben zitierten Publikationen wurden
die beiden gemessenen Resonanzpha¨nomene und Phasenverla¨ufe zwar etwas besser wieder-
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Abbildung 8.10: Betrag und Phase des Transmissionsfaktors der Spiralinduktivita¨t
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gegeben, es wurden dort aber in der Regel auch wesentlich ho¨here Auflo¨sungen verwen-
det (> 1300 Unbekannte). So ist eine genauere Diskretisierung der Leitungsbreite und der
Bonddra¨hte ab Frequenzen von ca. 9 GHz sicherlich angebracht, um die elektrische La¨nge
der Struktur fu¨r ho¨here Frequenzen genauer zu charakterisieren.
Abbildung 8.11: Stromverteilung auf der unteren Leiterbahnebene bei 14 GHz
Infolge der oben erwa¨hnten geometrischen Diskrepanzen zwischen Modellbildung und ge-
messener Struktur wurde aber auf eine weitere vertiefende Analyse dieser Struktur verzich-
tet.
8.4 Koppler in Mikrostriptechnik mit zwei Metallisie-
rungsebenen
Der in Abbildung 8.12 a) dargestellte Koppler besteht aus zwei u¨bereinander angeordneten,
parallelgefu¨hrten Metallisierungsstreifen, wobei der obere Streifen u¨ber eine du¨nne verti-
kale Durchverbindung von 0.1mm Ho¨he und Dicke mit der Streifenleitung des linken Tores
verbunden ist. Zwischen der vertikalen Durchverbindung und der Streifenleitung des rechten
8.4 KOPPLER IN MIKROSTRIPTECHNIK 111
Tores besteht ein Spalt von 0.1mm Breite. Der Raum zwischen der oberen und unteren Metal-
lisierung kann optional mit einem dielektrischen Material, hier mit 
r
= 5, ausgefu¨llt werden.
Die Besonderheit dieser Struktur ist u.a. die im Verha¨ltnis zu den anderen Schaltungskompo-
nenten sehr kleine Durchverbindung und der schmale Spalt in der unteren Metallisierungs-
ebene. Wie in Abbildung 8.12 a) ebenfalls angedeutet, la¨ßt sich die Durchverbindung sehr
effizient mit stark asymmetrischen Basisfunktionen in die planaren Teile der Struktur einbin-
den, wa¨hrend dies bei Verfahren basierend auf bereichsweise einheitliche Diskretisierungen
nur mit hohen Aufwand mo¨glich oder unpraktikabel ist. Durch die gezeigte Modellierung
lassen sich mit dem Volumenstromkonzept somit auch Quasi–Oberfla¨chenstrombeschrei-
bungen ansetzten. So waren bei der hier gewa¨hlten Modellierung nur ca. 40 Basisfunktio-
nen inclusive der Zuleitungen notwendig. Diese Struktur wurde zum Teil schon einmal in
[10],[11] untersucht. Als Vergleich wurden dort Analysen des kommerziellen Programm-
paketes SUPERCOMPACT herangezogen [103]. Dieses Programm beruht auf einer Schal-
tungsbibliothek, in welcher die S-Parameter typischer Mikrostrip–Schaltungskomponenten
abgelegt sind. Diese S-Parameter wurden in der Regel mittels Messungen oder mit hoch-
auflo¨senden lokalen Verfahren wie dem Verfahren der Finiten Differenzen ermittelt.
Der Vergleich der berechneten S-Parameter zeigt eine sehr gute ¨Ubereinstimmung mit den
Ergebnissen von SUPERCOMPACT, wa¨hrend die Ergebnisse in [10] einen leichten Fre-
quenzversatz aufweisen. Um die Auswirkung von dielektrischem Material zwischen den
Metallisierungsstreifen zu untersuchen, wurden die mit dem Dielektrikum verbundenen Po-
larisationsstro¨me zwischen den Metallisierungsebenen mit zusa¨tzlichen Volumenstrombasis-
funktionen diskretisiert. Man erkennt ein deutlich vera¨ndertes Schaltungsverhalten mit einem
Resonanzpha¨nomen bei ca. 15 GHz. Es liegen fu¨r diesen Fall zwar keine Vergleichsergeb-
nisse vor, doch ergibt sich fu¨r 15 GHz bei einer effektiven Permittivita¨t von ca. 
r
= 3 eine
Wellenla¨nge von ca 11.5 mm, so daß die La¨nge des Kopplers bei 15 GHz in den Bereich der
halben Wellenla¨nge gelangt, was fu¨r die Zuverla¨ssigkeit der berechneten Ergebnisse spricht.
Insgesamt betra¨gt die Rechenzeit fu¨r die gewa¨hlte Modellierung nur ca. 1-2 Sekunden auf
einer RS 6000.
Die vorliegende Struktur findet bei entsprechender Dimensionierung auch als MIM–(Metall-
Isolator-Metall)Kondensator in (M)MIC–Strukturen zunehmende Verbreitung, wie z.B.
in [102] zur Gleichspannungsauftrennung in aktiven Antennensystemen. Somit ist deren
Beru¨cksichtigung innerhalb gro¨ßerer Schaltungskomplexe bei Verwendung des in dieser Ar-
beit vorgestellten Volumenstromkonzeptes mit einem nur sehr geringen zusa¨tzlichen Diskre-
tisierungsaufwand mo¨glich.
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Abbildung 8.12: a) Geometrie und Diskretisierungsstrategie eines Mikrostripkopplers (An-
gaben in mm), b) Streuparameter
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8.5 Charakterisierung integrierter
Submm-Wellenempfa¨nger mit Substratlinsen
Die Entwicklung neuartiger Empfangskonzepte fu¨r den Submm-Wellenbereich bildete einen
Schwerpunkt fu¨r die Anwendung des in dieser Arbeit entwickelten Verfahrens. Empfangs-
konzepte fu¨r Frequenzen bis in den THz–Bereich spielen sowohl in der Radioastronomie
als auch in der satellitengestu¨tzten Erdbeobachtung eine zunehmende Rolle. Wa¨hrend sol-
che Empfa¨nger bisher hauptsa¨chlich unter Verwendung von Komponenten aus geschlosse-
nen Wellenleitern realisiert wurden, erlangen derzeit offene integrierte Strukturen in kopla-
narer Technik und/oder Mikrostriptechnik, montiert auf dielektrischen Linsen, ein wach-
sendes Interesse. Hohlleiterkomponenten weisen in diesen Frequenzbereichen ha¨ufig un-
vertretbar hohe Verluste sowie eine schlechte Integrationsfa¨higkeit auf, desweiteren sind
sie fu¨r eine Serienfertigung i.a. zu kostspielig, so daß sie z.B. fu¨r eine Anwendung inner-
halb bildverarbeitender Arrays [114] kaum geeignet sind. Demgegenu¨ber werden Arrays
aus gedruckten Elementen wie Dipole oder Schlitze auf dielektrischen Halbra¨umen schon
seit la¨ngerer Zeit untersucht [104]. Die Fortschritte bei den photolithografischen Verfahren
ermo¨glichen neben der Realisierung der planaren Antennenelemente zusa¨tzlich den Aufbau
aller weiteren Empfangskomponenten wie Mischer, Biaszufu¨hrung, Anpassungsnetzwerke
und Zwischenfrequenzfilter auf dem gleichen Subtrat, wobei zur zusa¨tzlichen Verlustre-
duktion auch supraleitende Materialien in Kombination mit normalleitenden Komponenten
zum Einsatz kommen. Supraleiter werden aber hauptsa¨chlich zum Aufbau von rauscharmen
SIS (Superconductor–Isolator–Superconductor)– Strukturen als aktive Mischerkomponenten
verwendet [107, 105, 106].
Als Ersatz fu¨r den dielektrischen Halbraum wird bei Konzepten mit nur einer oder zwei
Antennen eine dielektrische Linse verwendet, auf welcher der Tra¨ger mit den Antennen–
und Mischerkomponenten aufmontiert wird. Die Bu¨ndelungseigenschaften der Linse kann
durch ihre Formgebung und geometrischen Abmessungen sehr genau auf die Eigenschaften
des integrierten Mischers und auf die Erfordernisse innerhalb eines gro¨ßeren quasioptischen
Systems zugeschnitten werden [110, 109].
Wie in [9, 109] ausfu¨hrlicher diskutiert wird, ermo¨glichen Linsen mit einem Durchmesser
ab mehreren Wellenla¨ngen gleichzeitig auch eine ausreichende Unterdru¨ckung von gefu¨hrten
Substratwellen im Tra¨germaterial, falls sich die Permittivita¨ten von Tra¨ger und Linse nicht
zu stark unterscheiden [108]. Als Linsenmaterial wird in der Radioastronomie ha¨ufig Quarz
eingesetzt, welches den Vorteil einer geringen Permittivita¨t von ca. 4.4 besitzt, wodurch die
Reflexionen an der Linsenoberfla¨che noch in einem vertretbaren Rahmen bleiben. Neben
den SIS–Elementen sind jedoch auch Schottky–Dioden als aktive Mischerbauelemente sehr
geeignet, die sich zusammen mit den Antennenelementen und allen weiteren Strukturen auf
Halbleitertra¨gern aus Galliumarsenid(GaAs) oder Silizium [113] integrieren lassen. Die Re-
flexionen an einer in diesem Fall verwendeten Siliziumlinse mit einem 
r
von ca. 12 werden
dann aber unvertretbar hoch und mu¨ssen mit Hilfe einer =4 Anpassungsschicht aus geeig-
netem Material reduziert werden. Zur Theorie und Auslegung solcher Anpassungsschichten
s. z.B. [116, 115]. Die große Permittivita¨t von Siliziumlinsen ist aber auch ein signifikanter
Vorteil, da bei ihnen ein wesentlich gro¨ßerer Teil der Leistung in die Linse eingekoppelt wird
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als bei einer Quarzlinse, so daß bei Konzepten mit Quarzlinsen oft zusa¨tzliche Maßnahmen
wie Reflektoren notwendig werden, die aber auch wieder Probleme wie z.B. die Anregung
von Parallelplattenwellen mit sich bringen [106]. Desweiteren ko¨nnen mit erweiterten he-
mispha¨rischen Siliziumlinsen elliptische Linsen (sog. synthetisierte elliptische Linsen) we-
sentlich besser approximiert werden als mit Quarzlinsen [109]
Eine andere Mo¨glichkeit zum Aufbau von integrierten Submm-Wellenempfa¨ngern besteht
in der Verwendung von quasi-integrierten Hornantennen. Die planare Antennen– und Mi-
scherstruktur wird in diesem Fall auf einer Membran aufgebracht, die gegenu¨ber der Wel-
lenla¨nge so du¨nn ist, daß keine signifikante Oberfla¨chenwellenanregung in Erscheinung tritt
[111, 112].
Als Antennenformen zur Ausleuchtung der Linse sind in der Vergangenheit je nach Einsatz-
bereich eine Vielzahl von Antennenformen eingesetzt worden, die von den relativ schmal-
bandigen Streifendipolen [85] und den schon besonders ha¨ufig eingesetzten Doppelschlitz-
antennen [107, 109, 106, 142] u¨ber die Bow-tie Antenne [117] bis zu den fu¨r die Radioastro-
nomie interessanten sehr breitbandigen logperiodischen Antennen [118, 108] und logarith-
mischen Spiralantennen [119] reicht.
8.5.1 Integrierte Empfa¨nger mit Ringschlitzantennen
Neben den Konzepten mit Doppelschlitzantennen gewinnen in neuerer Zeit Anwendungen
mit Schlitzfaltdipolen [120] und Schlitzantennen aus quadratischen Ringen [121] oder Kreis-
ringen [123, 127] an Bedeutung. So werden mit Schlitzfaltdipolen oft bessere Anpassungs-
bedingungen erzielt, der Vorteil von quadratischen Ringen oder Kreisringen liegt in ihrer
Eigenschaft, daß sie schon als Einzelantenne gut zur Ausleuchtung einer Linse geeignet sind
und sich gut in koplanare Mischerstrukturen einbetten lassen. Dadurch kann die gesamte
Antennen– und Mischerstruktur mit Ausnahme einiger Drahtbru¨cken innerhalb einer Ebe-
ne aufgebaut und mo¨gliche technologische Probleme mit Polyimide–Substraten, welche im
Frequenzbereich um 650 GHz fu¨r den Aufbau des Mikrostrip–Speisenetzwerkes einer alter-
nativen Doppelschlitzantenne Verwendung finden, umgangen werden. Aus diesen Gru¨nden
wurden verschiedene Empfa¨ngerkonzepte, bestehend aus einer Kreisringschlitzantenne ein-
gebunden in einer Mischerstruktur in koplanarer Technik und einer sog. QV(Quasi–Vertical)-
Diode als aktivem Element im Rahmen einer internationalen Kooperation unter Leitung
der ESA eingehend theoretisch und meßtechnisch untersucht [128]. Die Zielsetzung die-
ser Kooperation lag im Design und Realisierung neuartiger, satellitengestu¨tzter integrierter
Empfa¨ngekonzepter fu¨r die Messung der Zusammensetzung der oberen Erdatmospha¨re (s.
auch [153]).
Fu¨r die theoretischen Untersuchungen wurde ein Berechnungskonzept verwendet, welches
aus dem in dieser Arbeit vorgestellten Integralgleichungsverfahren in Kombination mit ei-
nem geometrisch–optischen Analyseverfahren mit Aperturfeldintegration zur Charakterisie-
rung der Linseneigenschaften besteht. Ein nachgeschaltetes Verfahren erlaubt anschließend
die Bestimmung eines Gaußschen Strahles mit den optimierten Parametern Fleckdurchmes-
ser und Phasenbelegung, mit welchen die maximale Gaußsche Koppeleffizienz der gesam-
ten Empfa¨ngerstruktur erzielt werden kann. Die Verfahren zur Linsencharakterisierung und
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Berechnung der Gaußschen Koppeleffizienz sind zwar parallel zum dem hier vorgestellten
Integralgleichungsverfahren entwickelt worden, sollen aber an dieser Stelle nicht theoretisch
abgehandelt werden, um den thematischen Rahmen dieser Arbeit nicht zu sprengen. Fu¨r die
theoretischen Hintergru¨nde sei daher auf [130, 129] verwiesen.
Abbildung 8.13: Aufbau eines integrierten Submm-Wellenempfa¨ngers mit Ringschlitzanten-
ne und Mischer in koplanarer Technik
Einen Gesamteindruck vom Aubau eines solchen integrierten quasioptischen Empfa¨ngers
vermittelt Abbildung 8.13. Zu erkennen ist eine hemispha¨rische Linse aus Silizium, auf der
eine planare Lage aus Galliumarsenid aufgebracht ist, welche als Tra¨ger fu¨r die Ringschlitz-
antenne und die weiteren Mischerkomponenten dient. Die Eigenschaften der Linse ko¨nnen
optional durch weitere planare Zwischenlagen aus Silizium vera¨ndert werden, es entsteht
dann eine sog. erweiterte hemispha¨rische Linse. Die Unterschiede zwischen den Permitti-
vita¨ten von Galliumarsenid (
r
= 12:9) und Silizium (
r
= 11:7) sind so gering, daß eine
signifikante Anregung von Oberfla¨chenwellen nicht zu befu¨rchten ist.
Die wichtigsten Vertreter dieser Linsenklasse stellen hier die hyperhemispha¨rische Linse und
die synthetisierte elliptische Linse. Fu¨r weitere Details bezu¨glich Linsengeometrien sei auf
[109, 114] verwiesen. Desweiteren ist in Abbildung 8.13 die Anordnung der Ringschlitzan-
tenne und der weiteren Mischerkomponenten dargestellt. Zu erkennen ist die schmale ko-
planare Zuleitung der Antenne, der eigentliche Mischerbereich mit der sog. QVD–Diode
und das nachfolgende stufenfo¨rmige Zwischenfrequenzfilter. Zur Theorie der QVD–Diode
s. [132].
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8.5.2 Analyse der isolierten Ringschlitzantenne
Das Impedanzverhalten der isolierten Ringschlitzantenne mit Zuleitung ist von entscheiden-
der Bedeutung zur Erzielung einer brauchbaren Anpassung an eine Diode mit einer gege-
benen Eingangsimpedanz. Dazu wird in einem ersten Schritt eine Schlitzantenne mit 5m
Schlitzdurchmesser, 32m Radius und 35m Zuleitung analysiert (Abbildung 8.14). Ein
wichtiges Detail stellen hier die beiden 3m breiten gedruckten Bru¨cken im Umfang der
Antenne dar, sie dienen in der spa¨teren Gesamtschaltung als Ru¨ckfu¨hrung fu¨r den DC–
Biasstrom der QVD–Diode. Antenne und Zuleitung wurden mit ca. 550 Basisfunktionen
diskretisiert. Fu¨r diese Struktur waren zu Vergleichszwecken Ergebnisse des kommerziel-
len Programmpakets MOMENTUM [154] verfu¨gbar. Dieses Produkt war bis zur Abfas-
sung dieser Arbeit das einzige kommerzielle Programmpaket, welches mittels Momenten-
methode und magnetischer Stro¨me eine zuverla¨ssige Charakterisierung koplanarer Struktu-
ren ermo¨glichte.
Abbildung 8.14: Geometrie und Diskretisierung einer Ringschlitzantenne mit gedruckten
Bru¨cken (Angaben in m)
Die Berechnung der Koppelintegrale geschieht bei diesem Programm vollsta¨ndig im Ortsbe-
reich. Als Vorteil bietet dieses Verfahren den Einsatz von Basisfunktionen auf dreieckfo¨rmi-
gen Teibereichen nach Rao/Wilton/Glisson [133], die besonders zur Beschreibung krumm-
linig berandeter Strukturen geeignet sind. Fu¨r die Modellierung mit MOMENTUM wurde
eine a¨hnliche Auflo¨sung gewa¨hlt wie in Abbildung 8.14. Die Ergebnisse beider Verfahren
in Abbildung 8.15 a) zeigen eine sehr gute ¨Ubereinstimmung. Dies beweist neben einer
Besta¨tigung der Zuverla¨ssigkeit des in dieser Arbeit entwickelten Verfahrens bezu¨glich ko-
planarer Strukturen auch die Tatsache, daß mit einer Stufenapproximation von krummlinigen
Berandungen gute Ergebnisse erzielt werden ko¨nnen. Dies wurde auch schon in [46, 21, 1]
mehrfach besta¨tigt. In Abbildung 8.15 b) ist die bei 650 GHz berechnete magnetische Strom-
verteilung auf dem Ring nach Real– und Imagina¨rteil dargestellt. Daraus wird deutlich, daß
eine Phasenverschiebung zwischen den Stro¨men der linken und rechten Ringha¨lfte auftritt,
welche auf die gedruckten Bru¨cken zuru¨ckzufu¨hren sind. Diese sind zwar in einem Bereich
eingesetzt, in welchem bei der zweiten Resonanz des Ringes ohnehin ein Spannungsmini-
mum herrscht, trotzdem kommt es schon bei leichten Abweichungen von dieser Resonanz
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zu einer Verschiebung dieses Bereiches. Wird durch die gedruckten Bru¨cken das Spannungs-
minimum an einer festen Stelle erzwungen, so treten die beobachteten Phasenverschiebun-
gen auf. Die in Abbildung 8.15 b) zu beobachteten peakartigen Stromspitzen sind nicht auf
Modellierungsfehler zuru¨ckzufu¨hren, sondern ergeben sich hauptsa¨chlich aus der Art der
Darstellung.
Die deutliche Wirkung der Bru¨cken auf die Eingangsimpedanz ist zusa¨tzlich in Abbil-
dung 8.15 a) zu erkennen, die Bru¨cken verursachen eine leichte Erho¨hung der Bandbreite. Im
Bereich der Designfrequenz 650 GHz (f =18 GHz) wird mit den Bru¨cken das Entwurfs-
ziel, eine Eingangsimpedanz von ca. (25-j30)
 fu¨r die konjugiert komplexe Anpassung einer
infolge des Anschlußfingers induktive Diodenimpedanz von ca. (25+j30)
, erreicht.
Infolge der oben erla¨uterten Phasenverschiebung der Ringstro¨me tritt im Richtdiagramm je-
doch ein frequenzabha¨ngiger Versatz der Hauptstrahlrichtung innerhalb der E-Ebene (paral-
lel zur Zuleitung) auf (Abbildung 8.16), wa¨hrend die H-Ebene davon aus Symmetriegru¨nden
nicht betroffen ist. Dabei zeigt die Abbildung das Richtdiagramm innerhalb der Linse. Wie
spa¨ter noch demonstriert, wirkt sich dieser Versatz jedoch nur geringfu¨gig nachteilig auf das
Gesamtdesign auf, da die Linse eine stark korrigierende Wirkung auf diese Art von Degra-
dation ausu¨bt.
8.5.3 Mischerstrukturen mit Serienschaltung der Diode
In der weiteren Designphase wurde eine Vielzahl von Strukturgeometrien diskutiert und ana-
lysiert, welche auf einer Serienschaltung der Diode zusammen mit der Antenne und dem
Zwischenfrequenzfilter basieren.
An dieser Stelle sollen jedoch nur die Ergebnisse der Endphase dieses Entwicklungsabschnit-
tes pra¨sentiert werden. Zu diesem Zeitpunkt waren noch die in Abbildung 8.17 a) und b)
dargestellten Geometrien in der Diskussion. Zusa¨tzlich ist das Ersatzschaltbild mit den not-
wendigen Impedanzverha¨ltnissen wiedergegeben.
Die Hauptproblematik dieser Strukturen und aller Vorla¨ufer liegt in der Aufweitung von der
schmalen Speiseleitung der Antenne auf die breite Koplanarleitung fu¨r den Diodenbereich
und das Zwischenfrequenzfilter. Diese breite Koplanarleitung ist notwendig, um die QVD-
Diode mit ihrem großen ohmschen Kontaktbereich auf dem Mittelleiter montieren zu ko¨nnen
[132]. Die Motivation der in Abbildung 8.17 dargestellten Strukturen ist es, durch Taperung
einen mo¨glichst ungesto¨rten ¨Ubergang der magnetischen Stro¨me von der Antennenleitung
auf den Dioden– und ZF-Bereich zu erzielen.
Um den Modellierungsaufwand zu reduzieren, wurde die dreidimensionale Ausdehnung der
Diode, wie sie in Abbildung 8.17 oben dargestellt ist, nicht beru¨cksichtigt und die Wirkung
der Diode durch eine Stromeinpra¨gung an geeignet definierten Klemmen ersetzt. Desweite-
ren wurde nur die erste Stufe des ZF-Filters modelliert. Da dieses Filter fu¨r die HF in der
Ebene der Diode einen Kurzschluß darstellen muß, wurde es durch ein ca. =2 langes Lei-
tungsstu¨ck (68) ersetzt. Trotzdem sind zur Modellierung der Struktur in Abbildung 8.17 b)
noch ca. 1300 Basisfunktionen notwendig.
Eine Analyse dieser Strukturen ist mit MOMENTUM nicht mo¨glich, da hier der Mechanis-
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Abbildung 8.15: Eingangsimpedanz und magnetische Stromverteilung der Ringschlitzanten-
ne mit gedruckten Bru¨cken
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Abbildung 8.16: Abha¨ngigkeit des Richtdiagramms der E-Ebene von der Frequenz. Gestri-
chelt: H-Ebene fu¨r alle Frequenzen
mus der Klemmenanregung und eine detaillierte Fernfeldanalyse nicht zur Verfu¨gung stehen.
Die Klemmenanregung ist insbesondere zwingend erforderlich zur Beru¨cksichtigung einer
mo¨glichen parasita¨ren Abstrahlung im Speisebereich, desweiteren ermo¨glicht sie in diesem
Fall eine genauere Bestimmung der Eingangsimpedanz als mit einer S-Parameterextraktion,
da Diskontinuita¨ten wie das offene Ende der Speiseleitung vollsta¨ndig mit in die Analyse
eingehen.
Die sich einstellende Stromverteilung in der Diodenumgebung beider Strukturen ist in Ab-
bildung 8.18 wiedergegeben, die sich ergebenden typischen Richtdiagramme sind in Abbil-
dung 8.19 dargestellt und zeigen die trotz aller Maßnahmen nicht u¨berwindbare Problematik
dieser Klasse von Mischerstrukturen auf:
Denn wie die Stromverteilungen erkennen lassen, treten im Diodenbereich fast unabha¨ngig
von der genauen Formgebung der ¨Uberga¨nge starke Stromkomponenten quer zur Richtung
der Antennen– und ZF–Leitung auf, die die Wirkung einer parasita¨ren Antenne ausu¨ben mit
a¨hnlichen Feldsta¨rken wie denen des Nutzfeldes der Ringantenne. Bei der Struktur in Abbil-
dung 8.17 b) wirkt der Bereich um die Diodenklemmen sogar wie eine parasita¨re Vivaldi-
Antenne. Diese Effekte fu¨hren erwartungsgema¨ß zu starken, breitbandigen Interferenzen mit
dem Feld der Prima¨rantenne, die an den Richtdiagrammen Abbildung 8.19 a) innerhalb der
Linse zu erkennen ist. Zusa¨tzlich ist in b) das resultierende Richtdiagramm der kompletten
Struktur mit einer synthetisierten elliptischen Linse angegeben, die Hauptkeule tritt hier zwar
durch die Gla¨ttungseigenschaften der Linse auch bei ca. # = 0 auf, das Niveau der Neben-
keulen ist aber unvertretbar hoch. Dementsprechend erreicht die Gaußsche Koppeleffizienz
dieser Strukturen auch nur Werte von maximal ca. 60 Prozent, wa¨hrend mit der Ringantenne
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Abbildung 8.17: Strukturbeispiele mit Serienschaltung der Komponenten (Angaben in m)
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Abbildung 8.18: Magnetische Stromverteilungen bei den Strukturen mit Serienschaltung der
Komponenten
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allein und geeigneter Linse Werte bis deutlich u¨ber 90 Prozent erreicht werden ko¨nnen.
Das Aufdecken der Effekte durch die Simulationen ersparte in diesem Fall Aufbau und Tests
kostenintensiver Prototypen. Die berechneten Effekte wurden spa¨ter durch Messungen an
skalierten Modellen besta¨tigt.
8.5.4 Mischerstrukturen mit Parallelschaltung der Diode
Die Ergebnisse der bisherigen Simulationen zeigen deutlich, daß eine signifikante Verbesse-
rung des Empfangsverhaltens nur durch eine grundlegende ¨Anderung des Schaltungsprinzips
erwartet werden kann. Das Ergebnis der weiteren ¨Uberlegungen fu¨hrte auf die Struktur in
Abbildung 8.20, welche auf einer Parallelschaltung der wesentlichen Komponenten beruht.
Der signifikante Vorteil dieser Struktur besteht darin, daß die QVD-Diode nun mit ihrem
großen ohmschen Kontaktbereich auf der Massefla¨che außerhalb der eigentlichen Struktur
montiert ist. Zur Kontaktierung mit der Struktur ist jetzt nur noch der schmale Diodenfinger
notwendig, der auf das Ende der Speiseleitung montiert wird. Die Wirkung der Diode kann
hier wieder durch die Einpra¨gung eines Stromes in das leerlaufende Ende der Speiseleitung
nachgebildet werden
Durch diese Anordnung ist die Diodenstruktur durch die Massefla¨che vollsta¨ndig vom Lin-
senhalbraum isoliert.
Da das ZF-Filter in dieser Konfiguration so ausgelegt werden muß, daß es fu¨r die HF einen
Leerlauf repra¨sentiert, kann es zur Auskopplung der Zwischenfrequenz besonders vorteilhaft
auf der anderen Seite der Ringantenne im Spannungsmaximum positioniert werden, ohne die
Feldverteilung wesentlich zu sto¨ren. Desweiteren sind Bru¨cken zu Biasstromru¨ckfu¨hrung
nicht mehr notwendig, so daß auch deren sto¨render Einfluß entfa¨llt.
Bezu¨glich mo¨glicher parasita¨rer Strahlung liegen die einzigen kritischen Stellen der Struk-
tur am Ende der Speiseleitung und am ¨Ubergang von der ersten schmalen Sektion des ZF-
Filters (l = 38  =4) auf die breite Sektion. Das ZF-Filter kann aber wiederum so di-
mensioniert werden, daß in der Ebene dieses Impedanzsprunges einen Kurzschluß mit fast
veschwindenden elektrischen Feldern vorliegt. Diese Eigenschaft kann hier wiederum durch
ein =2  85:66m langes Leitungsstu¨ck nachgebildet werden, deren La¨nge durch numeri-
schen Abgleich ermittelt wurde.
Die Berechnung der Strahlungseigenschaften dieser Struktur zeigen sehr vielversprechende
Ergebnisse, Abbildung 8.21 a) zeigt das Richtdiagramm innerhalb der Linse fu¨r drei Fre-
quenzen, b) das Richtdiagramm mit einer synthetisierten elliptischen Linse. Es ergeben sich
nur noch leichte Unsymmetrien der E-Ebene gegenu¨ber der H-Ebene, welche sich unter Ein-
beziehung der Linse in ein leicht erho¨htes Niveau einer Nebenkeule niederschlagen. Be-
rechnungen der Gaußschen Koppeleffizienz ergaben Werte bis zu 90 Prozent, so daß die
Spezifikationen bezu¨glich der Strahlungseigenschaften insgesamt erfu¨llt werden.
Das unkritische Verhalten der Struktur bezu¨glich parasita¨rer Strahlung ist auch anhand der
Stromverteilung ersichtlich, die in Abbildung 8.22 dargestellt ist. Durch die oben erla¨uterte
Auslegung des ZF-Filters treten an der Stelle des Leitungssprunges nur kleine magnetische
Stro¨me auf, die Belegung der Ringantenne ist von guter Symmetrie. Zwar treten an der Spei-
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Abbildung 8.19: a): Degradiertes Richtdiagramm der Struktur Abbildung 8.18 a) innerhalb
der Linse in Abha¨ngigkeit der Frequenz. b): Resultierendes Richtdiagramm bei Verwendung
einer synthetisierten elliptischen Linse (700 GHz)
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Abbildung 8.20: Strukturkonzept mit Parallelschaltung der Komponenten (Angaben in m)
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Abbildung 8.21: a): Richtdiagramm der Struktur Abbildung 8.20 innerhalb der Linse in
Abha¨ngigkeit der Frequenz. b): Resultierendes Richtdiagramm bei Verwendung einer syn-
thetisierten elliptischen Linse (650 GHz)
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sestelle ho¨here Stro¨me quer zur La¨ngsachse der Speiseleitung auf, doch ist ihre Ausdehnung
jetzt auf die Breite der Speiseleitung begrenzt, was mit einer entsprechend geringen para-
sita¨ren Strahlung verbunden ist.
Abbildung 8.22: Magnetische Stromverteilung der Struktur Abbildung 8.20 bei 650 GHz
Von gleicher Wichtigkeit ist jedoch auch die Einhaltung eine brauchbaren Anpassung in der
Region um 650 GHz bei einer maximalen Bandbreite von ca. 10 Prozent. Wie die Ergebnis-
se der Eingangsimpedanz im Frequenzbereich von 625 GHz bis 675 GHz Abbildung 8.23
zeigen, ergibt sich im Bereich um 650 GHz mit der gegebenen Dimensionierung eine aus-
reichend gute Anpassung, wenn von einer gewu¨nschten Impedanz von ca. (25-j25)
 ausge-
gangen wird.
Eine weitere wichtige Eigenschaft, die u¨ber die praktische Realisierbarkeit einer Konfigura-
tion entscheidet, ist ihre Robustheit gegenu¨ber leichten ¨Anderung geometrischer oder werk-
stofftechnischer Parameter. Zu diesem Zweck wurde die Eingangsimpedanz des ZF-Filters
u¨ber die La¨nge L
IF
des breiten Leitungssektors von 66:4m bis 91m variiert. Die sich
daraus ergebende Ortskurve ist in Abbildung 8.24 dargestellt.
Trotz der relativ großen La¨ngenvariation ergeben sich nur moderate Impedanza¨nderungen;
daru¨ber hinaus wird hier ersichtlich, daß sich die Eingangsimpedanz der Struktur, insbeson-
dere der Betrag des Reflexionsfaktors, durch gezielte ¨Anderungen des ZF-Filters zusa¨tzlich
abgleichen la¨ßt.
Messungen an skalierten Modellen besta¨tigten die guten Eigenschaften der modifizierten
Empfa¨ngerstruktur, so daß sich die Hauptproblematik bei der spa¨teren Realisierung im 650
GHz Bereich auf die Fertigungstechnik verlagert. Hauptausschlaggebend sind hier die Her-
stellung von Dioden mit reproduzierbaren Eigenschaften und eine maßhaltige und homogene
Herstellung der Masken.
8.5 CHARAKTERISIERUNG VON SUBMM-WELLENEMPF ¨ANGERN 127
Abbildung 8.23: Frequenzabha¨ngige Eingangsimpedanz der Struktur Abbildung 8.20
Abbildung 8.24: Vera¨nderung der Eingangsimpedanz bei Variation der La¨nge L
IF
in Abbil-
dung 8.20
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8.6 Koplanarstrukturen mit dreidimensionalen Kompo-
nenten
Die Entwicklung und Anwendung koplanarer Schaltungskonzepte hat in den letzten Jahren
weiter deutlich zugenommen, da bei den immer ho¨her werdenden Arbeitsfrequenzen und
Packungsdichten die Vorteile der koplanaren Technik besonders zum Tragen kommen.
Wie schon im Kapitel Eigenwertanalyse gezeigt wurde, weist der koplanare Wellentyp durch
die Feldkonzentration auf die Schlitzbereiche eine besonders geringe Dispersion auf, so daß
er sich besonders fu¨r Signalu¨bertragungen bei hohen Frequenzen eignet. Durch die Feld-
konzentration fa¨llt weiterhin die Anregung von Oberfla¨chenwellen und die Verkopplung zu
benachbarten Schaltungskomponenten sehr gering aus, so daß eine hohe Packungsdichte
mo¨glich ist. Quasikonzentrierte Bauelemente ko¨nnen sowohl in Serie als auch zur Mas-
semetallisierung kontaktiert werden, ohne auf Durchbohrungen angewiesen zu sein. Das
Einbringen aktiver Bauelemente wird ebenfalls erleichtert, da z.B. viele HF-Transistoren
von ihrem internen Aufbau her besonders einfach in eine Koplanarstruktur eingebracht wer-
den ko¨nnen. Durch die Variation von Schlitz– und Innenleiterbreite la¨ßt sich ihr Wellenwi-
derstand in einem weiten Rahmen einstellen, ohne das Substratmaterial oder deren Dicke
a¨ndern zu mu¨ssen. Diese Vorteile der koplanaren Technik fu¨hrten u.a. auch zu den im letz-
ten Kapitel analysierten Schlitzantennen– und Koplanarstrukturen. Diese Strukturen haben
als Besonderheit, daß sich deren Komponenten alle symmetrisch bezu¨glich des koplanaren
Wellentyps verhalten und so keine Modenkonversionen vom koplanaren Wellentyp in die
ungewollte, gekoppelte Schlitzleitungswelle auftreten ko¨nnen. Ein derartiger Aufbau ist bei
allgemeinen koplanaren Strukturen in der Regel jedoch nicht mo¨glich, da z.B. schon ein ein-
facher Leitungswinkel zu einer signifikanten Anregung der Schlitzleitungswelle fu¨hrt. Eine
Unterdru¨ckung dieser Schlitzleitungswellen ist nur durch den Einsatz von dreidimensionalen
Luftbru¨ckenstrukturen mo¨glich, welche durch Verbindung der Massemetallisierungen ohne
Beru¨hrung des Mittelleiters potentialausgleichend wirken und damit einen mo¨glichst guten
Kurzschluß fu¨r die Schlitzleitungswelle bilden sollen. Die senkrechten Komponenten die-
ser Luftbru¨ckenstrukturen ko¨nnen feldtheoretisch wieder besonders effizient mit Hilfe von
Volumenstro¨men modelliert werden, welche direkt auf der Metallisierung der zugeho¨rigen
Blendenebene positioniert werden. Die horizontalen Komponenten werden u¨ber elektrische
Fla¨chenstro¨me modelliert.
8.6.1 Analyse eines koplanaren Bandstoppfilters
Als Beispiel fu¨r eine Koplanarstruktur, welche den Einsatz von Luftbru¨cken zur Erzielung
der gewu¨nschten ¨Ubertragungscharakteristik zwingend erfordert, wurde ein Bandstoppfilter
bestehend aus einer Kreuzverzweigung und zwei abgewinkelten Stichleitungen herangezo-
gen (Abbildung 8.25). Diese Struktur wurde schon einmal in [17] meßtechnisch und mit
Hilfe des lokalen Verfahrens der Finiten Differenzen im Zeitbereich (FDTD) untersucht. Als
Spezifikationen sind fu¨r diese Struktur eine Stoppfrequenz von 18 GHz und eine Durch-
laa´frequenz von 36 GHz vorgegeben. Bezu¨glich der Zuleitungen verha¨lt sich die Struktur
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Abbildung 8.25: Geometrie und Diskretisierung eines koplanaren Bandstoppfilters in hybri-
der Technik. (Angaben in m)
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symmetrisch bezu¨glich des koplanaren Wellentyps, so daß hier kein Einsatz von Draht-
bru¨cken erforderlich ist. Die gekoppelte Schlitzleitungswelle kann jedoch auf den Stichlei-
tungen signifikant angeregt werden.
Abbildung 8.26 zeigt zuna¨chst die Analyse der Struktur ohne Verwendung von Drahtbru¨cken
auf den Stichleitungen, wobei die Ergebnisse aus den Messungen und der FDTD–Analyse
aus [17] und die Ergebnisse des vorliegenden Verfahrens gegenu¨bergestellt werden. Man
erkennt, daß keinerlei ¨Ahnlichkeit mit dem geforderten Bandstoppverhalten vorhanden ist;
insbesondere am Verlauf von jS
21
j zeigt sich ein mehr oder weniger ausgepra¨gter Allpaß-
charakter. Dieses Verhalten liegt darin begru¨ndet, daß auf den Stichleitungen praktisch keine
Koplanarwelle angeregt wird, sondern diese die Funktion einer Umwegleitung fu¨r jeweils
eine einfache Schlitzleitungswelle annehmen, die sich hinter der Kreuzverzweigung wieder
zu einer Koplanarwelle erga¨nzen.
Dieses Verhalten wird besonders anhand der Stromverteilung in Abbildung 8.27 deutlich: Im
Bereich der Kreuzverzweigung tritt eine gleichphasige und unsymmetrische Anregung der
Schlitze auf.
Die Simulationsergebnisse mit dem vorliegenden Verfahren liegen insbesondere bei ho¨her-
en Frequenzen etwas na¨her an den Meßergebnissen als die FDTD–Simulation. Dies ist tei-
weise darauf zuru¨ckzufu¨hren, daß bei der FDTD–Analyse keinerlei Verluste beru¨cksichtigt
werden, wa¨hrend mit dem vorliegenden Verfahren dielektrische Verluste einfließen und Ab-
strahlungspha¨nomene sehr genau erfaßt werden. Durch die starke Schlitzwellenanregung in
den Stichleitungen wirken diese mit steigender Frequenz zunehmend als Schlitzantennen.
Abstrahlungseffekte werden ab ca. 20 GHz signifikant, was bei den Berechnungen mit dem
vorliegenden Verfahren durch eine deutliche Verletzung der Unitarita¨t und erho¨hter Ober-
fla¨chenwellenpolbeitra¨ge augenfa¨llig wurde.
Die verbleibenden Unterschiede sind sehr wahrscheinlich, wie auch in [17] dargelegt, auf
Meßschwierigkeiten wie u.a. eine mo¨gliche Fehlanpassung des Meßaufbaus an das Impe-
danzniveau der Filterschaltung zuru¨ckzufu¨hren.
Das Verhalten der Struktur a¨ndert sich vo¨llig, wenn zwei Luftbru¨cken auf die Stichleitungen
in der Na¨he der Kreuzverzweigung angebracht werden (Abbildung 8.28). Bis auf das Reso-
nanzpha¨nomen bei 26 GHz entspricht das Verhalten der Struktur jetzt den Spezifikationen.
Die Stoppwirkung bei ca. 18 GHz wird von beiden Analyseverfahren sehr gut wiedergege-
ben. Das Resonanzpha¨nomen bei ca. 26 GHz ist auf die nicht vollsta¨ndige Unterdru¨ckung der
Schlitzleitungswelle zuru¨ckzufu¨hren. So sind die Leitungswinkel der Stichleitungen noch
nicht kompensiert, so daß an ihnen noch Modenkonversionen auftreten ko¨nnen.
Die magnetische Stromverteilung mit Luftbru¨cken ist in Abbildung 8.29 wiedergegeben.
Deutlich ist der jetzt im wesentlichen vorherrschende koplanare Wellentyp zu erkennen.
Weitere Untersuchungen mit dem vorliegenden Verfahren haben gezeigt, daß die verwen-
deten Bonddrahtbru¨cken mit ihrer relativ großen La¨nge von 340m nur eine ma¨ßige, noch
verbesserungswu¨rdige Kurzschlußwirkung auf die Schlitzleitungswelle ausu¨ben. Die genaue
Ausbildung des Resonanzpha¨nomens ist daher auch, wie der Vergleich der Messungen und
der Simulationen zeigen, stark modellierungs- und parameterabha¨ngig, insbesondere von den
Verlustmechanismen, sie tritt aber bei allen drei Analysen auf. Da bei der FDTD–Simulation
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Abbildung 8.26: Streuparameter des koplanaren Bandstoppfilters ohne Luftbru¨cken
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Abbildung 8.27: Magnetische Stromverteilung des koplanaren Bandstoppfilters ohne Luft-
bru¨cken (f=17 GHz)
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Abbildung 8.28: Streuparameter des koplanaren Bandstoppfilters mit Luftbru¨cken
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Abbildung 8.29: Magnetische Stromverteilung des koplanaren Bandstoppfilters mit Luft-
bru¨cken (f=10 GHz)
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keine Materialverluste beru¨cksichtigt wurden, zeigt sich hier infolge der hohen Gu¨te auch
der schmalbandigste Verlauf mit starken Amplitudenvariationen.
Weitere Modellunterschiede bestehen in der Modellierung der Bru¨cken. So wurde bei der
FDTD–Simulation die Bru¨cken aus unendlich du¨nnen, filamentartigen Dra¨hten modelliert,
wa¨hrend sie bei dem vorliegenden Verfahren aus quadratischen 50 breiten Volumenstro¨men
und ebenso breiten planaren Verbindungsstreifen modelliert wurden.
Weitere Verbesserungen dieser Struktur zur Unterdru¨ckung des parasita¨ren Resonanzpha¨no-
mens (Aufbau in monolitischer Technik) werden in [19] vorgestellt, sie wurden aber an dieser
Stelle mangels genauer geometrischer Parameterangaben zuna¨chst nicht weiter untersucht.
Komponenten in monolitischer Technik bieten aber ein weites Feld fu¨r zuku¨nftige Untersu-
chungen mit dem vorliegenden Verfahren. Sehr interessant sind hier z.B. Luftbru¨ckenkon-
struktionen mit zusa¨tzlichen dielektrischen Materialien zwischen den Metallisierungsebenen
zur Erzielung einer verbesserten Wellenwiderstandsanpassung fu¨r den koplanaren Wellentyp
[149]. Zunehmende Verbreitung finden auch MIM-Koppler in koplanarer Technik. Die bei
diesen Anwendungen notwendigen dielektrischen Komponenten ko¨nnen wiederum effektiv
mit Polarisationsvolumenstro¨men modelliert werden.
Das Verhalten der vorliegenden Struktur zeigt, daß eine idealisierte Beru¨cksichtigung von
Luftbru¨cken wie z.B. in [135, 136] oder auf Segmentierungen beruhende CAD-Simulationen
fu¨r eine Charakterisierung von asymmetrischen Koplanarschaltungen oft nicht ausreichend
ist.
Demgegenu¨ber ermo¨glicht das vorliegende Verfahren hier mit nur ca. 150 Basisfunktionen
die Analyse der Struktur mit allen parasita¨ren Effekten, wobei die Generierung der System-
matrix weniger als 10 Sekunden pro Frequenzpunkt erfordert.
8.6.2 Modellierung von SMD–Bauelementen in koplanaren Strukturen
Wie die Anwendungen zeigen, erlaubt die gemischte Anwendung der elektrischen und
magnetischen Feldintegralgleichung eine sehr effektive Charakterisierung von koplanaren
Schaltungen mit dreidimensionalen Komponenten mit einem Minimum an Diskretisierungs-
aufwand. Die Anwendung der elektrischen Feldintegralgleichung auf Bru¨ckenstrukturen und
Komponenten mit Mikrostripcharakter bietet hier die besondere Mo¨glichkeit, unter Anwen-
dung der Oberfla¨chenimpedanzrandbedingung quasikonzentrierte Bauelemente in einer ko-
planaren Strukturumgebung feldtheoretisch exakt modellieren zu ko¨nnen. Dies sei exem-
plarisch anhand der Struktur in Abbildung 8.30 demonstriert. Die aus Darstellungsgru¨nden
relativ groß gewa¨hlte Bru¨cke verbindet hier den Mittelleiter mit den beiden Massemetalli-
sierungen. Auf der oberen Bru¨ckenmetallisierung ko¨nnen anschließend Linienimpedanzen
angesetzt werden.
Abbildung 8.31 a) zeigt zuna¨chst das Ergebnis ohne Linienimpedanzen, die Bru¨cke wirkt
als Kurzschluß fu¨r den koplanaren Wellentyp, wobei zu erkennen ist, daß die Bru¨cke nur
eine begrenzte Kurzschlußwirkung ausu¨bt, da noch ein elektrisches Restfeld in der Ebene
der Bru¨cke auftritt. Abbildung 8.31 b) zeigt das Ergebnis mit zwei Linienimpedanzen von
jeweils 100
. Durch das 
g
=4-lange Leitungsstu¨ck hinter der Bru¨cke herrscht nun in der Ebe-
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ne der Bru¨cke eine Impedanz von ca. 50
, durch die geringe Welligkeit des magnetischen
Stromes vor der Bru¨cke kann geschlossen werden, daß der Wellenwiderstand der Koplanar-
leitung ebenfalls in der Na¨he von 50
 liegt. Zur Simulation kleinerer SMD-Bauelemente
ko¨nnen die vertikalen Komponenten und die Bru¨ckenho¨he entsprechend schmaler und ge-
ringer gewa¨hlt werden.
Abbildung 8.30: Luftbru¨ckenstruktur mit Linienimpedanzen zur Simulation von SMD-
Elementen in Koplanarschaltungen
Abbildung 8.31: Stromverteilung auf der Struktur Abbildung 8.30 (f= 27 GHz). a) Ohne
Linienimpedanzen (Kurzschluß) b) Mit Linienimpedanzen von jeweils 100 

Kapitel 9
Zusammenfassung und Ausblick
Mit dem vorliegenden elektrodynamischen Berechnungsverfahren, welches auf einem Ober-
fla¨chen/Volumenintegralgleichungsverfahren beruht, kann eine große Klasse von Schal-
tungsstrukturen und feldtheoretischer Problemstellungen innerhalb einer ebenen Schich-
tenumgebung modelliert werden. Durch die kombinierte Formulierung einer elektrischen
Oberfla¨chenintegralgleichung fu¨r planare Metallisierungen, einer magnetischen Feldinte-
gralgleichung fu¨r Blenden– und Schlitzbereiche und einer Volumenintegralgleichung fu¨r
vertikale Metallisierungen und zusa¨tzlicher dielektrischer Strukturen kann jede Schaltungs-
komponente individuell mit einem Minimum an Diskretisierungsaufwand modelliert wer-
den. Desweiteren konnte der fu¨r Integralgleichungsverfahren typisch hohe Aufwand fu¨r die
Berechnung der Systemmatrix durch eine Reihe analytischer, numerischer und programm-
technischer Strategien entscheidend reduziert werden bei gleichzeitiger Erho¨hung der Ge-
nauigkeit und Zuverla¨ssigkeit. Die Basis hierzu wird von einer in Kapitel 5 vorgestellten
verallgemeinerten asymptotischen Integrandenentwicklung der resultierenden Spektralbe-
reichsintegrale in Verbindung mit einer leistungsfa¨higen numerischen Integration sowie Stra-
tegien zur vollsta¨ndig analytischen Generierung der asymptotischen Systemmatrix gebildet.
Die Anwendung redundanzmindernder Verfahren wie einer Identita¨tsanalyse der System-
matrix und adaptiver Datenbasisstrategien fu¨hren zu einer weiteren deutlichen Verringerung
des numerischen Aufwandes. Die Effektivita¨t dieser Verfahren ist typischerweise ho¨her als
die auf einer schnellen Fouriertransformation basierten kommerziellen Programmkonzepte
mit dem weiteren entscheidenden Vorteil, nicht wie letztere auf bereichsweise gleichma¨ßige
Diskretisierungsstrategien angewiesen zu sein.
Daru¨ber hinaus stehen eine Reihe zusa¨tzlicher Leistungsmerkmale, wie flexible, auf der Ei-
genwertanalyse der Zuleitungen basierende Anregungs– und Deembeddingverfahren, zuge-
schnittene Fernfeldanalysen und erweiterte Modellierungs– und Kontrollmechanismen zur
Verfu¨gung. Diese erlauben insbesondere die Analyse innovativer Konzepte und spezieller
Problemstellungen, bei denen kommerzielle Programmkonzepte oft die Grenzen ihrer An-
wendbarkeit zeigen. Stichworte sind hier Strukturen mit sehr du¨nnen und/oder sehr dicken
Schichten, komplexere koplanare Strukturen, nachgeschaltete Simulationen, Modenkonver-
sionsanalysen, quasikonzentrierte Bauelemente und MIM-Komponenten etc..
Die in Kapitel 8 vorgestellten praktischen Problemstellungen stellen daher auch nur einen
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kleinen Ausschnitt aus der Palette der Anwendungsmo¨glichkeiten dar, die das vorliegende
Verfahren bietet.
Trotz der demonstrierten hohen Leistungsfa¨higkeit des vorgestellten Verfahrens sind
noch in vielerlei Hinsicht Verbesserungsmo¨glichkeiten bezu¨glich erweiterter Modellie-
rungsmo¨glichkeiten und Effizienzsteigerungen denkbar.
So wa¨re eine zusa¨tzliche Implementierung von Basisfunktionen auf dreieckfo¨rmigen Teilbe-
reichen [133] fu¨r eine erweiterte Modellierung von Strukturen mit krummlinigen Berandun-
gen wu¨nschenswert. Spektralbereichsformulierungen hierzu wurden schon einmal in [74, 72]
vorgestellt. Hierzu mu¨ßten zuna¨chst die Einbindungsmo¨glichkeiten in das bestehende analy-
tische und numerische Instrumentarium untersucht werden.
Wesentliche Verbesserungsmo¨glichkeiten ergeben sich auch aus der zuku¨nftigen Verwen-
dung effizienter Lo¨sungsverfahren fu¨r die entstehenden linearen Gleichungssysteme. Da der
Aufwand bei den zur Zeit noch verwendeten direkten Lo¨sern N3 mit der Anzahl N der Un-
bekannten steigt, wird der Aufwand zur Lo¨sung des Gleichungssystems schon ab 300–400
Unbekannten zum dominierenden Zeitfaktor. Wie schon in [52] demonstriert, sind iterative
Gleichungslo¨ser besonders fu¨r Matrizen geeignet, die aus der Momentenmethode hervor-
gegangen sind [89]. Im Vergleich zu direkten Lo¨sern steigt der Rechenaufwand bei einer
Verwendung von iterativen Lo¨sern nur noch  N2 mit der Anzahl der Unbekannten an. Es
bietet sich hier besonders die Implementierung iterativer Verfahren vom Typ der konjugier-
ten Gradienten mit geeigneten Vorkonditionierern an.
Noch interessanter sind vor diesem Hintergrund die Entwicklungsmo¨glichkeiten sog. schnel-
ler Integralgleichungsverfahren. Ziel dieser Verfahren ist es, den Verfahrensaufwand, der in
Verbindung mit iterativen Lo¨sungsverfahren erreicht wird, noch weiter zu reduzieren, bis
bestenfalls der Rechenaufwand nur noch linear mit der Anzahl der Unbekannten ansteigt.
Hier sind in letzter Zeit sog. diakoptische Lo¨sungsverfahren in den Blickpunkt des Interesses
geru¨ckt, bei der eine Gesamtstruktur sukzessive in Teilstrukturen aufgespalten wird, welche
zuna¨chst isoliert mit der Momentenmethode analysiert werden. Die Lo¨sungen bezu¨glich die-
ser Teilstrukturen werden anschließend unter Beru¨cksichtigung von Stetigkeitsbedingungen
und einer beschleunigten Verkopplungsanalyse zwischen den Teilstrukturen zu einer Ge-
samtlo¨sung zusammengesetzt [150, 152, 151].
Die meisten Ansa¨tze zu schnellen Integralgleichungsverfahren streben eine Verringerung
des Aufwandes zur Ausfu¨hrung der Matrix–Vektor Multiplikationen an, welche die Grund-
lage der iterativen Gleichungslo¨ser bilden. Hier sind wiederum Ansa¨tze zu nennen, die auf
der Verwendung von schnellen Fouriertransformationen in Verbindung mit gleichma¨ßigen
Strukturdiskretisierungen beruhen [3]. Weitere Mo¨glichkeiten ero¨ffnen die Fast Multipole
Verfahren, die nicht auf die Anwendung gleichma¨ßiger Diskretisierungsstrategien angewie-
sen sind [24].
Am erfolgsversprechendsten erscheinen zur Zeit Ansa¨tze, die direkt die Eigenschaften der
Spektralbereichszerlegung fu¨r eine Entkopplung der Quellpunkt- und Aufpunktkoordinaten
ausnutzen, so daß der Aufwand fu¨r eine Matrix–Vektormultiplikation nur noch linear mit der
Anzahl der Unbekannten ansteigt [166]. Die Grundlage dieser Verfahren bildet die Aufsum-
mierung der gewichteten Fouriertransformierten der gewa¨hlten Diskretisierungsbasis u¨ber
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alle diskreten Wellenzahlen, so daß fu¨r jeden Iterationsschritt nur eine kleine Anzahl von
verallgemeinerten Spektralbereichsausdru¨cken entsteht, die nach Multiplikation mit den Ge-
enschen Dyaden und den Testfunktionen aufintegriert werden. Erste Untersuchungen haben
ergeben, daß insbesondere das im Rahmen dieser Arbeit verwendete Volumenstromkonzept
zusammen mit einigen schon implementierten Datenbasisstrategien fu¨r eine Implementie-
rung in ein solches schnelles Integralgleichungskonzept geeignet sind.
Anhang A
Liste der Greenschen Dyaden
A.1 Greensche Dyade fu¨r das magnetische Feld elektri-
scher Quellen
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Der Aufpunkt liegt unterhalb des Quellpunktes (i  j, z  z0)
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A.4 Greensche Dyade fu¨r das magnetische Feld magneti-
scher Quellen
Der Aufpunkt liegt oberhalb des Quellpunktes (i  j, z  z0)
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Der Aufpunkt liegt unterhalb des Quellpunktes (i  j, z  z0)
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Anhang B
5-Komponentenfelder
Bei einer Aufspaltung einer Feldverteilung in einem TM– und TE– Anteil bezu¨glich der
z-Achse, erha¨lt man im Orts– und Spektralbereich:
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Anhang C
Orts– und Spektralbereichsdarstellungen
der Basisfunktionen
C.1 Planare Teilbereichsfunktionen
Fu¨r die Diskretisierung planarer Schaltungsbereiche stehen zwei Klassen von Basisfunktio-
nen zur Verfu¨gung.
Die mathematische Beschreibung der ersten Klasse von Basisfunktionen, welche eine stu¨ck-
weise konstante Approximation quer zur Stromrichtung erlauben, lautet fu¨r eine x-gerichtete
Basisfunktion:
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Fu¨r Basisfunktionen mit y-Orientierung ist w
xlm
, w
xrm
, w
ym
gegen w
ylm
, w
yrm
, w
xm
aus-
zutauschen, zusa¨tzlich ist im Ortsbereich x gegen y und im Spektralbereich k
x
gegen k
y
auszutauschen.
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Die mathematische Beschreibung der Basisfunktionen fu¨r stu¨ckweise lineare Approximation
quer zur Stromrichtung lautet bei x-Orientierung:
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mit Vorzeichen ’+’ fu¨r Funktionen mit linken Kanten in Stromrichtung und ’,’ fu¨r rechte
Kanten.
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mit dem oberen Vorzeichen von ; fu¨r Funktionen mit linken Kanten in Stromrichtung
und den unteren Vorzeichen fu¨r rechte Kanten.
Fu¨r y-orientierte Basisfunktionen ist neben den fu¨r die erste Klasse gu¨ltigen Austauschregeln
zusa¨tzlich  gegen  auszutauschen. Die Kennzeichnung bezu¨glich eines elektrischen oder
magnetischen Fla¨chenstromes erfolgt u¨ber die Zuweisung an eine elektrische Fla¨chenstro-
mebene le oder Blendenebene lb.
C.2 Basisfunktionen fu¨r Volumenstro¨me
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Anhang D
Zur analytischen Lo¨sung der
asymptotischen Anteile
Im folgenden sind die in der Gl.(5.64) auftretenden Koeffizienten aufgelistet:
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Mit der Darstellung Gl.(5.76) und weiteren Anwendungen von Additionstheoremen erha¨lt
man analytische Lo¨sung bez. der Integration u¨ber k

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mit D
4
= 1=6 und D
6
= ,1=120 nach Gl.(5.69)
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und den Abku¨rzungen
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Desweiteren sei noch die analytische Lo¨sung fu¨r eine x-orientierte Entwicklungsfunktion
mit einer y-orientierten Testfunktion angegeben:
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