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Abstract. The computation of the number of arbitrary functions in the general solution is briey
reviewed. The results are used to study normal systems and their symmetry reduction. We discuss
the treatment of gauge systems, especially the analysis of gauge xing conditions. As examples the
Yang-Mills equations with the Lorentz gauge and Einstein's vacuum eld equations with harmonic
coordinates are considered.
1. Introduction
If one can not determine the general solution of an equation, as it is usually the case
with dierential equations, one wants to know at least the dimension of the solution
space. This is, however, not trivial for systems, especially if they are overdeter-
mined. It turns out, that involution [10] provides the key. We showed in a recent
paper [13], how to compute the number of arbitrary functions and their arity for
closed representations of the general solution of an involutive system.
The purpose of this paper is to provide more applications of these results. Nor-
mal systems are the natural generalization of single equations with respect to the
arbitrariness. Symmetry reductions [1, 7] are most often performed for such systems.
We will compute in Section 4 the loss of generality during such a reduction.
Gauge systems are a central theme in modern theoretical physics. We will present
in Section 5 a compared with [13] improved treatment of them through the intro-
duction of gauge corrected Cartan characters. Einstein [2] pioneered the analysis of
the arbitrariness of eld theories. His philosophy was to choose by otherwise equal
properties the system which restricts the elds stronger.
Special emphasis will be put on the analysis of gauge xing conditions. As con-
crete examples, the last two sections treat the Yang-Mills equations and Einstein's
vacuum eld equations in arbitrary dimensions. For the former we will analyse the
Lorentz gauge, for the latter harmonic coordinates.
2. Formal Theory
Formal theory [10] is based on jet bundle formalism. Let x1; : : : ; xn and u
1; : : : ; um be
a local coordinate system on a bundle E : We dene a dierential equation of order q
as a bred submanifold Rq in the jet bundle JqE . Locally, Rq is given by a system
of equations  (xi; u; p) = 0, where p

 = @
1++nu=@(x1)1   @(xn)n for
the multi-index  = [1; : : : ; n] :
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The prolongation Rq+1  Jq+1E is obtained by formally dierentiating all equa-
tions with respect to the independent variables xi. It is well-known that during
prolongation integrability conditions can arise. They can occur at any prolongation
order. A system that does not generate integrability conditions is called formally
integrable, because it is possible to construct order by order a formal power series
solution.
A formally integrable system is involutive, if it has an involutive symbol. The
symbol Mq of Rq is a system of linear (algebraic, not dierential!) equations in






v = 0 : (1)
For a quasi-linear equation the symbol is essentially obtained by substituting v for
p in the highest-order part of the equation.
A jet variable p is said to be of class k; if k is the rst non-vanishing entry
of the multi-index. We order the columns of the symbol Mq by class (highest class
rst) and compute a row echelon form. If v is the leading term of an equation in
this solved form of the symbol, then p is called a principal derivative [3]. All other
derivatives of order q are parametric.
We dene 
(k)






Associating with each equation whose principal derivative is of class k its multi-
plicative variables x1; : : : ; xk, we see that if we prolong each equation with respect to
its multiplicative variables only, we get algebraically independent equations. Equa-





q + n  k   1
q   1

  (k)q ; k = 1; : : : ; n (3)
count the parametric derivatives of order q and class k. The Cartan-Kahler theorem
states that for analytic involutive systems there exists a unique analytic solution for
a certain initial value problem prescribing 
(k)
q analytic functions of x
1; : : : ; xk for
k = 1; : : : ; n as Cauchy data. This generalizes the Cauchy-Kowalevsky theorem.
Although these denitions appear to be coordinate dependent, one can show that
with the exception of certain singular systems every coordinate system yields the
same values for the 
(k)
q . For lack of space, we can not discuss here the delicate
question of -regularity of a coordinate system but refer to the literature [10].
Finally, one should note that any system can be algorithmically completed to an
involutive one [10, 12]. This is ensured by the Cartan-Kuranishi theorem. Thus it
poses no real restriction, if we assume from now on that we deal only with involutive
systems.
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3. Arbitrary Functions
In a recent paper [13], we have shown how one can derive the number of arbitrary
functions in the general solution of an involutive system. We briey repeat the
results here. The Cartan characters are the key tool for this analysis.
The parametric derivatives represent the arbitrariness in the general solution al-
lowed by the dierential equation, whereas the principal derivatives can be computed
through the dierential equation or its prolongations. The number of parametric
















Here we have used the symmetric q-product
s
(n)
k (q) = 
(n)
k (q + 1; q + 2; : : : ; q+ n) for 0  k  n ; (5)
where 
(n)




We assume now that the general solution of Rq can be written in a closed form
containing some arbitrary functions and that its Taylor series expansion can be
constructed order by order, i.e. there exists a bijection between its coecients of
order q + r and the Taylor coecients of order q + r + j of the arbitrary functions
of dierentiation order j 1. Let there be fk;j such functions with k arguments.
If we write the Hilbert polynomial as Hq(r) =
P
hir
i, we can derive the following









k i(q   j)fk;j = n!hi ; i = 0; : : : ; n  1 ; (6)
where J denotes the set of considered values for j (usually J  f q; : : : ; 0g). In
general, this system has no unique solution, if jJ j > 1. Setting J = fj0g we obtain
the following theorem.
Theorem 1 If there exists a representation of the general solution whose power
series can be constructed order by order and whose arbitrary functions are all of dif-
ferentiation order j0   q, then it contains fk arbitrary functions with k arguments,




















Such a representation can only exist, if the solution of this recursion relation contains
no negative integers.
1 This means that the function appears for j < 0 as integrand of a j-dimensional integral and
j > 0 as a derivative of j-th order.
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(7) has a simple solution for j0 =  q, namely fk = 
(k)
q . This corresponds to the
representation of the general solution given by the above mentioned Cartan-Kahler
theorem. This means, that the arbitrary functions in the Cauchy data will in general
enter as q-dimensional integrals.
Einstein [2] introduced as a simpler measure for the arbitrariness the strength of
a dierential equation. If we expand the rational function
Zq(r) = Hq(r)=





in powers of 1=r, the strength Z
(1)
q is dened as the coecient of 1=r. It is related
to the Cartan characters [13]









Normal systems satisfy the conditions of the Cauchy-Kowalevsky theorem [4]. With
a coordinate transformation a normal system of order q can always be brought into




(xi; u; p) ;  = 1; : : : ;m (10)
where the right hand sides do not contain any derivative of order q which is purely
with respect to xn.
In the terms introduced in Section 2, we see that (10) is solved for the deriva-
tives of class n. Since we have as many equations as dependent functions, all such
derivatives appear. Thus we nd 
(n)
q = m; 
(n 1)
q =    = 
(1)
q = 0 and

(n)








Theorem 1 with j0 = 0 yields fn = 0; fn 1 = mq and fn 2 = mq(1  q)=2. Thus
we have proven the following perhaps surprising result:
Theorem 2 An algebraic representation, i.e. one without integrals or derivatives,
of the general solution of a normal system, whose power series can be constructed
order by order, can exist only, if either there are only two independent variables or
the system is of rst order.
In the case of a rst order system, the recursion relation (7) can be solved in
closed form for j0 = 0 [13]: fn = 
(n)




1 : For a normal system,
this yields the well-known values of the Cauchy-Kowalevsky theorem: fn 1 = m, all
other fk vanish.
A standard technique for the construction of solutions is the reduction with re-
spect to a symmetry group [1, 7]. It is well-known that only for ordinary dierential
equations one can reconstruct the general solution of the original system from the
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general solution of the reduced system. In the case of partial dierential equations,
one obtains only special solutions.
Let us assume that the symmetry group operates with s-dimensional orbits and
that after the reduction the system is still normal. Then we get a system with
n = n   s independent and m = m dependent variables of order q = q  q. The
Cartan characters of the reduced system are 
(n)












q . If q > 0, we get an additional loss of generality as to
expect.
Since the Cartan characters form a descending sequence [10]
(1)q  
(2)
q      
(n)
q ; (12)
this result means that we do not only loose all arbitrary functions with more than
n s arguments, but that even the number of arbitrary functions with less arguments
decreases.
Even in more general situations the loss of generality can be computed without
explicit construction of the reduced system. One must simply compare the Cartan
characters of the original system alone with the characters of the system plus the
invariant surface condition (after completion to an involutive system!). An extension
of this method to reductions with respect to generalized or to weak symmetries [7, 8]
is straight-forward.
For instance, the analysis of Lie-Backlund symmetries of rst-order, normal sys-
tems [6] leads to the addition of dierential constraints of order r
	 (xi; u; p) = 0 ;
8<
:
 = 1;:::;p ;
jj  r ;
n = 0 :
(13)
Note that xn occurs here only as parameter, because all derivatives with respect
to xn can be eliminated using (10).
We assume that (13) is in involution and that there are ~
(k)
r equations of class k
for k = 1; : : : ; n  1. The combined system (10,13) has an involutive symbol, if and































 = 0 (15)
where Di denotes the formal derivative with respect to x
i.
Since (13) contains no derivatives with respect to xn, we get for the combined
system 
(n)









r : This yields the Cartan characters




r + k   2
r   1

  ~(n k)r : (16)
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This generalizes the results of [6] to nonlinear systems and to constraints which
depend on xn and which do not form a normal system themselves.
5. Gauge Systems
In gauge theories, determining the number of arbitrary functions in the general so-
lution is not sucient, because the arbitrariness stems partially from the symmetry.
Really interesting is here the number of physical degrees of freedom. We showed
already in [13], how it can be computed. Here we will give an improved version of
these results and apply them to the analysis of gauge xing conditions.














where 0 gauge functions 
(0)
a are entering algebraically, 1 gauge functions 
(1)
a are
entering through their rst derivatives etc.
We assume that all derivatives of order l of the functions (l) are explicitly oc-
curing in (17) and that all gauge functions depend on all independent variables.
The only reason for these assumptions is simplicity. The formalism can handle more
complicated situations, but the results become rather akward. Most gauge theories
satisfy our assumptions anyway.







q + r + l

(18)
Taylor coecients of order q + r can be arbitrarily set by a gauge xing. Thus
they must be subtracted from the Hilbert polynomial to obtain the physical relevant
number of free coecients. We introduce the gauge corrected Hilbert polynomial
Hq(r) = Hq(r)  Gq(r) : (19)
Its coecient of rk is given by







n k 1(q + l) ; k = 0; : : : ; n  1 : (20)
A closer look at (4) reveals that the coecients of the Hilbert polynomial and
the Cartan characters are in a one-to-one correspondance. Thus we can associate
gauge corrected Cartan characters with Hq(r). They can be expressed in a recursion
relation








i k (0) ; k = 1; : : : ; n : (21)
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To obtain now the the number of physical relevant free functions in the gen-
eral solution of our systems, we simply apply the results of Section 3 to the gauge
corrected Cartan characters and Hilbert polynomial, respectively. This yields for
instance the following modication to Theorem 1.
Theorem 3 If the physical solution space has a representation satisfying the as-
sumptions of Theorem 1, then it is spanned by pk arbitrary functions with k argu-





















Similiarly, we obtain a correction for the strength of a gauge system















Finally, we can easily compute the remaining gauge freedom after some gauge
conditions are imposed, if they take the form of dierential equations. Then these
equations are added to the original system. This yields in general an overdetermined
system. It should be invariant only under a proper subgroup of the gauge group (It
is, however, possible that new symmetries arise!).
A necessary condition for a complete gauge xing is that the Cartan characters
of this system are the same as the gauge corrected Cartan characters of the original
system (one can of course also use the Hilbert polynomial). Note, however, that
this is only a necessary criterium, as there may still remain a nite-dimensional
symmetry depending on some arbitrary constants. This cannot be checked with the
Cartan characters, as they are only related with the number of arbitrary functions.
6. Yang-Mills Equations
As rst example, we consider the eld equations of a Yang-Mills theory with a d-
dimensional gauge group in an n-dimensional space-time. The dependent variables
are the m = dn componentsAa of the vector potential. In terms of the eld strengths












bc are the structure constants of the Lie









 = 0 ;

a = 1; : : : ; d ;
 = 1; : : : ; n :
(24)
One can easily check that they are involutive.
To compute the Cartan characters, we must analyse the symbol or the principal




 : Thus for  6= n we can always take
@nnA
a
 as principal derivative. If however  = n, then this term disappears and we
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get @n;n 1A
a
n 1 as principal derivative. This yields 
(n)





YM vanish. Thus the Yang-Mills equations do not form a normal system.
For the Cartan characters we get

(n)
YM = d; 
(n 1)
YM = d(2n  1); 
(n k)
YM = dn(k + 1) : (25)








i.e. we have 1 = d gauge functions 
a. This yields for the gauge corrected strength
Z
(1)
YM = 2(n  1)(n  2)d : (27)
For simplicity, we restrict ourselves now to n = 4. (4) leads to the Hilbert
polynomial










Adjusting for the gauge symmetry (26) yields the corrected polynomial
HYM (r) = 16d+ 12dr + 2dr
2 (29)
and the corrected Cartan characters

(4)
YM = 0; 
(3)




YM = 6d: (30)
We see that the dimension d of the gauge group appears everywhere linearly.
Thus we get just d-times the values of the Maxwell equations. For them there exists
also a rst-order formulation using the eld strengths as dependent variables. Since
then only gauge invariant objects are used, the equations no longer exhibit the gauge
symmetry (26) and lead directly to the Cartan characters (30) [13].
Finally, we note that the results are independent of the structure of the gauge
algebra, as the structure constants do not appear in the symbol. Especially it makes
no dierence whether we treat an abelian or a non-abelian theory.
To conclude the analysis of the Yang-Mills equations, we consider as an example
of a gauge xing the Lorentz gauge @A
a
 = 0: Adding this condition to the eld
equations (24) leads to a simple overdetermined system with the Cartan characters

(4)
Lor = 0 ; 
(3)
Lor = 4d ; 
(2)
Lor = 12d ; 
(1)
Lor = 16d : (31)
A comparison with (30) shows that although the rst two characters have the same
values as the gauge corrected ones, the lower two are too large. Thus the Lorentz
condition does not completely x the gauge.
7. Einstein's Vacuum Field Equations
As second example, we treat Einstein's vaccuum eld equations for an n-dimensional
space-time
R = 0 : (32)
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If we take the components of the metric tensor g as dependent variables, we have
because of the symmetries of Ricci tensor and metric, respectively, n(n+1)=2 equa-
tions for as many dependent variables.
Expanding (32) in a general coordinate system in terms of g leads to very
complicated expressions. It is, however, well-known, that one can nd to any point x0
of space-time a coordinate system such that in x0 the Christoel symbols vanish and
g(x0) = , the constant metric of Minkowski space.




 (@g + @g   @g   @g) = 0 : (33)
In this form it is not dicult to show that the Einstein equations are involutive.
Because of the symmetry, we can assume   . We must distinguish four cases
in the analysis of the symbol:
(i)  6= n and  6= n: The principal derivative is @nng :
(ii)  = n and  < n  1: The principal derivative is @n;n 1gn 1; :
(iii)  = n and  = n  1: The principal derivative is @n 1;n 1g11 :
(iv)  = n and  = n: The principal derivative is @n;n 1g11 :




Ein = n(n   1)=2; 
(n 1)
Ein = n. The other 
(k)
Ein vanish. Thus the
Einstein equations do not form a normal system. Their Cartan characters are

(n)






n(n+ 1)(k + 1)
2
: (34)
Since x0 was an arbitrary point, these results remain valid on the entire space-time.







with 1 = n gauge functions x
. This yields a gauge corrected strength
Z
(1)
Ein = n(n  1)(n  3) : (36)
Analogously to our analysis of the Lorentz gauge, we can consider harmonic










= 0 : (37)
In locally geodesic coordinates for x0 this is equivalent to @g(x0) = 0. After
prolonging to second order, we get thus n2 additional equations to (33). One sees
easily that always n of them are in the same class. Hence, the Cartan characters of
the combined system are

(n)
H = 0 ; 
(n 1)
H = n(n   1) ; 
(n k)
H =
n2(k + 1) + n(k   1)
2
: (38)
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Thus (37) provides no complete gauge xing, because already 
(n 1)
H is too big, as
we obtain for the highest gauge corrected Cartan characters

(n)
Ein = 0 ; 
(n 1)
Ein = n(n  3) : (39)
Penney [9] and Mariwalla [5] computed already the strength of the Maxwell and
Einstein equations in arbitrary dimensions using Einstein's approach of counting
equations and identities. Penney overlooked, however, the existence of additional
identities for the Maxwell equations in higher dimensions and got wrong results. This
clearly indicates the advantage of the formal approach. The number of identities is
encoded in the Cartan characters. Actually, it is even possible to compute it this
way. Pommaret [11] calculated e.g. with formal methods the number of independent
Bianchi identities for a Riemannian manifold of arbitrary dimension.
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