Introduction
We consider a finite capacity single server queueing model with two buffers, say A and B, of sizes K and N, respectively. Messages arrive one at a time according to a Markovian arrival process (MAP) . Messages that enter buffer A are possibly of a different type from those entering buffer B and hence are processed differently by the server. We shall refer to messages that arrive at buffer A(B) as type A(B) messages.
Messages that enter the two buffers are processed according to the following rules.
1This research was supported in part by Grant No. DMI-9313283 assumed to be exponentially distributed with parameter #AB" c) When the buffers are empty, the server waits for the first arrival of a message.
We mention some potential applications of our model. 1. In multi-task operating systems, tasks are usually classified according to their characteristics, and separate queues serviced by different schedulers are maintained.
This approach is called multiple-queue scheduling. A task may be assigned to a specific queue on the basis of its attributes, which may be user or system supplied. In the simplest case, the CPU is capable of supporting two active tasks (either user or system supplied) simultaneously. If the CPU is busy with both user and system tasks, then the service times (which can be assumed to be exponential with parameter /tAB are different from the service times (which can be assumed to be exponential with parameters #A or #B) when the CPU is running only one task from either of the queues. 
Markovian Arrival Process
The MAP, a special class of tractable Markov renewal processes, is a rich class of point processes that includes many well-known processes. One of the most significant features of the MAP is the underlying Markovian structure and its ideal fit into the context of the matrix-analytic solutions to stochastic models. Matrix-analytic methods were first introduced and studied by Neuts [3] . The 
The constants, )t A --7rDAe and )t B "-7rDBe referred to as the fundamental rates,
give the expected number of arrivals of type A and type B per unit of time respectively, in the stationary version of the MAP.
Markov Chain Description of the Model
The queueing model outlined above can be studied as a Markov chain with
[m + 3m(N + 1)(K + 1)] Table 1 State
The system is idle. The notation e(e'), will stand for a column (row) vector of l's; ei(e) will stand for a unit column (row) vector with 1 in the ith position and 0 elsewhere, I will represent an identity matrix of appropriate dimensions. The symbol (R) 
In view of the high order of the matrix Q, it is essential that we use its special structure to evaluate the components of x. We first partition x into vectors of 
By exploiting the special structure of Q*, the steady state equations in (5) can be efficiently solved in terms of smaller matrices of order m using block Gauss-Siedel iteration. For example, the first equation of (5) 
The rest of the required equations can be derived in a similar way and the details are omitted.
Accuracy Check
The following intuitively obvious equation can be used as an accuracy check in the numerical computation of x.
i=0 j=O where r is as given in equation (2). 
where l_<i_<K, I<_j<_N. Figure 2) . [3] There is a small increase in the idle probability of the server as #AB increases. Also, for any fixed value of #AB' the idle pro'bability is greater if any of the arrival process is highly bursty. The phenomenon of high loss probability and high idle probability for the same set of parameters seems to be a little contradictory initially. However, when we look at the arrival process that leads to this phenomenon, we shall see that it is not contradictory at all. In the case when the arrivals are highly bursty, we shall see intervals of low to moderate number of arrivals separated by intervals of high number of arrivals. During the periods of high arrivals, the buffer will be filled in quickly leading to high loss probability; and during the periods of low to moderate number of arrivals, the server may clear the messages, which leads to high idle probability. Note that this phenomenon occurs only when the arrivals are bursty and not otherwise.
[4] The probability of the server being busy with a type A message alone (or type B alone) increases as #AB increases. Correspondingly, the probability of the server being busy with both type A and type B messages decreases. This is obvious because #A and #B are fixed at 4 and 6 while #AB increases from 0.5 to 10. So, for larger values of #AB, the server will take more time to service just type A alone or type B alone, than to serve them together. Another point ot be noted is that, for both MAP_31 and MAP_41 cases, the probability of the server being busy with type A messages is significantly higher than the probability of the server being busy with type B messages. This can be explained as follows. Since type B messages arrive in a bursty manner, the server spends most of the time serving type A messages, and not type B ones. At other times, the server is busy serving both types simultaneous-ly. It is also interesting to note that the probability that the server is busy with both types of messages in service is higher when both types of arrivals have MAPs with positive correlation.
[5] As is to be expected, the mean queue lengths of type A and type B messages decrease as #AB increases. However, the decrease is less significant when any one of the arrival processes is negatively correlated or is highly bursty in nature.
[6] The throughput for MAP combinations increases to a point as #AB is increased. This is as is to be expected. But for very low values of #AB, we Submit your manuscripts at http://www.hindawi.com
