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 
Abstract— In this work, Fractional Integro-differential 
Systems in Banach Spaces with Distributed Delays in the 
Control of the form: 
𝒅𝒏𝒙(𝒕)
𝒅𝒕𝒏
= 𝑨𝒙 𝒕 +  𝒅𝜽𝑯 𝒕, 𝜽 𝒖 𝒕 + 𝜽 
𝟎
−𝒉
+ 𝒇 𝒕, 𝒙 𝒕 ,  𝒈 𝒕, 𝒔, 𝒙 𝒔  𝒅𝒔
𝒕
𝟎
  
is presented for controllability analysis. Necessary and 
Sufficient Conditions for the system to be relatively controllable 
are established. The Set Functions upon which our results 
hinged were extracted. Uses were made of: Unsymmetric Fubini 
theorem, the Controllability Standard and the Concept of 
Fractional Calculus to establish results. 
 
Index Terms— Relative Controllability, Fractional 
Integro-differential Systems,Banach Spaces,Fractional 
Calculus, Unsymmetric Fubini Theorem, Positive Definite.  
 
I. INTRODUCTION 
  According to Bonilla etal (2007), fractional differential 
equations emerged as a new branch of mathematics. 
Fractional differential equations have been used for many 
mathematical models in Sciences and Engineering. The 
equations are considered as an alternative model to nonlinear 
differential equations. The theory of fractional differential 
equations has been studied extensively by many authors 
Dulbecco (1996) and Lakshimilkanthan(2008) .While the 
problems of stability for fractional differential systems are 
discussed in Bonnet (2000) , Nec(2007), 
Balachandran(2009). 
Apart from stability, another important qualitative 
behavior of a dynamical system is controllability. Systematic 
study of controllability started over years at the beginning of 
the sixties when the theory of controllability based on the 
description in the form of state space for both time-varying 
and time-invariant linear control systems are carried out. 
Roughly speaking, controllability generally means that, it is 
possible to steer a dynamical control system from an initial 
state x(o) of the system to any final state x(t) in some finite 
time using the set of admissible controlsOraekie(2013) .The 
concept of controllability plays a major role in both finite and 
infinite dynamical systems, thatis systems represented by 
ordinary differential equations and partial differential 
equations respectively. So it is natural to extend this concept 
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to to dynamical systems represented by fractional 
differentialequations. Many partialfractional differential 
equations and Integro-differential equation can be expressed 
asfractional differential equations and Integro-differential 
equations in Banach spacesElsayeed (1966)). 
There exist many works on finite dimensional 
controllability of linear systems Klamka (1993)) and infinite 
dimensional systems in abstract spaces Curtain (1978) . The 
controllability problems of nonlinear systems and 
Integro-differential systems with delays have been carried 
out by many researchers in both finite and infinite 
dimensional spaces Balachandran (1989)) and 
Balachandran (2002). 
Controllabilityfractional differential systems in finite 
dimensional space have been studied by Chen (2006) and 
Shamardan(2000).While Balachandran (2009) studied 
Controllability offractionalIntegro-differential systems in 
Banach spaces. 
 In this paper, we study the relative controllability of 
fractionalIntegro-differential systems in Banach spaces with 
distributed delays in the control the controllability standard 
of dynamical control systems and the unsymmetric Fubini 
theorem to establish results. 
II. PRELIMINARIES 
𝐿𝑒𝑡 𝑛 𝑏𝑒 𝑎 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 𝑎𝑛𝑑 𝐸
=  −∞, ∞ 𝑏𝑒 𝑡𝑕𝑒 𝑟𝑒𝑎𝑙 𝑙𝑖𝑛𝑒 . 𝐷𝑒𝑛𝑜𝑡𝑒 𝐸𝑛
= 𝑡𝑕𝑒 𝑠𝑝𝑎𝑐𝑒 𝑜𝑓 
 𝑟𝑒𝑎𝑙 𝑛 − 𝑡𝑢𝑝𝑙𝑒𝑠 𝑐𝑎𝑙𝑙𝑒𝑑 𝑡𝑕𝑒 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑠𝑝𝑎𝑐𝑒 𝑤𝑖𝑡𝑕 𝑛𝑜𝑟𝑚  
𝑑𝑒𝑛𝑜𝑡𝑒𝑑 𝑏𝑦  .  . 𝐼𝑓 𝐽 =   𝑡0 , 𝑡1  𝑖𝑠  
𝑎𝑛𝑦 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝑜𝑓 𝐸, 𝐿2 𝑖𝑠 𝐿𝑒𝑏𝑒𝑠𝑔𝑢𝑒 𝑠𝑝𝑎𝑐𝑒 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 
 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑏𝑙𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑓𝑟𝑜𝑚 𝐽 𝑡𝑜 𝐸𝑛  
 𝑤𝑟𝑖𝑡𝑡𝑒𝑛 𝑎𝑠 𝐿2  𝑡0 , 𝑡1 , 𝐸
𝑛 .  𝐿𝑒𝑡 𝑕
> 0 𝑏𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑒𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑛𝑑 𝑙𝑒𝑡 𝐶  𝑡0 , 𝑡1 , 𝐸
𝑛  𝑏𝑒 
 𝑡𝑕𝑒 𝐵𝑎𝑛𝑎𝑐𝑕 𝑠𝑝𝑎𝑐𝑒 𝑜𝑓 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑤𝑖𝑡𝑕  
𝑛𝑜𝑟𝑚 𝑜𝑓 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑏𝑦 
 𝜙 = 𝑠𝑢𝑝𝜙 𝑠 ; 𝜙𝜖 𝐶  𝑡0 , 𝑡1 , 𝐸
𝑛 . 
𝐼𝑓 𝑥 𝑖𝑠 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚  −𝑕, ∞ 𝑡𝑜 𝐸𝑛  , 𝑡𝑕𝑒𝑛 𝑥𝑡  𝑖𝑠 𝑎  
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑜𝑛 𝑡𝑕𝑒 𝑑𝑒𝑙𝑎𝑦 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  
 −𝑕, 0 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 ∶  
𝑥𝑡 𝑠 = 𝑥 𝑡 − 𝑠 ; 𝑠 ∈  −𝑕, 0 , 𝑡 ∈  0, ∞ . 
𝑫𝒆𝒇𝒊𝒏𝒊𝒕𝒊𝒐𝒏𝟐. 𝟏  𝑩𝒂𝒍𝒂𝒄𝒉𝒂𝒏𝒅𝒓𝒂𝒏(𝟐𝟎𝟎𝟗)  
𝑇𝑕𝑒 𝑅𝑖𝑒𝑚𝑎𝑛𝑛
− 𝐿𝑖𝑜𝑢𝑣𝑖𝑙𝑙𝑒 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟 𝛽
> 0 𝑜𝑓  
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓 ∈ 𝐶𝑛   , 𝑛 ≥ −1 𝑖𝑠 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠:  
𝐼𝛽𝑓 𝑡 =
1
ρ(𝛽)
  𝑡 − 𝑠 𝛽−1
𝑡
0
𝑓 𝑠 𝑑𝑠 
𝑫𝒆𝒇𝒊𝒏𝒊𝒕𝒊𝒐𝒏 𝟐. 𝟐  𝒇𝒓𝒂𝒄𝒕𝒊𝒐𝒏𝒂𝒍 𝒅𝒆𝒓𝒊𝒗𝒂𝒕𝒊𝒗𝒆  
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𝐼𝑓𝑡𝑕𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑓
∈ 𝐶𝑚  𝑎𝑛𝑑 𝑚 𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟, 𝑡𝑕𝑒𝑛 𝑤𝑒 𝑐𝑎𝑛 𝑑𝑒𝑓𝑖𝑛𝑒 𝑡𝑕𝑒 
 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑑𝑒𝑟𝑖𝑣𝑎𝑡𝑖𝑣𝑒 𝑜𝑓 𝑓 𝑡  𝑖𝑛 𝑡𝑕𝑒 𝐶𝑎𝑝𝑢𝑡𝑜 𝑠𝑒𝑛𝑠𝑒 𝑎𝑠: 
𝑑𝑛𝑓(𝑡)
𝑑𝑡 𝑛
=
1
𝜌 𝑚−𝑛 
  𝑡 − 𝑠 𝑚−𝑛−1
𝑡
0
𝑓𝑚 𝑠 𝑑𝑠 ;  𝑚 − 1 < 𝑛 ≤
𝑚. 
𝐼𝑓 𝑚 = 1, 𝑡𝑕𝑒𝑛 𝑚 − 1 < 𝑛 ≤ 𝑚 𝑏𝑒𝑐𝑜𝑚𝑒𝑠  0 < 𝑛
≤ 1. 𝑇𝑕𝑒𝑛  
𝑑𝑛𝑓 𝑡 
𝑑𝑡𝑛
=
1
𝜌 1 − 𝑛 
  𝑡 − 𝑠 1−𝑛−1
𝑡
0
𝑓1 𝑠 𝑑𝑠 
=
1
𝜌 1 − 𝑛 
  𝑡 − 𝑠 −𝑛
𝑡
0
𝑓1 𝑠 𝑑𝑠 
=  
1
𝜌 1 − 𝑛 
 
1
 𝑡 − 𝑠 𝑛
𝑡
0
𝑓1 𝑠 𝑑𝑠
=  
1
𝜌 1 − 𝑛 
 
𝑓1 𝑠 
 𝑡 − 𝑠 𝑛
𝑡
0
𝑑𝑠, 
 𝑤𝑕𝑒𝑟𝑒 𝑓1 𝑠 
=
𝑑𝑓(𝑠)
𝑑𝑠
 𝑎𝑛𝑑 𝑓 𝑖𝑠 𝑎𝑛 𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑤𝑖𝑡𝑕 𝑣𝑎𝑙𝑢𝑒𝑠 𝑖𝑛 𝑋. 
 
2.1. VARIATION OF CONSTANT FORMULA 
𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑡𝑕𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑑 𝑏𝑦 
 𝑡𝑕𝑒 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 
 𝐼𝑛𝑡𝑒𝑔𝑟𝑜
− 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝐵𝑎𝑛𝑎𝑐𝑕 𝑠𝑝𝑎𝑐𝑒𝑠 𝑤𝑖𝑡𝑕 
 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑑 𝑑𝑒𝑙𝑎𝑦𝑠 𝑖𝑛 𝑡𝑕𝑒 
 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑜𝑓 𝑡𝑕𝑒 𝑓𝑜𝑟𝑚: 
𝑑𝑛𝑓 𝑡 
𝑑𝑡𝑛
= 𝐴𝑥 𝑡 +  𝑑𝜃𝐻 𝑡, 𝜃 
0
−𝑕
𝑢 𝑡 + 𝜃 
+ 𝑓  𝑡, 𝑥 𝑡 ,  𝑔 𝑡, 𝑠, 𝑥 𝑠  𝑑𝑠
𝑡
0
  1.1  
𝑥 0 = 𝑥0 ; 𝑡 ∈ 𝐽 =  𝑡0 , 𝑡1 . 
𝑤𝑕𝑒𝑟𝑒 𝑡𝑕𝑒 𝑠𝑡𝑎𝑡𝑒 𝑥 .   𝑡𝑎𝑘𝑒𝑠 𝑣𝑎𝑙𝑢𝑒𝑠 𝑖𝑛 𝑡𝑕𝑒  
𝐵𝑎𝑛𝑎𝑐𝑕 𝑠𝑝𝑎𝑐𝑒 𝑋, 0 < 𝑛 < 1, 𝑡𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙  
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛  𝑢
∈ 𝐿2  𝑡0 , 𝑡1 , 𝑈  , 𝑎 𝐵𝑎𝑛𝑎𝑐𝑕 𝑠𝑝𝑎𝑐𝑒 𝑜𝑓 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑏𝑙𝑒 
 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑤𝑖𝑡𝑕 
𝑈 𝑎𝑠 𝑎 𝐵𝑎𝑛𝑎𝑐𝑕 𝑠𝑝𝑎𝑐𝑒. 𝐻 𝑡, 𝜃 is an nxm matrix function  
continuous at t and of bounded variation 
in θ on  −𝑕, 0 , h > 0 𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑡 ∈  𝑡0 , 𝑡1 ; 𝑡1
> 𝑡0 . The integral is in the Lebesgue
− Stieltjes 
 sense and  is denoted by the symbol  𝑑𝜃 . And the 
 nonlinear operators f: JxXxX → X , 
g: ∆xX → X are continuous;  ∆=   𝑡, 𝑠 : 0 ≤ 𝑠 ≤ 𝑡 ≤ 𝑡1  . 
If, Gx t =  𝑔 𝑡, 𝑠, 𝑥 𝑠  
𝑡
𝑡0
ds,  
then the equation  1.1 becomes equivalent to the 
 following nonliear integral equation 
 x t = 𝑥0 +
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
Ax 𝑠 ds
+
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
  𝑑𝜃𝐻 𝑡, 𝜃 
0
−𝑕
𝑢 𝑡
+ 𝜃  ds 
 
+
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds 
And the mild solution of the system (1.1) is given by 
x t = 𝑇 𝑡 𝑥0 +
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠   𝑑𝜃𝐻 𝑡, 𝜃 
0
−𝑕
𝑢 𝑡 + 𝜃  ds 
 
+
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds                         (1.2) 
which is similar to the concept defined in the book of 
Pazy(1983). 
𝐹𝑜𝑟 𝑡𝑕𝑒 𝑙𝑖𝑚𝑖𝑡𝑖𝑛𝑔 𝑐𝑎𝑠𝑒, 𝑛
→ 1 , 𝑡𝑕𝑒 𝑎𝑏𝑜𝑣𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.2  𝑟𝑒𝑝𝑟𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑐𝑜𝑚𝑒𝑠  
x t = 𝑇 𝑡 𝑥0 +  𝑇 𝑡 − 𝑠 
𝑡
𝑡0
 𝑑𝜃𝐻 𝑡, 𝜃 
0
−𝑕
𝑢 𝑡 + 𝜃 ds 
+  𝑇 𝑡 − 𝑠 
𝑡
𝑡0
𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds              (1.3) 
. 
𝑊𝑕𝑖𝑐𝑕 𝑖𝑠 𝑡𝑕𝑒 𝑚𝑖𝑙𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 
𝑑𝑥 𝑡 
𝑑𝑡
= 𝐴𝑥 𝑡 +  𝑑𝜃𝐻 𝑡, 𝜃 
0
−𝑕
𝑢 𝑡 + 𝜃 
+ 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠   
𝑊𝑖𝑡𝑕 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑥 0 = 𝑥0 ∈ 𝑋. 
𝐴𝑛𝑎𝑙𝑜𝑔𝑢𝑠 𝑡𝑜 𝑡𝑕𝑒 𝑐𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑝𝑡. 
𝐴𝑐𝑎𝑟𝑒𝑓𝑢𝑙 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 
 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.1 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 𝑠𝑦𝑠𝑡𝑒𝑚 1.2 𝑠𝑕𝑜𝑤𝑠 𝑡𝑕𝑎𝑡 𝑡𝑕𝑒  
𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑡𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑢 𝑡  
𝑓𝑜𝑟 𝑡 ∈  −𝑕, 𝑡1 𝑒𝑛𝑡𝑒𝑟 𝑡𝑕𝑒 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑠𝑡𝑎𝑡𝑒  
𝑡𝑕𝑒𝑟𝑒𝑏𝑦 𝑐𝑟𝑒𝑎𝑡𝑖𝑛𝑔 𝑡𝑕𝑒 𝑛𝑒𝑒𝑑 𝑓𝑜𝑟 𝑎𝑛 
 𝑒𝑥𝑝𝑙𝑖𝑐𝑖𝑡 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟𝑚𝑢𝑙𝑎. 𝑇𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑖𝑛  
𝑡𝑕𝑒 2𝑛𝑑 𝑡𝑒𝑟𝑚 𝑜𝑓 𝑡𝑕𝑒 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 1.2 , 
𝑡𝑕𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑕𝑎𝑠 𝑡𝑜 𝑏𝑒 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 𝑖𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑠  
  −𝑕 ,0 𝑎𝑛𝑑  0 , 𝑡1 . 
𝑇𝑜 𝑎𝑐𝑕𝑖𝑒𝑣𝑒 𝑡𝑕𝑖𝑠 𝑡𝑕𝑎𝑡 2𝑛𝑑 𝑡𝑒𝑟𝑚 𝑜𝑓 𝑠𝑦𝑠𝑡𝑒𝑚  1.2 𝑕𝑎𝑠 
 𝑡𝑜 𝑏𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑 𝑏𝑦 𝑎𝑝𝑝𝑙𝑦𝑖𝑛𝑔 𝑡𝑕𝑒 𝑚𝑒𝑡𝑕𝑜𝑑  
𝑜𝑓 𝐾𝑙𝑎𝑚𝑘𝑎 𝑎𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑑 𝑖𝑛 𝑪𝒉𝒖𝒌𝒘𝒖 𝟏𝟗𝟗𝟐 . 
𝐹𝑖𝑛𝑎𝑙𝑙𝑦, 𝑤𝑒 𝑖𝑛𝑡𝑒𝑟𝑐𝑕𝑎𝑛𝑔𝑒 𝑡𝑕𝑒 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛  
𝑢𝑠𝑖𝑛𝑔 𝑡𝑕𝑒 𝑈𝑛𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝐹𝑢𝑏𝑢𝑛𝑖 𝑡𝑕𝑒𝑜𝑟𝑒𝑚 𝑡𝑜 𝑕𝑎𝑣𝑒 
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x t = 𝑇 𝑡 𝑥0 +  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝐻 𝑠, 𝜃 𝑢 𝑠 + 𝜃 𝑑𝑠  
 
+     
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds                         (2.0) 
⇒  x t = 𝑇 𝑡 𝑥0 +  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡+𝜃
𝑡0+𝜃
𝑇 𝑡
− 𝑠 𝐻 𝑠 − 𝜃, 𝜃 𝑢 𝑠 − 𝜃 + 𝜃 𝑑𝑠  
+     
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds                          2.1 . 
𝑆𝑖𝑚𝑝𝑙𝑖𝑓𝑦𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚 2.1 , 𝑤𝑒 𝑕𝑎𝑣𝑒 
x t = 𝑇 𝑡 𝑥0   +      
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds 
+  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
0+𝜃
𝑇 𝑡 − 𝑠 𝐻 𝑠
− 𝜃, 𝜃 𝑢0 𝑠 𝑑𝑠  
+  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡+𝜃
0
𝑇 𝑡 − 𝑠 𝐻 𝑠
− 𝜃, 𝜃 𝑢 𝑠 𝑑𝑠                   (2.2) 
𝑈𝑠𝑖𝑛𝑔 𝑎𝑔𝑎𝑖𝑛 𝑡𝑕𝑒 𝑈𝑛𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝐹𝑢𝑏𝑢𝑛𝑖 𝑇𝑕𝑒𝑜𝑟𝑚 𝑜𝑛  
𝑡𝑕𝑒 𝑐𝑕𝑎𝑛𝑔𝑒 𝑜𝑓 𝑡𝑕𝑒 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 
 𝑖𝑛𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑖𝑛𝑔 𝐻∗𝑎𝑠 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑏𝑒𝑙𝑜𝑤: 
𝐻∗ 𝑠 − 𝜃, 𝜃 =  
𝐻 𝑠 − 𝜃, 𝜃 , 𝑓𝑜𝑟 𝑠 ≤ 𝑡
0             , 𝑓𝑜𝑟𝑠 ≥ 𝑡
                          (2.3) 
System (.2.2) becomes 
x t = 𝑇 𝑡 𝑥0   +      
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds 
+  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
0+𝜃
𝑇 𝑡 − 𝑠 𝐻 𝑠
− 𝜃, 𝜃 𝑢0 𝑠 𝑑𝑠  
+   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
−𝑕
𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
𝑡
𝑡0
− 𝜃, 𝜃 𝑢 𝑠  𝑑𝑠                      (2.4) 
𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑠 𝑠𝑡𝑖𝑙𝑙 𝑖𝑛 𝑡𝑕𝑒 𝐿𝑒𝑏𝑒𝑠𝑔𝑢𝑒 𝑆𝑡𝑖𝑒𝑙𝑡𝑗𝑒𝑠 𝑠𝑒𝑛𝑠𝑒 𝑖𝑛 𝑡𝑕𝑒 
 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝜃 𝑖𝑛 𝐻.  
𝐹𝑜𝑟 𝑏𝑟𝑒𝑣𝑖𝑡𝑦, 𝑙𝑒𝑡  
𝜶 𝒕 , 𝒔 = 𝑇 𝑡 𝑥0   
+      
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
𝑡
𝑡0
𝑇 𝑡
− 𝑠 𝑓 𝑡, 𝑥 𝑡 , 𝐺𝑥 𝑠  ds                      (2.5) 
𝜷 𝒕 , 𝒔 =  𝑑𝐻𝜃
0
−𝑕
 
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
0+𝜃
𝑇 𝑡 − 𝑠 𝐻 𝑠
− 𝜃, 𝜃 𝑢0 𝑠 𝑑𝑠                        (2.6) 
𝝁 𝒕 , 𝒔 
=
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
−𝑕
𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
− 𝜃, 𝜃 𝑢 𝑠 𝑑𝑠                                              (2.7) 
𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑛𝑔 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛𝑠  2.5 ,  2.6 𝑎𝑛𝑑  2.7 𝑖𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  2.4 , 
 𝑤𝑒 𝑕𝑎𝑣𝑒 𝑎 𝑝𝑟𝑒𝑐𝑖𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛  
𝑜𝑓 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 𝑓𝑜𝑟 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 (1.1) 𝑎𝑠: 
𝑥 𝑡, 𝑥0 , 𝑢 = 𝜶 𝒕 , 𝒔 + 𝜷 𝒕 , 𝒔 +  𝝁 𝒕 , 𝒔 𝑑𝑠
𝑡
𝑡0
 2.8 . 
 
2.2. BASIC SET FUNCTIONS AND PROPERTIES 
Definition 2.2.1 (Reachable set) 
𝑇𝑕𝑒 𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚  1.1 𝑑𝑒𝑛𝑜𝑡𝑒𝑑 𝑏𝑦 
 𝑅(𝑡, 𝑡0) 𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 ∶ 
𝑅(𝑡, 𝑡0) =   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
−𝑕
𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
𝑡
𝑡0
− 𝜃, 𝜃 𝑢 𝑠 𝑑𝑠 ∶ 𝑢 ∈ 𝑈;  𝑢𝑗  ≤ 1 ;  𝑗
= 1,2, … , 𝑚  
𝑊𝑕𝑒𝑟𝑒 𝑈 =  𝑢 ∈ 𝐿2  𝑡0 , 𝑡1 , 𝐸
𝑚   
Definition 2.2.2(Attainable set) 
𝑇𝑕𝑒 𝑎𝑡𝑡𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚  1.1 𝑑𝑒𝑛𝑜𝑡𝑒𝑑 𝑏𝑦 𝐴 𝑡, 𝑡0  
𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 ∶ 
𝐴 𝑡, 𝑡0 =  𝑥 𝑡 , 𝑥0 , 𝑢 : 𝑢 ∈ 𝑈;  𝑢𝑗  ≤ 1 ;  𝑗
= 1,2, … , 𝑚 , 𝑤𝑕𝑒𝑟𝑒 𝑈
=  𝑢 ∈ 𝐿2  𝑡0 , 𝑡1 , 𝐸
𝑚   
Definition 2.2.3 (Target set) 
𝑇𝑕𝑒 𝑇𝑎𝑟𝑔𝑒𝑡 𝑠𝑒𝑡 𝑓𝑜𝑟 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚(1.1) 𝑑𝑒𝑛𝑜𝑡𝑒𝑑 𝑏𝑦 𝐺 𝑡, 𝑡0 
is given by  
𝐺 𝑡, 𝑡0 =  𝑥 𝑡 , 𝑥0 , 𝑢 ∶ 𝑡 ≥ 𝜏
> 𝑡0 , 𝑓𝑜𝑟  𝑠𝑜𝑚𝑒 𝑓𝑖𝑥𝑒𝑑  𝜏 𝑎𝑛𝑑 𝑢 ∈ 𝑈  
Definition 2.2.4 (Controllability grammian or Map) 
𝑇𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑔𝑟𝑎𝑚𝑚𝑖𝑎𝑛 𝑜𝑟𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦  
𝑚𝑎𝑝 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚  1.1 𝑑𝑒𝑛𝑜𝑡𝑒𝑑 𝑏𝑦 𝑊 𝑡, 𝑡0  
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 𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 ∶  𝑊 𝑡, 𝑡0 
=  𝝁 𝒕 , 𝒔 𝝁 𝒕 , 𝒔 𝑻
𝑡
𝑡0
 , 𝑤𝑕𝑒𝑟𝑒 𝑇 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑚𝑎𝑡𝑟𝑖𝑥 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 
Definition 2, 2.5 (Positive Definite) 
𝑇𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑔𝑟𝑎𝑚𝑚𝑖𝑎𝑛 𝑜𝑟 𝑚𝑎𝑝 𝑊 𝑖𝑠 
 𝑠𝑎𝑖𝑑 𝑡𝑜 𝑏𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑒 𝑖𝑓 𝑊 𝑣𝑎𝑟𝑛𝑖𝑠𝑕𝑒𝑠 𝑜𝑛𝑙𝑦 
 𝑎𝑡 𝑡𝑕𝑒 𝑜𝑟𝑖𝑔𝑖𝑛 𝑎𝑛𝑑 𝑊 𝑥 > 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ≠ 0, 𝑥
∈ 𝐷, 𝑤𝑕𝑒𝑟𝑒 𝐷
=  𝑥 ∈ 𝐸𝑛 ∶   𝑥 ≤ 𝑟 ; 𝑟 > 0 ⊂ 𝐸𝑛  
 
2.3. RELATIONSHIP BETWEEN THE SET 
FUNCTIONS 
𝑊𝑒 𝑠𝑕𝑎𝑙𝑙 𝑓𝑖𝑟𝑠𝑡 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠𝑕 𝑡𝑕𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠𝑕𝑖𝑝 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 
 𝑡𝑕𝑒 𝑎𝑡𝑡𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑠𝑒𝑡 𝑎𝑛𝑑 𝑡𝑕𝑒 𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑠𝑒𝑡, 𝑡𝑜 
 𝑒𝑛𝑎𝑏𝑙𝑒 𝑢𝑠 𝑠𝑒𝑒 𝑡𝑕𝑎𝑡 𝑜𝑛𝑐𝑒 𝑎 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 𝑕𝑎𝑠 𝑏𝑒𝑒𝑛 𝑝𝑟𝑜𝑣𝑒𝑑  
𝑓𝑜𝑟 𝑜𝑛𝑒 𝑠𝑒𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑡𝑕𝑒𝑛 𝑖𝑡 𝑖𝑠 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒 
 𝑡𝑜 𝑡𝑕𝑒 𝑜𝑡𝑕𝑒𝑟. From equation (2.4), 
𝐴 𝑡, 𝑡 =  𝜂 𝑡 + 𝑅(𝑡, 𝑡0)  , 𝑓𝑜𝑟 𝑢 ∈ 𝑈; 𝑡 ∈  𝑡0 , 𝑡1 , 𝑤𝑕𝑒𝑟𝑒 ,
𝜼 𝒕 = 𝜶 𝒕 , 𝒔 + 𝜷 𝒕 , 𝒔 . 
This means that the attainable set is the translation  
of the reachable set through  
the 𝑜𝑟𝑖𝑔𝑖𝑛 𝜂
∈ 𝐸𝑛 . 𝑈𝑠𝑖𝑛𝑔 𝑡𝑕𝑒 𝑎𝑡𝑡𝑎𝑖𝑛𝑎𝑏𝑙𝑒 𝑠𝑒𝑡, 𝑡𝑕𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑖𝑡 𝑖𝑠 𝑒𝑎𝑠𝑦  
𝑡𝑜 𝑠𝑕𝑜𝑤 𝑡𝑕𝑎𝑡 𝑡𝑕𝑒 𝑠𝑒𝑡  
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑝𝑜𝑠𝑠𝑒𝑠𝑠 𝑡𝑕𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 𝑜𝑓 𝑐𝑜𝑛𝑣𝑒𝑥𝑖𝑡𝑦, 
𝑐𝑙𝑜𝑠𝑒𝑑𝑛𝑒𝑠𝑠, 𝑎𝑛𝑑 𝑐𝑜𝑚𝑝𝑎𝑐𝑡𝑛𝑒𝑠𝑠. 𝑁𝑜𝑡 𝑎𝑙𝑜𝑛𝑒, 
 𝑡𝑕𝑒 𝑠𝑒𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑎𝑟𝑒 𝑐𝑜𝑛 𝑡𝑒𝑛𝑢𝑜𝑢𝑠  𝑜𝑛  0, ∞ 𝑡𝑜 𝑡𝑕𝑒 
 𝑚𝑒𝑡𝑟𝑖𝑐 𝑠𝑝𝑎𝑐𝑒 𝑜𝑓 𝑐𝑜𝑚𝑝𝑎𝑐𝑡 𝑠𝑢𝑏𝑠𝑒𝑡𝑠 𝑜𝑓 𝐸𝑛  
𝑪𝑯𝑼𝑲𝑾𝑼  𝟏𝟗𝟖𝟖 𝑎𝑛𝑑𝑮𝒚𝒐𝒓𝒊 𝟏𝟗𝟖𝟐 𝑔𝑎𝑣𝑒 𝑖𝑚𝑝𝑒𝑡𝑢𝑠 𝑓𝑜𝑟 
 𝑎𝑑𝑎𝑝𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑡𝑕𝑒 𝑝𝑟𝑜𝑜𝑓𝑠 𝑜𝑓  
𝑡𝑕𝑒𝑠𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 𝑓𝑜𝑟 𝑠𝑦𝑠𝑡𝑒𝑚(1.1). 
Definition 2.3.1 (Relative controllability) 
𝑇𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.1 𝑖𝑠 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑙𝑒  𝑜𝑛 𝑡𝑕𝑒 
 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 [𝑡0 , 𝑡1] 𝑖𝑓 
𝐴 𝑡, 𝑡0 ∩ 𝐺 𝑡, 𝑡0 ≠ 𝜙, 𝑡 > 𝑡0 ∈ [𝑡0 , 𝑡1]’ 
Definition 2.3.1 (Properness) 
𝑇𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.1  𝑖𝑠 𝑝𝑟𝑜𝑝𝑒𝑟 𝑖𝑛 𝐸𝑛  𝑜𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  𝑡0 , 𝑡1  
 𝑖𝑓 𝑠𝑝𝑎𝑛𝑅 𝑡 , 𝑡0 = 𝐸
𝑛  
𝑖. 𝑒. 𝑖𝑓, 𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
𝑡
𝑡0
− 𝜃, 𝜃  = 0  𝑎. 𝑒 , ⇒ 𝐶 = 0 ; 𝐶 ∈ 𝐸𝑛 . 
Definition 2.3.1 (Complete state) 
𝑊𝑒 𝑑𝑒𝑛𝑜𝑡𝑒 𝑡𝑕𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑠𝑡𝑎𝑡𝑒 𝑜𝑓 𝑠𝑦𝑠𝑡𝑒𝑚 1.1   
𝑎𝑡 𝑡𝑖𝑚𝑒  𝑡  𝑏𝑦 
𝒛 𝒕 =  𝒙 𝒕 , 𝒖𝒕 . 
𝑇𝑕𝑒𝑛 , 𝑡𝑕𝑒 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑠𝑡𝑎𝑡𝑒 𝑜𝑓 𝑠𝑦𝑠𝑡𝑚 1.1  𝑎𝑡  
𝑡𝑖𝑚𝑒 𝑡0 𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦  
𝒛 𝒕𝟎 =  𝒙𝟎 , 𝒖𝒕𝟎  
III. MAIN RESULTS 
𝑇𝑕𝑒 𝑖𝑠𝑠𝑢𝑒 𝑜𝑓 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑁𝑒𝑢𝑡𝑟𝑎𝑙  
𝑉𝑜𝑙𝑡𝑒𝑟𝑟𝑎 𝐼𝑛𝑡𝑒𝑔𝑟𝑜 − 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙  
𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛𝑠 𝑕𝑎𝑣𝑒 𝑏𝑒𝑒𝑛 𝑠𝑒𝑡𝑡𝑙𝑒𝑑 𝑖𝑛 𝑩𝒂𝒍𝒂𝒄𝒉𝒂𝒏𝒅𝒓𝒂𝒏  𝟏𝟗𝟗𝟐 , 
𝑩𝒂𝒍𝒂𝒄𝒉𝒂𝒏𝒅𝒓𝒂𝒏   𝟏𝟗𝟖𝟗 , 
𝑩𝒂𝒍𝒂𝒄𝒉𝒂𝒏𝒅𝒓𝒂𝒏 𝟏𝟗𝟗𝟕 . 
𝐹𝑟𝑜𝑚 𝑡𝑕𝑒 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑜𝑓 𝑡𝑕𝑒𝑠𝑒 𝑠𝑡𝑢𝑑𝑖𝑒𝑠 𝑡𝑕𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 
 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 
 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡𝑠 𝑒𝑚𝑒𝑟𝑔𝑒. 
Theorem 3.1.(Necessary conditions) 
Consider the system  
𝑑𝑛𝑥(𝑡)
𝑑𝑡𝑛
= 𝐴𝑥 𝑡 
+  𝑑𝜃𝐻 𝑡, 𝜃 𝑢 𝑡 + 𝜃 
0
−𝑕
+ 𝑓  𝑡, 𝑥 𝑡 ,  𝑔 𝑡, 𝑠, 𝑥 𝑠  𝑑𝑠
𝑡
0
                  (3.1) 
𝑥 0 = 𝑥0  ; 𝑡 ∈ 𝐽 =  𝑡0 , 𝑡1 . 
𝑤𝑖𝑡𝑕 𝑡𝑕𝑒 𝑠𝑎𝑚𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 𝑜𝑛 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚′𝑠𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑎𝑠  
𝑖𝑛 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.1 , 𝑡𝑕𝑒𝑛 𝑡𝑕𝑒  
𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 ∶ 
 1 . 𝑆𝑦𝑠𝑡𝑒𝑚(3.1)𝑖𝑠 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑙𝑒 𝑜𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝐽
=  𝑡0 , 𝑡1 . 
 2 . 𝑇𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑔𝑟𝑎𝑚𝑚𝑖𝑎𝑛  𝑾 𝒕 , 𝒕𝟎 𝑜𝑓 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  
  𝑖𝑠 𝑛𝑜𝑛 − 𝑠𝑖𝑛𝑔𝑢𝑙𝑎𝑟. 
 3 . 𝑆𝑦𝑠𝑡𝑒𝑚(3.1) 𝑖𝑠 𝑝𝑟𝑜𝑝𝑒𝑟 𝑜𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝐽 =  𝑡0 , 𝑡1 . 
 
𝑷𝑹𝑶𝑶𝑭: 
  𝟏 =  𝟐 .   
𝑅𝑒𝑐𝑎𝑙𝑙: 𝑇𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑔𝑟𝑎𝑚𝑚𝑖𝑎𝑛 𝑾 𝒕 , 𝒕𝟎  𝑜𝑓 𝑡𝑕𝑒 
 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑖𝑠 𝑛𝑜𝑛 − 𝑠𝑖𝑛𝑔𝑢𝑙𝑎𝑟, 𝑖𝑠 
𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑡𝑜 𝑠𝑎𝑦𝑖𝑛𝑔 𝑡𝑕𝑎𝑡 𝑾 𝒕 , 𝒕𝟎  𝑖𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑒, 
𝑤𝑕𝑖𝑐𝑕 𝑖𝑛 𝑡𝑢𝑟𝑛  𝑖𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑡𝑜 𝑠𝑎𝑦𝑖𝑛𝑔  
𝑡𝑕𝑎𝑡 𝑡𝑕𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1 𝑖𝑠 𝑒𝑞𝑢𝑎𝑙  
𝑡𝑜 𝑧𝑒𝑟𝑜 𝑎𝑙𝑚𝑜𝑠𝑡 𝑒𝑣𝑒𝑟𝑦𝑤𝑕𝑒𝑟𝑒 𝑜𝑛 𝑡𝑕𝑒 
 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  𝑡0 , 𝑡1  , 𝑖𝑚𝑝𝑙𝑦𝑖𝑛𝑔 𝑡𝑕𝑎𝑡 𝐶 = 0.  
𝑖. 𝑒. 𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 
𝑡
𝑡0
= 0  𝑎. 𝑒 , ⇒ 𝐶 = 0 ; 𝐶 ∈ 𝐸𝑛 ,  
𝑤𝑕𝑖𝑐𝑕 𝑖𝑠 𝑝𝑟𝑜𝑝𝑒𝑟𝑛𝑒𝑠𝑠 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑠𝑖𝑛𝑐𝑒 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙  
𝑖𝑠 𝑛𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒. 
 𝑇𝑕𝑖𝑠 , 𝑡𝑕𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑠𝑕𝑜𝑤𝑠𝑒𝑑 𝑡𝑕𝑎𝑡  1  𝑖𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑡𝑜  2 , 𝑜𝑟  1 
=  2 . 
𝑻𝒐 𝒔𝒉𝒐𝒘 𝒕𝒉𝒂𝒕  𝟐  𝒂𝒏𝒅 𝟑  𝒂𝒓𝒆 𝒆𝒒𝒖𝒊𝒗𝒂𝒍𝒆𝒏𝒕. 
𝐵𝑦  𝑡𝑕𝑒 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑖𝑜𝑛  𝑜𝑓 𝑝𝑟𝑜𝑝𝑒𝑟𝑛𝑒𝑠𝑠 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1 , 
𝑤𝑒 𝑕𝑎𝑣𝑒  2  𝑔𝑖𝑣𝑒𝑛 𝑎𝑠 ∶ 
𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 
𝑡
𝑡0
= 0  𝑎. 𝑒 , ⇒ 𝐶 = 0 ; 𝐶 ∈ 𝐸𝑛  ,  
𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑠 ∈  𝑡0 , 𝑡1  ,   𝑡𝑕𝑒𝑛 
 𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 𝑢 𝑠 𝑑𝑠
𝑡
𝑡0
 
= 𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
𝑡
𝑡0
− 𝜃, 𝜃  𝑢 𝑠 𝑑𝑠 = 0  , 𝑓𝑜𝑟 𝑢 ∈ 𝐿2  3.2  
It follows from this last equation (3.2) that C is orthogonal 
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to the reachable set  
𝑅(𝑡, 𝑡0) =   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1
0
−𝑕
𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
𝑡
𝑡0
− 𝜃, 𝜃 𝑢 𝑠 𝑑𝑠 ∶ 𝑢 ∈ 𝑈;  𝑢𝑗  ≤ 1 ;  𝑗
= 1,2, … , 𝑚  
𝐼𝑓 𝑤𝑒 𝑎𝑠𝑠𝑢𝑚𝑒 𝑡𝑕𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 
 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑛𝑜𝑤, 𝑅 𝑡, 𝑡0 = 𝐸
𝑛  , 𝑠𝑜𝑡𝑕𝑎𝑡  
𝐶
= 0, 𝑠𝑕𝑜𝑤𝑖𝑛𝑔 𝑡𝑕𝑎𝑡  3  𝑖𝑚𝑝𝑙𝑖𝑒𝑠  2 . 𝑂𝑟  1  𝑖𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 
 𝑡𝑜 2  𝑎𝑛𝑑 2 𝑖𝑠 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑡𝑜 
 3  𝑎𝑛𝑑 𝑣𝑖𝑠 − 𝑎 − 𝑣𝑖𝑠  3  𝑡𝑜  2  𝑡𝑜  1 . 
𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑒𝑙𝑦, 𝑎𝑠𝑠𝑢𝑚𝑒 𝑡𝑕𝑎𝑡 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑖𝑠 𝑛𝑜𝑡  
𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑙𝑒, 𝑠𝑜𝑡𝑕𝑎𝑡  𝑡𝑕𝑒  
𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑅 𝑡, 𝑡0 ≠ 𝐸
𝑛  𝑓𝑜𝑟 𝑡
> 𝑡0 . 𝑇𝑕𝑒𝑛 , 𝑡𝑕𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡𝑠 𝐶 ≠ 0 , 𝐶
∈ 𝐸𝑛   , 𝑠𝑢𝑐𝑕 𝑡𝑕𝑎𝑡 
𝐶𝑇𝑅 𝑡, 𝑡0 = 0 .  
𝐼𝑡𝑓𝑜𝑙𝑙𝑜𝑤𝑠 𝑡𝑕𝑎𝑡 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑑𝑚𝑖𝑠𝑠𝑖𝑏𝑙𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠 𝑢 ∈ 𝐿2  𝑡𝑕𝑎𝑡 
0 =  𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
𝑡
𝑡0
− 𝜃, 𝜃  𝑢 𝑠 𝑑𝑠  , 𝑓𝑜𝑟 𝑢 ∈ 𝐿2 
=   𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
𝑡
𝑡0
− 𝜃, 𝜃  𝑢 𝑠 𝑑𝑠 
Hence, 
𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 𝑢 𝑠 𝑑𝑠
𝑡
𝑡0
= 0 , 𝑎. 𝑒 ;  𝑠 ∈  𝑡0 , 𝑡1  , 𝐶 ≠ 0. 
𝐵𝑦 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑟𝑜𝑝𝑒𝑟𝑛𝑒𝑠𝑠 , 𝑖𝑡 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑡𝑕𝑎𝑡 
 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑖𝑠 𝑛𝑜𝑡 𝑝𝑟𝑜𝑝𝑒𝑟 , 𝑠𝑖𝑛𝑐𝑒 𝑐 ≠ 0. 
 𝐻𝑒𝑛𝑐𝑒 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1 𝑖𝑠 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑙𝑒. 
 
 
Theorem 3.2. (Sufficientconditions) 
Consider the system  
𝑑𝑛𝑥(𝑡)
𝑑𝑡𝑛
= 𝐴𝑥 𝑡 
+  𝑑𝜃𝐻 𝑡, 𝜃 𝑢 𝑡 + 𝜃 
0
−𝑕
+ 𝑓  𝑡, 𝑥 𝑡 ,  𝑔 𝑡, 𝑠, 𝑥 𝑠  𝑑𝑠
𝑡
0
                  (3.2) 
𝑥 0 = 𝑥0  ; 𝑡 ∈ 𝐽 =  𝑡0 , 𝑡1 . 
𝑤𝑖𝑡𝑕 𝑡𝑕𝑒 𝑠𝑎𝑚𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 𝑜𝑛 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚𝑠`  𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 
 𝑎𝑠 𝑖𝑛 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 1.1 , 𝑡𝑕𝑒𝑛 𝑡𝑕𝑒  
𝑠𝑦𝑠𝑡𝑒𝑚 3.2  𝑖𝑠 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑙𝑒 𝑜𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 𝐽
=  𝑡0 , 𝑡1  𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑧𝑒𝑟𝑜 𝑖𝑠  
𝑖𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 𝑜𝑓 𝑡𝑕𝑒 𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑠𝑒𝑡. 
PROOF 
𝑇𝑕𝑒 𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑠𝑒𝑡 𝑅 𝑡 , 𝑡0 𝑖𝑠 𝑐𝑙𝑜𝑠𝑒𝑑 𝑎𝑛𝑑 𝑐𝑜𝑛𝑣𝑒𝑥 𝑠𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 
 𝐸𝑛  . 𝑇𝑕𝑒𝑟𝑒𝑓𝑜𝑟𝑒, 𝑎 𝑝𝑜𝑖𝑛𝑡  
𝑦1
∈ 𝐸𝑛  𝑜𝑛 𝑡𝑕𝑒 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑡𝑕𝑎𝑡 𝑡𝑕𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑝𝑙𝑎𝑛𝑒 
 𝝅 𝑜𝑓 𝑅 𝑡 , 𝑡0  𝑡𝑕𝑟𝑜𝑢𝑔𝑕 𝑦1 . 
 𝑖. 𝑒.       𝐶𝑇 𝑦 − 𝑦1 ≤ 0 , 
𝑓𝑜𝑟 𝑒𝑎𝑐𝑕 𝑦 ∈ 𝑅 𝑡 , 𝑡0 , 𝑤𝑕𝑒𝑟𝑒 𝐶
≠ 0 𝑖𝑠 𝑎𝑛 𝑜𝑢𝑡𝑤𝑎𝑟𝑑 𝑛𝑜𝑟𝑚𝑎𝑙 𝑡𝑜 𝑡𝑕𝑒 𝑡𝑕𝑒 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑝𝑙𝑎𝑛𝑒 𝝅. 
𝐼𝑓 𝑢1 𝑖𝑠 𝑡𝑕𝑒 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑡𝑜 𝑦1 , 𝑤𝑒 𝑕𝑎𝑣𝑒 
𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 𝑢 𝑠 𝑑𝑠
𝑡
𝑡0
≤ 𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡
0
−𝑕
𝑡
𝑡0
− 𝑠 𝑑𝜃𝐻
∗ 𝑠
− 𝜃, 𝜃  𝑢1 𝑠 𝑑𝑠                  (3.2) 
𝑭𝒐𝒓𝒆𝒂𝒄𝒉 𝒖
∈ 𝑼 𝒂𝒏𝒅 𝒔𝒊𝒏𝒄𝒆 𝑼 𝒊𝒔 𝒂 𝒖𝒏𝒊𝒕 𝒔𝒑𝒉𝒆𝒓𝒆 , 𝒕𝒉𝒆 𝒊𝒏𝒆𝒒𝒖𝒂𝒍𝒊𝒕𝒚  𝟑. 𝟐  
 𝒃𝒆𝒄𝒐𝒎𝒆𝒔 
 𝐶𝑇   
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
𝑡
𝑡0
− 𝜃, 𝜃  𝑢 𝑠 𝑑𝑠 
≤   𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡
0
−𝑕
𝑡
𝑡0
− 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃  . 1 𝑑𝑠 
=  𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 
𝑡
𝑡0
 
 𝑠𝑔𝑛 𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
  3.3 . 
𝐶𝑜𝑚𝑝𝑎𝑟𝑖𝑛𝑔  3.2  𝑤𝑖𝑡𝑕  3.3 , 𝑤𝑒 𝑕𝑎𝑣𝑒  
𝑢1 𝑡 = 𝑠𝑔𝑛 𝐶
𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠
0
−𝑕
− 𝜃, 𝜃   3.4 .  
𝑀𝑜𝑟𝑒 𝑠𝑜 , 𝑎𝑠 𝑦1  𝑖𝑠 𝑜𝑛 𝑡𝑕𝑒 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑠𝑖𝑛𝑐𝑒 𝑤𝑒 𝑎𝑙𝑤𝑎𝑦𝑠 𝑕𝑎𝑣𝑒 0
∈ 𝑅 𝑡, 𝑡0 . 
 𝐼𝑓 𝑧𝑒𝑟𝑜 𝑤𝑒𝑟𝑒 𝑛𝑜𝑡 𝑖𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟 𝑜𝑓 𝑡𝑕𝑒 𝑟𝑒𝑎𝑐𝑕𝑎𝑏𝑙𝑒 𝑠𝑒𝑡  
𝑅 𝑡, 𝑡0 , 𝑡𝑕𝑒𝑛 𝑖𝑡 𝑖𝑠 𝑜𝑛 𝑡𝑕𝑒 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦.  
𝐻𝑒𝑛𝑐𝑒 , 𝑓𝑟𝑜𝑚 𝑡𝑕𝑒 𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 𝑎𝑟𝑔𝑢𝑚𝑒𝑛𝑡, 𝑖𝑡 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑡𝑕𝑎𝑡  
0 =  𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 
𝑡
𝑡0
 
𝑆𝑜𝑡𝑕𝑎𝑡 , 
                                                                                 57                                                                 www.ijntr.org 
 
𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 
= 0 𝑎. 𝑒. , 𝑠𝑖𝑛𝑐𝑒 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑖𝑠 𝑛𝑜𝑡 𝑧𝑒𝑟𝑜. 
𝑇𝑕𝑖𝑠, 𝑏𝑦 𝑡𝑕𝑒 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑟𝑜𝑝𝑒𝑟𝑛𝑒𝑠𝑠 𝑖𝑚𝑝𝑙𝑖𝑒𝑠 𝑡𝑕𝑎𝑡  
𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.2 𝑖𝑠 𝑛𝑜𝑡 𝑝𝑟𝑜𝑝𝑒𝑟  
𝑠𝑖𝑛𝑐𝑒 𝐶 ≠ 0. 𝐻𝑜𝑤𝑒𝑣𝑒𝑟, 𝑖𝑓 0 ∈ 𝐼𝑛𝑡𝑒𝑟𝑖𝑜𝑟𝑅 𝑡, 𝑡0  𝑓𝑜𝑟  𝑡
> 𝑡0 ;  𝑡 > 0 , 
𝐶𝑇  
1
𝜌 𝑛 
  𝑡 − 𝑠 𝑛−1𝑇 𝑡 − 𝑠 𝑑𝜃𝐻
∗ 𝑠 − 𝜃, 𝜃 
0
−𝑕
 = 0 𝑎. 𝑒 
⇒ 𝐶 = 0 
𝑊𝑕𝑖𝑐𝑕 𝑖𝑠 𝑡𝑕𝑒 𝑝𝑟𝑜𝑝𝑒𝑟𝑛𝑒𝑠𝑠 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 𝑎𝑛𝑑 𝑏𝑦 
  𝑡𝑕𝑒 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑐𝑒 𝑖𝑛 𝑡𝑕𝑒𝑜𝑟𝑒𝑚 3.1 , 𝑡𝑕𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 
 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑡𝑕𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 3.1  𝑜𝑛 𝑡𝑕𝑒 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙  𝐽
=  𝑡0 , 𝑡1  𝑖𝑠 𝑒𝑠𝑡𝑎𝑏𝑙𝑖𝑠𝑕𝑒𝑑. 
IV. CONCLUSION 
The explicit variation of constant formula for the system 
(1.1) visa-à-via system (3.1) was established using the 
Unsymmetric Fubini theorem. The set functions upon which 
our studies hinged were extracted from the Mild Solution. 
We established the necessary condition for the system 
(1.1) to be relatively controllable. This is stated and proved in 
theorem (3.1). While the sufficient condition for the system 
(1.1) to be relatively controllable is stated and proved in 
theorem (3.2).That is, we established that- a Fractional 
Integrodifferential Systems in a Banach Space with 
Distributed Delays in the Control, is relatively controllable 
on the interval  𝐽 = [𝑡0 , 𝑡1 ] if and only if zero is in the 
interior of the reachable set of the system (1.1). 
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