Abstract. We introduce the quasi-Poisson enveloping algebra and Poisson enveloping algebra for a non-commutative Poisson algebra. We prove that for a non-commutative Poisson algebra, the category of quasi-Poisson modules is equivalent to the category of left modules over its quasi-Poisson enveloping algebra, and the category of Poisson modules is equivalent to the category of left modules over its Poisson enveloping algebra.
In this paper, we introduce quasi-Poisson enveloping algebra and Poisson enveloping algebra for a given NCPA. It turns out that the category of quasi-Poisson modules is equivalent to the category of left modules over its quasi-Poisson enveloping algebra, and the category of Poisson modules is equivalent to the category of left modules over its Poisson enveloping algebra.
As a consequence, we give an affirmative answer to a question raised in [5, Section 2] : does there exist enough injectives or projectives in the category of Poisson modules? This will enable us to construct certain cohomology theory for NCPA in a standard way by using projective and injective resolutions [1] . A possible application for algebraist is that cohomology theory of the standard Poisson algebras (see Example 1.3) may give some brand new invariants of associative algebras.
Note that another version of Poisson enveloping algebra for a commutative Poisson algebra was introduced in [11, Definition 3] . We would like to emphasize that Poisson enveloping algebra in our sense, when restricted to a commutative Poisson algebra, is different from that one; see Remark 2.6.
The paper is organized as follows. In section 1, we recall some definitions and notations. A characterization of Poisson-simple algebras is also given. Section 2 deals with the construction of quasi-Poisson enveloping algebra and Poisson enveloping algebra for a given NCPA. In Section 3, we give our main result: the category of quasi-Poisson modules is equivalent to the category of left modules over the quasiPoisson enveloping algebra; the category of Poisson modules is equivalent to the category of left modules over the Poisson enveloping algebra.
Poisson algebras and modules
Throughout K will be a fixed field of characteristic 0 and algebras considered are over K. All unadorned ⊗ will mean ⊗ K . Without loss of generality, we assume that associative algebras considered here have an identity. Definition 1.1. A non-commutative Poisson algebra (NCPA) over K is a triple A = (A, •, {−, −}), where A is a K-space, (A, •) is an associative algebra and (A, {−, −}) is a Lie algebra, such that the Leibniz rule {ab, c} = a{b, c} + {a, c}b holds for all a, b, c ∈ A, here we write a•b as ab for brevity. The operator • is called the multiplication and {−, −} the Poisson bracket of A. Remark 1.2. Note that a usual Poisson algebra is by definition an NCPA with commutative multiplication. In this paper, when we use the term Poisson algebra we always mean a commutative one, otherwise we use the notion NCPA. 
for all a, b ∈ A and m ∈ M , and a · m and m · a denote the left and right A-action on M respectively. Note that the last condition is just equivalent to say that M is a Lie module over A. If moreover,
hold for all a ∈ A and m ∈ M . We denote the category of quasi-Poisson A-modules (resp. Poisson modules) by Q(A) (resp. P(A)). Remark 1.5. The definition of Poisson A-module is suggested in [5] , see also [9, Section 0]. One of its immediate merits is that A itself can be naturally viewed as a Poisson A-module with the regular A-A-bimodule structure and the action {−, −} * given by the Poisson bracket, i.e., {a, b} * = {a, b} for all a, b ∈ A. Example 1.6. Let A be an NCPA. Then A ⊗ A admits a quasi-Poisson module structure with the actions given by a · (b ⊗ c) = ab ⊗ c, (a ⊗ b) · c = a ⊗ bc and {a, b ⊗ c} * = {a, b} ⊗ c + b ⊗ {a, c} for all a, b, c ∈ A. Note that this does not give to a Poisson module in general. Concerning the relations between Hochschild cohomology and deformation theory, Poisson modules in our sense by using bimodules seems to be more suitable for deformation theory, even for commutative Poisson algebras.
Recall that a Poisson derivation is a linear endomorphism of A which is both an associative algebra derivation and a Lie algebra derivation. We have the following observation, generalizing [4, Example 7] . Moreover, if dim K C(A) = 1, then there is a unique Poisson A-module structure (A, {−, −} * ) on the regular bimodule A, which is given by {a, b} * = {a, b}.
Proof. Suppose A is a Poisson A-module. Set ψ(a) = {a, 1 A } * . We will show that ψ is a Poisson derivation with ψ(A) ⊆ C(A). For any a, b ∈ A, {a, b} * = {a, b} + b{a,
where the equalities follow from b = b1 A = 1 A b and (1.1) and (1.2). Hence ψ(a) ∈ C(A) for all a ∈ A.
, which implies that ψ is an associative derivation.
Moreover, the following equalities implies that ψ is also a Lie algebra derivation.
Combined with (1.4), we get the equality (1.7).
The proof of the converse part is easy and left to the reader. Now suppose that dim K C(A) = 1. It suffices to consider the case dim K A ≥ 3. Take a basis {e 1 , e 2 , e 3 · · · } of A with e 1 = 1 A . Thus C(A) = Ke 1 . Suppose that (A, {−, −} * ) is a Poisson A-module and ψ the induced derivation. Then ψ(e i e j ) = ψ(e i )e j + e i ψ(e j ), ∀i = j ≥ 2.
Note that ψ(e i e j ) ∈ Ke 1 , ψ(e i )e j ∈ Ke j and e i ψ(e j ) ∈ Ke i . By assumption e 1 , e i , e j are linearly independent and it forces ψ(e i ) = ψ(e j ) = 0, ∀i, j ≥ 2. Since ψ(1 A ) = 0 for any Poisson derivation ψ, we obtain that ψ(a) = 0, ∀a ∈ A, and hence {a, b} * = {a, b} + ψ(a)b = {a, b}, ∀a, b ∈ A. Remark 1.10. For an NCPA, it is still not known whether the above correspondence between the set of Poisson module structures on the regular A-bimodule and the set of Poisson derivations is bijective. This is just equivalent to ask whether any Poisson derivation for an NCPA has the property (1.7).
In the rest of this section, we will characterize the simplicity of an NCPA A by studying its Poisson modules. Recall that a left (resp. right, two-sided) Poisson ideal of A is defined to be an ideal in the Lie algebra sense and a left (resp. right, two-sided) ideal in the associative algebra sense. When I is a two-sided Poisson ideal of A, it is easy to check that A/I is a Poisson A-module with the weak Poisson action given by {a, b + I} * {a, b} + I for any a, b ∈ A. Moreover, A/I is an NCPA with the obvious bracket {a + I, b + I} {a, b} + I.
An NCPA A is left (resp. right) Poisson-simple provided that any left (resp. right) Poisson ideal of A is either 0 or A. A is said to be Poisson-simple if any twosided Poisson ideal of A is either 0 or A itself. Clearly if A is simple as an associative algebra, then A is Poisson-simple. Since M is a quasi-Poisson module by assumption, (1.1) and (1.2) implies that {b, a}m = {b, am} * − a{b, m} * = 0 and m{b, a} = {b, ma} * − {b, m} * a = 0, thus {b, a} ∈ Ann A (M ). It concludes that Ann(M ) is a two-sided Poisson ideal. Proposition 1.12. Let A be an NCPA. The following statements are equivalent:
Proof. (i)=⇒(ii). Assume that A is Poisson simple and M is a quasi-Poisson
(ii)=⇒(iii) is obvious, for a Poisson module is always a quasi-Poisson module.
(iii)=⇒(i). Suppose that for any Poisson A-module M = 0, Ann A (M ) = 0. Assume that A is not Poisson-simple and let I = 0 be a proper two-sided Poisson ideal, then A/I is a Poisson A-module such that Ann A (A/I) = I, which leads to a contradiction. Thus A must be Poisson-simple.
Poisson enveloping algebras
The main purpose of this section is to introduce the notion of Quasi-Poisson enveloping algebra and Poisson enveloping algebra for an NCPA. For this we need some preparation.
Recall that the opposite algebra A op of an associative algebra A has the same underlying vector space as A and the multiplication is given in a reversed order, i.e. a · A op b = b · A a. The associative algebra A ⊗ A op is called the enveloping algebra of A and denoted by A e . We denote a · A b by a•b and a · A op b by a•b to simplify the notation. Note that if A is an NCPA , then A op is also an NCPA with the same Poisson bracket as defined on A.
Let H be a Hopf algebra and A an H-module algebra, i.e. A is an associative algebra and a left H-module, such that h(
Then we may define a multiplication ⋆ on the vector space A ⊗ H by setting
It is not hard to show that (A ⊗ H, ⋆) is an associative algebra with identity 1 A ⊗ 1 H , which we call the smash product of A and H and denote by A#H. Elements in A#H are usually written as a#h rather than a ⊗ h. We refer to [13] for more details about Hopf algebras, module algebras over a Hopf algebra and their smash product.
Remark 2.1. Let H be a cocommutative Hopf algebra. Recall that H is cocommu-
Then for any H-module algebra A, the opposite algebra A op is also a H-module algebra with the same Haction as the one on A. Moreover, if A and B are both H-module algebra, then so is A ⊗ B, here the H-action on A ⊗ B is given by the usual tensor product, say
In particular, the enveloping algebra A e of an H-module algebra A is also an H-module algebra.
Let A be a K-vector space and T (A) the tensor algebra. By definition there is a decomposition of vector spaces T (A) = ∞ i=0 T i (A), making T (A) a positively graded algebra, here T i (A) = A ⊗i . Any a ∈ T i (A) is said to be a homogeneous element of degree i, denoted by deg(a) = i, particularly deg(1 T (A) ) = 0. We may also identify A with a subspace of T (A), say T 1 (A), in an obvious way.
The following notations will be handy later on: (i) Let {v i } i∈S be a fixed K−basis of A, here S is an index set. Let α = (i(1), i(2), · · · , i(r)) ∈ S r be a sequence in S. r is called the degree of α and denoted by r = deg(α). We denote the element
(ii) Let α = (i(1), · · · , i(r)) and X ⊔Y be an ordered bipartition of r = {1, · · · , r}, here "ordered" means that X ⊔ Y and Y ⊔ X give different bipartitions, which differs from the usual one. We would like to emphasize that X and Y are allowed to be empty here. Suppose For example, let i ∈ S and α = (i, i). Then there are exactly 4 ordered bipartitions of α:
By the expression α=α 1 ⊔α 2 , we mean to take the sum over each possible ordered bipartition of {1, · · · , deg( − → α )}. Similarly, α=α 1 ⊔α 2 ⊔α 3 means the sum is taken over all possible ordered tripartitions of {1, · · · , deg( − → α )}, and so on.
One shows that T (A) admits a Hopf algebra structure. The counit ǫ is given by ǫ(1 T (A) ) = 1 and ǫ( − → α ) = 0 for all α ∈ S r with r > 0. The coproduct ∆ is given by
for all α ∈ S r with r ≥ 0. In particular, ∆(1
The coproduct ∆ is known as the "shuffle coproduct". By definition ∆ is cocommutative, and hence T (A) is a cocommutative Hopf algebra.
Assume further that A is a Lie algebra and consider the universal enveloping algebra U (A) of A. By definition U (A) = T (A)/I, where I is the two-sided ideal of T (A) generated by {x ⊗ y − y ⊗ x − {x, y} | x, y ∈ A}. We denote the canonical projection by π : T (A) ։ U (A). Moreover, I is easily shown to be a Hopf ideal of T (A) and hence U (A) inherits a cocommutative Hopf algebra structure.
Let {v i } i∈S be a fixed K−basis of A with S an index set. We may assume that S is totally ordered. According to the Poincare-Birkhoff-Witt theorem, the elements
along with 1 U (A) , form a basis of U (A), here we also denote the element π( − → α ) in U (A) by − → α by abuse of notation. Clearly we may identify A with π(T 1 (A)), a subspace of
Recall that for a Lie algebra A, one of the advantages of U (A) is that the category of Lie modules over A is equivalent to the category of left modules over U (A). Particularly, the Lie bracket makes A a Lie module and hence a U (A)-module with the action given by − → α · a = {v i(1) , {v i(2) , {, · · · , {v i(r) , a} · · · }}} for all α = (i(1), i(2), · · · , i(r)) ∈ S r and a ∈ A. We denote the action − → α · a by − → α (a). Note that A op has the same underlying space as A and hence the same U (A)-action. Since U (A) is a Hopf algebra, A e = A ⊗ A op is a tensor product of U (A)-modules and hence a U (A)-module. Explicitly, Proof. We begin with the algebra A. Clearly 1 A is a center element of the Lie algebra A, hence x(1 A ) = ǫ(x)1 A for any x ∈ U (A). Next we prove that
for all x ∈ U (A) and a, b ∈ A. We need only to check it for a set of generators. In fact, if x, y ∈ U (A) are both satisfying (2.1), then
which implies that xy also satisfies (2.1).
Note that for any
for all a, b ∈ A. Since A generates U (A), it follows that that A is a U (A)-module algebra. By Remark 2.1, A op and A e are both U (A)-module algebras.
With the above preparation we give our main definition as follows. Poisson enveloping algebra of A, denoted by P(A), is defined to be the quotient algebra Q(A)/J, here J is the ideal of Q(A) generated by
Remark 2.5. By definition, Q(A) = A ⊗ A op ⊗ U (A) as a vector space. Thus Q(A) has a PBW-type basis given by
The identity in Q(A) is given by 1 A ⊗ 1 A op #1 U (A) , and the multiplication in Q(A) can be written down explicitly as
here • and • denote the multiplications in A and A op respectively.
Remark 2.6. Recall that for a usual Poisson algebra A, another version of Poisson enveloping algebra, denoted by P ′ (A) as distinguished from P(A), has already been developed; see [11, Definition 3] , for example. This notion differs from ours, the reason is that the Poisson modules concerned are different, just as mentioned in Remark 1.8. In fact,
Remark 2.7. We have natural morphisms of associative algebras:
and morphisms of Lie algebras:
By construction of smash product we know that i, j, k are all injective maps. Let f : P(A) → A be the linear map given by
, which implies that i ′ and k ′ are both injective maps. Note that j ′ is not an injective map, for 0 = 1 A ∈ Ker(j ′ ).
Clearly i(A), j(A) and k(A) generate Q(A) and hence P(A). Moreover, the generating relations can be written down explicitly.
Proposition 2.8. Let A be an NCPA. Then Q(A) is generated by the generators i(a), j(a), k(a), a ∈ A subject to relations:
The proof is given by routine check and we omit it here. Example 2.9. In case A is an NCPA with trivial Poisson bracket, it is plain to see that Q(A) = A ⊗ A op ⊗ S(A) as an associative algebra, here S(A) is the polynomial ring of A. Example 2.10. Let A = K × K as an associative algebra. Then there exists a unique Lie bracket, say the commutative one, making A an NCPA. We claim that in this case,
In fact, 1 A = e 1 + e 2 is an orthogonal decomposition of identity, here e 1 = (1, 0) and e 2 = (0, 1). Set e st = i ′ (e s )k ′ (e t ) for all 1 ≤ s, t ≤ 2, α 12 = i ′ (e 1 )j ′ (e 1 )k ′ (e 2 ) and α 21 = i ′ (e 2 )j ′ (e 2 )k ′ (e 1 ). For any subset S ⊆ P(A), we denote by K⌈S⌉ the subalgebra of P(A) generated by S, note that we do not require that 1 P(A) ∈ K⌈S⌉ here. Example 2.11. Let A = K x 1 , x 2 , · · · , x n /J 2 be a 2-truncated algebra, where J = x 1 , x 2 , · · · , x n is the graded Jacobson radical. Let {−, −} be a Lie bracket on A. Then (A, •, {−, −}) is an NCPA if and only if 1 A is a center element in the Lie algebra A.
) and γ i = j ′ (x i ) for any 1 ≤ i ≤ n, here i ′ , j ′ , k ′ be given as in Remark 2.7. Then P(A) has a basis consisting of 
Poisson modules are modules
We are in a position to exhibit the equivalence between the category of (quasi)-Poisson modules over an NCPA and the category of modules over its (quasi)-Poisson enveloping algebras.
Let A be an NCPA and M ∈ Q(A) a quasi-Poisson module. To avoid confusion we fix some notations. The left, right and Lie action of A on M are denoted by · L , · R and {−, −} * respectively. The induced action of U (A) on M is denoted by x(m) for any x ∈ U (A) and m ∈ M , to be precise, − → α (m) = {v i(1) , {v i(2) , {, · · · , {v i(r) , a} * · · · } * } * } * for any α = (i 1 , · · · , i r ) ∈ S r and m ∈ M . By the similar argument used in the proof of Proposition 2.3, we show that
for any x ∈ U (A), a, b ∈ A and m ∈ M , again we use the Sweedler's notation here. The action of Q(A) is always denoted by ·. The multiplications in A and A op are denoted by • and •, respectively. Now we define F : Q(A) −→ Mod(Q(A)) as follows. Let M ∈ Q(A)). We define an action of Q(A) on the underlying space M by setting
for any i, j ∈ S, α ∈ S r and m ∈ M . We claim that this action makes M a Q(A)-module. For this it suffices to show that the associativity
holds for any m ∈ M , i 1 , i 2 , j 1 , j 2 ∈ S, α and β. One uses Proposition 2.8 to give a proof; or one can give a direct argument as follows. In fact, the left hand side
the right hand side. We denote by F M the U (A)-module with underlying space M and the above action.
Next we define G : Mod(Q(A)) −→ Q(A). Given M ∈ Mod(Q(A)), we may endow the underlying space M a quasi-Poisson A-module structure by setting
Clearly M is an A-bimodule as well as a Lie module with the above actions, since i, k are homomorphisms of associative algebras and j is a homomorphism of Lie algebras. We claim that M is a quasi-Poisson module with the above actions. For this it suffices to show that (1.1) and (1.2), which can be translated to
hold for any a, b ∈ A and m ∈ M . This is obvious since in Q(A),
We denote by GM the quasi-Poisson A-module with the underlying space M and the above actions.
Recall that there is a forgetful functor, denoted by F Q(A) from Q(A) to Mod(K), the category of K-vector spaces. Similarly we have forgetful functors F Mod(Q(A)) , F P(A) and F Mod(P(A)) .
Lemma 3.1. Let F : Q(A) → Mod(Q(A)) and G : Mod(Q(A)) → Q(A) be given as above. Then F and G give rise to functors respecting the forgetful functors to
Proof. We consider F first. Note that for each M ∈ Q(A), we have defined an object F M ∈ Mod(Q(A)) with F M sharing the same underlying space with M . To extend F to a functor, we need to define a map
for each pair of M, N ∈ Q(A), such that certain compatible conditions are satisfied. Now the requirement to respect the forgetful functor means that for each M ∈ Q(A), M and F M have the same underlying vector space, and for each f ∈ Hom Q(A) (M, N ), F f = f as morphisms of vector spaces.
To complete the proof we need only to show that if f : M −→ N is a morphism of quasi-Poisson modules, then f is a morphism of Q(A)-modules. This is easy to show. In fact, we have f
for all m ∈ M, i, j ∈ S and α.
Similar argument works for G and the lemma follows.
Recall that the Poisson enveloping algebra P(A) of A is by definition the quotient algebra Q(A)/J, where J is the ideal of Q(A) generated by
Thus Mod(P(A)) is a full subcategory of Mod(Q(A)), and a Q(A)-module M is a P(A)-module if and only if J annihilates M . Now consider the restriction of the functor F to P(A), the full subcategory consisting of Poisson modules. Let M ∈ P(A). One checks easily that in F M ,
The first equality follows from the construction of F M and the latter one from the definition of Poisson modules. Thus J annihilates F M and hence F M is a P(A)-module. Therefore F | P(A) gives a functor F ′ : P(A) −→ Mod(P(A)).
Conversely, the above equalities also implies that for each P(A)-module M , GM satisfies (1.4), and hence is a Poisson A-module. Thus G| Mod(P(A)) gives a functor G ′ : Mod(P(A)) −→ P(A). Now our main result is stated as follows.
Theorem 3.2. Let A be an NCPA. Then there are isomorphisms of categories Q(A) ∼ = Mod(Q(A)) and P(A) ∼ = Mod(P(A)). In fact, we have
here F, G, F ′ , G ′ are functors given as above.
is defined to have the same underlying vector space as M , it is only left to prove that they have the same actions of A. By definitions of F and G, we have Next we show that F • G(M ) = M for all M ∈ Mod(Q(A)), again it suffices to show that
holds for any v i ⊗ v j # − → α ∈ Q(A) and m ∈ M . This is true since by definition
Recall that F and G are both functors respecting the forgetful functor, which means G • F (f ) = f for each morphism f in the category Q(A). It follows that G • F = Id Q(A) as functors.
Similarly, we obtain that F • G = Id Mod(Q(A)) . Since F ′ is a restriction of F and G ′ is a restriction of G, we know that F ′ • G ′ is a restriction of F • G, and hence we deduce easily that F ′ • G ′ = Id Mod(P(A)) . Similarly we have G ′ • F ′ = Id P(A) . The proof is completed.
Remark 3.3. An easy consequence of the theorem is that the categories Q(A) and P(A) are both abelian categories with enough projectives and injectives, which answers a question raised in [5, Section 2] . The quasi-Poisson and Poisson enveloping algebras also enable us to apply the ring theoretic methods to the study of NCPA, especially to the study of cohomology theory of NCPA. Example 3.5. Let A be an associative algebra and consider the standard NCPA of A. It is direct to check that any A-bimodule M is a Poisson A-module under the Lie action given by {a, m} * = a · m − m · a. This gives a functor from the category Mod(A ⊗ A op ) to the category P(A), and hence to Mod(P(A)). In fact, this functor is induced from an isomorphism of associative algebras ψ : A ⊗ A op ∼ = P(A)/I, where I = j(a) − i(a) + k(a), a ∈ A is a two-sided ideal of P(A).
The isomorphism ψ is given by the composition map A ⊗ A op f − → P(A) π − → P(A)/I, here f is defined by f (a ⊗ b) = i ′ (a)k ′ (b) for any a, b ∈ A and π is the canonical map. Obviously ψ is an epimorphism, hence to show that ψ is an isomorphism it suffices to show that it is also injective. For this, one uses the fact that the A-bimodule A ⊗ A op is a Poisson module under the Lie action given by {c, a ⊗ b} * = ca ⊗ b − a ⊗ bc for all a, b, c ∈ A. Thus A ⊗ A op is a P(A)-module. Moreover, the ideal I annihilates A ⊗ A op and hence A ⊗ A op is a P(A)/I-module. By definition of the functor F , ψ(x) · (1 A ⊗ 1 A op ) = x for any x ∈ A ⊗ A op . It follows that ψ(x) = 0 for any 0 = x ∈ A ⊗ A op , which implies that ψ is injective.
