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Abstract
In this paper, we study the existence of solutions and approximation of the solutions by using a Mann type iterative scheme for
variational inequalities in noncompact subsets of Banach spaces. The results presented in this paper generalize the corresponding
results of J. Li [J. Li, On the existence of solutions of variational inequalities in Banach spaces, J. Math. Anal. Appl. 295 (2004)
115–126].
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let B be a Banach space, B∗ be the dual space of B , 〈·,·〉 denote the duality pairing of B∗ and B . We consider the
following the variational inequality:
Find x ∈ K, such that 〈T x,y − x〉 0, for all y ∈ K, (1.1)
where K is a nonempty, closed and convex subset of B and T :K → B∗. A point x0 ∈ K is called a solution of the
variational inequality (1.1) if, for every y ∈ K , 〈T x0, y − x0〉 0.
The variational inequality (1.1) has been intensively considered due to its various applications in operations re-
search, economic equilibrium and engineering design [9]. When T has some monotonicity, many iterative methods
for solving the variational inequality (1.1) have been developed, e.g., see [2,14].
Most recently, applying the generalized projection operator in uniformly convex and uniformly smooth Banach
spaces, Li [11] established the convergence of a Mann type iterative scheme for variational inequalities in compact
subsets of Banach spaces, without assuming the monotonicity of T .
The purpose of this paper is to establish some existence results of solutions and the convergence of a Mann type
iterative scheme for variational inequalities (1.1) in noncompact subsets of Banach spaces. The results presented in
this paper generalize the corresponding results of [11].
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Let X,Y be Banach spaces, T :D(T ) ⊂ X → Y , the operator T is said to be compact if it is continuous and maps
the bounded subsets of D(T ) onto the relatively compact subsets of Y ; the operator T is said to be weak to norm
continuous if it is continuous from the weak topology of X to the strong topology of Y .
We denote by J :B → 2B∗ the normalized duality mapping from B to 2B∗ , defined by
J (x) := {v ∈ B∗: 〈v, x〉 = ‖v‖2 = ‖x‖2}, ∀x ∈ B.
It is well known that J is single-valued and norm to weak∗ continuous if B is smooth.
In [3,5], Alber introduced the functional V :B∗ × B → R defined by
V (φ,x) = ‖φ‖2 − 2〈φ,x〉 + ‖x‖2,
where φ ∈ B∗ and x ∈ B .
It is easy to see that V (φ,x) (‖φ‖ − ‖x‖)2. Thus the functional V :B∗ × B → R+ is nonnegative.
Definition 2.1. (See [4].) If B be a uniformly convex and uniformly smooth Banach space, the generalized projection
πK :B
∗ → K is a mapping that assigns an arbitrary point φ ∈ B∗ to the minimum point of the functional V (φ,x),
i.e., a solution to the minimization problem
V
(
φ,πK(φ)
)= inf
y∈K V (φ,y).
Li [12] proved that the generalized projection operator πK :B∗ → K is continuous, if B is a reflexive, strictly
convex and smooth Banach space.
In what follows, we let B be a uniformly convex and uniformly smooth Banach space, unless otherwise specified.
Then B is reflexive and strictly convex. Thus the generalized projection operator πK :B∗ → K is continuous.
The functional V2 :B × B → R is defined by
V2(x, y) = V (Jx, y), for all x, y ∈ B.
The following properties of the operators πK,V are useful for our paper. (See, for example, [1,2,12].)
(i) V :B∗ × B → R is continuous.
(ii) V (φ,x) = 0 if and only if φ = J (x).
(iii) V (JπKφ,x) V (φ,x) for all φ ∈ B∗ and x ∈ B .
(iv) The operator πK is J fixed in each point x ∈ K, i.e., πK(Jx) = x.
(v) If the Banach space B is uniformly smooth, then for all φ1, φ2 ∈ B∗, we have
‖πKφ1 − πKφ2‖ 2R1g−1B
(‖φ1 − φ2‖
R1
)
,
where R1 =
√‖πKφ1‖2 + ‖πKφ2‖2, and g−1B is the inverse function to gE , which is the modulus of smoothness
for an uniformly smooth Banach space.
Using the properties of generalized projection operator πK , Alber proved the following theorem in [2].
Theorem 2.1. Let B be a reflexive, strictly convex and smooth Banach space with dual B∗. Let T be an arbitrary
operator from Banach space B to B∗, α an arbitrary fixed positive number. Then the point x ∈ K ⊂ B is a solution of
variational inequality (1.1) if and only if x is a solution of the operator equation in B
x = πK(Jx − αT x).
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For any x0 ∈ K, we define a Mann type iteration scheme as follows:
xn+1 = (1 − αn)xn + αnπK(Jxn − βT xn), n = 1,2,3, . . . , (3.1)
where {αn} satisfies:
0 < a  αn  b < 1, for all n, (3.2)
for some positive numbers a, b ∈ (0,1) satisfying a < b.
Obviously, we have αn(1 − αn) a(1 − b), thus ∑∞n=1 αn(1 − αn) = ∞.
The iteration scheme was motivated by Mann’s averaged iteration process for real-valued functions in R1 [17]:
xn+1 = anxn + (1 − an)f (xn), n 0.
The Mann’s iteration process has extensively been studied over last twenty years, see [6,8,10,13–15,18,19].
The following lemmas is useful for the proof of the theorem in this section.
Lemma 3.1. (See [7].) Let B be a uniformly convex Banach space. Then for arbitrary r > 0, there exists a continuous,
strictly increasing convex function g :R+ → R+, g(0) = 0, such that for all x1, x2 and y ∈ Br(0) := {x ∈ B: ‖x‖ r}
and for any α ∈ [0,1], the following inequality holds:
V2
(
αx1 + (1 − α)x2, y
)
 αV2(x1, y) + (1 − α)V2(x2, y) − α(1 − α)g
(‖x1 − x2‖). (3.3)
Lemma 3.2. (See [16].) Let B be a uniformly convex and smooth Banach space and let {yn}, {zn} be two sequences
of B . If V2(zn, yn) → 0, and either {yn}, or {zn} is bounded, then zn − yn → 0.
Lemma 3.3. (See [6].) Let B be a uniformly convex and uniformly smooth Banach space. We have
‖φ + Φ‖2  ‖φ‖2 + 2〈J ∗(φ),φ + Φ〉, for all φ,Φ ∈ B∗.
Theorem 3.1. Let B be a uniformly convex and uniformly smooth Banach space. Let K be a closed and convex subset
of B . Suppose that there exists a positive number β , such that〈
T x,J ∗(Jx − βT x)〉 0, for all x ∈ K, (3.4)
and J − βT :K → B∗ is compact.
Then the variational inequality (1.1) has a solution x∗ ∈ K and the sequence {xn} defined by (3.1) has a convergent
subsequence {xn(i)} that converges to x∗.
Proof. From Lemma 3.3, we have
‖Jxn − βT xn‖2  ‖Jxn‖2 − 2
〈
βT xn, J
∗(Jxn − βT xn)
〉
. (3.5)
From the definition of V2, the property of V and (3.5), we obtain
V2
(
πK(Jxn − βT xn), y
)= V (JπK(Jxn − βT xn), y)
 V (Jxn − βT xn, y)
= ‖Jxn − βT xn‖2 + ‖y‖2 − 2〈Jxn − βT xn, y〉
 ‖Jxn‖2 − 2
〈
βT xn, J
∗(Jxn − βT xn)
〉− 2〈Jxn − βT xn, y〉 + ‖y‖2
= V (Jxn, y) + 2
〈−βT xn, J ∗(Jxn − βT xn) − y〉
= V2(xn, y) + 2
〈−βT xn, J ∗(Jxn − βT xn) − y〉.
For any y ∈ B, from the definition of V2 and inequality (3.3) of Lemma 3.1, we have
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(
(1 − αn)xn + αnπK(Jxn − βT xn), y
)
 (1 − αn)V2(xn, y) + αnV2
(
πK(Jxn − βT xn), y
)
− αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥).
By inequality (3.4), we have
V2
(
πK(Jxn − βT xn), y
)
 V2(xn, y) + 2〈βT xn, y〉. (3.6)
Now we have
V2(xn+1, y) = V2(xn, y) − αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥)+ 2〈βT xn, y〉. (3.7)
Taking y = θ in the above inequality, we obtain
V2(xn+1, θ) = V2(xn, θ) − αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥), (3.8)
that is
αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥) V2(xn, θ) − V2(xn+1, θ). (3.9)
Summing (3.9) for n = 1,2, . . . , k, we have
k∑
n=1
αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥) V2(x0, θ) − V2(xk+1, θ) V2(x0, θ).
Letting k → ∞, we have
∞∑
n=1
αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥) V2(x0, θ).
By the convergence of the above series of positive terms, we obtain
lim
n→∞αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥)= 0.
Since for all n, 0 < a  αn  b < 1, thus 0 < min{a(1 − a), b(1 − b)} αn(1 − αn), then we have
lim
n→∞g
(∥∥πK(Jxn − βT xn) − xn∥∥)= 0.
Applying the properties of g, we have
lim
n→∞
∥∥πK(Jxn − βT xn) − xn∥∥= 0. (3.10)
On the other hand,
‖xn+1‖2 = V2(xn+1, θ) V2(xn, θ) = ‖xn‖2,
thus the sequence {xn} is bounded.
Since the sequence {xn} is bounded and J − βT is compact on K , then the sequence {Jxn − βT xn} must have a
subsequence {Jxni − βT xni }, which converges to a point f ∈ B∗. By the continuity of the projection operator πK ,
we have
lim
i→∞πK(Jxni − βT xni ) = πK(f ). (3.11)
Let x∗ := πK(f ). Since
‖xni − x∗‖
∥∥xni − πK(Jxni − βT xni )∥∥+ ∥∥πK(Jxni − βT xni ) − x∗∥∥, (3.12)
combining (3.10) and (3.11), we have
lim
i→∞xni = x
∗. (3.13)
By the continuity properties of the operators πK and J − βT , combing (3.10) and (3.13), we have
πK(Jx
∗ − βT x∗) = x∗.
From Theorem 2.1, the above equality implies that x∗ is a solution of the variational inequality (1.1). 
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of B . Suppose that there exists a positive number β, such that〈
T x,J ∗(Jx − βT x)〉 0, for all x ∈ K,
and J − βT :K → B∗ is compact and weak to norm continuous.
Moreover, if the solution of the variational inequality (1.1) is unique, denoted by x∗, then the sequence {xn} defined
by (3.1) converges to x∗.
Proof. We first prove that the sequence {xn} converges to a point y ∈ B weakly.
Suppose the contrary; let y, z ∈ B , y = z, and {xni }, {xnk } weakly converge to y, z respectively. From the weak to
norm continuity of J − T , we have {(J − T )(xni )} converges to (J − T )y, as i → ∞.
Similar to the proof of Theorem 3.1, we can prove that y is a solution of the variational inequality (1.1). Thus the
variational inequality (1.1) has at least two solutions, this contradicts to the uniqueness.
Then the sequence {xn} converges to a point y ∈ B weakly. From the weak to norm continuity of J − T , we obtain
{(J − T )(xn)} converges to (J − T )y, as n → ∞. Similar to the proof of Theorem 3.1, we can prove that y is a
solution of the variational inequality (1.1) and the sequence {xn} converges to y. Thus y = x∗. 
Theorem 3.3. Let B be a uniformly convex and uniformly smooth Banach space and let K be a closed convex subset
of B . Suppose that there exists a positive number β , such that〈
T x,J ∗(Jx − βT x)〉 0, for all x ∈ K,
and J − βT :K → B∗ is compact.
Let Ω be the solution set of the variational inequality (1.1), if
〈T x,y〉 0, for all x ∈ K, y ∈ Ω. (3.14)
Then the variational inequality (1.1) has a solution x∗ ∈ K and the sequence {xn} defined by (3.1) converges to
x∗ ∈ K .
Proof. From Theorem 3.1, we see that the sequence {xn} has a subsequence {xni }, converges to x∗, which is a solution
of the variational inequality (1.1). Taking y = x∗ in (3.7), we have
V2(xn+1, x∗) = V2(xn, x∗) − αn(1 − αn)g
(∥∥πK(Jxn − βT xn) − xn∥∥)+ 2〈βT xn, x∗〉. (3.15)
By (3.11), we have 〈βT xn, x∗〉 0. By the property of g, we obtain
V2(xn+1, x∗) V2(xn, x∗),
that is, the sequence {V2(xn, x∗)} is decreasing. Since {xni } converges to x∗, by the continuity of J and the norm, we
have
lim
i→∞V2(xni , x
∗) = lim
i→∞
(‖xni‖2 − 2〈J (xni ), x∗〉+ ‖x∗‖2)= 0.
Thus the sequence {V2(xn, x∗)} converges to 0. From Lemma 3.2, we see that {xn} converges to x∗. 
Theorem 3.4. Let B be a uniformly convex and uniformly smooth Banach space and let K be a closed convex subset
of B . Suppose that the following conditions hold:
(i) there exists a positive number β , such that〈
T x,J ∗(Jx − βT x)〉 0, for all x ∈ K,
and J − βT :K → B∗ is compact, weak to norm continuous and nonexpansive.
(ii) g−1B (t)  t2 , for all t  0, where g−1B is the inverse function to gE that is defined by the modulus of smoothnessfor the uniformly smooth Banach space B .
Then the sequence {xn} defined by (3.3) converges to x∗ ∈ K , where x∗ is a solution of the variational inequal-
ity (1.1).
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we omit the proof.
If B = H is a Hilbert space, then πK = PK , H ∗ = H , J ∗ = J = I , the Mann type iteration (3.1) becomes
xn+1 = (1 − αn)xn + αnPK(xn − βT xn), n = 1,2,3, . . . , (3.16)
where {αn} satisfies:
0 < a  αn  b < 1, for all n. (3.17)
The following results follow immediately from Theorems 3.1–3.4.
Corollary 3.5. Let H be a Hilbert space and let K be a closed convex subset of H . Suppose that there exists a positive
number β , such that
〈T x,x〉 β〈T x,T x〉, for all x ∈ K,
and I − βT :K → H is compact. Then the variational inequality (1.1) has a solution x∗ ∈ K and the sequence {xn}
defined by (3.16) has a subsequence {xn(i)} such that xn(i) → x∗, as i → ∞.
Corollary 3.6. Let H be a Hilbert space and let K be a closed convex subset of H . Suppose that there exists a positive
number β , such that
〈T x,x〉 β〈T x,T x〉, for all x ∈ K,
and I − βT :K → B∗ is compact and weak to norm continuous.
Moreover, if the solution of the variational inequality (1.1) is unique, denoted by x∗, then the sequence {xn} defined
by (3.16) converges to x∗.
Corollary 3.7. Let H be a Hilbert space and let K be a closed convex subset of H . Suppose that there exists a positive
number β , such that
〈T x,x〉 β〈T x,T x〉, for all x ∈ K,
and I − βT :K → B∗ is compact. Let Ω be the solution set of the variational inequality (1.1), if
〈T x,x∗〉 0, for all x ∈ K,x∗ ∈ Ω.
Then the variational inequality (1.1) has a solution x∗ ∈ K and the sequence {xn} defined by (3.16) converges to
x∗ ∈ K .
Corollary 3.8. Let H be a Hilbert space and let K be a closed convex subset of H . Suppose that there exists a positive
number β , such that
〈T x,x〉 β〈T x,T x〉, for all x ∈ K,
and I − βT :K → H is compact, weak to norm continuous and nonexpansive. Then the variational inequality (1.1)
has a solution x∗ ∈ K and the sequence {xn} defined by (3.16) converges to x∗ ∈ K .
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