ABSTRACT Though machine learning (ML) approaches have proliferated in the mechanical properties prediction of cemented paste backfill (CPB), their applications have not reached the peak potential due to the lack of more robust techniques. In the present contribution, the state-of-the-art ensemble learning method was employed for improved estimation of the unconfined compressive strength (UCS) of CPB. 126 UCS tests were conducted on two new tailings to provide an enlarged dataset. Tree-based ML approaches, namely, regression tree (RT), random forest (RF), and gradient boosting regression tree (GBRT), were chosen to be individual ML approaches. The ensemble learning framework was used to combine the optimum individual regressors by means of GBRT. 5-fold cross-validation was used as the validation method and the performance was evaluated using correlation coefficient (R). Hyper-parameters tuning was conducted using particle swarm optimization (PSO). The results show that the best training set size was 70%. PSO was robust in the hyper-parameters tuning since the R value between experimental and predicted UCS on the training set was progressively increased. The ensemble learning can be used to improve the UCS prediction of CPB.
I. INTRODUCTION
Propelled by increasing public awareness and severe environmental management, the mining and minerals industry has embraced cemented paste backfill (CPB) in the recent past. It is widely accepted the CPB technology is a promising way to solve the environmental problems arisen from mine tailings in both underground and open pit operations [1] - [9] . Large-scale extraction alters the distribution of energy, which contains both stress and displacement of the surrounding rock mass [10] , [11] . Using CPB has been proven to stabilize the rock mass by transferring the stress from rock mass to the CPB body [12] . Other benefits associated with the CPB tech-
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nology include recycling reclaim water, decreasing mininginduced surface subsidence and reducing rehabilitation costs [13] , [14] .
CPB is a kind of cementitious material produced with the combination of mine tailings (70-85 wt%), fresh or mine processed water and a hydraulic binder (3-7 wt%) [15] . It is first introduced in the late 1970s at the Bad Grund Mine, Germany. Since then, continuous advances have been achieved in the concept and details of the CPB technology. The main concern during the application of CPB is its mechanical stability, economic performance and durability. The placed CPB body needs to remain stable when adjacent stopes are excavated, which requires certain mechanical properties. Though the importance of the yield strength, the Young's modulus and the unconfined tensile strength have been emphasized by Fall et al. [16] and Qi et al. [17] , the unconfined compressive strength (UCS) is still by far the most widely used mechanical property of CPB. This is because UCS tests are relatively simple, economic and the UCS results have been successfully correlated with accepted stability over many years of experience [18] , [19] .
Prior to each engineering application of CPB, the determination of UCS is almost inevitably during the CPB design. However, experimental determinations are not only cumbersome (involves lots of labor and material resources), but also time-consuming (CPB specimens need to be cured for a certain amount of time). Attempts have been directed to the UCS prediction of CPB, especially through non-destructive tests [20] - [22] . With the help of numerous UCS tests, correlations have been made between UCS and ultrasonic pulse velocity (i.e., in [23] - [25] ), UCS and electrical resistivity (i.e., in [26] ), and UCS and microstructural characteristics (i.e., in [27] ). However, the above-mentioned correlations are often restricted to one type of tailings and their generalization capability to other tailings has not been verified. Also, the availability of specific experimental equipment is another concern [18] . As suggested by Bullard et al. [28] and Edraki et al. [29] , a model that can predict the performance from its starting materials is always desired. In the case of UCS, the prediction is expected to be based on the characteristics of the starting materials of CPB, such as mine tailings.
Advances in machine learning (ML) have provided an alternative for the UCS prediction of CPB from its starting materials. Though the application of ML algorithms for estimating the UCS of CPB was attempted several years ago (i.e., in [30] ), this topic starts to gain attention from both the industry and academia until a series of works published by Qi and co-authors [14] , [17] , [18] , [31] , [32] . A new framework, namely the 'Intelligent Mining for Backfill', is proposed and the cornerstone for the application of ML in CPB is progressively established. It has been proven that ML-based models can achieve high prediction accuracy (coefficient of determination ≈ 0.95), generalize to a different type of tailings, and learn the stress-strain relationship of CPB. However, limitations still exist in previous studies, including the dataset size and more robust ML algorithms.
Thus, in this work, the above-mentioned limitations are partially overcome by utilizing the state-of-the-art ensemble learning algorithm on an enlarged dataset. The increase of dataset size is essential as it influences whether the trained ML model can be generalized to new tailings. Similarly, determining the feasibility of ensemble learning is as important since it affects the prediction accuracy and generalization capability [33] - [36] . 126 UCS tests were conducted on two new tailings for the dataset preparation. Three individual ML algorithms, including regression tree (RT), random forest (RF) and gradient boosting regression tree (GBRT), were selected. Moreover, GBRT was also used as the ensemble method to combine individual regressors. Hyper-parameters tuning in individual ML algorithms and ensemble learning was conducted using particle swarm optimization (PSO). 5-fold cross-validation was used as the validation method and the correlation coefficient (R) was used to evaluate the prediction performance of ML models.
II. MACHINE LEARNING ALGORITHMS
In this section, a brief introduction to ML algorithms, including individual ML algorithms and the ensemble learning, is provided. Interested readers are directed to excellent references for more detailed information.
A. INDIVIDUAL ML ALGORIRTHMS
Three tree-based ML algorithms (RT, RF and GBRT) were used as individual ML algorithms in this study. These algorithms were selected since they require no pre-assumption, are well-established and robust at non-linear relationship modeling, and some of them have been recognized as the top data mining algorithms [31] .
1) REGRESSION TREE
RT falls within the general concept of the decision tree (DT) and is specifically designed for regression problems. The main objective of RF is to find homogeneous groups by space division using minimization algorithms (Fig. 1) . The application of RF often consists of two steps, growing and pruning. In the growing step, an RT is allowed to grow without the consideration of outliers and generalization. In the pruning step, the full-grown RF is pruned to remove the branches that optimize little of the generalization capability.
The tree structure is determined after the training of the RT. For the prediction of a new data record, it starts from the top of the RT, all the way down to the leaf node following splitting criteria of the branch, and the prediction of this data record is made to be the mean of all data instances in that leaf node. RT and DT have been widely used in civil engineering, such as in stope stability prediction [38] , rockburst prediction [39] , and rock strength assessment [40] .
2) RANDOM FOREST
RF is a kind of ensemble learning algorithms that combine a large number of RTs. In RF, single RTs are trained and the prediction of RF is considered to be the average of all predictions from RTs. Before the growth of each RT, a random vector is generated independently and the random vectors for all RTs need to obey the same distribution. The main idea behind RF is to balance the high variance and the high bias that may exist in single RT through averaging the predictions from many RTs. More detailed information about RT can be as easily found in [41] . Since been put forward, RF has been used to solve many prediction problems, including failure depth prediction of underground stopes [42] , slope stability prediction [43] , rockburst classification [44] , and tunnel-induced ground settlement analysis [45] .
3) GRADIENT BOOSTING REGRESSION TREE
GBRT is another algorithm that combines a large number of single RTs. Compared with RF, GBRT uses a different method, the gradient boosting, for such a combination task. In GBRT, new RTs are consecutively built to provide a more accurate estimation of the target. The main objective of each RT is to maximally reduce the loss function by considering its negative gradient and all RTs are fixed upon the building. Due to the flexibility in loss function selection, GBRT can be used to any data-driven problems, such as flocculation performance prediction of mine tailings [46] , pillar stability analysis [39] , and pressure drop estimation [47] . A detailed explanation of GBRT can be found in [48] .
B. REGRESSOR ENSEMBLE
In ML, a regression model is often represented as a regressor. Regressor ensemble, or ensemble learning, is one of the hot topics in ML [49] . The idea behind the regressor ensemble is combining individual repressors to improve the prediction performance. It is accepted that each regressor is likely to learn different aspects of the training data. Thus, combining multiple regressors using ensemble learning can enable the final ML model to search in a wide solution space [50] . Previous studies have demonstrated that the ensemble learning can achieve better performance compared with individual ML algorithms [33] - [36] , [51] .
Many methods have been proposed for the construction of the ensemble regressor, such as the direct averaging and the weighted averaging [34] . In this study, GBRT was also employed as the ensemble method (referred as ensemble_GBRT) to combine individual regressors since it has been proven with the best performance among all three individual ML algorithms [17] . To be more specific, the predicted outputs from individual regressors were considered as the inputs for the ensemble_GBRT and a new GBRT model was built from the predicted outputs to the experimental outputs. Fig. 2 shows a schematic diagram of the ensemble learning by means of GBRT.
III. METHODOLOGY A. DATASET COLLECTION AND PRE-PROCESSING
The dataset used in this paper was collected from both the literature and the lab experiments. To be more specific, the previous dataset used in [32] was collected. In addition, UCS tests were conducted on two new types of tailings (one copper, one gold) to prepare an enlarged dataset.
The tailings were sampled from the mine site, where the tailings slurry from tailings discharge outlet was stored into the plastic buckets for natural sedimentation. After 10 days, the clarified water in the upper-layer was removed and the dewatered tailings in the bottom were dried, carefully sealed and transported to Advanced Analysis & Computation Centre, China University of Mining and Technology, for further testing. The specific gravity was determined following the procedure in ASTM C642. A laser diffraction the mixed materials were poured into plastic moulds and cured at an atmosphere of 25 • C and 90% humidity. The experimental scenario for each tailings is shown in Table 2 based on engineering requirements and trial tests. Three particle size analyzer of the model Malvern Mastersizer, 2000, was used for the determination of the particle size distribution (PSD). For the chemical composition of tailings, a Bruker SIMENS D500 X-ray diffraction (XRD) was used and the Rietveld method was used for mineralogical quantification. The physical and major chemical characteristics of two new tailings (referred as T1 and T2) are presented in Table 1 . No.325 Portland cement and tap water were used as the hydraulic binder and the mixing water, respectively.
The mine tailings, No.325 Portland cement and tap water were mixed homogeneously using an electric mixer. Then, replicates were performed for each experimental scheme and a total of 126 specimens were prepared. The UCS tests were conducted using an electronic servo testing machine with a displacement loading of 0.5 mm/minute.
Following the nomenclature in [32] , a 'sample' represents a data record in the dataset while a 'specimen' represents a CPB specimen prepared for the UCS test. 42 new samples were added to the previous dataset in [32] , leading to an enlarged dataset with a size of 557. All inputs and outputs were scaled to [0, 1] range to speed up the calculation. Iterative random sampling was used during the dataset splitting to the training set and the testing set. In order to reduce the randomness during sampling, all dataset splitting was performed for three times.
B. VALIDATION AND PERFORMANCE EVALUATION
A widely used validation method, the k-fold crossvalidation (CV), was employed in this study during the performance evaluation on the training set and hyperparameters tuning. In k-fold CV, the training set is randomly split into k folds. The training is conducted on (k-1) folds and the remaining one fold is used for validating. The trainingvalidating process is repeated for k times (with different folds being used as the validating fold) so that the whole training set can be predicted. In this study, k was selected to be 5 considering the computational efficiency and recommendations in the literature.
The correlation coefficient (R), which measures how well the association is when two variables are changed, was used as the performance evaluation method in this study. The range of R is [−1, +1] and −1/ + 1 represents a perfect negative/positive correlation between two variables. R can be calculated as follows:
72128 VOLUME 7, 2019 where N is the number of samples, y i and y * i are the actual and predicted outputs of the ith sample, y i and y * i are the mean values of the actual and predicted outputs.
C. HYPER-PARAMETERS TUNING
All tree-based individual ML algorithms have several hyper-parameters that will influence their performances on particular datasets. Thus, hyper-parameters tuning is often performed before the implementation of ML algorithms. In this study, hyper-parameters tuning needs to be performed for both individual ML algorithms and the ensemble_GBRT. The hyper-parameters tuned in this study are introduced in Table 3 . The selection of tuning hyper-parameters and their corresponding tuning ranges were based on recommendations in the literature [52] - [56] .
In this study, the hyper-parameters tuning was conducted using particle swarm optimization (PSO). PSO is a powerful optimization algorithm that optimizes a problem through iteratively improve the candidate solution with regard to the selected quality measure. PSO was selected as it has been well-developed and successfully-used with many years of experiences [18] , [31] .
In PSO, a swarm of particles are randomly generated, and each represents a possible solution. The fitness is calculated for each particle and the position of all particles will be updated. The position-update will be continued until a stopping criterion (i.e., the maximum iteration) is reached. The update formulas are as follows:
where V t+1 i and V t i are the velocity of particle i at iteration t and (t+1); X t+1 i and X t i are the positions of particle i at iteration t and (t+1); w, c 1 and c 2 represent three parameters about the inertia, the cognitive influence and the social influence; r 1 and r 2 are two random values between 0 and 1; P t best,i and g t best,i represent the best position of a particle in history and the swarm best position.
In this study, w, c 1 and c 2 , swarm size and maximum iteration were 0.7298, 1.49618, 1.49618, 50, and 50, respectively, as suggested in the literature [57] - [59] . The fitness function was selected to be the R value from 5-fold CV on the training set.
IV. RESULTS AND DISCUSSION
A. TRAINING SET DETERMINATION Fig. 3 shows the influence of training set size (30% -90%) on the performance of GBRT. For the determination of training set size, the GBRT algorithm was employed since it has been proven with the best performance among all three individual ML algorithms [17] . Moreover, the default hyper-parameters of GBRT implemented in Scikit-learn were used [60] .
As shown, the average R value on the training set was increased from 0.915 to 0.960 when the training set size was increased from 30% to 80%. After that, a slight decrease was observed in the average R value (from 0.960 to 0.958) when the training set size was further increased from 80% to 90%. Similarly, the average R value on the testing set was increased until 70%, followed by a slight decrease. As the generalization capability of GBRT was detrimentally influenced (a decrease in the average R value) and the prediction became unstable (an increase in the standard deviation) when the training set size exceeded 70%, the training set size was determined to be 70% in the following discussion.
B. HYPER-PAREMETERS TUNING OF INDIVIDUAL ML ALGORITHMS
The hyper-parameters tuning was thus conducted with a training set size of 70%. For each set of hyper-parameters, the splitting of the whole dataset to the training set (70%) and the testing set (30%) was conducted three times to reduce the randomness associated with the random splitting. The R value from 5-fold CV was recorded for each time and the average R value was regarded as the fitness function in PSO. Fig. 4 illustrates the evolution of average R value with PSO iterations.
As shown, the average R value was progressively increased during the iteration of PSO. The average R value of RT, RF and GBRT was increased from 0.907 to 0.942, from 0.960 to 0.964, and from 0.978 to 0.984, respectively, indicating PSO was a promising tool for the hyper-parameters tuning of individual ML algorithms. It can be seen that GBRT achieved the largest R value on the training set, which means GBRT had the best performance. In addition, the performance of RF was better than that of RT. This result agreed well with the findings in [17] . Finally, it is found that a 0.035, 0.004, and 0.006 increase in the average R value was observed for RT, RF and GBRT, respectively. This result indicates that the performance of RF was not as sensitive to its hyper-parameters as RT and GBRT. The optimum hyper-parameters for RT, RF and GBRT are summarized in Table 4 .
C. HYPER-PAREMETERS TUNING OF THE ENSEMBLE_GBRT
After the determination of the optimum hyper-parameters in Table 4 , the optimum individual regressors can be constructed. Then, the predicted UCS values from the optimum individual regressors were considered as the inputs for the ensemble_GBRT and a new GBRT model was then built. The PSO parameters were the same as the parameters during the hyper-parameters tuning of individual ML algorithms. Moreover, for each set of hyper-parameters, the split of the whole dataset was conducted for three times to reduce randomness. Fig. 5 illustrates the evolution of the average R value with PSO evolution. As shown, the average R value was increased during the iteration of PSO. The ensemble_GBRT achieved the biggest R value of 0.989, which was marginally larger than the optimum R value (0.984) achieved by the optimum GBRT. The optimum hyper-parameters for the ensemble_GBRT are: Max_depth = 7, Min_sample_split = 5, Min_sample_leaf = 2, Max_RT = 682, Learning rate = 0.361, Max_features = 0.529.
D. PERFORMANCE COMPARISON OF INDIVIDUAL AND ENSEMBLE REGRESSORS
The performance of the optimum individual regressors and the optimum ensemble_GBRT was performed on the testing set. Notably, such a comparison was conducted for one random training-testing split that had similar predictive performance on the training set with the hyper-parameters tuning results. Moreover, the feasibility of the ensemble learning was verified by comparing the R values from individual and ensemble regressors. A comparison to Qi's prior work cannot be made since an enlarged dataset was used in this study. Fig. 6 illustrates a visual comparison between the experimental and predicted UCS values, as well as the R values between them.
As shown, the optimum RT regressor achieved the smallest R value (0.9442) on the testing set while the optimum ensemble_GBRT regressor achieved the largest R value (0.9837).
The R values for the optimum RF and GBRT regressors were 0.9507 and 0.9832, respectively. As indicated in [61] , [62] , a prediction can be considered as satisfactory if the R value between actual and predicted outputs is larger than 0.8. Thus, good prediction has been achieved by all regressors on the enlarged dataset. Considering the R value on the testing set, the investigated regressors can be ranked in the following order: ensemble_GBRT > GBRT > RF > RT.
It is also found that the performance improvement was not evident when the ensemble learning was used. With respect to the optimum GBRT regressor with an R value of 0.9832, the optimum ensemble_GBRT regressor achieved a 0.0005 increase in the R value. This might be caused by the selection of individual ML algorithms. In the current study, three tree-based ML algorithms were selected based on the recommendations in the literature [17] . However, these three ML algorithms might search similar aspects of the training data since they are all based on RT. Thus, the robustness of the ensemble learning may not be achieved in the current study. The authors believe the performance improvement of the ensemble learning will be more evident when other ML algorithms, such as artificial neuron networks and support vectors machine, are used.
E. CONTRIBUTIONS AND LIMITATIONS
The primary strength of this study is using the ensemble learning framework to improve the prediction performance on the UCS of CPB. An enlarged dataset was collected and two new types of tailings were added. The UCS prediction of CPB, especially with improved accuracy obtained by the state-of-the-art ML techniques, can speed up CPB design, save labor resources, reduce mining capitals, and save materials. Most importantly, such predictions can promote the establishment of 'Intelligent Mining for Backfill' and the integrated backfill design in the future.
The omission of other influencing variables, such as the addition of fly ash, is a clear limitation of the current study. The second limitation is that all materials (i.e., tailings and cement) in the dataset are from China and the generalization capability to world-wide tailings might be affected. A final limitation is that the individual ML algorithms were all tree-based ML algorithms. A more comprehensive study is ongoing, where more than ten ML algorithms will be used as individual ML algorithms for the construction of the ensemble learning.
V. CONCLUSIONS
In this paper, the ensemble learning was employed for an improved prediction of CPB strength. A total of 126 UCS tests were conducted on two new types of tailings to prepare an enlarged dataset. Three tree-based ML algorithms, including RT, RF and GBRT, were selected as individual ML algorithms and GBRT was also used as the combination method in the ensemble learning. Hyper-parameters tuning was performed using PSO.
The training set size was determined to be 70% after a sensitivity study. PSO was robust in the hyper-parameters tuning of individual ML algorithms and the ensemble GBRT. Compared with RT and GBRT, the performance of RF was not quite sensitive to its hyper-parameters. The R values between experimental and predicted UCS obtained by RT, RF, GBRT, the ensemble_GBRT were 0.9442, 0.9507, 0.9832, and 0.9837, respectively. The ensemble learning using GBRT could be used to improve the prediction performance, though marginally in this study due to the selection of individual ML algorithms. The finding of this paper can be regarded as a benchmark study for future application of the ensemble learning in CPB.
