Rationale, aims, and objectives: Interrupted time series analysis (ITSA) is a popular evaluation methodology in which a single treatment unit's outcome is studied over time and the intervention is expected to "interrupt" the level and/or trend of the outcome, subsequent to its introduction. The internal validity of this analysis is strengthened considerably if the treated unit is contrasted with a comparable control group.
| INTRODUCTION
Interrupted time series analysis (ITSA) is an increasingly popular study design for evaluating the effectiveness of large-scale interventions and policy changes, in which a single aggregate entity (such as a hospital, county, or state) is the treatment unit, and accordingly, the outcome of interest is reported serially over time at the aggregate level (eg, morbidity or mortality rates). The design is called an interrupted time series because the intervention is expected to "interrupt" the level and/or trend of the outcome variable subsequent to its introduction. 1, 2 Interrupted time series analysis is considered a fairly strong quasiexperimental design, primarily through its control over "regression to the mean." 3, 4 However, recent studies have demonstrated that the single-group ITSA can either fail to identify the effects of external factors on the time series, resulting in a false causal attribution, or, conversely, confuse the causal interpretation when a directionally correct change in the time series also occurs prior to the intervention. 5, 6 These issues appear to persist even when the study design includes multiple crossovers from the treatment to nontreatment condition (or vice versa). 7 To reduce confounding and strengthen causal interpretation in ITSA studies, the treated unit should be compared with a control group that is comparable (balanced) on observed characteristics
(including, at a minimum, the baseline level and trend of the outcome). [6] [7] [8] [9] [10] [11] [12] [13] [14] Once a comparable control group is identified, either ordinary or generalized least-squares methods that can handle serially correlated errors are typically used to estimate treatment effects.
However, parametric models require strong statistical assumptions regarding sample size, distribution, and the correct choice of model for the data. A violation of any of these assumptions may bias the treatment effect estimates. As such, the preferred evaluation approach is one that provides the most robust treatment effect estimates while minimizing the number of statistical assumptions that must be satisfied in the process.
Randomization tests (also commonly referred to as permutation tests or randomization inference) produce robust results while using a computationally straightforward procedure. First, using the original sample, the desired test statistic is computed (eg, t-statistic or regression coefficient). Next, observations in the data are iteratively reshuffled (permuted) randomly with the test statistic computed at each iteration. Finally, the proportion of all iterations in which the test statistic is equal to or surpasses the observed (original) test statistic is calculated. If this proportion is less than the predefined α level (eg, 5%), then the test statistic is considered significant at that α level.
In this paper, an empirical example is used to demonstrate the implementation of randomization tests (a non-parametric approach)
for evaluating treatment effects in multiple-group ITSA studies, and the results are compared with those using ITSA regression (a parametric approach). The paper is organized as follows. Section 2 describes the data source and introduces multiple-group ITSA regression, the proposed randomization test framework, and the analytic approach used in the current study to contrast results between randomization tests and ITSA regression. Section 3 reports the results from the implementation of proposed framework. The ITSAMATCH procedure 10 uses the ITSA regression framework to find control units that are comparable with the treated unit on the preintervention level and trend-for all variables specified (including the lagged outcome). More specifically, ITSAMATCH iterates through each variable, replacing it as the dependent variable, and retains those control units that exceed a user-defined P value cutpoint (typically >0.05) for the level and trend coefficients of all variables tested. Hence, by definition, the treatment unit and controls will be balanced on preintervention level and trend of all the specified covariates. One may think of this approach as analogous to assessing equality (proportionality) of survival functions across groups in survival analysis. 20 
| ITSA regression for multigroup comparisons (parametric approach)
The multiple-group ITSA regression model assumes the following form 8, 9, 21 :
where Y t is the aggregated outcome variable measured at each time-point t; T t is the time since the start of the study; X t is a dummy Additionally, postintervention trends can be computed for the treated unit and controls, as well as the difference between these two trends. These estimates are derived using coefficients from Equation (1) as follows 22 :
Treated unit:
Controls:
Difference:
2.4 | Randomization tests for ITSA studies (non-parametric approach)
Randomization as a foundation for determining causal effects is often attributed to Ronald Fisher. 23 Randomization ensures that treatment assignment is purely probabilistic, resulting in study groups that are comparable on both measured and unmeasured preintervention characteristics. As such, the null hypothesis specified by randomization implies that individuals would exhibit the same outcome (no treatment effect) whether assigned to either treatment or control condition. This same logic also serves as the motivation underlying randomization tests. If randomization ensures unconditional exchangeability, then we can rearrange the treatment assignments in every conceivable way and compute how many of these reassignments result in treatment effects that are equal to or surpass the actual treatment effect.
In practice, with a small number of observations, outcomes for every possible combination of treatment reassignments can be calculated, and the exact P value computed. However, in larger samples, 
| Analytic approach
The first step in any study to assess treatment effects is to find comparable units to serve as a valid counterfactual to CA. The Stata pack- for t plus the parameter estimate for zt (equivalent to Equation (2)).
Next treatment z is randomly reassigned 100 000 times across all postintervention values of t, and at each permutation, the two regression models are re-estimated, and their related test statistics (ie, postintervention level and trend for CA) are saved. The one-tailed P value is thus the proportion of all permutations with level and trend values as low, or lower, than the level and trend estimates of cigarette sales computed for CA in the actual sample.
The fourth step is to compare the P values derived for measures using randomization tests to those estimated using ITSA regression (for both assessing balance on baseline level and trend and for evaluating treatment effects). If the assumptions of the ITSA regression are not violated (eg, the relationship between cigarette sales and the independent variables in the model is more or less linear), we would expect the P values obtained by ITSA regression and the randomization tests to be similar, and if the relationship (between dependent and independent variable) is non-linear, we expect the P values to diverge accordingly. Two multiple group ITSA models were estimated using the Stata package ITSA, 8 in which per capita cigarette sales for CA were contrasted separately with those of MT and ID, and Newey-West standard errors were specified to account for autocorrelation at lag 1 (seeLinden 8 for a discussion of how autocorrelation can be assessed in ITSA regression). 
| Treatment effects
As shown in Figure 1 , cigarette sales in CA continue to decline annually after the introduction of Proposition 99, while sales in both MT and ID level out. Table 2 
| DISCUSSION
Using empirical data, the non-parametric randomization tests produced P value estimates for assessing preintervention balance and treatment effects that were comparable to those derived using the parametric ITSA regression-that is, balance was established, and a treatment effect of Proposition 99 was ascertained. Abbreviations: CA, California; ID, Idaho, MT, Montana. CA versus MT (level), P < 0.001 (one-tailed). CA versus ID (level), P < 0.001 (one-tailed). CA versus MT (trend), P = 0.005 (one-tailed). CA versus ID (trend), P = 0.002 (one-tailed).
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