Abstract. We construct pluriharmonic null-series on the unit sphere of C d , d ≥ 2. Also, we give examples when the corresponding spherical harmonics are sparsely distributed and have sufficiently small L 2 -norms.
The first example of a trigonometric null-series was constructed by D.E. Menshov [9] . Generalizations of Menshov's result are usually related to series on locally compact non-discrete Abelian groups. The sphere S d is not a group; however, S d is a homogeneous space. So, it is possible to develop the spectral function theory on S d in terms of H(p, q), the spaces of complex spherical harmonics. By definition, H(p, q) is the space of homogeneous harmonic polynomials of bidegree (p, q) ∈ Z 
and are pairwise orthogonal. Thus, such standard notions of the classical harmonic analysis as that of Fourier spectrum are applicable; see [11] for further details.
So, on the sphere S d , it is natural to replace (1.1) by a non-trivial H(p, q)-series, (p, q) ∈ Z 2 + . In this paper, we give examples of null-series with a sufficiently sparse H(p, q)-spectrum. Namely, we construct a pluriharmonic null-series, that is, a nullseries of anti-holomorphic and holomorphic harmonics. In fact, a somewhat stronger assertion holds. Let E ⊂ Z + . Assume that E contains arbitrarily long intervals. Then, in Theorem 1.1, we may additionally guarantee that h j = 0 for all j ∈ Z + \ E.
Applying Theorem 1.1 and identifying C d and R 2d , we obtain a series that consists of real spherical harmonics and converges to zero on the unit sphere of R 2d . Such examples are probably of independent interest.
Slices of pluriharmonic null-series. Given ζ ∈ S d , the trigonometrical series
is called the slice of the series (1.2) at the point ζ ∈ S d . Theorem 1.1 and Fubini's theorem guarantee that a slice of the series (1.2) is a trigonometric null-series on T for σ d -a.e. ζ ∈ S d . So, it is natural to ask whether it is possible to replace almost all slices by all slices (cf. [4] , where an analogous problem is considered for the inner functions). In the present paper, we give a positive answer to this question.
Theorem 1.2. There exists a non-trivial sequence of holomorphic spherical harmonics
Clearly, Theorem 1.2 implies Theorem 1.1. In fact, the proof of Theorem 1.1 will be used as a model for further arguments.
Trigonometric null-series with small coefficients. If
, then it is natural to ask about the existence of a null-series with coefficients c j such that |c j | ≤ b j . It is known that the answer is positive if the sequence b j is sufficiently regular. In particular, by Ivašev-Musatov's theorem [5] , the answer is positive for all standard sequences
A trigonometric null-series is often constructed as the Fourier series of a singular (with respect to Lebesgue measure m) finite Borel measure µ such that T.W. Körner [6] applied a different sophisticated construction to improve Ivašev-Musatov's theorem. Namely, an appropriate null-series exists if b −j = b j for j ≥ 0, the sequence b j , j ≥ 0, monotonically decreases and {b j } / ∈ ℓ 2 . G. Kozma and A. Olevskiȋ [7, 8] also used a different method to construct trigonometric null-series with small anti-analytic parts.
Finally, note that A. Zygmund [13, Ch. 5, Theorem 7.7] constructed a trigonometric null-series as a Riesz product. This approach is the starting point for the arguments used in the present paper. More precisely, we apply pluriharmonic Riesz product constructions (see [1, 3] ).
if there exists a non-trivial sequence of holomorphic spherical harmonics h j ∈ H(j, 0) such that property (1.2) holds and
Therefore, the following theorem is sharp, in a sense. 
Related assertions about singular measures on the sphere S d were obtained in [2] . Theorem 1.3 provides the required null-series on the sphere S d for d ≥ 2. Note that the proofs of similar quantitative results on the unit circle T are more sophisticated (cf. [5, 6] 
provided that the above limit exists. Recall that
where f m is the absolutely continuous part of the measure µ. 
see [1] for further details.
Riesz pairs.
Recall that F. Riesz [10] introduced the following product measures:
To obtain appropriate analogs of the above products on the complex sphere, we replace the characters ζ j , j ∈ N, by suitable holomorphic homogeneous polynomials. Namely, J. Ryll and P. Wojtaszczyk [12] constructed holomorphic polynomials
Proof of Theorem 1.1. Let (R, a) be a Riesz pair such that a /
∈ ℓ 2 and a k → 0. By induction, we construct an index sequence 
Step k + 1. We use an auxiliary index ℓ ∈ N such that ℓ ≥ 4j k .
where dU denotes Haar measure on U. Therefore, there exist operators
(2.4)
by (2.3) and (2.4). Therefore, there exists a sign β
. Recall that ℓ ≥ 4j k ; hence, the harmonics h p , n 1 ≤ p ≤ n k , are the same for the polynomials φ k+1 and φ k . Also, the polynomial φ k+1 has the required homogeneous expansion. Since
. Thus, for all sufficiently large ℓ ∈ N, we have φ k+1 (ℓ) > 0 and (2.5)
Finally, consider the polynomials h p from the homogeneous expansion (2.2). Put
By (2.1), we have
. . , n k provided that the index ℓ ∈ N is sufficiently large.
Fix an index ℓ ∈ N such that conditions (2.5) and (2.6) hold. Set j k+1 = ℓ,
The spectral properties of the polynomials φ k guarantee that the probability measures φ k σ d converge weakly* to a probability measure π = π(R, a, J) = π(R, a, J, β, U ). So, we obtain a series with the following partial sums:
A subsequence of partial sums converges to zero. Fix a point
Then the sequence (φ ζ ) k m converges weakly* to a probability measure. Let π ζ denote that limit. Note that the Fourier spectrum of π ζ is contained in that of π. Hence, applying the inequality j k+1 /j k ≥ 4, we obtain π ζ (j) = 0 for n k < |j| < 2n k . Thus, by Lemma 2.1(i),
2.2.3.
Convergence of the partial sums. Note that Lemma 2.1(ii) is applied only in this part of the proof. Namely, given a point ζ ∈ S d , consider the sequence
Lemma 2.1(ii) guarantees that the limit lim k→∞ t n k (λζ) exists for m-a.e. λ ∈ T. Therefore, the limit lim k→∞ t n k exists σ d -a.e. So, fix a point ζ ∈ S d and assume that the subsequence t n k (ζ) converges. Below we show that the limit lim n→∞ t n (ζ) exists.
Note that |t n k (ζ)| ≤ M = M (ζ) < ∞ for all k ∈ N. Put G = 3M + 1. By induction on k, below we verify the following property:
We have t n1 = (1 + a j1 R j1 )/2 and t n = 1/2 for all 0 ≤ n < n 1 . Hence, the above estimate holds for k = 1. So, assuming that (2.7) holds for k ∈ N, below we obtain the required property for k + 1. Let j k+1 − n k ≤ n < j k+1 . Consider the homogeneous expansion
Then h m , h m ̸ = 0, has the following form:
Therefore,
Estimate (2.6) guarantees that
Thus, applying (2.7), we obtain
Hence, estimates (2.6) and (2.7) guarantee that
Hence, by (2.8) and (2.9), we obtain
In other words, inequality (2.7) holds for k + 1 in the place of k. Now, the induction construction works.
Since a k+1 → 0, we have lim n→∞ t n (ζ) = lim k→∞ t n k (ζ) by (2.8) and (2.9). So, the limit lim n→∞ t n exists σ d -a.e. Note that s n = 2 Re t n . Hence, the limit lim n→∞ s n (ζ) exists for σ d -a.e. ζ ∈ S d . Recall that s n k → 0 σ d -a.e., therefore, s n → 0 σ d -a.e. The proof of Theorem 1.1 is complete.
Final comments.
Let E ⊂ Z + contain arbitrarily long intervals. Then, applying the above argument, we may additionally guarantee that h j = 0 for all j ∈ Z + \ E.
As mentioned above, the proof of Theorem 1.1 is based on the pluriharmonic Riesz product construction from [1] . The crucial additional restriction is (2.6).
Generalized pluriharmonic Riesz products
To prove Theorems 1.2 and 1.3, we replace the homogeneous Ryll-Wojtaszczyk polynomials by appropriate polynomials with lacunary spectrum. The corresponding modification of the Riesz construction on the circle group is called a generalized product. We will distinguish L 2 -and L ∞ -generalized Riesz pairs and products on the sphere S d .
L
2 -generalized Riesz products. Step k+1. By the induction hypothesis, we are given a pluriharmonic polynomial
L 2 -generalized Riesz pairs. Assume that, for any j, L ∈ N, we are given a number Γ = Γ(j, L; d) ∈ N and holomorphic homogeneous polynomials
Property (2.1) guarantees that φ k+1 (ℓ) > 0 on S d for all sufficiently large ℓ. Next, if ℓ is large enough, then the degrees of the polynomials in the homogeneous expansion of the difference φ k+1 (ℓ) − φ k are strictly larger than deg φ k .
Fix so large number ℓ that the above restrictions hold. Put j k+1 = ℓ and φ k+1 = φ k+1 (j k+1 ).
Note that the choice of L k+1 , the size of lacuna, guarantees the key property in the definition of a Riesz product. Namely, let c m , m = 1, 2, . . . , denote the degrees of the non-trivial polynomials in the homogeneous expansion of φ k+1 . Then any r ∈ Z has at most one representation of the following type:
The above restrictions guarantee that the sequence of the probability measures φ k σ d weakly* converges in the space of Borel measures on S d . The limit probability measure π = π(R, a, J) is called an L 2 -generalized pluriharmonic Riesz product. To prove the following assertion, it suffices to repeat the model arguments from subsections 2.2.1 and 2.2.2; cf. [2] , where the proof is somewhat different. 
Comments.
It is necessary to explain certain details of Proposition 3.1. By definition,
. To construct the measure π(R • U, βa, J), we use arguments from subsection 2.2.1, hence, the index sequence
is obtained by induction. So, in applications, Proposition 3.1 is used as follows: on the induction step k + 1, put
For all sufficiently large ℓ ∈ N, we have φ k+1 (ℓ) > 0 on S d ; also, there exist unitary operators U ℓ k+1 and signs β ℓ k+1 such that (2.5) holds. Finally, we impose additional restrictions that hold for all sufficiently large ℓ ∈ N. In the model case, such a restriction is inequality (2.6). Selecting appropriate ℓ, put j k+1 = ℓ. The result of the induction construction is a singular measure π(R • U, βa, J). In what follows, we often omit the auxiliary sequences U and β.
L
∞ -generalized Riesz pairs and products. Assume that, for any j, L ∈ N, we are given holomorphic homogeneous polynomials
, where δ is a constant that depends only on d. The above polynomials exist by Lemma 2.1 from [3] . Note that the constant Γ does not depend on j and L in this case.
Put
It is worth to mention that the polynomials R(j, L) could not be homogeneous, that is, R(j, L) could not be replaced by Ryll-Wojtaszczyk polynomials. Also, fix a coefficient sequence a
Riesz pair is an L 2 -generalized one. Therefore, applying the construction from subsection 3.1.2, we define the L ∞ -generalized pluriharmonic Riesz products.
More stringent restrictions imposed on the L ∞ -generalized Riesz pairs guarantee more predictable behavior of the L ∞ -generalized products in comparison with their L 2 -counterparts. In particular, the auxiliary sequences U and β are not used in the following assertion. Comments to the above proposition are similar to those given in subsection 3.1.3: the index set J ⊂ N is constructed by induction, on step k + 1 we impose certain restrictions that hold for all sufficiently large ℓ ∈ N and we put j k+1 = ℓ for such an ℓ. So, in applications, on step k + 1 we are allowed to add new properties that hold for all sufficiently large ℓ ∈ N.
Proof of Theorem 1.2
To construct the required null-series, we apply Proposition 3.2. Also, we use the argument applied in subsection 2.2.3 as a model. So, fix an L ∞ -generalized Riesz pair (R, a) such that a / ∈ ℓ 2 and a k → 0. Recall that
4.1. Induction construction. Let k ∈ N, φ k > 0 on the sphere S d and the polynomial φ k has the following homogeneous expansion:
where h p ∈ H(p, 0) and n k = deg φ k . As in the model argument, put
Step k + 1. Below we assume that ℓ ∈ N is sufficiently large. Namely, the polynomial
) has the properties that guarantee the conclusion of Proposition 3.2. Also, we impose additional restrictions that hold for all ℓ ∈ N large enough.
Recall that
Thus, property (2.1) guarantees that
≤ |a k+1 | for r = 1, 2, . . . , Γ and for all sufficiently large ℓ ∈ N. Analogously, we have
≤ |a k+1 | for r = 1, 2, . . . , Γ − 1 and for all sufficiently large ℓ ∈ N. Next, using the inequality ∥W γ (ℓ, L k+1 )∥ C(S d ) ≤ 1 and applying property (2.1), we obtain
. . , n k and for all sufficiently large ℓ ∈ N. Note that condition (4.3) is a direct analogue of (2.6).
Fix so large number ℓ that all above restrictions are fulfilled. Put j k+1 = ℓ and φ k+1 = φ k+1 (j k+1 ). Now, the induction construction proceeds.
4.2.
A subsequence of partial sums converges. Fix a point ξ ∈ S d . By Proposition 3.2, the slice-measure π ξ is singular with respect to Lebesgue measure m. Note that π ξ (j) = 0 for n k < |j| < 2n k . Hence, applying Lemma 2.1(i), we obtain φ k (λξ) = s n k (λξ) → 0 for m-a.e. λ ∈ T.
Also, the limit lim k→∞ t n k (λξ) exists for m-a.e. λ ∈ T by Lemma 2.1(ii).
So, fix a point ζ ∈ S d such that the subsequence t n k (ζ) converges. Below we prove that the sequence t n (ζ) also converges.
4.3.
Convergence of the partial sums.
An auxiliary condition. We have |t
Put G = 5M + 2 and consider the following property:
If 0 ≤ n ≤ n 1 , then
for certain A, 0 ≤ A ≤ Γ. Hence, (4.4) holds for k = 1. Now, we argue by induction. So, assume that (4.4) holds with some k ∈ N.
To simplify notation, in what follows, we write W γ in the place of
Hence, without loss of generality, we may assume that
where Σ 1 , Σ 2 and Σ 3 are defined by the last identity; Σ 1 = 0 for r = Γ. First,
Second,
Third, applying (4.3), we obtain
by (4.4) with n = n k . In sum, we have
where Σ 4 , Σ 5 and Σ 6 are defined by the last identity; Σ 4 = 0 for r = 1. Now, we argue as in subsection 4.3.2. So,
by (4.1), (4.3) and (4.4). In sum, we obtain
Final step of the proof of Theorem 1.2. We have |a
by (4.5) and (4.6). In other words, inequality (4.4) holds for k + 1 in the place of k. So, the induction construction proceeds.
Recall that a k+1 → 0. Thus, we obtain lim n→∞ t n (ζ) = lim k→∞ t n k (ζ) by (4.5) and (4.6). So, as in the proof of Theorem 1.1, we conclude that s n → 0 σ d -a.e. The proof of Theorem 1.2 is complete.
Proof of Theorem 1.3
We need the polynomials provided by the following lemma:
Note that property (5.3) is verified, but not explicitly formulated in [2] . Let W γ (j, L) be the polynomials provided by Lemma 5.1 and
To construct a null-series, we combine Proposition 3.1 and the arguments from the proof of Theorem 1.2. Namely, we apply Proposition 3.1 as described in subsection 3.1.3. So, on step k + 1 of the induction construction, we consider the following polynomials:
Recall that it is allowed to add restrictions that hold for all sufficiently large ℓ ∈ N.
As usual, we write W γ (j, L) in the place of β
. So, we may repeat the arguments given in Section 4. First, estimates (4.1), (4.2) and (4.3) hold for all sufficiently large ℓ ∈ N by (2.1) and (5.3). Second, we argue as in subsection 2.2.2. Clearly, this step differs from the proof of Theorem 1.2: we apply Proposition 3.1 in the place of Proposition 3.2. Finally, we repeat word by the word, the arguments from subsection 4.3. As a result, we obtain a null-series 
So, (5.7) holds with k + 1 in the place of k. Hence, the induction construction works. Also, note that
The above estimates guarantee that we obtain a null-series (5.6) such that
The proof of Theorem 1.3 is complete.
