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A new algorithm is developed allowing the Monte Carlo study of a 1 + 1 dimensional theory in
real time. The main algorithmic development is to avoid the explicit calculation of the Jacobian
matrix and its determinant in the update process. This improvement has a wide applicability and
reduces the cost of the update in thimble-inspired calculations from O(N3) to less than O(N2). As
an additional feature, the algorithm leads to improved Monte Carlo proposals. We exemplify the use
of the algorithm to the real time dynamics of a scalar φ4 theory with weak and strong couplings.
I. INTRODUCTION
Some of the most interesting – and challenging – problems in many-body physics are dynamical questions. They
describe near equilibrium states through transport coefficients like diffusion constants, viscosities, conductivities, as
well as phenomena away from equilibrium. The central objects of interest in these class of problems are the time
dependent correlation functions of the form
〈Oˆ(t)Oˆ(t′)〉 = Tr
(
Oˆ(t)Oˆ(t′)ρˆ
)
. (1)
where the operators have the usual time evolution Oˆ(t) = eiHˆtOˆ(0)e−iHˆt and ρˆ is the density matrix which reduces
to the Boltzmann form, e−βHˆ/Tr(e−βHˆ), in equilibrium. Problems in this category show up in almost every field of
physics: cosmology, heavy ions collisions, and condensed matter physics to name a few.
Unfortunately the tools for tackling such dynamical problems from first principles are very limited. Even in weakly
coupled systems, the study of long time dynamics (or low momentum properties) require complicated resummations of
the perturbative expansion [1, 2]. Monte-Carlo techniques, the method of choice for non-perturbative problems, have a
fundamental difficulty in dealing with real time (as opposed to imaginary time) dynamics, due to a particularly severe
version of the “sign problem”. Many Monte Carlo-based approaches, including the one used in relativistic theories and
that we use in this paper, are based on a path integral representation of the observable of interest. Such a path integral
representation exists for real time observables in or out of equilibrium, and is based on the the Schwinger-Keldysh
formalism [3, 4]. The problem in the Monte-Carlo evaluation of this path integral is that the integrand is a pure phase,
as opposed to a fast decaying real function, and the importance sampling of the integrand, based on the interpretation
of the integrand as a probability density, is not possible. As we will comment below, the sign problem for path integrals
in the Schwinger-Keldysh formalism is, in a certain sense, the worst possible.
We are aware of two approaches that address this problem via Monte-Carlo techniques. The first one is to concentrate
on near equilibrium and attempt to compute transport coefficients. They can be computed through the Kubo formula
from the knowledge of certain equilibrium real time correlators (1). In principle, the correlators in imaginary time,
〈OˆE(τ)OˆE(τ ′)〉 with OˆE(τ) = eHˆτ Oˆ(0)e−Hˆτ , contain the same information as the real time ones and can be computed
with standard Monte Carlo techniques, frequently without a sign problem [5–9]. In practice, however, exponentially
good precision on imaginary time is required to reconstruct it on real time. The second approach is to use Langevin
methods (“stochastic quantization”[10]). The drawback of the (complex) Langevin approach is that it does not always
converge, or sometimes converges to an incorrect result [11]. In fact, the few attempts of applying the complex Langevin
method to real time dynamics seem to suggest that it converges to the wrong result if the time separation t− t′ is
more than the inverse temperature β [12–14].
In the last few years a new approach to compute path integrals with sign problem has been developed [15]. Although
different versions vary in detail, they are all based in the deformation of the path integral from real values of the fields
to a suitably chosen middle dimensional (i.e. with the same dimensions as the real field space) submanifold of the
∗ aalexan@gwu.edu
† gbasar@uic.edu
‡ bedaque@umd.edu
§ gregridgway@gmail.com
ar
X
iv
:1
70
4.
06
40
4v
2 
 [h
ep
-la
t] 
 31
 M
ay
 20
17
2complexified field space. The equality of the integral over this new manifold to the integral over the original real space
is guaranteed by a multidimensional version of Cauchy’s theorem and by choosing the asymptotic properties of the
manifold properly (the analogue of avoiding the “arcs at infinity” familiar from complex analysis of functions of one
complex variable). One choice of such a manifold is to deform the contour of integration from the real space to an
appropriate combination of “thimbles”, the multidimensional analogues of the “steepest descent” or “constant phase”
path from the theory of one complex variable. The sign problem is solved because, along thimbles, the phase of the
integrand is constant. A difficulty with this choice of manifold is that it is, in general, nearly impossible to determine
the particular combination of thimbles that is equivalent to the original region of integration. There are also the issues
of how to sample disconnected thimbles and find them as their location is not known analytically.
Another choice of integration manifold was proposed in [16] and pursued by our group recently [17–19]. In this
proposal, the manifold of integration is obtained by taking the real fields as a starting value and evolving them
according to the (anti)holomorphic gradient flow (the complex conjugate of the gradient of the action). This flow
evolves a given real field configuration along a particular trajectory, determined by the gradient of the action, in the
complexified field space. The end point of this evolution is determined by the “flow time”, which is viewed as a free
parameter. Therefore flowing the original real field space by some flow time creates an alternative, complex path
integration manifold associated with the value of that flow time. In the limit of large flow times this manifold coincides
with the precise combination of thimbles which is equivalent to the original integration domain. For finite flow times
it provides a manifold i) that is equivalent to the original domain of integration, ii) on which the phase variation of
the integrand is milder than on the real space and iii) that is connected, making the stochastic sampling easier to
accomplish.
This method was applied to the equilibrium real time dynamics of an anharmonic oscillator in [17]. The correct result
(which is known in this case through direct diagonalization of the hamiltonian) was obtained, even for time differences
t− t′ of the order of ≈ 4β. However, the particular implementation of this method had two major shortcomings which
prevented a similar computation in a field theory. Firstly, an unreasonably large number of Monte-Carlo steps were
required for thermalization and decorrelation. The reason for this was traced back to the fact that in this method,
it is natural to make isotropic proposals in real space that are then “flowed” to the manifold of integration where
they are highly anisotropic. In [17] some attempts were made to correct for this anisotropy by using a combination of
gaussian approximation and trial-and-error adjustment for the proposals to make them more isotropic when flowed
to the manifold of integration, but with limited success. It also required the computation and storage of a set of
N , N -dimensional vectors (where N is the number of degrees of freedom on the lattice), which was possible in the
anharmonic oscillator problem but is prohibitive in a field theory with a large lattice. Secondly, the need to compute
the jacobian associated with the parametrization of the manifold by its real coordinates makes every step of the
Monte-Carlo chain computationally expensive. Previously, this problem had been dealt with by using an estimator of
the jacobian [18, 20, 21] and reweighting the difference when making measurements. The estimator we developed is
likely to be useful if the coupling is small and/or the manifold of integrations is nearly parallel to the real plane. This
is not the case for the real time calculations so a new method that bypasses the need to compute the jacobian at every
step of the Monte Carlo chain is necessary.
The purpose of this paper is to present an algorithm without these two difficulties, and one that does not require
the storage of the N , N -dimensional vectors. The main idea is the Grady algorithm [22, 23] which is used in lattice
QCD in order to avoid the computation of fermion determinants. The effect of the jacobian is embedded in a bias of
the proposals that are isotropic in the flowed manifold. We implement the Grady algorithm into the holomorphic
gradient flow method to perform a real time calculation on a φ4 theory in 1 + 1 dimensions. In this model and for
weak or strong couplings, we are able to perform an even computationally cheaper calculation by approximating the
holomorphic flow by its gaussian approximation in the calculation of the proposal (and reweighting the difference
between them when making measurements).
In Section 2 we briefly review properties of the holomorphic flow and the new algorithm is described. In Section 3
the model and its representation in the Schwinger-Keldysh formalism is described. Results are described in Section 4
and a conclusion is presented in Section 5.
II. THE SCHWINGER-KELDYSH PATH INTEGRAL AND THE MODEL
As discussed in the introduction, we are interested in expectation values of the form
〈Oˆ1(x1)Oˆ2(x2) · · · 〉 = Tr[ρˆ(0)Oˆ1(x1)Oˆ2(x2) · · · ], (2)
where Oˆi(x) = eiHˆt−ip·xOˆi(t = 0,x = 0)e−iHˆt+ip·x are operators in the Heisenberg representation and ρˆ(0) =
e−βHˆ(0)/Tr(e−βHˆ(0)) is the density matrix representing the initial state of the system. When the time evolution is
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FIG. 1. The Schwinger Keldysh contour (left) and its discretization (right).
determined by a time independent hamiltonian Hˆ(t) = Hˆ(0) = Hˆ, the system is in thermodynamic equilibrium which
we will assume. The non-equilibrium case can also be studied within the formalism after a slight modification. We will
briefly comment on this point later. Expectation values of this form can be obtained from the generating functional
Z[J+, J−, Jβ ] = Tr[U(T − iβ, T ; Jβ)U(T, T ′; J−)U(T ′, T ; J+)], (3)
where J±, Jβ are external classical currents coupled to the fields in the theory and U(T, T ′; J) is the time evolution
operator under the influence of the external current J between times T and T ′. In order to compute correlators as in
(2) we need T < t1, t2, · · · < T ′. The generating function has the path integral representation [3, 4]
Z[J+, J−, Jβ ] =
∫
Dφ+Dφ−Dφβ eiSSK [φ+,φ−,φβ ,J+,J−,Jβ ] (4)
where the action, SSK , is defined as an integral of the Lagrangian along a time contour, C, which lives in the complex
plane:
SSK [φ+, φ−, φβ , J+, J−, Jβ ] =
∫
C
dtL[φ+, φ−, φβ , J+, J−, Jβ ] (5)
=
∫ T ′
T
dtL[φ+, J+] +
∫ T ′−iβ/2
T ′
dtL[φβ , Jβ ] +
∫ T−iβ/2
T ′−iβ/2
dtL[φ−, J−]
+
∫ T−iβ
T−iβ/2
dtL[φβ , Jβ ] . (6)
with the boundary conditions φ+(T
′) = φβ(T ′), φβ(T ′− iβ/2) = φ−(T ′− iβ/2), φ−(T − iβ/2) = φβ(T − iβ/2), φβ(T −
iβ) = φ+(T ) (φβ(T − iβ) = −φ+(T ) for fermionic fields). The contour C is depicted in Fig. 1 (left). The upper and
lower parts of the contour, parallel to the real axis, are associated with the forward and backward time evolution (i.e.
the second and third terms in the trace in Eq. 3). The parts that are along the imaginary axis are associated with
the insertion of the density matrix (i.e. the first term in the trace in Eq. 3). Note that we chose to split the density
matrix into two parts that are inserted at times T and T ′. This choice assumes the existence of equilibrium where the
Hamiltonian is time independent and the density matrix commutes with time evolution operator. In order to study
an out-of-equlibrium system this contour has to be modified such that the density matrix is inserted at time T ′ as a
whole. Even though our construction can be generalized, we will not discuss this case in this paper.
Given the path integral representation, the various correlators can be computed by differentiating Z[J+, J−, Jβ ]
with respect to external sources. The time ordering is such that the operators that are inserted in the lower branch of
C always have a larger time compared to those that are inserted at the upper branch. A two point correlator with
both operators are in the upper (lower) branch is time ordered (anti time ordered). For instance
〈Tφ(t1,x1)φ(t2,x2)〉 = δ
2Z[J+, J−, Jβ ]
δJ+(t1,x1)δJ+(t2,x2)
. (7)
In the paper, we present a Monte Carlo method to compute time dependent correlation functions as in (7) for
the 1 + 1 dimensional φ4 theory with the potential V [φ] = 12m
2φ2 + λ4!φ
4. The lattice action corresponding to the
Schwinger-Keldysh path integral is given by
S[φ] ≡ −iSSK,lattice =
∑
t,n
ata
[
(φt+1,n − φt,n)2
2a2t
+
1
2
(
(φt+1,n+1 − φt+1,n)2
2a2
+
(φt,n+1 − φt,n)2
2a2
)
+
1
2
m2
φ2t,n + φ
2
t+1,n
2
+
λ
4!
φ4t+1,n + φ
4
t,n
2
]
,
(8)
4where t and n indexes the lattice along the time and spatial directions, a is the spatial lattice spacing and at is the
time lattice spacing:
at =ia, for 0 ≤ t < Nt,
at =a, for Nt ≤ t < Nt +Nβ/2,
at =− ia, for Nt +Nβ/2 ≤ t < 2Nt +Nβ/2,
at =a, for 2Nt +Nβ/2 ≤ t < 2Nt +Nβ ,
(9)
and Nt, Nβ are the number of lattice points on the real and imaginary axis, respectively. This is shown in Fig. 1 (right).
We embedded a factor of −i in the definition of the action in Eq. 8 so that the measure in the path integral is e−S . The
change in at with t determines the contour in the complex time plane defining the Schwinger-Keldysh action. The fields
φ+, φ− and φβ correspond, in our discretized action, to φt,n for t in the ranges 0 ≤ t < Nt, Nt+Nβ/2 ≤ t < 2Nt+Nβ/2,
and Nt ≤ t < Nt +Nβ/2 and 2Nt +Nβ/2 ≤ t < 2Nt +Nβ/2 respectively. The correlators that we are interested in
computing are now given by the discretized path integral
〈φt1,n1φt2,n2〉 =
∫ (∏
t,n dφt,n
)
e−S[φ]φt1,n1φt2,n2∫ (∏
t,n dφt,n
)
e−S[φ]
. (10)
Along the two branches of the real axis the measure, e−S[φ], of the path integral is a pure phase, and lacks exponential
damping as the value of φ±(t,x) is varied, in contrast to the Euclidean branch. Thus, any attempt at reweighting the
phase of the integrand is doomed to fail as the average phase vanishes. In this sense, the sign problem arising in real
time is the worst possible. In the following two sections, we will present a new Monte-Carlo algorithm to alleviate this
sign problem by using the holomorphic gradient flow.
In order to validate our results at small coupling and to ascertain that our results at larger coupling indeed cannot be
reproduced by perturbation theory, we compare against perturbative results. The propagator in the Schwinger-Keldysh
contour is given up to order O(λ2) by
〈φiφj〉 ≈ 〈φiφj〉0 + λ
(
− 1
4!
)∑
k
a˜k〈φiφjφ4k〉c0 + λ2
1
2
(
− 1
4!
)2∑
k,l
a˜ka˜l〈φiφjφ4kφ4l 〉c0
= (H0)
−1
ij −
λ
2
∑
k
a˜k(H0)
−1
ik (H0)
−1
kk (H0)
−1
kj +
λ2
4
∑
k,l
a˜ka˜l
[
(H0)
−1
il ((H0)
−1
lk )
2(H0)
−1
kk (H0)
−1
kj
+(H0)
−1
il (H0)
−1
lk (H0)
−1
ll (H0)
−1
kk (H0)
−1
kj +
2
3
(H0)
−1
il ((H0)
−1
lk )
3(H0)
−1
kj
]
,
(11)
where i, j, k, l are combined time and space indices, a˜k = a(at(k)−1+at(k))/2, H0 is the Hessian of the Schwinger-Keldysh
action at φ = 0 and 〈·〉c0 denotes the connected part of the correlator.
III. HOLOMORPHIC GRADIENT FLOW
In order to solve the sign problem, that is to reduce the phase fluctuations for the path integral to a level where
we can easily reweight it, we will deform the integration manifold of our path integral. The first step of the process
is to promote all real variables (values of the field at each space-time point) to complex ones. Using a generalized
version of Cauchy’s theorem, we can show that we can deform the integration manifold in the complex space without
changing the value of the integral, as long as we do not cross any singularities of the integrand and we preserve the
asymptotic behavior of the field. There is a rather large latitude in choosing the deformation but in this work we will
use a deformation induced by the holomorphic gradient flow. In this section we will review briefly the relevant details.
The holomorphic gradient flow is defined, for a system with N real degrees of freedom, through the set of differential
equations
dzi(τ)
dτ
=
∂S(z(τ))
∂zi
with z(0) = x ∈ RN . (12)
Integrating the flow equation above for a fixed amount of “time” Tflow defines a map x→ f(x) where f(x) ≡ z(Tflow).
The image under this map of the original integration domain RN is our new integration manifold M = f(RN ). Note
that this manifold depends on Tflow and as the flow time is increased the sign fluctuations become milder [24]. When
5the action is real the flow keeps the points in the real subspace, but for complex actions the image manifold M will be
different from RN . Since we use the points in RN to keep track of the points in the integration manifold M, we will
refer to RN as the parametrization manifold.
The map f naturally induces a linear map, denoted by Tf , between the tangent space at point x and the tangent
space at point x′ = f(x). A vector v tangent at x is mapped to Tf(v) = v′ tangent at x′ with v′ = ω(Tflow) where ω
satisfies the differential equation
dωi(τ)
dτ
= Hij(z(τ))ωj(τ) with ω(0) = v and Hij ≡ ∂
2S
∂zi∂zj
. (13)
This equation is derived by considering the flow of a point infinitesimally displaced in direction v away from x. Note
that in the equation above the Hessian H is to be evaluated along the trajectory z(τ) that takes x to x′, so this
equation needs to be solved together with Eq. 12 in order to “transport” a vector.
Since the vector flow is a linear map, it can be represented by a matrix. Taking in RN the canonical basis {ej}j=1,...,N
with eij = δij the vectors Tf(ej) will form a basis for the tangent space of M at x′. The matrix J which has these
vectors as columns, that is
Jij ≡ Tf(ej)i , (14)
can be used to map v = viei into v
′ = viTf(ei) so that the components of v′ are v′i = Jijvj . Note that while the
components of v have to be real, the components of v′ are in general complex, since the tangent space at x′ is usually
not parallel to RN . We stress that v′i are the components of v′ in the canonical basis ei in CN , not the components of
v′ in the basis Tf(ei). If we decompose v′ in the basis Tf(ei) the components are real, as they should be, and they are
in fact vi. The map Tf and the matrix J depend on the starting point x ∈ Rn, but to simplify the notation we will
make this explicit only when required.
An important property of the tangent map Tf is that it preserves the imaginary part of the dot product of two
vectors since the derivative of the product along the flow is real:
d
dτ
〈w, v〉C =
d
dτ
(wivi) =
dw
dτ
i
vi + wi
dv
dτ
i
= Hijw
jvi + wiHijvj = 2Re[w
iHijv
j ] . (15)
We denoted the CN scalar product with 〈w, v〉C to distinguish it from the real scalar product 〈w, v〉R = Rewi Re vi +
Imwi Im vi = Re 〈w, v〉C. The invariance of the imaginary part implies that for any i and j
Im 〈Tf(ei),Tf(ej)〉C = Im 〈ei, ej〉C = 0 which can be restated as Im JkiJkj = Im(J†J)ij = 0 . (16)
Thus the matrix J†(x)J(x) is real. Another important property is that while {Tf(ej)}j=1,...,N span the tangent space
at x′ (viewed as a real vector space), the vectors {iTf(ej)}j=1,...,N span the orthogonal vector space. This can be seen
by considering the real scalar product between any two vectors in these sets:
〈Tf(ej), iTf(ek)〉R = Re 〈Tf(ej), iTf(ek)〉C = − Im 〈Tf(ej),Tf(ek)〉C = 0 . (17)
This means that any vector v′ at x′ can be decomposed as
v′ = v′‖ + v
′
⊥ with v
′
‖ = v
j
‖Tf(ej) = Tf(v
j
‖ej) and v
′
⊥ = v
j
⊥iTf(ej) = iTf(v
j
⊥ej) , (18)
where vj‖,⊥ coefficients are real. Defining v‖,⊥ ≡ vj‖,⊥ej , we have v′‖ = Jv‖ and v′⊥ = iJv⊥.
The partition function is evaluated by integrating over the manifold M:
Z =
∫
M
dx′ e−S(x
′) =
∫
RN
dx det J(x) e−S(f(x)) =
∫
RN
dx |det J(x)|e−ReS(f(x))Φ(x) , (19)
where Φ(x) ≡ exp[−i ImS(f(x)) + i arg det J(x)] is a pure phase. Note that the measure dx′ is the Cauchy measure on
the manifoldM embedded in CN and that the change of variables from the integration manifold to the parametrization
manifold RN gives rises to the Jacobian det J(x), which is the determinant of the matrix J defined in Eq. 14. To
evaluate observable averages with respect to Z, we will sample configurations according to the positive weight P (x)
and then evaluate observables by reweighting, that is, we compute averages from the formula
〈O(x)〉 = 〈O(x)Φ(x)〉P〈Φ(x)〉P
with P (x) = |det J(x)| e−ReS(f(x)) . (20)
The averages 〈·〉P are taken with respect to the probability weight P (x). We discuss how to sample this measure in
the next section.
6IV. ALGORITHM
In this section we will present a method of sampling configurations according to the probability weight P (x) defined
in Eq. 20. The method described here is based on the Metropolis algorithm, where new configurations are proposed
and an accept-reject step is used to ensure detailed balance. The algorithm we used previously [24] suffered from two
main flaws. The first was the substantial cost of computing the jacobian J(x) at every step of the Markov chain. The
second was that the proposals, straightforwardly, were chosen to be isotropic in the real variables x. As those variables
parametrize the actual manifold of integration M through the very non-linear map x′ = f(x), the resulting proposals
were very anisotropic in M. This distortion effect was partially, but not completely, compensated in [24]. The result
was that very small proposal steps had to be chosen in order to achieve reasonable acceptance rates and made the
algorithm perform poorly. The algorithm we discuss here improves on the one used in [24] in both respects.
To better understand the advantages of this algorithm, let us first review the computationally intensive steps
involved. The cost estimates below will concern typical bosonic systems, as the one considered in this paper. The
most expensive part of the computation of the action of the flowed configuration S(x′) = S(f(x)), is the calculation
of the flowed configurations x′, which requires the integration of Eq. 12. For this, we use an adaptive Runge-Kutta
integrator [25]. In terms of scaling with the size of the system this is a O(N) calculation, if we assume that Tflow
remains fixed as we increase the system size. To compute J(x) we need to integrate Eq. 13 for each vector in the
basis. The Hessian is usually a sparse matrix, so each integration step can be implemented with complexity O(N),
and the cost of computing Tf(v) for some vector v is O(N). Overall, the cost of computing J(x) is then O(N2) and
its determinant has a cost of order O(N3). For large systems the cost of the later steps quickly becomes dominant.
For some systems estimators of |det J(x)| can be employed for sampling and the difference can be reweighted [20].
However, these estimators do not work well for the system considered in this paper.
The second problem is to find proposals that move efficiently through the integration manifold M. Proposals that
are distributed isotropically in the parametrization space are in general mapped to a highly skewed distribution in the
integration space, leading to an inefficient sampling of the manifold [24]. The skewed distribution appears because
the map Tf scales very differently vectors that point in different directions, that is, the eigenvectors of J(x) have
eigenvalues of very different magnitudes. When the matrix J(x) is relatively constant over the sampled region in
the parametrization space, we can bias the proposals in the parametrization space such that their distribution in the
integration manifold is relatively isotropic. To be specific, denote the current configuration by xn and the proposed
one by xn+1. When the proposal is selected with probability Pr(xn → xn+1) ∝ exp(−∆TM∆), where ∆ ≡ xn+1 − xn
and M is a fixed real positive-definite matrix, the probability Pr is symmetric in xn and xn+1, so the acceptance
probability required for detailed balance is the usual Pacc = min{1, P (xn+1)/P (xn)}. When the parametrization
manifold is tangent to a critical point xcr, a good choice for matrix M is J(xcr)
†J(xcr), since this bias can be effectively
constructed using the “eigenvectors” and “eigenvalues” of the Hessian evaluated at the critical point [21, 24]. When
flowing from the original integration manifold RN , as we will do in the present paper, a possible choice for the matrix
M would be the quadratic approximation to the real part of the action ReS(f(x)) ≈ −xTMx [17]. The problems
with these methods are that i) the accept-reject step requires the calculation of J(x) and its determinant, and ii)
they are only effective when the matrix J does not fluctuate too much over the sampled configurations. Ideally, we
would like to make proposals that are isotropic around x′n ∈M, that is Pr(xn → xn+1) ∝ exp(−∆TJ†(xn)J(xn)∆).
These proposals are isotropic in the tangent space at x′n because η
′
‖ ≡ J(xn)∆ is a random vector in this space
distributed with probability P (η′‖) ∝ exp(−η′†‖ η′‖). These proposals are not symmetric under the exchange xn ↔ xn+1,
since the matrices Jn ≡ J(xn) and Jn+1 ≡ J(xn+1) are different. To account for this asymmetry, the acceptance
probability needs to be modified to Pacc = min{1, P (xn+1) |det Jn+1| /P (xn) |det Jn|}. This is still expensive, since
the determinants appearing in P (x) do not cancel in the acceptance ratio and we are still required to compute |det J |.
However, this suggests a way to arrange the proposals to cancel the determinants: if we could make proposals using the
probability Pr(xn → xn+1) ∝ exp[−∆T (J†J)n+1∆] computing the acceptance would require just the action difference
∆S = Re[S(x′n+1)− S(x′n)]. This would require solving an implicit equation to determine the new configurations xn+1.
This is not the approach we will follow here. Instead, we follow a method based on the Grady algorithm [22, 23] which
can be designed to both be isotropic around x′n and also to avoid explicit computation of J ; we make proposals using
Pr(xn → xn+1) =
√
det(J†J)n
piNδ2
e−∆
T (J†J)n∆/δ2 , (21)
where δ is a parameter used to adjust the step size so that the acceptance rate is reasonable. Note that this steps
relies on the fact that the matrix J†J is real, a property discussed earlier in the paper. The equation above involves
|det J |, but this will appear in our calculation only implicitly, since our algorithm will require only that we generate
vectors η′‖ = Jn∆ that are normally distributed; we only displayed the full probability function above to help us prove
the detailed balance below. The acceptance rate is computed by first generating an auxiliary complex vector ξ with
7probability
P (ξ) =
det(J†J)n+1
piN
e−ξ
†(J†J)n+1ξ , (22)
and then the acceptance probability is computed using
Pacc = min{1, e−∆S+ξ†[(J†J)n+1−(J†J)n]ξ+∆T [(J†J)n−(J†J)n+1]∆/δ2} . (23)
The total transition rate from xn to xn+1 is then
T (xn → xn+1) = Pr(xn → xn+1)
∫
dξdξ† P (ξ)Pacc . (24)
To prove the correctness of the method we follow a strategy outlined by Creutz [23]: we show that the product
P (xn)T (xn → xn+1) is symmetric in xn and xn+1 which implies that the detailed balance is satisfied. We have
P (xn)T (xn → xn+1) = e−ReS(x′n) |det Jn|
√
det(J†J)n
piNδ2
e−∆
T (J†J)n∆/δ2
×
∫
dξdξ†
det(J†J)n+1
piN
e−ξ
†(J†J)n+1ξ min{1, e−∆S+ξ†[(J†J)n+1−(J†J)n]ξ+∆T [(J†J)n−(J†J)n+1]∆/δ2}
=
det(J†J)n det(J†J)n+1
δpi3N/2
×
∫
dξdξ† min{e−ReS(x′n)−∆T (J†J)n∆/δ2−ξ†(J†J)n+1ξ, e−ReS(x′n+1)−∆T (J†J)n+1∆/δ2−ξ†(J†J)nξ} .
(25)
This proves the correctness of our method. To derive the relation above we used the fact that J†J is real and
positive-definite, so that
√
det J†J = |det J |.
Our algorithm samples configurations x ∈ RN distributed with the desired probability P (x) given in Eq. 20. The
configurations are updated using the following steps:
1. Generate a complex vector η′ ∈ CN using the distribution P (η′) ∝ exp(−η′†η′/δ2).
2. Compute ∆ = Re J−1n η
′ and η′‖ = Jn∆ which is the tangent component of η
′ at x′n.
3. Propose a new configuration xn+1 = xn + ∆.
4. Generate a complex vector ζ ′ ∈ CN using the probability distribution P (ζ ′) ∝ exp(−ζ ′†ζ ′).
5. Compute ξ = J−1n+1ζ
′ and use it to determine whether to accept the new configuration using Pacc in Eq. 23.
In step 1 and 4, η′ and ζ ′ can be generated by simply drawing each component from an appropriate normal distribution.
In step 2, in order to show that η′‖ is tangent to M at x′ we used the fact that we can decompose η′ into components
parallel and tangent: η′ = η′‖ + η
′
⊥ = J(η‖ + iη⊥), where η‖,⊥ ∈ RN , and thus ∆ = η‖ = Re J−1n η′, as it follows from
the discussion surrounding Eq. 18.
The final ingredient necessary to implement steps 2 and 5 is a method to compute J−1v′ for an arbitrary complex
vector v′ ∈ CN without first evaluating the matrix J . We note first that, for a real vector v, we can compute
Jv simply by integrating Eq. 13 to get Tf(v), a calculation of complexity O(N). However, this does not work
when the vector v is complex, because the flow is non-linear when the vector has imaginary components, that is
Tf(v + iw) 6= Tf(v) + iTf(w). For a complex vector the solution is to evolve the real and imaginary components
separately, that it Jv = Tf(Re v) + iTf(Im v). This requires two separate integrations of Eq. 13, but the complexity
remains O(N). Armed with this routine, we can then compute J−1v′ for any vector by using an iterative method, for
example GMRES [26] or BiCGstab [27]. These algorithms allows us to compute J−1v′ through successive computations
of Jv without explicitly inverting J . We note that when the vector v′ is tangent at x′, its inverse J−1v′ ∈ RN can be
computed by integrating Eq. 13 backwards. While we did not use this property for this study, it is conceivable that
this may be employed to optimize an inversion algorithm for general vectors.
The algorithm described in this section can be used to sample P (x) without computing the matrix J(x) and its
determinant. To complete the calculation we need to evaluate the phase ϕ(x). While there are methods that can
estimate this phase accurately without computing det J [28], in this paper we evaluate it directly by computing det J
on the decorrelated configurations, which is a small subset of the one generated by the sampling algorithm.
8Later on, in order to gauge the performance of our algorithm, we will compare it with a variant of our algorithm.
For that purpose we improve the way proposals are made in relation to the method used in [17]. The proposals
are made according to the distribution Pr(xn → xn+1) ∝ exp(−∆TJ†(0)J(0)∆/δ2) and accepted with probability
Pacc = min{1, exp(−∆S)}. This in effect samples the configurations not with the desired probability but with
probability P0(x) ∝ |det J(0)| exp(−ReS(f(x))) so, when computing he observables the difference between the desired
probability and P0(x) has to be reweighted by using
〈O〉 =
〈
O(x)Φ˜(x)
〉
P0〈
Φ˜(x)
〉
P0
with Φ˜(x) =
det J(x)
|det J(0)|e
−i ImS(f(x)) , (26)
where the average 〈·〉P0 is taken with respect to the weight P0(x). For the model discussed in this paper, at weak
coupling the matrix J(x) will be close to J(0) and the method should work well. As we increase the coupling the
reweighting factor Φ˜ oscillates quickly and the statistical power of the ensemble generated by P0 will decrease making
the process inefficient. We note that for this method we need to compute J(0)−1v for a large numbers of vectors. For
sufficiently small systems, as the ones we consider in this paper, this can be done efficiently by precomputing J(0)−1,
allowing us to generate a large number of configurations very cheaply.
V. RESULTS
The data presented in this section refers to simulations that are run on lattices with Nt = 8, Nβ = 2, and Nx = 8.
The total number of degrees of freedom for this system is (2×Nt +Nβ)×Nx = 144. We set m = 1 and the lattice
spacing a = 0.2. We run simulations for three different values of λ: 0.1, 0.5, and 1.0. For each λ we did short runs to
determine the average sign Re 〈Φ〉P and increased Tflow until it reached a value of around 0.2. The parameters for
these simulations, including the flow time Tflow, the average sign, and the number of updates for both our current
algorithm and the old one are collected in Table I.
The first issue we will address is the performance of the estimator that appears in the acceptance rate in Eq. 23. We
can find the acceptance rate by integrating Eq. 22 over ξ; the result is a ratio of determinants det(J†J)n+1/ det(J†J)n.
One potential problem would be a low acceptance rate or, equivalently, the need to use very small proposals δ. In
Fig. 2 we show the relative size of the three components that enter in the acceptance rate: the action change ∆S,
the ξ-estimator ξ†[(J†J)n+1 − (J†J)n]ξ, and the measure change ∆T [(J†J)n+1 − (J†J)n]∆. We see that the action
change dominates both the ξ-estimator and the measure change, for all values of the coupling. We conclude that there
is very little loss associated with using the ξ-estimator rather than the determinant ratio in the acceptance rate.
The observable that we will focus on in this section is the correlator
C(t, p) =
〈
φ(t, p)φ(0, p)†
〉
β
with φ(t, p) ≡ 1
Nx
Nx−1∑
n=0
eipnφt,n . (27)
Note that the field φ is real thus φ(p)† = φ(−p). We use periodic fields in the spatial direction so the momentum is
quantized in units of 2pi/Nx. To compute the correlator C(t, p) we compute the averages on the forward time leg of
the Schwinger-Keldysh contour. To boost our statistics, we can also use the fields on the backward leg of the contour.
Note that the correlator
Cb(t, p) =
〈
φ(0, p)†φ(t, p)
〉
β
, (28)
λ Tflow Re 〈Φ〉P
J0 Grady
updates/106 δ acceptance stat power updates/106 δ acceptance
0.1 1.8 0.278(2) 100 0.11 53% 0.99 3.2 0.1 57%
0.5 1.6 0.193(2) 50 0.115 50% 0.90 2.4 0.1 57%
1.0 1.6 0.189(2) 50 0.1 53% 0.68 2.4 0.1 55%
TABLE I. Simulation parameters for the ensembles used in this study. The last two sets of columns indicate the number of
updates required to generate the ensembles used in this study, the step-size δ, and the acceptance rate. Grady indicates the
algorithm proposed in this paper, and J0 indicates the variant of the old algorithm described at the end of Section IV.
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FIG. 2. Time histories for a thermalized configurations using Grady algorithm. The coupling increases from the upper row to
the lower. The three columns indicate the components that enter the acceptance rate in Eq. 23: action change, ξ-estimator, and
measure variation.
can be evaluated using the fields on the backward leg due to the reverse time ordering of the operator product. We
assume here that t ≥ 0. This correlator is related to C via the relation C(t, p) = Cb(t,−p). Thus the observable we
use is the following
C(t, p) =
1
2(Nt + 1− t)
Nt−t∑
t′=0
[
〈φ(t+ t′, p)φ(t′,−p)〉+ 〈φ(t′ + Tb, p)φ(t+ t′ + Tb,−p)〉
]
for t = 0, . . . , Nt , (29)
where Tb = Nt + 1 +Nτ/2 is the beginning of the backward leg in our discretization. The formula above exploits the
time translation invariance along the forward/backward legs. Note that this symmetry is exact only in the continuum:
our discretization breaks this slightly due to the corner effects.
In the left panel of Fig. 3 we compare the results of our simulations with the perturbative calculation in the weak
coupling (λ = 0.1) and p = 0 case. We see the the results from our two algorithms agree with each other—the error
bars are smaller for J0 because the number of statistics is significantly larger—and they agree very well with the
perturbative results. Note that for this coupling the perturbation theory seems to work well: the effect of higher order
terms gets smaller. For larger values of λ, however, the perturbative results should become unreliable. We quantify the
convergence of perturbation theory on the right panel of Fig. 3 where we plot the value of C(t = 0, p = 0) as a function
of λ at orders λ0, λ1 and λ2. We see that the series becomes unreliable well before we get to λ = 0.5, with the second
order term having larger magnitude than the first order correction, and the series diverging sharply away from our
simulation points at λ = 0.5 and 1.0. We conclude that λ = 0.5 and 1.0 simulations are in the strong coupling region.
In Fig. 4 we plot the results for the real part of the correlator for all values of λ used in this study. Since the
statistics for the simulations using the Grady algorithm are smaller, the error bars are larger, so we only display the
results for the largest coupling λ = 1.0 (the ones for λ = 0.1 are included in Fig 3.) We see that the correlator is
systematically drifting away from its λ = 0 value as we increase the value of the coupling. We have run statistical tests
and determined that the results of the Grady and J0 algorithm are statistically compatible. The apparent discrepancy
in Fig. 4 is not statistically significant since the data-points for different time separations are strongly correlated.
In Fig. 5 we show the correlator for the smallest non-zero momentum, p = 2pi/Nx. We see that these correlators
tend to have smaller statistical errors (this is true for higher momenta too), and they change only slightly as we
increase the strength of the coupling. In the right panel of Fig. 5 we show the expectations from perturbation theory
for this correlator: we see that the first and second order effects are much smaller than for the zero-momentum case, in
agreement with the results of our simulations.
Before we conclude, we note that the performance of the “J0” algorithm has been better than we anticipated.
This was mainly due to the fact that for the parameters studied in this paper the fluctuations of the Jacobian were
small. Thus the reweighting from the probability distribution P0 sampled by the J0 algorithm to the distribution P (x)
sampled by the Grady algorithm was very successful. To quantify this we measure the statistical power for each of the
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FIG. 3. Left: real and imaginary part of the correlator for λ = 0.1 for momentum p = 0, as produced with the Grady and J0
algorithms, compared to the perturbative calculation. The simulation points are offset horizontally for clarity. Right: the results
for zero distance correlator as a function of the coupling. The blue points are the results of the “J0” algorithm and the curves
correspond to zeroth, first, and second order calculation.
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FIG. 4. Real and imaginary part of the correlator for momentum p = 0 for all λ values used in this study. The blue points are
the results produced with J0 algorithm and the red points correspond to the Grady algorithm. For clarity the Grady results are
displaced horizontally. The black crosses are the result of exact calculations at λ = 0.
ensembles generated with J0 algorithm
stat power =
1
Ncfg
(
∑
i |det J(φi)|)2∑
i |det J(φi)|2
, (30)
where Ncfg is the number of configurations in the ensemble, and φi are the configurations. This quantity is equal
to one when all configurations contribute equally, which happens when |det J(φi)| does not fluctuate at all, and in
the worst case it is 1/Ncfg when one configurations has a dominant contribution to the reweigthed ensemble. The
statistical power of each ensemble is listed in Table I. We see that as expected the statistical power decreases as we
increase λ, but the its value is still 0.68 even on the ensemble with λ = 1.0, so that we can easily reweight.
VI. DISCUSSION AND CONCLUSIONS
We have explored two different algorithms to compute the path integrals arising in the Schwinger-Keldysh formalism.
They are both based on deforming the contour of integration from real variables to a submanifold of the complexified
field space. They both bypass the most difficult and costly part of the computation, namely, the calculation of the
jacobian of the parametrization of the deformed submanifold by real variables. They also lead to more efficient,
isotropic Monte Carlo proposals.
The first algorithm has general applicability and can be seen as an adaptation of the Grady algorithm previously
proposed to deal with the fermion determinant. The second (“J0”), uses a free field approximation of the jacobian
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FIG. 5. Left: real part of the correlator for λ = 1.0 for momentum p = 2pi/Nx, as produced with the Grady and J0 algorithms,
compared to the perturbative calculation. The simulation points are offset horizontally for clarity. Right: the results for zero
distance correlator as a function of the coupling. The blue points are the results of J0 simulation and the curves correspond to
zeroth, first, and second order calculation.
(with the difference between the correct and the free field jacobian reweighted during measurements). This last
algorithm breaks down at strong enough coupling but we observed that it performs efficiently well before the point
where perturbation theory is no longer valid.
The algorithms were applied to the computation of real time thermal correlators in the 1 + 1 dimensional φ4 scalar
theory. The two methods agreed with each other and with perturbation theory results at small enough values of the
coupling. The “J0” algorithm is very efficient and its success at even relatively large values of the coupling is somewhat
surprising. These calculations are, to our knowledge, the first reliable Monte Carlo real time calculations in a field
theory.
The algorithms developed in this paper paves the way for larger scale calculations with finer lattices and/or larger
number of spatial dimensions. The extension of the maximum time (bound in the present paper by 4β) is a little more
subtle and we uncover some evidence of trapping of the Monte Carlo chain in local minima of the effective action. In
this case, the methods advocated in [19, 29] should be useful and should be incorporated.
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