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Capítulo 1 
Introducción
El problema genérico de la visión entendida como la elaboración de concep­
tos sobre el entorno a partir de una señal espacio-temporal con características 
espectrales concretas, involucra una serie de problemas computacionales inde­
pendientes del tipo de sistema que los resuelva.
Algunos de estos problemas intrínsecos a diferentes niveles de abstracción, 
han sido formulados por diversas comunidades científicas ajenas, en principio, 
al estudio del Sistema Visual Humano (SVH), como las dedicadas al procesado 
de señales, el reconocimiento de patrones o la visión por computador.
Es evidente que el SVH se encuentra (y resuelve satisfactoriamente) estos 
mismos problemas. Por lo tanto, por una parte, su funcionamiento debe poderse 
expresar, y explicar, en los mismos términos en los que estas otras disciplinas 
desarrollan los sistemas que proponen; y por otra parte, los modelos perceptuales 
desarrollados de esta forma constituirán soluciones particulares (de eventual 
interés práctico) a esos problemas genéricos.
Estas consideraciones generales, ampliamente aceptadas [1-5], son particu­
larmente apropiadas, y tienen un interés específico, en el caso del estudio de la 
detección y la discriminación de patrones espacio-temporales simples.
A este (bajo) nivel de abstracción, aparecen problemas generales de gran 
interés en reconocimiento de patrones y en visión por computador como el de la 
selección de características cualitativamente significativas o selección del espacio 
de representación [4,6,7], o el problema de la identificación de agrupamientos en 
esos espacios de representación [6,7], estrechamente ligado con las características 
geométricas y topológicas de dichos dominios.
Las técnicas de codificación de imágenes y secuencias, tradicionalmente li­
gadas al ámbito del procesado de señal y la teoría de la información, se han 
fundamentado en el análisis de las señales a este mismo nivel de abstracción. 
De esta forma, también se ha abordado desde este punto de vista el problema 
de la búsqueda de una transformada o banco de filtros para la representación de 
la señal [3,8] y el problema de su simplificación en este nuevo dominio [9], que 
también requiere de una adecuada prescripción para la medida de distancias.
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Así mismo, en el intento de eliminar eficientemente los datos temporalmente re­
dundantes según la clásica idea de la codificación predictiva, se han desarrollado 
métodos de estimación de movimiento [10-12].
Los modelos de la percepción humana a este nivel proponen soluciones con­
cretas y heurísticas alternativas a los problemas de representación de textu­
ras [13-28] o del movimiento [29-33]. Así mismo, también plantean métodos 
para evaluar diferencias perceptuales entre entre patrones en las citadas repre­
sentaciones [19,34-39].
La simbiosis entre todos estos campos de investigación resulta evidente al ver 
como, simultáneamente al desarrollo formal de la teoría de las representaciones 
sub-banda y multirresolución en procesado de señal [3,40-43], se han planteado 
representaciones mediante un conjunto de filtros pasa-banda en el SVH [17, 
18,44-47]; y cómo las técnicas de codificación de nueva generación apuntan, 
por un lado, a la utilización de representaciones de la señal de más alto nivel, 
tradicionalmente restringidas al ámbito de la visión por ordenador [48-50], y 
por otro lado, a la consideración de las propiedades de la percepción humana de 
forma más fundamental en el diseño de los codificadores de señales visuales [51, 
52].
En este contexto, resulta interesante profundizar en el estudio de la visión 
humana a este nivel proponiendo modelos bien formulados, es decir, que acepten 
señales de las dimensiones adecuadas, en los dominios adecuados e interpretables 
según los parámetros utilizados en reconocimiento de formas o en teoría de la 
información. El interés en este tipo de formulación se basa en dos argumentos, 
uno de carácter aplicado y otro de tipo fundamental. Por un lado, los modelos así 
formulados podrán incluirse, o servir de base, a aplicaciones de comunicaciones 
en banda estrecha de gran interés en la actualidad [53]. Por otro lado, más 
importante, este tipo de formulación permite trabajar con escenas reales en 
condiciones no controladas, de modo que es posible valorar si los refinamientos 
introducidos a partir de experiencias de laboratorio con estímulos simples tienen 
relevancia en condiciones naturales de visión [54]. Este tipo de formulación 
permite decidir si ciertos comportamientos son sólo unos efectos secundarios de 
una determinada implementación biológica de un proceso, o si, por el contrario, 
tienen una relevancia general porque representan una solución diferente o unas 
restricciones útiles que mejoran los resultados de algún algoritmo genérico sin 
inspiración biológica.
1.1 Problemas básicos en compresión de señales visuales: 
movimiento, representación y cuantización
Los métodos de codificación tienen por objeto expresar la señal de forma no re­
dundante. En las secuencias de imágenes naturales destinadas a ser analizadas 
por personas existen dos tipos de redundancia: redundancia objetiva y redun­
dancia subjetiva. La redundancia objetiva está relacionada con las dependencias
3de las muestras de una secuencia natural con las muestras de su entorno. En 
una secuencia con objetos estructurados y movimiento coherente no todas las 
muestras son necesarias porque parte de ellas pueden predecirse a partir del 
entorno. La redundancia subjetiva está relacionada con los mecanismos de la 
percepción humana. Ciertos datos de una secuencia natural son irrelevantes 
para un obsevador humano, porque son eliminados en las primeras etapas de 
la percepción. Por ello, una expresión de la señal destinada a un observador 
humano puede prescindir de los datos que sean irrelavantes para el observador 
aunque no sean predecibles por el contexto.
Básicamente existen dos formas de eliminar la redundancia de una señal:
• Los procesos de compresión sin pérdidas (sin distorsión) basados en en­
contrar un código binario cuya longitud promedio sea igual a la entropía 
(de orden n) de la señal [10,55].
• Los procesos de compresión con pérdidas (con distorsión) basados en la 
cuantización de una representación de la señal.
Los procesos de compresión sin pérdidas consiguen unas tasas de compresión 
limitadas. Esto es así porque suelen asumir un comportamiento estadístico 
demasiado simple que no explota ninguna de las redundancias citadas. Un 
código basado en la entropía de orden cero, que asume que las muestras son 
independientes entre si, suele ser muy inadecuado en el caso de la representación 
espacio-temporal de secuencias naturales.
La cuantización consiste en asignar un representante discreto a cada uno de 
los puntos de un dominio continuo. La cuantización de una señal implica una 
reducción de sus grados de libertad y una reducción intrínseca de su entropía. 
Por contra, la cuantización introduce una distorsión irreversible en la señal. En 
los algoritmos de compresión con pérdidas (con cuantización) hay que alcanzar 
una relación de compromiso entre la tasa de compresión deseada y la distorsión 
tolerable [9,12,56,57].
Los métodos más extendidos de codificación de video utilizan dos técnicas 
básicas para resolver el problema de la eliminación de la redundancia de la señal: 
la compensación del movimiento y la cuantización de la señal de error residual 
en un determinado dominio transformado [10-12,58,59].
Com pensación de movimiento
La compensación del movimiento consiste en la predicción de muestras futuras 
a partir de muestras previas y de una cierta información del movimiento de la 
secuencia. En un caso ideal la información de movimiento y la secuencia previa 
bastarían para reconstruir exactamente la señal posterior. Con las técnicas 
actuales de representación del movimiento no es posible esta reconstrucción 
ideal, de manera que para obtener una reconstrucción perfecta es necesario 
además una señal residual para compensar los errores de predicción.
La compensación del movimiento implica, pues, representar la fuente de 
información original (la secuencia) mediante dos nuevas fuentes, la información
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de movimiento y los errores de predicción. La ventaja de esta representación 
es que se elimina parte de la redundancia temporal objetiva de forma que la 
entropía (de orden cero) de las nuevas señales es menor.
Evidentemente en este esquema existe una relación entre el esfuerzo dedicado 
a la estimación del movimiento y a codificación de la señal residual. Por un lado, 
una descripción del movimiento más completa (más voluminosa) permitirá una 
mejor predicción y originará una señal de error de menor entropía. Por otro 
lado, una mejor codificación de la señal de error (que explote las redundancias 
no eliminadas por la compensación de movimiento) dará un buen resultado 
incluso con una información de movimiento simple (de poco volumen y poco 
predictiva). Esta relación de compromiso es uno de los problemas básicos más 
importantes en los esquemas actuales de compresión de video [12,59,60].
Transform ación y cuantización
A pesar de la reducción de entropía que supone la compensación de movimien­
to, la secuencia de errores de predicción presenta una fuerte estructura (alta 
correlación entre las muestras).
Usualmente se resuelve esta limitación cuantizañdo la señal a codificar en 
un determinado dominio de representación. Este es el método utilizado direc­
tamente en compresión de imágenes (donde no existe fase de compensación de 
movimiento). La cuantización de una representación de la señal consiste en asig­
nar un representante discreto a cada uno de los puntos de un dominio continuo. 
La cuantización de una señal implica una reducción de sus grados de libertad y 
una reducción intrínseca de su entropía. Por contra, la cuantización introduce 
una distorsión irreversible en la señal. En los algoritmos de compresión con 
pérdidas (con cuantización) hay que alcanzar una relación de compromiso entre 
la tasa de compresión deseada y la distorsión tolerable [9,12,56,57].
Los algoritmos convencionales de compresión de imágenes (o de la secuencia 
de error) se basan en la cuantización de conjuntos de muestras (de regiones) 
de la imagen. De esta forma cada región cuantizada queda expresada mediante 
un representante discreto perteneciente a un conjunto de vectores de recons­
trucción. Para aprovechar las relaciones entre los puntos vecinos, se utilizan 
aproximaciones vectoriales en el dominio espacio-temporal, o aproximaciones 
escalares, coeficiente a coeficiente, en algún dominio transformado1. En prime­
ra instancia, el objetivo del cambio de dominio de representación es eliminar las 
dependencias entre los coeficientes para justificar la cuantización escalar de la 
transformada [3,8-10].
La selección de la base sobre la que expresar la señal se basa en un análisis 
en componentes principales de la familia de imágenes a codificar. Mediante este 
tipo de análisis se halla la transformación lineal que pasa del dominio inicial 
al dominio de ejes propios de la distribución de puntos de entrenamiento: la
*La cuantización escalar de una señal en un dominio transform ado de otro equivale a  una 
determ inada cuantización vectorial en el dominio original [9].
5transformada de Karhunen-Loéve (KLT) [3,7,9]. Además de descorrelacionar 
los coeficientes de la representación, la KLT presenta otras propiedades muy 
adecuadas para la codificación de señales2. Además de su carácter lineal (limi­
tado), el problema con la KLT es que depende de la estadística del conjunto de 
entrenamiento y hay que recalcular las funciones base en cada ocasión. Afor­
tunadamente se ha encontrado que las funciones base de la KLT tienden a las 
funciones base de la transformada de coseno (DCT) si la autocorrelación de las 
señales en el dominio espacial tiene unas ciertas características que son razona­
blemente ajustadas para regiones estacionarias de las imágenes naturales [8].
Desde un punto de vista más amplio, la descorrelación de los coeficentes de 
la transformada no es el único objetivo de la transformación de la señal. Si se 
utiliza una transformada respecto de unas funciones base que tengan significado 
cualitativo, cada coeficiente representará una determinada característica de la 
escena, (p.ej. bordes, texturas o velocidades). Esta representación de la señal 
permite diseñar de forma más intuitiva un esquema de cuantización diferente 
para cada coeficiente en función de las necesidades de la aplicación, representan­
do con más precisión ciertas características y ahorrando esfuerzo de codificación 
en otras [9]. Así mismo, si la representación transformada es interpretable in­
tuitivamente, es posible disponer de varios alfabetos de codificación aplicables 
en función de las características de la señal en el dominio transformado [61].
En este sentido, las transformaciones wavelet, subbanda o multiresolución se 
han mostrado muy efectivas para representar texturas y patrones periódicos [21- 
28], fenómenos locales [62] o movimiento [29-33]. En este tipo de transformacio­
nes, la base está formada por funciones oscilantes enventanadas, con una locali­
zación simultánea en el dominio espacial (temporal) y frecuencial. Además, uno 
de los argumentos esgrimidos a favor de las representaciones multi-resolución 
en codificación es que dan más libertad en la selección de la base, permitiendo 
ajustarse a los cambios locales de la estadística de la señal de modo que se cum­
plan las condiciones en las que las transformaciones frecuenciales tipo DCT son 
aproximadamente óptimas en el sentido de la KLT [63-65].
Los estándares de compresión de imágenes y vídeo más extendidos, JPEG [66, 
67], MPEG [68] y H.263 [69] utilizan la DCT 2D de bloques de tamaño fijo, 
aplicando una codificación diferente para cada coeficiente en función de su sig­
nificado cualitativo.
Una vez elegido el dominio de representación, el cuantizador viene descrito 
por la densidad de vectores de reconstrucción en ese dominio [70]. La particula­
ridad de un cuantizador escalar es que dicha función densidad es separable. En 
el caso de la cuantización escalar el conjunto de vectores de reconstrucción es 
simplemente el producto cartesiano de los niveles de cuantización definidos en 
cada eje propio del dominio. El problema global del diseño escalar, incluye dos 
problemas relacionados, primero definir la forma de la distribución de los niveles
2 La KLT organiza las funciones base según su relevancia en términos de error de truncar 
miento y  m inim iza dicho error para una longitud de la expansión dada, es decir, m inim iza el 
error de representación para un número limitado de características [7,9].
6 Capítulo 1. Introducción
de cuantización en cada eje, y segundo, determinar el número efectivo de nive­
les de cuantización asignados en cada eje o coeficiente de la transformada [9]. 
La solución clásica [71,72] resulta de minimizar la distorsión euclidea promedio 
inducida por el cuantizador de cada coeficiente. El cuantizador óptimo final 
está determinado por las densidades de probabilidad de los coeficientes y sus 
varianzas [9].
Estos cuantizadores óptimos tienen dos tipos de inconvenientes. En primer 
lugar, igual que ocurre con la transformación óptima KLT, los cuantizadores 
óptimos convencionales dependen de la estadística de las imágenes a codificar, 
y resulta costoso actualizarlos en un entorno de estadística cambiante. Por 
otro lado, es obvio que en aplicaciones en las que el destinatario último de 
la señal decodificada es una persona, la medida de distorsión empleada en el 
diseño del cuantizador debe tener sentido perceptual [52]. Se ha planteado 
la introducción de métricas perceptuales en el diseño convencional, pero, por 
un lado, esto no resuelve el problema de la dependencia del cuantizador con 
la estadística de las imágenes a tratar, y, por otra parte, se ha comprobado 
que aun introduciendo métricas perceptuales, la estadística puede desviar los 
resultados del diseño produciendo ocasionalmente acumulaciones de los niveles 
de cuantización perceptualmente indeseables [12,73].
Los estándares actuales [66,67], pensados para un comportamiento robusto 
en un amplio rango de aplicaciones utilizan un cuantizador más rígido3, introdu­
ciendo heurísticamente la sensibilidad frecuencial del SVH a nivel umbral [74]. 
En el caso de vídeo [10,68,69] se aplica un cuantizador espacial (2D) tipo JPEG 
para cada fotograma de la secuencia de errores.
Algunas de las mejoras que se han propuesto en la cuantización de la DCT 
consisten en introducir otras propiedades espaciales además de la sensibilidad 
frecuencial umbral [75,76], así como introducir aspectos perceptuales temporales 
para secuencias [52,77],
1.2 M odelos de procesado de contrastes en el SVH
Los elementos básicos de un modelo del procesado visual humano al nivel que es­
tamos tratando aquí (modelos de detección y discriminación de patrones espacio- 
temporales simples [19,30-32,34,35,37-39,78]), son los siguientes:
• Cambio de representación a un dominio conjunto espacio-frecuencia, dado 
por una batería de detectores lineales pasa-banda 2D o 3D, con campo 
receptivo localizado simultáneamente en el dominio de posiciones y el de 
frecuencias [2,13,17,18,47,79]. La respuesta de cada uno de estos detec­
tores representa la presencia de un determinado patrón frecuencial local 
de una cierta orientación en una cierta posición [20,22,80,81].
3Elegido un cierto reparto relativo del numero de niveles de cuantización por coeficiente, 
se utilizan cuantizadores uniformes para cada dirección, y sólamente se perm ite una variación 
global (para toda dirección) del paso de cuantización mediante un factor multiplicativo.
7• Aplicación de una función no lineal sobre las respuestas de cada uno de 
estos detectores. Las no-linealidades dependen básicamente de la ampli­
tud de la respuesta de cada canal (del contraste de cada componente del 
estímulo de entrada) [82,83], pero también existe una cierta influencia, de 
segundo orden, de las respuestas de otros canales [37,39,78].
• Prescripción para el cálculo de distancias en el último dominio de repre­
sentación. Dados dos patrones en la representación final, la diferencia 
perceptual entre ellos se obtiene mediante una sumación de Minkowski de 
las diferencias en cada dimensión (frecuencias y posiciones) [39,76]. Consi­
derando que la sumación de las diferencias sobre frecuencias (orientaciones 
y niveles de resolución) es previa a la sumación sobre las posiciones, la su­
mación (intermedia) sobre frecuencias proporciona una evaluación local 
de la diferencia perceptual entre los patrones considerados. La sumación 
espacial posterior da la contribución global de cada una de esas contribu­
ciones locales.
Las limitaciones de la discriminación del SVH unidas al cálculo de distancia 
perceptual, establece la ecuación del lugar geométrico que ocupan los patrones 
justamente discriminables de uno dado. Este es el elipsoide de discriminación 
entorno a un punto del espacio de representación.
Todos los patrones cuya representación cae dentro del mismo elipsoide de 
discriminación son perceptualmente indistinguibles, luego el SVH efectúa una 
discretización de un espacio de representación continuo de forma análoga a los 
cuantizadores de la transformada empleados en codificación. Watson y Daug- 
man [14,15,84] pusieron de manifiesto esta analogía. En particular Watson [84] 
propuso de forma cualitativa un cuantizado perceptual de las respuestas de unos 
filtros tipo Gabor asumiendo unas no linealidades como las de Legge [82,85], y 
analizó el funcionamiento de este codificador biológico en términos de bits por 
muestra.
1.3 Contribuciones y estructura de la memoria
En este trabajo, partimos de la analogía del cuantizador perceptual con el ob­
jetivo de proponer expresiones explícitas para su adecuada descripcción. Me­
diante esta formulación explícita es posible estudiar las diferencias cualitativas 
entre dicho cuantizador perceptual y los cuantizadores resultantes de un análisis 
convencional de la señal.
Así mismo, las descripciones del proceso de simplificación de la señal en el 
SVH y de la geometría del dominio transformado han sido aplicadas para la opti­
mización perceptual de ciertos algoritmos utilizados en compresión de imágenes 
y video. Además de las consecuencias directas de la formulación propuesta sobre 
la cuantización, también han sido explotadas las restricciones útiles que impone 
sobre la estimación de movimiento.
Las contribuciones concretas del trabajo realizado son de tres tipos:
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• Nueva formulación de la eliminación de redundancia en el SVH y conse­
cuencias sobre las medidas de diferencia entre imágenes.
• Nuevo criterio para el diseño de cuantizadores para compresión de imágenes.
• Nuevo criterio, basado en la entropía perceptual de una señal, para el 
control de la estimación adaptativa de flujo óptico en compresión de vídeo.
Nueva formulación de la eliminación de redundancia en el SVH y 
consecuencias sobre las medidas de diferencia en tre imágenes
En la llamada aproximación de alta resolución, cuando el número de vectores 
de reconstrucción es suficientemente grande [9,70,71], el comportamiento de 
un cuantizador queda definido por la densidad de vectores de reconstrucción 
en el dominio de representación. Esta densidad, eventualmente no uniforme, 
representa el grado de precisión que utiliza el cuantizador para la representación 
de las señales situadas en las diferentes regiones del dominio.
En el capítulo 2 proponemos una función densidad en un plano de frecuen­
cias y amplitudes para caracterizar la distribución de percepciones justamente 
discriminables por el SVH. Se trata de una distribución uniforme de niveles 
de cuantización según una métrica perceptual (no euclidea) del dominio trans­
formado. Esta función densidad es una forma de expresar conjuntamente la 
solución a los dos problemas que se plantean en el diseño de un codificador 
escalar de la transformada4.
Es sencillo relacionar dicha función densidad con la métrica del dominio 
transformado y con las no linealidades perceptuales post-transformada [86]. He­
mos comprobado experimentalmente que el uso de dicha función para el cálculo 
de diferencias subjetivas entre imágenes obtiene buenos resultados para una 
variedad de tipos de distorsión (Publicación I). Para bajas amplitudes la expre­
sión propuesta para esta función tiende a la Función de Sensibilidad al Contraste 
(CSF) clásica [87,88] (despreciando los términios no lineales), con lo que, otras 
métricas propuestas en la literatura [36,89,90], basadas en el modelo lineal de 
la CSF, se obtienen como caso particular a partir de la formulación presentada. 
En el apartado 2.2 se plantea el efecto de las no linealidades sobre el reparto de 
niveles de cuantización en el plano frecuencias y amplitudes, pero se deja para el 
capítulo 3 la comparación exhaustiva de los cuantizadores perceptuales (lineales 
o no lineales) con los cuantizadores diseñados según criterios convencionales, 
basados en la estadística de la señal (Publicación III).
La formulación presentada puede plantearse en cualquier espacio de repre­
sentación frecuencial5, aunque estrictamente debería aplicarse este tipo de ra­
zonamientos en el caso de transformadas espacio-frecuencia como las utilizadas 
en los modelos de percepción al uso. En el apartado 2.3 (Publicación ü) se
4E1 problema de la asignación de información por coeficiente y  el problem a de la distribución 
ID  de los niveles de cuantización en cada eje [9].
5De hecho en las Publicaciones I, III-VI, se asume un dominio D CT local (en subbloques) 
como en las referencias [74,76,91].
9trata el problema técnico de la obtención de la función de pesos sobre cada co­
eficiente, aproximación umbral de la métrica propuesta, en un dominio realista 
(de Gabor) a partir de las expresiones de caracterizaciones análogas en otros 
dominios.
Nuevo criterio  para el diseño de cuantizadores de imágenes
El capítulo 3 recoge las aplicaciones en codificación de imágenes y video de 
la medida de distorsión propuesta y la caracterización de la eliminación de 
redundancia en el SVH.
De acuerdo con la interpretación de las limitaciones en la discriminación 
como una cuantización del espacio de representación, en el apartado 3.1 (Pu­
blicación III), se propone un criterio alternativo para el diseño de codificadores 
de imágenes que tiene más sentido perceptual que el criterio convencional. Este 
nuevo criterio, independiente de la estadística de las señales a codificar, se basa 
en limitar el máximo error perceptual posible en cada coeficiente del dominio 
transformado, lo cual resulta equivalente a utilizar el cuantizador perceptual 
propuesto en el capítulo anterior. El nuevo criterio se compara con el criterio 
convencional de diseño basado en la minimización del error promedio, tanto des­
de el punto de vista de la distribución del esfuerzo de codificación en el plano de 
frecuencias y amplitudes como desde el punto de vista de la aplicación, compa­
rando las imágenes reconstruidas a iguales tasas de compresión. Los resultados 
muestran que el criterio propuesto con métrica no lineal proporciona mejores 
resultados que el criterio convencional aunque emplee la misma métrica.
Se demuestra que la especificación (heurística) JPEG sobre un cuantizador 
basado en la CSF es óptima según el criterio presentado en el caso particular 
de despreciar las no linealidades en amplitud. Como es lógico, la utilización 
de un modelo más completo de la eliminación de redundancia por parte del 
SVH incluyendo las no linealidades en amplitud mejora los resultados de JPEG 
(Publicaciones III y IV).
Nuevo criterio  de control de la estimación de movimiento p ara  com­
presión de vídeo
Los métodos de compensación de movimiento utilizados por los estándares ac­
tuales de compresión de vídeo [68,69] y por los modos básicos de las técnicas 
de nueva generación [92-94] se basan en la estimación del flujo óptico [95-97].
Como señalamos anteriormente, en las aplicaciones de codificación existe 
una relación de compromiso entre el esfuerzo dedicado a la compensación de 
movimiento y a la codificación de la señal de error, porque, en estas aplicaciones 
lo que debe de conseguirse es una reducción conjunta del volumen de flujo óptico 
y error codificado paxa un nivel de distorsión dado [12,59,60,98].
En el apartado 3.2 (Publicación V) se plantea un método iterativo para al­
canzar el equilibrio óptimo entre la adaptación local del flujo óptico y el tamaño 
de la señal de error codificada mediante un cuantizador perceptual. En este caso 
se encuentra que, además de resolver el problema (cuantitativo) del compromiso
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entre los dos procesos, el flujo óptico jerárquico adaptado mediante un criterio 
perceptual presenta aspectos (cualitativos) de interés general. Según el método 
propuesto el flujo óptico es más robusto (Publicación V) y facilita las tareas de 
segmentación basada en movimiento (Publicación VI).
Esto es así porque el criterio para la adaptación local del flujo pesa de ma­
nera selectiva los diferentes canales de frecuencia, con lo que, en la práctica se 
tiene un criterio dependiente de la escala. La dependencia tipo pasa-banda del 
cuantizador centra el interés en los movimientos perceptualmente significativos, 
dando lugar a una descripcción del movimiento más compacta.
En el apartado 3.3 (Publicación VI) las mejoras en la estimación de movi­
miento y las mejoras en cuantización (incluyendo aspectos temporales) se uti­
lizan conjuntamente para plantear un esquema de compresión de video percep­
tualmente eficiente. Los resultados muestran que este esquema ofrece mejores 
resultados subjetivos que los esquemas equivalentes que no incluyen estos fac­
tores perceptuales. Los resultados sugieren que el factor que más afecta a la 
mejora en la calidad de la señal reconstruida es el algoritmo de cuantización.
Capítulo 2
Elim inación de redundancia  
en el sistem a visual humano
En este trabajo, siguiendo los modelos de detección y discriminación de con­
trastes [19,30-32,34,35,37-39,78], asumimos que en una primera fase, a bajo 
nivel, la percepción humana consiste en un conjunto de cambios de representa­
ción de la señal que transforman la imagen de entrada definida en el dominio 
espacial a un dominio de características frecuenciales locales y posteriormente 
a un dominio de respuestas a dichas características:
Respuesta = A a — y r  (2.1)
donde, A = {AX}™=1, es la representación de la señal en el dominio de posiciones 
(luminancia en m  posiciones); cada una de las componentes de a =  T{A), 
a = {ap}p=i> representa la respuesta del filtro sensible a cada una de las n 
características, p (banda de frecuencias en una cierta posición espacial); y la 
representación final, r  =  R(a), con r  = {r,í>}”_1, resulta de una transformación 
no lineal del vector de coeficientes a.
En este capítulo proponemos una descripción explícita de un cuantizador 
perceptual del dominio de características que sea consistente con las propiedades 
de discriminación de patrones del SVH en dicho dominio. El cuantizador que 
proponemos es un cuantizador escalar del conjunto de respuestas de los filtros, 
a = T(A), con una distribución uniforme de los vectores de codificación según 
una medida de distancia pereptual en ese dominio.
En primer lugar (apartado 2.1, Publicación I y [86]), proponemos una medi­
da de distancia en el dominio transformado relacionada con las características 
de la transformación R. Las condiciones de validez de dicha métrica justifican 
el tratamiento escalar del cuantizador. La métrica resultante (basada en datos 
experimentales de umbrales increméntales de contraste) se utiliza para definir la 
distribución de vectores del cuantizador perceptual (apartado 2.2 y Publicación 
III). La consideración de las no-linealidades de R  para amplitudes supraumbra- 
les implica no-uniformidades en la distribución de los vectores de codificación.
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Sin embargo, si se asume un modelo simplificado lineal (si se generaliza el com­
portamiento umbral para todo el rango de amplitudes), la distribución de los 
vectores es uniforme y su densidad en cada dirección queda definida por la fun­
ción de pesos que da la caracterización lineal (por ejemplo la CSF en el dominio 
de Fourier). En el último apartado de este capítulo (apartado 2.3, Publicación 
II) se trata el problema de la obtención de esta caracterización lineal en distin­
tos dominios de representación, en particular en un dominio de Gabor (con más 
sentido biológico).
2.1 M étrica del dominio transformado
Los modelos más recientes de discriminación de contrastes [37,39,78], definen la 
diferencia perceptual entre dos imágenes, r  y r+ A r, en el dominio de respuestas:
/  n \  i/0 
D( r, r  + Ar) = A r /  J  (2.2)
Esto implica una métrica euclídea del dominio de respuestas y una sumación 
de orden (3 de los incrementos en cada dimensión p. Es posible proponer una 
medida de distancia en el dominio transformado, con una métrica W (a) y una 
sumación de orden q, que proporcione una distancia entre a  y a+A a, compatible 
con la distancia de las respuestas correspondientes, R(a) y R(a) + V.ñ(a) • Aa:
£>(a, a  +  Aa) =  A a ^ W ( a ) pp, A íy  ^  (VR(a) • A a ) / j
(2.3)
Es evidente que la métrica en el dominio transformado debe poderse expresar 
en función del gradiente de la respuesta. Asumiendo el modelo de respuesta de 
Watson [39],
R ( * ) p  =  Q .  =  T rb r  (2.4)B  4- 2_jp, fippia.pi r p(a)
donde B  es una constante; u y v son los exponentes excitatorios e inhibitorios 
de la respuesta; y la matriz Hppi define la interacción entre las salidas de los 
distintos filtros, tenemos que los elementos de la matriz gradiente, son:
nD / x _ d R ( a)p _  apu_1 £ apu • ¿y*-1 rr /nV ñ( aV -  da^  -  u  • ■ V  v - — — t - - h pp, (2.5)
Con las aproximaciones que enumeramos a continuación, obtenemos una métrica 
sencilla que justifica el tratamiento escalar (dimensión a dimensión) que vamos 
a tomar en lo que sigue:
• Asumimos que no existe enmascaramiento cruzado entre respuestas di­
ferentes, op, es decir, Hppi =  Hp5ppi . Esto implica (ecs. 2.4 y 2.5) que
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el gradiente de la respuesta es diagonal, y además cada elemento de la 
diagonal depende exclusivamente de la amplitud del coeficiente en esa 
dimensión, VR(a)pp — VR(ap)pp.
Esta suposición no es muy restrictiva. Mientras que en [39] se asume que 
la interacción entre canales de diferente frecuencia (y orientación) es pe­
queña y que la interacción entre distintas posiciones espaciales tiene poca 
extensión, en otros trabajos dicha interacción es directamente desprecia­
da [34, 76,84,91].
• Asumimos sumación vectorial de las distorsiones unidimensionales, es de­
cir (d = 2 y q = 2, la llamada aproximación de observador ideal [17,39], 
que es utilizada en ciertos modelos [19,38].
Esta suposición es más restrictiva1 pero aquí asumiremos esta aproxima­
ción para obtener una expresión más intuitiva para la métrica, y porque 
no modifica sustancialmente los razonamientos posteriores (que podrían 
hacerse análogamente utilizando los índices de sumación correspondien­
tes).
Asumiendo la sumación vectorial, la relación entre la métrica en el dominio 
transformado y la métrica (euclídea) del dominio de respuestas es una simple 
relación entre tensores [86]:
W(&) =  VR(a)T • VR(a) (2.6)
Si la sumación fuese de otro orden, siempre podría obtenerse W  en función de 
V.ñ aplicando alguna técnica numérica a partir de la ecuación 2.3.
Asumiendo además la ausencia de enmascaramiento entre canales diferentes, 
la métrica resulta ser diagonal, donde cada elemento, Wpp, de la diagonal es 
exclusivamente dependiente de la amplitud de la imagen de entrada en su propia 
dimensión p:
W  (a)pp = VR{ap)pp2 (2.7)
Con todo esto, es evidente que para cualquier punto, a, la frontera de discrimi­
nación perceptual entorno al mismo2 será un elipsoide orientado según los ejes 
del dominio. Las anchuras del elipsoide de discriminación en cada dirección3, 
Aa*(a), dependerán del elemento diagonal W (a)pp y por lo tanto, sólo depen­
derán de la amplitud, ap, en esa dimensión. Utilizando un orden de sumación 
superior, tendríamos cuádricas de diferente convexidad (tendiendo a parale­
lepípedos) en lugax de elipsoides [99], pero por lo demás el comportamiento 
sería el mismo.
El carácter separable de las regiones de discriminación entorno a cualquier 
punto del dominio y la independencia de los umbrales increméntales en cada
xSe han propuesto valores de 0  =  4 para la sumación sobre frecuencias [39] y  valores aun 
mayores para la sumación espacial [76].
2 Es decir, el lugar geométrico de los puntos que equidistan perceptualmente de a  una 
cantidad um bral constante r .
3Las m ínim as diferencias perceptibles ó JNDs (del inglés Jxist Noticeable Differences), 
también llam adas umbrales increméntales de la variable ap.
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dirección respecto del valor de las otras dimensiones del estímulo justifican la 
caracterización escalar (dimensión a dimensión) del comportamiento del SVH 
en el dominio transformado.
Con las suposiciones realizadas, dada una función base de parámetro p con 
una amplitud op, la mínima diferencia perceptible en la dirección p, Aa*(ap), 
será aquella para la que la diferencia entre op y ap + Aap alcance el umbral de 
discriminación r:
D(ap,ap + Aa*(ap))2 =  W(ap)pp • Aa*(ap)2 = r 2 (2.8)
con lo cual, es posible determinar empíricamente la métrica del dominio trans­
formado (o equivalentemente, la pendiente de la respuesta R) a partir de resul­
tados experimentales de umbrales increméntales de amplitud de las funciones 
base (Publicaciones III, VI y [86]):
W(ap)„  =  r2Aa*(ap)~2 (2.9)
Restringiendo nuestro estudio a la discriminación de patrones periódicos lo­
calizados con una posición fija4, es posible definir la métrica a partir de los 
resultados clásicos de umbrales increméntales de redes sinusoidales de Leg- 
ge [76,82,84], o de los resultados de experimentos similares, más exhaustivos, 
realizados recientemente en nuestro laboratorio [83].
A partir de los resultados de estos experimentos [83], se propuso la introduc­
ción de dependencias frecuenciales en los parámetros de la expresión exponencial 
clásica de Legge. Sustituyendo la expresión empírica propuesta (Publicación I) 
en 2.9 se tiene5:
W ¡  (a / ) = T ¡ S f - l +
- 2
(2.10)
donde L es la luminancia promedio local, 5 / es la función de pesos para cada 
coeficiente (que caracteriza el comportamiento lineal del SVH a nivel umbral6), 
y k f y n f  son funciones de la frecuencia (en ciclos/grado) ajustadas para repro­
ducir más fielmente los resultados experimentales:
kf  =  -0.079 log10/  +  0.323 (2.11)
=  °-84° 0 .5 4 r+ V T (212)
4Considerando p  =  ( / ,  xo) con xo constante, es decir, prescindiendo de la sumación sobre 
posiciones espaciales.
5Sustituyendo el parám etro genérico p por /  (frecuencia) y poniendo un solo índice /  para 
el elemento diagonal de la métrica.
6En el caso de una representación de Fourier, la función de sensibilidad um bral, 5 / ,  es la 
clásica CSF que puede ser com putada explícitamente mediante las expresiones de Kelly [88], 
Nill [89] o Nygan [100,101].
2.2. Cuantización escalar uniforme del dominio transformado 15
Es interesante resaltar que la expresión propuesta para la métrica contiene un 
término lineal independiente de la amplitud, que coincide con el filtro lineal 
que caracteriza la detección de las funciones base a nivel umbral, y un término 
no lineal dependiente de la amplitud. El término no lineal, despreciable para 
bajas amplitudes, crece con la amplitud, con lo que los valores de la métrica se 
reducen para altos contrastes. El término dependiente de la amplitud da cuenta 
del efecto de (auto) enmascaramiento (que implica una menor sensibilidad para 
altas amplitudes) y de las no linealidades de la respuesta del sistema.
Si se desprecia la corrección dependiente de la amplitud (si se asume el 
comportamiento umbral que ocurre cuando a / -+ 0), se obtiene como caso 
particular una métrica basada en la función 5 / (la CSF) como la propuesta por 
Nill [89,102] o Saghri et al. [90].
Llamaremos métrica no lineal a la métrica dependiente de la entrada re­
presentada por la expresión 2.10 íntegra (considerando la dependencia en am­
plitud). Llamaremos métrica lineal a la métrica independiente de la entrada, 
basada en la función filtro umbral, que resulta de simplificar la expresión 2.10 
despreciando el término no lineal.
En resumen, en este trabajo, proponemos como medida de diferencia per­
ceptual entre dos patrones locales A y A 4- AA, la expresión:
n
D{A, A + AA)2 = T(AA)t  • W (T(A)) • T(AA) = £  w f( af ) Aa/  (2-13)
/=i
donde W  viene dada por 2.10, ya sea en su versión no lineal general o en la 
aproximación lineal. Esta expresión supone que la transformación T  (aplicación 
de un banco de filtros) es lineal, pero puede utilizarse en casos más generales 
sustituyendo simplemente T(AA) por VT( A) • A A.
En la Publicación I se recoge la evaluación experimental de una medida no 
lineal de diferencia entre imágenes de la forma 2.13 basada en nuestros datos 
sobre umbrales increméntales de contraste [83]. Los resultados muestran un 
buen acuerdo de las predicciones del algoritmo con la apreciación subjetiva de 
distorsión expresada por los observadores paxa diferentes tipos de distorsión 
(véanse las rectas de ajuste de la distorsión subjetiva experimental en función 
de la medida de distancia el algoritmo, Publicación I). En los casos analizados, 
la medida propuesta se comporta mejor que otras medidas propuestas en la 
literatura [103-108], y en particular mejor que la aproximación lineal [89,90, 
102].
2.2 Cuantización escalar uniforme del dom inio  
transformado
Un cuantizador general (vectorial) [9,109,110] de un dominio de n dimensiones 
es una transformación, Q, que asigna a cada vector del dominio, a, un vector
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de reproducción, bj =  Q(a), perteneciente a un conjunto finito de tamaño 
N  llamado alfabeto de reproducción, B  = {b¿;i =  1, • • • , N ). El cuantizador 
está completamente descrito mediante el alfabeto de reproducción, B , y una 
partición, 71, del dominio en N  regiones. Cada una de las regiones, 7Zi, está 
formada por los puntos a los que se les asigna el i'-ésimo vector de reproducción, 
7li = { a /g (a )  =  b i}.
En la aproximación de alta resolución [70] (asumiendo que N  -+ oo y que 
Vol(7Zi) -> 0), la forma concreta de las regiones de cuantización y las posiciones 
de los vectores de reproducción dentro de dichas regiones no tiene tanto interés 
como la densidad de vectores de reproducción en el dominio, A(a). En general 
esa densidad será no uniforme, de forma que el cuantizador representará con 
más precisión unas zonas del dominio que otras.
Un cuantizador escalar de un dominio de n dimensiones es un cuantizador 
particular, resultante del producto cartesiano de n cuantizadores ID diferentes 
en cada uno de los ejes, p, del dominio. En este caso, es evidente que las 
regiones de cuantización 7Zi serán paralelepípedos orientados según los ejes y 
que el tamaño del alfabeto será N  =  h u n p-
La descripción de un cuantizador escalar de un dominio n-dimensional tiene, 
en general, dos partes [9]:
• Especificación (dimensión a dimensión) de la forma de cada uno de los 
cuantizadores ID. En la aproximación de alta resolución esta especificación 
consiste en dar las densidades ID de niveles de cuantización en cada eje, 
^p(qp) [71]-
• Asignación relativa de niveles de cuantización por dimensión (especifica­
ción de Np) [72,111].
Una forma conveniente de representar los dos aspectos de la descripcción de 
un cuantizador escalar es definir una superficie densidad de niveles de cuantiza­
ción, Ap(ap), en el plano de parámetros y amplitudes, mediante
Ap(flp) = TVp • Ap(ap) (2.14)
Conociendo la interpretación del plano de parámetros y amplitudes que estemos 
utilizando (en nuestro caso frecuencias y contrastes), las no uniformidades de 
dicha función representarán intuitivamente el comportamiento del cuantizador 
sobre las posibles señales de entrada (Publicación III). La superficie densidad ca­
racteriza completamente el cuantizador (en la aproximación de alta resolución) 
ya que, Ap(op) y Np, pueden obtenerse trivialmente a partir de Ap(ap):
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Los conceptos referidos hasta aquí son los parámetros mediante los que se 
describe un cuantizador. Otra cuestión diferente (que trataremos con detalle en 
el apartado 3.1, Publicación III) es el método (criterio de diseño) que se siga 
para llegar a definir estos parámetros.
Si se utiliza un cuantizador para representar las señales de un dominio 
continuo, dado un determinado vector observado, b¿, no es posible saber qué 
punto, a G 7Zi, provocó dicha observación. Así mismo, si dos entradas diferen­
tes pertenecen a la misma región de cuantización quedarán representadas por 
el mismo vector de reproducción, es decir, serán indistinguibles para el cuanti­
zador.
El carácter discreto de la representación, b¿ 6 B, implica la reducción de la 
su variabilidad respecto de la señal de entrada, a, es decir, se reduce la cantidad 
de información que puede proporcionar dicha representación [55]. Además, la 
representación de los puntos a mediante los elementos del alfabeto, b¿, introduce 
en general una distorsión irreversible.
Las propiedades genéricas de detección y discriminación de amplitudes (con­
trastes) en el dominio transformado por parte del SVH [78,82,85,88,112-115] 
pueden interpretarse mediante un modelo de cuantizador que codifica el continuo 
de amplitudes posibles mediante un conjunto discreto de percepciones de am­
plitud justamente discriminables. De hecho, en algún trabajo reciente sobre 
discriminación de contrastes [116], sin ninguna relación con la analogía del cuan­
tizador, se ha propuesto una expresión para el número de percepciones discretas 
de contraste para cada frecuencia, Nf.
Aunque, evidentemente, no es posible establecer una analogía completa entre 
las propiedades de discriminación del SVH y un cuantizador vectorial del domi­
nio transformado7, sí que puede resultar conveniente describir la distribución de 
percepciones justamente discriminables mediante los parámetros empleados en 
la descripción de cuantizadores (como por ejemplo la densidad, A(a)) o medir la 
entropía de la caracterización discreta resultante para razonar cuantitativamen­
te, aunque sea de manera relativa, sobre la cantidad de información retenida 
por el SVH en su representación transformada.
La idea de un cuantizador perceptual (basado en la diferente discriminación 
de contrastes para las diferentes frecuencias) como modelo para analizar el com­
7En el SVH las fronteras de discriminación se establecen para cada tarea particular de 
comparación, no preexisten rígidamente como en el caso de la partición Tí. Por ejemplo, con­
siderando, por una parte, un estímulo de enmascaramiento cualquiera, a i , en un experimento 
de discriminación, ese punto se convierte automáticamente en el centro de la región de dis­
criminación de radio JND que se estudia. Si, por otra parte, tomamos el estímulo a 2  a i  
perteneciente a la región de discriminación con centro en a i  (y por lo tanto perceptualm ente 
indistinguible de a i ) ,  y realizamos un experimento de discriminación de patrones distorsio­
nados similar, obtendremos una región de puntos perceptualmente indistinguibles de a 2 no 
completamente solapada con la región correspondiente a a i ,  lo cual es incompatible con la 
definición de las regiones de la partición de un cuantizador.
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portamiento del SVH a bajo nivel ya ha sido utilizada previamente [14,15,84]. 
Sin embargo, en estos casos el cuantizador perceptual no se formuló adecua­
damente (en términos de A (a) para un cuantizador vectorial o en términos de 
Np y Ap(ap) ó Ap(ap) para un cuantizador escalar) de manera que fuese po­
sible la comparación directa de ese cuantizador perceptual con un algún otro 
cuantizador genérico definido según un criterio de diseño arbitrario.
En este trabajo representamos las propiedades de discriminación del SVH 
mediante un cuantizador escalar perceptualmente uniforme del dominio frecuen- 
cial local dado por la transformación T. El objetivo es obtener expresiones 
explícitas para Ap(ap) ó Ap y Np.
Proponemos un cuantizador perceptualmente uniforme para tener una dis­
tribución de vectores de reproducción similar a la distribución de percepciones 
justamente discriminables (que distan unas de otras una cantidad perceptual 
constante -JND-). Como hemos visto en el apartado anterior, la métrica per­
ceptual del dominio transformado no es euclídea y por lo tanto, un cuantizador 
perceptualmente uniforme tendrá una distribución no uniforme de vectores de 
reconstrucción.
Hemos visto que, bajo ciertas condiciones, la métrica es una matriz diagonal 
con elementos, Wp, que dependen exclusivamente de la amplitud de la entrada 
para ese parámetro ap. Estas características de la métrica propician unas re­
giones de discriminación separables y orientadas según los ejes del dominio, lo 
cual justifica la aproximación escalar.
Para obtener un cuantizador escalar uniforme según la métrica, W, tendre­
mos que exigir que la distancia perceptual entre dos niveles de cuantización 
cualesquiera, bPj y &p¿+i, en cualquier eje, p, sea constante. Como la distancia 
(euclídea) entre dos niveles de cuantización para una cierta amplitud, ap, está 
relacionada con la densidad ID en ese punto y el número de niveles asignados 
a dicho eje,
Abp{ap) =  Np • Ap(op) (2'17)
la distancia perceptual será,
D (bp j , b p j + i ) 2 =  N 2 . Ap(a„)2 (2'18)
La exigencia de distancia perceptual constante para toda ap implica que Ap(ap) 
debe ser:
»,W .  <!JS)
J
Sustituyendo esta densidad perceptual para cada eje, la exigencia de una dis­
tancia fija, D(bPj,bPj+i)2 =  fc2, para todas las direcciones p implica un reparto 
de niveles por coeficiente según:
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Compaxando las ecuaciones 2.19 y 2.20 con las ecuaciones 2.15 y 2.16 es 
evidente que en este caso,
AP(o,) =  i Wp{ap) ^  (2.21)
Un cuantizador perceptualmente uniforme está, pues, completjúnente determi­
nado por la métrica del dominio. Utilizando una métrica particular tendremos 
definido un modelo concreto de cuantizador perceptual. La figura 2.1 muestra 
la forma de Ap(ap) en el caso de utilizar la métrica no lineal de la ecuación 2.10 
y en el caso de utilizan- la aproximación lineal basada en la sensibilidad umbral. 
En el caso no lineal se tiene una distribución no uniforme de los vectores de re­
producción, mientras que en el caso lineal se tiene una distribución anisótropa, 
pero uniforme (cuantizadores ID uniformes con distinto Np). Nótese el efecto 
de las no-linealidades en amplitud en el reparto de niveles por coeficiente en 
ambos casos (figura 2.2).
En las Publicaciones I y IV se propone un modelo de cuantizador per­
ceptual basado en una Función de Asignación de Información (IAF) definida 
(heurísticamente) como inversamente proporcional a los umbrales increméntales 
de contraste. Considerando que, con las aproximaciones asumidas, la métrica 
es inversamente proporcional al cuadrado de los umbrales increméntales (ecua­
ción 2.9), resulta que la referida IAF es simplemente la superficie densidad, 
Ap(ap), que describe al cuantizador perceptualmente uniforme:
1 /  r 2 \ i /2  K
Ap{ap) ~  k  U a í M v  _ A ~ IAFp{ap) (2'22)
2.3 R espuesta lineal del SVH bajo cambios de 
representación
En la mayor parte de las expresiones presentadas hemos supuesto una trans­
formada genérica, T, sobre unas funciones, Gp = {Gpx}”L1} con p  =  1, • • ■ ,n, 
propias de las características p. Los razonamientos propuestos son cualitativa­
mente válidos para cualquier tipo de representación sobre funciones oscilantes 
enventanadas donde, p = (x, /) ,  indica la posición de la ventana y la frecuencia 
espacial de la oscilación.
En la mayoría de las aplicaciones que hemos desarrollado (Publicaciones I, 
III, IV, V y VI), hemos aplicado propiedades del SVH determinadas mediante 
funciones base de la transformada de Fourier a funciones propias de otra trans­
formada (como por ejemplo la DCT en bloques). Esta ha sido una aproximación 
habitual tanto en aplicaciones de ingeniería [66,68,74,76], como en el desarrollo 
de modelos de visión humana [39,84].
Aunque, tanto las propiedades de detección en función de la frecuencia como 
la variación de la sensibilidad con la amplitud son similares para todo este tipo
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F ig u r a  2 . 1 :  S uperf ic ie  d e n s id a d  percep tual de n ive le s  de c u a n t i za c ió n  (A p oc W ^ 2)  en  los 
casos, a) m é tr ic a  no lineal,  d e p en d ien te  de la f r ec u en c ia  y  la a m p l i tu d  y, b) m é t r i c a  lineal,  
e x c lu s iv a m e n te  d e p e n d ie n te  de la frecu en cia .
o.i
Linear Metric 
S o n -lin ea r  Metric
0.08
O  0.06
0.02
Spatial Frequency (cycl/deg)
F igura  2.2: N ú m e ro  re la t ivo  de n ive les  de c u a n t i za c ió n  p o r  co ef ic ien te  en  el caso  de u sa r  
¡a m é tr ic a  no l ineal y  la lineal.
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de funciones oscilantes de soporte compacto, los valores concretos de las curvas 
dependerán de la función base empleada. Si al proponer una métrica concreta 
(y el cuantizador correspondiente) hemos utilizado la expresión del filtro CSF/  
y los datos de umbrales increméntales de contraste de redes sinusoidales, las 
expresiones obtenidas serán estrictamente válidas sólo si T  es una transformada 
de Fourier.
En este apartado (Publicación II y [117]) tratamos el problema del cambio de 
la caracterización del sistema en distintos dominios de representación debidos al 
uso de distintas transformadas T. En particular, proponemos una técnica para 
calcular la respuesta lineal, 5P, a las diferentes características, p , a partir de los 
datos sobre dicha caracterización en otro dominio, 5 /, sin necesidad de hacer 
experimentos sobre las funciones base del nuevo dominio Gp, que sería lo obvio.
Aunque la respuesta del sistema visual a las diferentes caracteríaticas p ex­
traídas mediante la transformación T no es lineal, tradicionalmente [87,88,112] 
se han utilizado funciones de pesos sobre los coeficientes de la transformada 
(de Fourier) como aproximación razonable del comportamiento del sistema ante 
estímulos cercanos al umbral.
Las caracterizaciones lineales están basadas en la determinación del umbral 
de detección de las funciones base de la transformada considerada, o lo que es 
lo mismo, en la determinación de la pendiente de R  para bajas amplitudes. En 
este caso, se define una función de sensibilidad para cada coeficiente p, mediante
s > =  a ¿ 6) =  Vñ(0)’ (2'23)
En esta aproximación, se supone que la respuesta del sistema viene dada por el 
producto,
r  = S  • a (2.24)
donde, 5, es una matriz diagonal con los coeficientes del filtro. Con lo que, la 
imagen percibida por el sistema es simplemente la imagen original distorsionada 
por la actuación de los pesos Sp:
A  = T~ 1(S-T(A))  (2.25)
La idea para relacionar las caracterizaciones lineales en varios dominios con­
siste en imponer que la señal resultante de ambos procesos sea la misma inde­
pendientemente del dominio donde se haya caracterizado el sistema.
Conocida la matriz S  de pesos sobre los coeficientes, a /, de la transformada 
T, si se quieren hallar los pesos equivalentes S ' sobre los coeficientes, op, de
otra transformada T;, hay que exigir que las dos caracterizaciones den lugar al
mismo resultado reconstruido para cualquier entrada, A:
T '- l {S' • T'(A)) = T ~ \ S  • T(A)) (2.26)
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En particular, utilizando como entrada las funciones, Gp, base de la transforma­
da T ', y haciendo uso de que estas funciones son deltas en el dominio propio de 
esa transformación, es posible despejar cada uno de los elementos de la diagonal 
de 5':
5 ' = T ' ( r - I (S . T ( Gp))) (2.27)
En la Publicación II esta expresión general se ha utilizado para obtener la 
caracterización lineal del SVH en un dominio (espacio-frecuencia 4D) de Ga- 
bor [118] a partir de nuestros datos experimentales sobre el filtro 5 / en el do­
minio (frecuencial 2D) de Fourier [119].
Según los modelos de percepción a este nivel [19,30-32,34,35,37-39,78], la 
primera etapa del análisis de la señal por el SVH es la aplicación de un banco 
de filtros lineales localizados en frecuencia y en el espacio, con un cierto recu­
brimiento del dominio de frecuencias. Esto quiere decir que tiene más sentido 
proponer un modelo lineal en el dominio de la transformada, T', de Gabor que 
en el dominio de Fourier. Mientras en el primer caso, cada valor Sp represen­
tará la atenuación introducida por el sistema en la respuesta de cada filtro p, 
en el dominio de Fourier, cuyas funciones base son infinitamente extensas en el 
espacio, y totalmente localizadas en frecuencia, los coeficientes, 5 /, no tienen 
sentido en términos de pesos sobre ciertas señales biológicas.
En este trabajo (Publicación II) hemos utilizado el algoritmo de Ebrahimi 
y Kunt [120] para el cálculo de la transformada de Gabor con una base de 
filtros separables y de anchura creciente con la frecuencia. En ese algoritmo los 
coeficientes de la transformada se obtienen mediante la minimización del error 
de reconstrucción [3,121].
La figura 2.3 muestra la CSF experimental de un observador y la función 
de pesos equivalente en el dominio de coeficientes de la transformada de Ga­
bor elegida. La validez de las expresiones propuestas y de las funciones filtro 
resultantes se demuestra mediante la similitud de las respuestas impulsionales 
calculadas haciendo uso de cada caracterización (Fourier y Gabor).
La caracterización del SVH en un dominio de funciones con localización 
simultánea en frecuencia y posición espacial [3,79,122] tiene interés no sólo 
debido a la similitud de estas funciones con la respuesta impulsional de los 
filtros corticales que implementan biológicamente la transformada, sino porque 
además, entre otras cosas, permite una caracterización sencilla de un procesado 
espacialmente variante.
En la Publicación II se propone un método para la caracterización o síntesis 
de sistemas inhomogéneos a partir de representaciones de Fourier (conocidas) 
de validez local combinadas en distintas posiciones del dominio de Gabor.
Aplicando la relación 2.27 utilizando diferentes funciones filtro 2D espacial­
mente invariantes, 5, pueden obtenerse las correspondientes funciones espa­
cialmente invariantes 4D, cuyos valores pueden combinarse en coeficientes con
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Figura 2.3: a) F u n ción  de p e sos  (C S F )  ex p er im en ta l  en el dom in io  de F ourier .  b) F u n c ió n  
de p esos  e qu iva len te  en el d o m in io  de G abor  elegido, calculada m ed ian te  2 .27 .  E n  e s ta  r ep re ­
sen ta c ió n ,  la f r e cu en c ia  de la fu n c ió n  asoc ia da  a cada coeficiente crece d e sd e  el cen tro  ( co m o  
en el caso de F o u r ie r ) ,  y  el s ignificado  espac ia l  va r ía  de fo r m a  c a r te s ia n a  en cada u n a  de las  
zon a s  c o n s ta n te s  de la fu n c ió n  (en  es te  caso el s i s te m a  es hom ogéneo).
distinto significado espacial, de forma que se obtenga una sola función 4D, S 1, 
que represente el comportamiento espacialmente variante que se desee.
En la Publicación II se presenta un ejemplo en el que se sintetiza un sistema 
isótropo en una región espacial y anisótropo en otra. Utilizando wavelets orto­
gonales8 es posible distorsionar con gran libertad las funciones base en distintas 
posiciones espaciales pudiéndose representar sistemas con una fuerte inhomoge- 
neidad espacial.
La relación propuesta (ec. 2.27) constituye una solución estricta al problema 
que se presenta a la hora de decidir la asignación de bits por coeficiente en 
los algoritmos de diseño de cuantizadores para compresión de imágenes (bajo 
la suposición de un modelo lineal) cuando se utiliza una base de representación 
(DCT [66,68,73,74,123], wavelet o subbanda [120,124,125]) diferente de la base 
en la que están expresados los resultados experimentales.
8Las w avelets (de Gabor) utilizadas en la Publicación II no son ortogonales.

Capítulo 3
A plicaciones en compresión  
de im ágenes y vídeo
El objetivo general de un sistema de compresión es encontrar una expresión de 
la señal de tamaño mínimo para un determinado nivel de distorsión respecto de 
la entrada original [9,10,12].
El elemento central de la mayor parte de los esquemas de compresión de 
imágenes y secuencias es el algoritmo de cuantización de la señal. Este proceso 
es el responsable de la mayor parte de la reducción del volumen de la señal 
codificada, así como de la introducción de errores en la señal reconstruida.
En la compresión de secuencias naturales donde la redundancia temporal de 
la señal es muy alta, además de una simple cuantización de la señad (3D), tiene 
interés utilizar algún tipo de compensación de movimiento antes de la cuanti­
zación. Mediante una exhaustiva descripción del movimiento de la secuencia 
podrían predecirse los fotogramas futuros a partir de los fotogramas previos. 
Sin embargo, con las técnicas actuales para la descripcción de movimiento, no 
es posible una reconstrucción perfecta de la señal futura a un coste (volumen 
de la información de movimiento) razonable. Por eso, si se utiliza una descrip­
ción compacta del movimiento es necesaria, además, una señal de corrección 
de los errores de predicción para consegir una reconstrucción de calidad. De 
esta manera, la señal original (fuertemente redundante debido a la correlación 
espacio-temporal entre sus muestras) se expresa mediante dos señales de menor 
complejidad: la información de movimiento y la señal de error residual, que 
(esta sí) es simplificada mediante el cuantizador correspondiente para eliminar 
parte de la redundancia residual que pudiera contener (figura 3.1).
En el capítulo anterior presentamos los parámetros que definen el funciona­
miento de un cuantizador y propusimos una cuantización concreta como modelo 
del comportamiento del SVH intentando simular la distribución de percepciones 
justamente discriminables en el dominio transformado, pero no tratamos de las 
técnicas para el diseño de cuantizadores óptimos.
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A(t)
DFD(t) -  -
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DVF(t)
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D e c o d i f i c a d o r
Figura 3.1: E sq u e m a  g en era l  de un cod if icad or /deco d if ica do r  de v ideo  con  co m p e n s a c ió n  de 
m o v im ie n to .  E l cod if icador d iv id e  la sec u en c ia  or ig in a l  de fo to g ra m a s ,  A ( t ) ,  en  u na secu en c ia  
de  in fo rm a c ió n  de m o v im ie n to ,  D V F ( t )  (f lu jo  óp tico  u otra d e sc r ip c c ió n  m á s  gen era l) ,  y  
u n a  sec u e n c ia  de errores  de p red icc ión  cu a n t i za d o s  en un d o m in io  t r a n s fo r m a d o  d f d ’( t) .  
E l e sq u e m a  se basa en la pos ib i l id ad  de e s t im a r  los fo to g ra m a s  p o s t e r io r e s  a p a r t i r  de los 
p r e v io s  y  de la in fo r m a c ió n  de m o v im ie n to ,  A ( t )  =  P  ( A 1 (£ — 1) ,  D V F ( t ) ) ,  de f o r m a  que el 
e r r o r  de p red icc ió n  en el in s ta n te  t ,  D F D ( t )  =  A ( í )  — A ( i ) ,  y  la d e sc r ip c ió n  del m o v im ie n to  
t i e n e n  m e n o r  c o m p le j id a d  que la señ a l  or ig inal .  E s ta  idea básica  im p lica  la p re s e n c ia  de un  
m ó d u lo  de e s t im a c ió n  de m o v im ie n to ,  M .  El fu n c io n a m ie n to  del p r e d i c to r  e s tá  ín t im a m e n te  
re la c io n a d o  con el tipo de in fo rm a c ió n  de m o v im ie n to  fa c i l i ta d a  p o r  M . E l  p a r  (T , Q ) reduce  
la re du n da n c ia  res idu a l de la señ a l  de e r r o r  in tro du c ien d o  u na d is to r s ió n ,  d fd l  /  d fd ,  que  
im p id e  la recon s tru cc ió n  perfec ta  de la señal .  Los s ím bolos  z - 1  r e p r e s e n ta n  re tra so s  de la 
s e ñ a l  en  u na u n id a d  de t ie m p o  d iscre to .
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En el contexto de la codificación de imágenes y secuencias destinadas a ob­
servadores humanos (como en multimedia, HDTV o compresión de imágenes 
médicas), es importante incluir características del SVH en el diseño del sistema 
de codificación para paxa mejorar la calidad subjetiva de los resultados a una 
cierta tasa de compresión [52]. En este capítulo aplicamos la formulación del 
funcionamiento del SVH presentada en el capítulo anterior paxa proponer me­
joras concretas a los algoritmos convencionales que se utilizan en estimación de 
movimiento y codificación de la transformada para compresión de imágenes y 
vídeo.
En el apartado 3.1 (Publicaciones III y IV), proponemos, por una parte, 
correcciones perceptuales a los algoritmos convencionales de diseño de cuanti­
zadores de imágenes (basados en la estadística de las imágenes a codificar), y 
por otra parte, proponemos un criterio de diseño diferente (independiente de la 
estadística de las imágenes), más significativo perceptualmente. La calidad sub­
jetiva de los resultados obtenidos a las mismas tasas de compresión demuestra 
la superioridad de la métrica no lineal frente a la lineal y del criterio de diseño 
propuesto frente al criterio convencional.
En el apartado 3.2 (Publicaciones V y VI) se propone utilizar la entropía 
resultante del cuantizado perceptual paxa controlar la adaptación local de una 
estimación de movimiento jerárquica. En los estándares más recientes de com- 
presón de vídeo [69,93,94] la compensación de movimiento utiliza el flujo óptico 
calculado mediante correspondencia entre bloques de tamaño variable [126-131].
El uso de la entropía post-cuantizado (entropía perceptual) proviene, en pri­
mera instancia, de la necesidad de encontrar una relación de compromiso óptima 
entre el esfuerzo dedicado a la descripcción del movimiento y el dedicado a co­
dificación de la señal de error [12,59,60,98]. Sin embargo, las ventajas más 
interesantes del algoritmo jerárquico propuesto son la robustez del flujo resul­
tante y la coherencia cualitativa con el movimiento de los objetos de la escena 
(independientes de los objetivos particulares de la codificación de vídeo).
En el apartado 3.3 (Publicación VI) se reúnen las mejoras propuestas en la 
cuantización (incluyendo algunos aspectos temporales del SVH) y estimación 
de movimiento paxa dar un esquema de compresión de vídeo, analizándose la 
importancia relativa de cada contribución.
3.1 Alternativas para el diseño de cuantizadores 
de imágenes
El diseño convencional de cuantizadores para compresión de imágenes se ba­
sa en la minimización del promedio de una medida del error introducido por 
el cuantizador en un conjunto de imágenes de entrenamiento [9]. Desde este 
punto de vista, basado en la estadística de la clase de imágenes a codificar, la 
manera natural de incluir las propiedades del SVH en el diseño es la utilización
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de medidas de distorsión subjetiva [73,132,133]. En el diseño de cuantizadores 
escalares de la transformada usualmente se utilizan pesos dependientes del coe­
ficiente (independientes de la entrada), S /, basados en un modelo de percepción 
lineal [9,10,73].
Una filosofía alternativa a la aproximación basada en la estadística de la señal 
con correcciones perceptuales, consiste en un diseño completamente perceptual 
(independiente de la estadística de las imágenes a tratar) que imite la forma 
en como el SVH codifica la información visual [53,134], Desde este punto de 
vista, la aplicación directa de un codificador que simulase el comportamiento del 
SVH eliminaría directamente los datos perceptualmente irrelevantes con bajas 
consecuencias en la distorsión subjetiva.
Basándonos en las aportaciones del capítulo 2, en este apartado propone­
mos por una parte, contribuciones dentro del criterio de diseño convencional 
generalizando las expresiones usuales para incluir una métrica perceptual no 
lineal, y por otra, proponemos un criterio de diseño alternativo (la restricción 
del máximo error perceptual) con más sentido subjetivo que la minimización del 
error promedio.
Demostramos que algunos de los esquemas de cuantización recomendados 
(heurísticamente) en el standard JPEG son casos particulares óptimos según el 
criterio propuesto utilizando una métrica lineal. Se comprueba que, los cuan­
tizadores óptimos según el criterio propuesto utilizando una métrica no lineal 
obtienen mejores resultados subjetivos que JPEG y que los algoritmos conven­
cionales corregidos mediante la misma métrica percerptual. De esta forma, se 
comprueba la superioridad de la métrica no lineal frente a la lineal y del criterio 
de diseño propuesto frente al criterio convencional.
3.1.1 Minimización del error perceptual promedio
Desde el punto de vista estándard de la teoría de la tasa-distorsión1, el problema 
del diseño del cuantizador para la transformada de una señal es un problema 
de minimización con restricciones. En función de si la restricción es el tamaño 
del alfabeto de reproducción [9,10,70-72,111,135,136], o la entropía de la señal 
cuantizada [137,138], se tienen distintos resultados. En este trabajo utilizamos 
el tamaño del alfabeto como restricción en el diseño.
El objetivo de este proceso de optimización es obtener la superficie densidad2, 
que minimiza el promedio de una medida de distorsión como el error cuadrático, 
D 2, (MSE) entre las imágenes originales y las cuantizadas.
En el diseño del cuantizador escalar de una transformada en primer lugar se 
resuelven los n problemas ID, se obtienen las densidades, A /(a /) , que minimizan 
la distorsión promedio para cada coeficiente, D2, y después, estas densidades
1 Conocida en la literatu ra  en inglés como Rate-Distortion Theory.
20  las densidades ID , A /(a /) , y el número de niveles por dimensión, N j.
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óptimas se utilizan para decidir cual debe ser el reparto de niveles por coeficiente 
para minimizar la distorsión total, D2.
Utilizando una medida perceptual de distorsión como la propuesta en el 
capítulo 2 (Publicación I y [86]), la distorsión perceptual promedio en cada 
dimensión es la suma de las distorsiones en cada región de cuantización:
_ ,
D2f = ^ l  (a/ “  b j )2 Wf (af )p{a/)daf  (3.1)
i J*i
donde b/j  es el j-ésimo nivel de cuantización del eje / ,  IZj es la región de cuan­
tización correspondiente y p(a/) es la función densidad de probabilidad (pdf) 
de la amplitud a/.
La clave para obtener Aa(ap) es la expresión de la ecuación 3.1 en función 
de la densidad, para obtener la llamada integral de distorsión de Bennett [71]. 
Utilizando los resultados asintóticos de Gish et al. [135] y Yamada et al. [136] 
para métricas no euclídeas, se tiene que la integral de de Bennett, es en este 
caso:
=  7^7? í  * /  (3-2)
El cuantizador ID que minimiza el error perceptual (no lineal) promedio puede 
obtenerse a partir de la desigualdad de Hólder de la forma usual [9]:
, , ,  n _  (W7(“ / ) p ( ° / ) ) 1/3 f 1 „/  MSE' f '  ~  r , (3.3)
J  (Wf (af )p(af))1/3daf
Este resultado difiere en el término Wf(a/)  del resultado clásico proporcional 
a la raiz cúbica de la pdf [9,70,139,140]. De esta manera introducimos las no 
linealidades perceptuales en la distribución no uniforme de los niveles de cuan­
tización. Sustituyendo estas densidades óptimas en 3.2 se obtiene la distorsión 
óptima por coeficente en función de N¡,
d í^m s e  =  - ¡ W j ( j  */):= j k  ■ Ht (3-4)
donde p(a/)  es la pdf de varianza unidad del coeficiente, y la varianza, r f ,  y el 
término Hf  dependiente de la métrica, pueden considerarse como los parámetros 
que determinan cual es la contribución intrínseca de cada coeficiente al MSE 
global. La distribución óptima de niveles por coeficiente debe ser proporcio­
nal a la contribución de cada coefiente [9] (distorsión constante k2 paxa cada 
coeficiente), por lo tanto, en este caso,
a \  3/2(W '/(<W)Í¡(«/))1/J <k/ )  (3.5)A partir de estos resultados asintóticos (válidos cuando Nf  -> oo) la asig­
nación de niveles por coeficiente se obtiene utilizando técnicas numéricas que
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aseguren un número positivo de bits por coeficente [9]. Estas técnicas están con­
troladas por la distorsión de cada coeficiente en función del número de niveles 
(ec. 3.4). Por otra parte, los cuantizadores ID en cada eje se obtienen median­
te técnicas iterativas de agrupamiento3 de N f  prototipos según el conjunto de 
entrenamiento [6,109,140].
La introducción explícita de las no linealidades del SVH a través de una 
métrica dependiente de la amplitud en las ecs. 3.3 y 3.5 representa un avance 
cualitativo en la aproximación al diseño de cuantizadores basada en la señal. 
Hasta el momento, se sugería una cuantización de Max-Lloyd proporcional a 
Pf(df)1/3 [139,140] en cada coeficiente y un reparto de niveles por coeficiente 
proporcional a la varianza con unos pesos frecuenciales [9,10,73]. En otras 
ocasiones, el peso de la varianza por la función de sensibilidad frecuencial, 5 /, 
se había propuesto de forma heurística sin hacer referencia a la minimización 
de un error perceptual promedio [61,89,100,101,141].
A partir de la formulación propuesta, este tipo de aproximaciones se obtiene 
de manera natural asumiendo un modelo de percepción lineal, Wf  = Sj.  En 
ese caso, la métrica sale de las integrales de amplitud como una constante y su 
efecto se reduce a un peso sobre la varianza de cada coeficiente proporcional a 
la sensibilidad, 5 /, en la expresión de Nf .
3.1.2 Restricción del error perceptual máximo
La forma natural de evaluar (empíricamente) la calidad de una imagen codifi­
cada implica una comparación uno-a-uno entre la versión original y la versión 
codificada de la imagen [108,142]. El resultado de esta compración estará rela­
cionado con la capacidad del observador para percibir el ruido de cuantización 
en presencia del patrón de enmascaramiento (la propia imagen). Esta detección 
o evaluación del ruido uno-a-uno está claramente relacionada con las tareas que 
realiza un observador en los experimentos que dan lugar a los modelos estándard 
de discriminación de patrones [19,39]. En estos experimentos un observador de­
be evaluar la distorsión perceptual del estímulo ante desplazamientos en alguna 
dirección a partir de un estímulo de enmascaramiento.
Por contra, una hipotética evaluación del comportamiento global de un cuan­
tizador sobre un conjunto de imágenes implicaría algún tipo de promediado de 
cada una de las comparaciones uno-a-uno. No está claro como haría tal prome­
diado un observador humano, y además, la tarea en si misma está lejos de la 
comparación uno-a-uno que se establece de forma natural cuando uno mira una 
imagen particular.
Las técnicas convencionales de diseño de cuantizadores de la transformada 
aseguran la obtención de un MSE mínimo (suma de las distorsiones uno-a-uno 
pesadas por su probabilidad, ec. 3.1). Pero, evidentemente, la minimización del
3 Clustering en la literatu ra  en inglés.
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error promedio no garantiza que en todas las comparaciones individuales vaya 
a obtenerse un buen resultado subjetivo [12,143].
Aunque se utilice una métrica de distorsión subjetiva, la estadística parti­
cular del conjunto de entrenamiento puede concentrar excesivamente los vecto­
res de reproducción en las regiones del dominio más densamente pobladas con 
objeto de reducir el MSE. De esta manera, ciertas regiones (con importancia 
perceptual) pueden quedar escasamente representadas, de forma que para los 
estímulos (poco probables) de esa zona se produce una fuerte distorsión percep­
tual. Por ejemplo, B. Macq [73] utilizó cuantizadores uniformes en lugar de los 
cuantizadores de Max-Lloyd porque comprobó que a pesar de minimizar el error 
promedio, ocasionalmente producían errores molestos en imágenes (subbloques) 
individuales.
Con objeto de prevenir altas distorsiones perceptuales en imágenes indivi­
duales debido a la presencia de coeficientes en regiones mal representadas, en 
este trabajo (Publicación III) proponemos la restricción del error perceptual 
máximo (MPE4) en lugar de la minimización del error perceptual promedio 
(MSE) como criterio de diseño del cuantizador escalar de la transformada. Es­
ta exigencia se satisface mediante una distribución (perceptualmente) uniforme 
de los vectores de reproducción disponibles: si la distancia perceptual entre 
los niveles de cuantización en todo el rango de amplitud de cada dimensión es 
constante, el máximo error perceptual cometido siempre estará acotado para 
cualquier imagen de entrada.
Por tanto, el cuantizador óptimo según el criterio del MPE es el mismo que 
desarrollamos en el apartado 2.2 como modelo de la cuantización perceptual. 
Las expresiones equivalentes a los resultados MSE, ecs. 3.3 a 3.5, en el caso 
MPE son:
- W ( “/) =  r  W , { a / \ 0 6 )J  W ,(a ,)1/2da,
D ) MPE =  (3-7)
N íu p e  = i J W ,(a, ) 1/2da, (3.8)
Es interesante resaltar que, en este caso, la distribución no uniforme de los nive­
les de cuantización (y de los vectores de reproducción) depende exclusivamente
de las características geométricas del espacio de representación, y es indepen­
diente de las propiedades estadísticas de la señal en este espacio.
La formulación MPE incluye un caso particular muy interesante en el caso 
de asumir la aproximación lineal de la métrica. Bajo la aproximación lineal el 
cuantizador MPE óptimo consiste en un conjunto de cuantizadores ID unifor­
mes con una asignación de niveles por coeficiente proporcional a la sensibilidad
4 Del inglés M áximum  Perceptual Error.
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umbral, que es el esquema recomendado (heurísticamente) en los estándares 
JPEG [10,66,67,74] y MPEG [10,11,68].
La formulación MPE esta cualitativamente relacionada con otras propues­
tas para el diseño de cuantizadores que se basan completamente en criterios 
perceptuales. Watson [76] propuso un algoritmo paxa adaptar la asignación de 
niveles por coeficiente a una imagen particular variando el paso de cuantización 
de cada coeficiente de acuerdo con la amplitud promedio de dicho coeficiente en 
la imagen considerada con el objetivo de obtener la misma distorsión en cada 
coeficiente frecuencial. También existe una versión de este algoritmo en la que, 
en lugar de una sumación espacial, el cuantizador se modifica para cada sub- 
bloque para mantener la distorsión total constante en todos los subbloques [91]. 
Por otra parte, Daly [75] propuso la aplicación de una transformación no lineal a 
cada coeficiente antes de la aplicación de un cuantizado uniforme (euclideo). La 
dependencia en frecuencia y amplitud de la sensibilidad no uniforme en la que 
se basaban las no linealidades aplicadas tiene una forma similar a la de nuestra 
superficie densidad no lineal.
3.1.3 Cuantización MSE frente a cuantización M PE
En este apartado (Publicación III) se presentan los resultados de los cuantizado­
res obtenidos según los diferentes criterios de diseño (MSE y MPE) y las diferen­
tes métricas de distorsión consideradas (euclídea, métrica perceptual lineal -con 
dependencias frecuenciales- y métrica perceptual no lineal -con dependencias 
en frecuencia y amplitud-).
La figura 3.2 muestra las superficies densidad para las distintos diseños ana­
lizados. En ellas se puede ver, separadamente, el efecto de la estadística de las 
imágenes (que concentra los niveles en las regiones de bajo contraste), el efecto 
de la sensibilidad frecuencial umbral (que concentra el esfuerzo de codificación 
en la región de frecuencias intermedias), y el efecto de las no linealidades en 
amplitud (que modifica la asignación de niveles por coeficiente).
En los casos MPE, independientes de la estadística de las imágenes, la dis­
tribución está exclusivamente determinada por la métrica perceptual elegida. 
En el caso lineal (tipo JPEG y MPEG) la banda frecuencial de interés es muy 
estrecha. La consideración de las no linealidades ensancha la banda de paso y 
concentra el interés del cuantizador en la zona de bajos contrastes, aunque de 
forma menos acusada que en el caso MSE.
Es interesante comparar la forma de la superficie densidad en el caso MPE 
no lineal, -característica de la percepción humana-, con la superficie densidad 
de un cuantizador óptimo según un criterio exlusívamente estadístico como el 
MSE euclideo. A pesar de la semejanza cualitativa (en ambos casos, mayor 
relevancia de las bajas frecuencias y de las bajas amplitudes), parece que el 
SVH concede mayor importancia relativa a los detalles de alta frecuencia y 
alta amplitud ( /  > 10(cpd) y contraste > 0.1, -ver Publicación III—) que un 
cuantizador MSE.
La similitud cualitativa entre las superficies densidad explica el hecho de 
que los cuantizadores puramente estadísticos alcancen unos resultados razona-
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Figura 3.2: S u p erf ic ie s  d e n s id a d  de n ive le s  de cu a n tiza c ió n  en los casos, a )  M S E  eu c ídeo ,  
b) M S E  con m é t r i c a  lineal, c )  M S E  con m é tr ic a  no lineal,  d) M P E  con m é tr ic a  l inea l ( J P E G  
ó M P E G ) ,  e )  M P E  con m é tr ic a  no lineal.
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blemente buenos. Además, parece confirmar a grandes rasgos las ideas de Field 
y Kersten [16,144,145], sobre la adaptación de la respuesta del SVH a la es­
tadística de las imágenes con las que trata.
Sin embargo, las diferencias (no despreciables) entre las superficies revela 
que el diseño de un compresor de imágenes según un criterio exclusivamente 
estadístico (al menos con una norma de orden 2) no va a obtener en general 
un resultado perceptualmente óptimo. Por otra parte, se pone de manifiesto 
que la sensibilidad del SVH en el plano de frecuencias y  contrastes puede estar 
fuertemente influenciada por la estadística de las imágenes naturales, pero en 
ningún caso se trata de una relación sencilla.
En las figuras 5 y 6 de la Publicación III se muestran varios ejemplos del 
funcionamiento de los distintos esquemas de cuantización a la misma tasa de 
compresión. Los resultados de los esquemas MSE, incluso cuando utiliza una 
métrica dependiente de la frecuencia y la amplitud, son muy similares a los 
resultados del MPE lineal (tipo JPEG ó MPEG). Por contra, el esquema MPE 
no lineal obtiene claramente los mejores resultados subjetivos, especialmente 
en los detalles de alta frecuencia. Esto es así debido a la fuerte influencia de 
las funciones densidad de probabilidad de los coeficientes, que desequilibran las 
distribuciones de niveles de cuantización hacia los bajos contrastes especialmente 
en frecuencias medias y altas.
Mientras que las diferencias entre los cuantizadores JPEG y MPEG y el 
cuantizador MPE no lineal se justifican por el empleo de un modelo perceptual 
que incluye más aspectos del SVH (Publicaciones III y IV), las diferencias entre 
los cuantizadores MPE y MSE no lineales están exclusivamente basadas en el uso 
de un criterio de diseño distinto. Estos resultados sugieren que el criterio MSE 
no puede aprovechar las ventajas de métricas perceptuales más sofisticadas. Por 
otro lado, los resultados confirman que restringir el error perceptual máximo en 
cada imagen individual tiene más sentido perceptual que minimizar el error 
perceptual promedio sobre un conjunto de entrenamiento.
3.2 Criterio alternativo para el refinam iento lo­
cal del flujo óptico
La descripcción del movimiento de la escena en codificación de vídeo tiene por 
objeto predecir los fotogramas futuros a partir de la secuencia previa. Las 
técnicas actuales de estimación de movimiento pueden englobarse en dos grandes 
grupos: flujo óptico [58,95,96], que no requiere de un modelo a priori de la 
escena, y técnicas basadas en la correspondencia entre características de los 
objetos de la escena [49,97,146], lo cual implica un cierto grado de modelización 
de la misma.
Tanto en los estándares más extendidos MPEG-1, H.261 [10,11,68], como 
en los más recientes H.263 [69] y MPEG-4 [94], se utiliza una descripción del 
movimiento basada en el flujo óptico calculado mediante correspondencia en­
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tre bloques en fotogramas sucesivos (BMA, del inglés Block Matching Algo- 
rithm) [58,147].
Aunque las próximas generaciones de algoritmos de codificación de vídeo 
harán uso de técnicas de descripción del movimiento de más alto nivel [48,50, 
148-150], no se descarta el uso del flujo óptico tanto para obtener información 
inicial que permita la elaboración de modelos de escena en las primeras fases 
de análisis de la secuencia [92,93,151,152], como para usarlo como modo de 
predicción simple y robusto en caso de fallos por desajustes del modelo complejo.
La segmentación quadtree proporcionada por los algoritmos BMA de resolu­
ción adaptativa que usan bloques de tamaño variable (p.ej. en H.263) representa 
una solución intermedia entre un cálculo ciego de flujo óptico a resolución unifor­
me sin ninguna relación con el contenido de la escena, y los algoritmos basados 
en modelos de los objetos móviles presentes en la secuencia. Este tipo de algo­
ritmos adaptativos permite aumentar localmente el esfuerzo de estimación de 
movimiento centrándose en las regiones con cambios más significativos.
De esta forma, se puede explotar la relación de compromiso que existe entre el 
esfuerzo dedicado a la estimación de movimiento (DVF, del inglés Displacement 
Vector Field) y el dedicado a la codificación de los errores de predicción (DFD, 
del inglés Displaced Frame Difference).
En los algoritmos BMA basados en estructuras localmente adaptables co­
mo las multigrid o quadtree, la estimación de movimiento se inicia a una baja 
resolución (bloques de tamaño grande). En cada resolución se busca el mejor 
desplazamiento para cada bloque a través del cálculo de una medida de similitud 
(usualmente simple correlación) para un conjunto restringido de desplazamien­
tos. La resolución de la estimación de movimiento es localmente incrementada 
(un bloque de la estructura se divide) si se satisface un determinado criterio de 
división. El proceso de estimación de movimiento finaliza cuando no es posible 
dividir ningún bloque del nivel inferior de la estructura.
El criterio de división es la parte más importante del algoritmo porque el 
grado de refinamiento de la estimación tiene efectos sobre los volúmenes relativos 
del DVF y del DFD [12,59,153], y puede dar lugar a estimaciones inestables 
si la resolución se incrementa innecesariamente [127]. Se han propuesto varios 
criterios de división paxa BMAs jerárquicos:
• Una medida de la magnitud del error de predicción [126-131], la energía 
del DFD, el error cuadrático o el error absoluto promedio.
• Una medida de la complejidad del error de predicción. En este caso, se han 
propuesto medidas de entropía del DFD en el dominio espacial [59,153], 
o de la entropía del DFD codificado [12,60,98].
Los criterios basados en la magnitud de la diferencia se han propuesto sin 
una relación específica con los procesos de cuantización, y por lo tanto, no ex­
plotan la relación de compromiso existente entre DVF y DFD en codificación de 
vídeo. Se ha resaltado que los criterios basados en entropía son muy adecuados
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en aplicaciones de codificación de vídeo porque consiguen minimizar el volumen 
conjunto de DVF y DFD [59,153]. Sin embargo, las medidas de entropía en el 
dominio espacial no dan buena cuenta del comportamiento de los cuantizadores 
pasa-banda con base perceptual que se utilizan tras la estimación de movimien­
to. El comportamiento pasa-banda particular del cuantizador perceptual puede 
introducir efectos interesantes en el criterio de división.
Se han propuesto aproximaciones rigurosas basadas en la teoría de la tasa- 
distorsión para obtener la asignación de bits óptima entre DVF y DFD [12,60, 
98], sin embargo, a pesar de la consideración implícita de la codificación de la 
transformada, los efectos cualitativos de una cuantización no uniforme de la 
transformada del DFD no fue analizada en estos casos.
En este apartado (Publicaciones V y VI) proponemos un criterio de división 
basado en la entropía perceptual de la señal de error, con la idea de refinar la 
estimación de movimiento sólo si el esfuerzo adicional implica una reducción de 
entropía perceptualmente significativa.
3.2.1 Criterio de división basado en la entropía perceptual
Un criterio de refinamiento del flujo que conceda igual importancia a todos los 
detalles de la señal de error es un criterio plano, como son los basados en la 
magnitud del error [127-131] o en la entropía espacial de orden cero [59,153].
Como el DFD va a ser codificado por un cuantizador perceptual (selectivo, 
no plano), no todos los detalles mejor predichos mediante una mejor estimación 
de movimiento van a ser relevantes para el cuantizador posterior. Desde el 
punto de vista de ahorro de esfuerzo en la estimación de movimiento, no merece 
la pena un refinamiento de la estimación si luego el cuantizador introduce una 
distorsión equivalente a la mejora que se ha conseguido.
En el contexto de codificación de vídeo destinada a un observador humano, la 
resolución de la estimación de movimiento sólo debe incrementarse en las zonas 
donde el error debido a una mala predicción sea perceptualmente significativo. 
Paxa identificar cuáles son las áreas de interés para el cuantizador, proponemos
la utilización de la entropía perceptual del error. De acuerdo con [14,15,84], lla­
mamos entropía perceptual, Hp, de una señal, a la entropía de la representación 
codificada por el SVH. En nuestro caso, Hp será la entropía de la representación 
discreta dada por el cuantizador perceptual, Qp, descrito en el capítulo 2, y que 
hemos propuesto en 3.1 para codificar imágenes:
fl,(A) = /r(<?,[r(A)]) (3.9)
Dada una cierta descripción del movimiento (mediante una cierta informa­
ción H(DVF)),  un incremento en la resolución, y por lo tanto un incremento 
de volumen A H  (DVF), será perceptualmente relevante sólo si esta información 
adicional implica una mayor reducción de la entropía perceptual de los errores 
de predicción:
AH(DVF)  < - A HP(DFD) (3.10)
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Esta definición de lo que es información de movimiento (perceptualmente) rele­
vante implica un criterio de división basado en la entropía perceptual del error:
Un bloque de la estructura quadtree debe ser dividido si,
H (D V F dxv) +  Hp(DFDdiv) < H (D V F no div) +  Hp(DFDno div) (3.11)
donde H(DVF)  es la entropía del campo de vectores de movimiento y HP(DFD)  
es la entropía perceptual del error (con o sin división del bloque).
Esta restricción perceptual para la estimación de movimiento proviene de 
la aplicación particular de codificación de vídeo adaptada a las exigencias del 
destinatario final de la señal. Sin embargo, los beneficios de la inclusión de las 
propiedades de la respuesta del SVH a las diferentes características resultantes 
de una transformada frecuencial van más allá de la optimización del volumen 
conjunto del DFD y el DVF, debido a que el carácter pasa-banda de la medida de 
entropía perceptual implica una estrategia de división dependiente de la escala 
que puede ser útil para discriminar entre movimientos significativos y falsas 
alarmas (figuras 3.3 y 3.4).
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Figura 3.3: C r i t e r io  de d iv i s ió n  d e p en d ien te  de la escala  d eb ido  a la re a l im e n ta c ió n  p e r ­
cep tual .  P a r a  un  n ive l  de energ ía  dado, la e x te n s ió n  espac ia l y la anch u ra  de banda del D F D  
e s tá n  re la c io n a d o s  p o r  la re lac ión  de in c er t id u m b re ,  A x  ■ A f  =  k .  P o r  lo ta n to ,  la anchura  
de banda d e p e n d e rá  de la reso lu c ió n  d an do  lugar a un c o m p o r ta m ie n to  d i fe ren te  a d ife ren te s  
re s o lu c io n e s  d eb id o  al c a r á c t e r  pasa -ba n da  del c r i te r io  de d iv is ión .
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Figura 3.4: E fec to s  del c r i te r io  de d iv i s ió n  en  el f lu jo  óptico  e s t im a d o ,  a ) F o togram a 6 de  
la secu en c ia  R U B I K ,  b) F lu jo  óp t ico  ( fo togram as  6 -7 )  ob ten id o  m e d ia n te  B M A  de reso lu c ión  
u n ifo rm e ,  c)  Flujo óp t ico  ob ten id o  m e d ia n te  B M A  a d a p ta t iv o  con c r i t e r io  p lan o ,  d) Flujo  
óp tico  ob ten id o  m e d ia n te  B M A  a d a p ta t iv o  con c r i te r io  perceptual.
3.2.2 Efectos de la realimentación perceptual en la esti­
mación de movimiento
El objetivo principal (cualitativo) de una estimación de movimiento localmente 
adaptativa es obtener una descripción del movimiento con mayor potencia pre- 
dictiva y que, por lo tanto, elimine una mayor cantidad de redundancia tempo­
ral. El objetivo particular (cuantitativo) del control de la adaptación mediante
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una medida de entropía consiste en obtener una asignación de bits óptima entre 
DVF y DFD, con la idea de que un mejor equilibrio en esta asignación redunde 
en más bits para codificar el error y conseguir una mejor calidad en la señal 
reconstruida.
Por lo tanto, hay dos posibles aproximaciones para el análisis de los re­
sultados de movimiento, una cuantitativa, en términos de tasa de compre­
sión [12,60,98]), y otra cualitativa, en términos de la utilidad y las propiedades 
del flujo óptico obtenido.
Comparando el algoritmo propuesto basado en la entropía perceptual con 
el algoritmo plano basado en la medida de entropía en el dominio espacial se 
obtienen los siguientes resultados:
• Desde el punto de vista cuantitativo, el algoritmo propuesto (que utiliza 
la entropía de la señal codificada) es óptimo en el sentido de minimi­
zar la entropía real de la señal comprimida. Este resultado es obvio por 
la definición del algoritmo (ec. 3.11). Cualquier algoritmo que utilice la 
entropía del cuantizador posterior (independientemente de su naturale­
za) [12,60,98] hubiese obtenido un resultado similar frente al algoritmo 
espacial de Dufaux et al. [59,153].
Sin embargo, se comprueba que la reducción del volumen del flujo (del 
orden de un 2% respecto del algoritmo de Dufaux) no es suficiente para 
que el cuantizador codifique con más precisión el DFD y se obtenga una 
mejor reconstrucción, luego, las ventajas cuantitativas de un algoritmo 
adaptativo óptimo frente a un algoritmo adaptativo sub-óptimo no parecen 
ser relevantes.
• El interés del algoritmo propuesto no reside en el hecho de que alcanza 
un reparto óptimo de bits entre DVF y DFD, sino, en que obtiene un 
flujo óptico con mejores características cualitativas: más robusto, más 
preciso en la medida de velocidades y con una mejor descripción de los 
movimientos significativos de la secuencia.
Estos resultados no tienen que ver con el uso de la entropía real de la señal 
codificada, sino con el hecho de que esta entropía es la entropía perceptual, 
que tiene una determinada selectividad frecuencial.
El comportamiento del algoritmo propuesto puede simplificar las tareas de 
interpretación de la escena a más alto nivel basadas en medidas precisas de velo­
cidad y en segmentación de objetos basada en movimiento. Esta representación 
mejorada del movimiento puede ser útil como etapa inicial en un esquema de 
codificación de vídeo basado en modelos.
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3.3 Propuestas para H.263 y M PEG-4: efecto  
de las mejoras en m ovim iento y cuantización
En este apartado (Publicación VI) proponemos un esquema de compresión de 
vídeo con compensación de movimiento y codificación de la DCT de la señal 
de error5 completamente basado en criterios perceptuales. La idea del esquema 
propuesto es eliminar toda información que no sea subjetivamente relevante 
haciendo uso del modelo presentado en el capítulo 2.
Para ello se han utilizado cuantizadores óptimos según el criterio MPE no 
lineal (para eliminar adecuadamente la redundancia subjetiva del DFD) y es­
timación de flujo óptico jerárquico controlada mediante un criterio de entropía 
perceptual (que centra la atención sólo en los movimientos perceptualmente 
significativos).
La secuencia de errores DFD es una señal espacio-temporal y por lo tan­
to, en principio debe conseguirse un mejor aprovechamiento de la información 
disponible (una mejor eliminación de la redundancia subjetiva) si se tienen en 
cuenta las propiedades temporales del SVH.
Además del cuantizador MPE no lineal de la DCT 2D aplicado fotograma 
a fotograma, hemos estudiado un esquema 3D obtenido extendiendo nuestros 
datos experimentales sobre umbrales increméntales de contraste de redes espa­
ciales [83] a redes espacio-temporales haciendo uso de la similitud de las no 
linealidades del SVH en ambos casos [114,115].
Según esto, asumiendo una expresión para la métrica perceptual del dominio 
de frecuencias espacio-temporales, para una posición (x,f) fija, análoga a la 
ec. 2.10, considerando que /  = (/*, /t), y utilizando como función de sensibilidad 
umbral, 5 /, la CSF 3D de Kelly [112,113] podemos usar las expresiones 3.6 a 3.8 
para definir un cuantizador de la DCT 3D óptimo según el criterio MPE.
Como resulta difícil la implementación de un cuantizador 3D en el bucle de 
predicción de la figura 3.1, en la variante 3D estudiada, aproximamos el efecto 
temporal de este cuantizador 3D mediante un filtro temporal con una respuesta 
frecuencial dada por el número de niveles por frecuencia temporal (integrando 
sobre todas las frecuencias espaciales).
En la Publicación VI se compara el efecto de las alternativas propuestas en 
la calidad de la reconstrucción. En primer lugar se analiza cada mejora (cuan­
tización y estimación de movimiento) de forma aislada (utilizando un algoritmo 
estándar en el otro proceso) frente a la cuantización basada en la CSF de MPEG 
y estimaciones de movimiento uniformes y adaptativas con criterio plano. Así 
mismo se han comparado los siguientes esquemas globales (nuestras propuestas 
y dos estándares):
5Los algoritmos descritos separadamente en los apartados 3.1 y 3.2 corresponden a los 
módulos que integran la estructura de H.263 [69] y de ciertas propuestas de M PEG-4 [93,149, 
150,154], con lo que pueden incorporarse en estos esquemas de m anera sencilla.
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• MPEG-1: BMA uniforme y cuantización MPE lineal [68].
• H.263: BMA adaptativo con criterio de división plano y cuantización MPE 
lineal [11,59,69].
• Los esquemas perceptuales propuestos: BMA adaptativo con criterio de 
división basado en la entropía perceptual y cuantización MPE no lineal 
(con y sin filtro temporal -caso 3D y 2D-).
Los resultados muestran que el factor que más afecta a la calidad de la re­
construcción es el cuantizador (respecto de otro algoritmo que utilice ya algún 
BMA jerárquico). La introducción de las no linealidades en amplitud en la cuan­
tización mejoran notablemente los resultados (como podía preverse a partir de 
los resultados de codificación de imágenes estáticas). La ampliación de la banda 
de paso del cuantizador debida a la introducción de los aspectos supraumbrales 
hace que más detalles relevantes del DFD sean conservados impidiendo la rápida 
degradación de la secuencia que tiene lugar en el caso de utilizar el cuantizador 
uniforme. El cuantizador 2D propuesto reduce el aspecto granuloso de los bor­
des en movimiento, y el eventual filtrado temporal reduce la visibilidad de ruido 
impulsional en fotogramas y bloques aislados, uniformizando el movimiento de 
la escena con el coste de un ligero desenfoque de los objetos en movimiento.

Capítulo 4 
Conclusiones
En esta tesis se ha planteado una métrica para el cálculo de distancias percep- 
tuales entre patrones locales representados en un dominio frecuencial. Se ha 
relacionado la métrica perceptual en ese dominio con las no linealidades de la 
respuesta del SVH a las distintas funciones base de la transformada considerada 
y se ha comprobado experimentalmente la efectividad de la métrica propuesta.
De forma consistente con las condiciones de validez de la métrica propues­
ta, se han planteado expresiones explícitas para la descripción del proceso de 
eliminación de redundancia en el SVH mediante un cuantizador escalar de la 
transformada sobre una base con significado frecuencial.
Dicho cuantizador ha sido formulado mediante una superficie densidad de 
niveles de cuantización en el plano de frecuencias y amplitudes, de tal modo que 
su comportamiento puede ser comparado con el de otros cuantizadores definidos 
según criterios cualesquiera.
Se ha comprobado que la métrica propuesta se reduce a una caracterización 
lineal del SVH en el caso umbral (el cuadrado de la CSF considerando una 
transformada de Fourier), y se ha propuesto un método para hallar esta ca­
racterización lineal en cualquier otra base de representación. En particular, se 
ha obtenido esta caracterización lineal en una representación wavelet de Gabor 
comprobándose la utilidad de las expresiones propuestas para establecer filtros 
(o métricas) espacialmente variantes. De este modo puedan representarse de 
forma sencilla sistemas con inhomogeneidades espaciales.
En los compresores de imágenes más extendidos tan sólo se consideraba la 
incorporación de pesos frecuenciales para tener en cuenta los aspectos percep- 
tuales. En este trabajo se ha introducido el efecto de las no linealidades de la 
respuesta del SVH en el diseño de cuantizadores de imágenes de dos formas: pri­
mero, utilizando la métrica no lineal propuesta en la aproximación convencional 
que se basa en la minimización de una medida del error promedio (MSE), y 
segundo, proponiendo un criterio de diseño alternativo con más sentido percep­
tual, -la  restricción del error perceptual máximo (MPE)-. Se demuestra que el
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criterio MPE da lugar a los cuantizadores de tipo JPEG (o MPEG) de manera 
natural asumiendo una métrica lineal. Por otro laso, se obtiene que la utilización 
de una métrica no lineal en el criterio MPE mejora sustancialmente los resulta­
dos. El criterio de diseño convencional (MSE) no consigue explotar las ventajas 
adicionales de una métrica más sofisticada debido al efecto distorsionador de la 
estadística del conjunto de entrenamiento.
El modelo de la eliminación de redundancia subjetiva en el SVH se ha aplica­
do para diseñar un sistema de codificación de vídeo con la idea de no conservar 
más información de la que puede aceptar el cuantizador perceptual.
Esta idea ha sido utilizada de dos formas en un esquema con compensación 
de movimiento como el H.263: primero, se ha utilizado un cuantizador MPE 
no lineal para reducir la redundancia subjetiva del error de predicción, y segun­
do, se ha propuesto un criterio de adaptación local para la estimación del flujo 
óptico basado en la reducción de la entropía perceptual del error de predicción. 
Los beneficios más relevantes del algoritmo de estimación de movimiento pro­
puesto van más allá del objetivo (particular) ligado a la codificación -optimizar 
el esfuerzo entre estimación de movimiento y codificación del error-, y tienen 
que ver con las propiedades cualitativas del flujo final (robustez, precisión y 
coherencia) ligadas a la forma pasa-banda de la medida de entropía utilizada.
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Abstract
Until now, subjective image distonion mensures have paniaJIy used di verse empírica] facts conceming human perception: non-linear 
perception of luminance, masking of the impairments by a highly textured surround, linear filtering by the threshold conirast frequency 
respnnse of the visual system, and non-linear post-filtering amplitude corrections in the frequency domain. In this work, we develop a 
frequency and contrast dependen! metric in the DCT domain using a fully non-linear and supnuhreshold contrast perception model; the 
Information Allocation Function (IAF) of the visual system. It is derived from experimental data aboui frequency and contrast incrementa! 
thrciholds and it is consistcnt with the rcportcd noise adapution of the visual system frequency responsc. Exhaustivc psychophysical 
comparison with the rcsults o f other subjective metrics confirma that our model dcals with a wider range of distortions more accurately 
than previously reported metrics. The óeveloped metric can, therefore, be incorporated in the design of compression algorithms as a closer 
approximation of human assessment of image quality. O 1997 Elsevier Science B.V.
Keyy+ords: Subjective image fidelity; Non-linear perception model; DCT domain
1. Introduction
Tlhe importance of measuring image differeoces is central 
to miany image and video processing algorithms.
Tifie most straightforward application is image encoding 
design and optimisation. The final codebook depends on the 
selected metric controlling the iterativo process which 
redutees the distance between the original and the encoded 
image [1,2]. It is known that in the applications judged by a 
humian observer, Euclidean metrics such as mean square 
error lead to unsatisfactory results [3,4]. fn those cases, 
the encoding procedure has to be designed to minimise 
the siubjective distortions of the reconstructed signa!. Char- 
acteristics of the human viewer (in fact a numerical model 
of ¡t:s requirements and limitations) must be included to 
oblaiin a perceptually weighted metric that reproduces 
opiniion of the observers [5]. Up to now, most successful 
imag;e and video codee standards (JPEG [6], H.261 and 
MPEU3-X [7,81) can be qualified as perceptual oriented 
codetrs as they include certain human visual system (HVS) 
chanucterisrics to match the encoding process to the observer 
requiirements. All such techniques carry out a transform of 
the súgnal to a frequency domain (in particular DCT), not
* Coírresponding author. E-mail: je*usjnak><9uv.ej.
only due to the energy compactation and dccorrelation prop- 
erties of thesc transforms, but aJso due to the fact that HVS 
sensitivity is highly uneven in tbese domains [5,9]. An opti- 
mum frequency dependent bit allocation can be done in such 
a way that many transform coefficients can be safely dis- 
carded. These standards [6-8] and other compression 
schemes [10-12] have used an ad hoc knowledge of HVS 
threshold frequency response, but the amplitude stepsize 
non-linearities, when taken into account [10-12], are still 
based on statistical LBG design of the codebook using 
Euclidean metrics. If a Yeliable subjective metric were 
employed, the standard LBG algorithm for codebook design 
could be used with out other ad hoc previous corrections.
The applications of subjective distortion metrics are not 
restricted to the design of a perceptually matched quancizer. 
Wherevcr image diffeTences are computed and perceptual 
criteria have to be satisfied, this kind of measures can be 
applied. Two less exploited examples of this are motion 
estimation and adaptive noise canee 11 ation. In región match- 
ing methods for motion estimation, the estimated displace- 
ment at a particular point is the vector that minimises some 
difference measure between a ncighbourhood of the point in 
that frame and a ncighbourhood of the displaced point in the 
previous fnvmc [13]. In adaptive image enhancement 
through linear or non-linear filtering. the filter coefficients
0262-8856/97/$ 17.00 O 1997 Elsevier Science B.V. All righu reserved 
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locaily change to minimise some difference mensure 
between the output of the filter and the target reference 
[14.15].
All these techniques could be perceptually matched if a 
reLiable subjective distortion measure were used to guide 
them.
The basic ¡dea of any perceptually weighted metric is that 
subjective differences between two images cannot be 
directly derived from the given images, but from their per- 
ceived versión. According to this, the way we model the 
¡nformation reduction process that the visual system applies 
to the input signáis, is the key to obtain a good subjective 
fidelity metric.
Until now, the reported subjective distortion measure- 
ments have been based on selective weighting of image 
differences in the spatial or/and the frequency domain 
[3,4,16-21], This selectivity has been founded on a percep­
tion model implementing at least one of these processes:
1. Application of a point-wise cube-root non-linearity on 
intensity to take into account the non-linear response of 
the photoreceptors to luminance [17,21,22].
2. Masking effeets, weighting the intensity differences 
according to the valúes of the gradient, the local activity, 
the local contrast or the local luminance [3,4,21], to take 
into account the major sensitivity of HVS to deviations in 
sharp edges, and the masking of noise in highly textured 
arcas.
3. Linear band-pass filtering by the visual system’s thresh­
old frequency response [16-22]. The perception models 
based on a linear filtering se he me assume that frequency 
sensitivity o f the HVS is inversely proportional to the 
contrast detection threshold of sinusoidal pattems. The 
visual system frequency response, named Contrast Sen- 
sitivity Function (CSF) in tbe psychophysical literature 
[23-25], is empirically defined as the inverse of the con­
trast detection threshold of sinusoidal gratings of differ- 
ent frequencies. These linear and threshold models do 
not include suprathreshold non-linear performance of 
HVS [25.26].
4. Application of non-linear functions (logarithmic or 
square root functions) to tbe amplitude spectrum after 
the linear stage [18-20,22], The response to the ampli- 
mde of the input, the sensitivity and the resolution step 
size o f any detector are closely related. The Weber law 
States that the HVS has a logarithmic varying resolution 
step size for luminances (zero spatial frequencies). This 
implies high sensitivity for low luminances and lower 
sensitivity for higher luminances. This une ven amplitude 
sensitivity is also qualitatively truc for the non-zero fre­
quencies [25], but tbe actual resolution step size for 
amplitudes is not logarithmic [26]. The aim of the post- 
filtering non-linear functions appüed to the spectrum is 
to emphasise the differences between the original and the 
distorted spectra in the perceptually significant arcas 
(favouring low amplitudes). However, these logarithmic
or squarc-root corrections are just hcuristic extensions of
the Weber law to the non-zero frequencies.
In this work we develop a frequency and contrast depen­
den! metric in the DCT domain using a fully non-linear and 
suprathreshold perception model: the Information Alloca­
tion Function (LAF) of the visual system [26,27]. This 
approach qualitatively improves the previous perception 
models used for subjective distortion measuremenl because, 
due to the nature of its experimental foundabons, it is not a 
stage-after-stage sequential model made of disconnected 
characteristics of the HVS, bul it includes the effeets 
from photoreceptors to post-transform suprathreshold non- 
linearitics. The bit allocation model has been derived from 
experimental data about frequency and contrast incremental 
thresholds of HVS, and it is consistent with the reported 
noise adaptation of the CSF [23]. The IAF has been recently 
employed to guide the design of a perceptually adapted 
vector quandzer giving better subjective performance that 
JPEG standard at tbe same bit rate [27]. In this work. experi­
mental results are ptesented that show how the distortions 
predicted by the IAF metric are linearly related to the 
opinión of the observers. We also compare the performance 
of our metric with other distortion measures partially based 
on processes 1 to 4. The experimental comparison confirms 
that our model deais with a wider range o f distortions more 
accurately than these previously reported metrics.
2. Modelling bit allocation properties of the human 
visual system: The IAF
The existence of tolerances to changes in contrast of grat­
ings or DCT base functions implies that the visual system 
maps the continuous contrast range into a finite set of dis- 
crete perceptions. Such a discrete encoding implies that 
perception can be considered as a redundaney removal pro­
cess analogous to vector quantization. These considerations 
gave nse to a novel model o f  human visual performance 
focused in its bit allocation properties [26,27], The Informa­
tion Allocation Function (IAF) gives the amount of Infor­
mation assigned by the system to encode each arca of the 
frequency-contrast domain. A inversely proportional depen- 
dence with the size of the tolerances of HVS to changes in 
that domain was proposed for this function [26,27]:
IAF(/-,C) =
d 2¡
( 1)
where 4 ftf.Q  and AC (f,Q  are the experimental frequency 
and contrast incremental thresholds of gratings in each point 
of the frequency-contrast domain. The experimental proce- 
dure to determine these incremental thresholds consists of 
measuring tbe mínimum amount o f frequency or amplitude 
deviation needed to make just discriminable two succes- 
sively presented sinusoidal pattems of a given frequency 
and contrast [26]. The results obtained by such a technique
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Fig. 1. Reiative bit allocaaoo of the visual system in the frequency-contrast DCT domain.
do not include spatial domain masking effeets, however, it 
must be stressed that they do include all the possible non- 
linearities in the spatial and the frequency domains because 
they are not obtained from some intermedíate stage but from 
the whole response of the HVS. The explicit expression for 
the IAF is:
IAFtf.C)
™ + c ( { W )
(2)
where C-tf) is the absolute contrast detection threshold for a 
grating of frequency /  (the in verse of the CSF(/)) and k[f)  
and nlf) are the empirical variation of the parameters of
AC(f.Q  [26]:
k i f ) = ~  0.079389 log,0(/0 +  0.322723. (3a)
nV) =  0.84- /
1.7
r0.54534 + /n ' (3b)
This bit allocation model obtained from the experimental 
data implies higher resolution of the visual system for mid- 
dle frequencies and the low contrast range (see Fig. 1), in 
agreement with classical perception models [24.25]. Never- 
theless, quantitative comparison reveáis that tbe IAF has a 
wider effcctive band-pass than the threshold CSF filter [24] 
(see Fig. 2). and that suprathreshold non-linearities are no
longer a simple logarithmic or square-root transduction for 
each non-zero frequency. Note that considering the supra­
threshold characteristics of HVS (contrast dependent term 
in the denominator of eqn (2)) substantially modifies the 
reiative importance of each frequency coefficicnt. In other 
words, if one neglects suprathreshold characteristics of 
HVS, one gets the threshold CSF, and substantial disagree- 
ment with the opinión of the observers will be obtained. Tbe 
shape of the IAF is coasistent with the reported noise level 
dependence of the CSF [23].
3. Measuring subjective differences with the IAF
The subjective distortion measure presented in this paper 
is based on the fact that the amount of information assigned 
by the system to encode each area of the frequency-contrast 
DCT domain can be a good measure of the reiative impor­
tance given by the system to the differences between the 
encoded signáis in that area. The basic idea is: as more 
information is allocated by the HVS in one area, more visual 
importance is given to irapairments in that area. An lAF-like 
frequency-contrast sensitivity surface has been successfully 
employed in the design of perceptually adapted lossy com- 
pression algorithms [23,27]. This fact supports the idea that 
the IAF could be an accurate weight to measure the con- 
tributions of differences in tbe DCT domain to the global 
distance between images.
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Fig. 2. A compamon between the contrast integrated IAF: (a) reiati ve bit allocation of the visual system in the frequency domain. and (b) the 
CSF: tbe threshold sensitivity of the HVS in the frequency domain.
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Fig. 3. Ex ampia of the test images used in the experimenta. Experiment I. ¡maga (s-f): Original muge corrupted by coloured noise of the banda (0,1] cl/deg
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been carried out:
• Experiment I: The task of the observen was ordering a 
set of dcgraded images with constant energy noise but 
different spectrum, (coloured noise), so that an equal
MSE would be obtained. The coloured noise was 
obtained filtering a whitc-noise random signal with a 
square filter of the proper band-pass. In experiment I 
the tests were distorted versions of a natural image
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wilh coloured noise of the bands: [0,1], [1,2], [2,4], [4,8] 
and [8,16] eyeles per degree.
•  Experiment IT: The task of the observers was assigning a 
numerical se ore to the distortion of JPEG compressed 
images at different bit rates and with non-linear mean
square error. To avoid blocking effect distortions, no 
subblock división was considered: the quantization 
matrices were applied to the full-image transform. The 
objective of using this kind o f test images is not to 
evalúate a particular image compression standard, but
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to genérate degraded images with smooth frequency 
shaped noise of different energies. In experiment II the 
tests were JPEG-coded versions of natural images to the 
bh ratea: 0.08,0.13,0.18,0.29,0.38,0.80 and 5.62 bits/pix.
Examples of the employed test images used in the
expedments are shown in Fig. 3. Double stimulus con­
tinuáis quality se al es with adjectival descriptors were 
usedto record the quality judgements [28]. In both cases, 
the qiinions of the observen were normalised to fall in tbe 
rang* [0,100]. Experimenta I and II were carried out by 33 
and 28 different observen, respectively. 8-bit gray-scale
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images were presented in a 21* gamma corrected colour 
monitor (Mitsubishi Diamond Pro 20) subtrnding 3.8° of 
visual angle at a viewing distance of 1.5 m. Mean luminance 
was fixed to be 50 cd m~2. The display was viewed binocu- 
larly under fluorescent room lights.
6. Resulta and discussion
In this section we analyse the performance of our metric 
and other proposed metrics representing the subjective qual­
ity se ore versus the distance computed with the different 
algorithms. As experiment I and II are different examples 
of the same general assessment process, they should follow 
the same curve when plotted versus algorithms results. In
other words, a good metric should give comparable distance 
valúes -  distance valúes exprés sed in the same scale -  in 
spite of the different nature of the evaluated distortions. The 
free parameters of each model have been fixed as indicated 
by their respective authors.
Fig. 4 displays the quality assessment of the observers 
plotted versus the numerical results given by eqns (4)- 
(12) in experiment I (circles) and experiment II (squares). 
In Table 1, tbe goodness of the metrics to match the obser­
vers opinión in both experiments is analysed. The correla- 
tion coefficicnt (r), and the valué of the x 2 test for each 
experiment and metric are given. The x 2 parameter is the 
probability that x 2 is larger or equal to the sum of squared 
errors (P(x1 — e 2)) ln Table 1 the results are given for each 
isolated experiment and for the wbole jointly considered
Table I
Correlatioo coefficieru. r. and x J parameter. PCxJ 2  a 1), for each expenmem and metríc; each isolated experiment and the wbole dau are considered; a good 
metric should be well-behaved in any case
Experiment I Experiment Q Both experimencs
r p r P r P
Mean square error (MSE) - - 0.93 0.70 0.67 le -  19
Non-linear MSE 0.13 le -  16 0.88 0.40 0.68 2e -  17
Gradierx-activity masking 0.64 8e -  8 0.98 0.96 0.80 l e - 6
luminance masking 0.41 3e -  15 0.89 0.45 059 2e -  14
Subjective quality factor (SQF) 0.34 le -  16 0.99 0.99 057 6 e -  13
Square root integral (SQRI) 0.65 3 e -  10 0.96 0.83 0.60 8c -  8
CSF ñltering 0.94 0.07 0.97 0.95 0.93 0.13
Non-linearity and CSF filtering 0.91 0.01 0^3 0.72 0.93 0.14
IAF metric 0.97 0.28 0.98 0.96 0.98 0.90
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dala. A good metric should be well-behaved in any case. P- 
values below the range [0.01,0.11 indícate that the model 
does not handle the data [29]. In each figure, the valúes of r, 
and P of the fit are given. When the correlation coefficient 
and the probability of the x 2 test are marked with an aster- 
isk. (r JP’), it means that the straight line only fits the data of 
experiment II. In such a case, the metric cannot reproduce 
the coloured noise data.
Fig. 4 and the confidence data of Table I show that some 
metrics completely fail to predict the results of experiment I. 
As can be seen in Fig. 3. in both experiments the quality of 
the distorted test images ranges from very bad to good qual­
ity, so if a particular metric cannot dea! with the data of a 
particular experiment, it is due to a lacle of generality of its 
underlying model. The valúes obtained in the x 2 confidence 
measurement may seem too high in some cases, but. as it is 
well known, these valúes not only depend on the goodness 
of the model to match the data, but on the measurement 
errors too [29). High variance measurements dcercases the 
sum of squared errors, e 2. increasing tbe probability of x 2 to 
be larger than e 2. In this case, high variance is due to the 
psychophysical nature of the experiments. In this kind of 
experiments the variance cannot be decreased below certain 
limits because the observers responses are intrinsically dis­
perse and outliers always occur. This fact may increase the 
reliability lower limit of P, but the reiative ranking remains 
uncbanged. In this case, the experimental data (and their 
van anees) are the same for all the considered models, so 
they are comparable using the x 2 parameter.
As we can see in Fig. 4(a), in spitc of the clcar non- 
linearity of the results, the MSE fits to a reasonably accuracy 
the data of the experiment II (squares), but, obviously, it 
fails to predict the subjective score for the images corrupted 
by equal energy coloured noise (circles).
Fig. 4(b) shows that if we only include the photoreceptors 
non-linearitics, differences between test images of experi­
ment I are ¡ntroduced, but the results are not yet valid to 
handle the subjective opinión in this case.
Fig. 4(c) and 4(d) show the still poor results of the spatial- 
domain masking based metrics. Although the results of the 
gradient-activity metric are really good for experiment II, 
che goodness of the fit for all the data is below the accept- 
ability limit (P (x2 & e 2) =  M 0 -4 <  0.1) in spite of the 
reiative good alignment of the data r  =  0.80. In Fig. 4<e) and 
4<f) appear the results of 1// weighted differences in the 
frequency domain: SQF and SQRI. These metrics achieve 
very good results when fitting the experiment II data, but 
they fail again to adjust the results of the experiment I. In the 
case of Square Root Integral metric, good agreement with 
subjective quality assessment has been reported in noisy 
imagery [19], but those results always assume white noise.
The best results are obtained by the CSF-based frequency 
methods and our IAF metric (Fig. 4(g), 4(h) and 4(i)). These 
metrics can deal with the results of both experiments giving 
acceptable fits (P (x2 s  e 2) >  0.1) for the whole set of data.
The results show that the equal-energy coloured noise
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assessment can be repcoduced only if the uneven spatial 
frequency sensitivity of HVS is taken into account (by 
means of the CSF or the IAF). The SQRI metric do employ 
tbe CSF but its effect is perturbed by the 1// factor, over- 
estimating the low frequency contributions to the perceptual 
error. An accurate predict ion of the assessment of frequency 
dependent or band localised noise is not an academic prob- 
lem attending to the wide use of the transform domain 
encoding techniques for still images and video signáis. In 
such techniques the quantization noise is unevenly distrib- 
uted in the spatial frequency domain according to staristical 
and perceptual criteria [6,7,12], so it is very important to 
know the perceptual effect of selective error allocation.
Fig. 4<g), 4(h) and 4(i) and the quantitative results of the 
X2 test show that the re is little benefit from introducing first- 
stage photoreceptors non-linearitics, and that there is a sig- 
nificant improvement in using the fully non-linear model 
based on bit allocation of HVS.
7. Concluding remarles
In this paper, a new subjective image fidelity metric in the 
DCT domain has been preserued. It is based on an unified 
fully non-linear and suprathreshold contrast perception 
model: the Information Allocation Function (IAF) of the 
visual system. Due to i»  global empirical nature, this model 
includes the effeets form photoreceptors point-wise non- 
Iinearities to post-transfcrm suprathreshold non-linearities.
Exhaustive psychophysical experiments show that the 
distortion obtained by the lAF-based aJgorithm is linearly 
related to the score given by the observers under a variety of 
noise conditions. The quality of the fit is better in the IAF 
model than in previously reported metrics. The developed 
metric can, therefore. be ¡ncorporated in the design o f com- 
pression algorithms as a closer approximation o f human 
assessment of image quality.
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Characterization of the human visual system threshold 
performance by a weighting function in the Gabor domain
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A b s tra c t. As evidenced by  m any physiological and psychophysical reporta, 
th e  receptive fields o f  the  first-stage set of mechanisma of the visual process fit 
to  tw o-dim enaional (2D ) com pactly  «upported  harm onic  fu n c tio n s . T h e  
application of th is set o f band-pass fílter functions to the inpu t signal im plies 
th a t the visual system carries o u t some kind o f conjoint space/spatial frequency 
transform . A ssum ing th a t a conjoint transform  is carried out, w e p resen t in  th is 
paper a new characterization of the  visual system  perform ance by m eans o f a 
w eighting function in the conjoint domain. W e have called th is w eighting 
function (in the particular case of the G abor transform ) th e  G abor stim uli 
Sensitivity  Function (G S F ) by  analogy w ith the usually em ployed w eighting 
function in the Fourier domain: the  C ontrast Sensitivity Function  (C S F ). A n 
ana ly tic  p rocedu re  to  ob ta in  th is  con jo in t w eigh ting  fu n c tio n  fro m  the  
psychophysical m easurem ents of the C S F  is derived. T h e  accuracy o f the  
procedure  is p roved show ing the equivalence betw een som e experim ental 
F ourier w eighting functions (2D  CSFs), and the corresponding G S F s. T h e  
m ain  advan ta ge of this new characterization is tha t a w eighting function  in a 
space/spatial frequency dom ain can account for spatially variant behaviour, 
w hich cannot be included in a unique C SF, so a single G S F  w ould be needed  to 
include extra-foveal and large eccentricity behaviour. O ne exaznple is given of 
how  non-hom ogeneous systems can be éasily characterized in th is way.
1. Introductlon
Among the main research objectives in the field of spatial visión, there is 
the implementation of algorithms for visual information encoding which, in 
accordance with physiology, could reduce the signal volume for the next P r o ­
cessing stage. The strong correlation between luminance valúes in neighbouring 
points of the natural images [1] points to performing the information processing in 
a domain different from the spatial one [2, 3]. In this way, one of the tasks of the 
visual system must be to transform the input images, by projecting them over a 
more appropriate domain for their analysis.
Since the publication of the paper by Campbell and Green on contrast 
sensitivity to sinusoidal gratings [4], the visual system has been commonly 
characterized by accepting that it performs a Fourier transform (F T ) of the input 
signal and, subsequently, the F T ’s coefficients are selectively attenuated by a 
weighting function defined in the spatial frequency domain: the CSF. In  the 1980a 
several physiological studiea [5—7] showed that the receptive fields o f the cortical 
cells resemble compactly supported harmonic functions. At the same time, the
0950—0)40/97 S12-00 O  1997 Taylor Se Francia Ltd.
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interest on the intrinsic two-dimensionality of the visual process led Daugman 
[8,9] to question the frequeney/orientation separability of the spatial visión 
mechanisms. In these pioneering works [8,9], limited band-pass Gabor ñlter 
functions are proposed to characterize the receptive field and the spectral 
response of the mechanisms. Detailed 2D-oriented psychophysical measurements 
carried out by Daugman [10] and subsequently confirmed by Harvey and Doan 
[11] prove that in the initial stages of the visual process, the input signal is 
analysed by a set of filters simultaneously localized in the spatial and the frequency 
domains.
Since then, the papera of Daugman [12,13], Porat and Zeevi [14], Field [3,15], 
and Watson [16-18], among others, develop models where the analysing transform 
is no longer a Fourier transform, but some kind of conjoint space/spatial frequency 
transform more consistent with the experimental evidences. All these models 
describe different linear conjoint transforms (CT) applied by the system to place 
the signa! into a more suitable domain for its analysis, but, in fact, these transforms 
can be considered as simple changes of domain, giving no clue about the real 
information process carried out by the system.
In this work we characterize these information reduction processes by means of 
a weighting function defined in the domain of the conjoint transform (CT). This 
weighting function acts on the coefficients of the C T just as the CSF acts on 
the coefficients of the FT. So, assuming that the system performs a generic linear 
C T  as described in the literature, our contribution is focused in the following 
points:
•  The description of the information reduction processes by a weighting 
function in a 4D space-frequency conjoint domain.
•  T o propose an analytic procedure to obtain the valúes of this 4D 
weighting function from the psychophysical data of the equivalent 
weighting function in the 2D Fourier domain (the 2D CSF).
•  To test the proposed algorithm with experimental 2D CSF data.
•  T o emphasize, with a how-to example, the potentialities of this char­
acterization to include in a single function a spatially variant behaviour, 
what is not possible in a Fourier characterization.
Finally, we want to point out that even though we have assumed the generic 
C T  to be a Gabor transform (GT), it is not our objective to elucídate whether the 
Gabor transform is in fact the linear transform carried out by the visual system. 
This matter is still in discussion [19]. Anyway, the mathematical reasonings are 
completely generalizablc to any other kind of linear conjoint transform, by 
changing G T  for C T  in the expressions.
2. Space-frequency analysis as an alternative to Fourier frequency  
analysis in  the spatial visión field
We shall begin by remembering the basic ideas about space-frequency analysis 
and its advantages over Fourier frequency analysis.
In the contrast range where system behaviour is approximately linear, it is 
accepted that the system performs a transformation of the topographical signal 
/ (x )  in such a way that /(x )  is then written as a linear combination (either 
continuous or discrete) of a set of base functions {g(x, p)} which are dependent on 
a parameter (or parameters) p. That is:
A.2. Journal of Modern Optics. 44, 1, 127-148 (1997) 67
Human visual system threshold performance 129
/ ( X )  = J C(p)g(x, p) dp, (1)
where the coefficients C(p) indícate the participation degree of each g(x,p) 
function in the signal /(x ) or, in other words, to what extent the signa] contains 
the characteristics of each base function.
The different approximations to space-frequency analysis (wavelet analysis 
[20-24], Gabor analysis [25] ...)  have a common property which makes them 
different from Fourier analysis: the simultaneous localization of the base functions
g(x, p) in the space and frequency domains. Thus, the coeffícients C(p) give
information about/(x )  in both domains.
Within the space-frequency analysis, the method of obtaining the base 
functions and their analytical expressions constitute the main difference between 
the various approaches. In wavelet analysis, the set of base functions is obtained 
from one single generating function by expansions, compressions, translations and 
rotations [20,23]. The elegance of thia method has a drawback: the nonexistence of 
an explicit analytical expression for calculating the generating function. The kind 
of functions that can be considered as generating ones are limited by some 
theorems [22].
In  the Gabor analysis the base is formed by harmonic functions of frequency ko 
which are modulated by a Gaussian window centred in any point Xo of the spatial 
domain [25]:
*(x.P) = f (x ,x 0,k 0) = Cexp l - W exp —ikox. (2)
Here C is just a constant to make |g (x ,X o , ko)| =  1. The Gaussian envelope, thanks 
to the sixnplicity of its analytic expression, allows a simultaneous and intuitive 
control of the shape of the function and its spectrum by a^justing the parameters 
of its formula [12]. Moreover, the Gabor function displays two fundamental 
properties: it makes possible parallel treatments in both frequency and space 
domains [26], and it minimizes the product of the widths in the space and 
frequency domains [12,27]; thereby, the information supplied by each coefficient 
is maxixnal.
T he advantages of space-frequency analysis are basically three:
(1) The image analysis from the coefficients of either its wavelet transform 
(W T) or Gabor transform (GT) facilitates the high-level procesa task. This 
is due to the fact that it is possible to assign a spatial and frequency 
significance to each coefñcient (of either W T or GT).
(2) In  either a hardware or neural implementation of the space-frequency 
transformations, the number of connections between pixels is minimized. 
This fact is due to the control of the spatial width as a function of the 
central frequency of each base function, which minimizes the image portion 
employed in calculating each coefficient [22]. On the contrary, in an FT , 
every ímage point must be employed in calculating each coefficient.
(3) Strong compression factors of natural images are obtained through the 
space-frequency representations [3, 13, 2&-30]. The particular atatistic of
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these images leads to the fact that very few coefficients reach significant 
valúes, dramatically reducing the transform ed function volume.
T h e  in troduction of this kind of analysis in the spatial visión field is due to two 
reasons; on the one hand, to the recognition of its intrinsic advantages over the 
Fourier analysis [3, 9, 13] and, on the other hand, to the physiological [5—7] and 
psychophysical [10, 11] evidences which indícate that the G abor functions are the 
best fitting for receptive fields and frequency tuning mechanisms.
C riteria m entioned before have favoured the em ploym ent of this representation 
as a model for spatial visión [4, 31, 32] and for texture perception [31, 33] as well as 
the em ploym ent of G abor stim uli in psychophysical experim ents to study the 
interaction between the different mechanisms of detection in pa ttem  recognition 
[15], or the induction and masking effects [34].
3. Gabor s tim u li Sensitiv ity  F unction  (GSF)
A ssum ing that the visual system has perform ed a G T  of the input image, there 
exist two possibilities for explaining the information reduction which takes place 
during the processing. One possibility consists in proposing that the transform a- 
tion is achieved by means of an incomplete basis and, therefore, when the image is 
decom posed with regard to such a basis there is a loss of inform ation. T h e  problem 
w ith this option is that the choice of the basis is decisive to obtain a suitable 
characterization, but establishing a criterion to adjust the param eters of each base 
function is not an easy task. T he other possibility is to assume that the G T  
achieved is complete (or quasi-com plete [26]), so the loss of inform ation is placed 
in a selective weighting process after the transform ation. T h is  is the approach we 
have followed. In this case, the choice of the base becomes less critical, since the 
problem  is now the calculation of the weights. This calculation, as we will see, can 
be form ulated independently of the base selected.
W e have called the G abor stim uli Sensitivity Function (G SF ) the weighting 
function acting on the G T  coefficients, in the visual system case. T his model of the 
encoding and initial filtering can be summ arized in the block diagram  shown in 
figure 1.
L inear behaviour of the system is required, as in the Fourier [35] case, since the 
G T  and the weighting process aftcr it are linear. Therefore, the m odel validity is, 
at first, lim ited to the low-contrast range. Nevertheless, the characterization of a 
system in the G abor domain is less restrictive than the Fourier one, since system 
hom ogeneity is not an indispensable requirem ent here, as it is in the Fourier 
form alism  due to the global character of the F T .
i(x)
GT
GT[i(x)]
GSF
GSFGTp(x)]
ENCODING WEIGHTING
Figure 1. Block diagram of the transform ations of the input signal (a still achromatic 
image) to obtain its distorted representation at cortex level (as a set of neural 
impulses of cells w ith Gabor-like receptive fields). T he w eighting function G SF 
includea both optical and neural degradation processes.
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4. R ela tio n  b e tw een  th e  w e ig h tin g  functions d efin ed  in th e  F ou rier  an d  
G abor d o m a in s
T o  establish the relation between both functions, we assume the equivalence of 
both system  characterizations. T h a t is, the same degraded image should  be 
obtained if it were reconstructed from the output coefficients of either case. T h is  
is shown schematically in figure 2 and represented m athematically as
■ c sfÍ» )  = F T -'|C SF (k). FT[i(x)](k)](x) = í'GSF(x)
=  G r - ‘[GSF(x,k)-GT[í(x))(x,k)](x). (3)
N ote tha t this expression (the relation between the Fourier and the conjoint 
w eighting functions) ia independent of the conjoint basis, so it can be applicd  to 
any general C T . T h e  main restriction of equation (3) comes from  the fact tha t 
it relates a 4D  object (the conjoint weighting function) to a 2D object (the CSF). 
T h e  calculation of the GSF from the CSF, using equation (3), im plies the spatial 
independence of the GSF coefficients. In  fact, as the CSF characterization 
requires hom ogeneity (spatial invariance) of the system, it does no t include the 
possibility that the system response to a particular spatial frequency varies 
spatially. N evertheless, taking into account that spatial dependence is the 
advantage of the GSF, as this characterization assigns several coefficients to each 
frequency from  a stim ulus of that frequency situated at different spatial position, 
we should include the spatial dependence effects. This can be done in troducing  a 
different attenuation over the coefficients corresponding to the same frequency bu t 
with different spatial positions in order to get a spatially variant po in t spread 
function of the system.
F o r all these reasons, it is apparent that equation (3) will only provide a first 
approxim ation to the GSF. T he GSF obtained from equation (3) will determ ine 
an attenuation  dependent on the frequency, but uniform at a certain frequency for 
each spatial position. As well as the CSF U3ed in the calculation, and  its 
corresponding point spread function (having a validity lim ited to the foveal región 
w here the response to the unit stim uli rem ains constant), this first approxim ation 
to the GSF is only valid if it is locally applicd. A lthough equation (3) in troduces
Kx)
CHAjlACmUZATSON D4 THE Qa SOH DOMAJN
CSFFTPOOli(x)
C*€A*ACrWIZXTTOW W  TOS F0UH1S* DOMAN
CSF
GSF GTGT
Figure 2. .Obtentúm of a topographic signa] from the encoded signa] in both G abor and 
F ourier representations applying the appropriate inverae transform . If  the 
characterized system is the same, the result of both weighting processes m ust be the 
same.
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local validity, this restriction can be overeóme introducing a selective spatial 
attenuation for the coeffícients of each frequency.
Having presented equation (3) and its restrictions, we shall mention the explicit 
relations between the CSF and the GSF. Making x(x) in equation (3) equal to a 
base function exp (ikox) or g(x, x0, ko), we can see that
GSF(x0,k0) =  GT[FT- 1[CSF(k) • FT[f(x,xo, ko)](k)](x )](xo> ko), (4a) 
CSF(ko) -  FT[GT-'[GSF(x,k) . GT[exp(ik„x)](x, k)](x)](k0), (4»)
if it is normalized. The GSF of equation (4 a), as mentioned above, does not 
involve system inhomogeneities, and it will have a local validity restricted to the 
región where the CSF, from which it is calculated, is valid. This problem can be 
solved by introducing spatial selectivity a posteriori.
If a general GSF, including the system inhomogeneities, is employed to 
calcúlate the CSF from equation (46), those inhomogeneities will be averaged in 
the calculation. Since a filter defined in a 4D domain is projected into a 2D 
domain, thereby all the inhomogeneities present in the 2D removed domain are 
averaged. This fact implies a foveal CSF undervaluation and an extra-foveal 
CSF overvaluation. To avoid this average over very different areas, we can 
calcúlate local CSFs from the spread function of the system for a certain area, 
using the equation
CSF*,(k) =  FT[GT“l [GSF(x,k). GT(í(x -  x0)](x, k)](x)](k). (S)
In short, equations (4 a) and (5) allow us to make the GSF calculation (which does 
not include spatial attenuation) and the CSF calculation (with validity in the 
proximity of Xo) from knowledge of the CSF and GSF, respectively.
As we can see, equations (4 a) and (5) are independent of the basis {g(x ,x 't k)} 
chosen. This fact provides a certain freedom in basis selection, and then the 
characteristics of the visual system detection mechanisms [5-7] can be considered 
to a greater or lesser degree. Thus, in addition to logical dependence on the CSF, 
the concrete valúes of the GSF will be dependent on the base chosen for 
performing the transform.
This global-to-local drawback inherent in any 2D to 4D projection would be 
present in any other conjoint representation, but, as stated above, the expressions 
(4 a) and (5) are generalizable to any other linear CT, such as wavelet transforma, 
just by changing G T  by the proper C T  and making use of the proper basis 
(wavelets or any kind of windowed sinusoide), so the problem is equally overeóme.
5. Determ ination o f the 4D GSF from a  2D CSF
Three things are required for calculating the GSF according to equation (4 a):
•  the Gabor’s channels model: a set of base functions over which the 
decomposition of the signal should be carried out,
•  the algorithm for calculating the G T  with the chosen basis,
•  experimental data about the weights in the Fourier domain.
The model of Gabor’s channels employed will have to include the following 
properties of the visual system channels:
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OVERLAPS OF THE FREQUENCY DOMAIN 
na ri/2
fin.
Navarro
D au g m an
Ebrahimi & Kunt
F igure 3. D ifferen t m odels to overlap the frequency domain w ith  the spectra o f the base
function» (/, is the sampling frequency).
•  an approxim ately constant w idth in oricntation (about 30°),
•  a frequency width of about 1 octave,
•  four or five frequency tuning mechanisms with sensitivity m áxim um s 
separated by octaves.
A rigorous reproduction of these characteristics will lead us to propose an 
overlap of the frequency space similar to those proposed by D augm an [13], 
W atson [17, 18] and Navarro and Tabernero [26] (see figure 3).
W e have chosen the separable base functions of Ebrahimi and K un t [28] 
because, although they do not strictly fit the physiological data, they reflect their 
essential properties: the overlap is more compact in the low-frequency zone, the 
frequency w idth increases with the frequency, and the separation between central 
frequencies is also about 1 octave. M oreover, this overlap implies a lower 
com putational cost than other algorithms, since the calculation of G T  and G T -1 
is reduced to a m atrix product.
In  any case, in this paper the algorithm for the G T  calculation and the basis 
model em ployed are only tools and, therefore, their properties are no t essential 
aspeets of our discussion, since our main aim is to obtain the G SF weights in the 
G abor domain. T o do this we mcrcly use a certain base and algorithm  to apply 
equations (4 a) and (5). Consequently, the choice of a certain model, perhaps not 
the most appropriate, does not disminiah the validity of the reasoning.
U sing a separable basis, the functions gkt(x,y), defined in a 2D discrete dom ain 
o i  N  x  N  points, can be written as an outer product of the functions £*(*) and g¡(y) 
delined in a ID  dom ain of N  points. T h a t is:
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huí*.*) I -  («)
and, therefore, the discreto linear combination analogous to equation (1),
/(*) =  ] £  c ugu(*,y)> (7)
has a matrix expression
t^ G x C G i,  (8)
where f  is the matrix of image points, the columna (rows) of the matrix Gi (G2 ) 
have as elements the ID  functions g¡, and the matrix C has as elements the 
coefficients that control the contribution of each g(/(x) in /(x ) .
To obtain the G T  of a function f  with respect to a separable base implies
finding the matrix C, so that the mean square error (mse) is minimized:
m « = | | f - G 1CGJ||J. (9)
This kind of mínimum square problem has the solution [36]
c  =  v ,(sJ T ,u7 ív 2(sJ ')-,u 3', (to)
where the matrices U,-, S,- and V,- arise from the decomposition in singular valúes of 
the matrices G,-. Thus, once a basis is selected, and the matrices G,-, U,, S, and V¡ 
are calculated, the calculation of G T  and G T -1 is reduced to computing the matrix 
products (10) and (8), respectively.
In this representation, the GSF filter will be given by a matrix with the same 
dimensions as C, so that every coefficient GSF.y acts on every coefficient C,y of the 
G T  of the image f, in such a way that the filtered image {' will be
f ' =  Gj • GSF*C • Gj, (11)
where the dot symbol ■ representa the usual matrix product and * is the element 
by element product of the GSF matrix and C:
(GSF*C),y =  GSFyCjj. (12)
The space-frequency meaning of every coefficient C,y or GSF,y depends on how 
the ID  functions g¡ are organízed in the matrices G,. In our case, the base functions 
3 u(x) cover the frequency space as in the Ebrahimi and K unt [28] model. The 
covering of the spatial domain by functions of a given frequency (not well clarified 
in [28]) is performed by imposing a constant overlapping, independent of the 
frequency, of the contiguous functions. In this manner, the low-frequency 
functions (of narrow spectrum and, therefore, large spatial width) are very sepárate 
in the spatial domain, so that it is covered by a few of these functions, whereas 
the high-frequency functions (of wide spectrum and, therefore, very spatially 
localized) are very cióse, requiring a greater number of functions by unit of area to 
cover the spatial domain.
Our model uses a basis with seven central frequencies in each direction: 
3 /« /8 ,/» /6 ,/,/1 8 ,0 ,- /,/1 8 , —/*/6, —3/,/8 (/. being the sampling frequency), i.e.
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49 different frequencies and as many spatial positions as necessary to satisfy the 
imposed overlapping conditions. To determine an overlapping valué, the criterion 
was the achievement of a perfect reconstruction in developing the G T  and G T -1 . 
(As shown in figure 1, our model consista in assuming a complete encoding followed 
by a filtering process),
In our case, an overlapping of 85% was imposed in order to get reconstructions 
with a negligible error. I t  is apparent that the selection of a different covering of 
the frequency domain could perhaps have diminished the percentage of over­
lapping needed, but, as we said before, our goal is to use the Gabor channels model 
as a tool and not to optimize it.
The matrix Gi (or Gf) is constituted by submatrices of columns (rows) 
corresponding to the different frequencies, from the most negative ones on the 
left (above) to the most posidve ones on the right (below). Inside each of these 
submatrices, every column (row) corresponds with a different spatial position, 
being also arranged in a crescent from left to right (from top to bottom). This 
particular distribution of the ID  functions in the matrices Gt and G i implies a 
determinated space-frequency meaning for every coefficient of the transform C or 
of the filter G SF (see one example of this in figure 4).
The beneficial effects of all the advantages of the G SF are obtained if the 
coefficients are calculated in the whole 4D domain (2D spatial domain and 2D 
frequency domain). We apply equation (4 á) using the data of CSFs evaluated in 
the whole 2D domain in such a way that they include the asymmetríes in 
orientation of the system under study [37]. In particular, the experimental data 
supporting this paper are the CSFs of two observers [37]: JM  (emmetropic) and 
RZ (astigmatic). Figure 5 shows the filter functions for both these observers.
The resulta of applying equation (4 o) to the data of JM, for every function 
gju(x), is shown in figure 6 (a). As we can see, the weights are organized as a band- 
pass function, with máximum sensitivity for the functions with central frequency 
of 1 -67 cpd ( / , =  60 cpd). The frequency resolution in the Gabor representation is 
lower than in the Fourier representation: Gabor functions have a Iarge band and, 
therefore, the asymmetries of the Fourier weighting function are averaged in the 
Gabor representation. As we will see later, this fact does not mean that the 
information about the astigmatism is lost.
For a certain spatial frequency, no significant difference is obtained for the 
diverse spatial coefficients, as was expected from the analysis of the restríctions of 
equation (4 a), since the CSF assumes a spatial-invariant behaviour. Therefore, in 
the G SF there is an attenuation varying for the different submatrices correspond­
ing to the different frequencies; nevertheless, a constant attenuation is found for all 
the coefficients of a given frequency corresponding to every spatial position of the 
function of that frequency.
A small difference is obtained for certain coefficients, especially for those 
corresponding with the functions more localized in frequency (and henee much 
more extended in space), this effect being stronger for the most extemal positions. 
This systematic deviation is caused by the finite character of the spatial domain 
conaidered, in such a way that a sort of spectral leakage [38] occurs. T he function 
with larger spatial width placed on the border of the domain has non-zero valúes 
beyond the limits of the considered domain. This produces a distortion in the 
result of equation (4 a) with regard to other positions, in which the area where the 
function has a significant valué is completely contained in the domain considered.
8 ó7 i/X) C  =156 67 1
O*
a
886 ó /X)  G¡ ^66t6 1 G2
Figure 4. Two examples of the meaning of the G T  coefficients: each element of the C matrix selecta one column of Gj and one row of Gj to 
generate the corresponding base function. In these examples we can see how the coefficients C m 7 and C w g 6  (any other elements in the 
matrix are zero) give riae to the functions g67 5 í(x ) and gu  6é(x). respectively.
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F igu re 5. E xperim ental 2 D  C SF * o f  the observers. (a) O bserver JM  (em m etrop ic), 
(6) O bserver R Z (astigm atic —3 dp 0 o). N o te  how  the revolution  sym m etry  o f  th e  
C S F  break* dow n in this case, favouring vertical frequencies. For d etails on  the  
m easu rem ent o f  these fun ction s, see [37].
T hese deviations are only originated by the calculation in a spatially lim ited 
dom ain, and therefore they are not connected at all with the system characteristics. 
T h e  real valué of the attenuation for these stim uli will be given by the  results 
obtained for functions completely contained in the spatial domain.
A ccording to all these considerations, in order to obtain the G SF  from  equation 
(4 a), it is necessary to calcúlate only the GSFy coefficients for the gy(x) functions
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Figure 6. G SFs of the observer» obtained from the CSF» of figure 5 by means of  
equation (4 a). T he «pace—frequency meaning of the different coefficient» is 
explained in the text. (o) Fully calculated G SF of the observer JM  (emmetropic). 
Note the unexpected deviations of the coefficient» o f the border of each submatrix 
(the more extema] spatial coefficients). These small deviations are due to the finite 
length of the considered spatial domain. N ote that the attenuation depends basically 
on the magnitude of k , but not on the orientation of the frequency vector. (6) Sparse 
calculated G S F  of the observer RZ (astigmatic) avoiding the border errors (see text). 
I t is remarkable to see the strong difference» in the attenuation of the central 
submatrices caused by astigmatism.
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placed in the centre of the spatial domain considered, avoiding, in this way, border 
errors and also saving a great amount of calculation. The valué calculated for the 
central coefñcient of every aubmatrix ia extended to the rest of the submatrix 
coefficients to get the final GSF. Using this procedure, we obtain the filter 
function for the astigmatic observer (figure 6 (6)).
6. Equivalence between the spatially invariant GSF and the CSF in the 
foveal región
To demónstrate the equivalence between the computed GSFs and the CSFs 
from which they have bcen calculated, we simúlate the spread function of the 
system and the complex image filtering by means of the GSF. Afterwards, we 
compare such simulations with other ones from the experimentally measured 
CSFs. T he system spread function calculation and the complex image filtering 
from the experimental data of a 2D CSF were carried out according to the method 
presented in previous work [37] The filtered image of an object test from the GSF 
data was calculated UBing equation (11), where the matrix C corresponda with the 
G T  coefficients of the object test.
Figures 7 and 8 show the resulta of the point spread functions (PSFs) for the 
two observers obtained from their GSFs (figures 7(6) and 8(6)), and compured 
with the analogous resulta obtained from the experimental measures of the CSFs 
(figures 7 (a)) and 8 (a)). As we can see, the width at half height of the PSF is 
adequately reproduced for both obaeivers, as well as the PSF deformation along 
the x  axis in the astigmatic observer’s case. Although the astigmatism is not 
clearly manifested in the shape of the GSF because of its lower frequency 
reaolution, this representation keepa the information about the system asym- 
metríes in orientation.
The agreement between both characterizations is also observed in the simula­
tions of complex object processing (figures 9 and 10). Figure 9 shows the 
Processing of a natural image, whereas in figure 10 we employed a circular test 
to manifest the asymmetries in orientation. The general degTadation of the original 
image (figure 9 (a)), when weighted by the GSF of the observer JM  (figure 9 (6)) 
and by the CSF of the same observer (figure 9 (¿)), is equivalent: the difference in 
mean square error is only about 12%. Figures 9(d) and (e) show analogous results 
for the observer RZ. The difference between both results in thia case ia 18%. As 
can be observed in figure 10, the GSF reproduces well the astigmatic behaviour of 
the observer RZ. The horizontal borders appear much more sharply than the 
vertical ones, both when the image has been weighted by the GSF (figure 10(6)) 
and when Fourier simulation is used. For the emmetropic observer (JM) we can 
see that the degradation appearing in the test is isotropic (figures 10 (d) and (e)).
The results demónstrate the accuracy of the asaumption on which equation 
(4 a) is based, and the validity of the particular results for the GSFs of the 
observers JM  and RZ, obtained from their CSFs in the foveal región.
7. Spatial non-hom ogeneities in troduccd  in  the  GSF: ch a rac te riza tio n  o f 
spatia lly  v arian t system s
In this section we demónstrate that it is possible to introduce spatial non- 
homogeneitics in the GSF, so that the characterized system will have a spatially 
variant behaviour. To do this, we infer a simulated observer from the data of the 
real observers in such a way that the synthesized observer has a different
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Figure 7. Point spread functions of the emmetropic observer obtained from (a) the 
Fourier characterization and (b) the Gabor characterization.
behaviour, emmetropic or astigmatic, in different spatial zones. T h a t is, we have 
synthesized a non-homogeneous observer. It is qualitatively shown in this 
8Ímulation how the non-homogeneities of the system can be introduced to 
characterize the visión in large fields. A realistic model of this type of perception 
would necessarily include, in a systematic form, data about the system response to 
different eccentricities [39, 40], which would simply imply an increm ent in the
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(o)
( b )
Figure 8. PSFs of the astigmatic obaerver obtained from (a) the Fourier characterization
and (b) the Gabor characterization.
num ber of spatial positions considered for every frequency, increasing the size of 
the coefficients matrix of the G T.
As our purpose is only to show the potential of the characterization presented 
to perform  this task, it will be sufficient to demónstrate that the G SF  can include 
inhomogeneous behaviours. This fact will be examined with a synthesized example
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Figure 9. Natural image filtering. (o) Shows the original natural image (Prof. Given» 
1964 photo from the Gatlinburg Conference on Numerical Algebra). (6) Shows the 
natural image weighted by the GSF of the emmetropic observer and (c) shows the 
result using the CSF. (d) Displays the natural image weighted by the GSF of the 
astigmatic observer. Note the different behaviour of both observers. The astigmatic 
observer blurs the vertical border» (horizontal frequencies) and relatively enhances 
the horizontal borders (vertical frequencies). This can be seen in both Gabor and 
Fourier characterization». (e) shows the natural image weighted by the CSF of the 
astigmatic observer.
of non-hom ogeneity in the foveal región, w hich allows us to use the algorithm  
already developed. T he  introduction of spatial asymmetries means loss of 
uniform ity in  the spatial coefficients of a given subm atrix of a particular frequency. 
In  o ther worda, it means im posing spatially varying sensitivity on every frequency 
com ponent.
T h e  w eighting function of the sim ulated observer is generated by substitu ting  
the G S F  valúes of the observer RZ in the spatial positions corresponding to the
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Figure 10. Circular test ñltering. (a) Depicts the original circular test. (6) Shows the 
circular test weighted by the GSF of the astigmatic observer and (c) shows the 
analogue result using the CSF. (d) Displays the circular test processed by the GSF 
of the emmetropic observer and (e) shows the result in the Fourier characterization 
for the emmetropic observer.
upper p a rt o f the image in the G S F  of the observer JM . T his gives astigm atic 
behaviour for y  >  0 and em m etropic behaviour for y  <  0. T h e  result o f the 
synthesized w eighting function is shown in figure 11, and the resu lt o f the 
perception  sim ulation of the circular test in figure 12.
T h e  d ifferen t degree of astigm atism , in the different zones considered, is 
apparent in figure 12. T h e  definition at the borders of the test is lim ited to  a small 
angle in the upper half (strong astigm atism ), while in the lower half the angular 
range is bigger. T h e  transition from em m etropic to astigmatic behaviour is sm ooth 
because the differences in attenuation between spatial zones corresponding to each 
of the filters have been sm oothed (com pare figures 11 and 6). T h e  superposition  of 
two functions, of equal frequency, in cióse spatial positions and w ith very d ifferen t
x(d«a)
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Figure 11. Synthetic GSF obtained mixing the weighting functions of ñgures 6 (a) and
(i) in different spatial positions.
0 505■O O
•0.5 O 0.5
X (deg)
Figure 12. Circular test p roe es sed by the synthetic weighting function. Note the 
astigmatic behaviour in the upper half of the figure and the emmetropic behaviour 
in the lower half, evidenced by the difference of the angle of sharp discrimination.
A.2. Journal of Modern Optics. 44, 1, 127-148 (1997) 85
Human visual ayslem ikreshold performance 147
attenuation» implies the existen ce of noise in the transirían zone originated by non- 
c&ncelled oscillations due to the partial non-orthogonality o f the base function of 
the tim e frequency. This fact imposes a restriction on the characterization of 
systems with too sharp spatial variations. This ia not a problem ín the visual 
system case where a imooth spatial variation is reported [39, 40]. In our synthetic 
example we must obtain a smootb variation between spatial zones with different 
attenuation. In this case we performed the smoothing by convolution of the 
synthesized filter with. a Gaussian function.
This example does not attempt to be a model for the spatial variations of the 
visual system, but it simply manifests that such variations can be inchided 
perfectly well in a characterization such as the one presented. If the desired local 
Fourier weighting functions (CSF,) are known* we can talce advantage of the 
relation between the CSF and its analogue in the Gabor domain, the GSF 
(equation 4 o), to calcúlate the conjoint hamogeneous weighting functions GSFj 
from their Fourier equivalente CSF,-, and afterwards combine the coefficients from 
the different GSF¡ in the desired spatial positions in order to generate the single 
non-homogeneous weighting function in the conjoint domain. In this way, we 
achieve a straight characterization of the spatially variant system: frutead of 
applying múltiple convolution kemels in different spatial positions, a single 
conjoint attenuation process takes into account all the non-homogeneities of the 
system.
T o conclude, we would like to réstate here that the conjoint weighting idea and 
the equations stated are not restricted by the selection of either the basis or the 
transformaron. Therefore, i» is also possible to work on defining a weighting 
function according to either another basis or another space/spatial frequency linear 
transformation, which roa y be considered to be more auitable or to be a better 
representation of the physiology of visión.
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The conventional quantizer design based on average error minimization 
over a training set does not guarantee a good subjective behaviour on 
individual images even if perceptual metrics are used.
An alternative criterion for transform coder design is proposed in this 
work. Its goal is to bound the máximum perceptual error in each coef­
ficient through a perceptually uniform quantization. Optimal quantizers 
under this criterion are compared with rate-distortion based quantizers 
that minimize the average perceptual error using the same underlying 
metrics, with and without perceptual non-linearities. The results show 
that, with an appropriate distortion measure that exploits the perceptual 
non-linearities, significant improvements are obtained with the proposed 
criterion at the same bit rates. This suggests that the subjective problems 
of the conventional approach may not only be due to the use of unsuit- 
able metrics, as usually claimed, but may also be due to the use of an 
inappropriate average design criterion.
Key words: Image Coding. Perceptual Quantization. Non-linear Perception Model.
1 Introduction
According to the well-known image transform coding paradigm, an appropri­
ate transformation of the signal is carried out prior to the quantization stage 
to simplify the quantizer design. Given a certain transform (usually a local fre­
quency transform), two intimately related problems must be solved. The first
1 Partially supported by CICYT projects TIC98-677-C02-02 and TIC 1FD97-279.
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problem is to decide how to distribute quantization levels in the amplitude 
range of each transform coefficient. The second problem is to determine the 
number of quantization levels that will be devoted to each coefficient. The first 
is usually known as ID quantizer design and the second is often referred to as 
bit allocation.
It is widely accepted that for image coding applications that are judged by 
a human observer, the properties and limitations of the human visual system 
(HVS) have to be taken into account in order to achieve better subjective re­
sults [1]. In transform-based coding, the sensitivity of the human viewer to the 
transform basis functions should be taken into account to adapt the quanti­
zation step size for each coefficient to minimize the perceived distortion [2,3]. 
As stated by Watson [4], there are two ways to exploit the HVS characteristics 
in image coding: a) the usual signal-based way, which consists of adapting the 
conventional approach based on minimizing the average error [5] through the 
appropriate perceptual distortion metric, and b) an altemative fully-perceptual 
way, which mimics the way the HVS encodes the visual information.
The HVS characteristics been applied to different approaches in a number of 
ways. While the HVS sensitivity frequency dependency has been widely used 
for bit allocation [5-15], the corresponding amplitude dependencies have rarely 
been used, and only under the fully-perceptual paradigm [16-18].
Signal-based quantizers that minimize the mean square error have some draw- 
backs for individual images [19] even if the error measure is perceptually 
weighted [11]. This is mainly because the statistics of the training set may 
bias the encoding effort towards the most populated regions in order to mini­
mize the average distortion. Under these conditions some valúes of amplitude 
for certain coefficients of importance for the HVS may become badly repre- 
sented. This effect is particularly important at high compression ratios when 
the number of reproduction levels is dramatically reduced and the probability 
of badly represented amplitudes increases. This suggests that the use of an 
average error criterion may not be the best choice given a particular HVS 
model.
The objective of this work is to assess the relative merits of a perceptually 
weighted signal-based coding scheme when a HVS model including frequency 
and amplitude dependencies is considered. To show that this is not the best 
subjective way of solving the problem, an altemative to the weighted MSE 
criterion is proposed: the máximum perceptual error (MPE) criterion. While 
the MSE implies a minimization over a training set, the MPE consists of setting 
limits on the amount of distortion permitted for every frequency and amplitude 
taking into account the HVS.
The main goal is to compare these two design criteria when using different
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HVS models. Moreover, the particular effects of introducing the amplitude 
non-linearities is analyzed in depth in both cases.
The paper is organized as follows. The selected perceptual metric including 
frequency and amplitude properties of the HVS is introduced in Section 2. In 
section 3, this metric is used to obtain particular quantizers from the asymp- 
totic results of the rate-distortion theory, based on the MSE criterion. The 
altemative MPE criterion is presented in section 4. In section 5, the perfor­
mance of the optimal quantizers using both design criteria with the same per­
ceptual metrics is compared. To conclude, some final remarks are presented in 
section 6.
2 Frequency and am plitude-dependent perceptual metric
According to currently accepted perception models [20-23], the HVS maps the 
input spatial patterns, A, onto a frequency feature space through a set of m 
local frequency filters, a = T[A], with components a/, where /  = l , . . . ,m . 
Then, a non-linear log-like transform, R, is applied to yield the so-called re­
sponse representation, r = i?[a], with components r¡.
The perceptual metric in the feature space, W (a), can be obtained from an ap- 
propriate contrast response model. The metric is related to the non-linearities 
of the response R and, under certain assumptions, can be directly computed 
from its gradient as W(a) = Vi2(a)T-VR(a) [24]. It can also be empirically ob­
tained from the HVS discrimination abilities. In the feature space, two patterns 
are perceived as different if the distance between them is above a certain dis­
crimination threshold valué, r. The vector difference between two just distin- 
guishable patterns, Aa*(a), is called just noticeable difference (JND), and the 
square perceptual distance, D2, under the ideal observer assumption [22,23] 
can be written as:
D(a, a + Aa*(a))2 = Aa*(a)r  • W(a) • Aa*(a) =  r 2 (1)
All the elements of the metric can be obtained with an appropriate number of 
JND data at a point, a. If the interaction among the filter outputs is neglected, 
W  will be diagonal. In this case, each non-zero element, W¡, will not depend 
on a/> for / '  /  [22,24]. From eq. 1, each diagonal element will be inversely
proportional to the square of the JND in the corresponding axis. Using a fit
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of the amplitude JND data, a previously tested metric [24,25] is obtained:
/
Wf(a¡) =  T2Aa*f(a/) 2 = r 2 CSFj +
- 2
{k ,C S F f y l,n'  + Lt
(2
where L is the local mean luminance, CSFj is the Controst Sensitivity Func- 
tion, which can be computed with the expressions given by Kelly [26], Nill [27] 
or Nygan [13,14], and k¡ and n¡ are the empirical dependency on frequency 
of the JND parameters [25].
It is worth pointing out that eq. 2 includes the effect of non-linearities as a 
correction of the linear threshold behavior represented by the CSF band-pass 
filter. If the threshold behavior, a¡ —> 0, is assumed to be valid for suprathresh- 
old amplitudes (as is done in simple linear models) the amplitude dependent 
term in eq. 2 vanishes and the CSF-based metric [27,28] is obtained.
If a given coding scheme uses some particular transform basis, specific incre­
menta! threshold data should be used [2,3]. However, as the impulse responses 
of the perceptual filter bank, T , closely resemble the basis functions used in 
image coding transforms [29,30] a similar behavior can be expected 2. There- 
fore the metric W  can be considered a reasonable approximation with any 
generic local frequency transform. In some cases, it is also possible to obtain 
the behavior in the desired domain from the functions defined in other do- 
mains [27,32],
3 Coder design through perceptual MSE minimization
The standard approach to transform coder design is rooted at the minimization  2
of the mean square error, Dj, between the original amplitude of each transform 
coefficient, a¡, and its quantized versión. Using a generic perceptual metric, 
W , to measure the elemental distortions, it holds that:
_  n ,
D )  =  £  /  (a/  ~ a / ) 2 w A añ  P(aí )  daf  (3)
where N¡ is the number of quantization levels for that coefficient, cl¡1 is the 
i-th quantization level, Ri is the quantization región corresponding to the z-th 
level and p[af) is the probability density function (pdf) of a¡.
2 For instance, the same kind of amplitude non-linearity or absolute detection
threshold for sinusoids and DCT basis functions is usually assumed [2,6,17,31].
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Using the asymptotic results of Gish et al. [33] and Yamada et al. [34] for gen­
eral non-euclidean metrics, the Bennett distortion integral [35] can be obtained 
in this case:
7,2 1 í  Wf (df )  p{d/) ,
D' - ñ Ñ ] J  ‘ ( )
This expression relates the average distortion of a coefficient using the proposed 
metric with the density of quantization levels for that coefficient, A/(a/). The 
optimal ID quantizer with the proposed metric can be obtained using the 
Holder inequality in the standard way [5]:
_  (W)(fl/)p(Q/ ) ) 1/3 . .
// — r
/  (W/(a/) p{a/)) daj
This result only differs in the factor Wf(a¡) from the well-known euclidean 
result which is proportional to the cube root of the pdf [5,36,37].
The inclusión of the amplitude dependence of the metric also has significant 
effects on the bit allocation results. As the global squared distortion is given by 
the sum of the squared distortions coming from each coefficient, the individual 
distortions should be kept below a certain threshold in order to keep the global 
distortion as low as possible. This requirement determines a non-uniform bit 
allocation in the transform domain because more bits should be used to encode 
the more demanding coefficients [5,38]. The intrinsic demand of each coeffi­
cient is given by its contribution to the total distortion. Substituting A¡ t in 
equation 4, the distortion for each optimal quantizer is:
where p(a/) is the normalized unit-variance pdf of the coefficient; the variance, 
oj, and the metric dependent parameter, if/, can be seen as the weighting 
factors that control the intrinsic relevance of each coefficient. The optimal bit 
allocation is obtained imposing the same average distortion for each /  [5]. In 
our case, from the optimal distortion results of equation 6, we obtain:
D I  1 m
í’/.p, =  -  +  j  -  2m pi h^ rHl) <7)
where b¡ = log2 N¡ is the number of bits used to encode the coefficient / ;  and 
B  is the total number of available bits.
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The final effect of the amplitude non-linearities is to weight the pdf in the ID 
quantizer design and to introduce a new factor in the bit allocation expressions. 
These expressions generalize the previously reported results in the context of 
image transform coding [5,10,11] to include amplitude dependencies of the 
perceptual metric.
If only the frequency dependency of HVS sensitivity is taken into account (as 
is done in simple linear models), the metric W/(a¡) will just be a function 
of frequency related to the CSF. Thus, Wj can be taken from the integráis 
in eqs. 5 and 6 to give an explicit perceptual frequency weight term in the 
bit allocation expression [5,10,11]. In this case, the ID quantizers will only 
depend on the signai statistics, and the density of quantization levels is then 
proportional to the cube root of the pdf [5,36,37]. Band-pass weights have been 
heuristically used in several coding schemes [7,12,13] to introduce simple HVS 
features in the euclidean (purely statistical) design.
Although all these results only hold in the high resolution case, these analytical 
expressions clarify the effect of the the metric and often turn out to be a 
reasonable approximation even in the médium to low resolution cases.
4 Coder design through Máximum Perceptual E rror bounding
In the different MSE-based approaches, the final quantizer may show a percep- 
tually uneven distribution of the quantization levels depending on the statistics 
of the training set. The accumulation of quantization levels in the more prob­
able regions which is performed to minimize the average perceptual error does 
not ensure good behavior on a particular image.
In order to prevent high perceptual errors on individual images coming from
outlier coefficient valúes, the coder should be designed to bound the máximum
perceptual error (MPE) for every frequency and amplitude. While the MSE
— 2criterion minimizes the average distortion, D j, the proposed MPE criterion 
bounds the máximum individual distortion, 3j(a/).
If a given coefficient is represented by N¡ quantization levels distributed ac- 
cording to a density, A /(a/), the máximum euclidean quantization error at an 
amplitude, a/, will be bounded by half the euclidean distance between two 
levels:
Aa' M  *  (8)
Assuming a generic diagonal frequency and amplitude-dependent metric, the
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MPE at that amplitude will be related to the metric and the density of levels:
* p ¡ 2  /  \  1 TX T  {  \   ^ _  ^ /( a/)
^ “’ ’ = 2N ,X ,(a,) ' / ( a / ) ' 2N¡\j(a¡) = iN}X}(af ) (9)
According to this, the máximum perceptual distortion bound is constant over 
the amplitude range only if the point density varies as the square root of the 
metric,
A/” ‘(o/) =  J w t ' , ) * * *  (1C)
With these optimal densities, the máximum perceptual distortion in each co­
efficient will depend on the number of allocated levels and on the integrated 
valué of the metric:
S/o* = WjU w'M1/2da>)2 (“ )
Fixing the same máximum distortion for each coefficient, D jopt = k2, and 
solving for the optimal bit allocation is obtained:
bf 0pt =  lo&2 N I  =  loS2 /  ^ 7 ( a/ ) 1/2 d a / )  (12)
The expressions 10-12 constitute an alternative to the expressions 5-7 that are 
optimal in an average sense. The MPE criterion implies a perceptually uniform 
distribution of the available quantization levels in the feature space, and this 
only depends on the perceptual metric and not on the signa! statistics.
A practical side effect of the fully-perceptual MPE criterion is that it does 
not need an off-line training stage. By its nature, it should be well-behaved 
over a wide range of natural images. The independence of the statistics of the 
images to be encoded should not be considered as rigidity: if the underlying 
perception model is adaptive, as are non-linear models with regard to linear 
models, the final quantization will be input-dependent.
It is interesting to point out that the optimal ID quantizers in the MSE sense, 
eq. 5, reduce to the MPE optimal quantizer of eq. 10, if p(a/) oc The
differences in the placement of quantization levels will depend on the shape of 
the pdfs with regard to the shape of the metric. Pdfs which are too sharp may 
bias the distribution of quantization levels giving rise to a poor representation 
of some potentially important regions from a perceptual point of view. As a
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consequence, some subjectively relevant details of a particular image may be 
lost with the MSE approach even if the appropriate perceptual metric is taken 
into account.
The presented MPE formulation is qualitatively related to other fully percep­
tual approaches that have also taken the perceptual amplitude non-linearities 
of the HVS into account [16-18,39]. In particular, the qualitative quantizer 
design of refs. [18,39] is ruled by a sensitivity function, the Information Al­
location Function (IAF), which is inversely proportional to the JNDs as the 
square root of the perceptual metric of section 2.
The equivalence between these fully perceptual approaches can be seen in their 
common background perception model, in the similarity of their underlying 
functions 3, and in their similar applications: these models have been applied 
to define perceptually meaningful distortion metrics [24,25,31,41]. The IAF 
model has also been successfully used to perceptually match other signal Pro­
cessing algorithms, such as adaptive motion estimation [39,42].
A particularly interesting quantizer is obtained after neglecting the amplitude- 
dependent term in the metric (eq. 2). In this case, uniform quantizers are 
obtained for each coefficient. The number of quantization levels per coefficient 
is simply proportional to the CSF, which is one of the recommended options 
included in the JPEG standard [6,8,9,15].
5 Results and discussion
Experiments to compare the results of the different schemes for natural images 
at different compression ratios were carried out. A total of five quantizers were 
compared to explore the effect of perceptual amplitude non-linearities under 
the different design criteria:
-  MSE-E: mean square error criterion with a euclidean metric, the standard 
Mean Square Error approach [5].
-  MSE-F: mean square error criterion with a frequency-dependent perceptual 
metric [5,7,10-13].
-  MSE-FA: mean square error criterion with a frequency and amplitude-depende 
perceptual metric.
3 Watson [17] uses the Legge fit of the incremental threshold data of gratings [40]. 
The noise-adaptive CSF used in ref. [16] is obtained from incremental thresholds 
of gratings over white noise and is quite similar to the IAF obtained from contrast 
incremental thresholds of gratings (see Fig.4.a of [16] and Fig.l of [25]).
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-  MPE-F: máximum perceptual error criterion with a frequency-dependent 
perceptual metric. (the CSF-based JPEG-like scheme) [6,8,9,15]
-  MPE-FA: máximum perceptual error criterion with a frequency and amplitude 
dependent perceptual metric.
In the MSE approaches, the perceptual features are gradually introduced to the 
average squared distortion measure combined with the statistical properties of 
the signal. In the MPE approaches, the difference consists of whether or not 
the amplitude non-linearities are considered.
5.1 Implementation details
The trainingset included 60, 256x256, 8-bit monochrome video conference-like 
images (head-and-shoulders). The quantization block size was set to 16x16, so 
15360 sample blocks were considered to estimate the amplitude pdfs of the MSE 
approach. Figure 1 shows the relevant statistical factors in the MSE approach. 
Figure 1.a shows the pdfs for some low, médium and high frequency coefficients 
(4, 8 and 16 cycl/deg). Figure l.b shows the variance of each coefficient, aj. 
The factor Hj  in the MSE-E case, eq. 6, depends only on the shape of the 
normalized unit-variance pdf s and is almost frequency-independent as reported 
in the literature [5].
The analytical results of sections 3 and 4 are strictly applicable under the 
high rate approximation [5,35] to ensure that the pdfs and the metric are 
smooth enough to be considered constant in each quantization step. To de­
sign the actual low resolution MSE quantizers for the experiments, the LBG 
method [36,43] was used with the appropriate metric. In each case, the iterative 
method was initialized with the asymptotic results. The final quantizers were 
quite consistent with the asymptotic assumptions. In the MPE-FA case, the 
ID quantizer for each frequency was obtained from N¡ uniformly distributed 
quantization levels mapped to the amplitude domain through the inverse of the 
proper companding function [5,18,39]. In the JPEG-like case, the quantization 
step size was set constant.
The actual bit allocation in all schemes was obtained through a greedy integer- 
constrained algorithm [5] based on the sequential allocation of one level to 
the coefficient with the largest distortion in each iteration. In the MSE and 
MPE cases, the distortion is given by the eqs. 6 and 11, respectively. The DC 
coefficient is always separately encoded using DPCM and will not be considered 
throughout the discussion sections.
5.2 Quantizer results
Figure 2 shows the bit allocation results for the compared approaches. In the 
MSE-E approach, the bit allocation is directly given by the variance. In the
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MSE-F approach, the CSF-based frequency weight cuts the high frequency 
tail of the variance curve. The MSE-FA reduces this restriction to a certain 
extent because the consideraron of the amplitude non-linearities widens the 
band of perceptual interest. The same effect can also be seen in the fully 
perceptual approaches: while the MPE-F bit allocation is more concentrated 
in the low frequency región, the MPE-FA does include the high frequency 
región. However, this does not mean that any high frequency contribution is 
going to be preserved in the MPE-FA scheme. It will depend on its amplitude 
and on the shape of the density of quantization levels for that frequency.
The density of quantization levels of the different approaches for different co- 
efñcients (4, 8 and 16 cycl/deg) is shown in Figure 3. As expected from the 
statistical results of Figure 1, in the MSE-E and MSE-F cases, the quantization 
levels are more and more concentrated around zero as the frequency increases. 
In the MPE-FA case, the density is sharper than the cubic root of the pdf for 
low frequencies. However, the square root of the metric becomes flat as the 
frequency increases, i.e., the perceptual relevance of high amplitude regions 
increases with frequency. In the MSE-FA case, the effect of the amplitude per­
ceptual weighting is larger in the low frequencies when Wj(aj)ll2 is sharper 
(Figure 3.a). As the metric becomes flat, the main amplitude dependency in 
eq. 5 is due to the pdf and the MSE-FA density tends to the MSE-E density.
5.3 Comparison strategy: the density surface in frequency and amplitude
The final effect of the different design criteria, MSE and MPE, is a differ­
ent distribution of the total number of available reproduction levels in the 
encoding domain. To visualize and compare such an effect for the different 
approaches, the definition of a density surface in the frequency and amplitude 
plañe, A /(a/), is proposed. This surface is obtained by scaling the density of 
quantization levels of each coefficient by the allocated levels in that coefficient:
A/(a/) =  Nf  • Af (af ) (13)
It can be interpreted as a density of quantization levels in the frequency and 
amplitude plañe. This is simply a generalizaron of the role played by the 
the perceptual metric in the MPE approaches, for which the density surface is 
A /(a/) oc W/faf)1/2. The density surface has the same properties as the square 
root of the metric in the MPE approaches:
-  The location of the quantization levels of one coefficient are given by the cut 
of the surface for that coefficient (as in eq. 10):
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-  The bit allocation is given by the integral of the density surface in amplitude 
(as in eq. 12):
bf =  log2 ( /  A/(a7) da/) (15)
In this way, the relative importance given to the different regions of the encod- 
ing domain by the different design approaches is described by a single common 
function, A/(a/), which completely determines the transform coder design (A/ 
and bj). The different design approaches can be understood as different ways 
of defining the density surface.
Figure 4 shows the density surface, A /(a/), in MSE-E, MSE-F, MSE-FA and 
MPE-FA cases, along with contour views of the same functions. The integráis 
of the density surfaces in amplitude give the number of levels per coefficient 
for each approach (Figure 2).
These figures highlight the joint effect of the signal statistics and the perceptual 
metric in the quantizer design. In the first case, MSE-E, the density surface is 
fully determined by the signal statistics. The second and the third cases show 
the effect of the Progressive introduction of frequency and amplitude perceptual 
features, MSE-F and MSE-FA. Figure 4.d shows the amplitude-independent 
surface that accounts for the simple CSF model extended for suprathreshold 
amplitudes. It represents the uneven bit allocation and uniform quantization 
of a JPEG-like approach. The last figure shows the fully perceptual MPE-FA 
surface: the square root of the metric. This function is inversely proportional to 
the contrast incremental thresholds for each frequency and amplitude (eq. 2), 
so it reduces to the IAF of refs. [18,25,39,42]. In the MPE cases, the density 
surface is independent of the signal statistics and isolates the perceptual factors 
that have been progressively added in the MSE-F and MSE-FA cases.
1/2In the MSE-F case, the frequency dependency of Wy for low amplitudes 
(the CSF) cuts off the high frequency tail of the MSE-E density surface. In 
the MSE-FA case, the contrast non-linearities restrict the encoding effort to 
lower amplitudes for lower frequencies. The encoding effort is slightly extended 
to higher amplitudes for high frequencies following the trends of the purely 
perceptual function.
The differences between the MSE-FA and the MPE-FA approaches depend 
exclusively on the design criterion. In spite of the qualitative similarity of the 
density surfaces due to the introduction of the perceptual metric in the MSE 
approach, the actual distribution of reproduction levels is still very different. 
From the perceptual point of view, the encoding effort in the MSE-FA approach 
is still too focused on the low amplitude range, especially in high frequencies. 
In this way, contributions of relatively high contrast in the high frequency 
región will be badly represented giving rise to annoying artifacts.
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5.4 Decoded images
Examples of the compression results on the standard images of Lena and Bar­
bara are shown in Figures 5 and 6. The MSE schemes and the MPE schemes 
were used at the same compression ratio (0.5 bpp). These images were not 
included in the corresponding training process.
The experimental results show three basic trends:
-  In the MSE criterion, the use of a perceptual frequency and amplitude- 
dependent metric, MSE-FA, does not significantly improve the final results 
on individual images as compared with frequency-only perceptual metrics, 
MSE-F, or even with euclidean metric, MSE-E.
-  In the MPE criterion, the effect of the amplitude non-linearities is not neg- 
ligible. As previously reported [18], the CSF-based JPEG results (MPE-F) 
are significantly improved if these properties are taken into account.
-  The MPE-FA approach gives sharper edges and better overall subjective 
results, especially in the high frequency details.
These results suggest that the problems of the MSE approaches are due to 
the improper distribution of the quantization levels in the high frequency co- 
efficients: they are so concentrated around zero that the less probable high 
amplitudes are always badly represented. This implies that the high ampli­
tude contributions in high frequency coefficients in individual images such as 
Barbara’s clothes and Lena’s hair or eye details are severely quantized. The 
problem with CSF-based JPEG is its band restriction in the high frequency 
región in such a way that these coefficients are discarded at high compression 
ratios. Compare the región between 8 and 16 cycl/deg in Figures 4.f to 4.j.
The MPE-FA scheme allocates certain bits in the high frequency región but 
spreads the quantization levels over a relatively extensive amplitude región. In 
this way, the first quantization level is high enough to discaxd irrelevant contri­
butions, but the levels positioned at higher amplitudes ensure an approximate 
representation of high contrast and high frequency contributions.
These results clarify the relative importance of the different factors affecting 
the quantizer design. On one hand, the relevance of the distortion metric de- 
pends on the design criterion: while the MSE approach, ruled by the signal 
statistics, does not exploit the eventual advantages of more sophisticated met­
rics, the results of the MPE approach significantly improve with the introduc­
tion of additional perceptual features in the metric. On the other hand, given 
an appropriate metric including frequency and amplitude features of contrast 
discrimination, the design criterion makes the difference: the important thing 
is not to minimize the average of a perceptually matched distortion, but either 
to ensure that, in a particular image, the MPE will be below a certain valué.
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This bound completely depends on the perceptual geometry of the encoding 
domain and not on the signal statistics.
6 Final remarks
An alternative design criterion for transform coder design has been compared 
with the minimization of the average error, using distortion metrics that in- 
clude frequency and amplitude perceptual features to different extents. The 
goal of the proposed criterion is to bound the máximum perceptual error in 
each coefficient regardless of the amplitude of the input. If a non-linear percep- 
tion model and metric is assumed, this MPE criterion involves a non-uniform, 
input-dependent, quantization of the amplitude axis of the image transform.
Using a non-linear perceptual metric, the proposed MPE criterion improves the 
results of the MSE quantizers on natural imagery even if the MSE is provided 
with the same distortion metric. While the improvements of the proposed 
scheme with regard to the JPEG-like quantizer are due to the use of a more 
accurate perception model, its improvements with regard to the perceptually 
weighted MSE approach are due to the use of a perceptually meaningful design 
criterion. These results suggest that bounding the perceptual distortion in each 
particular block of the image may be more important than minimizing the 
average perceptual distortion over a set of images.
A practical side effect of the fully-perceptual MPE criterion is that it does not 
need off-line training stage. By its nature, it should be well-behaved over a 
wide range of natural images.
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Fig. 1. a) Contrast (normalized amplitude) pdfs for some transform coefficients, b) 
Variance of the coefficients in the training set.
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Fig. 2. Bit allocation curves (log of the allocated levels). a) MSE-E, b) MSE-F, c) 
MSE-FA, d) MPE-F, e) MPE-FA. The curves are set to zero for the first coefficient, 
the DC component, because it is DPCM coded in every approach.
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Fig. 3. Densities of quantization levels, A /(a/), for different coefficients using differ­
ent design criteria. a) 4 cycl/deg, b) 8 cycl/deg, c) 16 cycl/deg.
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Fig. 4■ Density surfaces (a-e) and their corresponding contour plots (f-j) for the 
different approaches. From top to bottom, MSE-E, MSE-F, MSE-FA, MPE-F and 
MPE-FA. The contour lines endose the encoding regions with the 80%, 60%, 40% 
and 20% of the quantization levels. They show where the encoding effort is focused 
in the different approaches.
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Fig. 5. Compression results on Barbara image (0.5 bpp). The figures show the 
170 x 170 central subimage.
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Fig. 6. Compression results on Lena image (0.5 bpp). The figures show the 170 x 170 
central subimage.
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Filtier example: We consider the three-stage fdter shown ¡n Fig. 2, 
whitch directly implements our approach. To ilústrate the detec- 
tioni and diagnosis capability of the approach, we will consider a 
panametric fault; namcly, a deviation in R , of 20%. Fig. 3 shows 
the simulation results for each stage ín the test mode. Signáis 
labcUed ‘J f F  concspond to the fault-free Circuit and those 
labetlled '_FR 1 ’ correspond to the faulty Circuit. The input (V J  
usad is a square signa! between 0 and IV. As can be seen, the 
thirrd (Fig. 3a) and second (Fig. 3b) stages opérate as expeded. 
The: obtained responses are cióse to the corresponding fault-free 
outiput (both signáis are indislinguishable). However, in the test of 
the first stage (Fig. 3c), a disparity with the fault-free response is 
obsterved; namcly, a fault in the DC gain. Using this measurement 
and interpreting the first-order transfer function corresponding to 
the faulty stage, we can predict the cause of the fault. R¡, R, and 
R , ¡are respoosible for the DC gain, but R:, R, and C, atoo deter- 
mime the time constant of the stage response. Sincc this time con- 
stamt is as expected (as shown in Fig. 3), the error is in A?,. Henee, 
the fault is delected and its diagnosis coincides with the real fault.
Comclusions: A DfT melhodology has been reponed for analogue 
faullt diagnosis in active analogue filters. This methodology 
impiroves that reponed in [8, 9], and its ¡rapad on the filter per- 
forrmance is negligible. In lerms of hardware and software, the cosí 
is low, requinng only oparaps with a dupiicalcd input stage and a 
prewious siraulation to obtain the nonfaulty output signáis for 
eacln itage ra the test mode. The applicability has been demon- 
stra.tcd with a simple example using HSPICE simulations. Sincc 
cachi stage of the filter is tested separately, single-faults and multi- 
ple-faults can be diagnosed. The methodology can be extended to 
other types of filters and circujts using opamps.
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Bit allocation algorithm for codebook design  
in vector quantisation fully based on human 
visual system  nonlinearities for 
suprathreshold contrasta
J. Malo, A.M. Pons and J.M. Artigas
Indexmg terrns: Image processing, Vector quantuatinn. Human 
fa e tó n
A fully perceptual oriented approach for codebook design in the 
vector quantisation of images for compression purposes is 
presenta!. The proposed sjgorilhm ool only cxploiu the ususlly 
considered dependence on frequency of the human eye. but also 
makes use of the nontinear behaviour of tbc visual system for 
suprathreshold oofltrxru. From experimental data of human 
contrut incremental ihreshotdi of sinusoidal grids. we present a 
perceptually optimal Information allocation function. Simulations 
show that by introdueistg perceptual contrast noouniformities. a 
mote effkaent bit allocation is attained than that Cor the JPEG- 
lilce contrast uniform algorithm.
Introduction: The central aim of lossy image com pression tcch- 
niques is to adap t redundaney reducirán algoríthm s to the limita- 
tions of the hum an visual system (HVS). to m ake the variations 
unnoticeable. The more receot and successful lossy com pression 
m ethods are those that perforan a vector quan tisation  (VQ) o f the 
coefficients o f a given m uge transform  [1]. T he  main problcm  lo 
overeóme with these VQ a lg o rith as  to the design o f  a codebook 
that optimises the subjeclive quality o f the decoded images. A 
variety o f VQ compression algorithms baae their codebook design 
on statistical properties o f the images [2]. However, the effect of 
quantisation on the human eye m iy  not always correspond exactly 
with m athematical difTerences in error levels. T he HVS capabilities 
have been introduced as a coeflicient-dependent weighting func- 
rion (3). fn these perceptually weighted algoríthm s, the num ber of 
quantisation levels per coefficient to determ ined by the hum an 
threshold sensitivity whereas the am plitude nonuniform ities are 
still given by the statistical properties o f the tra in ing  set [2], o r are 
not considered [4],
We present an information allocation a lgorithm  for codebook 
design that can give rise to a general nonuniform  partition  o f  the 
coefficient-amplitude transform dom ain and can  be easily related 
to tbe perceptual capabilities o f the HVS in suprath resho ld  condi- 
tions. This algorithm improves the subjcctive quality  of the 
decoded images.
Codebook design controlled by Information allocation function 
(IAF): VQ o f a transformed signal involves pa rú tion ing  o f  the 
coefficiem-amplitude space. in the proposed scheme, the whole 
codebook design procesa to fixed by the inform ation  allocation 
function (IAF). The IAF to a ftinction defined in the  coefficient- 
amplitude space giving the am ount o f  inform ation assigned to 
encode each zone o f  that space, given by
r
IAF^ - W c  (1)
where I  to the information (in bits), and / a n d  C  indícate the zone 
o f the coefTiciem-Rmplitude (frequency-contrast) space.
The central idea to that tbe nonuniform  distribu tion  of codc- 
words in the vector space must be deríved from  the IAF in such a 
raanner that we have a peak density o f  codcw ords (and mínimum 
valúes of quantisation step size) where the IA F  reaches its máxi­
mum. The num ber o f bits assigned lo  cncodc each coefficient /  can 
be immediatly obtained by integraling the IAF for am plitudes. We 
cali this integral the cumulative inform ation allocation  function 
(C1AF), where
Cu
C IA F (f) Tdi 1 I  A F (f,C )d C (2)
where C_ and C„ are the boundaries of the amplitude range.
The GA F gives us a criterion to make a coeffictent-selcctive bit 
allocation, but gives us no rátormation about the distribution of 
the quantisation leveb over the amplitude range of a given coeffi-
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cient. This question is solved by using a set of look-up lables (one 
per coefTicient) cali id  nonunifonn quantisation functions 
(NUQFs) obtained from the IAF by the following equation;
C u - C t (J)  C[  IN U Q F U , C )  = Cu
J lAFU.d)dC c■
/ t á f u .C) d C + € r ( f )
(3)
where Cj{f) is the threshold amplitude for the coelTicienl /  The 
NUQF are monotonically increasing functions representing a non- 
linear mapping of the amplitude range [C „C J into the range 
[C/f/j.C*]. The slope of the NUQF varíes with the amplitude non- 
uniforraities of the IAF, having a minimum slope when the IAF 
reaches a máximum. To summarise: the IAF represents an intui- 
tive distribution of information in the space to be partitioned, the 
CIAF gives the number of quantisation levels assigned to each 
coefficient and each NUQF gives the definitive nonuniform spac- 
ing of those quantisation levels. Fig. I summarises (with a 1-0 
example) the codebook design process controlled by the IAF.
lAF(f.C)
(bd feo*tf«ampl)t)
ClAFtty
t /; Ar (l.c)
ClAF(f) 
(bit Icortt) NUQF (\j.C)
Cm Co
uniform steps
jOAFtlg) quQptjiotjOT |íve( j  t«’;i-l
in the amplitude of each basic stimulus depends on the point of 
the coefFicicnt-amplitude space [5, 6]:
A / ( / , C ) = a /  +  ó (5a)
A C ( / ,C ) = C r ( / ) +  C
+c
- (* (  f ) C * n - C T(f))  
(55)
where a and b are constants [5], Mf) and k{f) are experímentally 
mea su red parameters [6] and C-Af) is the threshold contrast of a 
sinusoid of frequency / to be just perceived. The inverse of Cdf) is 
known as tbe contrast sensitivity function (CSF) (7] and is usually 
taken as a referen ce for frequency-selectivo functions in perceptu­
ally weigthed algoríthms. .
Taking into account the slow varíation of the frequency toler- 
ance (a = 0.025 for /  in cydes per degree(5D and consideríng that 
discrcte implancntation of the transforma in the encoding prooess 
implies a fizad uniform frequency sampling and avoids frequency 
vanations. we will consider Csf = constant. Thercfore we propose a 
perceptually optimal IAF given by the inverse of eqn. 5b.
The suprathreshold térra in the IAF (the C dependent term) 
represenu a significan! qualitative improvemcnt compared with 
previous perceptually weighted algoríthms [4J. If such a suprath­
reshold dependence were removed, the bit allocation would be 
controlled by the CSF (the human frequency selective function) as 
in the standard perceptual oriented VQ methods. Thereforc, for 
example, the JPEG compression algorithm can be den ved from 
our approach for the particular case of contrast ¡ndependent IAF 
The suprathreshold nonuniformities give a phyviological basis to 
empírica! changes nceded in tbe quantisation matríx of the JPEG 
standard when exclusively supported by the threshold sensitivity 
(filter function CSF).
Fig. 1 J-D example of codebook design process controlled by IAF
Perceptually optimal information allocation function: In applica- 
tions where the image is going to be judged by a human observer,
VQ must benefit from the visual systcra liraitations, reduang 
information where the system is not sensilive. In the mosi general 
case, the sensitivity peaks of the system are not overlapped with 
the probabílily density peaks. Thercfore the subjcctive rule can be 
suted as foUowr the bigger the sensitivity is, the narrower the 
quantisation step must be. The implancntation will be optimal if 
the quantisation step widths equal (or are proportional) to the 
HVS tole ranees to changes in the coeffícient or amplitude, for 
every point in the coefTicienl-amplitude space.
In the psychophysical perception literatura, those limilations of 
the ability of discrimination ara referred to as incremental thresh­
olds of frequency (bf) and contrast (AC) [5, 6). If the varíation of 
the coefficients (or amplitude) in the encoding process is lower 
than the corresponding incremental threshold b f  (or AQ, the sys­
tcra cannot perctive the varíation.
The IAF codebook design algorithm can be easily adapted to 
obtain quantisation step sizes proportional lo the system tolcr- 
ances as required for optimal subjeclive performance. A perceptu­
ally optimal bit allocation for spatial frequency encoding can be 
obtained by deframg the IAF as the inverse of tbe arca of psycho1 
visual tolerante regions. That it
' W - V - S T K c  (4)
where A is a normalisation constant given by the total amount of 
information eraployed when encoding the image. Eqn. 4 States 
that more information is assigned to the narrower tolerante 
regions. Rcccnt exhaustivo experimental racasuremenls have 
shown that tolcrance of the system to changcs in the coefficient or
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Results: We compare our perceptual contrast nonuniform bit allo- 
calion algorithm with the JPEG-like algorithm (uniform step size 
over the en tire contrast range). The same number of quantisation 
levels per coeffiaent are used in both schemes. Fig. 2a and b show 
decoded Lena images obtained by applying each algorithm. 
Imposing the same compression rmtio, simulations dearly show a 
better subjective quality for the contrast nonunifonn se heme.
Despite the relatively low compression ratio of the proposed 
example, the results den ved from simulations demónstrate the 
imporlanoe of cunsidcríng the HVS nonlincaríties for suprathresh­
old contrast in future research.
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Fig. 2 Image proersted by uniform JPEG-like method (1.6 bil/pixel) and 
perceptual IAF nonuniform method (1.6 bit/pixel)
a Uniform JPEG-like method 
b Perceptual IAF nonuniform method
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Counting lattice points on ellipsoids: 
Application to ¡mage coding
J.M. Mourcaux, M. Antonini and M. Barlaud
Indexmg terms. Vector quanjtxalion. Image coding
The enumcration problem o f latlic* vectora in a lattux codebook 
•haped for eUiptical source autiatica ia solved. The counting of 
codebook vectora is cniaaJ for the computalion of the bit rile, 
i.c. for the determining the codevrord lengtha to be traosmitted to 
tbe decoder.
Introduction: [n lattice-based vector quantisation, it is known that 
the shape of truncation must ftt, as dosely as possible, the proba- 
bility density function of the source to minimise the overload noise 
of the quantiser. This is strongiy linked to the shaptng advantage 
of vector quantisation over scalar quantisation, potnted out by 
Lookabaugh er al. in [6], This gain is obtained by laking into 
account the spatial distribution of the source vectora in the design 
of the codebook. Thus, uniform, Gaussian, and Laplacian memo 
rylcss sources lead to hypercubic, spberical, and pyramidal code- 
books, respectively.
Gaussian sources with memory are also of great interest in sig­
nal proccssing, particularly in image or speech coding. For exam­
ple, wavelet coefficients [1] of robot visión or satellite imagcs are 
strongly correlaled. Thus, vectors constituled by neighbouring 
coefTicients are ellipticaJIy distnbuted aro un d zero in a privileged
direction parallel to (1..... 1). Lattice vector quantisation applied
to these data will be more efTicient when applying an ellipticaj 
iruncation [2, 5],
We address the case of Gaussian sources with memory, coded 
by clliptical lattice-based codebooks. In a prefix code encoding 
scheme, such codebooks necd to solve tbe problem of counting 
lattice points lying on ellipsoids for codeword length computation 
[7], Indeed. knowledge of the total number of codebook vectors [2] 
is not suflidcnt in such an encoding scheme. We propose a solu- 
tion based on the generating theta series designed by Conway and 
Sloane [3| for the main lattioes Z*. D„ E, which are widely used in 
data compression applications.
Utilices and eUiptical surfaces: The problem of enumcration can 
be solved by defining concentric surfaces of constant radius on 
which lattice points can be counted. Thus, the generating theta 
series proposed by Conway and Sloane enablc the counting of lat­
tice points lying on spheres and thercfore within sphcrical code­
books. Furthermore, Fischer proposed a solution for pyramidal 
codebooks designed in the Z* lattice [4] and Solé proposed a solu­
tion for pyramidal codebooks designed in the main lattices [8]. We 
propose to solve the problem for eUiptical codebooks designed in 
the main lattices. First, we can define a centred «-dimensional 
etiipsoid with axis lengthx equal to a /  as the set
{ X e R ' | ( l | X | | J ) v v = r J } (1)
where (H-dlj1)» = XWX1, r ¡i a nonnegative constant and W  is a 
weighted diagonal matrix such that wu = 1/a,1, a, > 0 V i and w„ -  
0 V / # /  Thua, the counting of latuce vectors lying within an eilip- 
tical codebook such at  r -  I can be seen as the counting of lattice 
vector» lying on concentric ellipsoids for r varying from 0 to I.
Modified theta series for counting lattice points on ellipsoids: For a 
given lattice A, the number N, of points at distance r from the ori- 
gin (metric in the weighted L, norm) is given by
X  6A
The coefficient of tf1 is the number of lattice vectors lying on a 
centred eilipsoid of radius r (metric in the weighted L, norm). 
Conway and Sloane solved the problem for W * /  where / is the 
idemity matrix and propose a method of counting lattice points 
lying on spheres (using theta series). For more details ice [3]. We 
propose lo solve the problem for W * ¡ and thus to count lattice 
points lying on ellipsoids. We ftrtt recall the Jacobt theta functions
+00 +OQ
*{«)« £  *>(?)= £  «"* 
m m — oo m * - o o
+oo
«4(9 ) =  £  ( - 9 ) " ’ (3)
»n=  - 0 0
where q -  We note that
9 z  (? )  =  f c ( 9 )  Od<i) =  < h t f )  ~  O s t f )  
andí71(í ) =  9 j(?4) - l - í j (<?4) (4)
It is use ful for computing tbeta series to consider lattices con- 
structed from algébrale codes. Conway and Sloane give two con- 
structions based on binary linear codes to design main lattices: 
construction A and constnsaioo B [3J. Furthermore, to each 
binary linear code C is atlachcd a weight enumerator Wc(x. y). 
where x  and y  denote the number of zeros and oocs in a code­
word, respectively. The weight enumerator» of code» Associated 
with the main lattices are well known. Furthermore, two Impor­
tan! theorems (Theorems 3 and 15, Chapter 7 of [3|) enable us to 
write
e A(fl) = W,C7(»3(94),Í4(94)) 
for conxtructioQ A
(5o)
B a ( 9) =  ¿ H '<7( tf ,( 9 4) , 9 J {94))  +  ^ [« 4 (9 4 )]n (5»)
for construction B 
From the Jacobi functions grven in eqn. 3, we can define
(6)
where q = é ” and 3, r  0. Tben, using construction A for Z’ and 
D, lattices, and construction B normalised by 1/2 for the E, lattice, 
the corresponding weight enumerator» are given by
n
WC( z*)(x,y) = n ( Z; + ^
lamí
m n
W 'cfD.j í l .p)  =  I IK * * + S h ) )  +  i n < *  - V i ) \  (7)
bm l l - 1
• i
v)» n  **+n  ^
From eqns. 5, 7 and 4, we can define modified theta series in 
térras of functions given by eqn. 6 as
n  n
0z*(9)= n [ w > + * « 4>i= n w tt»
e 8L M -i f i r c  V ) + » r  («')]+Si
n*r(9 )+ ÍK (9 )
©re.(9)= ¿ 
»?.(«>» 5
f
n w ) + i K < « 4) + iK < « 4)pml i»l Í«1
(8 )
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encoded at a rate of lOkbit/s. Image quaiity was evalúated by 
peak sigaal-to-noise ratio (PSNR). For companson, BMA (block 
matching algonthm) and the convenuonal 2D triangular roesh 
based [3] methods were also ímplemented in our experimcnts. In 
BMA, mean absolutc diflercnce is used as the prediction error cri- 
terion and the search anea is up to [-15, +15] pixels in the horizon­
tal and vertical directions around the original 16 x 16 macroblock 
position. The PSNR and the normalised execution time produced 
by these three methods are provided in Figs. 1 and 2, respectively.
o 32
84
frarr» num b«r
1 PSNR of results for Mothcr and Daughter at lOkbit/s and 7.5J7s
♦  BMA 
■  2D mesh 
A  proposed
íÍ L a ,j u ™
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0.4
0.2
•Mcution tima
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TTg
4 0  52
trama numtoer
Fig. 2 Execution time for different melhodt
♦  BMA
S 2D mesh proposed
From Fig. 1, ¡t is obeerved that the PSNR performance of the 
proposed method is better than that of the BMA by a factor of 
0.55dB. Conversely, the PSNR of the proposed method is very 
cióse to that of the conven tío nal 2D triangular mesh based 
method. From Fig. 2. it can also be seen that the prooessing speed 
of the proposed method is ncarly 37% better than that of the 2D 
triangular mesh based method. and is dose to that produced by 
the BMA method.
Conchaions: A fast motion estimation method for 2D triangular 
mesh based image coding has been presen ted. The proposed 
method sol ves two big problema of previo us methods. One is the 
low image quaiity in the BMA method, and the other is the expen- 
sive computational cost in the conventicmal 2D triangular mesh 
based method. The simulation results show that the a vera ge 
PSNR of the proposed method is better than that of the BMA 
method, and the computational cost of the proposed method is 
cheaper than that of the conventional 2D triangular mesh based 
method. Thereforc, the proposed algorithm can be very useful for 
very low bit rate real-time video coding applications.
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Splitting criterion for hierarchical m otion  
estimation based on perceptual coding
J. M alo, F.J. Ferri, J. A lbert and J .M . A rtigas
A ncw entropy-constrained motion estimation scheme using 
variable-as block matching is proposed. It is known that fixed- 
aac block matching as used in most video codee standard* is 
iraprovtd by usmg a mulüresohition or multigrid approach. In 
this wort. it is shown that further improvement is posabie in 
terms of both the final bit rale achieved and the robuoness of the 
predicted motion fie Id if perceptual coding is laken into iccount 
in the motion atiniRtioc phase. The proposed schemc is 
compared against other variable- and (ued-size block matching 
algonthm*.
Introduction: Motioa estimation is a crucial step in video coding. 
mainly beca use óptica! flow is used to remove temporal redun- 
daney from the signa!. In curren! siandards, the fixed-size block 
matching algonthm (BMA) is commooly used for motion compen­
sa lion due to rti trade-off of simpiieity, computational load and 
performance (!].
Nevertheless, a fixed-size BMA usually implies a bad trade-off 
between molion information and prediction error volume beca.use 
rnany motion vectors are wasted in stalionary aneas while more 
precisión is needed along moving edges. Also, it exhibits a oenain 
tendeney towards unstable estimates (2).
To partially overeóme these drawbacks, several hierarchical or 
varia ble-stze BMAs ha ve been proposed (2 -  5]. By opera ring in a 
top-down manner at diffrrent resolution levels they can give relia- 
ble, locally adapted motion estimates. Apart from diíTerenl search 
strategies and nmilanty measures used, the splitting criterion is the 
most ¡mportant part of most multigrid schemes beca use it aHows 
the algorithm to locally refine the motion fíeld. Scvcral splitting 
entena ha ve already been used:
(i) A measuie of the magnitude of the prediction error (MSE or 
MAE) [3, 4J.
(¡i) A meas u re of the volume of the signa! lo be sent to the 
deooder. The entropy of the motion field plus the zero-order 
entropy of the error signal in the spatial domain has been used
RSJ.
It has been pointed out that the entropy-based criterion is better 
than other entena based on frame diflereooes beca use, by its 
nature, it is well suiled for coding applications. Moreover, it does 
not require any pre-speáfied threshold as in the first criterion.
As all of the above criteria use spatial domain measures. it can- 
oot be guaranteed that the splitting process will be stopped when 
no further coding benefit is obtained. Moreover. this over-resolu- 
tion may give rise to unstable motion estimates and false alarms. 
In fact, the need for a merging step has been pointed out to avoid 
this problem [3].
New splitting criterion: The use of entropy-bused measures adapts 
the motion prediction to the particular goal of ooding, bul it 
should be emphasised that redudng the volume of the error signal 
in the spatial domain [2, 5] does not exactly match the behaviour 
of most image coding schemes in which the final step is a fre- 
queney-dependent quan lisa tion. The actual volume of the predic­
tion error is the entropy of ¡ts quantised transforrn coeffidents 
(spectraJ entropy) and not the entropy of the pixels of the error 
(.spatial entropy). In this Letter, a oew splitting critenon based on 
spectral entropy is proposed, in the context of entropy-constrained 
variable-siae BMA, in the following way:
Spiit a block at a gjven resolution in a multigrid scheme if:
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where H[ 3)  is the entropy of the dispiacement vectors and Hr 
(DFD) stand* for spectral entropy of the displaced frame difTer- 
eoce (DFD), whjch is defined as the entropy of the quantised error 
signa] in the DCT domain:
H/[DFD]  =  H[Q[DCT\DFD(x)\{t)\)
This change really malees a diflierence beca use splitting a block 
using previous entena will give rise to a reduction in complexity of 
the error signal in the spatial domain that may be oompletdy 
ignored by the quantiser which usually carnes out fraquency per­
ceptual informa tion (1,6).
Lf this perceptual informa tion is taken into account in the splk- 
ting criterion (using the quantised signal), it is posable to obtain a 
more compact motion description and a better Intdc-ofT between 
motion informa tion and prediction error first, beca use the split­
ting criterion is more closdy connected to the way in which the 
coder performs, thus increasing the precisión only if the corre­
spondí ng quantiser can take advantage of it, and secondly, 
beca use perceptual informalion gives rise to a motion estímate 
that implies more accurate compensations from an observer's 
point of view. This means that perceptually important features of 
the scene (seen as sharp moving edges) recerve more effort for prc- 
diction. Even though this scheme obviously requires more compu­
ta tion than spatial-based algoríthms, this additíooal efTort is 
restricted to the (usually off-line) encoding phase whik the decod- 
ing phase remains unchanged.
Results and discussion: Severa! experimenta ha ve been carried out 
using dilTerent standard image sequences. Fixed- and vanable-size 
BMAs using bolh spatial and spectral entropy criteria ha ve been 
considerad at the same bit rale (200kbit/s) for comparison pur- 
poses. Blocks of size 8 x 8  ha ve been used in a fixed-size BMA. A 
quadtree multigrid scheme with five resolution levels (blocks from 
64 x 64 to 4 x  4) has been used in a vanable-size BMA. The n-step 
dispiacement search [2J, has been applicd to compute motion vec­
tors at all resolution levels. The usual córrela tion has been used as 
a similarity roeasure. A nonlinear perceptually-weightcd DCT 
quantiser has been used to take into account the frequeney and 
amplitude responso of the human viewer [6J.
g
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Fig. 1 Estimated motion fleld using three BUA considcred
a Fraroe 6 of Taxi jeque rice 
b Fixed-size
c Spatial entropy criterion 
d Spectral entropy criterion
Frame six of the Taxi sequeoce is shown in Fig. 1, along with 
the motion field estímate using the thrae algoriihms considerad. It 
is worth noting that with the proposed criterion, fewer motion 
vectors are needed to properly describe the motion in the scene. 
Fewer false alanta are obtainod in the stabe areas, and significant 
motkms are better described. Note how in the static arca at the 
bottom of Fig. le, the spatial entropy-based algorithm gives the 
same false alarm as the uniform resolution BMA (Fig. 16), due to
an inadequate increase in resolution. The motion of thie incoming 
vehide on the righl is better described by the proposed method.
A side-eflect of using perceptual informa tion is a more conserv­
ativo spiitring strategy which gives rise to more robusit estimates. 
This is bccause perceptual quantisen show bandpass. behaviour 
[I, 6] neglecting ceriain aspeets of the prediction error that would 
ha ve been considerad by the objective spatial domain based crite- 
ria. In fact, resolution is increascd only if the corresponding 
motion souctures are perceptually relevanl. Most mowing objeets 
can be properly ¡dentified with the proposed criterion, givrng rise 
to coherent fields without spunous vectors, unlike in  the other 
cases.
Tibie 1: Motion field volumes (kbit/s) for different seqiuences
Taxi Rubik Yosenute Traes
Fixed-size BMA 25 15 43.42 9137 78.42
Spatial entropy 3.78 6.58 17.38 9.94
Spactral entropy 1.87 3.73 864 6.48
Table I shows the volume of the motion descripticn using the 
thrae algorithms. With the proposed criterion, the motion I n fo r ­
mation needed for compensation is approximately reduced by fae­
tón  of 2 and 10 with regard to spatial entropy-based varia.ble-size 
BMA and fixed-size BMA, respcctively. Savmgs in motion Infor­
mation can be spent by the new approach in a meare accurate 
encoding of the prediction errors, giving rise to subjecaively better 
reconstrucúooj.
. -A—0.34
0 .3 2
0.28
reaotulion tovsl
Fig. 2 Volume of flow and prediction errors (m bit/pix) while refining 
motion estimase for two variable-sise BUA cunsúJered al ikree abffercni 
starting resolution levels
T ------▼ spectral criterion (i)
*  *  spectral criterion (ii)
■ ----- ■ jpectral criterion (iii)
A----- A spatial criterion (ij
O— O «penal criterion (ii)
Q  -Q spatial criterion (¡ii)
At each frame, the entropy of the encoded signal (fkow and 
quantised errors) has been computed at the different resolution 
levels of the quadtree during the application of the vanaible-size 
BMA. Fig. 2 shows these results averaged o ver all frames. Differ- 
ent starting resolution levels are considerad with bolh splirtting cri­
teria. As expectcd, the proposed criterion does mmimiise the 
volume of the signal in the meaningful encoding domain, w/hile the 
spatial entropy criterion gives rise to an increase in vohime: during 
the final steps, presumably bccause too many blocks are umneces- 
sarüy splh.
Conclusión: A new splitting criterion for hierarchical BMA has 
been proposed. From the viewpoint of video coding, tlhc new 
method im provea on other approachca beca use the behavriour of 
the quantiser is taken into account for motion estimation.. In this 
way, motion estimation efTort is directed towards certain areas in 
such a way that the final bit rate is minimbed. Conversdy,, due to 
perceptual weighting, the final flow exhibiü so me interestimg prop- 
erties, such as ooherence. compactness, robustness and'relhability, 
that could malee it suitable for more general apphcaüons.
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Video object motion representation using 
run-length codes
M.K. Stcliaros, G.R. Martin and R.A. Packwood
A method of runJength coding motion vector data for object 
based video coding is proposed. It is shown that signiíicant 
improvements in coding dTioency can be gained for certain 
dasses of source material.
Introduction: Evolving object-based video coding standards, such 
as MPEG-4, permit arbitra ry-shaped objeets to be encoded and 
decoded as sepárate video object planes (VOPs). In MPEG-4, tbe 
exact method of produdng VOPs from the source imagery is not 
defined, but it is assumed that ‘natural’ video objeets are repre­
sen led by shape information in addition to the usual lurmnance 
and chrominanoe components. Shape data is provided as a binary 
segmentation mas 1c, or a grey scale alpha plañe to represen! múlti­
ple overlaid objeets. The MPEG-4 video verifica tion raodel [IJ 
proposes that motion compensation (MC)-based predictivc coding 
is applied to each VOP. Conventional fixed size block matching 
(FSBM) motion estimation, of the type originally proposed by 
Jain and Jain [2J, is employed. In this Letter, we propose two 
improvements; a best vector selection strategy, and an altemative 
method of coding motion vector data, which results in a consider­
able improvement m coding efliciency.
Block matching: In MPEG-4 it is proposed that FSBM is used lo 
estáñate the motion in presegmented video objeets.
The VOP is constructed by placing 16 x 16 pixel macro-blocks 
o ver the shape description, aixl then further extended by ooc 
macro-block to cater for movement of the object between trames. 
A repetitive padding lechnique is used to fin out tbose areas which 
are unside the block structure but outside the object’s shape mask.
The padding is designed to feed the best possible input mto the 
next stage of coding, especially when material that did not exist in 
the referencc trame is introduced. The rcsultmg VOP is used as the 
referenoe frame for the block matching o pera tion. Motion estima­
tion is performed by matching the 16 x 16 macro-blocks within a 
presenbed search arca in the rcference frame. For máximum accu- 
racy, an exhaustive search is used. and matching is conducted to
1/2 pixel precisión. There are several options for the matching cri­
terion [3], although that most commonly used is the sum absohite 
diflcrence (SAD), anee it is not as oomputationally demanding as 
o then and yet achieves sánilar performance. It provides a measure 
of the error between a block of size n x  n puteis in the current 
frame (Q  and a block whh dispiacement (x, y) in tbe rcference 
frame (R) and can be described as
n -1 a -l
SAD(x, y) = £  £  W *’ J) -  *<» + *••>' + V)\ (1)
1=0 ;=0
where C (i, j)  and R (/,;) represent the intensity of the pixel at 
location (i, j)  in the current and rcference frames. rcspccüvely. 
Both ITU-T H.263 [4] and MPEG-4 modify the SAD for the zero 
vector ái order to favour it when there is no signiíicant difference 
between vectors:
SAD(O.O) =  £  £  |C ( , , j j  -  R { i . j ) \  -  ( Z S .  +  t )  (2)
i=0 j=0 ' f
where V. is the number of pixels in the block that are inside the 
VOP. These ‘best’ vectora are subsequently diíTcrcntially coded, 
typically using a two-dimensional (2D) prediction strategy 
described á) more detall in the next section.
Even with the zero bias, howcver, the abo ve definí Don does not 
uniquely identify a ‘best’ choice when múltiple vectora produce 
idéntica! errors. A naive implementauoa of the exhaustive search 
algorithm would perforen the search ái a ráster sean order. If each 
motion vector is denoted by t, (x„ y), where x„ y¡ (or lx„ 2y, for 
half pixel search) are integers, -r  S x„ y, < r and r is the search 
radius, then for a ráster sean, all r, oeed to be ordered such that:
V, <  Vl+i <6 ( tji <  y. + l)  V ((y¡ =  y, + 1) A (x , <  Xv4.i ) )
V i € [ 0 , 4 r 2 - 1 ]  (3)
Since vector quaiity affeets the 2D prediction, choosmg the small- 
est vector in Euclidean lerna will improve coding efTiciency. The 
simples! solution in terms of impleraentation costs is to impose an 
optimal orderáig in the search algorithm which ensures that 
sumiller vectors are tested befo re larger ones. We therefore propose 
that the ordering condition has lo be modified to;
vi <  v ,+1 o  ( |v , |a <  |v ,+ j | a) V ( ( |v ¡ |a =  |v i+ i | a )
A ((x¡ <  X y + l )  V ((x , =  z i+1) A (y¡  <  y i+ i ) ) ) )
V t 6 [0.4 ra — 1] (4)
2D motion vector prediction: In MPEG-4 ¡t is proposed that 
FSBM is used to perforen motion estimation in pre-segmented 
video objeets. The motion vector (MV) x  and y  components for 
each macro-block are transmitted as HuíTman-type variable length 
codes (VLC) which depend on the spatial neighbourhood of three 
previously transmitted motion vectora and are calculated as the 
median of the vectora imroediately to the left, abo ve and to the 
abo ve right of the block being considerad, with specád rules apply- 
ing near the VOP boundaries.
Image sequetx» which exhibit small changes in motion from 
block to block result m small MVDs, and thus require few bits of 
VLC to represen! the modon. In the extreme case, when motion 
vectora are identieal, two bits are used for each block. This might 
arise in a panning shot or a still picture.
*
•
I
*
Fig. 1 FSBM hlock structure example for 'container ship'
Fig. 1 shows an example block structure produced by FSBM 
for a fnune (rom the MPEG-4 test sequeoce ‘container ship’. The 
sbort linea shown in the centre of the blocks indícate the motion 
vector assodalcd with the block. Although most vectora are
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In this work, a multigrid motion compensation video coder scheme based 
on the current HVS contrast discrimination models is proposed. A novel 
procedure for the encoding of the prediction errors, which restricts the 
máximum perceptual distortion in each transform coefficient, has been 
developed. This subjective redundancy removal procedure, which includes 
the amplitude non-linearities and some temporal features of human per- 
ception, has been used to derive a perceptually weighted control of the 
adaptive motion estimation algorithm. Perceptual feed-back in motion 
estimation ensures a perceptual balance between the motion estimation 
effort and the redundancy removal process. The results show that this 
feed-back induces a scale-dependent refinement strategy that gives rise 
to more robust motion estimates which facilítate higher level sequence 
interpretaron. The comparison of the proposed scheme versus a H.263 
scheme with unweighted motion refinement and MPEG-like quantization 
shows the overall subjective superiority of the proposed improvements.
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1 Introduction
In natural video sequences to be judged by human observers, two kinds of re- 
dundancies can be identified: objective redundancies, which are related to the 
spatio-temporal correlations among the video samples, and subjective redundan­
cies, which refer to the data that can be safely discarded without perceptual loss.
The aim of any video coder scheme is to remove both kinds of redundancy from 
the encoded signal. To accomplish this aim, the video coders currently used are 
based on motion compensation and 2D transform coding of the residual error [1- 
3]. The original video signal is split into motion information and prediction errors. 
These two lower complexity sub-sources of information are usually referred to as 
Dispiacement Vector Field (DVF) and Displaced Frame Diíference (DFD), respec- 
tively.
In the most recent standards, H.263 and MPEG-4 [4,5], the fixed-resolution mo­
tion estimation algorithm used in H.261 and MPEG-1 has been replaced by an 
adaptive variable-size Block Matching Algorithm (BMA) to obtain improved mo­
tion estimates [6]. Spatial subjective redundancy is commonly reduced through a 
perceptually weighted quantization of a transform of the DFD. The bit allocation 
among the transform coefficients is based on the spatial frequency response of 
simple (linear and threshold) perception models [1-3].
In this context, there is a clear trade-off between the effort devoted to motion 
compensation and transform redundancy removal. On one hand, a better repre- 
sentation of the motion information may lead to better predictions and should 
alleviate the task of the quantizer. On the other hand, better quantization tech- 
niques may be able to succesfully remove more redundancy, thereby reducing the 
predictive power needed in the motion estimate.
This paper adresses the problem of the trade-off between multigrid motion es­
timation and error coding using an improved spatio-temporal perception model 
that takes into account the non-linearities of the Human Visual System (HVS). 
The role of this perceptual model in the proposed video coder scheme is twofold. 
First, it is used to to define an accurate perceptually matched quantizer in order 
to obtain better subjective redundancy removal from the error sequence. Second, 
this quantizer is used to obtain a measure of the perceptually relevant informa­
tion in the error signal. This perceptual information measure is used to control 
a multigrid entropy-constrained motion compensation. This control introduces 
a perceptual feed-back in the motion estimation stage to obtain a subjectively 
meaningful motion representation and to ensure a perceptual balance between 
motion information and prediction errors. The particular band-pass shape of the 
perceptual constraint to the motion estimation gives a scale-dependent control 
criterion that may be useful for discriminating between significant and noisy mo- 
tions. Therefore, the benefits of including the properties of the biológica! filters in.
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a generic video representaron scheme go beyond the optimization of the bit rate 
for a given distortion.
The paper is organized as follows. In Section 2, the current methods of quantizer 
design for transform coding and variable-block size BMA for motion compensa­
tion are briefly reviewed. The proposed improvements in the quantizer design are 
detailed in section 3 along with their perceptual foundations. In section 4, the 
proposed multigrid refinement criterion is obtained from the requirement of a 
monotonic reduction of the significant entropy of DFD and DVF. The results of 
the proposed improvements are presented in section 5 along with the results of 
previously reported algorithms. The advantages of the proposed scheme in sub­
jective quaiity and the interesting qualitative features of its motion estimates are 
discussed in section 6. To conclude, some final remarks are given in section 7.
2 Conventional techniques for transform quantizer design and multi­
grid motion estimation
The most important elements of a motion compensated video encoder are the ópti­
ca! flow estimation algorithm and the quantizer. The optical flow provides motion 
information that leads to a reduction of the objective temporal redundancy, while 
the quantization of the transformed error signal (usually a 2D DCT) reduces the 
remaining (objective and subjective) redundancy to a certain extent [1-3].
Signal independent JPEG-like uniform quantizers are employed in the commonly 
used standards [1,4]. In this case, the bit allocation in the 2D DCT domain is 
heuristically based on the threshold detection properties of the HVS [2,3], but 
neither amplitude non-linearities [7] ñor temporal properties of the HVS [8,9] 
are taken into account. The effect of these properties is not negligible [10,11]. In 
particular, the non-linearities of the HVS may have significant effects on the bit 
allocation, improving the subjective results of the JPEG-Üke quantizers [12].
The conventional design of a generic transform quantizer is based on the mini- 
mization of the average quantization error over a training set [13]. However, the 
techniques based on average error minimization have some subjective drawbacks in 
image coding applications. The optimal quantizers in an average error sense may 
arbitraryly underperform on individual blocks or frames [14,15] even if the error 
measure is perceptually weighted [16]: the accumulation of quantization levels in 
certain regions in order to minimize the average perceptual error does not ensure 
good behavior on a particular block of the DFD. This suggests that the subjective 
problems of the conventional approach are not only due to the use of perceptually 
unsuitable metrics, as usually claimed, but are also due to the use of an inappro- 
priate average error criterion. In addition to this, quantizer designs that depend 
on the statistics of the input have to be re-computed as the input signal changes. 
These factors favour the use of heuristically derived perceptual quantizers in the
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current standards instead of the conventional, average error-based quantizers.
Multigrid or quadtree-based motion estimation techniques are based on match­
ing between variable-size blocks of consecutive frames of the sequence [6]. The 
motion estimation starts at a coarse resolution (blocks of large size). The best 
dispiacement for each block is coraputed through a restricted search in each reso­
lution [17]. The resolution of the motion estímate is locally increased (a block of 
the quadtree segmentation is split) according to some refinement criterion. The 
motion estimation process ends when no block of the quadtree structure can be 
split further.
The splitting criterion is the most important part of the algorithm because it 
Controls the local refinement of the motion estímate, which has effects on the 
relative volumes of DVF and DFD [15,18-20], and may give rise to unstable 
motion estimates due to an excesive refinement of the quadtree structure [20, 21]. 
This is critical in model-based video coding where an initial adaptive segmentation 
of the frame can be used as a coarse representation of objeets with coherent motion 
or as a guess for higher level scene interpretation [5,22,23]. Two kinds of splitting 
criteria have already been used:
-  A measure of the magnitude of the prediction error [6,21,24-27], its energy, 
mean square error or mean absolute error.
-  A measure of the complexity of the prediction error. In this case, spatial based 
entropy measures [18,19], or the entropy of the encoded DFD [15,20,28,29] 
have been reported.
The difference-based criteria were proposed without a specific relation to the quan­
tization process, neglecting the trade off between DVF and DFD that arises from 
video coding. It has been pointed out that the entropy-based criteria are well 
suited for coding applications because they minimize the joint volume of the DVF 
and the DFD [18,19]. However, it has been shown [20] that the spatial-based 
entropy measures do not exactly match the behaviour of commonly used coders 
in which the final stage is a perceptual-based frequeney-dependent quantization. 
The particular band-pass behaviour of the perceptual quantizer may introduce in- 
teresting effects into the splitting criterion. Comprehensive rate-distortion-based 
approaches were designed to obtain the optimal bit allocation between DVF and 
DFD [15,28,29]. However, in spite of the implicit consideration of the DCT coder, 
the qualitative effects of an uneven quantization of the transform domain were not 
analyzed.
3 Perceptually uniform transform quantization
Splitting the original information source into two lower complexity subsources 
(DVF and DFD) does reduce their redundancy to a certain extent. However, the
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enabling fact behind very-low-bit-rate is that not all non-redundant data are sig­
nificant to the human observer. This is why more than just the strictly predictable 
data can be safely discarded in the lossy quantization process.
According to the current models of human contrast processing and discrimina- 
tion [30,31], the input spatial patterns, A = are first mapped onto a
local frequency domain through the application of a set of band-pass filters with 
different relative gains, a = T(A), with a = {a/}J=v After that, a non-linear, log- 
like transform is applied to the response of each filter, a/, to obtain the response 
representation, r = R(a), with r = {r/}”Lr
The similarity between the impulse responses of the perceptual filters of transform 
T  and the basis functions of the local frequency transforms used in image and video 
coding allows us to apply the experimental properties of the perceptual transform 
domain to the encoding transform domain as a reasonable approximation [12,32- 
34]. The contrast discrimination properties of the HVS in the transform domain 
demónstrate two interesting features that can be exploited in the quantizer de­
sign for video compression. First, the non-uniformity of the so-called amplitude 
just noticeable differences (JNDs) of spatial and spatio-temporal gratings [7,9,35] 
implies a non-euclidean perceptual metric in the transform domain. Second, the 
limitations of the HVS contrast discrimination in the transform domain can be 
interpreted as perceptual quantization, Qp, of this domain [36-39].
In this paper, a fully perceptual scheme for video compression is proposed from 
the point of view of preserving no more than the subjectively relevant informa­
tion. The basic idea is to simúlate the redundancy removal in the HVS through 
an appropriate perceptually inspired quantizer, and then, to use this quantizer 
to control the adaptive motion estimation. In this way, the motion estimation ef- 
fort is limited by the requirements of the perceptual quantizer, avoiding the vain 
prediction of details that are going to be discarded by the quantizer. Here, the per­
ceptual quantization is formulated in the DCT domain through an explicit design 
criterion based on a distortion metric that includes the HVS non-linearities [39,40] 
and some temporal perceptual features [8,9,35].
3.1 Perceptual metric of the transform domain
Assuming there is no cross-masking among the outputs of the band-pass filters of 
the transform T, each response, 77, only depends on the output of the correspond- 
ing filter, a/ [30]. Assuming there is a quadratic pooling of the distortion over the 
frequency channels [31] (the so-called ideal observer approximation [30,41]), the 
perceptual metric of the transform domain is diagonal and each element of the 
diagonal only depends on the output of the corresponding filter [40]. With these 
assumptions, the perceptual distance between two local patterns in the transform 
domain, a and a + Aa, simplifies to a weighted sum of the distortion in each
130 Apéndice A. Publicaciones
coefficient:
m m
£><a, a + Aa)2 = £  Oj = £  ^ ( a /) Aa2 (1)
/=1 /=1
The perceptual metric in the transform domain, W, can be obtained from the 
expression of R given by a contrast response model, or it can be empirically ob­
tained from the HVS discrimination data [40]. Here, we will use a metric which 
has been obtained from experimental amplitude JNDs of windowed periodic func- 
tions, Aa*(a), which can be defined as the distortion that makes the perceptual 
distance between the original pattera and the distorted pattern equal to the dis­
crimination threshold, i.e. D(a, a -I- Aa*) = r. Assuming a JND from a point a 
in a particular axis, / ,  the sum in eq. 1 is reduced to Wf(a¡) • Aa^(a/)2 = r 2, so 
the valué of each weighting fimction W¡ can be obtained from the experimental 
amplitude JND data [7,39,40]:
w,(a,) = r2 • Aa}(a,r2 = r2 • (CSF, ' 1 + a, G^a, ) ) ' 2 (2)
where the Contrast Sensitivity Function, CSF is the band-pass linear filter which 
characterizes the HVS performance for low amplitudes [8,11,16,42], and G/(aj) 
are empirical monotonically increasing functions of amplitude for each spatial 
frequency to fit the amplitude JND data [39].
Equation 2 implies that, for low amplitudes, the HVS detection abilities are de­
scribed by the classical CSF filter [8]. However, for higher amplitudes, as the 
response for each frequency becomes non-linear, an amplitude-dependent correc- 
tion has to be included [7]. If the threshold behavior, a¡ < , is assumed to be valid 
for suprathreshold amplitudes (as is done in simple linear perception models) the 
amplitude-dependent term in Equation 2 vanishes and CSF-based metrics [42,43] 
are obtained.
3.2 Quantizer design criterion
The natural way of assessing the quaiity of an encoded picture involves a one- 
to-one comparison between the original and the encoded versión of the image (or 
short sequence of images). The result of this comparison is related to the ability of 
the observer to notice the particular quantization noise in presence of the original 
(masking) pattern. This one-to-one noise detection or assessment is clearly related 
to the tasks behind the standard pattern discrimination models [30,31], in which 
an observer has to evalúate the perceptual distortion in some direction from a 
masking stimulus.
In contrast, a hypothetical request of assessing the global performance of a quan­
tizer over a set of images or sequences would involve a sort of averaging of each
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one-to-one comparison. It is unclear how a human observer does this kind of aver- 
aging to obtain a global feeling of performance, and the task itself is fax from the 
natural one-to-one comparison that arises when one looks at a particular picture.
The conventional techniques of transform quantizer design use average design cri­
teria in such a way that the final quantizer achieves the mínimum average error 
over the training set (sum of the one-to-one distortions weighted by their prob- 
ability) [13]. However, the minimization of an average errwor measure does not 
guarantee a satisfactory subjective performance on individual comparisons [14,15]. 
Even if a perceptual weighting is used, the statistical factors introduced by the 
average criteria may bias the results. For instance, Macq [16] used uniform quan­
tizers instead of the optimal Lloyd-Max quantizers [13,44] due to the perceptual 
artifacts caused by the outliers on individual images.
In order to prevent high perceptual distortions on individual images arising from 
misbehaved coefficients, the coder should restrict the máximum perceptual error 
in each coefficient and amplitude. This requirement is satisfied with a perceptually 
uniform distribution of the available quantization levels in the transform domain: 
if the perceptual distance between levels is constant, the máximum perceptual 
error in each component is bounded regardless of the amplitude of the input.
The restriction of the máximum perceptual error (MPE) is proposed as a de­
sign criterion. This criterion can be seen as a perceptual versión of the minimum 
máximum error criterion [14,15]. This idea has been implicitly used in image 
compression [12,34] to achieve a constant error contribution from each frequency 
component on an individual image. The MPE criterion leads to the CSF-based 
uniform quantizers of the MPEG scheme if a simple (linear) model of perception 
is used.
3.3 Optimal spatial quantizers under the MPE criterion
The design of a transform quantizer for a given block transform, T, involves finding 
an optimal distribution of the quantization levels for each transform coefficent and 
establishing an optimal bit allocation among the transform coefficients [13].
If the coefficient /  is quantized through N¡ levels distributed according to a den- 
sity, A /(a/), the máximum euclidean error at an amplitude, a/, is bounded by the 
euclidean distance between two levels, i.e., Aaf(a¡) < (2iV) A/(a/))-1. Thus, the 
MPE at that amplitude for each coefficient is given by:
f p ( n   ^ — ^ H a / )
DA af) i N j \ f (af )2 ®
In order to obtain a constant MPE throughout the amplitude range for each
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frequency, the optimal point densities should be:
x / x W/(a/)1/2
f °Pt ^  ”  /  Wf (af f 2daf  4
With these optimal densities, the MPE in each coefficient will depend on the 
number of allocated levels and on the integrated valué of the metric:
B f *  = ¿7 ( /  w,/(“/)1/2¿“/)2 (5)
In order to fix the same MPE for each coefficent, an uneven bit allocation should be 
made according to the intrinsic demand of each coefficent. If a constant máximum 
distortion, Djopt = k2 is fixed, the optimal number of quantization levels per 
coefficient is:
=  (6)
The aim of the MPE criterion for transform quantizer design is to simúlate the 
perceptual quantization process that accounts for the different resolution and 
masking in the different axes of the transform domain [36]. In fact, the final MPE 
density of quantization levels is inversely proportional to the size of the JNDs 
(Xf a  W x¡ 2 a  AajT1), i.e. it is proportional to the density of just distinguishable 
patterns in the transform domain.
From this MPE formulation, two interesting cases can be derived. First, if a sim­
ple linear perception model is assumed, a CSF-based MPEG-like quantizer is 
obtained. If the non-linear amplitude-dependent correction in Eq. 2 is neglected, 
uniform quantizers are obtained for each coefficient, and N¡ becomes proportional 
to the CSF; which is one of the recommended options in the JPEG and MPEG 
standards [1,3]. Second, if both frequency and amplitude factors of the metric are 
taken into account, the perceptual algorithm of ref. [12] is obtained: the quan­
tization step size is input-dependent and proportional to the JNDs; and the bit 
allocation is proportional to the integral of the inverse of the JNDs.
With this formulation, the CSF-based MPEG-like uniform quantizer [1-3] and the 
JND-based quantizer design [12] have been shown to be optimal under the pro­
posed MPE criterion using different perceptual metrics. They represent different 
degrees of approximation to the actual perceptual quantizer Qp. Obviously, when 
the perceptual amplitude non-linearities are taken into account, the correspond- 
ing scheme will be more efficient in removing the subjective redundancy from the 
DFD.
Figure 1 shows the density of quantization levels for each spatial frequency scaled
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by the total number of quantization levels per frequency, Nj, with and without 
the amplitude dependencies of the metric (the proposed 2D MPE quantizer and 
the MPEG-like uniform quantizer). These surfaces show the different distribu- 
tions of the available quantization levels in the frequency and amplitude plañe 
and represent where the different algorithms concéntrate the encoding effort. Fig­
ure 2 shows the 2D bit allocation Solutions (number of quantization levels per 
coefficient) using a CSF-based linear metric (MPEG solution) and an amplitude- 
dependent non-linear metric. Note how the amplitude non-linearities enlarge the 
bandwidth of the quantizer with regard to the CSF-based case.
3.4 Introducing temporal properties ofthe HVS in a frame-by-frame motion com- 
pensated video coder
The previous perceptual considerations about distances and optimal transform 
quantizers can be extended to 3D spatio-temporal transforms. The HVS motion 
perception models extend the 2D spatial filter-bank to non-zero temporal fre- 
quencies [45,46]. The CSF filter is also defined for moving gratings [8], and the 
contrast discrimination curves for spatio-temporal gratings show the same shape 
as the curves for still stimuli [9,35]. By using the 3D CSF and similar non-linear 
corrections for high amplitudes, the expression of Eq. 2 could be employed to 
measure differences between local moving patterns. In this way, optimal MPE 
quantizers could be defined in a spatio-temporal frequency transform domain. 
However, the frame-by-frame nature of any motion compensated scheme makes 
the implementation of a 3D transform quantizer in the prediction loop more dif- 
ficult.
In order to exploit the subjective temporal redundancy removal to some extent, the 
proposed 2D MPE quantizer can be complemented with a ID temporal filtering 
based on the perceptual bit allocation in the temporal dimensión. This temporal 
filter can be implemented by a simple finite impulse response weighting of the 
incoming error frames. The temporal frequency response of the proposed ID filter 
is set proportional to the number of quantization levels that should be allocated in 
each temporal frequency frame of a 3D MPE optimal quantizer. For each spatio- 
temporal coefficient, f = (/x,/t), the optimal number of quantization levels is 
given by Eq. 6. Integrating over the spatial frequency, the number of quantization 
levels for that temporal frequency is:
Nu = Y , ¿  £  /  W 'fM 1' 2 da, (7)
/*  /*
Figure 3.a shows the number of quantization levels for each spatio-temporal fre­
quency of an optimal 3D non-linear MPE quantizer. Note that the spatial fre­
quency curve for the zero temporal frequency is just the 2D non-linear bit alloca­
tion curve of Figure 2. Figure 3.b shows the temporal frequency response which 
is obtained by integrating over the spatial frequency dimensión.
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4 Perceptual feed-back in the motion estimation
A characterization of the perceptual quantization process of the encoding domain 
has an obvious application to the DFD quantizer design, but it may also have 
interesting effects on the computation of the DVF if the proper feed-back between 
the motion estimation and the quantization of the DFD in the prediction loop is 
established.
If all the details of the DFD are considered to be of equal importance, we would 
have an unweighted splitting criterion as in the difference-based criteria [21,24- 
27] or as in the spatial entropy-based criterion of Dufaux et al. [18,19]. However. 
as the DFD is going to be simplified by some non-trivial quantizer, Qp, which 
represents the selective bottleneck of early perception, not every additional detail 
predicted by a better motion compensation will be significant to the quantizer. 
In this way, the motion estimation effort has to be focused on the moving regions 
that contain perceptually relevará motion information.
In order to formalize the concept of perceptually relevant motion information, the 
work of Watson [36] and Daugman [38] on entropy reduction in the HVS should 
be taken into account. They assume a model of early contrast processing based on 
a pair (T,QP), and suggest that the entropy of the cortical scene representation
(a measure of the perceptual entropy of the signal) is just the entropy of the
quantized versión of the transformed image. Therefore, a simple measure of the 
perceptual entropy, Hp, of a signal, A, is:
/r,(A) = ff(Q ,[r(A )]) (8)
Using this perceptual entropy measure, an explicit definition of what perceptually 
relevant motion information is can be proposed. Given a certain motion descrip­
tion, additional motion information, AH (DVF), (more complex quadtree segmen­
tation and more motion vectors) is perceptually relevant only if this additional 
use of motion information implies a greater reduction in the perceptual entropy 
of the prediction errors:
AH(DVF) < - A H P(DFD) (9)
i.e., only if the additional motion information adds perceptually significant infor­
mation to the predictions. Exploiting the fact that the measure of the perceptual 
entropy of the DFD coincides with the entropy of the output of the perceptually 
based quantizer, the following perceptually weighted entropy-constrained splitting 
criterion is obtained: a block of the quadtree structure should be split if,
H(DVF„t¡¡) + H,(DFD,m ) < H[DVF„„,Ü) + H ,(DFDm„ « )  (10)
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where H(DVF) is the entropy of the DPCM coded vector field plus the information 
needed to encode the quadtree structure, and HP(DFD) is the perceptual entropy 
of the residual error signa!.
Equation 10 has the same form as the criterion proposed by Dufaux and Moscheni [lí 
19] except for the way in which the entropy of the DFD is computed. In this case, 
the unsuitable zero-order entropy of the DFD in the spatial domain is replaced 
by the entropy measure in the appropriate transform domain [15,20,28]. It is in- 
teresting to note that the proposed reasoning about the perceptual relevance of 
the motion information for perceptually matched motion compensation leads to 
an entropy constrained splitting criterion that takes into account the actual DFD 
entropy in a natural way.
This perceptual constraint to the motion estímate comes from the particular video 
coding application in which a human observer assesses the final result. However, 
the benefits of including the properties of the biological filters in a generic video 
representation scheme go beyond the optimization of the bit rate for a given 
subjective distortion.
The particular band-pass shape of human sensitivity [8,39] gives a scale-dependent 
measure of the perceptual entropy of the DFD. As some frequency bands (some 
scales) have more perceptual importance than others, the application of the per­
ceptual criterion results in a different splitting behavior in the different levels of 
the multigrid structure. Figure 4 qualitatively shows how a band-pass criterion 
may give a scale-dependent splitting result. In coarse levels of the multigrid (left 
side figures), the spatial support of the DFD is large due to the dispiacement of 
large blocks. The uncertainty relationship that arises between the signal support 
in frequency and position representations leads to a narrow bandwidth in the case 
of a large DFD support. Conversely, in the fine levels of the multigrid (right side 
figures), the DFD is spatially localized giving rise to a broad-band error signal.
If the complexity measure is more sensitive to the complexity of the signal in 
low and médium frequency bands, the splitting criterion will be tolerant in the 
coarse levels of the multigrid and will be strict in the high resolution levels. This 
scale-dependent behaviour may be useful for discriminating between significant 
and noisy motions.
5 Numerical experiments
Severa! experiments on four standard sequences [47] were carried out using dif­
ferent combinations of quantization schemes and motion estimation algorithms to 
test the relative contribution of the different proposed alternatives to the final 
subjective quaiity at fixed compression ratios.
In the examples below, the benefit of each proposed improvement were separately
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tested: a comparison of quantizers for a fixed motion estimation algorithm and a 
comparison of perceptually weighted versus unweighted motion compensations for 
a fixed quantization were made. The overall performance of the entire encoding 
schemes proposed here (perceptually weighted variable-size BMA with 2D or 3D 
MPE redundancy removal) with regard to the techniques used in MPEG-1 and 
H.263 was also analyzed.
In every experiment, the quantizer was adapted for each group of pictures to 
achieve the desired bit rate with a fixed máximum perceptual error. Blocks of 
size 8 x 8 were used in the fixed-size BMA. A quadtree multigrid scheme with 
a máximum of five resolution levels (blocks from 64 x 64 to 4 x 4) were used in 
the variable-size BMAs. The n-step dispiacement search [17,19] was used in the 
fixed-size BMA and in every resolution level of the variable-size BMA. The usual 
correlation was used as a similarity measure. The ID temporal filter was imple- 
mented through a linear-phase FIR filter using least-squares error minimization 
in the frequency response. A fourth order filter was used to restrict the buffer 
requirements. Only forward predicted frames and groups of pictures of 10 frames 
were used, so that the predictive power of the motion field and the ability of the 
quantizers to avoid error accumulation were emphasized.
Redundancy removal results
The impact of the amplitude non-linearities and the temporal properties in the re­
dundancy reduction process were analyzed comparing the proposed 2D quantizer, 
with and without temporal filtering, versus the CSF-based MPEG-like quantizer. 
In the examples presented (Figure 5), the same motion compensation scheme (an 
unweighted adaptive BMA [18,19]) was used in every case. Figure 5 shows the 
reconstructed frame 7 of the RUBIK sequence using different perceptual models 
to design the quantizer at the same bit rate (200 kbits/sec with QCIF format).
Motion estimation results
The effect of the perceptual feed-back in an entropy-constrained multigrid motion 
estimation was analyzed comparing the proposed DVF estimation algorithm with 
the unweighted algorithm of Dufaux et al. which uses the zero-order entropy of 
the DFD in the spatial domain [18,19]. Quantitative and qualitative motion esti­
mation results are given. The fixed-resolution BMA has also been included as a 
useful reference. In every case, the same kind of quantizer (MPEG-like, 2D MPE 
with linear metric) was used to simplify the DFD.
Table 1 shows the average volume of the flow fields for the algorithms and se- 
quences considered. Figure 6 shows the dependency of the global volume of the: 
encoded signal on the resolution level while the local refinement of the motion es­
tímate is going on. Different starting resolution levels were considered with both i 
splitting criteria.
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Figure 7 shows the estimated motion flow and the reconstructed signa! (at 200 
kbits/sec) for frame 7 of the TAXI sequence for fixed-size BMA and the entropy- 
constrained variable-size BMA with different (unweighted and perceptually weighted 
entropy measures. Figures 7.d to 7.f display a representation of the flow results 
that highlight its meaningfulness. Each block of the final quadtree structure was 
classified as one of the still or moving objeets according to its nearest dispiacement 
neighbor in order to obtain this representation.
Overall results
Three basic encoding configurations were compared to test the joint performance 
of the different algorithms considered:
-  MPEGl-like scheme with no balance between DFD and DVF: fixed-size BMA 
and a spatial uniform CSF-based quantizer which restriets the MPE according 
to a linear metric.
-  H.263-like scheme with an unweighted entropy-constrained motion estimation 
and a uniform CSF-based quantizer.
-  The proposed schemes (with 2D or 3D subjective redundancy removal) which 
use a perceptually weighted entropy-constrained motion estimation and a spa­
tial non-uniform quantizer which restriets the MPE according to a non-linear 
metric. The 3D variant of this basic scheme includes some perceptual témpora! 
features through the heuristic filter of Figure 3.b.
Some examples of the results are shown in Figures 9 and 10 which display the re- 
construction of frame 7 of the RUBIK sequence and frame 7 of the TAXI sequence 
for the different compression schemes at 200 kbits/sec (QCIF format).
6 Discussion
6.1 Effect of amplitude non-linearities on quantizer results
As expected [12], the quantizers that include the amplitude non-linearities out- 
perform the behaviour of the CSF-based MPEG-like quantizer. If the DFD is 
simplified according to a more accurate perception model, the perceptually rel­
evant information is better described, so the quantization errors are less visible 
in the reconstructed frames. The subjective quaiity of the reconstructed sequence 
drops faster in the threshold-based MPEG-like quantizer case in such a way that 
more intracoded frames would be necessary to keep the same quaiity with the 
consequent increase in the bit rate.
The introduction of the low-pass perceptual temporal filter smooths the recon­
structed sequence reducing the blocking effect and some flickering of the 2D ap- 
proach, giving a more pleasant overall quaiity. However, despite the eventual sub-
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jective gain due to the temporal filtering, the example in Figure 5 shows that 
the key factor that improves the subjective appearance is the introduction of the 
2D perceptual amplitude non-linearities in the quantizer. The spreading of the 
effective bandwidth of the non-linear quantizer (see Figure 2) keeps some high 
frequency details of the DFD. This avoids the rapid degradation of the recon­
structed sequence. Note that, despite the bits allocated in the high frequency 
regions, not every high frequency contribution will be preserved because it will 
also depend on its amplitude.
6.2 Effect of perceptual feed-back on motion representation
The main (qualitative) aim of locally adaptive motion estimation techniques in 
video coding is to obtain a motion description which has greater predictive power, 
i.e. a motion description which results in better temporal redundancy removal. The 
particular (quantitative) aim of the entropy-constrained control of the adaptive 
motion estimation is to find an optimal bit allocation between the DVF and the 
DFD.
Therefore, there are two possible approaches to the analysis of the results of the 
entropy-constrained motion estimation algorithms: in terms of bit rate [15,20,28, 
29] and in terms of the usefulness of the motion representation.
As previously reported from the quantitative (bit rate-based) point of view [15, 
20,28], the spatial entropy algorithm is not optimal because, by definition, it does 
not use the actual volume of the encoded signal, but rather an estimate that may 
be inaccurate if the DFD encoding process is non-trivial. In contrast, it can be 
seen (Figure 6) that the proposed criterion does minimize the volume of the signal 
(in the meaningful encoding domain) no raatter what the starting resolution level 
is. With the proposed criterion, the motion information needed for compensation 
is reduced by factors of 2 and 10 with regard to spatial-entropy based variable-size 
BMA and fixed-size BMA, respectively (Table. 1).
The important question is whether or not the quantitative savings in the DVF 
volume imply a qualitative relevant benefit. There are two possibilities for this 
to be true. One possibility is that the savings in the motion description implies 
a better DFD encoding and better subjective quaiity at the same compression 
ratio, which is the rationale behind the bit rate-based analysis. The other, more 
interesting possibility is that the introduction of the perceptual feed-back in the 
motion estimation induces desirable qualitative features in the final flow.
The analysis of the reconstructed signal gives us information about the effective- 
ness of the savings in the motion description from the quantitative point of view. 
The properties of the final flows to represent the motion in the scene give us infor­
mation about the benefits of a perceptually weighted criterion from the qualitative 
point of view.
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It can be seen that, regardless of the splitting criterion, the adaptive schemes give 
a more predictive motion estímate that implies a better reconstruction at a given 
bit rate (compare Figure 7.a with Figures. 7.b and 7.c). It is also worth noting that 
in the adaptive scheme with the proposed criterion, less motion vectors are needed 
to describe the motion in the scene obtaining the same quaiity in the reconstructed 
frame. From the quantitative point of view, the significant change in the case of 
the TAXI sequence is the reduction of the DVF volume from 13% in the case of 
the fixed-size BMA to less than 2% in the adaptive schemes. In the adaptive cases, 
the (same) quantizer can take advantage of these savings (of 10%) to give a better 
reconstruction. In contrast, the additional benefit of the proposed algorithm (here, 
an additional 1%) is too small to be useful to the quantizer. This behaviour was 
the same in all the explored cases, where the average additional benefit of the 
proposed motion estimation was around 2 or 3%. This result suggests that the 
advantages of an optimal algorithm (in the sense of measuring the entropy in the 
appropriate domain) gives rise to a lower complexity motion description, but this 
does not make a significant improvement in the reconstructed signal.
The actual advantages of the proposed motion estimation algorithm are not related 
to its quantitative optimality but to the qualitative effects on the final flow.
In general, with the proposed splitting algorithm, less false alarms are obtained 
and significative motion is better described. Note how in the static area at the 
bottom of the TAXI frame (Figures 7.d and 7.e), the spatial-entropy-based algo­
rithm gives the same false alarm as uniform resolution BMA due to an unadequate 
increase of the resolution while the motion of the incoming vehicle on the right is 
not properly detected.
As stated before, the effect of the perceptual feed-back is a more conservative split­
ting strategy which gives rise to more robust estimates. This is because perceptual 
quantization shows a band-pass behavior (Figures 2 and 4) neglecting certain tex- 
ture components of the prediction error that would have been considered by the 
unweighted spatial entropy criterion. In fact, resolution is increased only if the 
corresponding moving structures are perceptually relevant. With the unweighted 
criterion, too many blocks are unnecesarily split. This accounts for the increase in 
the entropy of the signal after a local mimimum at médium resolution (Figure 6).
The benefits of this splitting strategy are also reflected in the coherence of the 
quadtree segmentated representation (Figures 7.d to 7.f). The histogram of the 
estimated displacements can account for these results (Figure 8). While the fixed 
size BMA estimates are noisy (the distribution of the cluster corresponding to each 
moving object has a large variance), the scale-dependent behavior of the proposed 
splitting criterion gives rise to robust motion estimates that concéntrate around 
the actual displacements, so it obtains the sharpest peaks. It is clear that this 
behavior may simplify the task of a hypothetical higher level scene interpretation 
based on accurate speed measurements or motion-based segmentations. This im­
proved motion representation may be interesting as a first stage in a model-based
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video coding fraraework.
6.3 Overall results
The entire set of experiments with the different global encoding configurations 
using different sequences shows a clear improvement in the subjective quaiity 
obtained with the proposed 2D or 3D schemes with regard to the MPEG-1 or the 
(unweighted) H.263 schemes (Figures 9 and 10).
The relative contribution of the motion estimation and DFD quantization im­
provements can be evaluated by comparing their joint effect on the same sequences 
with regard to the results discussed in subsections 6.1 and 6.2.
The overall behaviour is consistent with the sepárate results discussed above: while 
the improved motion representation due to the proposed splitting strategy reduces 
the DVF volume to a certain extent, the main differences in the subjective quaiity 
are due to the use of a better quantizer including a more accurate description of 
the HVS redundancy removal. The proposed 2D quantizer reduces the annoying 
busy artifacts around the moving objeets and the temporal filtering reduces the 
visibility of temporal impulsional artifacts (in individual frames) at the cost of a 
slight smoothing of the small moving edges.
7 Final remarks
A multigrid motion compensated video coding scheme based on the current models 
of HVS contrast discrimination has been presented. These models account for 
the non-uniform nature of the HVS redundancy removal in the spatio-temporal 
frequency domain. The basic idea is to design the entire encoding process (motion 
estimation and prediction error simplification) in order to preserve no more than 
the subjectively relevant information at a given subjective distortion level.
This aim leads to the design of a perceptually inspired transform quantizer in 
a natural way. Moreover, a perceptually weighted entropy-constrained criterion 
to refine the quadtree structure for motion estimation is obtained by using the 
perceptual quantizer to control the adaptive flow estimation. In this way, the 
excess-effort in the motion description (predicting details that are going to be: 
discarded by the quantizer) is avoided, and a perceptual feed-back is introduced 
in the motion estimation.
Using an explicit design criterion in the transform (DCT) domain -restricting the: 
máximum perceptual error- and an appropriate perceptual distortion metric, a set; 
of metric-dependent expressions have been proposed to implement the quantizer : 
that simulates the HVS redundancy removal processes. These expressions lead to ) 
uniform MPEG-like quantizers if a simple (linear CSF-based) metric is used. In i
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the proposed implementation, a more general metric which includes the perceptual 
amplitude non-linearities and some temporal properties has been used.
The results show that, on one hand, the proposed non-uniform quantizer scheme 
leads to a better subjective quaiity in the reconstructed signal than the CSF-based 
MPEG-like quantizers at the same bit rates. On the other hand, the perceptual 
feed-back leads to a scale-dependent motion refinement strategy that gives more 
robust motion estimates than an unweighted entropy-based splitting criterion. It 
has been shown that the proposed motion estimation algorithm may facilitate 
segmentation tasks and higher level scene interpretaron that are of interest in 
model-based video coding. The comparison of the proposed scheme versus a H.263 
scheme with unweighted motion refinement and MPEG-like quantization shows 
the overall subjective superiority of the proposed improvements.
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Table 1
Relative volume ofthe motion flow (in %) with regará to the total volume of the encoded 
signal (200 kbits/sec)
TAXI RUBIK YOSEMITE TREES Average
Fixed-size BMA 12.57 21.71 46.19 39.21 30 ±8
Unweighted entropy 1.89 3.29 8.69 4.97 4.7 ±1.5
Perceptual entropy 0.94 1.87 4.32 3.24 2.6 ±0.7
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Fig. 1. D ensity of quantization levels in the frequency and amplitude plañe for a) 
non-linear M PE and, b) linear M PE quantizers. Note that in the M P E  approach the 
final density is proportional to the metric o f the domain: N ¡ ■ \¡ { a ¡ )  oc W (a ¡ j 1/2.
Untar Metric 
Non-linear Metric
0.06
0.02
Spatial Frequency (cycl/deg)
Fig. 2. B it allocation results (Relative number of quantization levels per coefficient) for  
the linear M PE (MPEG-like case), and fo r  the non-linear M P E  case.
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Temporal Frequency (Hi)
Fig. 3. a) N on-linear M P E  bit allocation results in the 3D spatio-tem poral frequency  
dom ain (R elative num ber o f quantization levels per coefficient). b) Frequency response 
o f the perceptual temporal filter, proportional to N ¡ t .
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Fig. 4. Scale-dependent splitting  strategy due to pereeptual feed-back. For a given enerrgy 
and resolution level, the spatial exten t and the frequency bandwidth o f the D FD  oare 
related by the uncerta in ty  relation, A x -  A /  =  k. The bandwidth o f the D F D  will depem d  
on the resolution, giving rise to a different splitting behaviour when using a band-poass 
splitting  criterion.
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Fig. 5. Quantization results with a fixed motion estimation algorithm (unweighted vari- 
able-size BM A). a) 2D Linear MPE, uniform MPEG-like quantization, b) 2D Non-linear 
MPE, c) 2D Non-linear MPE and temporal fütering.
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Fig. 6. Volume o f flo w  and prediction errors while refining the m o tion  estím ate. The  
valúes are given as a percentage o f the total entropy at the lowest resolution level. a) 
Unweighted spatial entropy splitting criterion. b) Perceptual entropy sp litting  criterion. 
N ote that the proposed criterion  behaves m onotonically and achieves the lowest valúes 
(for a fixed M P E ) regardless o f the starting level.
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Fig. 7. Motion estimation results for a fixed uniform MPEG-like quantization scheme. Reconstructed signáis (a-c), motion flows (d-f), and 
quadtree segmentated representation (g-i).
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Fig. 9. Overoll reconstruction results with the RUBIK sequence (200 kbits/sec) using pre- 
viously reported encoding configurations (a-b) and the proposed 2D or 3D alternatives 
(c-d). a) Fixed size BMA for motion estimation and MPEG-like quantization (linear 
MPE). b) Unweighted variable-size BMA and MPEG-like quantization (linear MPE).
c) Perceptually weighted variable-size BMA and 2D non-linear M PE quantization. d) 
Perceptually weighted variable-size BMA and 2D non-linear MPE quantization and tem ­
poral filtering.
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a) b)
c) d)
Fig. 10. Zoom of the overall reconstruction results with the TA X I sequence (200 
kbits/sec) using previously reported encoding configurations (a-b) and the proposed 2D 
or 3D altematives (c-d). a) Fixed size BMA for motion estimation and MPEG-like 
quantization (linear MPE). b) Unweighted variable-size BMA and MPEG-like quan­
tization (linear MPE). c) Perceptually weighted variable-size BMA and 2D non-linear 
MPE quantization. d) Perceptually weighted variable-size BMA and 2D non-linear MPE 
quantization and temporal filtering. The smoothing of the small moving objects in the 
3D approach is not as noticeable in the actual (moving) sequences.
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NOTA ADJUNTA
Le recordamos el punto 6 del artículo 10 del R.D. 778/1998, de 30 de abril:
*Terminada la defensa de la tesis, el Tribunal otorgará la calificación de <no apto>, 
<aprobado>, <notable> o <sobresaliente>, previa votación en sesión secreta.
A juicio del Tribunal, y habiendo obtenido un mínimo de cuatro votos de sus miembros, 
podrá otorgarse a la tesis, por su excelencia, la calificación de sobresaliente cum laude>.
En todo caso, la calificación que proceda se hará constar en el anverso del 
correspondiente titulo de Docto f .
