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Abstract
In spite of the vast array of modelling techniques and force fields available, the study
of the phase behaviour, structure, microstructure, and dynamics of mixtures remains a
challenging task. A systematic coarse-graining (CG) methodology is employed in this
thesis involving the parameterisation of force fields using a top-down approach, by ef-
fectively describing a large number of target macroscopic thermodynamic states with a
rigorous molecular-based equation of state. A recent incarnation of the Statistical Asso-
ciating Fluid Theory (SAFT-γ) is used. The underlying force field is based on the Mie
intermolecular potential, which is a generalised form of the Lennard-Jones potential with a
variable and versatile form of the repulsive and attractive interactions. The coarse-grained
force fields developed in this manner are used directly in Molecular Dynamics simulations
in order to explore the dynamical, structural, and interfacial properties, which can not be
directly accessed by the equation of state (unless a suitable treatment of the inhomogenous
properties of the system is made [1]).
The goal of any coarse-graining procedure is to derive simple, but accurate, robust, and
transferable force fields. By aiming for the simplicity, the coarse-grained models developed
in our work are typically based on the three-to-one mapping, i.e., one bead containing ap-
proximately three heavy atoms, or one-to-one mapping for the small spherical molecules,
with the polar, directional, and long-ranged interactions between the beads treated im-
plicitly using the effective spherically-symmetric Mie potentials.
The SAFT-γ Mie coarse-graining methodology is exemplified for a number of fluid systems
of different complexities, including pure component systems, such as: the homologous
series of n−alkanes, n−perfluoroalkanes, semifluorinated alkanes, ethers and water; binary
and ternary mixtures, comprising the carbon dioxide, n−alkanes, and water; and finally
the aqueous mixtures of alkyl polyoxyethylene glycol non-ionic surfactants.
An accurate representation of the vapour-liquid properties with both, the equation of
state and molecular simulation, is obtained for the molecules of different size and chemical
nature. Describing the properties of water is, however, a much more difficult task. The
CG model suffers from issues associated with the transferability and representability of
the various properties for different thermodynamic conditions, as a consequence of the
aggressive averaging of the strongly directional and polar forces into an effective spherically
symmetrical potential. It has been shown that an isotropic single-site CG model based on
a spherically symmetrical potential cannot capture all of the thermodynamic properties
of water simultaneously (the issue of representability). Two different CG models of water
are proposed: the first is designed to accurately reproduce the saturation liquid density
and vapour pressure, and the second to capture the saturation liquid density and surface
tension with high precision. Both models benefit from an accurate parameterisation of
temperature dependence following the target properties over the entire temperature range
of the fluid. An additional model is developed based on the two-to-one mapping, enabling
more efficient large scale simulations in, for example, biomolecular systems.
The models of the binary mixtures are developed by using the corresponding pure compo-
nent models with an additional adjustable parameter to account for the unlike interactions;
the latter are obtained by considering appropriate properties of the mixtures such as the
fluid-phase equilibria or the thermodynamic properties of mixing. The unlike interactions
are shown to be transferable for a quantitative description of the phase behaviour over a
wide range of conditions and for the systems of related components. We are able to obtain
an accurate prediction of the azeotropic point, critical loci, tree phase line, global density,
and the shape of phase envelopes for studied mixtures. The quality of predictions is found
comparable to the results from the atomistic models and other equations of state.
The aqueous mixtures of alkyl polyoxyethylene glycol non-ionic surfactants are a key final
goal of the research presented in this thesis. The CG models of the surfactants are de-
veloped within the SAFT-γ group-contribution framework, where each functional group
is derived from an accurate representation of the corresponding chemical moiety. By cap-
turing a delicate interplay of the repulsive and attractive intermolecular interactions and
obtaining the right balance between energetic and entropic effects, the various phase mor-
phologies at ambient conditions can be reproduced in agreement with the experimental
findings over the entire concentration range. The force fields developed in the current work
allow for a prediction of key structural and interfacial properties. The Molecular Dynamics
simulations reveal the spontaneous formation of micelles at low surfactant concentrations
and a self-assembly into a bilayer at high surfactant concentrations. The aggregation
numbers, the critical micelle concentration, area per molecule, the surface excess prop-
erties, and bilayer thickness are found in very good agreement with experimental data.
This is very encouraging considering that only macroscopic thermophysical properties are
used to develop the underlying force fields that describe the fine interactions between the
molecules in the system.
Despite the simplicity, coarse-grained force fields are shown to be robust and transfer-
able; they can be applied to predict the properties which were not used in the original
parameterisation procedure, with an accuracy comparable to the more sophisticated and
computationally demanding models.
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Chapter 1
Introduction
1.1 Motivation and objective
Understanding phase behaviour is essential for a reliable and optimal design of chemical
processes. Since experiments are time and cost intensive, great saving can be achieved
by using molecular modelling approaches. Even if modelling can never completely replace
experiments, it can provide guidance, thereby reducing the number of experiments that are
required. Additionally to providing insight and a fundamental understanding, modelling
can be used to determine physical properties where experiments are difficult or unfeasible,
as for example when treating toxic substances or for systems at extreme temperatures
and pressures [2]. The diversity of compounds encountered in everyday life represents a
challenge and an extra level of complexity, therefore reliable and rigorous models that
are capable of dealing with the thermophysical properties of multicomponent systems
under various conditions are of great importance for industrial applications. Although an
equation of state is often a preferable tool in the chemical and petrochemical community
due to its efficiency and the corresponding ease of computation, molecular simulation
has emerged as invaluable theoretical method over the last few decades [3, 4]. Molecular
simulation provides an insight at the molecular level and allows one to study properties that
cannot by accessed via an equation of state, such as interfacial and transport properties
or the properties of confined systems.
Remarkable advances in molecular modelling have been made in recent years, both in
terms of more accurate theories of fluids and mixtures and molecular simulations. One
of the important reasons for the great progress in fluid theories lies in the possibility to
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test the theories by direct comparison with molecular simulation. Improvements in molec-
ular simulations are consequences of the advent of more accurate force fields, more effi-
cient algorithms, and of course the increase in computational power according to Moore’s
law [5], which suggests that computational performance doubles approximately every two
years. The most recent record for the largest molecular simulation is currently four trillion
Lennard-Jones particles (4.125×1012) performed on 146016 cores [6]. Nowadays, molec-
ular simulations have advanced so much that one refers to them not only as computer
experiments but as computational microscopy. Notwithstanding, this striking increase in
computer power, many processes in fluids, soft matter, mesoscale, and biological systems
are still beyond the capacities of conventional atomistic simulations. For example, in order
to simulate a single bacterial cell with a diameter of 0.5 µm, a system of ∼ 109 atoms
is required, while an eukaryotic cell with a diameter of 10 µm comprises ∼ 1014 atoms.
The relevant cellular processes embrace timescales from microseconds to seconds [7]. It is
therefore crucial to develop reliable simulations techniques that can access these large size
and length scales.
One step towards increasing the efficiency of computational modelling is the application of
the so-called coarse-graining methodology instead of the commonly used atomistic level of
description, which can be two to three orders of magnitude apart in terms of computational
effort. However, the development of reliable and robust coarse-grained models remains a
challenge. A common “bottom-up” approach to derive coarse-grained force fields is to start
with a model at a high level of resolution and to integrate out the unwanted degrees of
freedom, by applying an iterative heuristic procedure. Apart from being time consuming,
this technique can suffer from the lack of transferability and robustness [8], implying that
the force fields might not provide reliable predictions at conditions different from those
at which the models were derived. The objective of the work presented in this thesis
is to develop a modelling framework, that allows for the development of coarse-grained
force fields, which are robust and transferable and allow for accurate predictions of various
thermophysical properties over a wide range of conditions. For this purpose, we employ
a molecular-based equation of state (SAFT-γ Mie) which provides a direct link between
the microscopic and macroscopic properties. Our “top-down” coarse-graining technique is
illustrated for several systems that are of significant industrial relevance, such as mixtures
comprising water, carbon dioxide, hydrocarbons, and non-ionic surfactants.
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Water is perhaps the most important liquid in our world and is the most common solvent
in industrial and biological systems. Despite being one of the most studied of fluids, there
currently is no model of water that can accurately reproduce all of its properties and
anomalies in a simultaneous manner. The difficulty in water modelling arises from highly
polar nature of the molecule and the specific hydrogen bonding interactions that are active
in the system.
Mixtures of water, carbon dioxide, and n−alkanes have received particular interest in
recent years due to their central role in the petrochemical industry. The range of applica-
tions spans enhanced oil recovery (EOR), CO2 capture and storage, natural gas transport
and processing, to mention but a few. The most prevalent modelling tool in reservoir
engineering remains the cubic equations of state such as the Peng-Robinson [9] or Soave-
Redlich-Kwong [10] equations. However, an accurate description of petrochemical mix-
tures is challenging due to disparity of interactions and molecular sizes between various
components so that the use of the cubic equation of state is often not the most appropriate
choice for this purpose.
Surfactant systems embrace a wide range of applications from textile manufacturing, emul-
sification, and drug delivery to electronic printing, biotechnology, and microelectronics
[11]. An ideal tool to describe the complex structures and mesophase behaviour of sur-
factant systems is by means of direct molecular simulation. Conventional atomistic simu-
lations encounter the limitations of the time and length scale if one tries to describe the
slow processes such as self-assembly in diluted systems.
The challenge arising in this context is: first, to treat a wide variety of complex fluids
within a single framework; and second, to establish a direct link that connects experiment,
theory, and simulation (see Figure 1.1). By extracting force field parameters directly from
macroscopic experimental data, the modelling of fluid can be performed by the most
suitable and efficient technique, be it theory or simulation depending on properties of
interest, thereby offering a tool for multi-scale modelling.
1.2 Thesis overview
An overview over the relevant background is provided in Chapter 2, embracing the math-
ematical functions of intermolecular potentials between the atoms and molecules and the
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Figure 1.1: Connection between the experiment, theory and molecular simulations. Example
of the carbon dioxide+n−alkane system, when treated by all three techniques.
modelling techniques that allow for a calculation of the macroscopic properties from the
intermolecular potentials, by using either an equation of state or direct molecular simula-
tion. The advantages of coarse-grained simulations over the atomistic simulations are then
highlighted, along with the currently available coarse-graining approaches. Since the focus
of this work is to derive coarse-grained force fields by using the molecular-based SAFT-
γ Mie equation of state, its current development is explained in detail together with a
number of the most recent applications. The following chapters contain an illustration of
this technique for various fluid systems: the development of suitable force fields for chain
molecules, such as n−alkanes, n−perfluoroalkanes and n−ethers is presented in Chapter
3. Several models for water are proposed in Chapter 4, where we discuss the challenges
of the modelling technique and the resulting virtues and defects of the models. After the
development of the models for pure components, we turn our attention to the behaviour
of mixtures: in Chapter 5 we study the binary and ternary mixtures, comprising water,
carbon dioxide, and n-alkanes. Finally, in Chapter 6, the most complex of the systems
studied are presented: aqueous non-ionic surfactant solutions. We investigate the struc-
tural, interfacial, and dynamical properties of surfactants from the alkyl polyoxyethylene
glycol family with different architectures.
Chapter 2
Force fields, molecular theory and
simulation
2.1 Intermolecular forces and potentials
2.1.1 Intermolecular forces
The macroscopically observed thermophysical properties of a system are determined by
the intermolecular forces between its constituent molecules [12]. Already the ancient
Greeks defined two fundamental forces: love, which brings things together, and hate,
which moves things apart. This idea postulated the main concept of the chemical theory
for two thousand years. In the seventeenth century, Newton suggested that the forces
must be attractive in their nature and vary as an inverse power of the distance. The
period between the Newton’s Principia and the nineteenth century was marked by the
contradiction and controversy between the scientists. At the beginning of the nineteenth
century, Young and Laplace were convinced that one needs to take into account not only
the attractive but also the repulsive forces in order to explain the cohesion and capillarity
in fluids. Half a century later a concept of molecules repelling each other at short distances
and attracting each other at intermediate distances was widely accepted by the pioneers
of the molecular theories: Clausius, Maxwell, van der Waals, and Boltzmann [13]. The
concept of repulsion at the short range was utilised to characterise the solid and fluid
structures, whereas the concept of attraction was exploited to explain, for example, the
capacity of gases to condense into liquids. The mathematical description of the dispersion
5
2. Force fields, molecular theory and simulation 6
forces remained, however, highly debated and retained an empirical character until the
beginning of the twentieth century. Only with the birth of quantum theory in 1920s and
the description of the electronic structure of atoms, the origin of forces could be described
explicitly. The repulsive forces were attributed to the exclusion of electron clouds according
to the Pauli principle, while the attractive forces were ascribed to the correlations between
electron clouds surrounding atoms.
The force and the interaction potential function are related by
F = −du(r)/dr. (2.1)
A positive slope of the potential function represents an attractive force and a negative
slope indicates the repulsive force. It is of interest to be able to represent the forces (or
the intermolecular potentials) in a closed mathematical form, as then it becomes plausible
to infer and model the macroscopic behaviour of a given fluid. It has become common
practice to categorise the forces according to their general nature. Some of the commonly
used potential functions of intermolecular forces are summarised briefly in this section.
For an abridged description the reader is referred to the standard texts available on the
subject [13–15] .
Some forces are purely electrostatic in origin and include interactions among charges,
ions, permanent dipoles, quadrupole and higher multipoles. The simplest to describe
quantitatively is the potential energy u(r) between two point electric charges which is
given by the Coulomb interaction
u(r) = qiqj4piε0εr
1
r
, (2.2)
where ε0 is the dielectric permitivity of vacuum (8.854×10−12C2 J/m), εr is the dielectric
constant, qi is the electric charge, given as a product of the ionic valence zi and the unit
of charge e (1.60218× 10−19 C), (qi = zie), r is the centre-to-centre distance between the
charges. Between two dipoles, the interactions depend not only on the distance but also
on the orientation [16]:
u(r) = −µiµj 2 cos θi cos θj − sin θiθj cosφij4piε0
1
r3
, (2.3)
where µ is the dipole moment of a particle, θi is a polar orientation of the dipole and φij
is the azimuthal angle between two dipoles. If the interaction energy is smaller than kBT ,
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dipoles can rotate freely so that the dipole-dipole interactions can be averaged over orien-
tations. The angle averaging can be derived from classical electrodynamics and classical
statistical physics by implementing the Boltzmann factor:
exp
(
−u(r)
kBT
)
=
∫
exp
(
−u(r,θ,φ)kBT
)
sin θdθdφ∫
sin θdθdφ =
〈
exp
(
−u(r, θ, φ)
kBT
)〉
, (2.4)
where kB is the Boltzmann constant (1.38 × 10−23 J/K) and T is the temperature. The
Boltzmann-averaged (angle-averaged) interactions between the dipoles are referred to as
the Keesom interactions [13] and are given by
u(r) = −23
µ2iµ
2
j
kBT (4piε0)2
1
r6
. (2.5)
Similarly, an angle-averaged quadrupole-quadrupole interactions are described by
u(r) = − 740
Q2iQ
2
j
kBT (4piε0)2
1
r10
, (2.6)
where Qi is the quadrupole moment of particle i. Electrostatic forces include polarisation
or induction forces, which arise from the polarisation or tendency to distort an electric
charge distribution in an electric field of one molecule caused by the charge distribution
on another molecule.
The induction by a permanent dipole is given by Debye relation
u(r) = −α0iµ
2
j + α0,jµ2i
(4piε0)2
1
r6
, (2.7)
where α0 is the electronic polarisability.
The molecules that do not have a permanent dipole or quadrupole, still possess an in-
stantaneous (induced) dipole, which is caused by a rapid fluctuation in the electronic
charge distribution around the nucleus. These interactions are known variously as Lon-
don forces, dispersion forces, charge-fluctuation forces, or induced-dipole-induced dipole
forces. Whereas all other forces depend on the specifics of the charge distribution, disper-
sion forces are found to act between all molecules. London interactions can be represented
as [17]
u(r) = −32
α0iα0,j
(4piε0)2
IiIj
Ii + Ij
1
r6
, (2.8)
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where I is the first ionisation potential and refers to the work which is required to remove
one electron from an uncharged molecule.
For molecules with a dipole moment of less than about 1 D, the dispersion force is domi-
nant. Even for strongly polar molecules, dispersion forces are not negligible. Compared to
the dispersion interaction, induction forces are much weaker, both for polar and non-polar
substances.
As a consequence of very anisotropic charge distributions in molecules, in addition to the
aforementioned physical forces, there are forces which are referred to as quasi-chemical
interactions [17], one of the most important of which is the hydrogen-bonding interaction.
Hydrogen bonds are strongly directional attractive forces and they are typically formed
between hydrogen and a strong electronegative atoms, such as fluor F, oxygen O or ni-
trogen N. Molecules that contain hydrogen bonds exhibit a strong tendency to associate
with other molecules that contain electronegative atoms (F, O, N). Hydrogen bonds are
responsible for a number of interesting and distinct physical phenomena, as for instance
highly increased boiling and melting points or formation of chemical complexes, such as
dimers for organic acids, hexamers for hydrogen fluoride, and three-dimensional networks
for water [13]. Water with its numerous anomalies, such as the density maximum at 4◦ C,
the high dielectric constant, the high surface tension and the hydrophobic effect with other
components, is a particular good example of a system with highly pronounced hydrogen
bonding interactions.
Understanding the nature of intermolecular forces is necessary to interpret a system’s
phase behaviour and therefore is a key to the choice of an appropriate thermodynamic
models. Modelling intermolecular forces is challenging: for systems that contain moieties
of different polarities, the various forces have to be taken into account. For this purpose,
effective intermolecular potentials which combine several interactions into a single overall
interaction are useful in molecular modelling.
2.1.2 Pair potentials
The full potential energy V of a system can be expressed as a summation of the ener-
gies of atoms due to an external field (u(ri)), the pairwise interaction between molecules
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(u(ri, rj)), the three-body (u(ri, rj, rk)), and many-body contributions:
V =
∑
i
u(ri) +
∑
i
∑
j>1
u(ri, rj) +
∑
i
∑
j>1
∑
k>j>i
u(ri, rj, rk) + ... (2.9)
The pairwise interaction provides the largest contribution to the full potential energy
and depends only on separation between two particles, exhibiting repulsion at short and
attraction at longer distances for the most forms of the intermolecular potentials. The
three-body term involves the triplets of molecules and is important at liquid densities.
The four- and higher-body terms are expected to be small in comparison with the two-
and three-body contributions [18]. The many-body terms are computationally highly
expensive. Therefore it is common to incorporate the average three- and many-body
interactions into an effective pair potential by assuming pair-wise additivity:
V '
∑
i
∑
j>1
ueff (ri,j). (2.10)
A number of different mathematical functions are commonly used to describe pair poten-
tials, but they all share some common features. Each interaction site in the pair potential
represents an atom or group of atoms. The pair potential is based on molecule specific
parameters, such as the ranges of the repulsive and attractive interactions, the size of
the bead and the energy parameter which characterises the strength of the attractive in-
teraction. The potential is usually centre-symmetric, thereby providing a description of
spheres or molecules formed from spherical segments. At short distances, the potential is
invariably repulsive and tends to infinity, whereas at larger separations, the potential is
attractive and tends to zero so that the energy remains finite. The total potential energy
is usually assumed as a sum of both, the repulsive and the attractive, contributions. Some
of the commonly used pair potentials are illustrated in Figure 2.1 and briefly described
below.
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Figure 2.1: Commonly used intermolecular potentials: hard-sphere (HS) (top left), square-
well (SW) (top right), Sutherland (bottom left), and Lennard-Jones (LJ) (bottom right).
Ideal gas model is the simplest trivial case, where one assumes no interaction between
molecules at any distance u(r) = 0.
The hard-sphere potential (HS) is one of the mostly studied potentials. The interaction
sites are represented as impenetrable spheres that cannot overlap. Based on only one
interaction parameter σ, the potential is characterised by an infinite repulsion for distances
r < σ and disregards the attractive forces at distances r ≥ σ:
u(r) =

∞ r < σ
0 r ≥ σ.
(2.11)
The square-well potential (SW) incorporates a hard-sphere potential with an additional
attractive part, described by a well of depth  and width λ. Based on three adjustable pa-
rameters, the SW potential has a certain versatility and therefore is a better representation
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for the real fluids compared to the HS potential:
u(r) =

∞ r < σ
− σ ≤ r < λσ
0 r ≥ λσ.
(2.12)
In the Sutherland and the Yukawa potentials a hard-sphere repulsion is incorporated with
the attractive force. Whereas the SW potential is discontinuous and has a finite attraction
range, in the Sutherland and Yukawa potentials the attraction force is continuous and
converges to zero at large separations. Namely, in the Sutherland potential, the attraction
is described by the London dispersion interaction
u(r) =

∞ r < σ
− (σr )6 r ≥ σ, (2.13)
whereas in the Yukawa potential, the attraction force is of the form of an exponentially
damped Coulombic term
u(r) =

∞ r < σ
− exp[−λ(
r
σ
−1)]
r/σ r ≥ σ.
(2.14)
Due to the discontinuity, these potentials are, however, difficult to implement in the con-
ventional Molecular Dynamics simulations. Therefore, continuous potentials, such as mod-
ified Buckingham, Lennard-Jones, and Mie potentials, appear advantageous for this type
of applications.
Modified Buckingham potential, also referred to as the exp-6 potential, is represented
by a London type of attraction and a Slater-like exponential function for the repulsive
term. The potential function contains three adjustable parameters: the minimum potential
energy , the intermolecular separation rmin, and the steepness of the repulsive wall γ.
The functional form is given by
u(r) = 1− (6/γ)
(
6
γ
exp
[
γ
(
1− r
rmin
)]
−
(
rmin
r
)6)
(2.15)
The Lennard-Jones potential (LJ), which was first proposed by Lennard-Jones [19, 20],
is a continuous interaction based on two adjustable parameters σ and , which is now
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invariable expressed in the (12-6) form:
u(r) = 4
[(
σ
r
)12
−
(
σ
r
)6]
. (2.16)
The Mie potential, firstly proposed by Mie in 1903 [21], provides a greater flexibility
compared to the conventional LJ (12-6) potential afforded by the variable repulsive and
attractive exponents. After some algebraic rearrangements, the Mie potential can be
expressed as
u(r) = C
[(
σ
r
)λr
−
(
σ
r
)λa]
, (2.17)
where
C(λa, λr) =
(
λr
λr − λa
)(
λr
λa
) λa
λr−λa
. (2.18)
The functional form of the Mie potential (Figure 2.2) is defined in a way that the minimum
is located at − [ = −umin(r)] and the intersection with the x-axis, where the potential
switches from positive to negative, is located at σ [u(σ) = 0]. The exponents controlling the
softness of the repulsion λr and the range of the attraction λa are not fixed to 12 and 6, like
in the standard Lennard-Jones version, but can be adjusted to better represent the target
physical properties of the system. Using the versatile exponents has been shown to provide
a significant improvement of the vapour pressure and the second-derivative thermodynamic
properties of real fluids, such as speed of sound, heat capacity, and compressibility [22–24].
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Figure 2.2: Intermolecular potentials of the Mie family with λa = 6 and λr = 40 (blue),
λr = 20 (red), λr = 12 (black), and λr = 8 (yellow).
2.2 Statistical mechanics
The knowledge of intermolecular interaction potential is crucial in order to determine the
thermodynamic properties. A link between the microscopic details, such as positions and
momenta of the particles, and macroscopic properties of the system, e.g. the pressure,
chemical potential etc., is provided by statistical mechanics. The thermodynamic state of
the system is exactly defined by a set of variables appropriate for a given thermodynamic
ensemble, such as for instance the number of particles N , volume V , and temperature
T in the case of the canonical ensemble. It is clear that the measured the macroscopic
properties, one does not require the position and momenta of every single particle, which
would define the instantaneous microscopic state. The experimentally observable macro-
scopic properties are time averages over a number of microscopic states evolved in time.
Although the instantaneous value of the experimental observable will deviate from the
average value, these fluctuations are negligibly small compared to the average in the ther-
modynamic limit due to a very large number of particles involved and the time resolution
of the measurement. In conventional statistical mechanics, it is common to replace time
averages with ensemble averages. This hypothesis, currently referred to as the ergodic
hypothesis, states that the time and the ensemble averages of two systems with the same
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state variables, e.g., N , V , and T are identical in infinite time and thermodynamic limits.
As an ensemble, one can imagine a collection of subsystems in phase space, where each
subsystem is a replica of the macroscopic system of interest. The most commonly used
ensemble is probably the canonical ensemble, also known as NV T ensemble due to its
characteristic state variables: number of particles, volume, and temperature. The ther-
modynamic properties can be derived from the corresponding distributions of probability
functions. In the canonical ensemble, the probability to find a subsystem in a particular
energy state Ei is given by Boltzmann distribution
P (Ei) =
exp(−βEi)∑
i exp(−βEi)
, (2.19)
where β = 1kBT . The denominator is a sum over all states i of the system and is referred
to as the canonical partition function:
QNV T =
∑
i
exp(−βEi). (2.20)
The mean thermodynamic properties, e.g., the average internal energy U , can be calculated
as a sum of the products of energy of each subsystem and the corresponding probability:
U =< E >=
∑
i
EiPi =
∑
iEi exp(−βEi)
Q
. (2.21)
From definition of Q in Eq. 2.20, its derivative is given as
∂Q
∂β
=
∑
i
Ei exp(−βEi) (2.22)
Thus, by inserting Eq. 2.22 in Eq. 2.21 we obtain :
U = − 1
Q
(
∂Q
∂β
)
= −
(
∂ lnQ
∂β
)
. (2.23)
The partition function QNV T can be constructed in terms of the phase space continuum
and the classical Hamiltonian H, which corresponds to total energy of the system and can
be obtained a sum of the potential V and the kinetic energy K:
H(rN,pN) = V(rN) +K(pN), (2.24)
2. Force fields, molecular theory and simulation 15
where rN is the generalised position of N particles and pN is their generalised momenta.
The potential energy can be approximated a sum over all effective pair potentials (Eq.
2.10) and the kinetic energy (for spherical particles) takes the form [18]
K =
N∑
i=1
p2i /2mi, (2.25)
where mi is the molecular mass, and p2i is the squared momentum of molecule i in x, y,
and z dimensions.
The direct probability in Eq. 2.19 can be substituted in the classical approximation as
the phase space probability density function fN (rN,pN), which is expressed as
fN (rN,pN) = 1
N !
1
h3N
(
exp(−βH(rN,pN))
Q
)
. (2.26)
The term h3N results from the Heisenberg uncertainty principle, stating that the position
and the momentum of the particle cannot precisely be determined simultaneously. The
term 1/N ! accounts for the indistinguishability of the particles and is introduced in order
to avoid over-counting of the states.
Instead of a summation over the energy levels as in Eq. 2.20, the canonical partition
function can be expressed as an integral of the Boltzmann factor of H over the phase
space drNdpN :
Q = 1
N !h3N
∫
..
∫
exp(−βH(rN,pN))drNdpN (2.27)
The energy can be decomposed into the kinetic (p-dependent) and the potential (r-
dependent) energy contributions, so that the partition function can be expressed as a
product of two integrals of the ideal (kinetic) and residual (potential) parts, which can be
considered independently:
Q = 1
N !h3N
∫
exp(−βK(pN ))dpN
∫
exp(−βV(rN ))drN = QidQex (2.28)
For a monoatomic system, the kinetic energy is given by
Qid = V
N
N !Λ3N , (2.29)
where Λ = (h2/2pimkBT )1/2 is the thermal de Broglie wavelength.
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The residual contribution Qres in Eq. 2.28 can be expressed as
Qres = Z
N !Λ3N , (2.30)
with Z being a configurational integral
Z =
∫
exp(−βV(rN ))drN . (2.31)
The link between the microscopic and macroscopic properties is given through the relation
between the canonical partition function Q and the Helmholtz free energy A. According
to the fundamental thermodynamic relation A = U − TS, so that
A
T
= U
T
− S. (2.32)
Substituting U by Eq. 2.23 we obtain
∂
∂T
(
A
T
)
= −U
T 2
= 1
T 2
(
∂ lnQ
∂β
)
= −kB
(
∂ lnQ
∂T
)
(2.33)
indicating that
A = −kBT lnQ. (2.34)
Once A is known, all other macroscopic properties can be derived by fundamental thermo-
dynamic relations. For example, the pressure can be obtained as the appropriate partial
derivative of the Helmholtz free energy with respect to the volume:
P = −
(
∂A
∂V
)
N,T
= kBT
(
∂ lnQ
∂V
)
N,T
= kBT
(
∂ lnZ
∂V
)
N,T
. (2.35)
The partition function and the corresponding macroscopic properties can be developed
not only in NV T but also in all other ensembles. For instance, in the isothermal-isobaric
ensemble NPT , the probability density is proportional to
exp(−β
(
H(rN,pN) + PV )
)
, (2.36)
Hence, the appropriate partition function is
QNPT =
1
N !h3N
1
V0
∫
dV
∫
exp
(
−β(H(rN,pN)) + PV
)
drNdpN , (2.37)
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where V0 is a basic unit volume which is chosen to yield a dimensionless QNPT . The
configurational integral in NPT ensemble is given as
ZNPT =
∫
dV exp(−βPV )
∫
drN exp
(
−βV(rN )
)
(2.38)
For the spherical particles, the corresponding link with a macroscopic thermodynamic
property is through the Gibbs free energy G obtained as:
G = −kBT lnQNPT . (2.39)
The calculation of the partition function which includes the configuration integral Z is,
however, not straightforward. Apart from very few simple systems such as the ideal gas
or the Einstein crystal, there is no exact solution of the configurational integral and some
approximations have to be made in order to evaluate it. The main challenge represents
the evaluation of expression for the potential energy V(rN ) as it requires a knowledge of
the particle coordinates in the 3N -dimensional space drN . The average positions of the
particles can be described by means of the radial distribution function (RDF) g(r) of the
fluid. The average of the intermolecular potential energy V(rN ), or the residual energy
U res, can be expressed in terms of the “energy equation” [25]:
< V(rN ) >= U res = 2piρN
∫ ∞
0
g(r12)u(r12)r212dr12, (2.40)
which indicates the dependency of the intermolecular potential energy on the RDF and
the intermolecular potential.
The equation of state and molecular simulations are the two main techniques that allow
one to apply the basis of statistical mechanics to provide a link between the explicit
intermolecular force fields and the macroscopic thermodynamic properties.
2.2.1 Equation of state
An equation of state (EoS) is a closed form mathematical relation which links the macro-
scopic thermodynamic variables of a system. In its more common form it explicitly relates
pressure P , temperature T , volume V , and composition. The simplest equation of state,
which neglects intermolecular interaction, is the ideal gas equation first formulated by
Clapeyron in 1834 [26]. It is often introduced in its common form
PV = nRT, (2.41)
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where n is the amount of substance and R is the ideal gas constant.
The Helmholtz free energy of ideal gas can be expressed as [27]
Aideal
NkBT
= ln NΛ
3
V
− 1. (2.42)
The ideal gas equation of state can be derived exactly from statistical mechanics by in-
voking a fluid made of point particles with no intermolecular forces and which occupy no
volume. The consequence of these conditions is that the ideal gas model shows no cohe-
sive forces, i.e. it only describes a gas phase with no phase change. An extension of the
ideal gas EoS to take into account intermolecular forces in a sensible way are the various
forms of the virial EoS. However, the virial EoS faces the problems of convergence at high
densities and is therefore not suitable to describe the liquid phase or the vapour-liquid
equilibrium.
A major improvement, which later set the basis for the fluid theories and molecular-based
equations of state, was the expression proposed by van der Waals in his Ph.D thesis at the
University of Leiden in 1873 [28]. It was the first attempt to describe the phase behaviour
exhibited by the real fluids, by ascribing a finite volume and interactions between the
particles. The particles were represented as hard spheres with an additional attractive
tail. It was rigorously shown by Kac and co-workers [29–31] in 1963 that for the van der
Waals fluid described by the hard core repulsion and a weak very long-ranged attraction
(λ → ∞,  → 0), the partition function in the thermodynamic limit is exact and finite.
The volume occupied by a particle, or more precisely the volume b excluded by one particle
to another (Figure 2.3) was defined as an impenetrable volume per sphere for a pair of
spheres separated by distance σ, which results in b = (2/3)piσ3, four times the molecular
hard-core volume.
One may derive the van der Waals EoS using modern statistical mechanical treatments.
The free energy can be decomposed into the repulsive and the attractive contributions. For
a van der Waals fluid, the Helmholtz free energy of the repulsive contribution corresponds
to that of a hard sphere with excluded volume b given by
AHS
NkBT
= ln NΛ
3
V −Nb − 1 = ln
NΛ3
V
− 1− ln V −Nb
V
= Aideal
NkBT
− ln V −Nb
V
. (2.43)
The attractive contribution can be obtained from Eq. 2.40. By employing the mean-field
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!"
Figure 2.3: The excluded volume per pair of hard spheres. Two hard spheres are separated
by σ, and the volume excluded by the central particle to the second particle (grey shadow) is
(4/3)piσ3. Per molecule, the excluded volume b = (2/3)piσ3.
approximation for the radial distribution function of the reference hard-sphere gHS(r) = 1,
we obtain
A = AHS + 2piN
2
V
∫ ∞
σ
u(r)r2dr. (2.44)
After introducing the van der Waals integrated energy
a = −2pi
∫ ∞
σ
u(r)r2dr, (2.45)
Eq. 2.44 takes the form
A = NkBT
(
ln NΛ
3
V
− 1− ln V −Nb
V
)
− N
2
V
a. (2.46)
By differentiating Eq. 2.46 with respect to the volume, we obtain the well-known form of
the van der Waals EoS
pvdW =
NkBT
V −Nb −
N2
V 2
a, (2.47)
or in molar units
pvdW =
RT
v − bm −
am
v2
. (2.48)
The van der Waals EoS is the first equation of state that qualitatively reproduces the phase
behaviour of a real fluid. It is able to describe both vapour and liquid phases and the
existence of the critical point. Additionally, the van der Waals EoS can be used to predict
different types of mixture behaviour classified by Scott and van Konynenburg [32, 33].
Moreover, the van der Waals EoS can be recast in a universal reduced form by scaling the
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thermodynamic variables (T , P , V ) with respect to the critical values. This forms the
basis of the corresponding state principle allowing to describe all fluids in a generalised
manner [16]. Quantitatively, however, the van der Waals EoS largely overestimates the
pressure and the compressibility factor compared to the real fluids. While the van der
Waals critical compressibility factor is Zc = 3/8 = 0.375 at the critical point 1, most of
the common fluids have a value Zc ≈ 0.291.
Due to its mathematical simplicity, van der Waals EoS is very convenient for engineering
use and is commonly implemented for a range of industrial applications. A fundamental
problem with vdW EoS is the treatment of the repulsive term, which is largely overesti-
mated due to the non-additivity of the excluded volume. At high density, the excluded
volumes overlap with each other, thereby resulting in a smaller excluded volume than the
van der Waals term Nb. An improvement can presumably be achieved, if the repulsive
term is given as a function of density, and in fact, this was pointed out by van der Waals
himself in his thesis. A very accurate description of a hard-sphere fluid was proposed by
Carnahan and Starling in 1969 [34], where pressure is given as
pCS =
RT
v
× 1 + y + y
2 − y3
(1− y)3 , (2.49)
with y = b/(4v) leading to CS-vdW EoS [35]
pCS−vdW =
RT
v
× 1 + y + y
2 − y3
(1− y)3 −
am
v2
. (2.50)
However, by including the repulsive term as proposed by Carnahan and Starling, the
analytical cubic form of the equation has to be abandoned. Instead, a lot of effort was
devoted to modifications of the attractive term in order to keep the simple analytical form
of the equation. In 1949, Redlich and Kwong suggested to modify the attractive term
by incorporating a simple temperature dependence. This observation spawned a family
of equations, known a cubics EoS, which have flooded the literature and have become
a staple of engineering thermodynamics. The most well-known modifications of van der
Waals EoS are probably the Redlich-Kwong (RK) [36], and the Soave modification of the
1Critical compressibility factor is obtained from Zc = pcvc/RTc; the critical values for molar volume,
pressure and temperature are obtained by solving the differential equations at the critical point: p > 0,
(∂p/∂v)T = 0, and (∂2p/∂v2)T = 0 and given as vc = 3b, pc = a27b2 , and Tc =
8a
27Rb
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Redlich-Kwong (SRK) [10] and the Peng-Robinsion (PR) [9] equations of sate:
pRK =
RT
v − b −
a√
Tv(v + b)
, (2.51)
pSRK =
RT
v − b −
aα(T )
v(v + b) , (2.52)
pPR =
RT
v − b −
aα(T )
v2 + 2bv − b2 , (2.53)
where α(T ) is a function of temperature and the acentric factor.
2.3 SAFT-γ Mie equation of state
2.3.1 Short history of SAFT
The conventional cubic equations of state, such as the seminal relation of van der Waals
[28] and its more modern counterparts, such as PR [9], RK [36], and SRK [10] relations,
are based on a hard-sphere repulsive term and mean-field attractive term. This leads to
several limitations: first, the hard-sphere reference makes the equation mostly suitable for
simple spherical molecules, and cannot be accurately used to describe chain or associating
compounds; second, as the model is not expressed explicitly in terms of intermolecular
potential, it cannot be tested directly by molecular simulations. Therefore, improvements
can be performed only in a heuristic and empirical manner, which limits the predictive
capability of these models. An approach to tackle this is to consider chain fluids as the
basis for a perturbation approach. Such is the nature of some of the first of the so-called
“molecular” equations such as the perturbed hard chain theory [37]. Other approaches,
such as the lattice theories and polymer treatments deserve mention, but will not be
expanded upon. For a comprehensive treatment of EoS the reader is referred to Ref. [38].
In 1980s, Wertheim presented series of papers [39–42], with a theory of strong directional
attractions, such as hydrogen bonds, treated as a separate perturbation term to the free
energy. The Wertheim formalism can be expressed as a first-order thermodynamic per-
turbation theory (TPT1). Inspired by the Wertheim TPT, the Gubbins’s group proposed
the Statistical Association Fluid Theory (SAFT) [43] to describe the thermodynamic and
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fluid-phase equilibria of the spherical and the chain molecules with one or more hydrogen-
bonding association sites. As illustrated in Figure 2.4, the Helmholtz free energy includes
separate ideal, monomer, chain, and association contributions:
A
NkBT
= A
Ideal
NkBT
+ A
Mono
NkBT
+ A
Chain
NkBT
+ A
Assoc
NkBT
. (2.54)
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Figure 2.4: Schematic representation of different perturbation contributions within the
SAFT framework.
The associating contribution AAssoc is based on the Wertheim TPT1. The chain contri-
bution AChain can be obtained from AAssoc in the limit of complete association, i.e. the
association bonds correspond to covalent bonds. For the monomer term AMono, the hard-
sphere fluid described by an accurate relation by Carnahan and Starling [34] is chosen as
a reference. In order to mimic the real fluid behaviour, a Barker and Henderson - like
perturbation approach is used to describe the dispersive attractive term.
Twenty five years after the appearance of the original SAFT EoS [43, 44], many versions
of this model have now been developed by various research groups around the world. A
detailed description of various versions along with the different applications is a subject
of several comprehensive reviews [45–48]. The main differences in the various reformula-
tions arise from the different reference fluids and the underlying intermolecular potentials
employed. One exception from the common SAFT framework is the PC SAFT version
[49], where instead of the monomer, the chain term is chosen as a reference from which to
obtain the dispersion contributions. The perturbed chain term is determined from a Tay-
lor expansion correlated to the VLE data of pure alkanes. In this manner, the direct link
between the underlying molecular model and the intermolecular potential is essentially
lost.
The original version of SAFT [43, 44], which is referred to as the first generation of
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this equation of state, is based on a reference hard-sphere potential for the associative
and chain contributions. The models from the second generation of SAFT are based on
more realistic attractive intermolecular force fields, such as SW, Yukawa, Sutherland, LJ,
and Mie potentials. The SAFT LJ [50, 51] and soft-SAFT [52] versions are based on a
reference LJ monomer fluid, the radial distribution function of which was exhaustively
parameterised using the computer simulation data. The SAFT-VR EoS [53, 54], referred
to as the Variable Range version, was originally developed for the SW, Yukawa, and
Sutherland potentials. Up until quite recently the SAFT-VR has been associated with
the square-well potential. In the SAFT-VR development, the square-well monomer term
was described by means of the second-order Barker and Henderson perturbation theory,
and the chain and monomer terms account for the structure of the square-well fluid. The
recent work of Lafitte et al. [23, 24] extended the SAFT-VR version to the family of the
Mie λr−λa potentials. Using different steepness (hardness and softness) and range of the
potential allows for an improvement in the representation of the dense liquid phase and
the second-derivative thermodynamic properties, such as the heat capacity, isothermal
compressibility, and speed of sound, while still retaining an accurate representation of the
vapour-liquid equilibrium properties. The versatile form of the Mie potential allows one
to characterise a wide variety of fluids of very different chemical nature. The description
of the perturbation expansion of the thermodynamic properties of the Mie monomer fluid
has recently been extended to third order, thereby enabling a more accurate representation
of the near-critical region [24]. This latest SAFT-VR Mie version [24] is basis for a third
generation SAFT-γ EoS [55] (γ is the third letter in the greek alphabet), which cast as
a group-contribution method to treat heteronuclear molecules formed from segments of
differing chemical functionality.
2.3.2 SAFT-γ Mie model and theory
In our current work, we apply the group-contribution SAFT-γ Mie EoS to estimate the
force field parameters for the complex real fluids using suitable macroscopic thermody-
namic experimental data. The intermolecular models developed with the EoS can sub-
sequently be used for direct molecular simulation in order to predict properties that are
not accessible from the equation of state, such as interfacial, structural, and dynamic
properties. The strength of a group-contribution (GC) method lies in its predictive capa-
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bility: based on a set of interaction parameters for a limited number of chemical groups,
new pure components and multi-component mixtures can be described without the need
for additional fitting. Group-contribution methods are based on the assumption that the
properties of chemical components can be determined as functions of chemical groups the
components comprise. This implies that the contribution of each functional group is in-
dependent of the molecular structure and that the group behaves in the same manner,
independent of the the environment. The framework of the method can be extended to
account for the position of the group in the molecule by considering second-order groups
[56]. The idea of the group-contribution approach was pioneered by Prausnitz and co-
workers in the development of the successful universal quasi-chemical functional group
activity coefficient (UNIFAC) method [57]. The limitation of UNIFAC, or any other such
activity coefficient model, is that it is based on a lattice model and as a consequence is
strictly suitable to describe the liquid phase and neglect pressure effects. By contrast, the
advantage of an equation of state is that it can be used to describe the liquid and vapour
phases on an equal footing.
In the SAFT-γ Mie framework, the free energy of the fluid is expressed explicitly in terms
of the parameters characterising the various functional groups. The corresponding het-
eronuclear description is implemented in both - the monomer and the chain contributions,
with the latter being described in terms of an effective molecular contact value of the
radial distribution function. The force fields developed with the SAFT-γ Mie EoS can be
used in a transferable way, i.e. once the group parameters have been estimated from the
macroscopic thermodynamic properties of a particular species (or homologous families),
they can be used in the representation of other compounds which contain the given group
along with additional functional groups. For instance, once the parameters for the homol-
ogous series of alkanes have been obtained, they can be used to represent the methyl CH3
and methylene CH2 groups in surfactant molecules from the alkyl polyoxyethylene glycol
family. The parameters for groups of different type obtained from the parameterisation of
the pure components, can be used to predict properties of mixtures and vice versa.
In our current work the focus is on the description of non-associating compounds formed
from tangentially bonded chains. This choice is made to facilitate the use of the force
fields developed with the EoS in traditional MD simulation. The treatment of models
with additional short-ranged association sites, which are described by the discontinuous
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potentials, typically of the square-well form, is computationally demanding and requires
the development of specific algorithms to solve the equations of motion for the discontin-
uous potential. Furthermore, the use of models comprising tangentially bonded segments
makes the link between the theory and simulation straightforward; the development of
force fields within the SAFT framework for highly fused segments is more problematic.
The description of molecules formed from tangentially bonded segments within the SAFT-
γ formalism [55, 58, 59] simply implies the use of shape factor with a value of unity.
The fluids of interest are thus described by a Helmholtz free energy comprising the usual
SAFT contributions
A
NkBT
= A
Ideal
NkBT
+ A
Mono
NkBT
+ A
Chain
NkBT
. (2.55)
Each term of the free energy is described in greater detail in Appendix A.
Estimation of parameters for the SAFT-γ Mie Force Field
After the Helmholtz free energy has been specified, the other thermodynamic properties
can be obtained from the standard relations, e.g. the pressure p = −(∂A/∂V )T,N , chemical
potential of the component i µi = (∂A/∂Ni)T,V,Nj , and the Gibbs free energy G = A +
pV = ∑NCi niµi. The phase equilibrium properties can then be determined in the usual
way by ensuring that the temperature, pressure, and chemical potential of each component
in each phase are equal and that the overall Gibbs free energy corresponds to a global
minimum.
In our work, the liquid saturation densities and vapour pressures are used as target prop-
erties in the force field parameter estimation procedure. Other properties, such as high-
temperature density isobars and second-derivative properties (such as speed of sound,
heat capacity, or compressibility), can also be included. The parameters are estimated by
minimising the difference between the experimental and calculated values of the chosen
properties over a range of thermodynamic conditions. Due to the classical mean-field na-
ture of the SAFT EoS, which does not properly account for the density fluctuations near
the critical region, the consideration of data close to the critical point would lead to un-
physical features in the parameters. State points between the triple point and up to 90 %
of the critical point of the pure components are therefore included in the parameterisation.
The minimisation is carried out by means of the relative least-squares objective function,
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which consists of the sum of individual residues:
minFθ =
w1
NPV
NPV∑
i=1
[
P expi,V (Ti)− PSAFTV,i (Ti, θ)
P expV,i (Ti)
]2
+ w2
NρL
Nρsat∑
j=1
[
ρexpsat,j(Tj)− ρSAFTsat,j (Tj , θ)
ρexpsat,j(Tj)
]2
,
(2.56)
where NPV and Nρsat are the number data points of vapour pressures PV and saturated
liquid densities ρsat, respectively. θ is the vector of parameters of the intermolecular
potential, which includes the diameter, well-depth, and repulsive exponent ( σ, , λr), while
the attractive exponent is fixed to the London dispersion value (λa = 6). The superscripts
exp and SAFT refer to experimental data points and values calculated with the SAFT-γ
Mie EoS, respectively. Equal weights are usually taken for these properties (w1 = w2).
A substantial asset of this methodology is that the parameter space can be explored
efficiently over a wide range of thermodynamic conditions, thereby providing a near op-
timal solution that is transferable to various state points. By contrast, commonly used
bottom-up approaches often make use of temperature dependent parameters that have to
be re-derived at various state points. The parameters obtained with our SAFT-γ top-down
methodology can be used as a direct input in molecular simulation. Unlike intermolecular
interactions can also be obtained by using appropriate experimental data for the mixtures,
but often combining rules are employed for some of the parameters as described in the
next section.
Combining rules for the unlike intermolecular interactions
Simple combining rules can be applied in order to describe the unlike interactions between
the pure components i and j. The unlike size parameter σij is obtained by arithmetic
mean, originating from the classical Lorentz combining rule:
σij =
σii + σjj
2 (2.57)
The unlike repulsive exponent λr,ij is obtained from the geometric mean of the integrated
van der Waals energy of a Sutherland fluid
αsvdW,ij = 2piijσ3ij
(
1
λij − 3
)
, (2.58)
2. Force fields, molecular theory and simulation 27
based on the Berthelot combining rule, αsvdW,ij = (αsvdW,iiαsvdW,jj)1/2, which results in
λr,ij − 3 =
√
(λr,ii − 3)(λr,jj − 3). (2.59)
The unlike energy parameter ij can be derived from a Berthelot-like geometric criterion,
where the asymmetry in size is taken into account:
ij = (1− kij)
√
σ3iiσ
3
jj
σ3ij
√
iijj . (2.60)
Knowledge of the energetic unlike interaction parameter ij is critical for an accurate
representation of properties of mixtures. It it well known [60, 61] that upon introducing
an empirical adjustable parameter kij for the unlike energy interactions, the quality of
the representation is often improved significantly, for both, atomisitic [62–64] and coarse-
grained models [65]. The unlike energetic parameter ij will be estimated directly from
experimental data for the thermodynamic properties of mixtures, whereas σij and λr,ij
are prescribed according to the appropriate combining rule (Eqs. 2.57 and 2.59) unless
otherwise indicated.
2.3.3 Recent developments of the SAFT-γ Mie coarse-grained force fields
The methodology of deriving a CG force field using SAFT-γ Mie EoS has been successfully
applied for a number of systems to describe the fluid-phase thermophysical properties. One
of the first examples of the use of this SAFT-based top-down approach is the development
of a CG force field for carbon dioxide, which is represented by a single sphere based on
the Mie (23-6.66) potential, without any additional electrostatic interactions [22]. Despite
the simplicity of the model, it allows one to accurately reproduce the entire phase envelop
with the model using a single set of parameters. The prediction of properties not used in
the parameterisation procedure such as the enthalpy of vaporisation, interfacial tension,
supercritical density, as well as the second-derivative thermodynamic properties (thermal
expansion, isobaric heat capacity, isothermal compressibility, speed of sound and Joule-
Thomson coefficient) are also found to be in a very good agreement with experimental
data.
The SAFT-γ Mie coarse-graining methodology has now been applied to study other sys-
tems, such as the green house gases carbon tetrafluoride CF4 and sulfur hexafluoride SF6,
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both molecules being represented as single spherical Mie beads, and also to chain molecules
such as n-decane, and n−eicosane [66], and ring molecules, such as benzene represented
by a number of tangentially bonded Mie segments. By combining the homonuclear models
of benzene and n-decane, Avandan˜o et al. [67] extended the methodology to obtain a het-
eronuclear model for n−decylbenzene, in the spirit of a group contribution methodology.
More examples and applications of the SAFT-γ Mie methodology in the development of
the CG force fields for molecular simulations are given in the recent review by Mu¨ller
and Jackson [68]. This approach is employed throughout the rest of the thesis to develop
force fields to represent the thermodynamic and structural properties of a broad variety
of systems including water, alkanes, perfluoroalkanes, and aqueous mixtures comprising
carbon dioxide, hydrocarbons or alkyl polyoxyethylene glycol non-ionic surfactants.
2.4 Molecular simulation
Whereas equations of state, by incorporating a number of approximations to the theory,
provide an analytical solution for the statistical mechanical description of the system,
molecular simulations can be used to solve the statistical mechanical formulations numer-
ically [18]. Additionally, molecular simulations allow for an insight into thermodynamic,
structural and dynamic properties at the molecular level. After the development of the
first electronic computers in early 1950s, molecular simulations were employed in connec-
tion with the studies of the hydrogen bomb. A broader interest in molecular simulations
evolved in 1970, with the ever increasing use of simulations as a test of the approxima-
tions made in molecular theories [2]. The two main techniques of performing molecular
simulation include Monte Carlo and Molecular Dynamics. With Molecular Dynamics one
evaluates the properties of the system as time averages, while Monte Carlo is a stochastic
method based on ensemble averages. According to ergodic hypothesis, both techniques
performed under the same macroscopic conditions (e.g. same NV T ), provide the same av-
erages in the thermodynamic limit. In case of Molecular Dynamics, the ergodic hypothesis
leads to the conclusion that after a sufficiently long time, the time-averaged properties do
not depend on the initial configuration of the simulation. The correspondence of this in
Monte Carlos simulations is that every accessible point in a configurational space can be
reached in a finite number of trial moves from any other point [69]. A very short overview
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over both techniques is presented in the following section.
2.4.1 Monte Carlo
Mote Carlo (MC) simulation was firstly proposed by Metropolis in 1953 as an importance-
sampling algorithm [70, 71]. Instead of the conventional quadrature scheme, where the
value of configurational integral (Eq. 2.31) is calculated from a predetermined set of points,
where the Boltzmann factor might be negligible, MC is based on the so-called Metropolis
sampling [69]. The idea of Metropolis sampling is to construct an importance weighted
random walk through the points in the phase space with a non-negligible Boltzmann
factor. Metropolis sampling is conventionally conducted in the following steps: first, an
initial configuration is chosen in a way that the system is close to a local minimum in
the potential energy, thereby ensuring that the Boltzmann factor is non-negligible (for
this purpose, a lattice configuration is usually a suitable choice); thereafter, molecules are
moved to different positions, following a random walk, and the new energy of the system
is measured, the new move is accepted with probability proportional to the Boltzmann
factor exp(−β∆U); procedure is repeated until no further change in energy and other
properties is observed; after the equilibrium is reached, the thermodynamic properties are
computed as instantaneous properties and finally averaged over all possible configurations
as
< A >=
∫
A(rN ) exp(−βU(rN )∫
exp(−βU(rN )) . (2.61)
A natural choice for the Monte Carlo simulation is the canonical ensemble NV T , however,
other ensembles can be more convenient depending on the application.
2.4.2 Molecular Dynamics
The Molecular Dynamics (MD) technique is comparable to a real experiment. In a real
experiment, after preparing a sample and analysing it with a measuring instrument (e.g.
thermometer, barometer, etc.), the thermodynamic properties are measured over certain
time intervals. Similarly, MD starts with the preparation of an initial configuration, and
the initial velocities are assigned according to Maxwell-Boltzmann distribution using a
random number generator. Thereafter, particles move according to their intermolecular
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forces following Newton’s equation of motion:
Fi = miai = mi
d2r
dt2
= −∂U
∂ri
(2.62)
where mi, ai and ri are the mass, acceleration, and the position of particle i, respectively.
In this manner, the new positions and velocities are determined through the forces acting
on the particles. After the equilibrium is established, the thermodynamic properties are
computed as time averages over the equilibration period. The equation of motion is
commonly integrated numerically using the algorithm proposed by Verlet in 1967 [72] or
one of its modifications, such as the leap-frog. In both algorithms, the new position of a
molecule is obtained from its previous position and the acting force. The details to the
Verlet and leap-frog algorithms are given in Appendix B.
Both, MC and MD allow for a computation of equilibrium properties. However only
MD mimics the dynamics of the system and therefore can provide information about
the kinetics and transport properties. The description of the real systems with both
simulation techniques are limited by the computational effort required and the accuracy
of underlaying force field.
2.5 Force field parameterisation
The parameterisation of a force field is a non-trivial and a cumbersome task. Some of
the main requirements on a force field include the accuracy, transferability, and robust-
ness. Unfortunately, there is no generic force field that can reproduce all properties with a
unique parameter set. The variety of available force fields is particularly due to the target
properties that the force field aims to reproduce, the mathematical functions used in the
description of the molecular interactions, and the parameters describing those functions.
Commonly, the target properties include experimental geometries (e.g. crystal packing
or structure factor) and / or thermophysical properties, such as liquid densities and en-
thalpies of vaporisation. The force field parameters are usually adjusted to reproduce the
target properties either by trial-and-error or in a relative least-squares optimisation pro-
cedure. Molecular force fields typically comprise several energetic contributions including
the intramolecular interactions such as bond-stretching, angle-bending, and torsion, and
the intermolecular interactions, such as dispersion and electrostatics. The quality of the
results depends entirely on the accuracy of the force field. The performance of an atomistic
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force field is particularly sensitive to a limited number of parameters, mostly the inter-
molecular interactions and the torsional terms. In this work, our main focus lies on the
dispersion interactions. The dispersion interactions are normally described by the inter-
molecular potentials presented in Section 2.1.2. The LJ potential is now in widespread use
in molecular modelling, due to its simple mathematical form and an improved representa-
tion of real fluids. The LJ potential function forms the basis for a large number of widely
used molecular force fields, such as OPLS [73], TraPPE [74], NERD [75] force fields, and
the TIP [76] and SPC [77] models of water, to mention but a few. The popular coarse-
grained MARTINI force field [78] is also based on the LJ representation. The LJ potential
has been implemented to correlate molecular simulation data with theoretical models as in
LJ equation of state of Johnson et al. [79] and represents a basis for the SAFT-LJ [50, 51]
and the soft-SAFT [52] versions of the SAFT equations of state. However, use of fixed
values of the exponents (12-6) can cause a substantial restriction, preventing the model to
accurately reproduce all of thermophysical properties. Whereas the attractive exponent
originates from the London theory, the repulsive exponent was chosen arbitrarily as a
square of the attractive exponent, mainly for the sake of convenience. Even for a simple
spherical molecule such as argon (Ar), Lennard-Jones himself [20] determined an optimal
repulsive exponent as 1413 . It is therefore not surprising that Potoff and Bernard-Brunel
[80] found that the Lennard-Jones potential fails to predict simultaneously the saturation
densities and the vapour pressures in the united-atom representation of the n-alkanes.
In this manner, the description of complex fluids requires a more versatile potential that
can capture the finer features of the intermolecular interactions. In particular, the Mie
potential, which is a generalised form of the LJ potential, has already been successfully im-
plemented for several systems. For instance, Potoff and Bernard-Brunel [80] succeeded in
developing a united-atom force field for alkanes and perfluoroalkanes which can reproduce
the liquid densities and vapour pressures by using the Mie potentials with varying degrees
of softness / hardness. Nielsen et al. [81] used the Mie (9-6) potential to describe the
densities and surface tensions for alkanes. He et al. [82] tested several Mie potentials to
develop a model of water which captures the liquid density and surface tension. The Klein
group is actually one of the first who largely applied the Mie potential to describe a wide
variety of complex systems [81–88]. In our current work, we make use of the flexibility and
versatility of the Mie potential and implement it in order to develop our coarse-grained
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models.
2.6 Coarse-graining
2.6.1 Computer simulations at different scales
The choice of modelling technique is crucial in order to adequately represent the physical
details that are relevant for the phenomenon of interest and is determined with a level of
description of matter. As illustrated in Figure 2.5, matter can be represented at different
levels of time and length scales, where each subsequent level denotes a loss of physical
details. Passing on information from one level to another is associated with making some
approximations and integrating out the unnecessary degrees of freedom, while at the same
time assuring that the system retains the relevant physics.
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Figure 2.5: Computer simulations at different levels of time and length scale.
At the most detailed atomistic level of time and length scale, matter is considered to be
made up of fundamental particles, such as electrons and protons, and can be described
by the laws of quantum mechanics (QM) by solving the wave equations of Schro¨dinger
for non-relativistic systems and Dirac for relativistic systems. This level of description
2. Force fields, molecular theory and simulation 33
is necessary to represent phenomena that involve the motion and the re-arrangement of
electrons, as for instance in chemical reaction. The energy of the system is determined
solely as a function of nuclear coordinates so that no experimental input is necessary.
However, because the many-body problem increases exponentially with the number of
particles, this approach is feasible only for very small systems. Larger systems can be
treated by applying classical approximations. Hence, at the next level, corresponding to
an atomistic representation, the electronic detail is lost and matter is considered to be
made up of atoms, which obey the laws of classical statistical mechanics. The atoms
interact via pre-defined force fields, usually based on spherically symmetric pair potentials
with Coulombic charged sites. This description is adequate for physical processes where
the specific electronic distribution is not important, as for instance in phase transitions
or transport properties. If the physical process of interest requires the simulation of a
large system over longer times, such as self-assembly of amphiphilic systems or protein
folding, atomistic description becomes too computationally expensive and therefore the
atomistic simulations are not practicable. These type of process can be treated at the less
detailed mesoscale level, the level corresponding to coarse-grained (CG) simulations, where
matter is considered to be made up of blobs or sites that contain several atoms or small
molecules. The CG approach is a central part of our current work and will be described in
greater detail in following sections. Finally, at the continuum level, matter is represented
as a continuum, and the macroscopic laws, as for example continuity equations, apply.
The electronic, atomistic and mesoscale level of detail is now lost. Application of the
macroscopic laws requires a lot of experimental input in order to obtain phenomenological
coefficients such as diffusion coefficients or chemical reaction rates. The experiments are
performed to study one particular problem. This means that the correlation coefficients
cannot be directly used to calculate other properties, as it is usually the case of modelling
at a higher level of resolution, where the various thermodynamic and structural properties
can be assessed in the same simulation run.
We will now focus on the coarse-graining modelling techniques, first by highlighting the
advantages compared to the atomistic simulations, which remain the most widely used to
date. Modelling of large biological systems and slow biophysical processes, which extend
to µs or ms time scales, can be treated by the CG technique. The main advantage of
coarse-graining lies in the immense speed up of the simulation by two to three orders
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of magnitude, depending on the chosen level of description. The speed up is due to
the incorporation of several atoms into larger beads, reducing the number of interaction
sites, which leads to a reduced dimensionality of the system. Additionally, by integrating
out fast degrees of freedom, the energy landscape becomes smoother. This allows for
implementation of a larger time step, thereby enabling a more effective sampling of phase
space and an access to longer times.
Obviously, coarse graining comes at the cost of loosing electronic and atomistic details.
Therefore it is crucial to identify the unimportant details and to preserve feature that are
essential for the description of the phenomenon on interest. In particular, CG mapping
is critical for the accuracy, transferability, robustness, and computational efficiency of the
CG model. CG mapping refers to transformation of an atomically detailed structure into a
CG representation. Generally, grouping atoms into CG sites is contingent on the chemical
structure, so that a CG bead ideally incorporates one or several identical functional groups.
In practice, mapping is guided by chemical intuition. An appropriate level of description
is crucial for the right balance between the accuracy and the computational efficiency of
the model. For instance, Hadley and McCabe [89] have studied different levels of coarse-
graining of water molecules by using the K-means algorithm. The authors claim that
4-to-1 mapping is the most reasonable compromise, which is consistent with the common
practice to include 3 to 4 heavy atoms into one CG site [78, 85].
The idea of using the effective potentials in order to simplify the representation of matter
is not new and originates from the pioneering works by Clausius, Maxwell, and Boltz-
mann in the field of molecular theories. An early example of coarse-gaining is the seminal
work of Levitt and Warshel in 1975 [90], where the authors studied the folding of small
proteins by obtaining atomistic potentials from the QM trajectories using MD simula-
tions. Notwithstanding, the parameterisation of interaction potentials and the passing of
information from one level of the description of matter to another is not trivial and still
remains a challenge. A brief overview on available techniques of coarse-graining and the
parameterisation of the pair potential functions by using information at different levels of
representation is provided in the next section. A more complete description of the recent
coarse-graining techniques and their applications in soft matter are given in some excellent
reviews [7, 68, 91–93].
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2.6.2 Philosophy of coarse-graining
A formal insight into the determination of the effective interactions characterising the CG
potentials is given through the statistical mechanical framework. A CG potential can be
considered as a many-body potential of mean force (PMF) which is given by
UCG(R) = −kBT lnZ(R), (2.63)
where the configurational integral is
Z(R) = C
∫
exp(−βUAA(r))δ[M(r)−R]dr, (2.64)
with C being an arbitrary constant and M is the “coordinate mapping”, illustrated in
Figure 2.6. The “coordinate mapping” determines the configuration of the CG model (R)
as a linear combination of coordinates of the underlying atomistic model (r) along with
constants corresponding to the centre of mass ci:
Ri = Mi(r) =
∑
i
ciri. (2.65)
The configurational probabilities in the CG ensemble should be equal to those one would
observe in the atomistic ensemble:
PCG(R) = pAA(R). (2.66)
The probability of the coarse-grained configuration in the atomistic ensemble is the sum
over the probabilities of all atomistic configurations that map into the mapping function
(Eq. 2.65)
pAA(R) =
∫
pAA(R)δ[M(r)−R]dr. (2.67)
The Dirac delta function selects the configurations in the atomistic space r and maps it
into the CG configuration R. The AA and CG probabilities are obtained from:
pCG(R) =
exp(−βUCG(R))
ZCG
(2.68)
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and
pAA(r) =
exp(−βUAA(r))
ZAA
. (2.69)
Hence, the CG and the AA probability configurations are equal when
exp(−βUCG(R))
ZCG
=
∫ exp(−βUAA(r))
ZAA
δ[M(r)−R]dr. (2.70)
!" #"
$"
Figure 2.6: Mapping of the all-atom configuration space (on the left) into the coarse-grained
configuration space (on the right).
In this manner, the PMF is specified in terms of the underlying all-atom (AA) model and
the chosen CG mapping:
UCG(R) = −kBT ln
[
C
∫
exp(−βUAA(r))δ[M(r)−R]dr
]
. (2.71)
It can be seen from Eq. 2.71 that the potential of mean force is a function of the thermo-
dynamic state as it depends on the temperature through the Boltzmann factor and the
volume (and accordingly density) through the limits of integration. This leads to problems
in the transferability of the potential, which imply that the CG force field derived at one
state point does not necessarily perform well in a different state point and might need to
be re-developed. Another common problem in coarse-graining is known as representabil-
ity, which implies that one coarse-grained potential cannot accurately reproduce all of the
properties of the system.
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There is a fundamental difference if the CG potential is parameterised to reproduce struc-
tural or thermodynamic properties. By combining Eqs. 2.24 and 2.9, the three-body
Hamiltonian can be expressed as a function of the pair and triplet potentials
H = K +
∑
i<j
u(2)(ri, rj) +
∑
i<j<k
u(3)(ri, rj, rk) (2.72)
By choosing the thermodynamic route, the internal energy can be expressed as
U(N,V, T ) = 12ρ
2
∫
dr1
∫
dr2g12u12 +
1
6ρ
3
∫
dr1
∫
dr2
∫
dr3g123u123 (2.73)
or in terms of the effective potential [94–96] as
U(N,V, T ) = 12ρ
2
∫
dr1
∫
dr2g12ueffu (r12, ρ), (2.74)
where the effective potential is defined as
ueffu (rij, ρ) = u12(rij) + δuu(rij, ρ) (2.75)
δuu(rij, ρ) =
1
3ρ
∫
dr3g13g23G123u123 (2.76)
g123 = g12g13g23G123. (2.77)
Here, G123 represents the correction to the Kirkwood superposition approximation [97] for
the triplet radial distribution function g123.
If the so-called structural route is chosen to parameterise the CG effective potential, the
effective pair potential can be expressed as [95, 98, 99]
ueffg (r12, ρ) = u12(r12) + δug(r12, ρ), (2.78)
where
δug(r12, ρ) = ρ
∫
dr3(1− exp(−βu123))g13g23 (2.79)
The potential ueffg (r12, ρ), which is able to reproduce the given radial distribution function,
is unique according to the Henderson uniqueness theorem [100]. Eq. 2.79 differs from Eq.
2.76 by factor 3,
δuu(r12, ρ)
δug(r12, ρ)
≈ 13 , (2.80)
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implying that there is no unique way to represent averages over many-body interactions
by an effective potential, i.e., the effective potential derived by the structural route is not
equal to the potential derived by the thermodynamic route. In other words, an effective
potential cannot be used to reproduce the thermodynamic and structural properties si-
multaneously. Hence, the functional form of the CG potential will differ depending on
the target properties and the way the potential has beed derived. Some of the commonly
used techniques to derive the CG potential are described in the next section. This effect
becomes particularly noticeable for the systems with pronounced many-body interactions,
such as dense systems and systems with strong polar and directional interactions.
2.6.3 Bottom-up methods
A bottom up CG approach is conducted on the basis of a more detailed model, usually
an ab initio quantum-mechanical description or all-atom classical model. An obvious
advantage of the approach is that the information of the atomistic model itself is required,
but, the accuracy of the atomistic model is essential in order to be able to develop a
reliable CG force field.
Structure based methods
The target of a structure-based approach is to reproduce the correlation function of the
underlying detailed atomistic model. This approach relies on the Henderson uniqueness
theorem [100], which states that only one pair potential can exactly reproduce a given
RDF. In practice, a number of potentials can reproduce the target RDF within acceptable
deviation. One can increase the correspondence between the derived coarse-grained model
and the target atomistic model by including some of the thermodynamic macroscopic prop-
erties in the parameter estimation procedure, such as pressure [101] or activity coefficients
[102]. Due to the problem of representability, the incorporation of the thermodynamic
properties in the objective function for the structure-derived potential is neither expected
to improve the representation of the distribution function, nor to accurately capture ther-
modynamic properties. The pair potential derived in this way would be a compromise of
the simultaneous representations of the structural and thermodynamic properties.
For systems approaching zero-density limit, the intermolecular interactions are mostly
influenced by the pair interactions and the many-body effects are far less pronounced than
for the dense systems. Therefore, in dilute systems, the CG potential can be obtained from
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a direct inversion of the corresponding atomistic correlation function or Direct Boltzmann
Inversion (DBI)
uCG(r) = −kBT ln gAA(r). (2.81)
Here, the target gAA is computed for the centre of mass of a corresponding CG bead;
uCG(r) is the CG potential of mean force, which at a low density limit can exactly repro-
duce the structure of the underlying atomistic model. A clear advantage of this procedure
is that it is non-iterative. It has been successfully used for derivation of the non-bonded in-
termolecular potentials in dilute polymer solutions [103] and peptides [104], but mostly to
obtain the intramolecular (bonded) potentials [105]. Due to the stiffness of bonded degrees
of freedom, the bonded potential can be assumed independent and can therefore be decou-
pled from the non-bonded potential, thereby leading to a commonly accepted assumption
that the total potential is a sum over the bonded and non-bonded interactions. Further-
more, it can be assumed that the contributions of the intramolecular potentials such as
bonds, angles and dihedral bonded interactions are independent, so that the bonded po-
tential itself can be decomposed into separate contributions. However, the independence
of these degrees of freedom though often appropriate is an approximation and the validity
of the assumption depends strongly on the system and the chosen CG scheme. When
the degrees of freedom are not independent, the potentials can be refined in the iterative
manner until the CG potential converges and reproduces the distribution functions of the
target AA model.
If one is interested in the non-bonded potentials of a high-density system, the properties
are largely influenced by the many-body interactions so that the potentials obtained from
direct Boltzmann inversion can not reproduce the target atomistic correlation function.
In order to capture the target correlation function accurately, an iterative procedure can
be used, which was proposed by Mu¨ller-Plathe and co-workers [106] and is now known as
Iterative Boltzmann Inversion (IBI). In this technique, the following steps are undertaken:
one starts with an initial guess for the CG potential; usually, this is the potential obtained
from DBI, cf. Eq. 2.81; a new simulation is performed based on the computed uiCG and
the corresponding RDF is measured; the potential is then updated based on the ratio of
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the new measured gCG(r) and the target gAA(r) according to
ui+1CG(r) = u
i
CG(r)− kBT ln
gAA(r)
gCG(r)
; (2.82)
this step is repeated until the full convergence of uCG. Faster convergence can be achieved
by using the initial guess of improved quality. In this case, the potential can be obtained
by solving the inverted Ornstein-Zernike integral equation with the Percus-Yevick closure
(OZPY−1) [107]. Ornstein-Zernike (OZ) integral equation, which is given as
h(r12) = c(r12) + ρ
∫
c(r13)h(r23)dr3, (2.83)
relates the pair correlation function h = g − 1 to the direct correlation function c as a
convolution integral. The Percus-Yevick (PY) closure, which is given as
c(r12) = (1− exp(βu2(r12)) g(r12), (2.84)
is then used to relate c and g to the pair potential u2. By eliminating c(r12), the pair
potential u2 can be derived in terms of the target gAA(r) using an iterative numerical
scheme. Although the Ornstein-Zernike equation is exact, the Percus-Yevick closure (and
other such closures) contains some approximations so that the computed u2 does not
generate the exact gAA(r) and therefore the effective potential ueffCG .
The IBI has been applied to a wide variety of complex fluids including polymers [108],
proteins [109], peptides [110], and carbohydrates [111]. Rather than being represented
as an analytical function, the effective potential ueffCG is commonly based on flexible basis
functions, e.g splines, in order to more accurately reproduce the PMF. The potential func-
tion can be described with an interpolating spline or be merely tabulated. The popularity
of the method arises from capability of treating the effective pair potential ueffCG at each
distance r independently as one only considers the correspondence between the potential
and RDF at a given distance. In some cases, however, this approach can lead to the con-
vergence difficulties due to complex couplings between the interactions or to the relative
insensitivities of RDF to the change in the CG pair potential.
Similarly, in inverse Monte Carlo (IMC), pioneered by Lyubartsev and Laaksonen [112],
an iterative procedure is applied to reproduce the atomistic RDF. In contrast to a local IBI
method, the IMC is non-local, i.e. by updating the pair potential at the given distance,
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one considers the RDF at all distances. In this manner, the number of the iterative steps
can be reduced, however each step is more computationally demanding compared to a
simple IBI. The IMC approach has been applied to various complex systems including
amino acid solutions [113], lipid layer membranes [114], and even DNA [115].
Relative entropy
The IBI and IMC schemes are structure-based approaches and can be considered as par-
ticular cases of a more general framework proposed by Shell and co-workers [116, 117],
referred to as the relative entropy approach. In this approach, the relative entropy, which
can be considered as amount of information lost in the coarse-graining procedure, is ob-
tained by minimising the discrepancy between the atomistic and coarse-grained distribu-
tion functions.
Srel =
∫
pAA(r) ln
pAA(r)
pCG(M(r))
dr + Smap, (2.85)
where pAA and pCG are probability distributions in AA and CG ensembles. The term
Smap is a measure of the degeneracy of mapping and is given as a logarithm of the average
number of AA configurations that can be mapped into a singe CG configuration. Srel is
always positive or zero. A value of Srel = 0 implies that the CG model perfectly reproduces
the target model. A high value of Srel indicates a poor correspondence between the CG
and AA models. If Srel is at a minimum, the CG model optimally (albeit not exactly)
represents the underlying atomistic model.
In the canonical ensemble, the coarse-grained and the atomistic probability distributions
are given by Eqs. 2.68 and 2.69. The relative entropy is a functional of UCG(R) and can
be expressed in terms of configurational integral as
Srel = β
∫
pAA(r)[UCG(M(r))−UAA(r)]dr+ln
∫
e−βUCG(R)dR− ln
∫
e−βUAA(r)dr+Smap.
(2.86)
The optimal UCG is the one that functionally minimises the relative entropy
0 = δSrel[UCG(R)]
δUCG(R)
= β
∫
pAA((r))δ[(M(r)−R′)]dr − pCG((R′)) (2.87)
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so that
pAA(R′) = pCG(R′), (2.88)
where R′ is a set of coarse-grained coordinates used to find the variation of the relative
entropy with respect to UCG(R). Eq. 2.88 implies that the configurational probability
distributions in the AA ensemble are the same as the configurational probability distribu-
tions in the CG ensemble when UCG is not constrained to any particular form, e.g. not
pairwise additive. Therefore, the unconstrained optimal UCG can rigorously reproduce the
free energy landscape in the AA ensemble and is given by Eq. 2.71. In case UCG is con-
strained to be of a pairwise additive form, Srel will be higher than the optimal minimum
value. However, one still aims to find UCG of a given functional form which can reproduce
the target probabilities pAA(R) as accurately as possible.
Force-matching
The force-matching method was first proposed by Ercolessi and Adams in 1994 [118],
who derived classical atomistic potentials from ab initio forces and trajectories. Based
on a similar idea, Voth and co-workers [119] developed CG potentials by representing the
forces and trajectories of classical atomistic simulations. The target of this method, which
is referred to as Multi Scale Coarse Graining (FM-MSCG), is to match the average force
on CG sites to that of the AA system. CG force field is given in an analytical form, which
depends on the set of M parameters g1, ..., gM . The objective function is minimised with
a least-square procedure
min
L∑
l=1
N∑
i=1
|FAAil − FCGil (g1, ..gM)|2, (2.89)
where FAAil is a reference AA force and FCGil is a force predicted using the analytical CG
form, which acts on the ith atom in the lth atomic configuration; N is the number of
atoms in the atomic configuration, and L is the total number of atomic configurations
used in the regression. The first sum in Eq. 2.89 refers to the entire trajectory of con-
figurations L of the AA ensemble, the second sum is over all CG atoms N . Rather than
solving one complex non-linear problem, Voth and co-workers proposed averaging the so-
lutions of many small overdetermined linear equations. In contrast to the structure based
approaches, which include iterative simulations for the nonlinear optimisation procedure,
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the FM- MSCG method is non-iterative and the linear optimisation problem is solved
directly. The FM-MSCG method exhibits similarities with the relative entropy method:
whereas in the relative entropy approach one minimises the functional of the CG poten-
tial, in the FM-MSCG approach one minimises the squared gradient of the CG potential,
since the force is defined as a gradient of the many-body PMF (FCGil = −∂UCG(R)∂Ril ). If
UCG(R) is unconstrained to a particular functional form, UCG(R) obtained from the rela-
tive entropy method should be the same as UCG(R) obtained from the FM-MSCG method.
However, using an effective pair potential, which cannot directly capture the multi-body
interactions, leads to a different description with both methods.
Noid and co-workers [120–122] have shown that the FM-MSCG method provides an op-
timal approximation of the many-body PMF. The functional in Eq. 2.89 determines
a unique minimum, so that the exact many-body PMF can be reconstructed with the
variational principle within an arbitrary additive constant. Furthermore, by approximat-
ing the many-body CG force field by the pair potential, Mullinax and Noid [123] have
demonstrated that the relations used to implement the FM-MSCG method are formally
equivalent to the well-defined Yvon-Born-Green (YBG) equation for the liquid state [124],
which can be expressed as
−∂g(R1,R2)
∂R1
− βg(R1,R2)F (R1,R2) = βρ
∫
F (R1,R3)g3(R1,R2,R3)dR3 (2.90)
The YBG equation is exact and it relates the two- and three-body correlation functions to
the pair force field. Therefore, the FM-MSCG method explicitly incorporates the informa-
tion about the the two- and the three-body correlations, by contrast to the conventional
methods that are based just on two-body correlations. The first term in Eq. 2.90 de-
scribes the gradient of the pair distribution function. Since the PMF is related to the pair
distribution function by Eq. 2.81 and the force is defined as a gradient of the PMF (see
above), the YBG equation provides an optimal approximation to the exact many-body
CG PMF. In this manner, The FM-MSCG force matching can be directly undertaken with
the structural correlation functions without an explicit knowledge of atomistic forces. The
FM-MSCG technique has now been successfully applied for a wide range of systems, in-
cluding lipid bilayers [125], carbohydrates [126, 127], ionic liquids [128], and peptides [129].
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2.6.4 Top-down methods
In contrast to the bottom-up approaches, where the CG potentials are derived from a
model at a higher level of resolution, with top-down approaches the intermolecular pa-
rameters are obtained from macroscopic experimental data. Thermodynamic properties
are commonly used to parameterise the CG potentials, one exception being the native
structure-based models, applied to the study of the proteins.
Native structure-based models
The native structure-based models are used to estimate the intermolecular potential pa-
rameters from the experimental three dimensional folded protein structures, which are
available from protein data bank (PDB). This approach distinguishes between network
models, native-centric models (Go˜-models), and knowledge-based models. The network
and native-centric models are parameterised to reproduce the structure of a particular
protein. The derived potential can be used to study other properties of the given pro-
tein, such as building of protein complex formations, conformational transitions, protein
docking, and folding. By contrast, in the case of knowledge-based models, the structures
of multiple non-homologous proteins are used simultaneously to derive a transferable pa-
rameter set which allows one to predict the structure of unknown proteins. The iterative
Boltzmann inversion method is commonly applied to reproduce the many-body PMF. This
type of optimisation strategy was pioneered by Maiorov and Crippen et al. [130], where
linear programming methods were used to derive potentials that allow one to reproduce
the known PDB structure for each protein from the training set.
Toy models
A wide variety of simple toy models have been employed in the physical and biological
sciences to simplify the nature of the physical interactions in order to aid the understand-
ing of the behaviour of the system in terms of the basic features of the interactions. A
good example is work in the area of CG models for amphiphilic systems by Smit et al.
[131]. Instead of trying to quantitatively reproduce the structural properties of given sys-
tems, the authors aimed to describe physical phenomena qualitatively by using a very
simple model. Their aqueous surfactant system consisted of three types of chemical moi-
ety: the head (h) and tail (t) of the surfactant, and the water particles (w). All particles
are assumed to interact via a truncated and shifted LJ potential and have the same dis-
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tance parameter σ and energy parameter , the only difference being the cutoff radius
Rcij . Interactions between w − w, w − h, and t − t are truncated at Rcij = 2.5σ, whereas
the cutoff radius between w − t, h − h and t − h is Rcij=21/6σ, essentially corresponding
to soft repulsive interactions. Using this very simple model, it was possible to observe
not only self-assembly into micelles with a characteristic size distribution, but also the
dynamical processes of a single amphiphile entering a micelle, an amphiphile leaving mi-
celle, the fusion of two micelles and the slow break-up of the micelle. Self-assembly into
the aggregates, which is promoted by the anisotropy in the molecular potential, could
also be observed by a primitive model represented by a flexible trimer chain interacting
via simple square-well and hard-sphere potentials [132]. These so-called “toy” models,
while relatively simple compared to real aqueous amphiphiles, provide a physical repre-
sentation of the free energy of the system as an explicit account is taken of the entropic
(free volume, packing, connectivity) and the energetic (dispersion, non-covalent bonding)
contributions. Complex mesophase behaviour of amphiphilic molecules can be described
with toy models of this type. For instance, Crane et al. [133] have examined the global
phase behaviour of polyphilic tapered dendrons by using a simple planar arranged CG
model. Three micro-segregated thermotropic liquid crystalline phases such as a hexago-
nal columnar, a supramolecular sphere body-centred cubic and a supramolecular sphere
fluid mesogenic phases were detected. The rich liquid crystalline-phase behaviour could
be studied by using simple hard-rod models, initiated by the pioneering work by Onsager
[134]. The stability of liquid-crystalline phases was investigated by incorporating addi-
tional interactions, including the anisotropic dispersion [135], chirality [136], and various
positions of the dipole moment [137–139].
Martini force field
The most commonly used CG model in the study of biological systems is now probably the
Martini CG model [78, 140]. The intramolecular interactions are obtained from the struc-
tural data of the atomistic system by using the standard IBI method. The intermolecular
interactions are however parameterised within the top-down approach, aiming to repro-
duce the difference in free energy between the polar and apolar phases. The Martini force
field has gained a wide popularity due to its simplicity, high computational efficiency, and
transferability which allows for a broad range of possible applications. Computational ef-
ficiency is attributed to the relatively high level of coarse-graining : 4-to-1, which implies
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four heavy atoms per bead in the chain molecules to represent the solute, and four water
molecules per bead to represent the solvent. The simplicity of the model is ascribed to the
simple functional form of the intermolecular potential and the relatively small number of
parameters. The CG sites are characterised as four main types, depending on the increas-
ing degree of polarity: non-polar (N), apolar (C), polar (P) and charged (Q). Within the
main types, one can also distinguish several subtypes depending on the hydrogen-bond
capabilities (d for donor, a for acceptor, da for both, and 0 for none) or the degree of po-
larity (from 1 for a low polarity to 5 for a high polarity). The intermolecular interactions
are described with the conventional Lennard-Jones (12-6) potential; the size parameter
for most particle types is given a universal value of σ = 0.47 nm, apart from ring-like
molecules, where σ = 0.43 nm. The range of energy parameters  lie between  = 5.6
kJ/mol for strong polar interactions and  = 2.0 kJ/mol for weak interactions between
polar and apolar components, thereby mimicking the hydrophobic effect. The properties
used in the parameterisation procedure include the free energy of hydration, free energy of
vaporisation, and partitioning free energy between water and organic phases of different
polarities (from hexadecane, through chloroform to octanol) for 18 different types of CG
particle. The hydration and vaporisation energies can be reproduced only qualitatively
as they are largely overestimated by the model. Matching the partitioning free energy is
however crucial for an accurate description of the unlike interactions between CG parti-
cles. The Martini force field is reported to reproduce the partitioning free energy ∆Goil/aq,
which is obtained from the equilibrium densities of CG particles in both organic ρoil and
aqueous ρaq liquid phases as
∆Goil/aq ≈ kBT ln
(
ρoil
ρaq
)
, (2.91)
within 2 kBT compared to experimental data.
As mentioned earlier, the Martini force field is developed by assigning the main emphasis
to simplicity and transferability. The ideology is similar to that of the toy models, as the
aim is for a broader range of applications rather than focusing on an accurate reproduction
of structural details at a particular state point for a specific system; as a consequence there
is no need to re-parametrise the model each time. Despite this minimalistic approach, one
can use the Martini force field to “semi-quantitatively” reproduce a number of structural
(e.g. the surface area per lipid group [141], the angle subtended by membrane spanning
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helices [142]), dynamical (e.g. the water transmembrane permeation rate [141]), and
thermodynamic properties for a wide range of systems, including lipids [141, 143–145],
surfactants [146–149], carbohydrates [150], proteins [105, 142, 151–153], various polymers
[154–156], DNA [157], fullerene [158], and more.
The model however is known to exhibit some limitations. Because the force field is ex-
plicitly parameterised for the liquid phase, the properties of the vapour and solid phases
are not expected to be accurate: the water in the vapour state is found to exhibit some
unphysical clustering due to the chosen level of coarse-graining, and the crystal packing
does not correspond to the correct morphology. The range of the aqueous liquid phase
is rather narrow since the melting point of water is overestimated and the boiling point
is underestimated [78, 159]. To overcome this premature freezing, antifreeze particles can
be added to the model solutions. As a consequences of these deficiencies the temperature
range of the Martini force field is limited to the range between 270 and 330 K.
Models of Klein and co-workers
Another popular top-down approach has been championed by the group of Klein and
successfully applied to develop models for a wide range of systems, including ionic liquids
[87], amino acids [88], phospholipids [83, 84], and surfactants [85, 86].
The CG segment intermolecular interactions are described with the versatile Mie potential.
The most common choice of exponents include the Mie (9-6), (12-4), and LJ (12-6) poten-
tials. The energy and the size parameters of the various chemical groups are determined
by considering liquid densities and surface tensions at ambient temperature. The unlike
interaction parameters are usually refined by considering the solvation free energy. Here
we will only mention the surfactant model which was used to study the micellisation prop-
erties of polyoxyethylene glycol surfactants with one and two hydrophobic tails [85, 86].
The CG surfactants were found to spontaneously organise into micelles, and hexagonal
and lamellar lyotropic liquid crystalline structures at the corresponding concentration and
thermodynamic conditions for those phases [86]. The dependence of the surface pressure
on the surface area for surfactant monolayer at the air-water interface was reproduced in
agreement with experiment [86]. The dynamics of budding and fission of micelles from
surfactant monolayers and the repartitioning of surfactants at the oil-water interface were
observed [160]. The applicability of the model was also extended by introducing a tem-
perature dependence to study temperature effects on the micellisation behaviour such as
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critical micelle concentrations (CMC) and aggregate sizes [161]. Surfactants of different
chain lengths were studied and a good agreement with experimental data was achieved
for the short hydrocarbon chains, while the description for the longer chains was not very
satisfactory [161].
Other promising models
A wide variety of different CG models has been parameterised using the top-down ap-
proach by matching various structural and thermodynamic macroscopic properties. To
mention but a few examples, Orsi et al. [162] developed the ELBA CG model, where
lipids are parameterised to match volume and area per lipid, average segment tail or-
der parameter, spontaneous curvature, and the dipole moment. In the case of aqueous
non-ionic surfactants solutions, Vishnyakov et al. [163] obtained a CG model for the
Dissipative Particle Dynamics simulations by adjusting the parameters to reproduce the
infinite dilution activity coefficients.
Notwithstanding, the inconvenience of developing semi-empirical CG models of this type
stems from the heuristic and time-consuming parameter refinement, conducted iteratively
by adjusting the parameters based on the quality of the output of simulations to the
target macroscopic properties [82]. As well as requiring a significant computational effort,
the procedure still does not guarantee that the parameter set corresponds to an optimal
solution. On the other hand, the use of an analytical molecular-level framework such as
a high quality equation of state allows for an effective description of a large number of
macroscopic thermodynamic states and exploring a wide parameter space.
CG models from EoS
A molecular model can be parameterised by using an equation of state if the EoS is ex-
pressed explicitly in terms of well-defined intermolecular potential and Hamiltonian. The
idea to develop an intermolecular potential model using a closed-form analytical equation
of state was pioneered by Mu¨ller and Gubbins in 1995 [164]. They used the statistical
associating fluid theory [44], a reliable molecular-based equation of state for associating
fluids, as a basis to develop a model of water based on the Stockmayer reference fluid
(LJ fluid with dipolar contribution). The residual Helmholtz free energy of the fluid was
decomposed into separate contributions due to the reference Lennard-Jones interactions,
dipolar contribution, and the contribution due to hydrogen bonding, which was mod-
elled in terms of the association sites according to Wertheim’s first-order thermodynamic
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perturbation theory (TPT1) [39–42]. The dipolar contribution was described by Pade´ ap-
proxant [165, 166] in order to overcome slow convergence for the large values of the dipole
moment that characterises the water molecule :
ADD
NkT
= A
DD
2 /NkT
1−ADD3 /ADD2
. (2.92)
The second- (ADD2 ) and the third-order (ADD3 ) terms which include the integrals over the
two- and three-body correlation functions, respectively, were obtained from molecular sim-
ulations. The model was parameterised to reproduce vapour-liquid equilibrium properties.
The comparison of the results by the EoS and MC simulation revealed a good agreement
for the vapour pressure, energy of vapourisation, liquid density and degree of association
in the saturated liquid.
Vrabec and co-workers [167–170] have employed a similar procedure for small dipolar and
quadrupolar molecules, by correlating the description of a molecular-based equation of
state to a large set of simulated volumetric and phase equilibrium data. In this case the
reference fluid is represented as a two-center dimer formed from two fused LJ segments with
an embedded central point dipole (2CLJD) or quadrupole (2CLJQ). Both LJ segments are
located at a distance L from each other (corresponding to the molecular bond length) and
the point diplol µ or quadrupole Q site is positioned in the geometric center and aligned
along the molecular axis. Hence, the pair potential is divided into contributions due to
the LJ dispersion forces and the dipolar/quadrupolar forces
u(rij, ωi, ωj) = u2CLJ(rij, ωi, ωj) + uDD(rij, ωi, ωj), (2.93)
where rij is the vector from one molecular centre to the other, and ωi denotes the orien-
tation, which in this case includes azimuthal φi and polar θi angles.
The two-sites LJ term can be expressed as
u2CLJ(rij, ωi, ωj) =
2∑
α=1
2∑
β=1
4
( σ
rαβ
)12
−
(
σ
rαβ
)6 , (2.94)
where rαβ is the distance between two LJ sites of different molecules i and j.
The dipolar uDD and / or quadrupolar uQQ contributions are obtained from the corre-
sponding multipolar relations as
uDD(rij, ωi, ωj) = −µiµj|rij|3 × (2 cos θi cosj − sin θi sin θj cos(φj − φi)) (2.95)
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and
uQQ(rij, ωi, ωj) =
3
4
QiQj
|rij|5 ψ(ωi, ωj) (2.96)
where ψ is a function of angles [171].
The Helmholtz free energy can be expressed within the framework of perturbation theory:
Ares
NkT
= A
2CLJ
NkT
+ A
DD/QQ
NkT
, (2.97)
where ADD/QQ is described by Pade´ approxant (Eq. 2.92), and the integrals in terms
ADD2 and ADD3 are correlations obtained from molecular simulations for the spherical
Stockmayer fluid et al. [169].
The parameters of the fused 2CLJ model are “translated ” from the tangent-sphere model
using the empirical correlation determined by Gross [172], which relates the number of
tangential segments m to molecular elongation L∗ = L/σ, with L being the bond length.
The model is therefore based on four adjustable parameters: , σ, L∗, and dipole or
quadrupole moment µ or QQ. The method has been successfully applied to reproduce the
vapour-liquid equilibrium properties of a large number of real pure components, binary
and ternary mixtures [170]. The limitations of the model are that only small non-polar,
dipolar and quadrupole molecules can be described, where the dipole moment can stretch
only over two segments.
The group of Elliot [173–176] employed the top-down framework by combining discontinu-
ous molecular dynamics (DMD) with the high-temperature perturbation theory of Barker
and Henderson [177, 178]. In their original work the molecular model was described in
terms of multistep square-well potential function (typically based on four square-well po-
tentials with same size parameter and different well-depths and ranges). The method
is referred to as Step Potentials for Equilibria And Discontinuous Molecular Dynamics
(SPEADMD). The multistep potential is meant to mimic a more realistic continuous
Lennard-Jones potential and is an improved representation of realistic interactions com-
pared to a single square-well potential. The computational performance of the discontin-
uous potential is up to 2 orders of magnitude more efficient compared to the continuous
potential. The Helmholtz free energy is formulated as contributions from the reference
(repulsive) fluid and the first-order (attractive) and the second-order (fluctuation) pertur-
bations terms. The perturbation contributions are computed from the DMD simulations
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of the reference fluid and are consequently incorporated back in the TPT. The accuracy
of the method is limited, as the density of the fluid is found to deviate approximately 5
% from the experimental values. Since the method involves only simulation of the refer-
ence fluid, the properties of the full potential are not accurately reproduced due to the
approximations in the theory. Finally, the implementation of the discontinuous potential
in Molecular Dynamics simulation is not trivial and requires the development of specific
algorithms to solve the equations of motion for this type of potential.
Recently, the group of Gross [179] has employed the PC SAFT EoS [49] to obtain the
force field parameters of n−alkanes (from n-ethane to n-decane) based on LJ segments.
However, in the PC SAFT description of the dispersion term, the coefficients of the free
energy expansion rather than the intermolecular potential parameters are adjusted to the
VLE properties of alkanes. In this manner, the link to the intermolecular potential is not
well-defined. Hence, the PC SAFT parameters have to be “translated” empirically into the
molecular force field parameters, so that the parameterisation can be performed only in
an iterative manner involving a series of simulations. The TraPPE parameters were taken
as an initial guess, and based on these parameters, molecular simulation was performed
to compute the target properties: liquid densities, vapour pressures and enthalpies of
vaporisation. The objective function was then minimised in terms of discrepancy between
the molecular simulation and experimental data. If the resulting parameters of the model
produced the discrepancy higher than the tolerance, they were “translated” into the PC
SAFT parameter set in order to get closer to the molecular simulation results with the
EoS. The objective function was then minimised in terms of discrepancy between the target
properties calculated by the PC-SAFT EoS and the experimental data in order to obtain
the new best guess. The iteration procedure was found to converge within approximately
three simulation runs, at least in the case of the n−alkanes considered.
By contrast, the SAFT-γ Mie formalism describes the Helmholtz free energy of the system
explicitly in terms of the intermolecular interaction potential, thereby retaining the direct
link between underlying coarse-grained force field and the macroscopic properties of the
system [24].
Chapter 3
Chain molecules
3.1 Chapter overview
The CG molecular models of chain molecules of various chemical nature are presented
within the framework of the SAFT-γ EoS. Homonuclear tangential models for homolo-
gous series of alkanes, perfluoroalkanes, and ethers are developed. Heteronuclear models
are proposed for semifluorinated alkanes and non-ionic surfactants by implementing the
functional groups obtained from the homonuclear models. The transferability of the CG
models is verified by testing molecules of a different architecture and in different envi-
ronments, such as highly non-ideal mixtures or pure components comprising mutually
repellent groups. The subsequently performed molecular simulations are based on the
derived set of intermolecular potentials and intramolecular bond and angle potentials de-
rived from the structure-based bottom-up approach. The MD simulation reproduce the
experimental saturation densities, vapour pressures, and the surface tensions with a high
accuracy.
3.2 Introduction
A large number of molecular force fields for common fluids has been proposed in the
last years. Of particular mention are the homologous series of alkanes since they consist
of a well-defined, well-documented and simple (but not trivial) study case. CHARMM
(Chemistry at HARvard Molecular Mechanics) [180] is one of the first force fields to deal
explicitly with simple molecules including alkanes. It was developed by Karplus and co-
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workers in early eighties and several versions have been proposed since then, including the
fluctuating charge description, all-atoms and united atoms versions. Another well-known
example is the OPLS (Optimised Potentials for Liquid Simulation) force field, developed
by the group of Jorgensen in the mid eighties [73] and it includes all-atom and united-
atom versions. Probably the most common force fields for the description of n−alkanes by
the united-atom representation are the SKS (Siepmann, Karaborni, Smit) [181], TraPPE
(Transferable Potentials for Phase Equilibria) [74], and NERD (Nath, Escobedo, de Pablo,
Revised) [75] force fields, parameterised to reproduce the vapour-liquid equilibrium prop-
erties. All of the named force fields have their strength and weaknesses, which is a subject
of a number of studies [182–184]. Whereas the most of the models can accurately repro-
duce the liquid densities, they fail to describe the vapour pressures. One of the common
features of the named force fields is the description of the dispersion forces, based on the
Lennard-Jones intermolecular potential. The Lennard-Jones potential has however been
shown unable to simultaneously capture the liquid densities and the vapour pressures for
the homologous series of n−alkanes [80]. A number of studies used alternative potentials,
such as Buckingham exponential [183] and the Mie potentials [80, 81, 185] to describe the
chain molecules. The Mie potential, which incorporates an additional flexibility for the
softness and hardness, has been demonstrated to significantly improve the representation
of the VLE equilibrium and the second-derivative properties for a variety of systems [24].
Not only simple non-polar molecules such as n−alkanes can be reproduced by the flexi-
ble Mie potential, but also highly polar refrigerant gases, ring molecules, etc [66, 67]. In
this chapter, we use the SAFT-γ Mie EoS to develop the homonuclear and heteronuclear
CG models for the chain molecules of different chemical nature. The SAFT-γ Mie for-
malism has already been applied by Avendan˜o et al. [67] to derive the CG models for
long n−alkanes such as n−decane (n−C10H22) and n−eicosane (n−C20H42). n−decane
and n−eicosane were represented by the homonuclear chains of three and six tangentially
bonded spheres, respectively. The work by Avendan˜o et al. was a proof-of-concept study
and a systematic examination of both the quality of the fit to experiments and the scale
of the agreement between the theory and the simulations of the underlying potential are
missing.
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3.3 Methods and models
3.3.1 SAFT-γ Mie force field development
In this chapter, we present CG models for chain molecules of different chemical nature,
including n−alkanes, n−perfluoroalkanes, n−ethers, and the mixed components combing
several functional groups. As well established [2], the first step to coarse grain a model is to
split a molecule into the CG beads. Based on a heuristic approach that one bead contains
approximately three heavy atoms with their accompanying hydrogen atoms [85, 149], a
3-to-1 mapping is applied when possible. The studied moieties and the chosen mapping is
presented in Table 3.2. The underlying atomistic model is shown only as a guide to the
eye, as the parameterisation does not follow the geometry or energetics of any particular
atomistic model. The atomistic definition of each type of group along with the chosen
name is given in Table 3.1.
The second step in the development of a CG model is to derive the force field parameters.
The intermolecular potentials are adjusted to macroscopic properties of the system by
means of the the SAFT-γ Mie EoS. The parameter matrix involves the estimation of both
like interactions and crucially the unlike interactions. The details to the parameterisation
of each type of group are given in the Results section.
Table 3.1: Bead name and atomistic definition.
Name Atomistic definition
CM −CH2 − CH2 − CH2−
FF −CF2 − CF2−
CF −CH2 − CH2 − CF2 − CF2−
EO −CH2 −O− CH2−
OA (two beads) OH− CH2 − CH2 −O− CH2−
3.3.2 Intramolecular potentials
The SAFT theory does not have any built-in specification with respect to the internal
degrees of freedom between adjacent beads in a chain. By construction, chains are bonded
at a distance corresponding to a “contact” value equivalent to σ and the bonding of a bead
in a chain is independent on the position of the other beads in the same chain. The result
of these restrictions of the first-order thermodynamic perturbation theory underlying all
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common SAFT treatments, is that the theory is more accurate for straight elongated chains
[186]. To improve the quality of the match between theory, simulations and experimental
data, we add an internal restriction to the chain molecules to bias towards extended
configurations [187]. Thereby, by incorporating the intramolecular potentials, additional
structural information is added to the description of the Helmholtz free energy. To do this
in a consistent way, we borrow a concept from “bottom-up” CG approaches and match
the bond distributions of the CG models to those suggested by conventional all-atom force
fields.
AA-MD simulations are carried out to obtain the CG intramolecular potentials of n−alkanes
[187]. Simulations of n-hexane, n-nonane and n-dodecane are performed at T = 400 and
600 K using the NERD force field. The CG intramolecular potentials are constructed
from the corresponding distribution functions of atomistic trajectories. The intramolec-
ular interactions are described by harmonic potentials that include bond stretching and
bond-angle bending:
Uintra =
Bond∑
kb(r − r0)2 +
Angle∑
ka(θ − θ0)2, (3.1)
where kb and ka are the bond and the bending spring constants, respectively, and r0 and
θ0 are the distance and angle at the potential minimum. The equilibrium distance r0 is
assumed to be equal to the size parameter σ of the given component or the arithmetic
mean in the case of cross-bead links. The average values of the spring constants and the
bending angles of the named alkanes are obtained from the fit to a Gaussian distribution
function and are summarised in Table 3.3. The bond stretching constant is relatively
large, hence the bond distance is essentially constant. Although counterintuitive, the same
intramolecular potentials are applied to describe all types of chain molecules studied in
this work, including perfluoroalkanes, semi-fluorinated alkanes, and non-ionic surfactants
as the details of the potential do not seem to be of importance. In principle, any method
to characterise the intramolecular degrees of freedom could be employed in this context.
The choice made here makes no preference of other approaches, much as an ab initio
calculations or the use of other all-atoms force fields. The influence on the final CG
potential is in any case, minor.
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Table 3.3: CG intramolecular parameters obtained from AA simulations.
kb / (kcal×mol−1 ×Å−2) ka / (kcal×mol−1 × rad−2) θ/◦
7.583 2.650 157.6
3.3.3 Simulation details
The vapour-liquid equilibria of SAFT-γ CG models is determined by Molecular Dynamics
simulation in the canonical ensemble, with constant number of particles N , temperature
T and volume V . The system temperature is maintained using a Nose´-Hoover thermostat
[188, 189] with the coupling constant set to 1.0 ps. The simulations are carried out with the
Gromacs package, version 4.5.5 [190]. The global density of the systems is chosen inside
the coexistence region (Figure 3.1). Since SAFT EoS accounts for a “full” potential, i.e.
infinite cutoff, the cutoff radius in MD simulation is set to 3.0 nm, which is approximately
7× σ¯ and therefore is long enough to mimic the theory. A detailed description of the effect
of the cutoff radius on the thermodynamic properties is given in Section 4.4.1. A simple
truncation of non-bonded interactions is used without any tail-corrections.
The system containing 3000 molecules of various chain length are arranged in an or-
thorhombic box of a constant volume, where Lx = Ly < Lz, with z-dimension being
approximately three times larger than the x and y. The standard periodic boundary con-
ditions [18] are applied. After the equilibrium has been established, the configurations are
sampled for further 20 ns. Two phases are formed between two planar interfaces and the
saturation liquid and vapour densities are obtained as the corresponding averages from
the density profiles. The vapour pressure and the interfacial tensions are calculated from
the components of the pressure tensor. Whereas the vapour pressure corresponds to the
normal component of the pressure tensor P V = Pzz, and the surface tension is obtained
from the difference of the normal and tangential components as:
γ = 12
(
Pzz − 12(Pxx + Pyy)
)
, (3.2)
where the pre-factor 12 implies the presence of two interfaces.
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Figure 3.1: Schematic representation of the MD simulation of the vapour-liquid equilibrium
properties in the canonical ensemble. The initial state (A) is being quenched to the state B,
which is inside the coexistence region, so that two phases are formed. On the left: snapshot
of the state A, corresponding to the one phase region; on the right: snapshot of the state B,
corresponding to the two phase region.
3.3.4 Scaling laws and critical data
The critical points data are estimated from the vapour-liquid equilibrium MD simulation
results using the scaling laws [60]. At each temperature, the corresponding liquid (ρl) and
vapour (ρv) densities are related to the critical temperature Tc as
ρl − ρv = B0|τ |βc , (3.3)
where τ = 1− T/Tc, B0 is an adjustable constant, and βc = 0.325 is the critical exponent
fixed at its universal renormalisation-group value. The critical density ρc is estimated
from the law of rectilinear diameters:
ρl + ρv
2 = ρc +D|τ | (3.4)
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and the critical pressure from the extrapolation of Clausius-Clapeyron equation
lnPc = C1 +
C2
Tc
, (3.5)
where D, C1 and C2 are correlation parameters.
3.4 Results
3.4.1 Alkanes
The series of n-alkanes are modelled as homonuclear chains of tangential Mie segments.
The main difference to the previous work [67] is the inclusion of an intramolecular potential
in order to account for the structural contributions. All beads, i.e. the end-group contain-
ing a terminal CH3− group and the middle group containing exclusively −CH2− groups,
are based on the same parameters. This contributes to the simplicity of the model by re-
ducing the number of required unlike interactions with other groups. The target properties
are the saturation density and vapour pressure over the fluid temperature range between
the triple point up to 90 % of the critical point with a step of 20 K. The 3-to-1 mapping is
applied, so that n-alkanes containing C3-unit can be represented: C6H14, C9H20, C12H26,
C15H32, C18H38, etc. This mapping is in line with the optimal number of segments m for
alkanes suggested by Jackson and co-workers as m = 1 + (C − 1)/3 [191, 192], with C
being a number of carbon atoms. The alkyl −C3H6− bead is referred to as CM bead.
For the chosen mapping, the exponent pair (15-6) is found to provide the best represen-
tation of the target properties of the entire alkane family. Hence, leaving these exponents
fixed to (15-6), the size σ and the energy  parameters are adjusted individually for each
component to reproduce the saturation liquid densities and the vapour pressures. Param-
eters for the n−alkanes along with the corresponding deviations from the experimental
data are listed in Table 3.4 (with the n-alkanes based on the 3-to-1 mapping highlighted in
blue). The description of the saturation densities and the vapour pressures as a function
of temperature is illustrated for n-hexane, n-nonane, n-dodecane, n-pentadecane, and n-
octadecane in Figure 3.2. The SAFT-γ Mie EoS reproduces the experimental data with
a high accuracy at low and mediate temperatures. Only close to the critical point, the
theory exhibits slight deviations. The overshoot is a known feature of all mean-field the-
ories [193], which do not account for fluctuations. To overcome this limitation, a special
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treatment is required, as for instance the renormalisation-group theory [194]. Since the
description of the critical region is not the main interest of the current work, those issues
will not be addressed further.
Parameters derived with the SAFT EoS, are subsequently used as a direct input of the
intermolecular potentials in MD simulation, along with the intramolecular potentials pre-
sented in Section 3.3.2. The molecular simulations reproduce the results obtained with the
equation of state very accurately (Figure 3.2). Most remarkable, however, is the agree-
ment of the MD simulations with experimental surface tensions if one considers that the
surface tensions were not used in the parameter fitting procedure and are therefore true
predictions of the model.
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Figure 3.2: Saturation density (top), vapour pressure (middle) and surface tension (bottom)
as a function of temperature for n-alkanes (C6H14, C9H20, C12H26, C15H32). Dashed lines
denote the smoothed experimental data from NIST [195]; continuous lines are the results from
SAFT-γ Mie EoS based on the parameters from Table 3.4, open circles denote MD simulation
results; the filled circles are critical points estimated obtained from the scaling laws.
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The chosen CG mapping causes a limitation in the chain length of alkanes which can be
represented through the model and hence the alkyl-group in the heteronuclear models, for
instance in the surfactant molecules. In order to reproduce the n− alkanes of any chain
length, the 3-to-1 mapping has to be relinquished. Hence, alkanes n−C5H12 to n−C14H30
can be fitted individually with the number of beads fixed to the nearest integer from the
division by three. As before, the Mie (15-6) potential is used for the sake of consistency and
σ and  are optimised to reproduce the saturation densities and pressures. The parameters
are given in Table 3.4 and the representation of the VLE properties with SAFT-γ Mie
EoS can be seen in Figure D.1 in Appendix.
Table 3.4: Intermolecular interaction parameters (σ and ) and corresponding deviations
in saturation liquid density and vapour pressure for homologous series of n−alkanes based on
the Mie (15-6) potential. m is the number of the tangent homonuclear spheres that build the
molecule. n−alkanes which are based on the three-to-one mapping are highlighted in blue.
Component m σ /Å /kB /K ∆ρ % ∆PV %
C5H12 2 4.2449 310.78 0.51 0.48
C6H14 2 4.5089 342.00 0.43 6.26
C7H16 2 4.5736 380.87 11.46 17.24
C8H18 3 4.2412 321.65 1.16 2.12
C9H20 3 4.4212 344.83 0.30 3.85
C10H22 3 4.4908 363.99 5.48 9.25
C11H24 4 4.2212 328.18 1.11 3.04
C12H26 4 4.3635 344.42 0.22 1.33
C13H28 4 4.4680 354.25 0.42 2.06
C14H30 5 4.2332 329.81 5.04 6.99
C15H32 5 4.3286 344.85 0.71 2.13
3.4.2 Perfluoroalkanes
Perfluoroalkanes have gained a strong industrial interest due to their inert properties and
a wide range of applications as refrigerants, solvents, and anaesthetics. A perfluoroalkane
molecule has a much stiffer backbone compared to the alkanes and the molecules are
much thicker since the fluorine atoms are larger and heavier than hydrogens. Additionally,
fluorine atoms exhibit higher electronegativity so that the perfluoroalkanes are more polar
than their hydrogen containing counterparts. Although the SAFT EoS does not account
for polarity in an explicit fashion, the use of variable exponents in the Mie form does
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allow the shape and range of the potential to be modified and to mimic the effect of
polarity. Analogous to the homologous series of n−alkanes, the intermolecular forces in
the n−perfluoroalkanes were described by the effective interactions, reproduced by the
Mie (13-6) potential, which was found to provide a good representation for the studied
components. Due to heavy fluorine atoms, the best aspect ratio for the CG mapping was
found to be 2-to-1, i. e. with one bead represented by −(CF2)2− group, in following
referred to as FF -group. By fixing the exponents to 13 and 6, the size and the energy
parameters for long chain perfluoroalkanes (C6F14, C8F18, C10F22) are then individually
adjusted to reproduce the saturation densities and vapour pressures for the temperatures
up to 0.9 × Tc, in an analogous manner as for n−alkanes. The parameter set with the
corresponding deviations in target properties is given in Table 3.5. The subsequently
performed MD simulations, based on the derived parameter set, illustrate a very good
agreement with the results from the equation of state and experimental data for the liquid
densities and vapour pressures for the studied components. A reasonable agreement with
experiment is also obtained for the surface tensions, which were not used in the parameter
optimisation (Figure 3.3).
Table 3.5: Intermolecular interaction parameters (σ and ) and corresponding deviations
in saturation liquid density and vapour pressure for homologous series of n−perfluoroalkanes
based on Mie (13-6) potential.
Component m σ /Å /kB /K ∆ρ % ∆PV %
C6F14 3 4.3838 240.32 0.49 2.78
C8F18 4 4.2789 238.63 2.19 7.21
C10F22 5 4.2095 230.91 2.13 3.28
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Figure 3.3: Saturation density (top), vapour pressure (middle) and surface tension (bottom)
as a function of temperature for n-perfluroalkanes (C6F14, C8F18, C10F22). The small filled
symbols represent the experimental data from NIST [195]; continuous lines are the results from
SAFT-γ Mie EoS based on the parameters from Table 3.5, open circles denote MD simulation
results; the filled large circles are critical points estimated obtained from the scaling laws.
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3.4.3 Ethers
For a later development of the CG models for the non-ionic surfactant solutions (Chapter
6), additionally to the non-polar alkyl groups, the representation of the polar ether groups
is required. For this, the homologous series of long-chain ethers (C4H10O2, C6H14O3,
C8H18O4, and C10H22O5) are parameterised, where the group (−CH2 −O− CH2−) is re-
ferred to as EO and is represented as one CG bead. The aim of this section and Sec. 3.4.4 is
to obtain a reliable parameter set which allows an accurate representation of the non-ionic
surfactant solutions, therefore a detailed validation of properties of the chain molecules is
omitted. To derive the intermolecular parameters, a similar assessment is undertaken as
for the previously described homologous series of n−alkanes and n−perfluoroalkanes with
no additional treatment for polarity. The exponent pair (19-6) is found to yield the best
representation of the polar ether groups. By fixing exponents to (19-6), σ and  parameters
are fitted individually to the saturation densities and vapour pressures for each component
for the temperatures up to 0.9 × Tc. The parameter set for different ether chain length
and the corresponding average deviations from the experimental VLE data are given in
Table 3.6. A good agreement is achieved for the saturation densities, whereas the vapour
pressures for long-chains exhibit higher deviations. This might be, at least partially, due
to the very low vapour pressures of these longer molecules. The small (absolute) values of
the vapour pressure makes both the experimental determination and the calculation using
simulation prone to relatively large statistical deviations, which would show up as large
absolute average deviations (AAD). The representation of the VLE properties as functions
of temperature is given in Figure D.2 in Appendix.
Table 3.6: Intermolecular interaction parameters (σ and ) and corresponding deviations in
the target properties for the homologous series of ethers based on the Mie (19-6) potential.
Component m λr σ /Å /kB /K ∆ρ % ∆PV %
C4H10O2 2 19 4.2410 409.26 0.48 2.11
C6H14O3 3 19 4.1527 405.19 1.03 1.94
C8H18O4 4 19 4.0882 399.25 2.91 15.30
C10H22O5 5 19 4.0613 396.90 0.61 26.64
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3.4.4 Triethylene glycol
The triethylene glycol molecule (OH− CH2 − CH2 −O− CH2 − CH2 −O− CH2 − CH2 −OH)
is also used for a representation of the end-groups of non-ionic surfactants. The molecule
is modelled as a chain of four CG beads, hence each pair of beads represents the terminal
−CH2 −O− CH2 − CH2 −OH group. The exponent pair of (19-6) is chosen in order to
simplify further search for the unlike interaction parameters with the neighbouring ether
group. The best parameter set is obtained for σ = 3.7244 Å and /kB = 461.11 K. The
deviations compared to the experimental data are within 0.73 % for the liquid densities
and within 12 % for the vapour pressures over a temperature range of a liquid fluid (see
Figure D.3 in Appendix for representation of the target properties by the model).
3.4.5 Heteronuclear models
A strength of a group-contribution method is in its predictive power based on a possibility
to calculate the physical properties of the entire component directly from the description
of the comprising individual functional groups. Parameters for a chemical group derived
from one particular moiety can be transferred in the description of a new molecule which
contains this particular group along with other functional groups. The unlike interaction
parameters can be obtained either from the properties of the mixture or from the properties
of the pure component which comprises both types of groups.
Here, we demonstrate how the CG parameters derived from the homonuclear models
of alkanes, perfluoroalkanes, ethers, and triethylene glycol, can be used to build new
heteronuclear models. We showcase the moieties which contain groups of a very different
chemical nature and different polarities. Different polarities generate components with an
interface active behaviour which act as surfactants. Two examples illustrated here include
semi-fluorinated alkanes which contain non-polar alkyl- and polar perfluoroalkyl-groups,
and non-ionic surfactants from alkyl polyoxyethylene glycol family (CiEj), which contain
non-polar alkyl- and polar ethoxy-groups.
Semi-fluorinated alkanes
Chemical differences in alkane and perfluoroalkane components cause weak unlike interac-
tions, thereby leading to liquid-liquid immiscibility, large positive deviation from Raoult’s
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law, and large positive excess properties in the mixtures. Connecting both chemical groups
by the covalent bonds in one molecule of a semi-fluorinated alkane (SFA) yields a number
of unique properties, such as inertness, biocompatibility, ability to solubilise respiratory
gases, and adsorb on the interfaces.
In order to describe the weak unlike interactions between the alkyl- and perfluoroalkyl-
groups and therefore to ensure an accurate description of the highly non-ideal phase be-
haviour, the properties of mixture are used. The unlike interactions for size, exponent,
and energy are obtained by using Eqs. 2.57, 2.59 and 2.60, respectively; the kij parameter
is adjusted directly to the target properties, in this case to the liquid-liquid equilibrium.
The unlike parameter set of λij = 13.95 and ij/kB = 265 K was found to reproduce not
only the liquid-liquid but also the vapour-liquid equilibria, simultaneously and at different
temperatures for the mixture of n−hexane and n−perfluorohexane (Figure 3.4).
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Figure 3.4: Liquid-liquid and vapour-liquid equilibria of C6F14 + C6H14 mixture. The
continuous line denotes the prediction with SAFT-γ Mie EoS based on the unlike parameters
λij = 13.95 and ij/kB = 265 K. Experimental data, denoted by the filled symbols, is taken
from DETHERM [196] for LLE and Ref. [197]; VLE is given at T = 298.15 K (circles),
T = 308.15 K (triangles), and T = 318.15 K (squares).
By having a chemical structure F3C− (CF2)i − (CH2)j − CH3− (or simply FiHj), SFA
exhibit a strong dipole moment on the boundary between the alkyl and perfluoroalkyl
groups. Modelling of this behaviour requires a special treatment, which in this work
is represented by introducing a polarised linker group −CH2 − CH2 − CF2 − CF2− (re-
ferred to as CF -group), containing two edge methyl- and two difluoromethylene groups.
The representations of the alkyl (CM) and perfluoroalkyl (FF ) groups were taken from
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the homonuclear models of n−alkane and n−perfluoroalkane containing four segments,
namely n−dodecane and n−perfluorooctane (Tables 3.4 and 3.6, respectively). Available
experimental densities and vapour pressures for components F4H5, F4H8, F6H8, F8H8
taken from work by Morgado et al. [198, 199] were considered in the paramererisation of
heteronuclear models.
The like interactions for the new linker group CF and its unlike interactions with CM and
FF groups were obtained simultaneously by adjusting to experimental saturation densities
and vapour pressures of the named SFA components. The resulting parameter set is given
in Table 3.7. The quality of representation of the target properties is illustrated in Figure
3.5. The experimental data is given for a low temperature region (below 350 K), which
is correctly represented by the models. The liquid densities of F4H5, F4H8, and F8H8 are
in a good agreement with experimental results, only F6H8 shows minor deviations. The
experimental vapour pressures are given only for F4H5 and F4H8 components, which are
accurately reproduced by the equation of state. The vapour pressures for F6H8 and F8H8
are considered as predictions and require a verification by the experiment.
The consequently performed MD simulations reveal a good agreement with the theoret-
ical representation for the liquid densities. The vapour pressures, especially for longer
chains, exhibit relatively large deviations from the theoretical predictions. This can be
explained that the pressures are quite low and hence are difficult to obtain accurately.
The experimental surface tensions of semi-fluorinated components roughly represent an
average between the n−alkanes and n−perfluoroalkanes. The measured values for SFA
differ only slightly from each other. The predictions via MD simulations are of the same
order of magnitude but cannot exactly reproduce the experiment.
In general, our simple models for semi-fluorinated alkanes based on a very coarse descrip-
tion and a limited parameter set, are able to reproduce the complex interactions within
the FiHj molecule, which cause a number of important properties, including inertness and
ability to adsorb on the interface.
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Table 3.7: Unlike interaction parameters between the CG groups of semi-fluorinated alkanes.
Bead Bead σij/ Å ij/kB /K λr,ij
CF CF 5.3087 522.33 13.95
CM CF 4.8361 315.37 14.46
CF FF 4.7938 219.23 13.46
CM FF 4.3212 265 13.95
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Figure 3.5: Atmospheric liquid density (top), vapour pressure (middle) and surface tension
(bottom) as a function of temperature for semi-fluorinated alkanes (F4H5, F4H8, F6H8, F8H8,
where F denotes the number of fluorinated groups and H denotes the number of methyl
groups). The small filled symbols represent the experimental data taken from Morgado et al.
[198, 199]; continuous lines are the results from SAFT-γ Mie EoS based on the parameters
from Table 3.7, open circles denote MD simulation results; the filled large circles are critical
points estimated obtained from the scaling laws.
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Non-ionic surfactants
The non-ionic alkyl polyoxyethylene glycol surfactants CiEj can be described within the
group-contribution method by the groups derived from the homologous series of alkanes,
ethers, and triethylene glycol. C10E4 surfactant is used as an example to visualise the
break-down into the corresponding types of groups (CM , EO, and OA) (Figure 3.6).
Figure 3.6: CG molecular model for C10E4 surfactant (CH3 − (CH2)9 − (OC2H4)4 −OH).
Transparent spheres represent CG particles. Turquoise beads denote the alkyl group (CM),
grey beads the ethoxy group (EO) and the red beads the head group (OA).
The unlike interaction parameters between the surfactant beads are parameterised to
reproduce the VLE properties of chemical components that contain both types of beads.
Moieties of different chain length are used simultaneously in the parameter optimisation
procedure by means of the SAFT-γ Mie EoS. In this manner, a universal parameter set is
obtained that is applicable to the surfactants of different chain length.
The only new fitted parameter is the unlike energy (ij). The interaction between CM and
EO groups are fitted to the VLE data of following chemical components: 1-methoxybutane
(C5H12O), containing one CM and one EO group, 1-methoxyheptane (C8H18O), contain-
ing two CM and one EO group, and 1-(2-methoxyethoxy)butane (C7H16O2), containing
one CM and two EO groups. In order to parameterise the interactions between OA and
CM groups, the VLE data of butyl glycol (C6H14O2), containing two OA and one CM
groups, and ethylene glycol monoheptyl ether (C9H20O2), containing two OA and two
CM groups, is used. The VLE properties of the named surfactants calculated by the
SAFT-γ Mie EoS appear to be in a good agreement with experimental data (Figure D.4
in Appendix).
In order to ensure the highly non-ideal phase behaviour, the interactions between OA and
EO groups are fitted to the mixture properties of C7E5
(CH3 − [CH2]6 − [CH2 −O− CH2]4 − CH2 −O− CH3) in n-dodecane (C12H26). This par-
ticular mixture involves all three type of groups (OA, EO and CM). With the unlike
interaction parameters CM -EO and OA-CM obtained from the pure component VLE
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data, the only interactions which remain unknown for the mixture are between OA and
EO groups and hence are adjusted to reproduce the solubility gap. The best possible
agreement with experimental data is obtained with the unlike interactions λr,ij =19 and
ij/kB =392 K and is visualised in Figure 3.7. The obtained parameters can also repro-
duce the pure component VLE data of substances, which consist of OA and EO groups
fairly reasonably (Figure D.4 in Appendix). In this manner, the derived parameter set,
which is given in Table 3.8, is able to describe both, the VLE pure component properties of
surfactants of different chain length and also properties of a mixture. Instead of a detailed
description of the pure component non-ionic surfactants, we will focus on the properties
of aqueous mixtures, which are discussed in detail in Chapter 6.
Table 3.8: Unlike interaction parameters between the CG groups of CiEj surfactants.
Bead Bead ij/kB /K λr,ij
OA EO 392.00 19
OA CM 375.50 16.86
EO CM 352.00 16.86
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Figure 3.7: Liquid-liquid equilibrium of C7E5 surfactant in n-dodecane at P = 0.1 MPa.
The filled circles denote the experimental data from Ref. [200] and the continuous line the
results from SAFT-γ Mie EoS. Abscissa is the weight fraction of C7E5.
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3.5 Conclusions
The SAFT-γ Mie EoS is used to develop CG models for the chain molecules from differ-
ent chemical families. The homonuclear models for the homologous series of n−alkanes,
n−perfluoroalkanes and n−ethers are parameterised to reproduce the saturation densities
and vapour pressures. All studied homologous series are treated within a single framework,
where the interactions are described by means of the Mie intermolecular potential. Due to
its flexibility and versatility, the Mie potential allows to capture the liquid densities and
vapour pressures simultaneously, both for polar and non-polar components. The predic-
tion is accurate over a wide range of temperatures, with the exception of the near-critical
region, due to the mean-field nature of the equation of state. For the substances studied
in this work, the exponents of the Mie potential differ significantly from each other due
to different mapping and chemical nature of the components. Generalising these trends
would require a more consistent study, which might be the subject of future work.
The parameters for the named groups are used within the group-contribution framework
to derive new heteronuclear models. The pure component VLE and mixture property data
is used to derive the unlike interactions between the CG beads. The heteronuclear models
are represented based on the limited set of parameters, which appears to be transferable
to represent both, the pure component and the mixture properties for the compounds of
different chain lengths.
Molecular Dynamics simulations are performed in order to verify the results from the
equation of state and also to predict the properties which are not accessible to the theory,
such as surface tensions. Our CG force fields include the intramolecular potentials derived
from the structure-based bottom-up approach and the intermolecular potentials obtained
with the SAFT-γ Mie EoS. MD simulations based on the derived parameter set illustrate
a very good agreement with the results from the theory and therefore experimental data.
Even surface tensions which are not used in the parameter optimisation procedure and
therefore are true predictions of the model show a remarkable agreement with experimental
data. In this manner, the SAFT-γ Mie EoS allows to link the molecular simulations and
experiments, thereby providing a very powerful predictable tool.
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Chapter 4
Water
4.1 Chapter overview
In this chapter we develop coarse-grained force fields for liquid water by using the SAFT-
γ methodology [68]. The corresponding models are based on an isotropic Mie potential
characterised with temperature-dependent size and energy parameters owing to the aver-
aging out of the strong directional interactions between water molecules. When each CG
bead is taken to represent a single water molecule, we show that not all of the thermody-
namic properties can be described simultaneously with the desired accuracy. Two models
of water based on a one-to-one mapping are developed which can be used to reproduce
target properties with a high accuracy over a wide temperature range. One is designed
to reproduce the fluid-phase equilibria including saturated liquid density and the vapour
pressure, and the other to capture the saturated liquid density and the vapour-liquid sur-
face tension. At higher levels of coarse-graining we examine models comprising up to four
molecules per bead (including two-to-one and four-to-one mapping schemes) and make
some recommendations and comments on the virtues and deficiency of the models.
4.2 Introduction
Water is perhaps the most important liquid in our world and is the most common solvent
in biological and industrial systems. Despite the enormous research effort expended over
more than a century, modelling aqueous systems still remains a challenge [201]. A reliable
force field is crucial for an accurate description of properties of water and its mixtures.
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Numerous intermolecular potential models have been developed at different levels of res-
olution by matching specific structural and/or thermodynamic properties. Without the
intension of being exhaustive, we briefly overview some of the popular molecular models
for water. The reader is directed to the excellent reviews with a focus on the quantum-
level description of water by Paesani and Voth [202], Baer et al. [203], and Santra et al.
[204]; classical atomistic water models by Vega and co-workers [205] and by Shvab and
Sadus [206]; the coarse-grained representations of water by Dill et al. [207], Chaimovich
and Shell [208], Hadley and McCabe [209], and Knight and Voth [210]; and on the ex-
perimental validation of the various models by Striolo [211], and Meadley and Angell
[212].
In ab initio approaches, the total potential energy surface of the system is calculated by
solving the Schro¨dinger equation using the Born-Oppenheimer approximation. As a result
of the computational complexity, these calculations are restricted to relatively small clus-
ters of water molecules. Even then, many of the predicted bulk thermodynamic properties
agree only qualitatively with experimental observables [203, 204]. One of the best known
force fields derived from this type of calculations is the Matsuoka-Clementi-Yoshimine
(MCY) model [213] obtained by parameterising ab initio quantum mechanical calculations
for the water dimer in different relative molecular positions and orientations. Although
the structural properties are well reproduced with the MCY model, significant deviations
are observed for liquid density. In 1985, Car and Parrinello [214] combined Molecular Dy-
namics with quantum Density Functional Theory to simulate the fluid properties of water,
explicitly introducing the electronic degrees of freedom as dynamical variables rather than
using Born-Oppenheimer MD where the electron density is solved at each iteration. The
quality of the description largely depends on the the choice of functional and basis set used
in the quantum simulation. The vapour-liquid coexistence properties, which are particu-
larly sensitive to details of the computation, can be off the experimental values by several
orders of magnitude [203, 215]. Notwithstanding, the methodology made it possible to
simulate clusters of over 100 molecules at the time, allowing for an exploration of the
liquid state [216, 217].
At the classical atomistic level of description, experimental data for the bulk-phase prop-
erties and liquid phase structure is commonly used to parameterise the empirical pairwise
additive potentials. These potentials employ analytical functions to give a simplified clas-
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sical representation of repulsive, dispersive, and electrostatic forces. Rigid non-polarisable
models with partial point charges are commonly employed in this context.
The classical intermolecular force fields in modern use for water are invariably based on
the distributed-charge Lennard-Jones models proposed early on by Bernal and Fowler
[218], Rowlinson [219, 220], Pople [221], and Bjerrum [222]. The first atomistic molecular
simulation study of water was reported by Barker and Watts [223], who used the model
of Rowlinson [220] in their simulations. The model consists of a Lennard-Jones spherical
site and four electrostatic charges positioned to reproduce the dipole moment of water.
A similar framework was used by other groups in subsequent studies to develop more
refined water models with differing numbers of charge sites and geometries, including the
BNS model of Ben-Naim and Stillinger [224], the ST2 model of Stillinger and Rahman
[225, 226], the simple point charge (SPC) models of Berendsen and co-workers [77, 227] and
the transferable interaction potential (TIP) models of Jorgensen and co-workers [76, 228–
236]; in this context is it also important to mention the distributed charge exp-6 model of
Errington and Panagiotopoulos [237], based on the modified Buckingham exponential-6
potential.
The TIP and SPC families of atomistic models generally offer a good overall description
of the behaviour of water, even though they cannot be used to capture all of the prop-
erties and anomalies simultaneously [205, 238]. For instance, the TIP4P model does not
allow one to represent the phase diagram in a quantitative agreement [239, 240], and the
predicted dielectric constant is highly underestimated compared to the experimental value
[205]. The TIP3P, TIP4P, SCP and SPC/E models are unable to provide an accurate rep-
resentation of the experimental oxygen-oxygen radial distribution function [77, 241, 242],
and unphysical clusters are found with the TIP3P model in the gas phase [243]. The
SPC, TIP3P and TIP4P models also underestimate the melting point, corresponding to
the values of 190 K, 146 K and 232 K, respectively [205]. An unsatisfactory description of
the vapour-liquid, critical point, vapour pressure, and second virial coefficient is obtained
with the TIP4P and TIP4P-Ew models (the latter of which is refined for use with Ewald
summations of the electrostatic contributions) [244]. Probably the best overall description
of the thermodynamic and structural properties of water is provided by TIP4P/2005 and
TIP4P/Ice for the condensed liquid and solid states, respectively [233–235]; the recently
re-parameterised TIP4P model of Huang et al. [236] provides a particularly good descrip-
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tion of the saturation pressure and heat of vaporisation, including the near critical region.
Despite some of their inadequacies, the SCP and TIP point charge models of water are still
in ubiquitous use as they provide a predictive platform for a broad variety of properties
including complex aqueous systems of biomolecules.
Polarisable force fields first introduced in the late seventies [245, 246] and developed exten-
sively since account for the many-body polarisation effects to improve the description of
the dielectric properties by, for example, including polarisable Gaussian charges [247–251],
fluctuating charges [252, 253], polarisable point charges and multipoles [254–258], moving
charged shells [259], or molecular flexibility [260–262]. Taking many-body polarisability
effects into account also allows one to reproduce the properties of the high- and low-density
states simultaneously at the expenses of more complexity and computational cost. The
application of these kind of models in large scale simulations, for example when water acts
as a solvent, is extremely time consuming.
Potential models can be considered that do not incorporate the electrostatic interactions
explicitly but instead treat the strong short-range directional hydrogen bonding by includ-
ing a number of off-centre sites with the spherical molecular core [263]. Accurate versions
of the SAFT equation of state have been used to parameterise Wertheim association model
for water that is particularly suited for the simulation of confined systems [164] where the
use of Ewald summations for evaluating the long-range electrostatic interactions can be
problematic.
Before we describe the use of coarse-graining methodologies to develop simple, typically
spherically symmetric, intermolecular potentials for water and aqueous systems, designed
to provide an accurate quantitative representation of target structural and thermodynamic
properties, it is important to acknowledge the large body of work on so-called “toy mod-
els”. In contrast to CG force fields, “toy models” are developed to capture the qualitative
underlying physics of the interactions in water with the aim of capturing distinctive fea-
tures of the system’s behaviour, such as the anomalous low density of ice, the density
maximum, heat capacity, and compressibility minima, without attempting to reproduce
the aqueous properties faithfully. One of the first toy models of water was developed
by Ben-Naim [264] based on a Lennard-Jones molecular core with directional attractive
sites characterised by an angular dependent Gaussian cutoff; “Mercedez-Benz” variants of
the Ben-Naim model have been used extensively to understand the fundamentals of the
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anomalous behaviour [207, 265, 266]. Simple isotropic potentials with two characteristic
length-scales [267–271], modified van der Waals [266, 272], and core-softened [273–280] toy
models are also commonly employed to reproduce the water-like anomalies.
Modelling water molecule as a single spherically symmetric coarse-grained interaction site
is a considerable challenge, because the strong anisotropy and short-ranged nature of
the interactions are represented in an average effective manner. Yet, the development of
simple, typically spherically symmetric, coarse-grained models of water without an explicit
treatment of the electrostatics has gained much popularity in recent years [78, 82, 84, 89,
125, 159, 208, 281–299].
It comes as no surprise to find that these simple isotropic models cannot simultaneously
capture all of the thermodynamic and structural properties of water. Notwithstanding the
shortcomings due to the rather crude representation of the force field, these coarse-grained
models are very useful in the simulation of large macroscopic systems dominated by sol-
vent effects, e.g. biological systems, solvent-mediated phase or microphase separation, etc.
In this scenario, the use of a simplified coarse-grained model offers a great advantage in
computational time and is therefore paramount as a platform for multiscale modelling.
The main purpose of CG models is to reproduce basic structural, dynamical, thermo-
dynamic properties, and phase equilibrium properties in reasonable agreement with the
target experimental data, at a low computational cost. It is clear that by reducing the res-
olution through the coarse-graining procedure one’s capability of accurately describing the
systems’s behaviour must be diminished with respect to the atomistic models, which al-
ready fail to reproduce some of the key properties. The key to a successful coarse-graining
procedure is to establish correct balance between simplicity and accuracy.
Coarse-grained models of water are commonly developed by lumping together several
molecules into a single CG bead. Different levels of CG mapping have been reported
depending on the purpose of study, ranging from one [82] and to five [291] water molecules
per bead. Electrostatics and hydrogen-bonding interactions are often treated implicitly
by considering a spherically symmetric potential.
“Bottom-up” techniques such as Iterative Boltzmann Inversion [285] and force matching
[125] have been used to parameterise the CG potentials of water from a detailed atomistic
description. Some empirical CG water models based on a “top-down” approach have also
been reported : in such an approach the parameters that characterise the potential func-
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tions are adjusted to match one or more of the macroscopic properties using an iterative
procedure. One of the most commonly employed CG models of water is the Martini CG
force field, which is based on the ubiquitous Lennard-Jones (12-6) potential [78]. The
Martini model can be used to capture some of the salient structural properties of aqueous
systems comprising lipids or surfactants, which has made the force field very popular in
studies involving biological systems. The model is highly computationally efficient ow-
ing to the “aggressive” level of coarse-graining - with four water molecules per CG bead.
The strong polar interactions present in water and aqueous systems are represented with
deep energetic wells, which can unfortunately cause freezing at physiological temperatures
[159, 287], making the model suitable only for mixtures with other components (that act
as anti-freezing agents). The Martini model is found to significantly underestimate the
surface tension and overestimate the compressibility of the solution [82]. The represen-
tation of the properties of pure water is only possible by employing after “softer” Mie
or Morse potential along with a re-adjustment of the model parameters, as it has been
suggested by Chiu et al. [159].
Shelley et al. [84] developed a CG model of water based on a three-to-one mapping
scheme to study the self-assembly of aqueous surfactant solutions. The model is based on
the “soft-core” Mie interaction potential characterised by (6-4)-exponents thereby avoiding
the problem of the premature freezing. In a subsequent study, He et al. assessed several
models at various levels of coarse-graining ranging from one to four molecules per bead by
using different soft-core Mie or Morse potentials [82]. These CG models are parameterised
to reproduce the liquid density, compressibility, and interfacial tension of water at ambient
temperature; inevitably it was impossible to describe all three properties simultaneously
at this level of coarse-graining. As we will show later in our work these models do not
allow one to accurately predict the vapour pressure, vaporisation enthalpy or heat capacity
(Table 4.4). Hadley and McCabe [89] have investigated different levels of coarse-graining
of water. These authors used k-means algorithm to identify the spacial coordinates and
the number of molecular clusters k in the system. In this manner, an average of the
most appropriate number of water molecules per CG bead could be estimated. Hadley
and McCabe concluded that the four-to-one mapping represents the best balance between
accuracy and computational efficiency in this case. Freeing themselves of the restriction of
a spherically symmetric form of interaction, Molinero and co-workers [286, 300] proposed
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the monatomic water (mW) CG model based the on Stillinger-Weber silicon two- and
three-body potential that favours a tetrahedral coordination of the atoms. The model
was parameterised to match the experimental vaporisation enthalpy, melting point, and
density of liquid water at ambient conditions, and with it one retains the capability of
describing some of the key structural properties, such as radial and angular distribution
functions. Unfortunately, the mW model incorporates three-body contributions, which
are costly to compute during the simulations. An additional inherit problem with the
aggressive coarse-graining of several molecules into a single bead is that much of the
molecular identity is lost; molecular details of interfacial densities and configurations are
smeared out and crucially the vapour phase and properties associated with vapour-liquid
equilibria become ill-defined.
In our current work, we first focus on the development of a simple isotropic CG model
of water based on a one-to-one mapping. We take a leaf out of the book of Klein and
co-workers [82] and employ a Mie form of interaction, allowing the exponents to differ from
the usual Lennard-Jones (12-6) prescription. The target thermodynamic properties in our
case are the saturated liquid density, the vapour pressure and the vapour-liquid interfacial
tension of water. The intermolecular parameters of the Mie potential are adjusted to
provide an optimal description of the target properties. By contrast to the work of Klein
and co-workers [82], we ensure that a good description is obtained for a wide range of
temperatures; this is achieved by introducing a temperature dependence for the size and
energy parameters of the model. In essence our CG Mie force field for water represents a
simple potential of mean force that can be used to faithfully describe the thermodynamic
properties over a broad range of gaseous and condensed states. The molecular CG models
are illustrated in Figure 4.1. Other levels of coarse-graining are considered within the
SAFT-γ Mie framework as described in the following section.
Figure 4.1: CG molecular model for water, based on the one-to-one and two-to-one level of
coarse-graining.
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4.3 Methods
4.3.1 Molecular simulation details
As mentioned in the introductory section, a simple Mie (generalised Lennard-Jones)
isotropic potential form is employed to capture the effective intermolecular interactions
between water molecules. The size and energy parameters of the models and the exponents
that characterise the softness/ hardness and range of the interactions are parameterised to
reproduce target thermodynamic properties of water with the aid of the SAFT-γ equation
of state [24, 55]. In our current study the target properties are the vapour-liquid coex-
istence properties and interfacial tension. The fluid-phase equilibria of our SAFT-γ Mie
CG models of water is determined using Molecular Dynamic simulation in the canonical
ensemble, corresponding to a constant number of particles N , volume V , and temperature
T . The overall density of the system is chosen such that it lies inside the coexistence en-
velope. A system of N =5000 water molecules is arranged in an orthorhombic simulation
box with the usual periodic boundary conditions, where the box length in z direction is
approximately three times longer than that in the x and y directions. In this configura-
tion, a liquid slab of water with two planar interfaces is formed in contact with low density
vapour. The simulations are carried out using DL POLY package, version 2.0 [301], and
the equations of motion are solved using the leap-frog algorithm with a time step size
of 10 fs. The system temperature is maintained constant using Nose´-Hoover thermostat
[188, 189] with coupling constant being 1.0 ps. The initial 300000 time steps are performed
to ensure equilibration and the equilibrium properties are sampled for additional 300000
time steps to obtain time averages of the properties of interest.
The densities of the coexisting liquid and vapour are determined from the density profiles
at the corresponding temperature. The vapour pressure is calculated as a component of
the pressure tensor normal to the interface. The enthalpy of vaporisation is found as the
difference of the single-phase enthalpies evaluated for the vapour and liquid phases at the
corresponding bulk densities.
4.3.2 Interfacial tension by the mechanical and test-area methods
A common method to calculate the interfacial tension in molecular simulation is by means
of a mechanical route, which requires the evaluation of forces [302] using Eq. 3.2. It
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has been shown that there can be issues with the determination of the pressure or the
interfacial tension with the mechanical route for interactions with a (short) cutoff in the
potential [303]; the discontinuity in the potential at the cutoff leads to an impulse in
the force which has to be taken into account explicitly in order to accurately determine
the mechanical properties. In order to ensure that the pressure and interfacial tension
is reliably estimated for our CG models of water we employ an alternative method by
means of the test-area (TA) thermodynamic route [304]. In the TA method, the tension is
computed from infinitesimal perturbations in the interfacial area, thereby inducing changes
in the configurational energy and Helmholtz free energy of the system. The cutoff in the
potential does not lead to computational issues in methods based on the calculation of the
energy of the system. In the canonical ensemble, the surface tension of a planar interface
can be obtained from the following thermodynamic definition
γ =
(
∂A
∂a
)
NV T
= lim
∆A→0
(∆A
∆a
)
NV T
, (4.1)
where A is the Helmholtz free energy and a is the interfacial area. To perform a pertur-
bation from the reference system 0 to a perturbed state 1, the box dimension in the x
and y in-plane directions are scaled such that Lx1 = Lx0
√
1 + ψ and Ly1 = Ly0
√
1 + ψ,
respectively, where ψ is a perturbation parameter corresponding to a change in the original
area of ∆a0→1 = a0ψ = Lx0Ly0ψ. Since the volume of the system has to remain constant,
the corresponding change in z normal direction is Lz1 = Lz0/(1 + ψ). The molecular
coordinates are scaled accordingly in such a way that the relative positions along each
axis remain unchanged. The free energy difference ∆A0→1 between the reference and
perturbed states can be estimated in terms of the Boltzmann factor of the corresponding
change in the configurational energy according to the Zwanzig perturbation expression
[305]:
∆A0→1 = − 1
β
ln〈exp(−β∆U0→1)〉0. (4.2)
10 The perturbations can involve both an increase (1) or a decrease (-1) in the interfacial
area and the interfacial tension can then be obtained from a central difference scheme:
γ = A0→1 −A0→−12∆a . (4.3)
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Adequate statistics is crucial for an accurate estimate of the surface tension by the TA
method: the averages are computed over 1000000 time steps, for configurations every 100
time steps.
Three different values of the perturbation parameter ψ are employed (ψ=0.001, 0.0005,
and 0.0001) in the perturbation procedure and the results are extrapolated to the limit of
ψ=0.
In our current study, the surface tension of water is calculated via the mechanical route
and validated with the TA method. The values determined for interfacial tension strongly
depends on the cutoff radius; if the cutoff radius is not long enough, the results obtained
with the mechanical and TA approaches differ from each other, the latter being the more
reliable.
4.4 Results and discussion
4.4.1 The effect of the cutoff of the potential on the thermodynamic
properties
Before we discuss the parameterisation of the various models for water in detail it is im-
portant to assess the effect of the cutoff of the potential on the vapour-liquid equilibria and
interfacial tension. The cutoff radius (Rc) is usually introduced in molecular simulation to
reduce the computational time by reducing the number of interactions to those between
the neighbours within the cutoff distance. The truncation of the interactions is commonly
performed either by using spherically truncated (ST) or spherically truncated and shifted
(STS) potentials. In MD calculations, this gives rise to a discontinuity in forces (which
are the derivatives of the potential) at the cutoff distance. Depending on the molecu-
lar simulation software that is employed, long range corrections are treated in different
approximate ways giving rise to possible sources of errors. Trokhymchuk and Alejandre
[303] have shown that the vapour-liquid surface tension of the LJ fluid increases by ∼ 35
% when Rc is increased from Rc = 2.5σ to 4.4σ for the ST model and ∼ 60% for the STS
model. The change in the density of the coexisting liquid phase is found to be ∼ 10 % and
15 % for the ST and STS models, respectively. Similar findings on the importance of the
cutoff radius have been described by Wang et al. [306], who also employed a mechanical
route to determine the surface tension. The interfacial tension is seen to have converged
4. Water 84
to that of the full LJ potential for a cutoff radius of about Rc = 10σ.
The SAFT EoS accounts for a full potential, i.e. an infinite cutoff. However a suitable
cutoff has to be imposed in the calculation of the energy and force within a finite simulation
cell. It is therefore essential to determine which Rc is appropriate to reproduce the target
thermodynamic properties of a full potential for our coarse-grained model of water. As
we will see in Section 4.4.2, the Mie (8-6) potential is found to be particularly appropriate
to represent the average interactions over the entire phase envelope of water. The Mie
(8-6) potential is “softer” than the LJ (12-6) potential, and as a consequence larger cutoffs
are expected to be required in order for the thermodynamic properties to converge to a
full potential model: the potential takes a value of u(Rc)/ = 4.8 × 10−4 at Rc = 5σ
and u(Rc)/ = 7.8 × 10−6 at Rc = 10σ. Despite these apparently small energies, the
discrepancy in the resulting macroscopic properties is non-negligible.
The effect of the cutoff radius on selected thermodynamic properties of interest is in-
vestigated. The vapour-liquid coexistence and interfacial properties obtained from direct
Molecular Dynamics simulation of the Mie (8-6) system for values of the cutoff radius
ranging from Rc ∼ 5σ to 12σ are reported in Table E.1. We start by examining the Mie
(8-6) model of water developed in our current work to reproduce the fluid-phase equilibria
(Model 1). The densities of the coexisting liquid and the vapour states and the vapour
pressure of Model 1, described in detail in Section 4.4.3, are displayed in Figure 4.2 for a
temperature of T = 393 K. It is apparent that a cutoff radius of at least Rc = 30Å ∼ 10σ is
required to reproduce the vapour-liquid coexistence properties of the full potential model.
4. Water 85
 930
 940
 950
 960
 0  10  20  30  40
?
L  /
( k g
 m
? 3
)
Rc /Å
 0
 0.5
 1
 1.5
 0  10  20  30  40
?
v  /
( k g
 m
? 3
)
Rc /Å 
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0  10  20  30  40
Pv
 / M
P a
Rc /Å 
Figure 4.2: The vapour-liquid coexistence properties including the saturated liquid and
vapour densities, and vapour pressure for the Mie (8-6) Model 1 of water at T=393 K as a
function of the cutoff radius Rc. The continuous black line denotes the results obtained with
SAFT-γ Mie EoS. The open circles are the corresponding MD simulation data and the filled
circles are the results for cutoff radius chosen for Model 1 in the current study.
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A second Mie (8-6) model (Model 2) is parameterised to reproduce the saturated liquid
density and the surface tension of water. The surface tension of the Model 2, which is
described in detail in Section 4.4.4, is presented as a function of the cutoff radius in Figure
4.3. As for other thermodynamic properties, the surface tension is found to converge to
those of the “full” potential only for a large cutoff radius ( Rc ≥ 10σ). The converged
values obtained with the mechanical and test-area approaches are seen to be identical.
The deviations found from the full potential model for short cutoff radii are larger when
estimated from the mechanical route. Hence, unless a very large cutoff radius is chosen,
it is advisable to compute the surface tension by means of the test-area method, in order
to minimise the effects of the truncation of the full potential. In a typical CG simulation
of a biological system, the cutoff radius is commonly chosen to be between 9 and 15 Å
[78, 85], which is rather short in terms of reproducing the properties of the equivalent full
potential. One should bear in mind that the cutoff radius is an important parameter of
the model, and it is therefore crucial to use the same value to insure reproducibility of the
results.
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Figure 4.3: Vapour-liquid interfacial tension of our Mie (8-6) Model 2 of water at a temper-
ature of T=293 K as a function of the cutoff radius Rc. The continuous black line denotes the
experimental surface tension of water. The circles are the MD simulation data obtained with
the mechanical route, and the squares are the corresponding data obtained with the test-area
method; the filled symbols denote the values for the cutoff radius chosen for Model 2 in the
current study.
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4.4.2 Transferability and representability issues
Transferability
It is well known (cf. Section 2.6.2) that coarse-graining of a intermolecular potential leads
to issues of representability and transferability. Problems in the transferability of the
model occur if an effective potential developed to reproduce a given state point does not
perform well at another state point, so that the potential has to be refined for the new
state point. As was mentioned earlier in the thesis, the potential of mean force UCG,T (R)
(Eq. 2.71) is necessarily a function of the thermodynamic state and thereby depends on
the temperature and density. In contrast to the weakly polar chain molecules studied in
Chapter 3, this effect is much more pronounced for a strongly polar fluid with highly di-
rectional interactions such as water [8, 208] since many-body interactions play a significant
role and cannot be effectively averaged over all thermodynamic states. The averaging of
atomistic interactions into effective interactions for a CG bead leads one to neglect some
important degrees of freedom. The Mie potential (like the LJ potential) belongs to the
group of spherically symmetric (isotropic) potentials. The intermolecular forces which
are responsible for the complex behaviour exhibited by cannot be fully captured with a
spherically symmetric potential that is capable of reproducing its physical properties at
different conditions; a universal parameter set fails to reproduce various target properties
if a wide range of thermodynamic conditions are considered. For example, if we use the
parameter set of the Mie (8-6) potential with σ=3.0085 Å and /kB=497.84 K, developed
to provide a good description of the saturated liquid density and vapour pressure of water
at ambient temperature, the prediction of the vapour-liquid equilibria is very poor at high
temperatures as the critical temperature and liquid densities are markedly overestimated
and the vapour pressure is underestimated (cf. Figure 4.4).
To overcome the problem of transferability of the intermolecular potential, we consider
temperature dependent segment size and energy parameters. Our effective intermolecular
potential thus can be considered as a free energy (or potential of mean force). The re-
parametrisation of the potential in this manner is usually a very inefficient procedure
involving a number of iterative simulations. The use of the algebraic SAFT-γ Mie equation
of state in this regard greatly facilitates the process as a wide range of thermodynamic
states can be considered for a fraction of the computational cost.
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Figure 4.4: The saturated liquid density and vapour pressure of water, predicted with a
universal parameter set, estimated from the corresponding properties of the state at a tem-
perature of 298 K: the model is a Mie (8-6) potential with σ = 3.0085 Åand /kB=497.84 K.
Continuous curves denote the experimental values from NIST [195] and dashed curves give
the prediction with SAFT-γ Mie EoS [24, 55] with the parameters obtained for a unique state
point.
Representability
The issue of representability is associated with the fact that a given coarse-grained po-
tential cannot be used to simultaneously represent all the properties of the system at the
given state point. A spherically symmetric Mie potential which averages out all of the
atomistic interactions into an effective CG interactions is characterised by four parame-
ters: attractive and repulsive exponents, size and energy parameters. A central question
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is how many properties can be captured by tuning the four parameters to experimental
data. If one assumes that one degree of freedom allows one to determine a given property,
it is useful to assess which parameter determines which property.
Considering the first term (mean-attractive energy) (cf. Eq. A.13) in the Barker and Hen-
derson perturbation expansion [178] for a Mie fluid in the mean-field limit (corresponding
to a uniform structure gHS(r) = 1), we obtain
a1 = 2piρσ3α, (4.4)
where a dimensionless van der Waals constant α can be defined as
α(λa, λr) =
1
σ3
∫ ∞
σ
u(r)r2dr = C(λa, λr)
[( 1
λa − 3
)
−
( 1
λr − 3
)]
, (4.5)
with C(λa, λr) defined in Eq. 2.18.
At the mean-field level at least, the mean-attractive energy is therefore a function of
only three parameters , σ, and α(λa, λr), the later of which is itself a function of the
attractive and repulsive exponents. As a consequence, two fluids with the same σ, , and
α will exhibit the same thermodynamic properties at this level of approximation. Fluids
with the same value of α have a conformal intermolecular potential u(r) [53, 60], implying
that the exponents λa and λr are not independent and provide only one additional degree
of freedom.
4. Water 90
 0.5
 1
 1.5
 2
 0  0.2  0.4  0.6  0.8  1
k B
 T
/ ?
??3
Figure 4.5: Temperature-density phase envelops for Mie particles with different values of the
van der Waals constant α including the fluid and solid phases. The stars denote α = 0.40
(Mie 19-8.8), the crosses represent α = 0.89 (Mie 12-6), and the circles are α = 1.26 (Mie 8-6).
Adopted from Ramrattan et al. [307].
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Figure 4.6: The ratio of the critical and triple point temperatures as a function of the van
der Waals constant α corresponding to different Mie fluids. Adopted from Ramrattan et al.
[307]
Due to conformality of the potentials, once the value of the energy parameter  is fixed, for
a given set of exponents, both the critical temperature Tc, and the triple point Tt are then
implicitly fixed. The corresponding correlation between the ration of the critical to the
triple point temperatures and the van der Waals attractive parameter α can be expressed
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as Tc/Tt = 1.464α+0.6079 [307]. For the common (12-6) combination of the LJ potential,
the fluid range is given by Tc/Tt = 1.9, since for this fluid T ∗c = 1.3 and T ∗t = 0.7 [307]. One
could guarantee a sensible description of the critical point by matching the experimental
critical temperature (Tc = 647 K) to the model with T ∗c = kBT/ = 1.3, suggesting an
 = 498 K. This choice then fixes the triple point of the model at Tt = 348 K (rather than
the experimental melting point of 273 K), rendering any simulation at ambient temperature
prone to premature freezing. Conversely, fixing the triple point gives a cohesive interaction
which is too week compared to experiment and a fluid range which is unsatisfactorily small.
A sensible choice of the exponents for water is one that would match the experimental
ratio of Tc/Tt = 647/273 = 2.4 is the one that guarantees Tc/Tt = 2.4, which according
to Figure 4.6 would correspond to a van der Waals integrated energy of α ∼ 1.22. There
are of course an infinite number of pairs of exponents that satisfy this condition (c.f. Eq.
4.5). Retaining the London form of the attractive contribution, we chose the relatively
soft potential with the pair of exponents (8-6), corresponding to a value of the van der
Waals constant of α = 1.264 which is close to that expected for water from our simple
scaling analysis. This result is consistent with empirical observations made by He et al.
[82], who assessed a number of models and recommend the use of (9-6) and (12-4) Mie
potentials for one-to-one CG description of water, which would correspond to α = 1.125
and α = 2.309, respectively.
If one simply frees all of the parameters available as degrees of freedom with the Mie
potential (i.e., exponents, size, and energy parameters) to optimise the description of
a maximum number of target thermodynamic properties with the SAFT-γ Mie EoS, the
model corresponding to Mie (40-6) potential with σ = 3.1065 Å and /kB = 777 K is found
to provide a good representation of the critical temperature, saturated liquid densities,
and vaporisation enthalpies over a range of temperatures. Unfortunately, the model with
such a repulsive interaction and deep energetic well would correspond to a van der Waals
constant of α = 0.50 implying that the system would exhibit a very narrow liquid range
and marked premature freezing with a triple point of Tt ∼ 483 K.
The various intermolecular potentials discussed in the context of a coarse-grained repre-
sentation of water are compared in Figure 4.7. The issue of the premature freezing can
be explained by assessing the well-depth and the overall shape of the potential (partic-
ularly the steep repulsive region). The deepest well and therefore the highest melting
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point is expected for Mie (40-6) model, followed by the Martini model. Our Mie (8-6)
Model 1 (parameterised to optimise the description of the fluid-phase equilibria of water,
as described in the following section) and the standard LJ model have a comparably large
well-depth, and also give rise to freezing at ambient conditions: the Mie (8-6) potential is
“softer” and exhibits a more distinct attraction range than the LJ model. Our Mie (8-6)
Model 2 (parameterised to optimise the description of the saturated-liquid density and
vapour-liquid surface tension) has a form which is nearly identical to the Mie (9-6) and
(12-4) models suggested by He et al. [82], which is reassuring as the same properties of
water are being targeted: liquid density and interfacial tension. The relatively soft nature
of the potential and its shallow depth ensures that Model 2 remains in a stable liquid state
throughout the experimental liquid fluid range. An entirely different form of potential is
obtained from the Iterative Boltzmann Inversion (IBI) of the structure of the SPC water
model [227]. Unlike the models based on a CG potential characterised by a single well,
the CG IBI potential is seen to exhibit multiple wells that account for the short-range
hydrogen bonding and the long-range attractive interactions; the relatively shallow well
means that the model will not suffer from premature freezing. It is important to point out,
however, that the aim of a IBI coarse-graining methodology is principally to reproduce the
structural properties of fluid; the thermodynamic properties are not considered explicitly
with this approach and cannot be accurately reproduced [283]. A further disadvantages
of the IBI is that the potential is not based on the close algebraic form and instead has
to be obtained with an iterative procedure at each state point, making it computationally
demanding.
After having chosen our designated Mie (8-6) form of the potential for our coarse-grained
representation of water, the remaining size and energy parameters can be estimated by
matching the appropriate target properties of water. A key quantity that has been a
target for the majority of models is the (saturated) liquid density. The absolute value of
the density of a model is closely linked to the magnitude of the size parameter σ. As the
representation liquid density is generally a prerequisite this further reduces the degrees of
freedom of the model, so that only the energy scale  can be refined to capture the remain-
ing properties. In the next section we will show that an attempt to match a given target
property (e.g., the enthalpy of vaporisation) can lead to a significant deterioration in the
prediction of another properties (e.g., interfacial tension). A compromise to reproduce
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Figure 4.7: The various CG intermolecular potentials used to represent water at 298 K:
Model 1, Mie (8-6) potential, developed with the SAFT-γ Mie EoS to represent the saturated
liquid density and vapour pressure; Model 2, Mie (8-6) potential, developed with the SAFT-γ
Mie EoS to represent the saturated liquid density and vapour-liquid interfacial tension; the
Mie (40-6) potential developed with the SAFT-γ Mie EoS as a compromise to reproduce the
saturated liquid density, the vapour pressure, enthalpy of vaporisation, and vapour-liquid in-
terfacial tension to a lower level of accuracy, freezes at ambient conditions; the Mie (9-6)
and (12-4) potentials proposed by He et al. [82] capture the saturated liquid density and the
vapour-liquid interfacial tension but fail to describe the vapour pressure and the enthalpy of
vaporisation; the Martini model [78], which corresponds to a simple LJ (12-6) potential form
at the four-to-one molecules per bead level of coarse-graining, captures the liquid density but
freezes prematurely; the LJ (12-6) potential at the one-to-one level of coarse-graining repro-
duces the liquid density but fails to describe the vapour pressure and enthalpy of vaporisation,
and freezes at ambient conditions; the IBI model is obtained by mapping the structural prop-
erties of SPC model to a CG bead using iterative Boltzmann inversion, without a consideration
of the thermodynamic properties.
several properties simultaneously with a lower degree of accuracy is found to be unsatis-
factory. Thus, two single-site Mie (8-6) CG models of water are developed in our current
work with the aid of the SAFT-γ Mie equation of state: the first Model 1 is parameterised
to reproduce the saturated liquid density and the vapour pressure; the second Model 2 to
reproduce the saturated liquid density and the vapour-liquid interfacial tension.
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4.4.3 Model 1 with the liquid density and vapour pressure as target
properties
The first Mie (8-6) model considered (Model 1), is designed to provide an optimal descrip-
tion of the experimental saturated liquid density and vapour pressure for the entire fluid
phase range. To that effect, the size and energy parameters σ and  are estimated with the
SAFT-γ Mie EoS by minimising the difference between the experimental and theoretical
values of these properties at each temperature. The parameter estimation procedure is
undertaken at a each state point, so that there is a parameter set for each temperature
studied. Temperature dependent parameters are reported in Table C.3 in Appendix and
plotted in Figure 4.8. Simple correlations for σ(T ) and (T ) of our Mie (8-6) Model 1 of
water (for use with the relatively long cutoff of Rc = 30 Å, which essentially corresponds
to the full potential) can then be developed as simple polynomial functions of the temper-
ature:
σ/Å = 1.262 ∗ 10−9T 3 − 8.72 ∗ 10−8T 2 − 4.554 ∗ 10−4T + 3.119, and
/kb/K = 1.105 ∗ 10−5T 2 − 0.3077T + 586.8.
It can be seen that  is characterised by a near-linear behaviour with the temperature,
while σ exhibits a minimum at a temperature of ∼ 350 K.
The corresponding temperature-density vapour-liquid envelope for the Mie (8-6) Model 1
is displayed in Figure 4.9. The triple point was determined by Ramrattan et al. [307] as
the intersection of the bubble point curve for the liquid with the solidification curve at
T ∗t = 0.71. One observes that the state at 273 K, which corresponds to the experimental
triple point (Tt) of water, is below the triple point estimated for the Mie (8-6) CGW1-vle
(T ∗t = T/(/kB) = 0.54), suggesting the triple point of the model is
Tt(CGW1-vle)∼ 343 K and hence premature freezing. This overestimation is unavoidable
because of the high values of the energy parameters which are required for an accurate
description of the vapour-pressure curve over the entire fluid range. The high values
of well-depth  are attributed to the effective averaging of the hydrogen bonding in our
isotropic coarse-grained force field; the effective attractive energy is seen to decrease with
increasing temperature which is consistent with corresponding breaking of hydrogen bonds
expected from entropic considerations. The physically meaningful temperature range for
our Mie (8-6) Model 1 is therefore from the triple point of the model to the near-critical
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Figure 4.8: The temperature dependence of the size and energy parameters σ and  for Mie
(8-6) Model 1 of water developed to reproduce the experimental saturated liquid density and
vapour pressure, estimated with SAFT-γ Mie EoS
region (343-643 K).
In order to retain a close link with the theory and faithfully represent full potential,
a relatively large value of Rc = 30 Å (corresponding to Rc ∼ 10σ for our models of
water) is chosen for the cutoff radius as indicated in Figure 4.2. Overall, the accuracy of
the prediction of the fluid-phase equilibria with the SAFT-γ EoS [24] for the Mie (8-6)
system compared to the MD simulation data for the full potential (Rc=30 Å) (reported
in Table E.2 in Appendix) is within 1% for the saturated liquid density and 4% for the
vapour pressure as it is apparent from Figure 4.10. As our Model 1 is parameterised to
reproduce the saturated liquid density and vapour pressure at each temperature along the
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Figure 4.9: Adopted from Ramrattan et al. [307]. The temperature-density coexistence
envelope in dimensionless units T ∗ = kBT/ and rho∗ = ρσ3 for the Mie (8-6) system is given
by the continuous curves, the filled circle indicates the state point corresponding to 273 K for
Model 1 and filled triangle is the state point corresponding to 273 K for the Model 2.
vapour-liquid envelope, the prediction of other properties can unfortunately deviate from
experimental values due to the aforementioned issues of representability. For instance, the
enthalpy of vaporisation is underestimated by about 14 % and the vapour-liquid interfacial
tension is overpredicted by about 100% at low temperatures (see Figure 4.11). A major
drawback of Model 1 is however its high melting point which causes an unphysical freezing
at ambient conditions.
Notwithstanding these deficiencies, the Model 1 is suitable for the description of any type
of fluid-phase equilibria including the challenging phase behaviour of aqueous mixtures,
especially at high temperatures and pressures, since the density and vapour pressure of
the system are accurately reproduced. The one-to-one mapping can be used to account for
the behaviour of water molecules in the vapour phase in a reasonably realistic manner, in
contrast to CG models of water involving more than one water molecule per bead, which
imply an unphysical clustering in the vapour phase. The performance of the Model 1 for
binary aqueous systems is illustrated for the mixtures with carbon dioxide and n−alkanes
in Chapter 5.
In the study of biological systems, most of the relevant phenomena, such as the phase
morphologies of aqueous solutions of amphiphilic molecules or the configurations of macro-
molecular structures, take place in the liquid phase. In order to best capture the physical
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Figure 4.10: The saturated liquid density and vapour pressure of water as represented
with our Mie (8-6) Model 1. The dashed curves denote the correlated experimental values
from NIST [195], the continuous curves are the description with SAFT-γ Mie EoS [24, 55]
(indistinguishable from the experimental values of the vapour pressure), and the symbols are
the corresponding data obtained for the system by Molecular Dynamics simulation for the
model.
properties of these systems, an accurate description of the interfacial tension is crucial, as
the phase morphologies of the microphase separated domains are very sensitive to details
of the interfacial properties [85]. Therefore, we propose an alternative parametrisation
focussing of the accurate reproduction of the liquid density and surface tension.
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Figure 4.11: The enthalpy of vaporisation and vapour-liquid interfacial tension of water as
represented with our Mie (8-6) Model 1. The dashed curves denote the correlated experimental
values from NIST [195], the continuous curves are the description with SAFT-γ Mie EoS [24, 55]
and the symbols are the corresponding data obtained for the system by Molecular Dynamics
simulation for the model.
4.4.4 Model 2 with the saturated liquid density and vapour-liquid in-
terfacial tension as target properties
For our Model 2 of water, the exponent pair characterising the Mie potential is kept as
(8-6) for the sake of consistency, and the size and energy parameters σ and  are estimated
directly from the molecular simulation data data for the saturated liquid density and the
vapour-liquid interfacial tension at each temperature, respectively, since the prediction of
the latter is not directly accessible from the equation of state (unless a suitable treatment
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of the inhomogenous properties of the system is made [308–310].
The parameterisation is undertaken to match the saturated liquid density and vapour-
liquid interfacial tension (as determined with the mechanical route), using the cutoff radius
of Rc= 20 Å as a compromise between an accurate representation of a “full” potential
(corresponding to Rc= 30 Å) and the computational effort associated with the long-ranged
interactions; the corresponding simulation data for Rc= 20 Å is reported in Table E.3
in Appendix. The vapour-liquid interfacial tension obtained with the mechanical and
thermodynamic routes for Rc = 20 Å are indicated on Figure 4.3 (cf. discussion in Section
4.4.1).
The temperature-dependent parameter set for σ and  of our Mie (8-6) Model 2 is given
in Table C.4 in Appendix and plotted in Figure 4.12. Corresponding correlations for σ(T )
and (T ) of our Mie (8-6) Model 2 of water (for use with the cutoff of Rc= 20 Å) can also
be developed as simple polynomial functions of the temperature:
σ/Å = −6.455 ∗ 10−9T 3 + 9.1 ∗ 10−6T 2 − 4.291 ∗ 10−3T + 3.543 and
/kb/K = −4.806 ∗ 10−4T 2 + 0.6107T + 165.9.
The range of values of the parameters at ambient conditions is similar to that of the
one-to-one coarse-grained Mie (12-4) or (9-6) models of water developed by He et al.
[82], which were also parameterised to reproduce the liquid density and surface tension.
Because of the relatively low values of the well-depth , the system remains in the liquid
state over the whole experimental fluid temperature range considered. In the global phase
diagram, the state point of the model system corresponding to a temperature of 273
K is above the experimental triple line (cf. Figure 4.9); the triple point of Model 2
corresponds to a temperature of Tt = 193 K in real units. The saturated liquid density
and the surface tension obtained by direct Molecular Dynamics simulation are in excellent
agreement with the experimental data over the entire fluid temperature range as can be
seen from Figure 4.13. As discussed earlier, there can be problems of representability with
coarse-grained models of this type for properties not employed in the parameterisation:
at the low temperatures, the enthalpy of vaporisation and vapour pressure predicted with
Model 2 deviates significantly from the experimental data (Figure 4.14). Our Mie (8-6)
Model 2 is therefore designed for studies of the condensed liquid state and interfacial
properties of aqueous solutions at the moderate temperatures, e.g., for the research area
on aqueous solutions of surfactants, biological systems, and macromolecules in general.
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The performance of Model 2 as a solvent for aqueous solutions of non-ionic surfactant
systems is illustrated in Chapter 6.
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Figure 4.12: The temperature dependence of the size and energy parameters σ and  pa-
rameters of our Mie (8-6) Model 2 of water developed to reproduce the experimental saturated
liquid density and vapour-liquid interfacial tension as obtained from the corresponding simu-
lation data for the model.
4.4.5 Different levels of coarse-graining of water
In this section, we explore different levels of coarse-graining for the Mie (8-6) model of
water, ranging from one to four molecules per bead. In previous work, He et al. [82] ob-
served that at the higher levels of coarse-graining the water models give rise to unphysical
crystalline states at ambient conditions when parameterised to reproduce liquid density
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Figure 4.13: The saturated liquid density and surface tension of water as predicted with our
Mie (8-6) Model 2. The dashed curves denote the correlated experimental values from NIST
[195], the continuous curve are the prediction with SAFT-γ Mie EoS [24, 55], and the symbols
are the corresponding data obtained for the system by Molecular Dynamics simulation for the
model.
and surface tension. For our CG models, the melting temperature can be estimated from
the principle of conformality (T ∗t = Tt/) [307]; the triple point for the Mie (8-6) model is
at T ∗t = 0.71 as indicated on Figure 4.9 and the energy parameter can be obtained from
the representation of the liquid density and surface tension as explained in the previous
section for the simple one-to-one mapping. The parameters obtained in this manner for
different levels of coarse-graining are reported in Table 4.1 together with the corresponding
melting points. It is apparent that a consequence of coarse-graining more than two water
4. Water 102
 10
 20
 30
 40
 300  400  500  600
?
Hv
 / (
k J
 m
o l-
1 )
T /K
10-3
10-2
10-1
100
101
102
 300  400  500  600
Pv
 / M
P a
T /K
Figure 4.14: The enthalpy of vaporisation and vapour pressure of water as predicted with
our Mie (8-6) Model 2. The dashed curves denote the correlated experimental values from
NIST [195], the continuous curve are the prediction with SAFT-γ Mie EoS [24, 55], and the
symbols are the corresponding data obtained for the system by Molecular Dynamics simulation
for the model.
molecules per bead is a marked overestimation of the melting point (at least in the case
of the Mie (8-6) model).
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Table 4.1: Mie (8-6) models of water (with a cutoff of Rc = 20 Å) at different molecule-to-
bead levels of coarse-graining developed to reproduce the saturated liquid density and vapour-
liquid interfacial tension at T = 298 K with the corresponding melting temperatures.
CG level 1 2 3 4
σ /Å 2.9017 3.7467 4.3310 4.8295
/kB /K 305 400 481 573
Tm /K 199 284 341 407
The coarse-graining level should therefore not be chosen higher than two water molecules
per bead to avoid unphysical freezing at ambient temperatures. The best choice for the
large scale simulation of aqueous surfactants or macromolecular biological systems would
be 2-to-1 mapping. In this regard a Mie (8-6) model of water at the two-to-one level of
coarse-graining is developed, our “biowater model”, which is parameterised to reproduce
the saturated liquid density and surface tension at ambient conditions. A unique set of
temperature-independent size and energy parameters σ and  is employed for temperature
range between 293 and 313 K, unavoidably leading to small deviations in liquid densities
and surface tensions at the limits of the given temperature range (Table 4.2). The model
will be particularly useful for large scale simulation of aqueous surfactants or biomolecular
systems to improve the computational efficiency. A further advantage is that the vapour
pressure decreases on increasing the level of coarse-graining, so that the vapour pressure
of the two-to-one CG model is improved by one order of magnitude compared to the
CG models based on a one-to-one mapping. The “biowater” model has already been
successfully implemented in the study of the air-water interfacial tensions and surface
excess adsorption of dilute non-ionic surfactant solutions [311], a challenging task owing
to the low critical micelle concentrations exhibited by the system.
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Table 4.2: Biowater model, with a two-to-one molecule-to-bead mapping, parameterised
to reproduce the saturated liquid density and vapour-liquid interfacial tension at ambient
temperatures.
T /K 293 298 303 313
σ /Å 3.7467
(/kB) /K 400
γ/(mNm−1) 73.43 71.88 71.12 69.17
ρl/(kgm−3) 1003.89 999.18 995.47 986.31
P v/bar 0.217 0.303 0.347 0.479
Expt.
γ/(mNm−1) 72.74 71.97 71.19 69.6
ρl/(kgm−3) 998.16 997.00 995.6 992.17
P v/bar 0.023 0.031 0.042 0.074
4.4.6 Comparison of the Mie (8-6) CG models of water with existing
models
As a final assessment of the various force fields for water we compare the performance of
our Mie (8-6) CG models with some of the popular atomistic and other CG models. The
molecular parameters for the various models are summarised in Table 4.3.
The computational performance of our Mie (8-6) Model 2 in typical Molecular Dynamics
simulation is compared to the atomistic SPC model in Figure 4.15. As evident from the
figure, the representation of the water molecule as a single coarse-grained bead with no
explicit electrostatics leads to compelling savings in computational time. The expected
gain in computational efficiency is about one order of magnitude in terms of the system size
(for a fixed CPU time per time step) and about two orders of magnitude in the simulation
speed-up for a fixed system size. This performance makes our CG model attractive for
calculations of large systems over long times.
A comparison of the accuracy in representing the thermodynamic properties with the
various atomistic and CG models of water at room temperature (T = 298 K) and at
a high temperature (T = 450 K) is presented in Table 4.4: our Mie (8-6) CG Models
1 and 2 and the “biowater” model are assessed along with the Martini [78] and Klein
[82] CG models, as well as the popular atomistic models (namely, models from TIP [76]
and SPC [312] families). One should recall at this point that T = 298 K is below the
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Table 4.3: Parameter sets for the atomistic and coarse-grained water models, including the
size σ and energy  parameters, the repulsive and attractive exponents λr and λa of the Mie
potentials, and the proton charges qH of the atomistic models.
Water models σ /Å /kB /K λr λa qH/e
CG models
Model 1 (T=298 K) 3.0089 496.09 8 6
Model 1 (T=450 K) 3.0114 450.57 8 6
Model 2 (T=298 K) 2.9016 305.21 8 6
Model 2 (T=450 K) 2.8666 343.39 8 6
Martini 4.7 601.36 12 6
Biowater 3.7467 400 8 6
He et al. Mie (9-6), 2.908 354.77 9 6
atomistic models
TIP3P 3.1506 76.54 12 6 0.417
TIP4P 3.1540 78.02 12 6 0.52
TIP4P/2005 3.1589 93.20 12 6 0.5564
SPC 3.1656 78.20 12 6 0.41
SPC/E 3.1656 78.20 12 6 0.423
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Figure 4.15: Comparison of the CPU time per time step in typical Molecular Dynamics
simulations as a function of number of molecules for our Mie (8-6) Model 2 and the atomistic
SPC water model. The state point is at 298 K. The simulations are performed in the canonical
NV T ensemble on 8 CPU 3 GHz processors employing the DL POLY 2.0 package [301].
triple point of Model 1; this represents a metastable fluid state which we asses by means
of the SAFT-γ Mie equation of state [24, 55]. The same applies to the Martini CG
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force-field of water, where the calculation of properties of the pure liquid at ambient
temperature is only possible following the modification proposed by Chiu et al. [159]. We
examine representative thermophysical properties including the saturated liquid density,
vapour pressure, enthalpy of vaporisation, vapour-liquid interfacial tension, isobaric heat
capacity, isobaric thermal expansivity, isothermal compressibility, self-diffusion coefficient,
and the second virial coefficient in Table 4.4. The corresponding ambient melting points
and the extent of the vapour-liquid phase envelope measured in terms of the ratio of the
critical and the melting temperatures are also compared. The results for the atomistic
models are taken from the corresponding literature [205, 230, 234, 235, 291, 313–316].
For the CG models, the second derivative thermodynamic properties are estimated using
the SAFT-γ Mie EoS. The melting points are also obtained from a corresponding states
analysis as described in Section 4.4.2. The boiling points are estimated from the Clausius-
Clapeyron equation; the critical points are obtained from the scaling laws (Eqs. 3.3 and
3.4). All other properties are calculated by means of molecular simulation. As one would
expect, the performance of the high-level resolution atomistic models of water is generally
better than for the CG models. It is however still important to note that, none of the
atomistic models can reproduce all of the properties with a high accuracy despite a much
more significant computational costs, and the description with our CG models is very
satisfactory considering their simple nature.
The isobaric thermal expansivity of water, which corresponds to the temperature derivative
of the volume at constant pressure, for our Mie (8-6) Model 1 is found to exhibit a better
performance than most of the atomistic models. The isothermal compressibility is however
largely underestimated with our CG models, as is heat capacity, which is underestimated
by approximately 33 %.
The self-diffusion coefficient determined from the mean-square displacement by Molecular
Dynamics simulation of our CG models and the various atomistic models is represented as
a function of the inverse temperature in Figure 4.16. It is well known that the self-diffusion
coefficient is overestimated relative to the experimental value for most CG models; the
mobility of the CG beads is faster because the molecule is not slowed down by the re-
orientation of the hydrogen atoms and the formation / break-up of hydrogen bonds [286].
Our Mie (8-6) Model 2 indeed conforms with this behaviour: the diffusion coefficients at
low temperatures are markedly overestimated and become comparable with experiment
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only in the high-temperature limit. By contrast, the self-diffusion coefficient determined
with our Mie (8-6) Model 1 is underestimated relative to experiment; this could be at-
tributed to the large values of the energetic well of the potential which results from the use
of the vapour pressure as the target property. The use of the vapour pressure to estimate
the effective cohesive forces holding CG molecules together leads to interactions which
appear to be stronger than the real forces, reducing the mobility of the CG sites.
At high temperature, our CG models represent the liquid density more accurately than all
of atomistic models considered here. The vapour pressure and the second virial coefficient
determined with our Mie (8-6) Model 1 are also in closer agreement to the experimental
values than those corresponding to the other models. This is not surprising as Model
1 was specifically designed to capture the properties of the liquid and the vapour phase
simultaneously. It is well known that the rigid non-polarisable atomistic models, which are
parameterised to reproduce the properties of the liquid phase cannot be used to reproduce
properties of the vapour phase reliably [205, 317].
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Figure 4.16: The self-diffusion coefficient as a function the inverse temperature. The dashed
curve denotes the correlated experimental data, and the symbols represent the corresponding
values obtained for the various atomistic and coarse-grained models by Molecular Dynamics
simulation; the data for our Mie (8-6) CG models are shown as filled symbols. Experimental
values and the data for the TIP and SPC atomistic models are taken from Ref. [205].
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4.5 Conclusions
We have introduced coarse-grained single-site force fields for water, which have been de-
veloped for targeted thermodynamic properties with the aid of the SAFT-γ equation of
state based on the Mie (generalised Lennard-Jones) interaction potential [24, 55]. We
have parameterised simple isotropic single-site models based on a “soft” Mie (8-6) inter-
molecular potential. One finds however that fixed forms of intermolecular potential (i.e.,
fixed repulsive and attractive exponents) cannot be used to accurately represent all of
the thermodynamic properties of water simultaneously. We have designed two different
one-to-one molecule-to-bead coarse-grained Mie (8-6) models of water to target specific
thermodynamic properties: Model 1 is optimised to reproduce the saturated liquid den-
sity and the vapour pressure, as a force field for use in the simulation of the fluid-phase
equilibria of aqueous mixtures; Model 2 is designed to accurately capture the saturated
liquid density and vapour-liquid interfacial tension precisely, and is therefore particularly
suited for the prediction of the interfacial properties of aqueous solutions in the dense
liquid phase. Since the effective coarse-grained interactions vary significantly with the
temperature and density, temperature dependent size and energy parameters have been
introduced to provide a reliable representation of the thermophysical properties over a
broad range of conditions.
Our CG models compare favourably with the commonly used CG models as at least two
generic properties are accurately reproduced with our Mie (8-6) force fields (which is not
generally true of existing models) over the entire temperature range of the liquid fluid.
Our Mie (8-6) Model 1 is developed at the one-to-one mapping level of coarse-graining
and can be used to reliably represent the vapour-liquid equilibrium of aqueous mixtures,
while force fields that result from an aggressive coarse-graining, such as Martini model,
produce unphysical clustering and are unsuitable to represent the vapour phase.
To a certain extent all coarse-grained models suffer from issues of representability for the
different types of thermodynamic properties and transferability to different thermody-
namic states; this is particularly true for water and aqueous systems. The advantage of
the methodology employed in our work is that it is straightforward to implement an alter-
native parameterisation if different thermodynamic properties or conditions are of interest.
The level of coarse-grained mapping can also be tuned for specific applications. In this
4. Water 110
vein, we have also proposed a Mie (8-6) model of water at the two-to-one molecule-to-bead
level (“biowater”), parameterised to reproduce the liquid density and surface tension at
ambient conditions. Our Mie (8-6) biowater model is therefore designed for use in large
scale simulations of aqueous solutions of amphiphiles, lipid membranes, proteins and other
challenging biomolecular systems. The relative simplicity of the coarse-grained represen-
tation means that fewer unlike intermolecular parameters have to be specified in mixtures.
Furthermore, the unlike interactions between the various chemical moeities in the system
can also be estimated reliably with the aid of the SAFT-γ Mie EoS from appropriate
macroscopic experimental data for the given mixture [68].
Chapter 5
Binary and ternary mixtures
comprising carbon dioxide, water
and n−alkanes
5.1 Chapter overview
In this chapter, we study the phase behaviour of the binary and ternary mixtures compris-
ing carbon dioxide, water and n−alkanes. The models for the n−alkanes and water have
been developed in Chapters 3 and 4, respectively, whereas the model for carbon dioxide
was taken from the previous publication on the SAFT-γ Mie force field [22]. The mod-
elling is performed by using the SAFT-γ Mie EoS. The unlike interactions between the
components are described by a single adjustable parameter, which appears to be transfer-
able over a wide range of conditions. The derived CG force fields are used in Molecular
Dynamics simulations in order to validate the predictions by the theory and also to cal-
culate the properties that cannot be accessed via the equation of state, such as interfacial
phenomena. The quality of predictions is comparable to the description by the atomistic
models and other well-established equations of state.
5.2 Phase behaviour of binary mixtures
Due to a large variety of possible intermolecular interactions between two components,
binary mixtures exhibit a very rich phase behaviour, which is commonly described in
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the classification of Scott and van Konynenburg [32, 33]. Binary mixtures are commonly
subdivided into six main types, which differ from one another by the presence or absence
of the three phase line and the way the critical line connects with it. In the types I, II, and
VI mixtures, the components exhibit similar critical temperatures, therby resulting in a
continuous vapour-liquid critical line, which connects both pure components. In contrast
to this, in the mixtures of types III, IV, and V, the critical temperatures are very different,
thereby triggering the discontinuity of the critical line. The corresponding PT -projections
are illustrated in Figure 5.1. The original classification included five types of mixtures
(from I to V) which were described by the van der Waals EoS by choosing various a and b
parameters. Type VI was proposed later by Gubbins and co-workers [318, 319]. In recent
literature, other sub-types are proposed as different combinations of the main six types.
T
Type I 
C1 C2 P
T
Type II 
C1 C2 
UCEP LLV 
P
T
Type III 
C1 C2 
UCEP 
LLV 
P
T
Type IV 
C1 C2 
UCEP 
LCEP 
P
T
Type V 
C1 C2 
UCEP 
LCEP 
P
T
Type VI 
C1 C2 
UCEP 
LCEP 
P
Figure 5.1: PT -projections illustrating the critical phase behaviour according to the classi-
fication by Scott and van Konynenburg [32, 33]. Solid curves denote the critical lines, dashed
curves are the pure component vapour pressures and dash-dotted curves are the three-phase
lines. C1 = critical point of component 1; C2 = critical point of component 2; LLV = liquid-
liquid-vapour curve; UCEP= upper critical end point; LCEP= lower critical end point.
The simplest case of the mixture is where two components have similar molecular sizes,
type of interactions, and critical properties, so that the mixture exhibits a relatively ideal
behaviour. Referred to as the type I mixture, it is described by a continuous vapour-
liquid critical line and no liquid-liquid immiscibility occurs. Typical examples include the
mixtures of nobel gases such as argon with krypton, or mixtures of carbon dioxide with
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the short-chain alkanes up to n−hexane [320].
As the differences between both components increase, the liquid-liquid immiscibility ap-
pears at low temperatures. Since the liquid-liquid critical line does not expand beyond
the critical temperatures of any of the components, the vapour-liquid critical line remains
continuous connecting the critical points of both pure components. The liquid-liquid crit-
ical line merges with the three phase line in the upper critical end point (UCEP). This
type of mixture is referred to as the type II and its typical examples include mixtures of
carbon dioxide with middle-length alkanes from n−heptane to n−dodecane [320].
The most non-ideal case with the largest disparities in the intermolecular forces is given by
the mixtures of type III. The liquid-liquid immiscibility region expands to the temperatures
above the critical point of at least one component. By penetrating the region of the vapour-
liquid critical line, the critical line becomes discontinuous. Its upper branch starts at the
critical point of the less volatile component, and proceeding to higher pressures finally
merges with liquid-liquid critical line. The lower branch of the vapour-liquid critical line
is usually much shorter; it starts at the critical point of the more volatile component and
merges with the three phase line at the UCEP. The type III behaviour is quite common
and occurs for systems including alkanes and water, water and carbon dioxide, and carbon
dioxide with the long-chained alkanes (from n−tetradecane onwards) [320]. Those systems
are the main focus of this chapter. Type IV occurs as a transition between the type II to
type III behaviour in the same homologous series, as for example in the carbon dioxide
and n−tridecane system [320]. The vapour-liquid critical line starts at the critical point
of a less volatile component and merges with the three phase line in the lower critical end
point (LCEP). In this manner, the Tx-projection exhibits a closed loop of the liquid-liquid
immiscibility. Additionally, the second liquid-liquid immiscibility region occurs at the low
temperature and the three phase line merges with the liquid-liquid critical line in the
upper critical end point as in the type II mixture. This is the only difference to the type V
mixture, which does not exhibit the liquid-liquid immiscibility at low temperatures. The
type VI is also characterised by the closed loop immiscibility in the liquid-liquid region,
however it occurs at the temperatures below the critical points of both components so
that the vapour-liquid critical line remains continuous.
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5.3 Introduction to the systems
The mixtures of carbon dioxide, water and n−alkanes have received a particular interest in
the literature due to their central role in petrochemical industry. The range of applications
spans enhanced oil recovery, CO2 storage, natural gas transport and processing, and many
other processes. An accurate description of the phase behaviour of these mixtures is
crucial for the optimal design of a chemical process. From the modelling perspective, the
mixtures that n−alkanes form with CO2 and water are challenging because they exhibit
a high degree of non-ideality due to quite different nature of interactions between the
components. While n−alkanes are non-polar, CO2 shows a significant quadrupole moment
and water has a large dipole moment and forms hydrogen bonds. The resulting mixtures
are therefore highly asymmetric, both in size and energetic interactions. The disparity of
the those interactions produces different mixture fluid phase behaviour (Section. 5.2).
In the mixtures of carbon dioxide with the middle-length alkanes a type II behaviour is ob-
served, whereas the mixtures with the long alkanes display a type III behaviour [321, 322].
The type III behaviour is also observed in CO2+water [323, 324] and n−alkane+water
mixtures [325, 326].
In terms of modelling, the use of a cubic equation of state (EoS), such as Peng-Robinson
(PR) [9] or Soave-Redlich-Kwong (SRK) [10] remains a common practice in reservoir
engineering. Yet, since this type of the equation of state is mostly suitable for the spherical
components and mixtures with non-associating interactions, an accurate description of the
phase equilibria is only possible if a large number of adjustable parameters is introduced,
thereby leading to the reduction of the predictive power of the model. As a recent example
one can refer to recent work of Cismondi et al. [327], who accurately described phase
diagrams of the entire homologous series of n−alkanes with carbon dioxide using a RK-
PR equation of state at a cost of employing forty adjustable parameters.
In the study of highly associating mixtures, using an equation of state that can directly
account for association has been proven advantageous. The SAFT EoS has been suc-
cessfully applied to study the phase behaviour of mixtures containing n−alkanes, water
and carbon dioxide. Some of distinctive properties of those systems such as transition in
the phase behaviour from type II to type III for CO2+n−alkanes [328–330], barotropic
density inversion in CO2+water mixture and solubility minima of water in CO2 [172, 331–
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336], solubility minima for hydrocarbons in water [337, 338] and extreme immiscibility of
n−alkane+water mixtures [58, 59, 339–345] can be accurately reproduced using various
versions of the SAFT equation of state. Some models are more complex than others,
for instance, when the quadrupole moment is included into the CO2 model [172, 335].
Additionally, controversy in the literature has aroused on whether the cross-association
is needed between CO2 and water components to account for the change of the slope
in solubility near the critical temperatures [331, 346] or whether this behaviour can be
reproduced without any additional interactions [332–334].
Although an equation of state is still a preferable tool in the petrochemical community
due to its efficiency, in the last few decades the molecular simulation has emerged as
an alternative for a number of industrial applications [3, 4]. The mixtures containing
n−alkanes, carbon dioxide and water have therefore received a lot of attention also from
the molecular simulation perspective. Different atomistic force fields have been employed
to study those mixtures. To name just a few examples, Cui and Cummings [62] used the
EPM2 model for carbon dioxide and the model developed by Siepmann, Karaborni, and
Smit (so-called SKS model) for n−alkanes [181] to describe vapour-liquid equilibrium of
CO2+n−alkane mixtures. Potoff and Siepmann [347] developed the CO2 model within
all-atom TraPPE formalism to calculate VLE of binary mixtures with n−alkanes and
nitrogen. Potoff and Panagiotopoulos [63] studied phase behaviour of various polar and
non-polar components including CO2, n−alkanes and water mixtures using exp-6 potential
models. Johansson et al. [348] studied equilibrium solubilities and structures of water in
n−alkanes using a modified TraPPE-SPC force field. Ferguson et al. [349] explored
the water-rich liquid phase by studying the solubility and molecular conformations of
n−alkane chains in water using a TraPPE model for alkanes and the SPC/E model for
water. Recently, a comprehensive study of CO2+H2O mixture has been carried out by Liu
et al. [350], where the authors compared the performance of several existing water (SPC,
TIP4P, TIP4P2005, and exp-6) and CO2 models (EPM2, TraPPE, and exp-6) to study the
fluid phase behaviour at moderate and high temperatures. It has been concluded that none
of the tested models were capable of reproducing the experimental data over the entire
temperature and pressure range despite the high resolution of the models. Consequently,
a drawback of the atomistic models is not only their high computational demand but
there are still open questions with respect to their limitations in terms of transferability
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and robustness. In order to enhance the computational efficiency and to improve the
transferability, representability, and robustness, we aim to develop a new SAFT-γ Mie
CG force field to study properties of binary and ternary mixtures.
5.4 Methods and models
5.4.1 SAFT-γ force field
For the sake of completeness, the CG model of carbon dioxide, developed by Avendan˜o
et al. [22] is briefly summarised here. The CO2 model is represented by a single sphere
based on the Mie (23-6.66) potential, without any additional electrostatic interactions.
The size and the energy parameters are given by σ =3.741 Å and /kB =353.55 K,
respectively. Despite the simplicity of the model, it is capable to accurately reproduce the
entire phase envelope with a single parameter set. The prediction of properties which were
not used in the parameterisation procedure such as enthalpy of vaporisation, interfacial
tension, supercritical density, as well as the second derivative thermodynamic properties
(thermal expansion, isobaric heat capacity, isothermal compressibility, speed of sound and
Joule-Thomson coefficient) were found to be in a very good agreement with experimental
data. In a comprehensive study, which compared the thermodynamic properties of seven
different carbon dioxide force fields, Aimoli et al. [351] found that the SAFT-γ Mie force
field delievers a comparable accuracy as higher level resolution force fields, such as rigid
and fully flexible three-site models of CO2.
The n−alkanes are modelled as the homonuclear chains of the tangential Mie spheres
based on the parameter set given in Table 3.4. Model 1 ( Section 4.4.3), which provides
an accurate representation of the VLE properties, is used to represent water in the binary
and ternary mixtures with CO2 and n−alkanes. The model is based on the Mie (8-
6) potential with temperature dependent size and energy parameters, σ/Å = σ(T ) =
1.262× 10−9T 3 − 8.720× 10−9T 2 − 4.554× 10−4T + 3.119 and (/kB)/K = (/kB)(T ) =
1.105 × 10−5T 2 − 0.3077T + 586.8. The interfacial properties of water mixtures however
cannot be captured by the model and hence will not be treated in this chapter. The
combining rules to describe the unlike interactions between the pure components are given
by Eqs. 2.57, 2.59, and 2.60. The SAFT-γ Mie EoS is used to adjust the kij parameter in
Eq. 2.60 in order to account for the deviations from the geometric combining rule between
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two components. The kij-values are obtained by adjusting to one isotherm in the Px
diagram for the corresponding binary mixture, with the derived values are given in Sections
5.5.1, 5.5.2, and 5.5.3. Although adjusted to solubility only at one temperature, the kij-
parameter appears to be transferable to different state points and is therefore applied to
study the entire phase diagram. Since the temperature dependence is already incorporated
in the water model, it appears to account for a correct behaviour in description of water
mixtures at different temperatures. Derived from the SAFT EoS, the obtained force fields
are then used as a direct input in molecular simulation in order to validate the predictions
by the theory and to investigate the adsorption properties.
5.4.2 Simulation details
The vapour-liquid equilibria is calculated using Molecular Dynamics (MD) simulation in
the canonical ensemble (NV T ), with constant number of particles N , temperature T and
volume V , whereas the liquid-liquid-phase equilibria simulations are carried out in the
isobaric-isothermal NPT ensemble, with constant number of particles N , temperature T ,
and pressure P . The system temperature is maintained using a Nose´-Hoover thermostat
[188, 189] with the coupling constant of 1.0 ps, whereas the pressure is maintained by means
of a Parrinello-Rahman barostat with a relaxation constant of 10.0 ps. The equation of
motion is integrated by using the leap-frog algorithm [18] with a time step size of 5 fs.
The simulations are carried out with the Gromacs package, version 4.5.5 [190]. For the
mixtures, the same cutoff radius is used as for the pure components of n−alkanes and
water, namely 3.0 nm. The global density and the composition of the systems is chosen
inside the coexistence region. As an initial configuration in the simulation of liquid-liquid
equilibrium, a phase separated system is assembled in the orthorhombic simulation box,
which dimensions are constrained to minimum 6 nm in x and y directions due to the
chosen cutoff radius. z dimension is approximately four times larger than the x and y
dimensions. The system size is chosen accordingly to the box dimensions. During the
LLE simulation in NPT ensemble at a pressure which corresponds to the liquid phase,
the equilibrium box dimensions are established. In vapour-liquid equilibrium simulation,
z dimension is chosen so that enough vapour phase at a pressure corresponding to the two
phase region can be formed. The standard periodic boundary conditions [18] are applied.
After the equilibrium has been established, the configurations are sampled for further
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20 ns. Two phases are formed between two planar interfaces. The composition of the
fluid phases is estimated from the corresponding density profiles. The same unlike binary
interaction parameters are used to account for the interactions between three components
in the ternary mixture.
5.5 Results and discussion
The Results section is organised as following: for each of the binary mixtures studied, the
unlike interaction parameter is adjusted to the fluid phase equilibria at one temperature.
It is important to note that only one adjustable parameter is required to account for the
unlike interactions between the components over a wide range of conditions. Subsequently,
the obtained parameter is used to investigate the entire phase behaviour using the SAFT-
γ Mie EoS, including VLE, LLE, critical lines, and three phase lines. Three dimensional
diagrams are produced to visualise and to provide a better understanding of the phase
behaviour. For the mixtures with n−alkanes, the same parameter set is used to predict
the phase equilibria of the components of different chain length. Additionally, the MD
simulations based on the derived CG force fields are performed to compare with the
experimental and theoretical results.
5.5.1 CO2+H2O mixture
The unlike interaction parameter in the CO2+H2O mixture is adjusted to the liquid-liquid
equilibrium at T = 473 K using SAFT-γ Mie EoS, where kij = −0.07 is found to provide
the best possible agreement with experimental data. This result is consistent with the
study of carbon dioxide+water mixture by the SAFT-VR EoS, performed by Forte et al.
[336]. The quality of representation is illustrated in Figure 5.2. The solubilities in both
phases are reasonably well reproduced, including the solubility minimum of water in CO2-
rich phase. The developed force field is validated by means of MD simulation. At low
pressures, MD simulation results accurately reproduce the prediction made by the SAFT
EoS and therefore the experiment. The solubility minimum of water in CO2-rich phase is
captured correctly by the CG models. By approaching the critical region, the simulations
show larger deviations from the theory due to the divergence of the correlation length.
However, the shape of the phase envelope is qualitatively reproduced.
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The transferability of the model can be validated by applying the same parameter set
at temperatures which were not considered in the parameterisation procedure. The ad-
justable parameter kij is treated as temperature-independent and it appears indeed to
be transferable to different temperatures (see for instance the isotherm at T = 383 K in
Figure 5.2). At lower pressures, the phase compositions alongside with the solubility max-
imum are accurately captured. At high pressures, however, the deviations become more
apparent. Molecular Dynamics simulations, performed at the same conditions, agree well
with theoretical predictions.
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Figure 5.2: Isothermal pressure-composition (Px) phase diagram for carbon dioxide+water
mixture at T =383 (in red) and 473 K (in black). The filled circles correspond to experimental
fluid-liquid equilibrium data [323]. The dashed curve corresponds to the SAFT-γ calculation
with kij = −0.07. The open circles are the MD simulation results for the SAFT-γ Mie CG
force field.
Using the unlike interaction parameter kij = −0.07, the entire phase diagram can be
studied quite efficiently by means of the SAFT-γ Mie EoS. The carbon dioxide+water
mixture exhibits the type III behaviour in the classification of Scott and van Konynen-
burg, which is characteristic of highly immiscible fluids. The global features of the phase
behaviour, which are visualised in Figure 5.3, illustrate that the phase diagram is indeed
largely dominated by the immiscibility region.
The discontinuous vapour-liquid critical line can also be seen in the PT projection of the
PTx surface in Figure 5.4. The critical line at the intermediate pressures shows a good
agreement with experimental data but there are larger deviations at higher pressures.
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Figure 5.3: Three-dimensional (PTx) phase diagram for carbon dioxide+water system.
The continuous red lines are the SAFT-γ calculations for the vapour pressures of the pure
components, the dashed blue lines are the SAFT-γ predictions for the vapour-liquid critical
line and three phase line, the dashed black lines correspond to (Px) sections.
The lower branch of the vapour-liquid critical line merges with the three phase line in
the UCEP; the three phase line appears at the pressures slightly lower than the vapour
pressure of carbon dioxide. The critical point of the CO2 model is overestimated [22] due
to the nature of a mean field theory, which leads to a slight overestimation of the three
phase pressures by SAFT-γ Mie EoS. The zoomed representation of the three phase line
and the lower branch of the critical line is illustrated in the inset of Figure 5.4.
The three phase line separates the liquid-liquid equilibrium at the higher pressures from
the vapour-liquid equilibrium at the lower pressures, i.e. at the temperatures and pressures
of the three phase line, two immiscible liquid phases coexist with the vapour phase. In
Figure 5.5, the isothermal pressure-composition (Px) at T = 298 K, predicted by the
SAFT-γ Mie EoS is compared to experimental data. The vapour-liquid equilibrium is in a
very good agreement with experiment, whereas at the liquid-liquid equilibrium conditions,
the concentration of carbon dioxide is slightly underestimated in both phases. The three
phase pressure is reproduced within 0.45 MPa deviation compared to the experimental
value. A small vapour-liquid region with CO2-rich vapour and CO2-rich liquid phase is
observed above the three phase line. The theory is able to capture the main features
of the carbon dioxide-water system at this temperature, providing an explanation to the
solubility minimum of water in the CO2-rich phase at higher temperatures. The solubility
minimum is ascribed to the presence of the three phase line. At low temperatures, the
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Figure 5.4: PT projection of the phase diagram for the carbon dioxide+water binary mix-
ture. The filled red circles correspond to the experimental vapour pressures of the pure com-
ponents [195], the filled blue circles correspond to the experimental vapour-liquid critical line
and three phase line [323, 324]. The continuous red lines are the SAFT-γ calculations for the
vapour pressures of the pure components, the dashed blue lines are the SAFT-γ predictions
for the vapour-liquid critical line and three phase line. The inset shows the enlarged region
close to the critical point of pure CO2.
solubility curve exhibits a sharp discontinuity at the three phase coexistence pressure. As
the temperature increases above the UCEP, the discontinuity disappears thereby causing
a minimum at the pressures close the UCEP. This behaviour is described in greater details
in Ref. [332]
MD simulations reproduce the theoretical predictions very accurately (Figure 5.5). The
three phases: the water-rich liquid phase (L1), the carbon dioxide rich liquid phase (L2)
and the gaseous phase G, can be clearly distinguished in the corresponding density profile
and the snapshot, presented in Figure 5.6. The adsorption of carbon dioxide on the
interface between L1 and L2 phases is distinctly seen from the density profile.
The adsorption phenomena along the interfacial region can be studied via MD simulations
at different temperatures and pressures. Figure 5.7 presents the density profiles at temper-
atures T = 383 and 423 K and four different pressures: P =8.18 MPa, 31.87 MPa, 62.30
MPa, and 102.10 MPa. Carbon dioxide exhibits a positive surface activity (dρCO2/dz = 0,
d2ρCO2/dz2 < 0), whereas water does not show any surface activity. The surface activ-
ity of carbon dioxide increases as the pressure increases until the limit of the bulk liquid
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Figure 5.5: Isothermal pressure-composition (Px) phase diagram for carbon dioxide+water
mixture at T = 298 K. The filled circles correspond to experimental vapour-liquid and liquid-
liquid equilibria [352–357]. The solid line corresponds to the experimental three phase line.
The dashed curves correspond to SAFT-γ prediction with kij = −0.07. The open circles are
the MD simulation results for the SAFT-γ Mie CG force field.
density is reached and the saturation is established. With increasing temperature, a lower
surface activity and the widening of the interface produced by the decreased slope of the
CO2 density curve is observed.
Apart from the density at the interface, the bulk densities of the carbon dioxide+water
mixture as functions of pressure represent s substantial scientific interest since the mix-
ture exhibits a barotropic density inversion. In this phenomenon, the supercritical CO2
becomes denser than the water phase at high pressures. In Figure 5.8, the experimental
densities of the mixture are compared to the prediction by the SAFT-γ Mie EoS and MD
simulations at T = 298, 304, 383, 423, and 473 K. The theoretically calculated densities
of carbon dioxide phase are in excellent agreement with experiment, both in the sub-
and the supercritical region, whereas the densities in the water rich phase are slightly
underestimated. The pressures at which the barotropic density inversion occurs at the
given temperature, are compared to the experimental values from Ref. [324] in Table 5.1.
Taking into account that those are true predictions of very simple models with only one
adjustable unlike interaction parameter, the agreement between theoretical predictions
and experimental data can be considered remarkable. The MD simulations reproduce the
prediction from SAFT-γ Mie EoS and thereby the experimental data quite accurately.
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Figure 5.6: Top: total density profile of carbon dioxide +water mixture at the three phase
point at T = 298.15 K and P = 6.82 MPa obtained via MD simulation. L1 denotes water-rich
liquid phase, L2 denotes n-hexane rich phase, G denotes the gas phase; Bottom: snapshot
from Molecular Simulations, where water molecules are displayed in red and carbon dioxide in
grey, corresponding to the lines of the same colour in the density profiles.
Table 5.1: Barotropic density inversion points for the carbon dioxide +water mixture,
experimental [324] and predicted with SAFT-γ Mie EoS.
T/K Pexp/MPa PSAFT /MPa
323 80 70
373 125 108
523 200 161
The results for our CG models are compared to the atomistic simulations performed
by Liu et al. [350], who studied carbon dioxide+water system based on some popular
force fields for water (SPC, TIP4P, TIP4P2005, and exponential-6) and carbon dioxide
(EPM2, TraPPE, and exponential-6), using Lorentz-Berthelot combining rules to describe
the unlike pair interactions. The authors used two different sets of the experimental data,
by Takenouchi and Kennedy [323] and Todheide and Franck [324], to validate their results.
In Figure 5.9, the CG simulations are compared to the atomistic results at two temper-
atures: away from the critical region (T = 423 K) and near the critical region (T = 548
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Figure 5.7: Density profiles at the interphase of the carbon dioxide+water mixture at
T = 383 K (left) and 423 K (right) and different pressures calculated by MD simulations. The
dashed line denotes water density profile at P =8.18 MPa, the symbols represent the carbon
dioxide profiles at P =8.18 MPa (brown squares), 31.87 MPa (blue crosses), 62.30 MPa (red
stars), and 102.10 MPa (yellow pluses).
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Figure 5.8: Pressure-density (Pρ) diagram for carbon-dioxide+water mixture at isotherms
corresponding to T =298, 304, 383, 423, and 473 K. The filled circles correspond to experi-
mental density data for the saturated phases [196]. The curves correspond to the predictions
obtained by SAFT-γ with kij = −0.07, the open circles are the MD simulation results for our
SAFT-γ CG Mie force field.
K). In view of the disagreement between the different data sets, it is difficult to judge
which model delivers the best performance. However, the experimental data by Todheide
and Franck [324] were reported to exhibit large errors in composition (up to 1 mol %)
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[358]. Neither captures this data set the solubility minimum at T = 423 K, whereas the
experimental data from Takenouchi and Kennedy [323] undergoes a clear minimum at
low pressures. The solubility minimum is not reproduced by any of the atomistic mod-
els. Compared to the experimental data from Ref. [324], the best performance from the
atomistic force fields is achieved by the exponential-6 model for the CO2-rich phase and
TraPPE/TIP4P2005 model for the H2O-rich phase at T = 423 K. The results from the
CG models are closer to experimental data from Ref. [323], showing a solubility minimum
at low pressures. At high temperatures, the exponential-6 models perform better than
the other atomistic models. They can accurately reproduce the lower part of the phase
envelope, whereas the critical pressure is largely underestimated compared to both sets of
experimental data. The CG models show a similar behaviour, by exhibiting a good agree-
ment with experiment at low pressures and larger deviations and an underestimation of the
critical point at high pressures. Despite the high resolution, the existing atomistic models
for carbon dioxide+water system cannot adequately reproduce the phase behaviour over
a wide temperature and pressure range. At low temperatures, the solubility in the both
phases cannot be reproduced simultaneously. At high temperatures, only a qualitative de-
scription can be achieved with atomistic models. On that account, the performance of the
SAFT-γ Mie CG models can be considered as competitive with respect to the atomistic
models. Having a direct robust link between theory, experiment and simulation enables
us studying the phase behaviour over a wide range of conditions with greater confidence.
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Figure 5.9: Isothermal pressure-composition (Px) phase diagram for carbon dioxide+water
mixture at T = 423 and 548 K. The filled circles correspond to experimental data from Ref.
[323], the filled squares correspond to experimental data from Ref. [324]. The dashed line
corresponds to the predictions obtained by SAFT-γ with kij = −0.07, the open circles are
the MD simulation results for our SAFT-γ CG Mie force field. The CG simulations are
compared to some popular atomistic models: exponential-6 CO2/exponential-6 H2O model
(); EPM2/TIP4P2005 model (4); TraPPE/TIP4P2005 model (5); EPM2/SPC model (^);
EPM2/TIP4P model (pentagon). The unlike-pair parameters of the atomistic force fields are
based on the conventional Lorentz-Berthelot combining rules. Atomistic simulations are taken
from Ref. [350].
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5.5.2 n−alkane + H2O mixtures
The same approach described above is applied to study a system with extreme immis-
cibility, n−alkanes and water. A value of kij = 0.36 is obtained from adjusting to the
solubility of water in a hexane-rich phase at T = 473.2 K. The quality of the representa-
tion is illustrated in Figure 5.10. The calculation is then extended to low pressures to study
the vapour-liquid equilibrium. The n−hexane+water mixture exhibits a heteroazeotrope,
where the vapour phase coexists with two immiscible liquid phases. The azeotropic point
is accurately captured by the SAFT-γ Mie EoS both in terms of composition and pressure
at the given temperature. MD simulations, which are carried out to verify the theo-
retical results, can correctly reproduce the solubility of water in hexane-rich phase. In
vapour-liquid equilibria, the compositions in both phases are also accurately captured by
the simulations. The result for the phase composition at the azeotropic point displays a
remarkable agreement with the theoretical prediction and the experimental value. The
corresponding density profile of the mixture at T = 473.2 K and P = 3.33 MPa is illus-
trated in Figure 5.11. Three phases (a water-rich liquid phase L1, a hexane-rich liquid L2,
and a gas phase G) are clearly distinguished by the density, which is also apparent from
the MD simulation snapshot.
Whereas the solubility of water in n−hexane-rich phase is accurately captured by the
parameter set referred to above, the solubility of n−hexane in the water rich phase exhibits
significant deviations. The experimental solubility values are extremely low: in the order of
magnitude of 10−6. Calculation with the SAFT EoS results in a solubility of approximately
10−9. Whereas the solubility of n−alkanes in the water-rich phase is of a lesser importance
for petrochemical applications, it is crucial for the estimation of solubility of the alkyl
groups of more complex species which are relevant for the detergence and pharmaceutical
industry. In this case, a separate value of kij is required to describe the solubility of
n−alkanes in the water rich phase. It has already been shown by Haslam et al. [61] that
for the mixtures with extreme immiscibility, no single unlike interaction parameter kij can
be used to describe both phases with a high accuracy.
Using the same value of kij = 0.36 for the unlike interactions, we extend the prediction to
study the rest of the phase diagram. The family of n−alkanes+water mixtures is known
to exhibit the type III behaviour due to the mentioned immiscibility of the system [325].
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Figure 5.10: Isothermal pressure-composition (Px) phase diagram for water+ n−hexane
mixture at T = 473.2 K. The filled circles correspond to experimental vapour-liquid and
liquid-liquid equilibrium data [359–361]. The dashed lines correspond to the results obtained
by SAFT-γ Mie EoS with kij=0.36. The open circles are the MD simulation results for SAFT-
γ CG Mie force field. Heteroazeotropic point at P = 3.33 MPa with composition xL1H2O = 1.0,
xGH2O = 0.396, and x
L2
H2O
= 0.116 is highlighted in red.
The extent of the immiscibility gap is visualised in the three dimensional phase diagram
in Figure 5.12. The discontinuity of the vapour-liquid critical line is displayed in PT
projection in Figure 5.13. In the SAFT description, the lower branch of the critical line
is slightly overestimated compared to experimental data due to the over prediction of the
critical point for n−alkanes by the equation of state. Nevertheless, if the critical point
is estimated from the scaling laws using the same model in the molecular simulation, the
result is closer to the experimental value, as it has been shown in Figure 3.2 in Section
3.4.1. In the heteroazeotropic systems, the three phase line is located at pressures higher
than the vapour pressure of both pure components. As it was already evident from Figure
5.10, the three phase line pressure is in excellent agreement with the experimental data.
The upper branch of the vapour-liquid critical line should exhibit a minimum typical for
the systems with the gas-gas immiscibility of the second kind. However, the SAFT EoS
does not capture the change of the slope of the critical line thereby suggesting the gas-gas
immiscibility of the first kind, characteristic for systems with even greater disparity of the
intermolecular forces.
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Figure 5.11: Total density profile of n−hexane+water mixture at the three phase point
(heteroazeotrope) at T = 473.2 K and P = 3.33 MPa obtained via MD simulation. L1 denotes
water-rich liquid phase, L2 denotes n-hexane rich phase, G denotes the gas phase; composition
of the heteroazeotrope is xL1H2O = 1.0, x
G
H2O
= 0.396, and xL2H2O = 0.116. In the snapshot
from Molecular Simulations, water molecules are displayed in red and n−hexane in green,
corresponding to the lines of the same colour in the density profiles.
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Figure 5.12: Three-dimensional (PTx) phase diagram for water+ n−hexane system. The
continuous red lines are the SAFT-γ calculations for the vapour pressures of the pure compo-
nents, the dashed blue lines are the SAFT-γ predictions for the vapour-liquid critical line and
three phase line, the dashed black lines correspond to (P, x) sections.
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Figure 5.13: PT projection of the phase diagram for water+ n−hexane binary mixture. The
filled red circles correspond to the experimental vapour pressures of the pure components [195],
the filled blue circles correspond to the experimental vapour-liquid critical line and three phase
line [325]. The continuous red lines are the SAFT-γ calculations for the vapour pressures of
the pure components, the dashed blue lines are the SAFT-γ predictions for the vapour-liquid
critical line and three phase line.
The interfacial phenomena can be studied via MD simulations at pressures corresponding
to the vapour-liquid and liquid-liquid equilibria. Figure 5.14 illustrates the interfacial
region of the water+n−hexane mixture at T = 473 K and pressures below the three phase
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line (P =2.16 and 2.87 MPa) and above the three phase line (P =6.25 MPa). As in
the mixture with carbon dioxide, in mixtures with n−alkanes, water does not show any
surface activity. At the pressures below the tree phase line, the n−hexane-vapour exhibits
a positive surface activity which increases as the pressure increases. As the pressure
increases above the three phase line pressure, n−hexane reaches the liquid bulk density
and does not show any activity at the interface.
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Figure 5.14: Density profiles at the interphase of the water+n−hexane mixture at T = 473
K at three different pressures calculated by MD simulations. The dashed line denotes water
density profile at P =2.16 MPa, the colour symbol represent n−hexane profiles at P =2.16
MPa (brown squares), 2.87 MPa (blue crosses), and 6.25 MPa (red crosses).
The bulk density of n−hexane+water mixture can be predicted both by molecular sim-
ulation and the equation of state as shown in Figure 5.15. At T = 473 K, the MD
simulations reproduce the theoretical results with a high accuracy. The barotropic den-
sity inversion for the n−alkane+water mixture was reported only for long-chain alkanes,
starting from n−octacosane (C28H58) [325] and therefore is rightly not observed for the
n−hexane+water mixture.
The force field can be tested for its transferability. If the model is transferable, the unlike
interaction parameter which has been adjusted to reproduce the n−hexane+water mixture
should also provide a quantitative agreement with experiment for any n−alkane+water
mixture. This statement is verified by applying the same force field to the mixture of water
with a long chain alkane, for instance n−dodecane. The experimental data for this mixture
is selected at T = 603 K, which is above the UCEP. The theory captures the split into
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Figure 5.15: Pressure-density (Pρ) diagram for water+n−hexane mixture at the T =473 K
isotherms. The curves correspond to the predictions obtained by SAFT-γ with kij = 0.36, the
open circles are the MD simulation results for the SAFT-γ CG Mie force field.
the vapour-liquid equilibrium at lower pressures and the fluid-liquid equilibrium at high
pressures (Figure 5.16). MD simulations reproduce theoretical results both for the vapour-
liquid equilibrium at the lower pressure and the fluid-liquid equilibrium at the higher
pressure with high precision as can be seen in Figure 5.16. The three dimensional phase
diagram is presented in Figure 5.17. The critical region of the vapour-liquid equilibrium
is in line with the experimental data, whereas the fluid-liquid equilibrium shows greater
immiscibility compared to the experiment. The discontinuity of the vapour-liquid critical
line is visualised in PT -projection in Figure 5.18. Similar to the n−hexane+water mixture,
the three phase line is in excellent agreement with experiment. Due to the over-prediction
of the critical point of the n−alkanes, the critical pressure close to the critical point of
n−dodecane is over-predicted. The minimum in the upper branch of the critical line is not
reproduced. Nevertheless, the parameter set is capable of representing the main features
of the phase diagram and is transferable not only to different state points but also to the
related members of the homologous series.
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Figure 5.16: Isothermal pressure-composition (Px) phase diagram for water+ n−dodecane
mixture at T = 603 K. Experimental data is taken from Ref. [326]. Legend as in Figure 5.10.
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Figure 5.17: Three-dimensional (PTx) phase diagram for water+ n−dodecane system.
Legend as in Figure 5.12.
5.5.3 n−alkane + CO2 mixtures
The remaining binary system is the mixture of n−alkanes with carbon dioxide. This sys-
tem is particular interesting because the phase behaviour changes from type II to type
III with the increase of the chain length of the n−alkane. Capturing this behaviour with
only one adjustable parameter for the entire homologous series is a challenging task for
any equation of state [328]. The value of kij = 0.08 is found to provide the best match
with experimental data of the vapour-liquid equilibrium data of n−hexane+CO2 mixture
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Figure 5.18: PT projection of the phase diagram for water + n−dodecane binary mixture.
Legend as in Figure 5.13.
at T = 313 K. This parameter set yields a good representation of the fluid-liquid equilibria
at T=353 and 393 K for the pressures away from the critical point, whereas the critical
point is overestimated by the theory (Figure 5.19). MD results performed at given tem-
peratures compare well with the theory. The same force field is used to study the phase
behaviour of the related members of the homologous series; the pressure-composition (Px)
phase diagram for the long-chained n-pentadecane+carbon dioxide mixture is displayed in
Figure 5.19 (bottom). The change of the phase behaviour compared to the shorter-chain
alkanes is evident through the appearance of the liquid-liquid equilibrium at low temper-
ature (here 292 K). In the theoretical prediction, the liquid-liquid immiscibility persists
at high pressures, whereas the experimental results indicate that a total miscibility is ob-
tained at pressures above 20 MPa. The vapour-liquid equilibrium is correctly described by
the theory. At the temperatures above the critical point of carbon dioxide, the fluid-liquid
equilibrium is accurately reproduced by the equation of state at low and intermediate
pressures, the critical point of the mixture is however overestimated. Molecular Dynam-
ics simulations performed based on the given force field reproduce the theoretical and
experimental results with a high accuracy. The pressure-composition diagrams of carbon
dioxide mixtures with other alkanes such as n-nonane, n-dodecane, n-octadecane are given
in Figure F.2 in Appendix. For all members of the homologous series similar trends are
observed: whereas the prediction by the theory is consistent with the experimental data
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at low pressures, the critical point of mixtures are overestimated.
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Figure 5.19: Pressure-composition (Px) phase diagram for mixtures of carbon dioxide with
n−hexane and n−pentadecane at isotherms corresponding to T =313, 353, 393 K and to
T =292, 353, and 393 K, respectively. The filled circles correspond to experimental vapour-
liquid equilibrium data [196]. The dashed lines correspond to the predictions obtained by
SAFT-γ with kij = 0.08, the open circles are the MD simulation results for our SAFT-γ CG
Mie force field.
The change from type II behaviour for the short chain alkane to type III for the long
chain alkanes is evident from the three dimensional representation of the mixtures of car-
bon dioxide with n−hexane and n−pentadecane in Figure 5.20 and the corresponding
PT projection in Figure 5.21. The phase behaviour of the n−hexane+carbon dioxide
mixture is qualitatively reproduced, displaying the continuous vapour-liquid critical line,
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which connects the critical points of the both components, and the liquid-liquid criti-
cal line, which merges with the three phase line in UCEP. Quantitatively, the vapour-
liquid critical line is overestimated compared to the experimental data. By contrast,
the discontinuous vapour-liquid critical line can be identified in PT representation of
n−pentadecane+carbon dioxide system, illustrating the type III behaviour. Starting from
the critical point of n−pentadecane, the vapour-liquid critical line undergoes a maximum
and a minimum with decreasing temperature until it finally merges with the liquid-liquid
critical line. Again, only qualitative agreement with experiment is achieved: whereas the
experimental data indicate that the critical line reaches its maximum at ∼ 385 K and 23
MPa and its minimum at ∼ 301 K and 12 MPa, the critical line predicted by the SAFT-γ
Mie EoS exhibits its maximum at ∼ 450 K and 35 MPa and its minimum at ∼ 350 K and
30 MPa.
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Figure 5.20: Three-dimensional (PTx) phase diagram for carbon dioxide+ n−hexane (a)
and carbon dioxide+ n−pentadecane system (b). The continuous red lines are the SAFT-γ
calculations for the vapour pressures of the pure components, the dashed blue lines are the
SAFT-γ predictions for the vapour-liquid critical line and three phase line, the dashed black
lines correspond to (Px) sections, the dotted blue line corresponds to (Tx) sections.
The adsorption phenomena along the interfacial region of the carbon dioxide+ n−pentadecane
mixture is studied at the subcritical (T = 292 K) and supercritical (T = 353 K) temper-
atures of carbon dioxide (Figure 5.22). For all conditions, carbon dioxide adsorbs at the
interface, whereas n−pentadecane does not exhibit any surface activity. At P =5.2 MPa,
the CO2 density reaches approx. 600 kg×m−3 in the interface region at T = 292 K,
whereas at T = 353 K the adsorption is reduced by factor 3. In this manner, the large
excess adsorption at the low temperature acts as an indicator of being at the vicinity of
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Figure 5.21: PT projection of the phase diagram for the carbon dioxide+n−hexane and
carbon dioxide+ n−pentadecane binary mixture. The filled red circles correspond to the
experimental vapour pressures of the pure components [195], the filled blue circles correspond
to the experimental vapour-liquid critical line [362]. The continuous red lines are the SAFT-γ
calculations for the vapour pressures of the pure components, the dashed blue lines are the
SAFT-γ predictions for the vapour-liquid critical line and three phase line.
a liquid-liquid equilibrium (Figure 5.19). With increasing pressure, a higher CO2 density
in both phases and at the interface region is observed.
In following, the bulk density of the carbon dioxide+n−pentadecane mixture is studied
at different temperatures and pressures and compared to the experimental data. The
barotropic density inversion has been experimentally observed for mixtures of carbon
dioxide with alkane homologous that exhibit the type III behaviour. The n−tetradecane
5. Binary and ternary mixtures 139
 0
 200
 400
 600
-5 -2.5  0  2.5  5
?
 /  (
k g
 m
- 3 )
z / nm
 0
 200
 400
 600
-5 -2.5  0  2.5  5
?
 /  (
k g
 m
- 3 )
z / nm
Figure 5.22: Density profiles at the interface of the carbon dioxide+ n−pentadecane mixture
at T = 292 K (left) and 353 K (right) and different pressures calculated by MD simulations.
The dashed line denotes the n−pentadecane density profile at P =5.2 MPa, the symbols
represent the carbon dioxide profiles at P =3.2 MPa (brown squares), 5.2 MPa (blue crosses),
and 15.4 MPa (red stars).
was reported as the shortest alkane which exhibits the barotropic density inversion in the
mixtures with CO2 [320]. The experimental densities reported by Tanaka et al. [363] at
T = 313 K are compared to the prediction by SAFT-γ Mie, thereby revealing an excellent
agreement (Figure 5.23). Further isotherms at T =292, 353, and 393 K are calculated
by the equation of state and compared to the molecular simulation, also showing a very
good agreement between the two. The barotropic density inversion is observed at low
temperatures. The prediction by the SAFT EoS indicates the mass density inversion at
P =9.5 MPa and T =292 K, and at P =22 MPa and T = 313 K.
5.5.4 Ternary n−decane +CO2+H2O mixture
One of the most recent and comprehensive studies of the ternary n−decane+carbon diox-
ide+water mixture is that of Forte et al. [364]. The authors pointed out that a large
part of the phase diagram is occupied by the three phase region due to immiscibility of
the binary systems comprising the mixture. In this work, we compare the experimental
data with the results from the SAFT-γ Mie EoS and the CG simulations. No additional
parameter fitting is requited, as the same unlike interaction parameters are used as in the
binary systems comprising the ternary mixture.
Table 5.2 and Figure 5.24 illustrate the comparison between the experimental [364] equilib-
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Figure 5.23: Pressure-density (Pρ) diagram for carbon dioxide+n−pentadecane mixture
at the isotherms T =292, 313, 353, and 393 K. The filled circles correspond to experimental
density data for the saturated phases at T = 313 K [363]. The curves correspond to the
predictions obtained by SAFT-γ with kij = 0.08, the open circles are the MD simulation
results for our SAFT-γ CG Mie force field.
rium phase compositions and those predicted by the SAFT-γ Mie EoS and MD simulations
of the ternary mixture at T = 393.14 K and four different pressures away from critical
region: P =6.02, 7.58, 9.59, and 11.81 MPa. The phase diagram is dominated by the three
phase region, which decreases with increasing pressure. The SAFT-γ Mie EoS reproduces
the experimental measurements of the three phase region very accurately. Additionally to
the large three phase region, the SAFT EoS predicts the substantial two phase regions.
Only very small regions of single-phase equilibria can be detected in the margins of the
diagram. The MD simulations of the three phase region reproduce the compositions of
the CO2 and H2O rich phase in a good agreement with theoretical predictions. However,
the solubility of carbon dioxide in the alkane rich phase is overestimated for all pressures.
Nevertheless, the trend of increasing solubility with pressure can be correctly captured by
simulations.
The density profile at P = 6.02 MPa is displayed in Figure 5.25. Three phases (water-
rich phase L1, n−decane-rich phase L2, and carbon dioxide rich phase G) are clearly
distinguished by the density, which is also apparent from the MD simulation snapshot.
Carbon dioxide exhibits a large adsorption peak at the interface between the water-rich
and n−decane-rich phases and a small adsorption peak at the interface between n−decane-
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rich and carbon dioxide rich phases. With increasing pressure, the density and the width
of the interfaces were also found to increase.
Table 5.2: Comparison between the experimental [364] equilibrium phase compositions
and those predicted by the SAFT-γ Mie EoS and MD simulations of the n−decane+carbon
dioxide+water system at T = 393.15 K and different pressures.
expt. SAFT MD
P/ Mpa Phase xexptC10H22 x
expt
CO2
xexptH2O x
SAFT
C10H22 x
SAFT
CO2 x
SAFT
H2O x
MD
C10H22 x
MD
CO2 x
MD
H2O
6.02 I 4.50E-06 0.0086 0.9914 0 0.0031 0.9969 0 0.0076 0.9924
II 0.0097 0.9542 0.0361 0.0079 0.9454 0.0467 0.0137 0.9447 0.0416
III 0.6477 0.3191 0.0332 0.6598 0.3197 0.0204 0.5932 0.3757 0.0311
7.58 I 2.70E-06 0.0107 0.9893 0 0.0038 0.9962 0 0.0074 0.9926
II 0.0078 0.9605 0.0317 0.0084 0.9503 0.0413 0.0130 0.9473 0.0397
III 0.5859 0.3795 0.0346 0.5924 0.3862 0.0214 0.4906 0.4751 0.0343
9.59 I 2.60E-06 0.0127 0.9873 0 0.0046 0.9954 0 0.0065 0.9935
II 0.0112 0.9636 0.0252 0.0099 0.9522 0.0379 0.0142 0.9482 0.0377
III 0.4857 0.4821 0.0322 0.5135 0.4636 0.0229 0.4077 0.5527 0.0396
11.81 I 8.30E-07 0.0145 0.9855 1.44E-09 0.0054 0.9946 0 0.0072 0.9928
II 0.0184 0.9569 0.0247 0.0131 0.9500 0.0369 0.0134 0.9481 0.0386
III 0.4006 0.566 0.0334 0.4349 0.5402 0.0250 0.3670 0.5961 0.0370
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Figure 5.24: Phase composition diagram for the n−decane+carbon dioxide+water system
at T = 393.14K and P =6.02, 7.58, 9.35, and 11.81 MPa, respectively. The filled circles are
the experimental values for the three-phase equilibrium region from Ref. [364]; the continuous
blue lines are SAFT-γ Mie prediction of the three-phase equilibrium region, the dashed red
lines are SAFT predictions of the tie-lines between the two coexisting phases , the continuos
red lines separate the two phase from the one phase region. The open black circles are the CG
simulation results for the three phase region.
5. Binary and ternary mixtures 143
 0
 200
 400
 600
 800
 1000
 0  5  10  15  20
?
 /  (
k g
 m
- 3 )
z / nm
L1 
L2 
G 
Figure 5.25: Total density profile of the tree-phase region of the ternary n−decane+carbon
dioxide+water mixture at T = 393.14 K and P = 6.02 MPa and the global composition of
xC10H22 = 0.1, xCO2 = 0.5 obtained via MD simulation. L1 denotes water rich phase, L2
denotes n−decane-rich phase, and G denotes carbon dioxide-rich phase. In the snapshot from
molecular simulations, carbon dioxide molecules are displayed in grey, n−decane in blue, and
water in red, corresponding to the lines of the same colour in the density profiles.
5.6 Conclusions
In this chapter, the SAFT-γ Mie force fields are developed to study binary and ternary
mixtures comprising carbon dioxide, n−alkanes, and water. The models of pure compo-
nents, developed in Ref. [22] and Chapters 3 and 4, respectively, are used to describe
the like-like interactions. The unlike interactions, which are obtained by considering the
fluid-phase equilibria of the corresponding binary mixture, can be described by only one
additional adjustable parameter, which is found to be transferable to different state points,
different properties and also to the components of related homologous. Molecular Dynam-
ics simulations, which are carried out subsequently to verify the prediction of the phase
equilibria by the equation of state, show an excellent agreement with the theory and the
experiment.
In the studied mixture of carbon dioxide with water, an accurate description of the vapour-
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liquid and fluid-liquid equlibria is obtained. The critical and three phase line are predicted
in a quantitative agreement with experimental data. The developed CG force fields are
shown to deliver a comparable performance when compared to the more sophisticated
atomistic models. An accurate description of the vapour-liquid and fluid-liquid equlibria
is also observed for the mixture of water with n−alkanes, which is characterised by the
extreme immiscibility. The azeotropic points and the tree phase line are, again, predicted
with a high accuracy. The last studied binary mixture, comprising carbon dioxide and
n−alkanes, exhibit a transition from type II to type III with increasing chain length of
an alkane, in line with the experimental findings. Finally, the ternary mixture, described
only by the binary interaction parameters, is reproduced in a reasonable agreement with
experimental measurements, recently performed by Forte et al. [364].
In this manner, the force fields can be considered as robust and transferable and can be
applied to predict properties that were not used in the parameterisation procedure. The
entire phase diagram is hardly accessible either to an experiment or molecular simulation.
Whereas the molecular simulations are time consuming, the experiments may not be even
possible to perform at extreme temperatures and pressures. On the other hand, the
molecular simulations provide information about the structural and interfacial properties,
which are not accessible to the equation of state. Since the same molecular models are
used both in the molecular simulation and the equation of state, the theory-simulation-
experiment relationship can be used in a very flexible way, thereby offering a unique
possibility of the multi-scale modelling of complex fluids. Hence, the most appropriate
modelling technique can be chosen depending on the properties of interest.
Chapter 6
Aqueous non-ionic surfactant
mixtures
6.1 Chapter overview
In this chapter we apply the SAFT-γ force field methodology to develop a force field for
non-ionic surfactant solutions from the alkyl polyoxyethylene glycol family, abbreviated
as CiEj. The surfactants are described within the group-contribution framework. The
constructive moieties (alkanes, ethers and alcohol endgroup) and their cross mixtures are
parameterised to reproduce the vapour-liquid equilibria properties of the pure components
or the liquid-liquid equilibrium of the corresponding mixture, as described in Chapter 3.
The unlike interactions between the surfactant groups and water are adjusted to the inter-
facial tensions for the insoluble components and to the enthalpy of mixture for the soluble
components. The resulting model is robust and transferable, and allows for the prediction
of key structural and interfacial properties. The Molecular Dynamics simulations reveal
a spontaneous micelle formation at low surfactant concentrations and a self-assembly into
a bilayer at high surfactant concentrations. Aggregation numbers, critical micelle concen-
trations, area per molecule, surface excess properties and bilayer thickness are found in a
quantitative agreement with experimental data.
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6.2 Introduction
Surfactants embrace a wide range of applications from textile manufacturing, emulsifi-
cation, drug delivery to electronic printing, biotechnology and microelectronics [11]. In
aqueous solutions, surfactant molecules self-assemble spontaneously into distinct aggre-
gates [365]. Depending on different parameters, such as temperature, concentration and
the chain length of amphiphile, various phase morphologies, such as micellar, hexago-
nal, lamellar, inverse micellar, inverse hexagonal and gyroid phases have been observed
experimentally [366]. Although the complexity of amphiphilic systems may preclude a the-
oretical treatment, it is ideally suited to be studied by molecular simulation. Computer
modelling of the structural and mesophase behaviour of the surfactant systems does how-
ever present formidable challenges, as the size of the expected aggregates, the relatively
slow dynamics and the delicate interplay between energetic and entropic effects contribute
to the requirement of a large computational effort.
The detailed atomistic modelling of a surfactant, while technically possible, only allows for
the study of rather small system and time scales, which may be orders of magnitude away
from those required to study self-assembly. For this type of systems, mesoscale methods in
general and coarse-graining in particular have been proven useful as they help to overcome
some of the time and length scale limitations.
In this chapter, we will describe the development of a CG model for non-ionic alkyl poly-
oxyethylene glycol surfactants, known as CiEj. Possibly the earliest simulation of coarse-
grained amphiphilic molecules was performed by Smit et al. [131]. The authors studied the
self-aggregation of non-ionic surfactants into micelles by using only three types of particles,
labeled as head, tail and water. All constituent beads interacted via the Lennard-Jones
potential with the same energy parameter  and size parameter σ, differentiating from
each other only in the cutoff radius Rcij , thereby resulting in the different strength of
interaction. Despite the simplicity of that model, the authors observed not only self-
assembly with micellar size distribution, but also dynamic process of entering of a single
surfactant into micelles, a single surfactant leaving micelles, the fusion of two micelles,
and the slow break-down of a micelle. Goetz and Lipowski [367] studied lipid membranes
using a similar model, where lipid consisted of a hydrophilic head, hydrophobic tail and
the solvent LJ beads. Depending on the concentration, spontaneous self-assembly into
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micelles or fluid bilayers was observed. The authors also studied the effect of the size
parameter and the tail flexibility of lipids on the structure and lateral stress distribution
in the bilayer. Similarly, Fujiwara et al. [368] investigated self-assembly of single surfac-
tants into micelles and the effect of the hydrophobic attraction and hydrophilic repulsion
on the micellar shape. By changing the interaction parameters, the authors observed
three different micellar morphologies: discs, cylindrical and spherical micelles. The above
models are commonly labeled “toy models”. This derogatory name is misleading, because
these models take into account correct relative energies amongst the beads and the correct
space-filling profiles. In this way, the appropriate balance between enthalpy and entropy
required for a qualitative description of self-assembly is achieved. The works by Crane
et al. [133] or Glotzer and co-workers [369] illustrate the variety of lyotropic phase be-
haviour that can be obtained by using these “toy models”. However, a more robust link to
the chemical nature of the components is needed in order to account for the quantitative
description.
Several approaches have been applied to derive the CG force fields for the complex
molecules, including liquid crystals or biological molecules. Within the bottom-up ap-
proach, the common techniques of the Iterative Boltzmann Inversion or force matching
have been extensively used in this research area. The IBI technique is a most employed
method in the study of polymers [370]. Liquid crystals have also been studied by the
IBI method and the transition from the isotropic to the liquid crystalline phase could
be qualitatively reproduced [371, 372]. The force matching has been applied to investi-
gate complex fluids such as the ionic liquids [128], lipid bilayers [125, 373, 374], peptides
[129], and carbohydrates [126, 127]. Within the top-down approach, the semi-empirical
models have been widely used for a number of different systems. By using the group
contribution approach, the Martini force field [78] is able to describe a variety of sur-
factants and phospholipids. Despite the limited set of parameters and the minimalistic
approach of the model, the Martini force field is able to reproduce several key structural
and thermodynamic properties, thereby becoming one of the mostly used force fields in
the study of biological systems. Among a large number of examples, Lee and Pastor et
al. [147] studied the self-assembly of aqueous lipid mixtures (dipalmitoylglycerophospho-
choline (DPPC) with polyethylene glycol-grafted dipalmitoylglycerophosphoethanolamine
(DPPE)), thereby detecting aggregation into liposomes, bicelles, and micelles in qualita-
6. Aqueous non-ionic surfactant mixtures 148
tive agreement with experiment data for the aggregate sizes. Sangwai et al. [148] observed
a self-assembly of surfactant systems (cetyltrimethylammonium chloride (CTAC)) to vari-
ous micellar structures such as spheres, rods, or lamellae and their shape transition driven
by addition of various salts. Another successful CG force field for surfactants [85, 86, 161],
phospholipids [84, 375], peptides [88], and ionic liquids [376] has been developed by Klein
and co-workers, using the thermodynamic macroscopic data. Based on the Mie (9-6) or
Mie (12-4) intermolecular potential, the force fields were parameterised to reproduce the
experimental surface tensions and liquid densities at ambient conditions, while the unlike
interaction parameters were adjusted to reproduce the solvation free energies. The sponta-
neous self-assembly into micelles, hexagonal and lamellar bulk structures can be predicted
by the Klein model in agreement with experimental observations at the corresponding
concentration and thermodynamic conditions for those phases. Alongside with density
and tension, various different macroscopic properties can be used in the parameterisation
of a CG force field. For instance, in the ELBA (ELectrostatic-BAsed) [162] CG model for
lipids, the parameters were obtained by adjusting to the experimental volume and area
per lipid, and the average segmental tail order parameter of fluid DMPC. Recently, Vish-
nyakov et al. [163] developed a CG model for the non-ionic surfactants in the dissipative
particle dynamics (DPD) simulations by fitting to the infinite dilution activity coefficients
of the corresponding binary mixtures. For an extensive overview on the “top-down” coarse
grained models along with the “bottom-up” models in biomolecular systems, the reader is
referred to the recent reviews by Marrink et al. [7], Noid [93] and Brini et al. [92].
Notwithstanding, the inconvenience of those semi-empirical CG models is given through
the fact that the search for the optimal force field parameters, on the basis of relating
the output of simulations to target macroscopic properties, is performed by trial and
error [82]. The procedure requires a significant computational effort but still does not
guarantee an optimal solution. On the other hand, by using an analytical model, such
as an equation of state, a wide parameter space can be explored, thereby yielding an
optimal parameter set. This provides an advantage in terms of both, the parameter
optimisation speed and the robustness of the model. Several thermodynamic properties
could be determined using a theoretical approach in the study of biological systems. One
of the examples includes the work by Chen et al. [377], where the authors proposed to
calculate the critical micelle concentration (CMC) for aqueous CiEj solutions using an
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NRTL-like segment-based local composition model [378]. Based on Chen’s work, Li et
al. used a segment-based UNIQUAC (s-UNIQUAC) model and the original version of the
SAFT EoS [44] to estimate the CMC of non-ionic [379] and ionic [380] surfactant solutions.
Flores et al. used the UNIFAC model [381] to predict the CMC of non-ionic surfactants in
aqueous [382] and non-aqueous solutions [383] using the phase separation approach, where
the micellar phase is approximated as a second liquid phase resulting from the liquid-liquid
equilibrium between the solvent and the surfactant. Sassen et al. [200] used the UNIQUAC
model [384] to predict the phase behaviour in the ternary system C7E5 + H2O + C12H26.
Rudolph et al. [385] used the Peng-Robinson EoS and the UNIQUAC model to predict
the cloud point curves for binary water-non-ionic surfactant system.
Although the theoretical models have an advantage in computational efficiency, they can-
not describe the complex structures of the amphiphilic solutions. The molecular simula-
tions provide a wealth of information not accessible through the theory, such as aggregation
numbers and mesophase formation, structural, interfacial and transport properties, etc.
Combining both approaches would yield the merged assets such as a more efficient sam-
pling of the free energy landscape in the parameter estimation procedure alongside with
information about the structure and the dynamics of the system. Unfortunately, the gE-
models such as NRTL, UNIQUAC, and UNIFAC are described in terms of the segment
and area parameters, and therefore cannot be related to intermolecular potentials required
in the molecular simulations. By contrast, the SAFT EoS uses a well-described molec-
ular basis. Several versions of the SAFT EoS have already been employed to describe
the surfactant phase behaviour. For instance, Garcia-Lisbona et al. [386, 387] used the
SAFT-HS approach to predict the liquid-liquid equilibria of binary alkyl polyoxyethylene
glycol surfactant mixtures. Clark et al. [388] employed the SAFT-VR EoS to study the
phase behaviour of long chain polyoxyethylene glycol mixtures. However, in these cases
no attempt was made to translate the EoS parameters into a molecular simulation force
field. The novelty of the approach presented here, is that we use the analytical SAFT-γ
Mie EoS to derive the set of intermolecular parameters, which can be subsequently used
as a direct input in molecular simulation. Encouraged by the success of previous publica-
tions by Avendan˜o et al. [22, 66, 67] and the quality of prediction of the chain molecules
and binary mixtures in Chapters 3 and 5, we apply the SAFT-γ Mie approach to study
complex amphiphilic solutions.
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6.3 Methods and models
6.3.1 Simulation details
We use Molecular Dynamics simulations in isobaric-isothermal (NPT ) ensemble, where
the number of particles N , temperature T , and the pressure P are kept constant. The
system temperature is maintained using a Nose´-Hoover thermostat [188, 189] with the
coupling time constant being 1.0 ps, whereas the pressure is maintained by means of a
Parrinello-Rahman barostat with a relaxation constant of 10.0 ps. The cutoff radius is
chosen to be 2.0 nm, in consistency with the Model 2 for water. The equation of motion
is integrated by using the leap-frog algorithm [18] with a time step size of 0.01 ps. The
simulations are carried out with the Gromacs package, version 4.5.5 [190]. A detailed
simulation set-up is given for the low and the high surfactant concentrations in Sections
6.4.1 and 6.4.5, respectively.
6.3.2 SAFT-γ molecular CG force field development
In this chapter, we present a general CG alkyl polyoxyethylene glycol surfactant model,
containing alkyl, ethoxy and the end groups. Since the surfactants comprise the functional
groups of a different chemical nature, it is reasonable to describe the surfactant molecule
within the group-contribution approach.
Hence, the molecule is split into three type of functional groups according to their chem-
ical nature, CM , EO and OA, where CM is the alkyl group and is parameterised to
reproduce pure component properties of n−alkanes (Section 3.4.1). EO is the ethoxy-
group, parameterised to reproduce the VLE properties of ethers (Section 3.4.3), whereas
the OA group is the surfactant end-group, parameterised to reproduce properties of the
triethylene glycol (Section 3.4.4). This breakdown is not unique, however it resembles
the grouping found in other CG models [85, 149]. The chosen mapping of the C10E4
surfactant is presented in Figure 3.6. Since one of the key properties in the surfactant
mixtures is interfacial tension, the water is described by Model 2 (Section 4.4.4), a CG
parameterisation fit to the saturated liquid density and surface tension. The model is
based on the Mie (8-6) potential with temperature dependent size and energy param-
eters, σ/Å = σ(T ) = −6.455 × 10−9T 3 + 9.1 × 10−6T 2 − 4.291 × 10−3T + 3.543 and
(/kB)/K = (/kB)(T ) = −4.806 × 10−4T 2 + 0.6107T + 165.9. Apart from the like in-
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teractions, the parameter matrix involves the estimation of the unlike interactions. The
unlike interactions between the surfactant CG beads are derived from the parameteri-
sation of heteronuclear models and adjusting the unlike energy parameters to the VLE
pure component data (Section 3.4.5). An exception is the unlike interaction between the
OA and EO CG beads, which are adjusted the liquid-liquid equilibrium data, in order to
ensure the highly non-ideal phase behaviour of the mixture. The interaction parameters
between the surfactant CG beads and water are derived in the following section, based
on the modified Lorentz-Berthelot combining rules given by Eqs. 2.57, 2.59, and 2.60.
The unlike energy parameter ij is adjusted directly to the experimental data, whereas σij
and λr,ij are fixed according to the combining rule (Eqs. 2.57 and 2.59) unless indicated
otherwise.
6.3.3 Unlike interactions between water and alkanes
Alkanes and water phase separate into two liquid phases at ambient conditions. One
could use SAFT EoS to fit to the mutual solubilities, however, we found that an optimal
parameter set in both phases is not universal. Since one of our main requirements for
the force field is its robustness and transferability, we are interested in a force field that
is able to reproduce a correct phase behaviour at both, low concentration limit and high
concentration limit. One of the key properties in the study of phase morphologies and
structural properties of surfactants is the interfacial tension and it has been used by
several authors as a descriptor in the development of the CG models for surfactants [85,
389]. Following this approach, the parameter estimation is carried out to reproduce the
interfacial tension of hexane-water system at T = 298.15 K using MD simulations. The
optimal parameter is found for kij = 0.3, which appears to be transferable for calculation
of interfacial tensions of mixtures of water with longer alkanes (Table 6.1).
Table 6.1: Comparison of the experimental interfacial tensions [390] in [mN × m−1] at
T = 298.15 K with those calculated by MD simulation using kij = 0.3 for n-hexane, n-nonane,
n-dodecane.
Component C6H14 C9H20 C12H26
calc. (kij = 0.3) 49.11 51.95 52.19
expt. 50.29 51.57 52.44
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6.3.4 Unlike interactions between water and polar groups
Since there is a complete miscibility between water and substances containing exclusively
polar beads, unlike interaction parameters between water and polar groups are fitted to
the excess enthalpies of the mixture. Triethylene glycol-water system at T = 298.15 K is
used to optimise parameters between OA and W groups. It was found that λr,ij has an
impact on the width of the curve, whereas ij affects its well-depth. The optimal OA-W
unlike interaction parameter, λr,ij=17, ij/kB=497 K, can reproduce the excess enthalpy
of the mixture in a good agreement with the experimental data. (Figure 6.1).
The excess enthalpy of mixture of 2,5,8,11-tetraoxadodecane (C8H18O4) and water at T =
298.15 K is used to parameterise the unlike interactions between EO and W groups. The
parameter set that provides the lowest deviation from the experimental data is λr,ij=11.94,
ij/kB=435 K. The quality of representation can be seen in Figure 6.1 (bottom).
All intermolecular interaction parameters are summarised in Table C.2; the kind of the
experimental data that has been used to obtain these parameters is given in Table C.1 in
Appendix.
Hydrophilic-lipophilic balance
One of the key properties that controls the phase boundaries of the surfactant-water mix-
ture is the hydrophilic-lipophilic balance of the system. Even a slight unbalance in the
hydrophilic-lipophilic interactions is enough to shift the phase boundary so that the phase
morphologies that are observed experimentally at the corresponding concentration and
thermodynamic conditions cannot be reproduced. In this study, we observed that this
hydrophilic-lipophilic balance is extremely sensitive to the unlike energy interactions be-
tween the solvent and the surfactant groups, so that a small change in the parameter value
can cause significant changes in the aggregation number and the density of the micelle,
as well as a substantial shift in the phase boundaries. For instance, if the interactions
between the water and the alkyl groups are chosen too weak, all surfactants self-assemble
into one large aggregate, thereby forming a second phase. On the other hand, if these
interactions are too strong, a bilayer structure is not stable at high concentrations; also
the aggregation number and density of micelles are fallaciously low.
A rough estimate of the hydrophilic-lipophilic balance of the system can be achieved by
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Figure 6.1: The excess enthalpy of the triethylene glycol-water (top) and C8H18O4-water
mixture (bottom) at T = 298.15K and P = 1MPa. The filled circles denote the experimental
data [196] and the lines are the prediction with SAFT-γ Mie EoS. The continuous lines are
calculations with SAFT-γ Mie EoS based on the parameter sets λr,ij=17, ij/kB=497K in
(top) and λr,ij=11.94, ij/kB=435 K in (bottom), respectively.
estimating the internal energies between moieties, which can be related to the van der
Waals integrated energy
α =
∫ ∞
σ
u(r)r2dr, (6.1)
which for the Mie fluid takes the form
α = σ3C
( 1
λa − 3 −
1
λr − 3
)
, (6.2)
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with C given by Eq. 2.18. The term α can be used to compare the strength of the
molecular interactions between the beads, and is obtained directly from the corresponding
intermolecular potential parameters.
The hydrophilic-lipophilic balance can be estimated as a sum over all interactions in the
system, αtotal. Our SAFT-γ Mie CG force field results in αtotal = 1.14×10−2 Jm3. For the
studied C10E4 + H2O system, it was found that the experimentally observed phases, such
as the lamellar phase at the high concentration limit and the dynamic micellar equilibrium
at the low concentration limit can be reproduced only if the value of αtotal is in a very
narrow range between (1.13− 1.16)× 10−2 Jm3.
In Figure 6.2, the der Waals energies of our CG model are compared to commonly used
Martini [78] and Klein models [85]. Our CG model shows similar results to the Klein
model. This finding can be ascribed to the fact that both force fields are parameterised to
reproduce the density and interfacial tension and are based on a similar CG mapping (3-to-
1). The Martini model, which is based on the (4-to-1) CG mapping and is parameterised
to reproduce properties as the free energy of hydration, free energy of vaporisation and
the partitioning free energy, differs significantly from both other models.
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Figure 6.2: Comparison of the van der Waals energy values of Martini, Klein, and CG
models developed in this work.
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6.4 Results and discussion
6.4.1 Morphology of the micelles as a function of the surfactant concen-
tration
The molecular simulations of the micellar solutions at the low surfactant concentrations
are performed at T = 298.15 K and P = 1 MPa in NPT ensemble. The simulation cell
contains overall 100000 molecules of the surfactant and water and the standard periodic
boundary conditions [18] are applied. One common approach to study micelle formation
is to perform MD simulation starting from a random configuration of fully dissolved sur-
factants in water. At a very low concentration, after the self-assembly of free surfactants
into smaller aggregates, the number of collisions between these aggregates becomes limited.
The micelle formation slows down with the height of nucleation barrier, which can be order
of magnitude of 15kBT [391] so that an equilibrium might not be reached. In this study,
molecular simulations are performed by starting from a phase separated system, where all
surfactant molecules are assembled into one aggregate and placed in a cubic box with the
side length of ca. 15.0 nm. This approach of studying a micelle formation based on the
instability of a large aggregate has already been implemented in the literature [392, 393].
The advantage is that for large aggregation numbers, the micelle shape fluctuations occur
spontaneously and frequently, so that a neck-formation followed by a break down of an
aggregate occurs in a short time. The fission pathway of C10E4 micelle is illustrated in
Figure 6.3. The break down into separate micelles occurs after approximately 7 ns.
Figure 6.3: Simulated C10E4 micelle formation. The snapshots are (left to right, top to
bottom) at the beginning of the process (0 ns), after 0.6 ns, after 1.7 ns, and after about 14
ns.
After the equilibrium is established, the formed clusters are sampled along their trajectories
for further 25 ns and analysed by means of the cluster cutoff method. In this method,
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two or more surfactant monomers are identified as belonging to the same aggregate if any
of their respective alkyl beads are found within a cutoff distance to one another. The
cluster cutoff distance is fixed at the minimum of the Mie potential of two alkyl beads
(σ
(
n
m
)1/(n−m), where n=15, m=6). In order to characterise the aggregate morphologies,
we compute a number of properties, such as the radius of gyration, moments of inertia,
shape anisotropy, aggregation numbers, and the density profiles within an aggregate.
The C10E4 micelles are analysed at six different concentrations between xC10E4 = 2.8×10−3
to 1.7×10−2 (Table 6.2). The shape of the micelles is obtained from the principal moments
of inertia Ii/Ij and the relative shape anisotropy κ2, defined by
κ2 =
b2 + 34c2
R4g
, (6.3)
where the squared radius of gyration R2g, asphericity b and acylindricity c are given as
R2g = I21 + I22 + I23 (6.4)
b = I21 −
1
2(I
2
2 + I23 ) (6.5)
c = I22 − I23 . (6.6)
For spherical micelles, I1 ≈ I2 ≈ I3 and hence I1/I2 ≈ 1, I2/I3 ≈ 1 and κ2 ≈ 0 , whereas
for rod-like micelles I1 << I2 ≈ I3 and thus I1/I2 ≈ 0 and I2/I3 ≈ 1. As the micellar
shape becomes more non-spherical, κ2 deviates stronger from zero.
MD simulations reveal that at very low surfactant concentrations (xC10E4 < 5.2 × 10−3),
monodisperse spherical micelles with an average aggregation number of about 87 surfac-
tants are found in the solution. As the concentration increases, rod-like micelles with
average aggregation number of 132 surfactants are formed, whereas spherical micelles are
still present in the mixture, indicating a degree of polydispersity (Figure 6.4).
The relative shape anisotropy κ2 as a function of the aggregation number is given in
Figure 6.5. The minimal deviation from sphericity is found for the aggregation numbers
between 40 and 100 surfactants. For aggregates of less than 20 surfactants, κ2 is larger,
indicating the rod-like shape. This result is consistent with findings by LeBard [394] for
C7E6 surfactant, indicating that the so called pre-micelles exhibit an elongated shape
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Table 6.2: Number of surfactant and water molecules with corresponding molar and weight
fraction in the modelled systems.
NH2O NC10E4 xC10E4 / % wC10E4 / %
Low concentrations
97784 277 2.8× 10−3 0.05
99650 350 3.5× 10−3 0.06
96000 500 5.2× 10−3 0.09
94400 700 7.4× 10−3 0.12
92000 1000 1.1× 10−2 0.17
88000 1500 1.7× 10−2 0.24
High concentrations
18071 1902 0.05 0.49
28491 1819 0.06 0.54
26863 2022 0.07 0.58
24690 2294 0.09 0.63
22785 2532 0.10 0.67
21102 2742 0.12 0.71
19503 2942 0.13 0.74
16671 2942 0.15 0.77
14364 2942 0.17 0.79
12542 2942 0.19 0.81
6865 2942 0.30 0.89
1471 2942 0.67 0.97
Figure 6.4: Snapshots of the spherical micelles present at concentration x = 3.5×10−3 with
< Nagg >= 87 (left) and polydisperse micelles present at concentration x = 1.1 × 10−2 with
< Nagg >= 85 for spherical micelle and rod-like micelle with < Nagg >= 132 (right).
and a less dense core. A steep increase in the shape anisotropy and hence the transition
from the spherical to the rod-like micelles is observed in the range between 100 and 150
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surfactants. A similar result was presented by Velinova et al. [149], reporting the sphere-
to-rod transition in the range between 80 and 100 molecules for the C12E5 surfactant.
For the aggregation number above 150, the value of κ2 continues to increase, thereby
implying a formation of the worm-like micelles. The sphere-to-rod transition is not an
actual phase transition, since the rod-like aggregates are present in a high concentrated
solution alongside with spherical micelles due to polydispersity. The radius of gyration is
directly related to the aggregation number and shape of the micelle. As the relative shape
anisotropy, it undergoes a sharp increase in the range between 100 and 150 surfactants
(Figure 6.5 bottom).
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Figure 6.5: Relative shape anisotropy κ2 and radius of gyration as functions of the aggre-
gation number of the C10E4 micelles, summarised over different concentrations and averaged
over time.
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Density profiles within the micelle
The interior of the micelle is characterised by the density profiles of the surfactant beads.
A characteristic profile of a spherical C10E4 micelle at the concentration x = 3.5 × 10−3
is given in Figure 6.6. The profiles of the alkyl, ethoxy and the end groups are found
to follow Gaussian distribution functions of the distance from the centre of mass of the
corresponding micelle.
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Figure 6.6: Normalised density profiles for OA (green line), EO (blue line) and CM (pink
line) beads within a spherical C10E4 micelle.
6.4.2 Surfactant chain length effects
In this section, the simulation of aqueous solutions of surfactants with different alkyl chain
length (C7E4, C10E4, C13E4) and ethoxy chain length (C10E5, C10E6, C10E7, C10E8)
are conducted at three different concentrations above the experimental CMC (xCiEj =
3.5× 10−3, 5.2× 10−3 and 7.4× 10−3) for each of the systems.
End-to-end distance
The end-to-end distance of a surfactant molecule within the micellar aggregate is shown
in Figure 6.7. For all studied systems, the distance is found to be a Gaussian distribution,
with the peak shifting to higher values for the longer surfactant chains. Since the alkyl
bead and ethoxy bead are of a similar size, the increase in the alkyl chain length (Figure
6.7 top) and increase in the ethoxy chain length (Figure 6.7 bottom) has nearly the same
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constant effect on end-to-end distance. With an increasing chain length, the distribution
becomes broader, indicating a larger number of conformations of a longer molecule.
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Figure 6.7: Probability distribution of end-to-end distances for CiEj surfactants of different
alkyl chain length, represented by CiE4 and of different ethoxy chain length, represented by
C10Ej surfactants.
Aggregation numbers and sizes
In order to evaluate the chain length effects on the average aggregation number, we com-
pare the surfactants of different alkyl- and ethoxy chain length at a low concentration
(xCiEj = 3.5×10−3). The CG simulation results for the different surfactant architectures,
which are given as weighted averages from the aggregate distribution functions together
with the corresponding standard deviations, are illustrated in Figure 6.8. For the same
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number of ethoxy groups, the increase in the alkyl chain length has a significant impact
on the aggregation number. The smallest micellar aggregation numbers (between 25-
53 molecules) are observed for the surfactant with the shortest alkyl chain, C7E4. For
C10E4 system, the micelles shift to higher aggregation numbers, ranging between 75 to 96
molecules. The largest aggregates are found for C13E4 system with aggregation number
between 165 and 182.
The change of the aggregation number with the ethoxy chain length is far less pronounced.
Only a slight shift to lower aggregation numbers can be identified with increasing ethoxy
chain length. This behaviour can be interpreted as follows: the core of the micelle is
established through the hydrophobic tails, whereas the hydrophilic heads act as an ex-
tension of the chain, thereby having only a minor contribution on the aggregation size.
The fact that the aggregation size increases significantly with the alkyl chain length and
decreases slightly with the ethoxy chain length is well established through theoretical and
experimental findings [13, 366]. For surfactants with 4 to 8 ethyl groups, most of spher-
ical aggregates are found within the range from 62 to 98 molecules. Yet, some smaller
aggregates, or “pre-micelles“, seem to appear with increasing ethoxy chain length.
A direct comparison of the aggregation number with experimental data is difficult as very
different results are reported in the literature [395–400] ascribed to different measured
techniques and the data analysing methodologies. Experimental aggregation numbers at
the room temperature are also displayed in Figure 6.8 in order to validate the MD simula-
tion results. Identifying the trends of the experimental averaged aggregation number with
changing chain length seems to be problematic due to the scatter in the data. Notwith-
standing, the MD results seem to be within the reported experimental range. For C10E6
and C10E8 micelles, the calculated results match the experimental values very closely.
The information about the aggregation size is given through the radius of gyration, Rg (Eq.
6.4). The radius of gyration is related to both, the aggregation number of a cluster and
the length of the surfactant molecule (i.e. end-to-end distance, see Figure 6.7). Weighted
averages of radii of gyration as a function of the alkyl and ethoxy chain length are presented
in Figure 6.9. As expected, a steep increase in Rg is observed for the increasing alkyl chain
length, whereas the increase in ethoxy chain length has only a minor effect.
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Figure 6.8: Average aggregation numbers as a function of the alkyl and ethoxy groups. Ex-
perimental data [395–400] is given as filled symbols; the CG simulation results are represented
through open circles.
Critical Micelle Concentration
The critical micelle concentration is one of the main descriptors of the surfactant. It
is defined as a concentration above which single surfactant molecules self assemble into
micellar clusters driven by hydrophobicity of the tails and hydrophilic nature of their
heads [13]. The driving force consists of two competitive contributions from the negative
free energy change from transferring the hydrophobic core in the spherical micelles and
positive surface free energy. Therefore, CMC is directly related to the free energy of the
system driving self-assembly, which determines the aggregation properties. In this manner,
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Figure 6.9: Radius of gyration as a function of alkyl and ethoxy chain length of various CiEj
calculated by MD simulation.
developing models that are able to reproduce quantitatively the structural properties of
aggregates along with the CMC remains a challenge [401].
For the non-ionic surfactants, the CMC values are quite low. Hence using a direct method
in the molecular simulation is not feasible as a a very large system would be required to
predict the CMC. In this work, we compute CMC using an indirect method on the basis
of the assumption that above the CMC, the number of free monomer molecules in the
solution remains constant [13]. In this manner, the CMC analysis is performed in the
liquid bulk phase and at the surfactant concentration well above the actual CMC value.
The number of the free monomer molecules is counted at every time step and subsequently
averaged over the entire simulation time. Free monomers are those whose alkyl beads are
not within the cutoff distance with alkyl beads of any other surfactant molecules. The
calculated CMC result is an average over all studied concentrations.
It is well established [366] that the increasing length of the alkyl chain and therefore
the hydrophobic character of the surfactant causes an exponential decrease in CMC. On
the contrary, the increase in the number of hydrophilic groups contributes to a higher
solubility and therefore an increase in CMC. However, the effect is considerably smaller
compared to the one caused by the increase of the hydrophobic tail [366]. The CMCs are
calculated for different surfactant architectures and compared to the experimental data,
which were summarised in Ref. [402]. Indeed, the largest number of free monomers, and
6. Aqueous non-ionic surfactant mixtures 164
therefore the highest CMC, is observed for the system with the shortest alkyl chain, C7E4
(Figure 6.10). As the length of the alkyl chain increases, the CMC decreases exponentially,
which is well reproduced by molecular simulations. No increase in CMC is observed with
increasing ethoxy length (Figure 6.10 bottom), however the MD results are very close to
the experimental findings. The trends are consistent with the trends for the aggregation
numbers (Figure 6.8), indicating that a driving force of the system is captured correctly.
Considering that the CMC results are true prediction of the model, the agreement with
experimental data is remarkable.
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Figure 6.10: Critical micelle concentration as a function of the alkyl chain length within
the CiE4 surfactant family (top), and as a function of the ethoxy chain length within C10Ei
(bottom). Filled symbols denote the experimental data, summarised in Ref. [402] and open
symbols are the MD simulation results. Line is a guide to the eye.
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6.4.3 Equilibrium surface tension and surface excess
Close related to the CMC is a property known as an effectiveness of adsorption, Γmax [403],
which is defined as a surface excess concentration at which the maximum adsorption is
attained. Effectiveness is used as a measure of a maximum drop of the surface tension
γmin which a surfactant can achieve. A great deal of experimental data is available in the
literature indicating the importance of this property. Fortunately, it can also be accessed
via molecular simulation, which might significantly facilitate the surfactant design by
focusing on the most promising species before conducting experiments.
Due to the system size limitations mentioned above, the molecular simulation at the
concentrations lower than Γmax using a direct method is not feasible. However, in the
dilute regime, the concentration of the free surfactant monomers in the bulk solution is
negligible as compared to the accumulation at the surface. Therefore, based on the Gibbs
isotherm
Γ = − 1
RT
dγ
d ln x, (6.7)
the decrease in surface tension can be calculated as a function of the surface excess concen-
tration, i.e. the focus is on the interface itself rather than the bulk phase. This approach is
described in greater detail in Ref. [311]. As can be seen from Figure 6.11, the decrease in
surface tension as a function of the surface excess as well as Γmax of the C10E4 surfactant
system are in a good agreement with experimental data. This result is, again, a pure
prediction of the model.
Another important characteristic of the surfactant is an area per molecule, which is the
area used by a single surfactant molecule at the surface at the CMC. According to the
experimental findings, the area per molecule depends nearly linearly on the length of the
head group and is independent on the length of the tail group of the surfactants [404].
The experimental data reported in the literature for the CiE4 family, ranges from 0.42 to
0.54 nm2 [404–406]. From the MD simulation run at Γmax = 3.32 × 10−6mol×m–2, the
area per molecule is equal 0.51 nm2.
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Figure 6.11: Surface tension as a function of the surface excess concentration for C10E4.
The MD calculated results (open circles) are compared to the experimental data [407] (filled
circles).
6.4.4 Micelle kinetics
Comparison of the micellisation theory with simulation results
According to Becker-Do¨ring theory [408, 409], the growth of micelles occurs in terms
of stepwise addition of a single molecule to the cluster of the same molecules, similar
to a step-growth polymerisation. This simple kinetic model was used by Marrink [410]
and Jorge [411] to validate their simulation results and to describe the growth of the
micelles at the early stage of micelle formations. It was assumed that the self-assembly
takes place in three stages: fast aggregation of monomers to small oligomers, collision of
oligomers to form larger aggregates and a slower stage involving collisions between larger
micelles. A simple kinetic model was used, where the rate constant was assumed to be size-
independent and was estimated from the self-diffusion coefficient and the collision radius
of the surfactants. This model was shown to correctly describe the first two stages of the
micelle formation. The aggregation process, to the first order, is given by the following
reaction:
[Mi] + [Mj ]
kAggi,j−−−→ [Mi+j ] (6.8)
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where [Mi] is the concentration of the clusters with i surfactant molecules. The aggregation
rate is given as
d[Mi]
dt
=
i/2∑
j=1
ki−j,j [Mi−j ][Mj ]− [Mi]
∑
j=1
kij [Mj ]− ki,i[Mi]2 (6.9)
The first term on the right hand side represents the formation of clusters of size i due
to the collision of two smaller clusters, while the second and the third term describe the
disappearance of clusters of size i due to the collision with other clusters. Assuming a
size-independent rate constant, the differential equation 6.9 with the initial conditions
[M1] = M0 and [Mi>1] = 0 at t = 0, where M0 is the initial surfactant concentration, can
be solved analytically:
[Mn] = M0
(
t
τ
)n−1 (
1 + t
τ
)−n−1
, (6.10)
where τ = 2kM0 . For the monomers, equation 6.10 is given as
[M1] = M0
(
1 + t
τ
)−2
. (6.11)
The total concentration of clusters can be expressed as
[Mtot] =
∞∑
i=1
[Mi] = M0
(
1 + t
τ
)−1
. (6.12)
In the diffusion-controlled regime, the rate constant ki,j can be expressed as a function of
the diffusion coefficient Di and the collision radius Ri
ki,j = 4pi(Di +Dj)(Ri +Rj). (6.13)
If a size-independent aggregation constant is assumed, Eq. 6.13 becomes:
ki,j = 16piDR. (6.14)
Therefore, the characteristic aggregation time τ can be expressed as
τ = L
3
8piDRN0
, (6.15)
where the initial concentration M0 = N0L3 , with N0 is the initial number of surfactant
molecules and L is the length of the box, respectively.
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We use the described kinetic model to validate our CG simulation results. The Molecular
Dynamics simulation is carried out in the canonical ensemble, where the number of parti-
cles N , temperature T and volume V are kept constant. In the cubic simulation box with
the side length of 10.5 nm, 175 surfactant molecules are randomly distributed between
34825 water molecules. Figure 6.12 displays the evolution in time of the self-assembly
process. The number of monomers is given by the blue line, whereas the total number
of clusters is given in red. The total number of clusters takes into account all clusters,
including monomers and oligomers. The decay in the number of clusters is fast on the
early stage of the simulation and reaches a saturation level as simulation proceeds. After
5 × 103 ps, the number of monomers has essentially decreased to zero, appearing only
statistically in correspondence with the CMC value. The total number of clusters has
decayed to approximately 6 clusters. According to the previous simulations, where the
micelle formation was observed starting from one large aggregate, the average aggregation
number of clusters at the same concentration was estimated to approximately 70 surfac-
tants per cluster, which corresponds to 2-3 clusters at given initial number of surfactant
molecules. It is assumed, that the equilibrium has not been established yet and a further
decrease in the numbers of clusters is to expect. Since the last stage of the aggregation
process is the slowest one and is associated to the number of collisions between smaller
micelles, the energy barrier is very high and a very long simulation time is required to
reach equilibrium.
The comparison with the theoretical model requires an estimate of the characteristic ag-
gregation time (Eq. 6.15) and thereby the diffusion coefficient D and the collision ra-
dius R, with both values can be obtained directly from the MD simulation. In order
to estimate the characteristic aggregation time, computation of the collision radius and
the diffusion coefficient is required. The collision radius R is approximated through the
end-to-end distance of the surfactant, which is estimated as 2.4 nm (Figure 6.7). The
average diffusion coefficient is estimated from the slope of the mean-square displacement
as 24.02×10−11m2s−1. One has to consider that the diffusion coefficient of the given water
model is overestimated by approximately factor 3 (7.4 instead of the experimental value
2.3 × 10−9m2s−1 at T=298 K, see Table 4.4). Assuming that the diffusion in a diluted
surfactant solution is dominated by the diffusion of water, the first approximation is to use
the same factor to scale the diffusion coefficients of the coarse-grained surfactant models
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to the “real” surfactant molecules. In this manner, the diffusion coefficient of C10E4 is
reduced to 7.47×10−11m2s−1. Note that this is a crude approximation, averaging over the
fast surfactant monomers at the early stage of micelle formation and the slower surfactants
as a part of micelles at the later stage of the micelle formation.
The computed collision radius and the average diffusion coefficient yield the characteristic
aggregation time τ = 146 ps. This value can be used to compare the simulation results
with the kinetic model, which is visualised in Figure 6.12. Despite its simplicity, the
kinetic model appears to be able to describe the aggregation process for approximately
the first 1000 ps of simulation time. A good agreement between the kinetic model and
simulation results suggests that at the early stages, the self-aggregation takes place in
the diffusion-controlled regime and is driven by the collision of the monomers and small
oligomers.
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Figure 6.12: Evolution in time of the self-assembly of C10E4 surfactants. Comparison
between simulation results (thin lines) and kinetic theory predictions (smooth thick lines).
Blue lines denote the number of monomers, whereas red lines denote the total number of
clusters in the simulation box.
Mobility rate as a function of the surfactant chain length
The rate constant can be estimated in an alternative way, in correspondence to the surfac-
tant mobility, analog to the “Hamming distance” approach. The mobility can be defined
as a frequency of how often a molecule changes cluster, averaged over all molecules dur-
ing the entire simulation time. Since this value is not absolute it is difficult to compare
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to the experimental values. But the “mobility” can be compared within the surfactant
family, depending on the chain length of the surfactants. The computation is conducted
in the equilibrated micellar solution and is presented in Figure 6.13. In agreement with
the results obtained from the cluster analyses (Section 6.4.2), the clusters of the smallest
size and the largest CMC value exhibit the highest mobility, as it is the case for C7E4.
With increasing alkyl chain length, the exponential decrease in in the mobility has been
observed, as it was also the case for the CMC (c.f. Figure 6.10). The impact of the ethoxy
group on the mobility is minor, in line with the observation of the aggregation numbers
and CMC.
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Figure 6.13: Mobility (rate constants) in the micellar solution of C10E4 in dependence of
the chain length.
6.4.5 Isotropic-lamellar phase transition
One of the main challenges for the CG model is an ability to accurately reproduce the
phase boundaries and the mesostructures of amphiphiles. After having studied the low
concentration limit, we should now test our CG model across a wider range of concentra-
tions. For this purpose, we use a simulation cell containing 43039 particles. A random
initial configuration is generated in the orthorhombic box of size 13 nm. Semiisotropic
pressure coupling is applied, where the x and y direction are scaled isotropically and z di-
rection is scaled independently. At the surfactant concentration wC10E4 = 0.74, a lamellar
phase is formed after 200 ns. The pathway of the bilayer formation is illustrated in Figure
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6.14. It appears that the bilayer is built through the elongation of the rod-like aggregates.
Figure 6.14: Simulated bilayer formation at the surfactant concentration C10E4= 0.74. The
snapshots are at taken at 1 ns, 20 ns, 50 ns, 150 ns, and 190 ns (from left to right)
Molecular trajectories are sampled in the subsequent 15 ns equilibration run. The stability
of the lamellar phase is studied in the concentration range wC10E4 = 0.49 − 0.97 (Table
6.2). For this, at the concentrations between 0.49 and 0.74, the total number of particles
is kept constant, and the concentration is altered by substituting surfactant through the
water particles. For concentrations between 0.74 and 0.97, the number of surfactant
molecules is kept constant, and the number of water molecules is reduced according to the
concentration studied.
The lamellar phase can be characterised by the second rank orientational order parameter
S2, calculated from the Saupe order tensor [412]
Q = 12(3〈uˆiuˆi〉 − 1), (6.16)
where uˆi is the unit orientation vector of the ith surfactant molecule. The order parameter
S2 is the largest eigenvalue of the matrix, the corresponding eigenvector nˆ is called the
director, as it points in the average direction of the molecules. Order parameter is mea-
sured as the width of the distribution of uˆi around nˆ, and ranges from zero for randomly
oriented to one for perfectly aligned molecules. The unit orientation vector uˆi of a flexible
surfactant molecule can be calculated as a director over the vectors which connect each
surfactant bead with the centre of mass of the surfactant.
Typical values for the order parameter for the amphiphilic bilayer computed via molecular
simulation are in the order of 0.3 to 0.5 [141, 413]. The order parameter depicts the ranges
of the lamellar phase enabling the comparison to the experimental phase diagram [414].
Figure 6.15 represents the second-rank orientational order parameter S2 as a function
of surfactant concentration in weight per cent. The formation of the ordered lamellar
phase is characterised by the high order parameter, which is observed from the molecular
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simulations in the concentration range between 0.74 and 0.81, in a reasonable agreement
with experimental concentrations between 0.6 and 0.83. The transition from isotropic to
nematic phase is found in the range between wC10E4 =0.58 and 0.74 and from nematic
to isotropic phase between wC10E4 =0.81 and 0.88. The observed continuous increase in
the order parameter may be interpreted as a second order phase transition. However,
2H NMR measurements indicated the phase coexistence between the isotropic and the
lamellar phases [414]. MD simulations might not capture this coexistence due to the finite
size effects.
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Figure 6.15: Orientational order parameter S2 as a function of concentration in an aqueous
C10E4 system. The increase in the order parameter suggests that the self-assembly into the
ordered phase.
The arrangement of molecules in layers, i.e. layer thickness and spacing, can be char-
acterised by means of the distribution function parallel to the director which is defined
as
g||(r||) =
1
N
〈
∑
i
∑
j,i
δ(r|| − nˆrij)〉 (6.17)
In Figure 6.16, the periodicity of g||(r||) is shown. The bilayer thickness, calculated at the
concentration wC10E4 = 0.74 as a distance between two minima in the distribution of the
alkyl groups, to 46 Å, which is in a good agreement with experimental result 50±5Å [415].
Figure 6.17 illustrates the experimental phase diagram for C10E4 [414]. Snapshots from
MD simulation at wC10E4 = 0.06, 0.17, 0.74, 0.97 indicate the spherical micelles and the rod-
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Figure 6.16: Beads distribution along the director g||(r||) for C10E4-water system at
wC10E4 = 0.74. The red line denotes the distribution of head group beads, the blue line
the ethoxy beads, the green line the alkyl beads and the yellow line water.
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Figure 6.17: Experimental phase diagram for C10E4 [414]. Snapshots from MD simulation
at wC10E4 = 0.05, 0.17, 0.74, 0.97 indicate the spherical micelles and rod-like micelles in the
micellar phase L1, lamellar phase Lα, and isotropic surfactant rich phase L2.
like micelles in the micellar phase L1, lamellar phase Lα, and isotropic phase of inversed
micelles L2, in agreement with experimental observations [414]. Hence, our CG force
field is able to reproduce key structural properties and to capture the phase boundaries
correctly.
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6.5 Conclusions
In this chapter, we have presented the coarse-grained force field for non-ionic surfactant
solutions using the SAFT-γ Mie approach.
The force field parameters for the CG surfactant model was developed in Chapter 3.
Water is represented by Model 2 (Section 4.4.4), which can accurately reproduce the
liquid density and the surface tension. The unlike interactions between water and alkyl
beads are adjusted to the interfacial tension of the alkane-water mixture, whereas the
interactions between water and polar surfactant groups are parameterised to reproduce
the excess enthalpy of mixture.
The derived CG force field is used as a direct input in molecular simulation to study the
complex phase morhoplogies along with the interfacial properties of the surfactant mixture.
The force field is tested at different concentrations of the C10E4-water system, revealing a
formation of the spherical micelles with the aggregation number around 87 surfactants at a
low concentrations. The transition from the spherical to the rod-like micelles occurs in the
range between 100 and 150 surfactants per aggregate. As the concentration increases, both,
the spherical and the rod-like micelles are found in the solution, indicating polydisperisty.
The transferability of the force field is verified by analysing the aggregation properties
of surfactants of different architectures. The aggregation number is found to increase
significantly with the length of the alkyl chain, whereas the length of the ethoxy chain
causes a minor decrease in the aggregation number. The critical micelle concentration is
estimated using the indirect method, where the number of free monomers is calculated at
the concentration above the actual CMC value. The CG force field is able to reproduce
an exponential decrease in the CMC with the increasing alkyl chain length and a nearly
constant values of CMC with changing ethoxy chain length, in a good agreement with
experimental data. The robustness of the model is additionally confirmed through accurate
predictions of the surface tensions, surface excess properties, and the area per molecule.
At high surfactant concentrations, bilayer is formed, displaying the bilayer thickness of 46
Å, which is within the range of the experimental error, 50±5Å [415]. Furthermore, the
ranges of the phase boundaries are reproduced close to the experimental findings. In this
manner, our force field is able to predict the properties that were not considered in the
parameterisation procedure and is therefore robust and transferable.
Chapter 7
Concluding remarks
A systematic coarse-graining methodology was employed throughout the work described
in this thesis to derive accurate molecular force fields for the complex fluids. The effective
intermolecular interaction parameters were obtained within a top-down framework, by
considering the optimal description of a large number of macroscopic thermodynamic
states. An efficient parameterisation of the intermolecular model was achieved by using a
rigorous analytical equation of state, SAFT-γ, based on the Mie intermolecular potential.
Due to a flexible and versatile form of the Mie potential, an accurate representation of the
target physical properties could be achieved for the systems considered. The force fields
derived with the aid of the equation of state were used as a direct input in Molecular
Dynamics simulation in order to investigate the structural, interfacial, and dynamical
properties of fluids.
The studied systems embrace the chain molecules, such as n−alkanes, n−perfluoroalkanes,
n−ethers, semi-fluorinated alkanes, and non-ionic surfactants. It was found that including
an intramolecular potential in the CG models significantly improved the representation
of the thermophysical properties. The vapour-liquid equilibrium behaviour including the
saturation density and the vapour pressure were utilised in the parameter estimation
procedure, and a quantitative agreement was obtained between the molecular simulation
results and the experimental data for the target properties. It is particularly gratifying
that the predicted vapour-liquid interfacial tension could also be accurately reproduced.
The development of an accurate CG model of water represented a particular challenge,
since water is well-known for its complex and anomalous behaviour due to the pronounced
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dipolar and the hydrogen-bonding interactions that characterise the system. Using a sim-
ple isotropic single-site CG model based on the spherically-symmetric potential leads to
a number of the transferability and representability issues. It has been shown that an
isotropic potential cannot capture all of the properties of water simultaneously. Two dif-
ferent CG water models based on the one-to-one mapping were developed and implemented
depending on the systems and properties of interest: for the first, the target properties
were the fluid-phase equilibria, namely the vapour pressure and saturated liquid density;
for the second the target property were the vapour-liquid interfacial properties, namely
the surface tension and liquid density. A two-to-one CG model was also developed at a
higher level of coarse-graining for use in large scale molecular simulation.
The models of the pure components were then employed to study properties of mixtures.
In the majority cases, one adjustable parameter for the energetic interactions of the var-
ious beads of different type was sufficient to describe the unlike interactions between
components. The studied systems included the binary mixtures of carbon dioxide with
water, water with n−alkanes, n−alkanes with carbon dioxide, and the ternary mixture
comprising all three components. A good overall description of the vapour-liquid, liquid-
liquid, and supercritical behaviour could be obtained for the binary mixture of carbon
dioxide with water. The phenomenon of the barotropic density inversion was reproduced
in a reasonable agreement with experimental data. A comparison with the more detailed
atomistic force fields revealed an equally good and frequently even better performance of
our simple CG models. In the mixture with extreme immiscibility, such as n−alkane and
water, an accurate description of the liquid-liquid could be achieved. The triphase line
and the azeotropic points were also found in a very good agreement with experimental
results. A transition from type II to type III behaviour in the classification of Scott and
van Konynenburg was observed for the binary mixture of carbon dioxide with n−alkanes
of increasing chain length, in line with the experimental findings. Finally, the equation of
state and the molecular simulation could accurately predict the behaviour of the ternary
mixture, described only by the binary interaction parameters.
A key goal of the research presented in this thesis was, however, dedicated to the mod-
elling of the aqueous alkyl polyoxyethylene glycol non-ionic surfactant mixtures. The
phase boundaries between the various fluid and liquid crystalline state and the aggrega-
tion properties of these aqueous surfactants are very sensitive to the delicate interplay of
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the intermolecular interactions between the surfactants and the solvent so that obtaining
the appropriate balance presented a significant challenge. Our simple CG models of aque-
ous surfactants provided one with the capability to reproduce the complex lyotropic phase
behaviour exhibited by the system at ambient conditions. A transition from spherical to
rod-like micelles was observed with increasing surfactant concentrations. By studying the
aggregation properties of surfactants with different architectures, a strong dependence on
the length of the alkyl chain and a weak dependence on the length of the ethoxy chain
was detected, in accordance with experimental measurements. The critical micelle con-
centration of the non-ionic surfactant solutions is commonly quite low, hence an indirect
method was applied in order to estimate the CMC and its dependence on the surfactant
chain length, thereby providing a quantitative agreement with experimental data. An ac-
curate predictions of the area per molecule at the interface, surface excess properties, and
bilayer thickness verified the robustness and transferability of the developed force fields.
7.1 Future work and potential applications
Despite the encouraging results presented in this thesis there is certainly room for further
improvement. In particular, a development of a more robust and rigorous CG model for
water is still highly desirable. One route would be to develop a model that directly accounts
for association. This could be achieved by incorporating several association sites, as it is
commonly implemented with the water model developed within the SAFT framework
based on the SW potential [416]. However in the case of Molecular Dynamics simulations,
a continuous potential is a near-essential requirement (as discontinuous forces lead to
severe complications in the solutions of the equations of motion), hence appropriately
deep association sites based on a continuous Mie potential would be an obvious choice.
The computational demand of models with explicit association sites is expected to be
significantly higher compared to the spherically symmetric models developed in this thesis
and will therefore be less efficient for the large-scale simulations. An alternative treatment
of the directionality of associating interactions would be the consideration of two-site CG
model, formed from beads characterised by very different energetic / repulsive interaction.
Such a model could be used to account for the dipolar-like directional interactions present
though this crude geometric representation of the association may still be too simplistic
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in order to describe the structure of real tetrahedral water.
In case of the aqueous surfactant mixtures, the intermolecular model parameters between
the surfactants and water molecules could be further improved by a careful re-assessment
of the target properties. For instance, the current parameter set for the alkyl group-water
interactions is developed by considering the interfacial tension as the target property. An
important driving force of self-assembly in such systems is, however, the solubility of hy-
drocarbons in water. Obtaining an accurate estimate is, however, challenging, since the
solubility is quite low, e.g. corresponding to a mole fraction for n−hexane of 10−6. In
order to study the solubility of hydrocarbons directly with conventional MD simulations
one would require very large systems and long times. An alternative technique could be
applied, such as for example free energy integration or Widom insertion. An accurate
knowledge of the solubility of hydrocarbons would provide further insight into the mecha-
nism of micelle formation. Additionally, this would help one to develop a more transferable
parameter set applicable for different conditions.
In our current work, the phase diagram of the surfactant mixtures was studied as a function
of different concentrations at ambient conditions. It is well-known that the temperature
strongly affects the phase morphologies in such systems [417]. Unfortunately, preliminary
MD simulations at different temperature have indicated that our current set developed to
describe the system at room temperature do not allow one to reproduce the experimen-
tally observed phase morphologies at other temperatures. Due to the complex interactions
of surfactants with water and a delicate interplay between energetic and entropic effects,
the intermolecular parameters cannot be used in a transferable manner and have to be
re-derived at different temperatures. This is perhaps not that surprising as the effect
of the dominant hydrogen-bonding interactions between the water and surfactant head
groups is known to be highly temperature dependent. As the temperature increases, the
hydrogen bonding interactions tend to become less prevalent due to the breaking of the
bonds, so that the micelles tend to minimise their contact with water by building larger
aggregates. Entropic effects become more pronounced at higher temperatures, so that at
higher surfactant concentrations, the bilayer is destabilised until its ultimate disappear-
ance at ∼ 330 K [415]. In order to accurately capture this behaviour with our effective
potentials, the interaction between the ethoxy groups and water needs to be made weaker
and that between the alkyl groups and water stronger compared to the corresponding
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values at ambient conditions. The new parameter set could then be tested against the
phase morphologies, aggregation properties and the critical micelle concentrations, which
undergo a minimum at ∼ 320 K, according to the experimental measurements [418]. By
having a reliable parameter set which accounts for the temperature dependent behaviour
of the system, one would be able to predict the global phase diagrams for the entire family
of the non-ionic surfactants.
Our newly developed SAFT-γ Mie CG force fields can be used for a variety of different
applications. The current model of surfactants can be extended to study the molecules
with different architectures. For instance, branched, or so-called T-shaped surfactants
could be explored, in order to investigate the effect of a different molecular geometry
on the phase morphologies, adsorption, and wetting behaviour. Experimentally [419], a
T-shaped topology is found to favour the formation of bilayers and to have a critical
micelle concentration which is up to two orders of magnitude lower than the CMC of their
linear counterparts. A question arises whether the parameters derived for linear molecules
can be used to model the corresponding branched components, or whether a new refined
force field needs to be developed in order to reproduce the correct behaviour of isomers.
Similarly, gemini surfactants, which are composed of two monomeric surfactants connected
by a spacer, are widespread in nature and have attracted substantial attention due to their
unique behaviour [420]. The properties differ from the linear surfactants owing to their
high surface activity, lower CMC, increased viscosity, and shear-thickening behaviour. The
aggregation and interfacial properties of gemini surfactants strongly depend on the nature
and length of the spacer [421]. In this manner, the CG models could be implemented to
provide guidance in the screening process and to suggest the most suitable candidates for
the applications of interest.
The modelling of charged systems, such as the ionic surfactants, gives rise to a particular
challenge. The explicit treatment of the Coulombic interactions significantly increases
the computational demand, thereby counteracting the main advantage of coarse-graining
techniques. Truncating or effectively averaging of the Coulombic interactions is usually
not satisfactory [422]. Ongoing research in the MSE group on the ionic surfactant systems
aims to provide a suitable compromise for the treatment of the Coulombic interactions.
The modelling of the surfactant mixtures can be extended to the many-component sys-
tems, for instance by introducing n−alkanes of the intermediate chain length to study
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the phase behaviour of microemulsions. Microemulsions exhibit a rich lyotropic phase be-
haviour, depending on the temperature and overall concentration. The experimental data
for microemulsions is usually presented as ternary phase diagram at given temperature
and pressure, or alternatively, as a pseudo-binary phase diagram (usually referred to as
a fish diagram) at a given pressure and a fixed ratio of water and the n−alkane. The
microemulsions are commonly classified with the nomenclature of Winsor [423], thereby
distinguishing between oil-in-water (o/w) (2φ) microemulsions, water-in-oil (w/o) (2¯φ)
microemulsions, bicontinuous middle phase microemulsions (3φ), and the microemulsions
which are not in equilibrium with either oil or water (1φ). The phase boundaries are very
sensitive to the chain length of the surfactants and n−alkanes. The force fields described
and developed in this thesis could be used directly to study the structural properties of
the microemulsions for surfactants and alkanes of different chain length at various con-
centrations and ambient conditions. Based on the description of the corresponding binary
systems, we are hopeful that this would provide a reasonable agreement with the experi-
mental data for the microemulsion systems, since the interaction between the surfactant
and water have been shown to be accurate and robust (Chapter 6), and the interactions
between the surfactant head groups and the alkanes can be treated as the interactions
with the alkyl groups of the surfactant. Extending the modelling of a two-component to a
three-component system by implementing the binary interactions has already been shown
to provide an accurate description for the n−alkane-water-carbon dioxide system (Chapter
5). However, in order to reproduce the fish diagram with respect to the temperature and
to capture the transition from 2φ over 3φ to 2¯φ phases at low surfactant concentrations,
further adjustment of the parameters may be required due to the aforementioned issue
about the temperature dependence of the interactions for systems with prevalent hydrogen
bonding. Systems comprising mixed surfactants can already be explored directly with our
current force fields in terms of the effect of combining systems with different surfactant
chain length on the phase morphologies. The modelling of the mixed surfactant systems
can serve as a guide for the experimental formulation of mixtures with tailored properties.
In addition to structural properties and phase morphologies, the transport properties such
as self and mutual diffusion and viscosity could be studied in greater depth. Equilibrium
methods, such as the Green-Kubo integration or the Einstein relation, or non-equilibrium
methods, which measure the response of the system to external perturbations, could both
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be applied to examine the transport properties. Due to the integrating out the fast de-
grees of freedom with the coarse-graining technique leads to an over-estimated diffusion
coefficient of Model 2 for water (Chapter 4), and hence is also expected in the aqueous
surfactant mixtures. A scaling factor can be introduced in order to account for this dis-
crepancy. Qualitatively, the diffusion is expected to decrease and viscosity to increase with
increasing surfactant concentration. This change in the transport properties is attributed
to the different degrees of molecular aggregation and to the various phase transitions.
Coarse-grained models of surfactants are particularly useful in study of the wetting prop-
erties of aqueous droplets on the solid hydrophobic substrates, and of the spreading mech-
anism, which since its discovery in 1960s still remains not fully understood [424]. A
molecular understanding of wetting and superspreading phenomena finds numerous ap-
plications in the development of effective herbicides, active pharmaceutical ingredients for
respiratory diseases, and coating materials. The shape, the polarity, the concentrations of
surfactant and the nature of the surface strongly affect the degree of wettability; under-
standing the mechanism and the dynamics of spreading at the molecular level by using
CG models, even in a qualitative manner, could help to understand how to control the
wetting properties and to select the most suitable substrate-surfactant combinations.
A coarse-graining framework can be applied to investigate new systems of scientific or
industrial interest. For instance, the asphaltenes, which are found in crude oil, cause
severe production problems, such as fouling in the reservoir and production pipe-line.
This behaviour is attributed to the formation of highly viscous agglomerates upon the
precipitation of asphaltene. Since the composition of crude oil cannot be characterised
explicitly, coarse-grained models are well suitable for this type of applications. By group-
ing molecules of a similar molecular weight and chemical composition into the simplified
coarse-grained pseudo-components, one can mimic the average behaviour of the complex
polydisperse mixtures, thereby significantly reducing the complexity of modelling. The
models can provide an insight into the global phase diagrams, thereby identifying the pre-
cipitation boundaries of asphaltene containing crudes and could also be used to study the
liquid crystalline ordering of asphaltene and its effect on the viscosity of the agglomerates.
In a similar way, biofuel mixtures could be studied by introducing the pseudo-component
CG models. Hence, the ratios between the biofuels and the conventional diesel could be
optimised to obtain a right balance between the maximum concentration of biofuel and a
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reasonably low viscosity.
This list of possible future applications of the coarse-graining methodology presented in
this thesis is far from being exhaustive but gives a flavour of the great potential of the
approach.
Appendices
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Appendix A
SAFT-γ Mie equation of state
In this section, the key relations of the SAFT-γ Mie equation of state are shortly sum-
marised. More details are given in the original SAFT-γ Mie papers [22, 24, 55]. For
the applications in Molecular Dynamics simulations presented in this work, an abridged
version of the original SAFT-γ Mie equation of state is used, where the conventional as-
sociation term is not included in the Helmholtz free energy description. The elongated
molecules are treated as chains formed from tangentially bonded segments. The Helmholtz
free energy is given as a perturbation expansion of an ideal, monomer, and chain term:
A
NkBT
= A
Ideal
NkBT
+ A
Mono
NkBT
+ A
Chain
NkBT
, (A.1)
which are discussed in the next sections.
A.1 Ideal contribution
The ideal-gas contribution incorporates the contributions to the kinetic energy (including
translational, rotational, and vibrational modes of motion) and is given as
AIdeal
NkBT
=
NC∑
i=1
xi ln(ρiΛ3i )
− 1, (A.2)
where xi is the mole fraction of component i, ρi = Ni/V is the number density, Ni is the
number of component i in the mixture, and Λ3i is the de Broglie thermal volume. The
summation is performed for the number of components NC in the mixture.
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A.2 Monomer contribution
The interactions between groups k and l are represented by the Mie (generalised Lennard-
Jones) potential
ukl(rkl) = klCkl
[(
σkl
rkl
)λr,kl
−
(
σkl
rkl
)λa,kl]
, (A.3)
where
Ckl(λa,kl, λr,kl) =
(
λr,kl
λr,kl − λa,kl
)(
λr,kl
λa,kl
) λa,kl
λr,kl−λa,kl
.
The monomer term is obtained from a high-temperature perturbation expansion of the
Helmholtz free energy up to the third-order [24, 55]:
AMono
NkBT
= A0
NkBT
+ A1
NkBT
+ A2
NkBT
+ A3
NkBT
. (A.4)
Each term of the free energy contribution per molecule can be obtained as
Aq
NkBT
=
( 1
kBT
)qNC∑
i=1
xi
NG∑
k=1
νkiν
∗
k
 aq (A.5)
for q = 0, 1, 2, 3. The summation is performed over all components i and all groups k.
Here, NG is the number of groups present, νki is the number of occurrences of a group of
type k of component i, and ν∗k is the number of identical spherical segments forming the
group k. The perturbation terms aq are obtained by summing the pairwise contributions
aq,kl between groups k and l over all groups:
aq =
NG∑
k=1
NG∑
l=1
xs,kxs,laq,kl, (A.6)
where xs,k and xs,l are the overall fractions of segments of groups k and l in the mixture,
given as
xs,k =
∑NC
i=1 xiνkiν
∗
k∑NC
i=1 xi
∑NG
l=1 νliν
∗
l
(A.7)
Each free energy contribution aq can now be described in more detail.
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A.2.1 Repulsive reference fluid
The repulsive reference fluid a0 is described in terms of the Helmholtz free energy of a
hard-sphere fluid aHS with a corresponding Barker-Henderson [178] diameter dkk,
dkk =
∫ σkk
0
[
1− exp
(
−u
Mie
kk (rkk)
kBT
)]
, (A.8)
which is obtained by means of Gauss-Laguerre quadrature [425]. The free energy of the
reference hard-sphere mixtures is obtained using the expression of Boublik [426] and Man-
soori et al. [427] as
aHS = 6
piρs
[(
ζ32
ζ23
− ζ0
)
ln(1− ζ3) + 3 ζ1ζ21− ζ3 +
ζ32
ζ3(1− ζ23 )
]
(A.9)
where the total segment number density is given by
ρs = ρ
NC∑
i=1
xi
NG∑
k=1
νki (A.10)
and the moment densities are given by
ζm =
piρs
6
NG∑
k=1
xs,kd
m
kk (A.11)
for m = 0, 1, 2, 3. The effective hard-sphere diameter dkk is obtained from Eq. A.8 and
the fraction of segments xs,k of a group k from Eq. A.7. After substituting Eq. A.7 into
Eq. A.11 and expressing Eq. A.9 as a function of ρ using Eq. A.10, one obtains the usual
form of the Helmholtz free energy for the hard-sphere mixture [426, 427]:
AHS
NkBT
= 6
piρ
[(
ζ32
ζ23
− ζ0
)
ln(1− ζ3) + 3 ζ1ζ21− ζ3 +
ζ32
ζ3(1− ζ23 )
]
. (A.12)
A.2.2 Mean-attractive energy
The first-order term a1,kl is usually referred to as the mean-attractive energy and can be
expressed as
a1,kl = 2piρs
∫ ∞
σ
gHSd (r)uMiekl (r)r2dr, (A.13)
where gHSd (r) is the radial distribution function of the reference hard-sphere fluid. In order
to obtain an analytical expression rather than using numerical quadrature technique to
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evaluate Eq. A.13, the limits of integration can be referred to the hard-sphere diameter d
by decomposing Eq. A.13 into two contributions:
I1A,kl = 2piρs
∫ ∞
d
gHSd (r)uMiekl (r)r2dr (A.14)
and
I1B,kl = −2piρs
∫ σ
d
gHSd (r)uMiekl (r)r2dr (A.15)
The integral I1A,kl can be evaluated by using the expressions of the first-order term for
the hard-core Sutherland fluid of diameter dkl
as1,kl = 2piρskld3kl
∫ ∞
1
gHSd (xd)
(
− 1
xλkl
)
x2dx, (A.16)
which is a function of exponent λ and segment number density ρs, an x is given as x = r/d
(and accordingly x0 = σ/d); gHSd (xd) is evaluated beforehand by solving the Ornstein-
Zernike integral equation with the reference hypernetted chain (RHNC) closure for differ-
ent values of the exponent λ. Instead of solving the integral in Eq. A.16, the mean-value
theorem (MVT) [24, 53] is applied in order to obtain an analytical expression,
as1,kl(ρs, λkl) = 2piρskld3klgHSd (ξ)
∫ ∞
1
(
− 1
xλkl
)
x2dx
= 2piρskld3klgHSd (ξ)
( 1
λkl − 3
)
,
(A.17)
so that gHSd is expressed as a function of a distance ξ which satisfies the MVT equality.
Hence, gHSd (ξ) is mapped to the contact RDF gHSd (d) evaluated at an effective packing
fraction ζx,eff , employing a dependence which is consistent with the Carnahan and Starling
expression [34] (Eq. A.24)
as1,kl(ρs, λkl) = −2piρs
(
kld
3
kl
λkl − 3
)
1− ζx,eff/2
(1− ζx,eff )3 . (A.18)
The effective packing fraction ζeff has been parameterised for the range 5 < λ ≤ 100 and
correlated as [24]
ζeff,kl = c1,klζx + c2,klζ2x + c3,klζ3x + c4,klζ4x, (A.19)
where ζx is the packing fraction of a hypothetical pure fluid expressed in van der Waals
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one-fluid form,
ζx =
piρs
6
NG∑
k=1
NG∑
l=1
xs,kxs,ld
3
kl, (A.20)
and the coefficients ci are functions of λ and are given as following:

c1,kl
c2,kl
c3,kl
c4,kl

=

0.81096 1.7888 −37.578 92.284
1.0205 −19.341 151.26 −463.50
−1.9057 22.845 −228.14 973.92
1.0885 −6.1962 106.98 −677.64

×

1
λkl
λ2kl
λ3kl

. (A.21)
Once as1,kl(ρs, λkl) is known, the integral I1A (Eq. A.14) can be evaluated analytically as
I1A,kl = Cklkl
(
x
λa,kl
0 a
s
1,kl(ρs, λa,kl)− xλr,kl0 as1,kl(ρs, λr,kl)
)
. (A.22)
The second integral I1B in Eq. A.15 embrace a short integration range between σ and
d. It has been shown by Nezbeda and Iglesias-Silva [428] that in this case gHSd (r) can be
approximated as a first-order Taylor expansion of the contact value of gHS(r) and its first
derivative with respect to separation r, so that
gHSd (xd) ' gHSd (d) + (x− 1)
(
dgHSd (xd)
dx
)
x=1
. (A.23)
The Carnahan and Starling relation is used to evaluate gHSd (d) and the Percus-Yevick
approximation is used to obtain an expression for the derivative at contact:
gHSd (d) =
1− ζx/2
(1− ζx)3 (A.24)
(
dgHSd (xd)
dx
)
x=1
= −9ζx(1 + ζx)2(1− ζx)3 . (A.25)
By inserting Eqs. A.24 and A.25 into Eq. A.15, we obtain the following analytical expres-
sion for the integral:
I1B = C
(
xλa0 Bkl(ρs, λa,kl)− xλr0 Bkl(ρs, λr,kl)
)
, (A.26)
where
Bkl(ρs, λkl) = 2piρsd3klkl
( 1− ζx/2
(1− ζx)3 I(λkl)−
9ζx(1 + ζx)
2(1− ζx)3 J(λkl)
)
. (A.27)
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The integrals I(λkl) and J(λkl) are evaluated over the distance x and are functions of λkl:
I(λkl) =
∫ x0,kl
1
x2
xλkl
dx =
1− x(3−λkl)0,kl
(λkl − 3) (A.28)
and
J(λkl) =
∫ x0,kl
1
x3 − x2
xλkl
dx =
1− x(4−λkl)0,kl (λkl − 3) + x(3−λkl)0,kl (λkl − 4)
(λkl − 3)(λkl − 4) . (A.29)
After further algebra, the mean-attractive energy term a1 from Eq. A.13 can be expressed
in the following compact form:
a1,kl = Ckl
[
x
λa,kl
0,kl (a
s
1,kl(ρs, λa,kl) +Bkl(ρs, λa,kl))− xλr,kl0,kl (as1,kl(ρs, λr,kl) +Bkl(ρs, λr,kl))
]
.
(A.30)
A.2.3 Fluctuation term
The second-order perturbation (fluctuation) term of the current SAFT-γ Mie [24] version
of the EoS is based on the modified compressibility approximation (MCA) proposed by
Zhang [429], which can be expressed as
a2,kl = −piρsKHS(1 + χkl)
∫ ∞
σ
gHSd (r)[uMiekl (r)]2r2dr. (A.31)
As for the a1,kl term (Eq. A.13), a2,kl can be expressed in terms of the hard-sphere diameter
for the lower bounds of integration by decomposing a2,kl into two separate contributions
I2A,kl and I2B,kl:
I2A,kl = −piρsKHS(1 + χkl)
∫ ∞
d
gHSd (r)[uMiekl (r)]2r2dr (A.32)
I2B,kl = piρsKHS(1 + χkl)
∫ σ
d
gHSd (r)[uMiekl (r)]2r2dr (A.33)
Employing Eqs. A.18 and A.27 with Eq. A.31, we obtain
a2,kl =
1
2K
HS(1 + χkl)klC2kl
[
x
2λa,kl
0,kl (a
s
1,kl(ρs, 2λa,kl) +Bkl(ρs, 2λa,kl))
− 2x(λa,kl+λr,kl)0,kl (as1,kl(ρs, λa,kl + λr,kl) +Bkl(ρs, λa,kl + λr,kl))
+ x2λr,kl0,kl (a
s
1,kl(ρs, 2λr,kl) +Bkl(ρs, 2λr,kl))
]
,
(A.34)
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where KHS is the isothermal compressibility of the effective van der Waals one-fluid char-
acterised at a packing fraction ζx (Eq. A.20), obtained from the appropriate density
derivative of the Carnahan and Starling equation:
KHS = kBT
(
∂ρs
∂PHS
)
T
= (1− ζx)
4
1 + 4ζx + 4ζ2x − 4ζ3x + ζ4x
. (A.35)
The empirical correction factor χkl is established by correlating the computer simulation
values of the fluctuation contribution with following expression:
χkl = f1(αkl)ζ∗x + f2(αkl)(ζ∗x)5 + f3(αkl)(ζ∗x)8. (A.36)
The functions fi(i = 1, 2, 3), which are specified in Eq. A.40, depend on both the attractive
and the repulsive exponents through a dimensionless van der Waals attractive constant α
which is defined as
αkl =
1
klσ
3
kl
∫ ∞
σ
uMiekl (r)r2dr = Ckl
(
1
λa,kl − 3 −
1
λr,kl − 3
)
. (A.37)
The packing fraction ζ∗x is defined in a similar way to Eq. A.20, but now by referring to
σkl:
ζ∗x =
piρs
6
NG∑
k=1
NG∑
l=1
xs,kxs,lσ
3
kl. (A.38)
A.2.4 The third-order term
The third-order term a3 is introduced in order to improve the representation of the fluid
properties near the critical point and is obtained from fitting to vapour-liquid equilibria
and critical densities for different Mie fluids. By correlating to appropriate computer
simulation data, following expression for a3 is obtained :
a3,kl = −3klf4(αkl)ζ∗x exp[f5(αkl)ζ∗x + f6(αkl)(ζ∗x)2], (A.39)
where the functions fi (i = 4, 5, 6) are defined as
fm(αkl) =
∑3
n=0 φm,nα
n
kl
1 +∑3n=0∑6n=4 φm,nαn−3kl (A.40)
and coefficients φm,n are given in Table A.1.
A. SAFT-γ Mie equation of state 191
Table A.1: Coefficients φm,n for Eq. A.40
n φ1,n φ2,n φ3,n φ4,n φ5,n φ6,n φ7,n
0 7.5365557 -359.44 1550.9 -1.19932 -1911.28 9236.9 10
1 -37.60463 1825.6 -5070.1 9.063632 21390.175 -129430 10
2 71.745953 -3168 6534.6 -17.9482 -51320.7 357230 0.57
3 -46.83552 1884.2 -3288.7 11.34027 37064.54 -315530 -6.7
4 -2.467982 -0.82376 -2.7171 20.52142 1103.742 1390.2 -8
5 -0.50272 -3.1935 2.0883 -56.6377 -3264.61 -4518.2
6 8.0956883 3.709 0 40.53683 2556.181 4241.6
A.3 Chain contribution
The SAFT formulation for the heteronuclear chains is based on an effective molecular
representation of the contact value of the radial distribution function. For this, the effective
molecular parameters σ¯ii, d¯ii, ¯ii, and λ¯ii for each species i are introduced. The molecular
size and energy parameters do not depend on the composition of mixture, but are expressed
in terms of the molecular fraction zki of a group k in the molecule i:
zki =
νkiν
∗
k∑NG
i=1 νkiν
∗
k
. (A.41)
The molecular parameters σ¯ii, d¯ii, ¯ii, and λ¯ii are obtained as:
σ¯ii
3 =
NG∑
k=1
NG∑
l=1
zkizliσ
3
kl, (A.42)
d¯ii
3 =
NG∑
k=1
NG∑
l=1
zkizlid
3
kl, (A.43)
¯ii
3 =
NG∑
k=1
NG∑
l=1
zkizli
3
kl, (A.44)
and
λ¯ii
3 =
NG∑
k=1
NG∑
l=1
zkizliλ
3
kl. (A.45)
The chain term can be expressed as a function of molecular parameters:
AChain
NkBT
= −
NC∑
i=1
xi
NG∑
k=1
(νkiν∗k − 1) ln gMieii (σ¯, ζx) (A.46)
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where gMieii (σ¯, ζx) is the one-fluid radial distribution function of the effective Mie reference
(characterised by Eqs. A.42, A.43, A.44, and A.45) at a packing fraction ζx evaluated
at the contact value σ¯ii. An accurate representation of gMieii (σ¯, ζx) is therefore crucial for
a reliable description of the properties of chain fluids. The exponential expansion to the
second-order has been proven convenient and rapidly convergent, avoiding the possibility
of negative values of the pair correlation function. It is given as
gMieii (σ¯ii, ζx) = gd(σ¯ii) exp
(
β¯iig1(σ¯ii)
gHSd (σ¯ii)
+ (β¯ii)
2g2(σ¯ii)
gHSd (σ¯ii)
)
(A.47)
The contact values of the contributions to the pair distribution function are approximated
by the corresponding values at the effective Barker-Henderson diameter:
g0(σ¯ii) ≈ gHSd (d¯ii) (A.48)
g1(σ¯ii) ≈ g1(d¯ii) (A.49)
g2(σ¯ii) ≈ g2(d¯ii) (A.50)
The term gHSd (σ¯ii) corresponds to pair distribution function of the hard-sphere fluid of
diameter d¯ii evaluated at σ¯ii. It is obtained based on the expression proposed by Boublik
[430]:
gHSd (σ¯ii) = exp(k0 + k1 ¯x0,ii + k2 ¯x0,ii2 + k3 ¯x0,ii3) (A.51)
where ¯x0,ii = ¯σ0,ii/ ¯d0,ii, coefficients km are functions of the vdW one-fluid packing fraction
ζx (Eq. A.20).
The first- and second-order terms g1(d¯ii) and g2(d¯ii) are obtained by equating the pres-
sures from the virial and the thermodynamic routes [53].The second-order term requires
an additional simplification, obtained by using the configurational energy and the MCA
approximation [429] along with a correction term χ¯ii [24]. The following expressions are
eventually obtained for the first- and the second-order contribution to radial distribution
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function at the contact value:
g1(σ¯ii) ≈ g1(d¯ii) = 1
2pi¯iid¯ii
3
[
3∂ ¯a1,ii
∂ρs
− C¯ii ¯λa,ii ¯x0,ii ¯λa,ii ¯a1,ii
s(ρs, ¯λa,ii) +Bii(ρs, ¯λa,ii)
ρs
+ C¯ii ¯λr,iix
¯λr,ii
0
¯a1,iis(ρs, ¯λr,ii) +Bii(ρs, ¯λr,ii)
ρs
]
,
(A.52)
gMCA2 (σ¯ii) ≈ g2(d¯ii) =
1
2pi¯ii2d¯ii
3
[
3 ∂
∂ρs
( ¯a2,ii
1 + χ¯ii
)
− ¯iiKHS C¯2ii ¯λr,ii ¯x0,ii2 ¯λr,ii
¯a1,iis(ρs, 2 ¯λr,ii) +B(ρs, 2λr,ii)
ρs
+ ¯iiKHS C¯2ii( ¯λr,ii + ¯λa,ii) ¯x0,ii( ¯λr,ii+ ¯λa,ii)
¯a1,iis(ρs, ¯λr,ii + ¯λa,ii) + B¯ii(ρs, ¯λr,ii + ¯λa,ii
ρs
− ¯iiKHS C¯2ii ¯λa,ii ¯x0,ii2 ¯λa,ii
¯a1,iis(ρs, 2 ¯λa,ii) + B¯ii(ρs, 2 ¯λa,ii)
ρs
]
.
(A.53)
Appendix B
Integrating the equations of
motion: Verlet and leap-frog
algorithms
In the Verlet algorithm, the position of molecule i at time t+ δt is related to the previous
position at time t by a Taylor series about r:
ri(t+δt) = ri(t)+δt
dri(t)
dt
+ 12!(δt)
2 dri2(t)
dt2
+ ... = ri(t)+δtvi(t)+
1
2(δt)
2ai(t)+ ... (B.1)
Analogously, for the time t− δt, the Taylor expansion yields
ri(t− δt) = ri(t)− δtvi(t) + 12(δt)
2ai(t)− ... (B.2)
The summation of Eqs. B.1 and B.2 and substitution ai = Fim gives the position of the
particle only as a function of its two previous positions and the force:
ri(t+ δt) = 2ri(t)− ri(t− δt) + Fi(t)
m
(δt)2 + ... (B.3)
Computing the positions with the Verlet algorithm does not require a knowledge of the
particle velocity. The velocities are nonetheless useful for estimating the kinetic (and hence
the total) energy and can be calculated separately as
vi(t) =
ri(t+ δt)− ri(t− δt)
2δt . (B.4)
However, not handling velocities explicitly can introduce some numerical deficiencies, and
therefore, alternative algorithms have been proposed. In our current work, we use the
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leap-frog algorithm [431] for the integration of the equation of motion. In the leap-frog
algorithm, the new position is calculated as a function of the previous position and the
mid-step velocity:
ri(t+ δt) = r(t) + δtvi(t+
1
2δt). (B.5)
The mid-step velocity is obtained as
vi(t+
1
2δt) = vi(t−
1
2δt) +
Fi(t)
m
δt (B.6)
In order to evaluate the total energy (H = K + V) and all other properties at time t, the
velocity at time t is required. It is calculated as
vi(t) =
1
2(vi(t+
1
2δt) + vi(t−
1
2δt)). (B.7)
The trajectories, determined in the leap-frog algorithm with Eq. B.5 are identical to the
Verlet algorithm trajectories obtained by Eq. B.3.
Appendix C
Force Fields developed in this
work: the experimental data used
and the corresponding parameter
sets
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Table C.1: Experimental data used in the parameter estimation procedure.
Interactions Type of data used Reference
CM − CM VLE of n-alkanes between the triple point upto 90 % of the critical point, NIST [195]
selected fitting points are within step of 20 K
FF − FF VLE of n-perfluoroalkanes between the triple point up to 90 % of the critical point, NIST [195]
EO − EO VLE of ethers between the triple point upto 90 % of the critical point, NIST [195]
selected fitting points are within step of 20 K
OA−OA VLE of triethylene glycol between the triple point upto 90 % of the critical point NIST [195]
selected fitting points are within step of 20 K
CM − FF LLE of C6F14 + C6H14 mixture between 272 and 296 K DETHERM [196]
CF − CF liquid density and vapour pressure for SFA Refs. [198, 199]
CF − FF liquid density and vapour pressure for SFA Refs. [198, 199]
EO − CM VLE of butyl methyl ether (C5H12O), 1-methoxyheptane (C8H18O), NIST [195]
1-(2-methoxyethoxy)butane (C7H16O2),
between the triple point upto 90 % of the critical point
OA− CM VLE of 2-butoxyethanol (C6H14O2), 2-(heptyloxy)ethanol (C9H20O2) NIST [195]
between the triple point upto 90 % of the critical point
OA− EO Liquid-liquid equilibrium of C7E5 surfactant in n-dodecane between 272-278.5 K DETHERM [196]
W −W (M1) Saturation density and vapour pressure, NIST [195]
fit to each temperature
W −W (M2) Saturation density and surface tension, NIST [195]
fit to each temperature
CO2 −W (M1) Pressure-composition isotherm at T = 473 K Ref. [323]
CM −W (M1) Pressure-composition isotherm of Refs. [359–361]
water-hexane mixture at T = 473.2 K
CO2 − CM Pressure-composition isotherm of DETHERM [196]
carbon dioxide-hexane mixture at T = 313 K
CM −W (M2) Interfacial tension of n-hexane-water interface at T = 298.15 K Ref. [390]
EO −W (M2) Excess enthalpy of 1-methoxy-2-[2-(2-methoxy-ethoxy]-ethane (C8H18O4) - water DETHERM [196]
mixture at T = 298.15 K
OA−W (M2) Excess enthalpy of triethylene glycol-water mixture at T = 298.15 K DETHERM [196]
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Table C.2: CG intermolecular interaction parameters obtained with SAFT-γ Mie EoS (M1,
M2 refers to Models 1 and 2, respectively, the indices W1 and W2 indicate level of coarse-
graining)
Compound Groups σ/Å /kB/K λr λa kij
Like-like
CO2 (CO2) 3.741 353.55 23 6.66
water at T =298 K
H2O W1 (M1) 3.0089 496.09 8 6
H2O W1 (M2) 2.9016 305.21 8 6
(H2O)2 W2 3.7467 400 8 6
triethylene glycol
C6H14O4 (OA)4 3.7244 461.11 19 6
ethers
C4H10O2 (EO)2 4.2410 409.26 19 6
C6H14O3 (EO)3 4.1527 405.19 19 6
C8H18O4 (EO)4 4.0882 399.25 19 6
C10H22O5 (EO)5 4.0613 396.90 19 6
n−alkanes
C5H12 (CM)2 4.2449 310.78 15 6
C6H14 (CM)2 4.5089 342.00 15 6
C7H16 (CM)2 4.5736 380.87 15 6
C8H18 (CM)3 4.2412 321.65 15 6
C9H20 (CM)3 4.4212 344.83 15 6
C10H22 (CM)3 4.4908 363.99 15 6
C11H24 (CM)4 4.2212 328.18 15 6
C12H26 (CM)4 4.3635 344.42 15 6
C13H28 (CM)4 4.4680 354.25 15 6
C14H30 (CM)5 4.2332 329.81 15 6
C15H32 (CM)5 4.3286 344.85 15 6
n−perfluoroalkanes
C6F14 (FF )3 4.3838 240.32 13 6
C8F18 (FF )4 4.2789 238.63 13 6
C10F22 (FF )5 4.2095 230.91 13 6
−C2H4 − C2F4− (CF ) 5.3087 522.33 13.95 6
Unlike interactions for SFA
F6H8 (CM)2 + (CF ) 315.37 14.46 6 0.2457
F6H8 (CF ) + (FF )2 219.23 13.46 6 0.3681
F6H8 (CM)2 + (FF )2 265 13.95 6 0.0755
Unlike interactions for surfactant
C10E4 (EO)3 + (CM)3 352.00 16.86 6 0.0461
C10E4 (OA)2 + (CM)3 375.50 16.86 6 0.0489
C10E4 (OA)2 + (EO)3 392.00 19 6 0.0811
Unlike interactions for CO2-alkanes
CO2 + C15H32 (CO2) + (CM)5 318.69 18.5 6.31 0.08
Unlike interactions with water at T=298 K
CO2 + H2O (CO2) + (W ) (M1) 440.23 13 6.31 -0.07
C12H26 + H2O (CM)4 + (W ) (M1) 251.27 10.75 6 0.36
C6H14O4 + H2O (OA)4 + (W1) (M2) 497 17 6 -0.3561
C8H18O4 (EO)4 + (W1) (M2) 435 11.94 6 -0.3037
C12H26 + H2O (CM)4 + (W1) (M2) 213.31 10.75 6 0.3
C6H14O4 + (H2O)2 (OA)4 + (W2) 492 11.94 6 -0.1457
C8H18O4 + (H2O)2 (EO)4 + (W2) 480 11.94 6 -0.2077
C12H26 + (H2O)2 (CM)4 + (W2) 250 10.75 6 0.3205
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Table C.3: Parameter set for Model 1, Mie (8-6) which reproduces saturation liquid density
and vapour pressure.
T/K σ/ Å /kB/K
283 3.0119 501.19
293 3.0085 497.84
303 3.0060 494.55
313 3.0041 491.30
323 3.0028 488.11
333 3.0020 484.97
343 3.0015 481.87
353 3.0014 478.82
363 3.0016 475.81
373 3.0021 472.83
393 3.0039 466.97
413 3.0065 461.20
433 3.0099 455.51
453 3.0141 449.85
473 3.0192 444.21
493 3.0251 438.55
513 3.0321 432.82
533 3.0403 426.99
553 3.0503 420.98
573 3.0627 414.68
593 3.0790 407.90
613 3.1028 400.21
Table C.4: Parameter set for Model 2, Mie (8-6) which reproduces liquid density and surface
tension.
T/K σ/ Å /kB/K
293 2.9055 304.28
298 2.9016 305.21
313 2.8938 309.01
343 2.8811 318.84
373 2.8737 326.85
393 2.8721 332.18
433 2.8673 340.25
463 2.8660 345.43
493 2.8666 350.25
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Figure D.1: Saturation densities and pressures for homologous series of alkanes non-divisible
by three (C5H12-C14H30). Dashed line denotes the smoothed experimental data from NIST
[195]; continuous lines are the results from SAFT-γ Mie EoS using the parameters from Table
3.4.
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Figure D.2: Saturation densities and pressures for ethers (C4H10O2 to C10H26O5). Dashed
line denotes the smoothed experimental data from NIST [195]; continuous lines are the results
from SAFT-γ Mie EoS using the parameters from Table 3.6.
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Figure D.3: Saturation density and pressure for triethyleneglycol. Dashed line denotes the
smoothed experimental data from NIST [195]; continuous line is the result from SAFT-γ Mie
EoS based on the Mie (19-6) with σ=3.7244 Åand /kB=461.11 K.
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Figure D.4: Liquid densities (on the left) and vapour pressures (on the right) of surfac-
tants of different chain lengths. Dashed line denotes the smoothed experimental data from
NIST [195]; continuous lines are the results from SAFT-γ Mie EoS using the parameters from
Table 3.8. The upper line displays molecules containing CM and EO groups, such as butyl
methyl ether (CM −EO, black line), 1-(2-methoxyethoxy)butane (CM −EO−EO, red line),
and 2-methoxyheptane (CM − CM − EO, blue line). The middle line displays molecules
containing OA and CM groups, such as 2-butoxyethanol (OA − OA − CM , black line) and
2-(heptyloxy)ethanol (OA − OA − CM − CM , red line). The lower line displays molecules
containing OA and EO groups, such as 2-(2-methoxyethoxy)ethanol (OA − OA − EO, black
line) and 2-(2-(2-methoxyethoxy)ethoxy)ethanol (OA−OA− EO − EO, red line).
Appendix E
Representation of properties of
water by means of the molecular
simulations
Table E.1: The vapour-liquid coexistence properties including the saturated liquid
ρL/(kgm−3) and vapour ρV /(kgm−3) densities, and vapour pressure P v/(MPa) for the Mie
(8-6) Model 1 of water at T=393 K as a function of the cutoff radius Rc/ Å obtained via MD
simulations.
Rc ρ
L ρV P v
15 936 1.36 0.243
20 944 1.16 0.214
25 947 1.13 0.200
30 949 1.05 0.175
35 949 1.02 0.176
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Table E.2: The vapour-liquid coexistence properties including the saturated liquid
ρL/(kgm−3) and vapour ρV /(kgm−3) densities, vapour pressure P v/(MPa), enthalpy of vapor-
isation ∆Hv/(kJmol−1), and vapour-liquid interfacial tension γ/(mNm−1) for the Mie (8-6)
Model 1 of water at different state points T/K obtained via MD simulations using the cutoff
radius Rc = 30 Å.
T ρL ρV P v γ ∆Hv
343 994 0.20 0.032 158 35.5
363 977 0.40 0.067 146 34.6
393 949 1.11 0.198 131 33.2
413 928 2.10 0.393 120 32.3
433 906 3.14 0.610 108 31.4
453 883 4.89 0.997 98 30.3
493 832 10.61 2.245 78 28.3
533 774 20.79 4.521 58 25.8
573 704 36.68 8.000 39 22.9
613 611 64.25 13.391 21 20.3
Table E.3: The vapour-liquid coexistence properties including the saturated liquid
ρL/(kgm−3) and vapour ρV /(kgm−3) densities, vapour pressure P v/(MPa), enthalpy of vapor-
isation ∆Hv/(kJmol−1), and vapour-liquid interfacial tension γ/(mNm−1) for the Mie (8-6)
Model 2 of water at different state points T/K obtained via MD simulations using the cutoff
radius Rc = 20 Å.
T ρL ρV P v γ ∆Hv
293 999 4.02 0.527 73 20.6
298 998 4.28 0.536 72 20.6
313 992 5.91 0.820 68 20.6
343 979 9.24 1.512 64 21.4
373 960 14.06 2.235 59 20.7
393 943 17.92 2.953 55 20.6
433 907 28.73 5.004 46 20.0
463 875 39.65 7.110 39 19.4
493 840 54.52 9.901 33 18.5
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Representation of properties of
binary mixtures comprising water,
carbon dioxide, and n−alkanes
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Figure F.1: Pressure-composition (Px) phase diagram for carbon dioxide+water mixture
at isotherms corresponding to T =383, 423, 473, 523, 548, 573, and 598 K. The filled circles
correspond to experimental fluid-liquid equilibrium data [323]. The dashed lines correspond to
the predictions obtained by SAFT-γ with kij = −0.07, the open circles are the MD simulation
results for our SAFT-γ CG Mie force field
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Figure F.2: Pressure-composition (Px) phase diagram for mixtures of carbon dioxide with
n−nonane, n−dodecane, and n−octadecane at different isotherms. Legend as in Figure 5.19.
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Figure F.3: Interfacial tension as a function of pressure in carbon dioxide+ n−dodecane
system at T = 403 and 443 K. The filled circles are the experimental data from Ref. [432]. The
solid straight line was added as a guide to the eye. The open circles are the MD simulation
results for SAFT-γ CG Mie force field.
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Figure G.1: Aggregation number distribution at the surfactant concentrations x = 3.5×10−3
for different alkyl and ethoxy chain length calculated in MD simulation.
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