Introduction M.I. Freldlin ( (9] , [10] ) has recently introduced probabilistic techniques into the study "wavefront propagation" for systems of reactiondiffusion PDE. The motivating idea is that should a reaction-diffusion system possess only a single unstable and a single stable equilibrium, then the solution u of the system will presumably tend to "switch" for large times from near the former to near the latter state. A mathematical problem Is then to describe this transition, ideally in terms of simpler quantities than those governing the full, detailed behavior of the entire system of PDE. More precisely, to study the reaction-diffusion problem for large times of order -1 -1 c , Freidlin suggests a c rescaling in the space and time variables; so that our attention turns to the solutions u of certain c-dependent systems of PDE. We then hope to show that as c --0, the functions u converge In some region G c R n x (0,w) to the stable point, and in the opposite region
[Rn x [O,w)]\G to the unstable point. We simultaneously hope to describe geometrically or analytically this set G, whose boundary we envision as a spreading wavefront separating regions with quite different limiting behavior.
This paper, which is an extension to systems of earlier work [6] on single equations, brings to bear purely PDE techniques to this problem, especially the theory of viscosity solutions on Hamilton-Jacobi equations, due to Crandall-Lions [3] . The connection with the foregoing discussion is that, the region G alluded to above Is the set where the solution J of a certain Hamilton-Jacobi equation Is negative. Our procedure for understanding the limiting behavior of the solution of the reaction-diffusion system of PDE is thus first of all to build an appropriate Hamiltonian H out of the data given in the problem, second to solve the resulting Hamilton-Jacobi equation
for J, and last to demonstrate the different limiting behavior of the solutions u of the scaled system on the sets J<O) and QJ>O}. We
Informally regard the Hamiltonian as controlling somehow the rate of Instability of the unstable point. We are thus able to characterize the asymptotic behavior of the "complicated" reaction-diffusion system in terms of the "simple" Hamilton-Jacobi equation. This possibility, first identified by Freldlin [9] in rather different terms, is attractive, but of course requires for this implementation many structural assumptions on the nonlinearities, which we list below. It would of course be quite interesting to extend our results, or at least the point of view espoused above, to systems with more general nonlinearnties.
More precisely now, we intend to investigate the scaled reactiondiffusion system:
Here are given, where we write g = (g1,...,gm), f = (fl,'..,fm). The unknown is U (u *'..,uC). We will assume that 1, m
and that the functions g, f are smooth, bounded and Lipschitz.
In addition we suppose that Our essential assumptions all concern the reaction term f. First of all we suppose
* -, u m 0 and u > 0 for some index l*k.
Consequently the vector vield f points strictly inward along the boundary of the positivity set 11 E {u G Rm Ul>O,...,um>O}, except at the point 0, which is an equilibrium point for the system (1.1) £
To ensure that our solutions uC do not become unbounded as c -4 0, we further hypothesize that there exists a constant A such that
if u e IT and Uk a A.
Ao-ession For
Figure 1
Next we set forth additional hypotheses which Imply that the rest point 0 is unstable. Let us define the m x m matrix C a Df(0), Df denoting the gradient of f. Thus
We assume
and
where we employ the standard summation convention.
for systems of the Kolmogorov-Petrovskii-Piskunov nonlinearity, discussed in 
See, for instance, [7] for a review of the various properties of H, and in particular a proof that H is convex. We additionally set
L is the Laga-n~gan associated with H. Finally we define for each point
the Infimum taken over all absolutely continuous functions We loosely interpret this theorem as describing how the Hamiltonian H, which depends upon both C = Df(O) and the diffusion constants dI,...,dm controls the instability of the equilibrium point u = 0.
Remark We should note also that it is possible to refine conclusion (1.10)
by making further assumptions on the behavior of the vector field f in IT.
As in Freldlin [91, we may for instance &ssume that there exists a unique equilibrium point a * U which is asymptotically stable for the flow generated by the vector field f, as In the following illustration.
Figure 2
Under various fairly stringent technical assumptions, it is then possible to show that C (1.11) lim u = a uniformly on compact subsets of {J<0).
C-)O
We may consequently think of the boundary of the set G a {J<O} as a "propagating wavefront" in the sense explained above.
Assertions (1.9), (1.11) are attractive, but the sufficient conditions we know to improve (1.10) to (1.11) are rather unsatisfactory technically.
(For instance, we could assume that the diffusions constants are all equal and that f has a convex Lyapunov function associated with the stable point a, etc.). For this reason, we will not here formulate any precise assertions leading to (1.11), but instead refer the reader to FreidlIn [9], [10] for more information on this point. )
Our paper is organized so that the proof of Theorem I appears in f3, f2
being devoted to some preliminary estimates. The main idea, following
is to perform " change of variables, after which we send c -0 0. questions, which we will need in f3.
Finally we let us note that although Freldlin's work has greatly inspired us, we believe that the PDE techniques develped here (and in [6] ) provide information which is not at all clear from the probabilistic viewpoint. We for instance do not require the fairly specific structural assumptions on the nonlinearity f utilized in (9, p.467].
2.
Preliminary estimates
Henceforth we always suppose hypotheses (F1)-(F5) to be in effect.
Lemma 2. 1 There exists a constant C such that (2.1) 
3.
Observe now that hypotheses (FI), (F2) 
Note also that in view of Lemma 2.1 we have (IXI>E,t>o). in the viscosity sense, we fix a smooth test function *and assume {v.-O has a strict local minimum at some point (3.6) No t 0) e R n x (0,w~).
We must prove 
Combining (3.6) and (3.8), we deduce that there exists an Index k e {,*,} a sequence c r -4 0, and points (x'cr,ter) such that Applying then the maximum principle, we obtain from (2.6) Cthe estimate 
We next verify assertion (it).
To do so, we fix p~ > 0 and select Se CW (Rn) satisfying =0 on do, C> 0 on n P d 0
1.
We now claim that We need to show Utilizing the maximum principle, we deduce from (2.6) the Inequality I We must now study the limiting behavior of the term on the right hand side as r -4 w.
2.
We assert Using hypothesis (F2), we obtain In view of (3.32) then 
3.
Owing to (3.27) and (3.33), Inequality (3.30) yields
at the point Cx lt 0. We now conclude as In the proof of Proposition 3.1(i)
Next we verify assertion (i1).
We first claim In addition we have the representation formula (3.47)
the infimum taken over all absolutely continuous functions
Now since (2.5) and (3.44) Imply We must now show which has a unique, continuous solution according to [6] . Furthermore, according to assertion (1i) in Proposition 3.1 we have Letting p tend to infinity we have I --) I in pn x (0,w);
and so (4.2) follows.
Next we assert that 0 (4.5) v :5I in R n x (0,.).
To prove this define for each small 6 > 0 the smooth set 
51-5V
In Fn x(0~).
But since the definitions Imply obviously that V*: vo in Rn x (,)
we have v =ve= in R n x (0,w). 13
Mother approach to obtain the above is to modify (in a more or less straight forward way) the results of M.G. Crandall, P.-L.Lions and P.E.
Souganidis [4] concerning maximal solutions.
