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Abstract 
The aim of the present work is to investigate, by mean of numer-
ical techniques, the dynamics of turbulent two-phase flows in prac-
tical aeronautical applications. A Large Eddy Simulation Eulerian-
Lagrangian particle methodology is applied to the study of a two-
phase flow in an experimental burner. A Lagrangian description of 
the dispersed phase is adopted and combined with an Eulerian descrip-
tion of the continuous phase with two-way couphng between the gas 
and the liquid phase. A probabihstic description of the hquid phase is 
incorporated and stochastic models for the filtered Lagrangian rates 
of change of droplet position, mass and temperature are presented. A 
stochastic formulation for the droplet diameters is devised and incor-
porated into the equation describing the evolution of the spray pdf 
in order to simulate the atomisation of sprays in the framework of 
uncorrelated breakup events. Several non-reacting and reacting test 
cases are simulated. In the non-reacting cases the performances of 
the numerical methodology are investigated through comparison of 
the predicted values of the gas-phase, as well as data for the hquid 
phase with experimental findings. In the reacting cases the same 
numerical methodology is applied to the study of the ignition in an 
aeronautical-type swirl-stabilized spray burner. 
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Subscripts 
a, 13 scalar field indices 
i,j ,k coordinate indices 
e liquid or dispersed phase 
( droplet surface 
g gas or continuous phase 
sgs sub-grid scale 
g continuous phase property 
p dispersed phase property 
Greek Symbols 
Q'p volume fraction 
(3 sub-grid scale breakup frequency constant 
AU velocity difference 
A LES filter width 
5o8 velocity level thickness 
Ahf standard heat of formation 
5ij Kronecker symbol 
uja Chemical source term of specie a 
6 rate of change of the droplet temperature 
e rate of dissipation of turbulent kinetic energy 
7] Kolmogorov length scale 
r diffusion coefficient 
fi. dynamic viscosity 
fXsgs turbulent eddy viscosity 
u kinematic viscosity 
u stoichiometric coefficient 
LES filter volume 
u breakup frequency 
4>a general reactive scalar 
ipi sample space of the random variable 
p density 
Pp density of particle p 
a surface tension 
Uij stress tensor 
Gsgs sub-grid standard deviation 
r timescale 
Tp particle response time 
Tt sub-grid timescale 
Tsgs sub-grid mixing time scale 
6iq integral liquid volume flux 
^ continuous stochastic field n for specie a 
Op particle acceleration 
tjj Kolmogorov time scale 
thetau momentum thickness 
Un Kolmogorov velocity 
Roman Symbols 
Smass filtered mass source term per unit volume 
S" filtered source term of general reactive scalar per unit volume 
Sa net formation rate of specie a per unit volume 
N rate of change of the droplet number 
R rate of change of the droplet radius 
jsgs turbulent diffusional flux vector 
Up velocity vector of particle p 
Xp spatial location vector of particle p 
3^  fine grained joint pdf 
PsQS density weighted sub-grid pdf 
A drift coefficient 
Aj pre-exponential factor j-th reaction 
B Spalding number for mass transfer 
B diffusion coefficient 
C CFL number 
micromixing constant 
Ca concentration of species a 
Cd drag coefficient 
Co dispersion constant 
Cp specific heat at constant pressure 
Cs Smagorinsky constant 
Cv evaporation constant 
Cpp specific heat at constant pressure of particle p 
D droplet final diameter 
dWt increment of the Wiener process 
Da Diffusivity of species a 
dm mean particle size 
Do droplet initial diameter 
dp diameter of particle p 
drrip particle mass 
dTp particle temperature 
F liquid volume flux 
Fd drag force 
Fg graviational force 
G LES filter function 
Qi gravitational acceleration in z-direction 
h enthalpy 
Hfg latent heat of evaporation 
k thermal conductivity 
k wave number 
kj rate coefficient of j-th reaction 
ksgs sub-grid kinetic energy 
L characteristic lengthscale 
Lq integral length scale 
Le Lewis number 
rup mass of particle p 
n spread of particle sizes 
Ng number of scalars 
Nu Nusselt number 
P sub-grid pdf 
p Thermodynamic pressure 
Pr Prandtl number 
q hquid volume flux 
R Rosin-Rammler probability distribution function 
R universal gas constant R = 8.315{KJ/KgmolK) 
Tc particle critical radius 
Tp particle radius 
RI/2F radial distance where the liquid volume flux is half of the centreline value 
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i?i/2c/ radial distance where the velocity is half of the centreline value 
Rcdf Rosin-Rammler cumulative distribution function 
Re Reynolds number 
Rcp Reynolds number of particle p 
Sij Filtered strain tensor 
Sc Schmidt number 
Sh Sherwood number 
St Stokes number 
T temperature 
t time 
tc characteristic timescale 
ti integral time scale 
Tp temperature of particle p 
U characteristic velocity 
U mean axial velocity 
Uc convective velocity 
Ui velocity in z-direction 
Uc mean co-flow axial velocity 
Ueo excess axial velocity at the jet centreline 
Ue excess axial velocity 
Umin minimum velocity 
Uo axial velocity at the jet centreline 
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Urei relative velovity 
Wa molar mass of specie a (Kg/Kg mol) 
We Weber number 
Xi coordinate in i-direction 
Ya Mass fraction of species a 
yo.5 'centreline' penetration 
Sm filtered momentum source term per unit volume 
Superscripts 
' forward reaction 
" backward reaction 
mean contribution of Reynolds decomposition 
spatial filtering 
~ Favre filtering 
' fluctuating component of Reynolds decomposition 
Acronyms 
AMD Arithmetic Mean Diameter 
DNS Direct Numerical Simulation 
LES Large Eddy Simulation 
pdf probability density function 
RANS Reynolds Averaged Navier Stokes 
SMD Sauter Mean Diameter 
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Chapter 1 
Introduction and Thesis Outline 
1.1 Introduction 
Turbulent multi-phase flows are encountered in several engineering applications, 
such as internal combustion engines, liquid and solid propellant rocket motors, 
aircraft gas-turbines and industrial burners. The vast majority of aeronautical 
propulsion systems are based on combustion and uses liquid hydrocarbons, mostly 
kerosene, as a fuel. In a gas turbine the fuel normally enters the combustor by way 
of a fuel injector in the form of a thin column or film and which, on interaction 
with turbulent structure of the gas phase, undergoes fragmentation, dispersion 
and evaporation. The physics of such flows is extremely complex and is difficult 
to predict. The ability to simulate numerically two-phase flows in complex ge-
ometries would ideally lead to improvements in the design of burners and would 
be a significant contribution to the study of complex phenomena such as ignition 
and extinction. Moreover, an accurate modelling of the combustion process in 
practical geometries would be of considerable aid in achieving a reduction in fuel 
consumption and pollutant emissions. 
Three main topics are the centre of the attention of the current industrial re-
search: specific fuel consumption, engine noise and emission reduction [39]. The 
demand for more efficient engines with lowered environmental impact gave rise to 
a series of new studies of the combustion process. The specific fuel consumption 
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is significantly effected by the choice of the overall layout of the system, to which 
numerical simulation can be applied as an optimisation tool. For what concerns 
the field of emission reduction, the major pollutants produced during combus-
tion of a typical aircraft propulsion systems are unburned and partially burned 
hydrocarbons, nitrogen oxides {NO and NO2), carbon monoxide and particulate 
matter in various forms [90]. The emission of CO2 is closely linked to overall 
fuel consumption and therefore related to the necessity of increasing the engine 
efficiency. Other emissions hke NO^ , CO, unburned hydrocarbons or particle 
emissions like soot are primarily influenced by combustor design. 
Numerical simulation of turbulent reacting flows is capable of giving vast infor-
mation concerning the physics of the problem and can be seen as an ideal tool for 
the study of the combustion process. Unfortunately, a direct approach (Direct 
Numerical Simulation) is often unfeasible for practical applications so that a sta-
tistical description is usually the only available option. Statistical methods based 
on Reynolds Averaged Navier Stokes equations are probably the most widely im-
plemented in industrial applications. However, this approach has proved in the 
past to be not sufficiently accurate for the the investigation of phenomena, such 
as combustion, which are greatly influenced by the small scales motions. More-
over, previous studies available [79, 100], demonstrated that in a two-phase flow 
the dispersion of the liquid phase is mostly governed by the large scale turbulent 
motions, which in a Reynolds Averaged Navier Stokes approach are strongly ef-
fected by the model applied. 
In this respect. Large Eddy Simulation (LES) has demonstrated its abihty to 
reproduce turbulent gaseous flows in complex geometries [4, 96] and is becoming 
a standard tool for computational research. The potential of both simulating 
turbulent flows with good accuracy, and being numerically affordable makes LES 
an ideal tool for the simulation of practical cases. 
In the present work LES is applied to the simulation of the two-phase flow in an ex-
perimental burner. The set up is essentially an aeronautical-type swirl-stabilized 
spray burner, fuelled by Jet-A liquid Kerosene. An Eulerian description of the 
continuous phase is adopted and fully coupled with a Lagrangian definition of 
the dispersed phase. The characteristic dimensions of the particulate phase are 
comparable to the smallest turbulent length scales enabling the particles to be 
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viewed, in respect of their influence on the gas phase, as point sources. Disper-
sion and evaporation of the droplets are considered, and stochastic models for 
the sub-grid scale (sgs) contributions are adopted. The model for breakup, being 
one of the main topic of the present work, is presented and is validated by com-
parison with experimental data. The performances of the proposed Lagrangian 
particle methodology is investigated by comparison of the simulated results with 
experimental findings. 
1.2 Thesis Outline 
In Chapter 2, the governing equations of turbulent flows are introduced. The 
problem of Turbulence modelling is reviewed along with some consideration about 
the turbulent scales: the Reynolds Averaged Navier-Stokes approach, the Di-
rect Numeric Simulation approach and the Large Eddy Simulation approach are 
briefly discussed. The LES methodology is described in more details and the 
filtered equations for the gas phase are presented. 
In Chapter 3, the equations for the dispersed phase are described. The Lagrangian 
particle methodology is summarised and the reasons for the choice of a stochastic 
approach are discussed. The equations for droplets dispersion and evaporation 
are introduced, along with the models for the sub-grid scale contributions to par-
ticle dispersion and vaporisation. 
In Chapter 4, hquid atomisation is described. The chapter presents the definition 
of breakup with a short review of the physics of the most common atomisation 
regimes. The problem of modeUing fragmentation in the framework of LES is 
introduced and an overview of the models available in the hterature is given. A 
new model for droplet breakup is proposed using a stochastic methodology. The 
model is validated via comparison of the predicted results with existing measure-
ment in two different configurations; at first a spray in a typical diesel injection 
configuration is investigated. Secondly, the case in which a Kerosene spray is 
injected in a cross flow is considered. 
In Chapter 5 the LES Lagrangian particle methodology is applied for the study of 
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a practical aeronautical combustor. The models proposed in the previous chap-
ters for droplets break-up, evaporation and dispersion are used in the simulation 
of the two-phase flow in a swirl-stabilised combustor. The problems arising in 
the simulation of complex geometries is briefly discussed. Finally, the simulated 
values of gaseous and liquid properties are compared with experimental data and 
the results are discussed. 
Chapter 6 presents an investigation of the ignition in the same configuration 
studied in Chapter 5. Two different test cases are considered, varying the inlet 
conditions for both the gas and liquid phase. In the first test case no combustion 
is observed and the spark procedure fails to achieve ignition of the kerosene-air 
mixture. A second test case is considered in which the flame is studied through 
the analysis of the scatter plots of temperature versus kerosene mixture fraction 
and the mean profiles of the gas phase variables. 
Finally, in Chapter 7 the findings of the present study are summarised and some 
suggestions for further investigations are given. 
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Chapter 2 
Gas Phase Equations 
2.1 Introduction 
The aim of the present study is to vahdate and investigate the performance of the 
LES based methodology in the spray case for practical applications. Therefore, 
a theoretical background must be provided for the continuous phase flow to be 
modelled. In this chapter the governing equations of turbulent reacting flows in 
their instantaneous form are briefly described. The equations shown are limited to 
those actually used in the thesis so that the present review does not represent an 
exhaustive description of the mathematical formulation of the physics of fluids. 
More comprehensive accounts can be found in [68], [27] and in the references 
therein. 
The equations have been presented in the form proposed by [2] and [53], to which 
source terms have been added in order to incorporate the two-phase coupling 
between the gas and liquid phases. The equations include balances for mass, 
momentum and energy. Attention is focused on the Navier-Stokes equation in 
the case of high Reynolds number flows: the important features of turbulence 
are briefly reviewed in order to introduce the problem of turbulence modeling. 
The importance of the application of some sort of average or filtering is discussed 
in one of the sections where the most common computational approaches are 
introduced. The LES methodology is discussed in detail and the filtered equations 
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are reported. 
All the equations are presented in the Cartesian tensor form with the Einstein 
summation convention adopted throughout 
2.2 Governing Equations 
Fluid flow can be described by governing equations derived from the principles of 
mass, momentum and energy conservation together with the continuum hypoth-
esis. The mass conservation or continuity equation can be written as 
8p 8pui_-
where p is the fluid density, t is time, Ui is the velocity in direction, Xi is 
the Cartesian coordinate in i^ ^ direction and Smass represents a global mass 
sink/source term. The mass source term takes into account the destruction or 
creation of mass which can occur in any part of the control volume. For instance, 
this can be due to evaporation or condensation of the liquid phase dispersed in 
the gas continuum, hi the present work we suppose that the size of the hquid 
fragment is small enough to enable the droplets to be viewed as point sources, 
allowing the mass coupling to be achieved by means of a source term added to 
the continuity equation. 
The conservation of momentum is described by equations which relate the local 
change of momentum Ui in time t to convective transport and to the forces due 
to deformation, pressure and gravity. 
where aik is the viscous stress tensor, ui represents the three velocity components, 
p is the pressure, Qk is the gravity acceleration. Smom^ i represents source/sink 
terms for the momentum. In this respect, a source of momentum is added to 
the Navier-Stokes equations in order to consider two-way coupling between the 
continuous and dispersed phases due to the particle acceleration. For a Newtonian 
29 
2.2 Governing Equations 
fluid, the components of the symmetric stress tensor aij can be expressed as a 
function of the molecular viscosity and the local strain rate: 
2 
(Tij — 2/J,Sij '^l-l'Slck^ij (2.3) 
where 6ij is the Kronecker delta and n is the coefficient of the viscosity which is 
a function of the temperature and the composition. 
Thus for a Newtonian fluid, the equation (2.2) is written as: 
TT ' ^ — - £ ' <"' 
This equation is the Navier-Stokes equation. 
The species conservation equation is given by 
^ + = ^ + (2.6) 
obi 
where Ya is the mass fraction of the specie a, Sy^ express the rate of cre-
ation/destruction of species a and Ua is the mass source term defined as: 
% = Mf'L - (2-7) 
where v denotes the matrix of stoichiometric coefficients, Cm = Ymp/Wm and 
k = Aexp{-E/RT). Ja,i is the diflusional flux with contribution of concentra-
tion gradients, mass diffusion due to temperature, external forces and pressure 
gradients. If diffusion can be described by Pick's law, valid for binary diffusion, 
then 
(2.8) 
where Da is the diffusion coefficient of species a. Substituting equation (2.8) into 
equation (2.6) the following equation can be derived for the species conservation: 
^ ^ (2,9) 
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where Sca = fJ-/pDa is the Schmidt number for the a specie. It is often postu-
lated that the diffusivity coefficient of the various species is identical. With this 
assumption a unique Sc number can be defined for all the species. 
The equation of the energy can take many forms, including static pressure, stag-
nation enthalpy, internal energy or temperature as main variables. In the present 
work the energy equation is proposed in the form of enthalpy conservation equa-
tion. The enthalpy, h, is a function of species mass fractions and temperature. 
h = h{Yi,Y2,...,Yn,T) = ^Ya{hoa + j CpadT) (2.10) 
where hoa is the enthalpy of formation and Cpa is the heat capacity of species a. 
The energy transport equation can be written in its complete form as: 
^ 
A (2.11) 
where Pr = cp/i/k is the Prandtl number, k is the local instantaneous thermal 
conductivity and Sh represent the enthalpy source term. The first term on the 
right hand side of equation (2.11) is usually neglected in combusting flows, while 
the last term is removed in the case that the Prandtl and Schmidt number are 
unique for all the species: the Lewis Number (Le = Pr /Sc) is of the order of one 
and there are low compressibility effects. The gas temperature can be computed 
from the enthalpy and the species mass fractions, and it is not directly solved. 
The relation between the local pressure, temperature, density and composition 
of the gaseous mixture is defined through the state equation: 
a 
where the density is a function of the local composition, pressure and enthalpy 
fields: 
p = p{p,h,Y) (2.13) 
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2.3 Turbulence 
When inertial effects are prominent over the damping action of viscosity, fluids 
undergo transition to a turbulent state. Probably one of the most important 
characteristics of turbulent flows is its irregularity, or randomness. This makes 
a deterministic approach to turbulence problems very difficult. An increasing 
number of irregular random fluctuations arises from any perturbation applied to 
the flow, and rapidly propagate in time and space. Perturbations in the initial 
or boundary conditions of the flow are unavoidable. The striking feature of tur-
bulence is that the flow field displays an acute sensitivity to such perturbations. 
Predicting the behavior of these systems is very difficult, because of the complex-
ity and non-linearity of the problem. Instabilities are related to the interaction 
of viscous terms and non linear inertia terms in the equation of motion, which 
can become exceedingly complex and the mathematics of nonlinear partial dif-
ferential equations has not been developed to a point where a solution can be 
found for practical cases. Turbulence exhibits an highly diffusive behavior, which 
causes rapid mixing and increases the transfer rates of momentum, heat and 
mass. Therefore, applications such as combustion or sprays are strongly influ-
enced by turbulent motions; a reliable numerical method is needed to overcome 
the problems arising in the mathematical solution of the equations of motion. 
2.3.1 Scales of Turbulent Motion 
Richardson's theory of the energy cascade describes turbulence as an hierarchy of 
eddies of different sizes. Energy enters the flow in the form of big eddies, which 
are unstable and break down into smaller ones. The energy is transfered from the 
large scales to smaller ones in a process which is called the energy cascade. This 
process goes on until a scale is reached at which viscosity is capable of dissipating 
the kinetic energy into heat. A major contribution to the theory of turbulence 
is due to Kolmogorov and Obukhov to which we will refer in the present review. 
An important length scale is the characteristic length of the largest turbulent 
motions, Iq which is comparable to the flow length scale L. It is clear that this 
scale is strongly influenced by the geometry of the flowfleld. However, while 
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the turbulence progresses into smaller and smaller scales this 'dependence' or 
'information' is lost. The range of scales for which turbulent motion is isotropic 
can be referred to as the universal equilibrium range. Kolmogorov quantified the 
upper limit of this region by defining a characteristic length Iei = Zo/6. As the 
scales are reduced the efi'ect of viscosity becomes progressively more important 
and the kinetic energy of the flow is eventually dissipated into heat. It is assumed 
that the rate at which the smallest scales dissipate kinetic energy is equal to 
the rate at which the kinetic energy is transfered to the small scales, then the 
turbulence is in equilibrium condition and the smallest scale can be completely 
characterised by the rate of dissipation of kinetic energy e and the kinematic 
viscosity u. The characteristic length and velocity of these dissipative motions 
are: 
(2.14) 
Urj = (2.15) 
where rj is the Kolmogorov length scale and is the Kolmogorov velocity scale. 
The range of scales for which the eflFects of viscosity are not relevant, so that 
kinetic energy is just redistributed to increasingly smaller eddies is called the 
inertial subrange. Its lower hmit is defined by « 6O77 [68]. Such an energy re-
distribution is controlled by a single parameter: the rate of dissipation of energy. 
As pointed out earlier, at scales smaller than Idi the viscosity effects become im-
portant. The range of scales with dimensions rj < I < Idi called the dissipation 
range. It remains to be defined how the turbulent kinetic energy is distributed 
among all these turbulent ranges. It has been demonstrated that the bulk of the 
energy is contained in the larger eddies in the size Iei < I < Qlo which has been 
defined "the energy-containing range". 
2.3.2 Modelling 
From the previous sections it starts to become clear that the problem of solving 
directly the Navier Stokes equations is a very difficult challenge. The high capa-
bility of these equations in describing precisely flow motions represents, from a 
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practical point of view, their greatest limitation. The mathematical difficulties 
intrinsically embodied in the structure of the equations leave few if no space at 
all for an analytical solution. Indeed, analytic solutions are feasible only in few 
cases when the geometry, the initial and boundary conditions are very simple. 
The necessity of applying numerical methodologies is thus set evident. 
The velocity field in a turbulent flow is three-dimensional, time-dependent and 
effectively random. The largest turbulent motions are as large as the geome-
try while it can be shown that the smallest scales decrease dramatically as the 
Reynolds number increases. In fact the lengthscale ratio iq/L decreases as 
while the timescale ratio as [68]. The ratio between the largest scale and 
the Kolmogorov scale gives an estimation of the number of turbulent structures 
which are contained in a single turbulent motion: 
== (2!.16) k 
V. 
A Direct Numeric Simulation (DNS) involves the direct solution of the Navier 
Stokes equations. Because all length scales and time scales have to be resolved, 
DNS is computationally very expensive. It can be shown, [43, 44, 93], that the 
computational cost for such approach is proportional to Re^. When combustion 
is considered, even more stringent requirements are found. Therefore, the appli-
cation of DNS for high Reynolds number flows is totally unfeasible in practical 
engineering applications. 
Statistical approaches must therefore be considered: Reynolds was among the first 
to develop a statistical formulation, decomposing the flow variables into a mean 
and a fluctuating part. This approach is called Reynolds-averaged Navier-Stokes 
(RANS). The solution is achieved by solving the Reynolds equations for the mean 
velocity after models are introduced in order to determine the unknown terms. 
Indeed, the Reynolds stresses which arise from the averaging of the Navier-Stokes 
equations require a model of some kind in order to close the equations. About 
the simplest approach that can be adopted are turbulent viscosity models where 
the eddy viscosity is obtained either from an algebraic relation or from turbulence 
quantities such as the kinetic energy k and the rate of dissipation e. In so called 
second moment closures, model transport equations are solved for the individual 
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Reynolds stresses, without the need of a turbulent viscosity. RANS models have 
been extensively used in the past and represents today one of the most widely 
used computational approach in industrial applications. However, in RANS the 
quahty of the prediction depends strongly on the quality of the adopted model. 
Previous studies [79, 100] have demonstrated that in two-phase flows the disper-
sion of the liquid phase is mostly governed by the large scale of motions. Because 
of the averaged nature, RANS calculations of two-phase flows have demonstrated 
in the past to be not completely reliable. 
In this regard Large Eddy Simulation (LES) represents a good compromise be-
tween accuracy and computational load, as it is intermediate between the direct 
solution of the fiowfield in DNS, and the modelled approach of RANS method-
ologies. LES is very different from the other two methods, however the idea 
behind this methodology follows a similar technique as that adopted in RANS 
approaches. RANS and LES differ by the operator employed in the derivation: in 
RANS the operator consists of a time average or an ensemble average over a set of 
realizations of the fiowfield, while in LES, the operator is a spatially localized time 
independent filter of given size. The latter is applied to a single reahzation of the 
studied flow, allowing information to be collected about the instantaneous field 
and not only averaged values. At the end of the previous section it was noticed 
that the energy spectrum is not uniformly distributed among all the scales. The 
large turbulent structures, which are predominantly responsible for the transport 
of mass, momentum, species concentration and the dispersed phase, are also the 
scales where most of the energy is located. The smallest scales in the flow have 
a more general behavior, independent of the geometry and their main purpose is 
to dissipate the kinetic energy transferred from the largest scales. Even though 
the contribution of these smallest scales is important, it must be said that they 
are more amenable to modelling than the larger scales, because of their isotropic 
nature. Figure (2.1) from [39] illustrates the conceptual representation of the 
Energy spectrum for RANS and LES when appMed to a homogeneous isotropic 
turbulent field. It is evident that the information lost in the averaging process is 
smaller in LES so that the effects of the model on the predictions is less relevant 
and the results are likely to be closer to the real physics of the problem. For the 
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reasons presented above, LES has a clear potential in predicting turbulent flows 
for industrial apphcations. 
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Figure 2.1: Conceptual representation of the Energy Spectra for RANS and LES 
applied in an homogeneous isotropic turbulent field [39] . 
2.4 Large Eddy Simulation 
In Large Eddy Simulation (LES) the dynamics of the large, energy-containing 
structures are computed directly and the effects of the small dissipative structures 
are modelled. The Navier-Stokes equations that govern the conservation of mass, 
momentum, and energy in a fluid, are filtered to obtain the LES equations for fluid 
motion. The filtering operation results in terms that inust be modelled. Closure 
of the filtering governing equations can be achieved using sub-grid models. This 
approach is consistent with Kolmogorov's theory of self similarity, stating that 
the large eddies of the flow are dependent on the geometry, whilst the smaller 
scales have a more universal character (locally isotropic). It was pointed out in 
a section (2.3.1) that such an assumption implies that orientations arising from 
external geometry have been erased at smaller scales, and the only parameters 
governing their motion are the mean rate of dissipation of energy per unit of 
mass of fluid e and the viscosity u. A second hypothesis of Kolmogorov's theory 
consists of admitting the existence of an inertial range of scales in which the 
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effects of viscosity are not relevant and so energy is only redistributed over that 
range of scales. It can be shown that e is controlled by the large scales which are, 
therefore, the most significant. 
The process of removing unresolveable scales from the equation of motion can be 
achieved by applying a spatial filter to any function representing a turbulent flow 
property. A general filter operator G of kernel A is defined by: 
= / / / G(x — x', A)'?/)(x, (2.17) 
J J J —OO 
where consistency with the limiting case = constant requires the filter 
function to integrate to unity. In the presence of density variation, it is common to 
introduce a density weighted filter, also named Favre filtering, defined as follows: 
= f (2.18) 
By using this formalism the filtered Navier-Stokes equations can be written as 
Filtered Continuity: 
Filtered Momentum: 
-W + T J T = = ^ 
where r^ - = - I j i S i j + IfiSkkkj, the filtered strain tensor is usually accounted 
for using the filtered velocity field as = | ^ + | ^ - Filtered source terms for 
particle laden flows are added in order to include the effect of particles on the gas 
phase. 
It can be noticed that the filtering operation results in a closure problem for the 
filtered transport equations: u ^ j ^ UiUj. In order to overcome this problem an 
unknown filtered stress tensor is introduced, so that the convective term of the 
equation can be written as: 
pXt^ Uj — pUiZij ~\~ Tij (2.21) 
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In this way the filtered stress incorporates all the errors of the sphtting of 
the Favre filter of the product into the product of the Favre filtered quantities. 
Equation (2.20) can thus be written as: 
The main task to be accomplished by a model for the residual stress is to 
provide a correct rate of drain of energy from the large scales. Indeed, an equation 
for the kinetic energy expression, with k = l/2uiui, can be derived then: 
where the positive term TijSij provides a drain of energy representing the effect 
of the unresolved scales. 
The oldest and probably the most widely used model for the residual stresses is 
that proposed by Smagorinsky [85]. The basic idea of this model is to connect the 
residual stress to the resolved strain rate with an eddy viscosity type hypothesis. 
The model can be summarised through the equations: 
= rfj + -Vkk^ij (2.24) 
which is expressed as 
where 
rfj — —2^sgsSij. (2.25) 
= (2.26) 
and 
IISII = (2.27) 
In which A is the filter width,||^jj|| is the Frobenius norm, rfj is the deviatoric 
sgs stress and Cg is a model constant. Estimation of the order of Cg can be 
obtained in the case of isotropic turbulence and infinite inertial range, through 
an estimation of the mean subgrid scale kinetic energy and imposing that the 
production of kinetic energy is equal to the dissipation. 
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Dynamic versions of the Smagorinsky model allow the value of the parameter 
Cs to be determined as a function of time and position without the need for 
a value to be specified by the user. The fundamental assumption of dynamic 
calibration of Smagorinsky parameter is that of scale invariance. Consider two 
different filter widths Ai and Ag in the inertial subrange, it is possible to write 
the following equivalence: 
= Cg('^,()|A2 (2.28) 
A test filter is introduced with filter length A larger than the filter already apphed 
by LES. Cs can be derived from the filtered momentum equation by imposing 
equation (2.28). Germano [60] derived the following expression for the model 
parameter by assuming that the latter is a slowly varying function of space: 
My = a ^ ^ | | 5 | | 4 - ( P p ^ ? « ) (2.30) 
where Lfj represents the anisotropic component of the the stress tensor. Lilly [54] 
proposed an alternative version which can be written as: 
Other models are also available [26], but are not used in the present work. The 
scope of the present investigation is an application of the proposed LES particle 
methodology to the solution of practical test cases. Therefore, for the sake of 
convenience the choice between a standard or dynamic model in the simulation 
was made dependant on the quality of the predictions. The standard Smagorinsky 
model was preferred over the dynamic version as it is computationally cheaper. 
However, in cases where the simulations failed to produce good results, a sgs 
model refinement was adopted through use of a dynamic calibration (both Lilly 
calibration and Piomelh-Liu are available in the in-house source code Boffin-LES). 
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Finally the filtered scalar transport equation for a scalar field (for 
example a mass fraction field) can be written as: 
+ (2.32) 
Like the momentum equation, the non linearity of the convective terms makes 
the filtered equation unclosed. Using Germanos framework, the following vector 
quantity can be introduced: 
== -- (2X33) 
For its nature equation (2.32) is usually referred to as the sub filter flux of scalar 
in a similar fashion as for the residual stresses also the sub filter flux requires 
modelling. 
The filtered enthalpy equation is proposed in its simple form valid for unitary 
Lewis number and low compressibility effects. 
dph ^ dpUih d jj, dh 
Pr dxi 4-61 (2XMJ 
Where, as before, the non linearity of the convective term can be dealt with 
the introduction of a sub filter enthalpy flux, r]'^  = phui — phuj , which requires 
modelling. 
2.5 Numerical Aspects 
The code utilised throughout the present work is the in-house code BOFFIN 
(Boundary Fitted Flow Integrator) extensively described in [40] and [7]. The 
code is based on a finite-volume approach using an implicit low-Mach number 
formulation with a SIMPLE type pressure correction and a pressure smoothing 
algorithm. A Central Difference Scheme (CDS) is used for the spatial discreti-
sation, while the temporal discretisation scheme implements a Crank-Nicholson 
(C-N) approach. The code adopts a Bi-conjucate gradient iterative method for 
the solution of the equations. The implementation of the discretisation schemes 
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for sde (which will be introduced in the next chapter) for the liquid stochastic 
equations and their coupHng to the flow field is relatively straight forward and 
follows conventional discretisation schemes presented in appendix A. 
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Spray Equations 
3.1 Introduction 
This chapter presents the governing equations for a dispersed phase immersed in 
a continuous turbulent flow. A phase is said to be dispersed in a hosting fluid 
medium when its elements can not be viewed as forming a continuum. The liquid 
phase is simulated with a Lagrangian approach, which treats droplets as a set of 
discrete particles on which point mechanics is applied. 
In the first part of this chapter a short overview on the available models for 
Lagrangian particle tracking is considered. The need for a stochastic methodology 
is discussed and the dynamics of the joint probabihty density function of the 
particle variables is derived. In the second part of the chapter the current models 
for droplet dispersion and evaporation are presented. Finally, the terms for two 
way coupling between gas and liquid phase are introduced following the general 
assumption that the characteristic dimensions of the particulate phase are small 
enabling the particles to be viewed, in respect of their influence on the gas phase, 
as a point sources. 
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3.2 Overview 
The utilisation of a Lagrangian particle methodology is not new. A number of 
works [9, 10, 42, 62, 70, 71, 79] can be found in literature which have used this 
approach in several applications including RANS, LES and DNS. In a DNS the 
gas phase is solved to the smallest scale so that at each instant the properties 
of the flow (f){t) = {p{t),U{t),p{t),h{t)) at the particle position are known. The 
particle can be characterised by a state vector tjj (i) = {i/ji-.-ipn), whose elements 
represent particles properties such as position, velocity, mass, temperature and 
diameter. The evolution of the particle state vector can be linked to the gas phase 
dynamics [84] by applying ad-hoc governing equations. 
This is not the case for LES: only filtered information for the continuous phase 
is available. If the properties of the flow field at the particle position is decom-
posed into filtered and residuals, = ^(x,t) + (j)sgs{x,t), then in LES only 
4>{x, t) is known. Because of the size of the droplets being comparable with the 
unresolved scales the effects of the filtered motions, (psgsi^^t), on the particle dy-
namics is significant. In chapter (2) it was observed that the behavior of these 
small scales is unpredictable and random. Prom the point of view of an LES 
observer, the droplets immersed in a turbulent flow will experience the effects 
of the filtered known velocity, plus a "random" perturbation due to the filtered 
unknown component. The gas phase is solved over time intervals which are de-
fined by accuracy considerations. In these time intervals the gas could experience 
fluctuations whose frequency may be higher than that allowed by the filtering 
operation. Hence, the unresolved information contains both a time and a spacial 
contribution which are important for defining the particles dynamics. The ab-
sence in tp of the small scale fluctuation is a reason for considering, from a LES 
point of view, the particle dynamics as Markovian [7]. 
3.2.1 Stochastic Approach 
The application of a stochastic model to simulate the effects of the unresolved 
scales on the particles dynamics represents a possible solution. 
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In the hterature two main descriptions for a statistical representation of a dis-
persed phase are available, both derived from the kinetic theory of gases and flu-
ids: the Klimontovich formulation and the Liouville formulation [25]. A review 
of the relative theory is beyond the scope of the present work; interested read-
ers are directed to appendix A and references therein. From these formulations 
two different approaches can be derived; a convection-diffusion partial differen-
tial equation (pde) or a Monte Carlo stochastic differential equation (sde). The 
pde and sde approaches are equivalent when the phase space trajectories of the 
process are deterministic, and it is possible to demonstrate that the simulation of 
trajectories (Monte Carlo sde in phase space) has an information content about 
the process which is greater than or equal to that contained in the solution of the 
corresponding pde. hi its general form sdes including a Markovian dynamic via 
a Wiener process term, can be written; 
Xf ~ X q f a,{s, Xs)ds[ b{s,Xs)dWs (3.1) 
Jo Jo 
with dWs = Ws+dt — Wt- hi [7, 25] it is shown that a substantial equivalence exists 
between this kind of "trajectory approach" which uses sdes and the probabihty 
density function (pdf) formulation of the problem; 
Po("^o,to)'^o G D 
boundary conditions for p{lc,t\lco,tQ) G dD 
(dXt = A{X ,t)dt + jB{X ,t)dWt 
Trajectory Problem < X{t = 0)distributed with density po("^o,^o) (3.3) 
[set of conditions if Xis on the boundary515 
The pdf transport equation (3.2) and its analogue set of phase space trajec-
tory sdes (3.3) are just two formulations of the same problem. It is possible either 
to use a Monte Carlo integration of the sdes for many particles, or a numerical 
approximation of the transport equation of the pdf. On the one hand in the sde 
PDF Problem < 
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approach the Lagrangian modelling is more intuitive, the boundary conditions are 
more naturally implemented, and the Monte Carlo integration is computationally 
more efficient. On the other hand, the knowledge of P with all its moments is a 
more complete representation than the the individual moments that result from a 
Monte Carlo calculation. However, even if the solution of the transport equation 
might reveal more features, the sde approach is adopted in this work for reasons 
of computational efficiency. A different choice is possible, and has been adopted 
by other authors. 
The rate of change of the particle state vector dipi{t) can be written in a form 
which contains a deterministic, a stochastic continuous and a stochastic discon-
tinuous term. The deterministic continuous time term comes from the effects 
of the filtered flow field. The Markovian continuous time variation attempts to 
take into account the effects of the unresolved scales. Following [25] a stochas-
tic discontinuous term can be added to the formulation equation (3.1) in order 
to take into account random discontinuous changes of the particle state vector. 
This term is introduced to incorporate a Poisson breakup release process, as to 
be discussed in section 4.5.4 of chapter 4. The appropriate sde can be written as: 
4- A t X V ' ( 3 . 4 ) 
where fi and Bij represent respectively the drift and diffusion terms. is the 
component of a stochastic counting process evolving at a rate A. is 
the variation of observed over a time dt, and Aij is the physical model that 
serves to re-adapt the integer number to the intensity of physical switch 
variation of dipi{t). As showed in equation (3.2) the equivalent Pdf transport 
equation can be written as: 
( ^ , t | ^ ) = - ^ t|^o)]+ 
+ (3.5) 
+ 
2 dipidipj 
/ [ j ( ' ^ , %, ^ ) ^ ( ^ , A - . ;(i( , 
JQ, 
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3.3 P D F modelling of sprays 
Following Bini and Jones [9] the probabilistic description of the spray is adapted 
with the state of the spray being characterised uniquely in terms of the droplet 
radius, r the droplet velocity, v the droplet temperature, 0 and number, n. The 
required joint pdf is P@pr(V, R, G, N; x, t), where {V, R, 6 , N} is the 'phase' space 
for {v ,r ,0,n}, which can be obtained, after suitable modelling, from; 
+ - & r ^ = o M 
where a, T and N represent: 
E ^ ^ where $ = v, r, 0 and n 
and where E ( | $ = $ ) is the expect value of conditioned upon $ = $ 
anywhere in the filter volume. These quantities are unknown and models are 
required. 
In order to first model and then solve equation (3.6) it is replaced with 
an equivalent system [25] (see section 3.2.1) of stochastic ordinary differential 
equations describing the trajectories of stochastic particles in the phase space 
{V,R, 0,N}. The models for dispersion and evaporation of droplets have been 
extensively described in previous publications [10, 41] and are here only briefly 
outlined. 
The Ito equivalent of the closed form of equation (3.6) that describes the 
evolution of the spray pdf in space and time is given by the following system of 
equations: 
djCp — Vpdt /N 
di/p == apd( I ' ^ 
where the subscript p represents the particle. Consistent with this the motion 
of a stochastic particle in a turbulent flow field can be viewed as a random process 
with position determined by a deterministic part, evaluated in terms of filtered 
values and a stochastic component arising from the sgs turbulent motions of the 
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gas phase. In this study only viscous drag and gravitational forces are considered 
and a stochastic Markov model [8, 9] is used to represent the influence of the 
unresolved carrier gas velocity fluctuations experienced by a stochastic particle p 
over a time dt which is added to the deterministic contribution: 
(, \ 
C o - ^ j dWt (3.8) 
where p£ is the particle density, Vp is the velocity of the particle, Pp and 
Up are the filtered gas density and velocity at the particle position, ksg^  is the 
unresolved kinetic energy of the gas phase, Co is a model constant, dWt represents 
the increment of the Wiener process and g is the gravitational acceleration. Tt is a 
sub-grid timescale, which determines the rate of interaction between the particle 
and turbulence dynamics, defined as: 
0.6 
= I (3 9) 
The particle relaxation time, Tp is given by; ^ — Vp|, where the 
drag coefficient Co is obtained from Yuen and Chen [101]: 
Cg = ( % : 0 < Ae < 1000 
0.424 : ^ ^ 1000 
where Re is the Reynolds number based on the droplet diameter and the relative 
velocity of the droplet with respect to the gas phase. 
The drag coefficient, equation (3.10) was developed for spherical shape parti-
cles and is appropriate as long as the droplet remains close to this shape. However 
in some of the cases to be considered the deformation effects are so large that 
the use of equation (3.10) is no longer justified. In particular the droplets can 
deform into a balloon or parachute-like shapes and the drag coefficient should be 
adjusted accordingly. In Volgin and Yugai [91] and Stekol'shchikov et al [87] and 
references therein, the drag coefficients of single significantly deformed droplets 
were measured as a function of Weber number, We. The major result was that 
Cd increases with We up to a value of about 2 for We > 50. The drag force also 
depends on the orientation of the droplet and the flow and strictly it cannot be 
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expressed in terms of a scalar drag coefficient. The extension of equation (3.8) 
to account for variable droplet shapes is a complex and difficult task and is not 
entirely consistent with the assumption of particles acting as point forces and 
sources. For this reason a scalar drag coefficient is retained. Some justification 
for this is provided by the statistical approach adopted: in a population of many 
droplets experiencing the same conditions the modified Co will apply on average 
in all directions. The corrected drag coefficient [7] is thus as follows: 
Cd 
C D = \ C d + ) (2 - CD) 
2.0 
We < We, C 
IVe < 50 (3.11) 
We > 50 
where the Weber number is defined as We = and where a is the 
a 
surface tension of the dispersed phase. Wee is the critical value of Weber number 
below which breakup does not occur. The sgs kinetic energy is obtained from 
^sgs = , ail expression derived using equilibrium arguments (see 
chapter 2). 
The problem of evaporation is is graphically illustrated in figure (3.1) taken 
from [39]. For the formulation of the evaporation model it is assumed that 
droplets are spherical and isolated, neglecting the effects of interaction between 
droplets. The thermal conductivity in the liquid phase is supposed to be infinite, 
resulting in a homogeneous temperature over the droplet volume as displayed in 
the figure. The droplets are assumed to be at equihbrium with the surrounding 
gas phase, guaranteeing continuity of the temperature. The effects of radiating 
heat are neglected. Finally, the temperature and the properties of the gas are 
assumed to be homogeneous around the droplet surface, so that the temperature 
is a function only of the distance from the centre of the particle. The deriva-
tions of the evaporation model and the notation are similar to those used by [84]. 
The gaseous properties at a radial distance corresponding to the droplet ra-
dius are indicated with the subscript (, while properties in the far field have the 
subscript oo. Upon interaction with the gas phase, liquid vaporizes generating 
mixture fraction of fuel vapour Yf which has a maximum value near the droplet 
surface and decreases with the radial distance. It is coixanon that in combustion 
application the temperature of the liquid fuel is lower than the surrounding gas. 
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Figure 3.1; Mean Diameter according to axial distance (We=383). Distance in 
mm (x axis) AMD in iim (y axis) 
Miller et al.[61] presented a review of several models for liquid evaporation. 
In his review Miller showed that various vaporization models perform nearly 
identically for low evaporation rates at gas temperatures lower than the hquid 
droplet boiling temperature. This assumption is unfortunately not valid in many 
practical combustion applications, where the droplets interact with the hot gas of 
the flame and the temperature of the liquid rises rapidly until it reaches boiling 
temperature. Therefore, additional modifications to the model are required when 
the droplets reach saturation. The rate of change of temperature T is considered 
first. The variation of the temperature of the droplets depends from the heat flux 
from the gas phase and from the latent heat of evaporation. It can be written as; 
(3.12) 
Cpj my 
where hfg is the latent heat of evaporation, Cp is the specific heat, Pvg and Scg 
are the gas-phase Prandtl and Schmidt numbers, Nu is the modified Nusselt num-
ber and Tm is a diffusion relaxation time; Tm = piAr^/(18//g). The Nusselt number 
represents the thermal interaction between the droplet and the surroundings and 
defines the normahsed heat flux across the interface. Several correlations using 
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Nu = f(Re,Pr,BT) have been proposed in the past [23, 24, 102]. The present 
model from [84] implements the following corrected Nusselt number: 
= 2 + 0.552j%y^f r (3.13) 
where the Reynolds number is the one of the particle: 
Re„ = (3.14) 
Ms 
The correction function F{B) is introduced to account for the evaporated fuel 
mass moving away from the surface at certain velocity, also known as the Stephan 
flux [1], 
1 _ (1^^)0.7 '"(1 + -B) (3.15) 
where the number B represents the heat transfer number, Bt, based on the gas 
temperature, 7^ , is given by 
When the temperature of the droplet is lower than the saturation temperature, 
Tdrop < Tsat, hence when the rate of evaporation is controlled by mass transfer, the 
gradient of vapour concentration is important. The mass evolution is expressed as 
a function of the normalised diffusion across the interface defined as the Sherwood 
number, Sh. The the mass evaporation rate rrip can be written as a function of 
the modified Sherwood number Sh 
d,7L, = (3.17) 
In equation (3.17) the Sh'^  is the modified Shewood number: 
= 2 + 0.552:Rey^^c"/^F(BM) (3.18) 
while Hm is a function of the mass transfer number Em as specified in [1]. 
HM = ln{l + BM) (3.19) 
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and 
Bm = (3.20) 
i — rg 
In order to model the effects of the sub-grid velocity fluctuations on the droplets 
evaporation, a stochastic Sherwood number is defined as 
(3/21) 
where Cy is a model constant taken as one [41]. The associated change of diameter 
dD is derived directly from dm. 
Wlien the droplet is at saturation temperature, the mass evaporation rate nip is 
given by 
dirip = —2'Krp^^ jJLgHxdt (3.22) 
In the case of unit Lewis number and equilibrium models, Bt can be replaced 
with a good degree of approximation with the value of Bm as reported in one 
of the principal simplifications that Spalding [86] adopted. The viscosity and 
the specific heat depend on properties of the gas surrounding the droplet which 
change over the radial distance from the droplet. An interpolation between ( and 
oo weighted with a factor A = 1/3 [38, 61, 102] is implemented on the temperature 
and the mass fractions from which /,< and Cp are calculated. 
== 31, 4- vlCZl; -- ]ls) (3.S!3) 
== Ifg 4- yl(]/G -- %;) (3.S!4) 
The model for breakup, being one of the main topics of this work, is treated 
separately in chapter (4) 
3.4 Two-way coupling terms 
The equations reported in the previous section account for the effects of the gas 
phase on the dispersed particles, defining how the droplets react to the environ-
mental input. This interaction is usually referred to as one-way coupling. In 
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several applications the opposite interaction, i.e. the effect of the dispersed phase 
on the continuous phase, is not negligible. This interaction is called two-way 
coupling in most of the literature [84]. 
In an LES framework the droplet effects on the turbulent gas phase can be ideally 
divided in those which influence the large resolved scales and those which effect 
the unresolved scales. The effects on the sub-grid scales has been addressed by 
[103]. It has been shown [7] that although a modification of the LES sgs model 
due to the particles may be an interesting issue, its contribution can often be ne-
glected. In the present work attention is focused on the large scale coupling, which 
is incorporated in the filtered transport equations of mass, momentum, energy 
and species mass fraction through source terms. The source terms are provided 
with a filter symbolism which shows the absence of sub-grid contributions. The 
source terms take in to account every droplet instantaneously contained in the 
specific filter volume. The global contribution of the particles at a location ^ 
within a filtering volume A to the source is just the volume average of the indi-
vidual contributions: 
g(x) = ^ E X 5 ' " - y)G(x - y)dy (3.25) 
The relevant terms for mass, momentum, enthalpy and vapour mass fractions are 
reported below 
dt 
a " = + 
4 " = 
_ 1 
pA^ dt 
where q = mpNu/{ZPrrm)Cpg{Tg - Tp) is the heat exchanged with the droplet 
and hvap = Cpg{Tg - Tp) is the vapour enthalpy 
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Atomisation 
4.1 Introduction 
The present chapter can be divided into four parts. The first part provides an 
overview of sprays, explaining the importance of atomisation in combustion along 
with a short review on the physics of the atomisation process, analyzing the most 
relevant features of droplet deformation, primary breakup and secondary atomi-
sation. The second part comprises a literature review of the methods used in the 
past for the simulation of spray and modelling of droplet size distributions. The 
characterization of breakup via statistical analysis and different ways to model it 
are presented in the third part of the chapter. A brief discussion concerning their 
advantages and disadvantages is included. Finally, the stochastic model devised 
and implemented in the LES in-house code Boffin is presented, and is validated 
by application to two test cases. The results of the simulations are compared 
with experimental data for a typical diesel injection configuration and a spray 
in cross flows. The Sauter Mean Diameter (SMD) distribution along the axis 
of injection in a representative diesel engine configuration is compared with the 
experimental data of Hiroyasu and Kadota [34] and with the DNS, RANS and 
LES results described by Apte et al [3] in which different breakup models are 
used. The results of the simulations, including SMD profiles, are also compared 
with the measurement of Park et al [65] in the spray resulting from a sequence 
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of droplets injected transversely into a high Reynolds number jet. 
4.2 Overview 
The utilization of sprays is not new, and in modern society it is extensive enough 
that almost every engineering application related to combustion uses some form 
of atomisation. Combustion in gas turbines, rockets, diesel engines and furnaces 
are only a few examples of spray applications. In all these processes it is often de-
sired to enhance mass-transfer rates by increasing the inter-species surface area. 
This is one of the goals of atomisation. 
The atomisation process is defined in [6] as the one in which bulk liquid is disin-
tegrated into small drops by the acting forces. Lefevre [51] considers atomisation 
as a disruption of the consohdating influence of surface tension by internal and 
external forces, which results into the transformation of a liquid column or sheet 
into relatively small fragments or droplets. These fragments can be stable or un-
dergo to further fragmentation, generating even smaller droplets. The importance 
of drop size on the combustion process is evident from Equation (3.17) in Chap-
ter 3. Since the evaporation rate of fuel is inversely proportional to the droplets 
diameter, it is evident that small droplets will evaporate faster, enhancing the 
production of fuel vapour. Therefore, the atomisation of liquid fuel plays an 
important role and strongly influences combustion efficiency. An efficient atomi-
sation reduces the size of fuel droplets, leading to higher volumetric heat release 
rates, smaller evaporation times, easier light up and wider burning ranges [51]. 
Furthermore, the size of the droplets in the spray determines the fuel vapour 
distribution inside the flame and hence the exhaust concentration of pollutant 
emissions. 
An increasing scientific interest in the subject of atomisation is evident in the past 
two decades. This is lead by the growing attention of industries into combustion 
efficiency and spray applications. The increasing concern for environmental prob-
lems such as the global warming and engine exhaust pollution has emphasised 
the importance of addressing fundamental issues such as engine efficiency and the 
reduction of fuel consumption. Moreover, attention is directed to the subject by 
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the intrinsic difficulties related to the simulation of a multi-phase flow. Liquid 
fragmentation constitutes an interesting engineering challenge, due to the com-
plexity of the physics involved in the process, which makes spray atomisation a 
live and practically important problem. 
4.3 Atomisation Physics 
An extensive treatment of the physics of fragmentation of liquid jets, blobs and 
droplets in turbulent flow fields is beyond the scope of this work. A short overview 
of the physics related to liquid fragmentation is reported in order to provide 
the basic information required for the understanding of the model devised and 
implemented in the present study. 
The usual distinction of liquid break up divides fragmentation into primary and 
secondary break-up. Primary break up refers to the fragmentation of a hquid jet, 
or column, due to the oscillations and the growth of perturbations arising from 
the interaction between the cohesive and disruptive forces acting on the bulk 
liquid. This process accounts for the initial disruption of the liquid column into 
liquid fragments, ligaments and large droplets. Secondary break up refers to the 
further disruption of the unstable drops produced during the initial disintegration. 
Primary and secondary breakup are equally important, as both influence the final 
range of drop sizes generated; the processes are illustrated in figure (4.1). 
Primary Breakup 
Figure 4.1: Primary and Secondary breakup 
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4.3.1 Primary Breakup 
When a hquid jet enters a gas media from a nozzle, the complex interaction of the 
liquid phase with the surrounding gas usually generates instabihties. Sometimes 
oscillations are formed on the surface of the jet and under favorable conditions 
these oscillations can be amplified and lead to fragmentation. The spray which 
results from such atomisation can be divided in two main region as shown in 
figure (4.2) [22]: the dense and dilute spray. 
Dense Spray ) Dilute Spray 
Liquid! 
Flow 
• Cf 
i . 
* i 
Liquid Core 
Dispersed Flow 
Figure 4.2: Sketch of the near-injection region of a spray in the atomisation 
breakup regime 
There are two regions within dense sprays: the hquid core and the dispersed 
flow region beyond the surface of the liquid core. The properties of most interest 
for the analysis of the primary breakup are the length of the Hquid core, and the 
typical drop size. A number of factors can influence those parameters. Ray lei gh 
demonstrated that the initial conditions of the Hquid stream, such as the velocity 
of injection and the velocity profile, play a central role. The presence of gas phase 
perturbations at the nozzle exit, as well as a relative velocity between the two 
phase can have a dramatic impact on the length of the Hquid core and on the size 
of the smallest fragments generated. The diameter of the nozzle also exerts an 
important influence. Experimental studies [14] have shown that the Hquid core 
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length can be expressed as; 
(4.1) 
where Q is an experimental constant and d is the diameter of the injector. 
Primary atomisation involves two different mechanisms depending on the velocity 
of injection as shown in figure (4.3), [94]. When the discharge velocity is slow 
(typically of the order of magnitude of 1 m/s), breakup is mostly due to ran-
dom internal perturbations. The perturbations generate narrow bands on the jet 
surface which develop into wider bands, leading to the development of droplets 
(figure (4.3a)). Rayleigh showed that this kind of atomisation can be obtained 
just with internal perturbations and that the waves that cause it are a function of 
the liquid surface tension. When the discharge velocity increases (figure (4.3b)), 
asymmetric wave type distortions form on the surface of the jet due to the aero-
dynamic forces. Since the air moving along the jet accelerates in the vicinity of 
convexities and decelerates in the proximity of concavities, a negative pressure de-
velops in the convexities and a positive pressure develops in the concavities. This 
causes the asymmetric waves to increase their amplitude as they travel away from 
the nozzle. When the wave amphtude is large enough, tension forces promote the 
formation of droplets. When a hquid jet is subjected to even higher aerodynamic 
forces it disintegrates into relatively small droplets. This force depends mainly 
on the relative velocity between the jet and the gas at the injection, but also on 
the density of the gas. If the velocity of injection is maintained high enough so 
that aerodynamic forces are the cause of atomisation, higher values in the gas 
density will promote smaller droplet diameters. This atomisation mechanism is 
the one that occurs in most of the applications of atomisers. 
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Figure 4.3: Atomisation Mechanism 
It must be noticed that because of the Lagrangian methodology adopted in 
the present work, the interface between gas and liquid cannot be tracked. As a 
result, primary breakup is neglected and only secondary breakup is taken into 
account. 
4.3.2 Secondary Breakup 
Secondary atomisation occurs as a result of interaction of the droplet with some 
sort of external disrupting forces. When liquid is injected into a gaseous flow 
and under equilibrium conditions the internal pressure at any point on the drop 
surface is just sufficient to balance the external aerodynamic pressure [51]. 
where for a spherical droplet [51]: 
Pa 
4(7 
'd 
(4.2) 
(4.3) 
The droplet remains stable as long as changes in the air pressure pa on the 
droplet surface can be compensated by a change of the corresponding internal 
pressure p^. When the value of pa increases, the droplets undergoes deformation 
and the aerodynamic pressure distribution around the droplet changes. In order 
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to keep Pi constant Pa must decrease. If the value of the external aerodynamic 
pressure is too high and can not be compensated by a change of the internal sur-
face tension force, the droplets breaks into fragments. It is evident from equation 
(4.3) that the value of the internal pressure of the smaller, newly formed droplets, 
is higher. Depending on pa being large enough to compensate for the variation 
of PA, the newly born droplets will be stable or undergo further fragmentation. 
In general, for droplets in a flowing stream the aerodynamic forces can be rep-
resented as O.SpgC/^ . The ratio between aerodynamics and surface tension forces 
expressed in equation(4.3) is an important parameter in atomisation, called the 
Weber number: 
tl/G = (4.4) 
a 
To account for the influence of liquid viscosity, it is common in the hterature 
to use a viscosity group, the Ohnsorge number, defined as the ration Oh = 
or: 
Numerous studies have considered the dependency of the breakup and defor-
mation regimes on the Weber and Ohnsorge numbers. Figure (4.4) taken from 
[22] shows this dependency. 
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Figure 4.4; Droplets deformation and breakup with Weber and Ohnesorge 
An important observation to be made from figure (4.4) is that the values of 
We required for particular regime transitions are relatively constant for Oh <0.1. 
Only for Oh> 0.1 does the Weber number progressively increases with Oh [75]. 
The transitions to the deformation regimes are important because they define 
conditions where drop drag departs significantly from that of a solid sphere. 
These regimes are defined by the ratio of the maximum (cross stream) dimension 
to the original drop diameter. The oscillatory deformation regime is defined by 
conditions where the drop oscillates with a weakly damped amplitude. 
The breakup regime observed at small Weber numbers, and when effects of liquid 
viscosity are small, is usually called bag breakup [22, 37]. This regime involves 
deflection of the drop into a thin disk normal to the flow direction, followed by 
deformation of the center of the disk into a thin, balloon-like structure, both of 
which subsequently divide into drops (figure (4.5)). 
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INITIAL STATE DROP DEFORMED DROP FLATTENED BAG FORMING 
BAG BAG BREAKUP RING BREAKUP END OF BREAKUP 
Figure 4.5: Pulse shadowgraphs of secondary breakup in the bag breakup regime 
(water, We = 15, Oh = 0.0045) 
The shear breakup regime is observed at higher relative velocities [36] and is 
also called the stretching and thinning breakup regime by other authors [51, 65]. 
This regime involves deflection of the periphery of the disk in the downstream 
direction, rather than deflection of the center of the disk, and the stripping of 
drops from the periphery of the disk. Droplets disintegrate at their edges because 
of a suction stress on the surface of the droplet. This shear stress is due to 
the high-speed gas flow on the droplet which caused the deformation and the 
separation of the droplet surface. 
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Figure 4.6: Pulse shadowgraphs of secondary breakup in the shear breakup regime 
(ethyl alcohol, We = 81, Oh = 0.0126). [21] 
The transition between the bag and shear breakup regimes is a complex mix-
ture of the two regimes which is usually called the multimode breakup regime. 
Another complex breakup mechanism has been observed at very large relative 
velocities between the particle and the gas phase, and this is usually called catas-
trophic breakup, hi this breakup regime, the breakup of the droplet occurs sud-
denly due to the wave instability on the droplet surface, which is usually classified 
[50] into Kelvin-Helmholtz or Rayleigh-Taylor waves, depending on the manner 
in which it is generated (shear stress or droplet acceleration), hi [66] five distinct 
mechanisms of drop breakup are isolated as determined by the initial Weber num-
ber. Table (4.1) shows the respective hniits of each breakup regime. 
In the present work the breakup regimes are divided as reported in 
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Breakup Regime Minimum Weber Maximum Weber 
Vibrational breakup - 12 
Bag breakup 12 50 
Bag-and-stamen breakup 50 100 
Sheet stripping 100 350 
Catastrophic breakup 350 
Table 4.1: Breakup regimes 
4.4 Literature Review 
A variety of models has been proposed in the literature on liquid sprays. Com-
putational approaches of liquid sprays in turbulent flows are often based on the 
Lagrangian-Eulerian procedure proposed by [19]. The Eulerian equations for 
gaseous phase are solved along with a Lagrangian model for particle transport 
with two-way coupling of mass, momentum and energy exchange. Sometimes the 
spray is represented by discrete particles which are a sample of the total popula-
tion, where each computational particle represents a group of droplets possessing 
the same characteristics (size, velocity, composition) [35]. An Euler-Euler rep-
resentation, where the description of the history of each particle is replaced by 
the description of their mean properties, regarding the spray as a continuous 
fluid is also possible. A relevant work implementing this approach is that of [39]. 
Droplets are considered to be a continuous fluid interpenetrating and interacting 
with the gas phase. However, the simplicity of implementation and the non-
diffusive character of the Lagrangian approach are the main advantages of using 
a Lagragian rather than an Eulerian description of the spray. 
Atomisation is a complex phenomena and may involve several mechanisms, de-
termined by the initial Weber number, such as vibrational breakup, bag breakup, 
bag and stamen breakup, sheet stripping and catastrophic breakup. There have 
been several studies of liquid droplet deformation and breakup [36, 50, 56, 66, 92] 
in which attention has been focused on the global behavior of the droplets and 
empirical laws for the breakup process have been defined. Concerning breakup 
modelling, the most widely accepted mechanism is the one formulated by Reitz 
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[74, 75] , where it is assumed that surfaces waves form on the Hquid phase. Reitz 
used the wave equation of Taylor to estimate the wavelength and growth rate of 
the most unstable wave on the surface of the parent droplet thereby defining the 
conditions where the amplification of the waves would lead to the breakup of the 
droplets. New droplets are formed based on the growth rate of the wave instabil-
ity. Amongst the wave breakup models, the Taylor analogy breakup (TAB) [64] 
is another important and widely accepted approach. The TAB model represents 
the oscillations of the parents droplets as a spring-mass system with breakup pre-
sumed to occur when the oscillations in the parent droplet exceed a critical value. 
Gosman and Clerides [29] proposed a variation on Reitz's approach in which the 
initially unstable waves on the jet surface are assumed to be produced by turbu-
lence in the injection nozzle. It is important to point out that the wave instabihty 
and TAB models are both deterministic models, with "single scale" production of 
droplets. In several practical combustion applications the high relative velocity 
between droplets and gas phase may result in the formation of droplets with a 
very wide spectrum of diameters. The TAB and wave instabihty models may not 
be able to capture this behavior. Tanner, [88] developed an enhanced TAB model 
(ETAB), which achieves better performances by deriving the parameters of the 
product droplet size via a breakup cascade modeled by an exponential law. 
In the framework of definition of a suitable breakup model, the prediction of the 
representative droplet diameter (the Sauter Mean Diameter for example), and the 
prediction of the droplet size distribution are issues of fundamental importance. 
Since the 1930s several methods of modeUing droplet size distributions have been 
proposed. A classical approach is the empirical method, based on a curve which is 
used to fit data collected for a wide range of atomizers and operating conditions. 
The curve extrapolated from the empirical data is used to characterize the distri-
bution of droplet sizes. A complete review of the available methods for modeUing 
drop size distribution is provided by [5]. As first shown by Kolmogoroff [16, 28] 
the log-normal distribution arises when considering the theoretical distribution 
that is produced by continuous random partitioning of a set of solid particles. 
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The distribution can be written as: 
2 
} (4^0 
InaiN 
where / represents the droplet distribution and the subscript 0 refers to a number 
distribution. D is the logarithmic mean size of the distribution and represents 
the width of the distribution. One of the most widely used distribution is the 
Rosin-Raiximler distribution, defined as: 
/o = (4.7) 
where fo is the number distribution, D represents the mean of the distribution 
and q provides a measure of the width. Small values of q are associated with 
sprays with a broad size distribution, and large values with narrow sprays. The 
Nukiyama-Tanasawa is also a quite common distribution and its number distri-
bution can be written as: 
/o(D) = (4.8) 
where b, p and q are adjustable parameters which control the width of the dis-
tribution and the location of the mean, and a is a normalizing constant. 
As alternatives to empirical methods, several analytical approaches have been 
proposed. Maximum Entropy methods were developed in the late 1980s and 
early 1990s and have recently received attention from several investigators [82]. 
The Maximum Entropy method treats spray formation as a completely non-
deterministic process that can be modelled using the principle of entropy max-
imization subject to suitable constraints. The atomisation process is seen as a 
'black box' which turns a bulk liquid into droplets with a specific distribution. 
Even though there are an infinite number of possible droplets distributions, only 
one will satisfy the principles of mass and energy conservation and minimize the 
entropy. Different from the Maximum Entropy method, which is completely non-
deterministic, is the discrete probability function (DPF) approach, an analytical 
method, which divides the spray formation process into deterministic and non-
deterministic components. The deterministic portion describes the breakup of 
the gross fluid structure, whilst the non-deterministic part describes the effect 
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of fluctuating initial conditions on the resulting drop size distribution. However, 
most of these models are not suited to LBS of sprays in practical appHcations to 
which the present work is directed. 
Recently, stochastic models inspired by the work of Martinez-Bazan et al. [58, 59] 
have gained increasing popularity, due to their ability to predict the essential 
global features of complex spray phenomena without being computationally too 
expensive. A comprehensive review of some of the most relevant stochastic mod-
els for particle breakup is provided by Lasheras [47] , where a population balance 
treatment for droplet breakup is formulated. Probably the first statistical formu-
lation able to describe the complex disorder encountered in sprays was proposed 
by Williams [95]. Williams' approach assumes that only one parameter, the ra-
dius r, is sufficient to characterize the size and shape of the particles. Under this 
assumption WiUiams formulation states that the rate of change of the probable 
number of droplets is related to the particle growth rate, the particle acceleration, 
the formation of new particles and the effect of collisions. The probable number 
of droplets with radius between r and r + dr located in the position range dx 
about X, with a velocity in the range dv about v at time t is : 
f{r,x,v,t)drd-xdv (4.9) 
then the rate of change of the probable number of droplets is: 
- A . • (v/) - A , . (F/) + Q + r (4.10) 
where R = dr/dt is the particle growth rate, F = dv/dt is the particle acceler-
ation, the source term Q may account for the formation of new particles, and F 
represents the rate of increase of the function / due to droplet collisions. Droplets 
breakup is taken into account through the terms which refer to particle formation 
and destruction. 
Following the work of WiUiams, the Boltzmann-type equation (4.10) , often known 
as the population balance equation, is used by Martinez and Lasheras in order 
to formulate an innovative stochastic model for breakup. In [47] the authors 
consider a test case in which air bubbles are injected into a water vessel. The 
proposed stochastic model is able to describe the temporal and spatial rate of 
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change of the probable number of droplets with a well defined position, velocity 
and size through the definition of a breakup frequency and a pdf distribution of 
breaking droplets. 
Another interesting approach has been developed by [3] based on a stochastic 
model for the breakup combined with Large Eddy Simulations of the continuous 
phase. The characteristic radius of droplets at a given position is assumed to 
be a time-dependent stochastic variable. An initial distribution function is as-
signed and the breakup of droplets is viewed as the temporal evolution of the 
distribution function. The size of the newly formed droplets is sampled from the 
distribution sampled at a characteristic breakup time scale of the parent drop. 
The model is based on the Kolmogorovs stochastic theory of the breakup of solid 
particles in the framework of uncorrected breakup events [28]. The atomisation 
is represented as a random discrete process where the probability of breaking 
each parent particle into a given number of parts is independent of the size of 
the parent particle. Another kind of approach is that of [55], where the imple-
mentation of the finite stochastic breakup model (FSBM) of prefilming air-blast 
atomizers for the secondary atomisation is proposed, hi the FSBM a breakup 
can occur only if the size of the mother particle is larger than a critical diameter 
and the fragmentation generates two droplets of diameters chosen randomly with 
a uniform probabihty distribution. 
It must be noted here that most of the models presented in the present litera-
ture review are not feasible from a computational point of view when LES is to 
be applied. Indeed, most of the deterministic models proposed require informa-
tion about the liquid interface which are simply not available in LES approaches. 
Level set methods or similar interphase tracking methodologies are often used 
when DNS is applied to the simulation of the gas field. However, such applica-
tions are beyond the aim of the present work. The Lagrangian particle tracking 
methodology adopted assumes that droplets are point sources. Moreover, be-
cause the size of the applied LES filter is much larger than the biggest droplet, 
the liquid-gaseous interface interaction can not be reproduced. Methods for the 
prediction of droplets size distribution, such as empirical methods or entropy 
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based models, have proved in the past to be unreliable and not sufficently accu-
rate. In this regard, the application of stochastic methods to sprays in conjuction 
with LES makes sense. 
4.5 Present breakup model 
4.5.1 Overview 
The model for breakup consists of a stochastic formulation which reproduces the 
effects of the sub-grid scale motions on the droplet secondary breakup. Each 
breakup event is defined in a statistical manner through a Poisson release process 
and the evolution of the radius of the droplets is defined by a probabilistic ap-
proach. The breakup of stochastic particles is related dynamically to the flow field 
through the breakup frequency and the local Weber number, while each breakup 
event is defined by a life expectation procedure, governed by a Poisson distribu-
tion of characteristic frequency equal to the breakup frequency. The probabihty 
density function (pdf) of the radius of droplets arising from the atomisation is 
defined in a stochastic way and is related to the rate of dissipation of kinetic 
energy and to the radius of the breaking particles. A surface energy model based 
on a balance of the stresses existing at the particle surface is adopted. 
4.5.2 The Model 
The conditional Lagrangian rate of change of particle number, N is used to repre-
sent droplet breakup processes. Stochastic particles are implemented in order to 
represents ensemble of liquid droplets. Each stochastic particle contains a given 
number of droplets, n that represent the probable number of particles with radius 
in the range r < r' < r + dr, located within the spatial position x < x' < x + dx 
and with a velocity v < v' < v + dv at time t. More precisely, the variation in the 
number n arises only through droplet nucleation, coalescence and breakup. There 
have been numerous studies of the dynamics of particles in dispersed flow systems 
and much of this work can grouped under the heading the population balance 
equation (PBE) model [15, 73]; a recent and comprehensive review is provided by 
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Rigopoulos [76]. Examples of applications of the PBE to droplet breakup include 
the works of WiUiams [95], Lasheras et al [47] and Martinez-Bazan et al [58, 59]. 
The rate of change of the number of droplets in a stochastic particle, X is 
equal to the rate of change of the number of particles due to breakup. The latter 
can be expressed [47] as the sum of the birth rate of particles of size r resulting 
from the breakup of larger ones, and the death rate of particles of size r due to 
their breakup into smaller ones : 
/
OO 
g(ro)/(r, ro)w(ro, iye)M(ro)dro 
— (jj{r,We)n{r) (4.11) 
where w(r, We) is the break up frequency of particles of size r; q{r) is the mean 
number of particles resulting from the break up of a mother particle of size ro; 
/ ( r , To) is the size distribution of daughter particles formed from the breakage of 
a mother particle of size tq. In order to close equation (4.11), a suitable model 
for the breakup frequency w(r), the expected number of daughter particles q{r) 
and the pdf of daughter particles / ( r , ro) must be defined. The average number 
of particles formed from the breakup at time t is frequently known and following 
Ramkrishna [73] it is assigned the value 2. 
4.5.3 Breakup Frequency 
The break-up frequency of a particle of diameter D is defined by [15] as: 
= (4.12) 
where N{rp) is the total number of particles of size D, this the break-up time 
and AN{rp)/N{rp) represents the fraction of drops breaking. 
The present model for breakup splits the breakup frequency in two terms: 
w(rp,M^6) = Wd(rp, M/e)-kWa(rp,e) (4.13) 
where uJd{rp,We) is the 'deterministic component' of the breakup frequency, de-
fined according to O'Rourke and Amsden [64] and Faeth et al [22] and is dynam-
ically related to the local flow properties through the velocity and density of the 
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gas phase: 
= 0.5C6(tye), (4.14) 
V Pe. Tp 
with Cb — "x/l/S. 
The second term represents the sgs contribution and is based on a work of 
Martinez-Bazan et al [58, 59] who studied the break up of air bubbles in a stirred 
vessel. In this case the dispersed phase is transported by the continuous phase 
with no relative velocity between bubbles and water; hence fragmentation is due 
only to turbulent velocity fluctuation. Lasheras et al consider a gaseous dis-
persed phase and a liquid continuous phase whereas in this work we are concerned 
with liquid droplets in a gas continuous phase. Nevertheless the formulation of 
Martinez-Bazan et al may be extended to the present case with some adjustments 
of the model constant. In equation (4.13) the sgs component to the breakup fre-
quency is defined by relating it to the ratio of the aerodynamic disruptive forces 
acting on a droplet and the stabilizing surface forces, characterized by the surface 
tension of the hquid. 
In order to express the 'stochastic component' of the breakup frequency as a 
function of the rate of dissipation of kinetic energy, AN{D)/N{D) of equation 
(4.12) is modeled as 
= exp ( - | ; ) (4.15) 
where Vp is the droplets radius, Ec = ttctD^ is the surface energy and E = 
C2pD^Au'^{D), with Au^{D) the mean squared value of the velocity fluctuations 
between two points separated by a distance D = 2rp. It is assumed that the 
turbulence is locally homogeneous and isotropic and that the initial size of the 
droplets is in the inertial subrange, r] < D < Lo, with t] being the Kolmogorov mi-
croscale and Lq the integral scale. With this assumption the velocity fluctuations 
can be written as [27]: 
2i;i2(D) = |i/(3;-kD,()-w(a;,()|2 = /3(eD)2/3 (4.16) 
where e is the rate of dissipation of kinetic energy, /3 is an experimental con-
stant and, as stated above, D is the diameter of the droplet. The minimum 
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surface pressure necessary to restore the deformation of a droplet of diameter D 
can be written as: 
^s{D) — 6— (4.17) 
while the aerodynamic deformation force can be written as: 
Tt{D) = 0.5pAw^(£') (4.18) 
when Tt > Ts the droplet deforms and eventually breakup. Therefore, by 
imposing Tt = from equation (4.16) it is possible to find the critical diameter 
Dc-
Droplets with D > Dc will be stable and do not break. As stated in [47] 
'the critical diameter Dc applies to the mother particle and defines the minimum 
particle size for a given dissipation rate of turbulent kinetic energy for which 
break-up may occur'. The minimum diameter, on the other hand, appHes to 
the daughter particles and defines the distance over which the turbulent normal 
stresses just balance the confinement forces of a mother particles of size Dq. 
The minimum diameter, therefore, gives the minimum length over which the 
underlying turbulence can pinch off a portion of the mother particle. This length 
is not arbitrarily selected but, rather, is based on kinematics. The minimum 
diameter can be obtained by equating the surface energy of a bubble of size D to 
the deformation energy between points a distance Dmin-, being = 
6a/D, thus: 
/ 19 a \ 
The characteristic breakup time is proportional to the ratio between the 
droplet diameter and the characteristic breakup velocity: tb oc D/ub- The 
breakup velocity is defined in [47] as the difference between the pressure pro-
duced by the turbulent fluctuations on the surface of the particle, l/2pAt(^(rp), 
and the restoring pressures caused by surface tension, 6a/D. 
a 
Ub — A nS.v?{rp) — 6 (4.21) 
V P^p 
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Therefore, from equation (4.16) the breakup frequency can be written as: 
(4.22) 
In absence of external forces, surface tension tends to pull the liquid into a 
sphere minimizing surface energy with a equipotential shape. A droplet trav-
elling in a turbulent flow undergoes deformation and fragmentation when the 
aerodynamic forces disrupt the consolidating influence of the surface tension. 
Fragmentation can be caused by the aerodynamic pressure due to the relative 
velocity between the gas and liquid phase, as well as by the interaction of the 
droplet with small turbulent scales. LES provides only filtered values of contin-
uous phase velocities and consequently the influence of eddying motions with a 
length scale smaller than the applied filter width is unknown. However, there 
are many flow situations where a large droplet is transported in a region of fully 
developed turbulence, where the average slip velocity between the droplet and 
the gas phase is small. In this case breakup occurs by means of the interaction 
of the small scales with the droplet surface. 
The dependence of the two breakup frequency components on the droplets diam-
eter is shown in figure (4.7) and (4.8) for a typical turbulent test case. 
It can be noticed that the deterministic component increases dramatically as the 
diameter decreases. However, since droplets with diameter smaller than the criti-
cal value can not break, we will assume that the maximum value of such function 
is for D = Dc- Moreover, the deterministic frequency decreases monotonically 
with the diameter, going to zero as the diameter goes to infinity. 
The stochastic component of the breakup frequency is zero for D < Dc and 
increases rapidly for droplets just over the size of the critical diameter, up to a 
maximum value. The diameter corresponding to the maximum stochastic fre-
quency is Dgmax = 1.63Dc. For droplets of diameter D > Dgmax the function 
decreases monotonically with the droplets size. The maximum value Umax is 
given by 
w™. OC (4.23) 
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Figure 4.7: Deterministic component of the breakup frequency versus droplet 
diamter, pg = 1.2 kg/m^, pi = 817 kg/m^, = 100 [xm, a = N/m 
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Figure 4.8: Stochastic component of the breakup frequency, Pg = 1.2 kg/m®, pi 
= 817 kg/m^, To = 100 //m, a = N/m 
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Figure 4.9: Critical diameter versus rate of dissipation of turbulent kinetic energy 
When the droplet diameter is much bigger than the critical value, hence D » Dc 
the surface tension becomes very small and the breakup frequency tends to its 
asymptotic value, proportional to 
The critical diameter decreases as the rate of dissipation of kinetic energy 
increases, being e a measure of the turbulence of the flowfield. Furthermore, 
the diameter for which the stochastic component of the breakup frequency is 
maximum depends on e as well. 
Figure (4.10) shows the deterministic and stochastic component of the breakup 
frequency respectively at different relative velocity and rate of dissipation of ki-
netic energy e. As the relative velocity between the gas and the droplet increases 
or the rate of dissipation e, so do both the components. Higher relative velocities 
or e increase the likelihood of the droplets to break. 
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Figure 4.10: Deterministic component at different relative velocities (a) - Stochas-
tic component at different relative e (b) 
4.5.4 Discrete Poisson release process 
Before introducing the model for the pdf of diameters of the daughter droplets, 
something must be said on the breakup process. The treatment of droplet breakup 
from a trajectory point of view, using equation (3.6), requires additional mod-
elling in order for it to be computationally feasible. When a trajectory point 
of view is adopted, and the break up of a certain amount of droplets has been 
experienced, the daughter particles produced should a priori follow their own new 
independent trajectories in phase space. If the break up was modelled as a con-
tinuous process, new trajectories, representing the emission of daughter particles, 
should be released continuously from the mother trajectory. The computational 
load of such a task would be very high and for this reason a discrete Poisson 
release process is used. 
The probable number of droplets in a stochastic particle which are likely to 
experience fragmentation is computed each time step as specified by the second 
term of the right hand side of equation (4.11). However, the stochastic particles 
do not break continuously. Instead, the global number of droplets which are 
broken at every instant is stored as; uj(r)Ntdt, where to and t 
are respectively the time of birth of the particle and the current time, while 
Nt is the number of droplets at the instant t. A mother stochastic particle 
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with characteristic radius ro is presumed to fragment if its age is larger than 
its expected life, defined by a Poisson distribution with characteristic frequency 
equal to the breakup frequency. The Lagrangian rate of change of the number of 
droplets represented by a stochastic particle due to the Poisson release process 
can be expressed as: 
and 8Ct is zero if the age of the particle is smaller than the expected life and one 
otherwise. The expected life is computed [7] as the random variable pdf{Tspiit = 
t) = A Poisson process is a procedure which is widely implemented in 
statistics to model random incomes in time and space. Several important proba-
bility distributions arise naturally from this process: the Poisson distribution, the 
exponential distribution, and the gamma distribution. An extensive treatment 
of all of them can be found in [25]. In the present work the Poisson distribution 
is used to compute the expected number of breakup occurrences, from which the 
expected life of each stochastic particle is defined. The pdf of the distribution 
and relative cdf of the Poisson distributions, shown in figure (4.11) for a typical 
case, allow the extraction of a random outcome using the inverse transformate 
sampling technique. This random outcome is divided by a mean rate of frag-
mentation (essentially a time averaged breakup frequency) so that the result [25] 
represents the expected time of life of the hquid droplet. 
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Figure 4.11: Poisson distribution 
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4.5.5 Pdf of diameters for the daughter particles 
Historically, there have been three predominant approaches [5, 47, 82] to the 
modelling of / ( r , ro). These are statistical models, phenomenological models 
based on the change in surface energy of a breaking particle and hybrid models, 
which are based on a combination of both, hi the present work a surface energy 
model, based on a stress balance, has been adopted. 
When a mother particle meets the conditions specified in section (4.5.4) and 
breaks, q{r) stochastic daughter particles with characteristic radii ri and are 
generated. The number of breaking droplets inside the mother stochastic particle 
is equally distributed into the two newly added stochastic particles. The daughter 
particle probability density function of Lasheras et al [47] is used to determine 
the radii ri and rg: 
, [r*2/3 -- /L5/3][(l __ r*3)2/9 - /15/3] ^ 
[ r * 2 / 3 - - A 5 / 3 ] [ ( 1 _ . , r * 3 ) 2 / 9 __ /LS/sjogr 
where r* = n / ro , A = Tc/tq = {rmin/roY^^, Tmin = 0.5(12(j/(p/52ro))®/^e~^ and 
fc = 0.5(12cr/(/?p))®/®e~ /^®. The radii ri and rg are related by conservation of 
mass: 
r2==ro 1 - ^ 
1/3 
(4.25) 
\ro, 
as are the radii r^ax and Vmin- The method adopted to generate random radii con-
sistent with the given probability distribution function is Inverse transform sam-
phng discussed in appendix B. The variation of the probable number of droplets 
of the stochastic particle due the droplets of radius r* > r which break exactly 
into a droplet of radius r (the so called ''rate of birth^ of equation (4.11)) is added 
to n(r, t) by merging the stochastic particle with other newly formed stochastic 
particles with approximatively the same position and dimensions. The pdf as 
expressed in equation (4.24) is sensitive to the choice of the rate of dissipation of 
the kinetic energy as shown in figure (4.12) and is an aspect that is extensively 
commented in the hterature. 
When a stochastic particle enters a region of high turbulence the probability 
that small drops are "stripped" from the surface of the liquid is relatively high. 
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Figure 4.12: Dimensionless pdf of daughter parcels indicating evolution of the 
pdf with dissipation rate of turbulent kinetic energy, p — 1000^ Vo = l.^mm 
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Hence the probability is large and thus the formation of small droplets is likely. 
On the other hand, if the stochastic particle travels into a "quiescent" region, it is 
more likely that the fragmentation would generate big droplets. When e increases 
Tmin decreases, making the formation of smaller daughter particles more probable. 
Indeed a larger value of e implies that the underlying turbulence is more intense, 
leading to an increase in the transfer of energy into the smaller scales, [47]. In 
the case of a mother stochastic particle as its radius tq increases an increasing 
fraction of eddies in the inertial subrange will have sizes that are smaller than the 
mother particle. Therefore, the probability of creating smaller daughter particles 
increases. Figure (4.13) from [47] shows the evolution of the pdf of daughter 
diameters with different Dq = 2ro: 
The presented model has the potential to reduce the computational cost of 
the simulation, with respect to other breakup models. However this comes at a 
cost. Whilst the Poisson release process, along with the stochastic particle treat-
ment, reduces the overall computational effort of the simulations the stochastic 
discontinuous treatment is usually slow to converge and requires longer run times 
to give a rehable averaged solution. 
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Figure 4.13: Dimensionless pdf of daughter parcels indicating evolution with the 
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Figure 4.14; Dimensionless pdf of daughter parcels indicating evolution with the 
diameter collected approximatively 1 million breakups 
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Finally, figure (4.14) shows a collection of 1 million different pdf distributions 
generated during the breakup of droplets in the MERCATO test case, to be 
described later. It can be noticed that even if the shape of the pdf varies greatly, 
most of the breakup occurs in similar conditions so that the resulting pdf is quite 
similar. 
4.6 Results 
The particle breakup model described above is combined with a conventional 
LES, using a Smagorinsky sub-grid model, to simulate the droplet characteristics 
in two configurations. In both the cases the LES approach implements a standard 
Smagorinsky model with the model constant set to 0.12. The drag coefficient of 
the droplets is modified in order to take into account of droplet deformation as 
reported in section (3.3) of chapter (3). Droplets vaporisation is neglected. 
4.6.1 Diesel spray in still flow 
The first case to be considered corresponds to the experimental diesel injector 
study of Hiroyasu and Kadota, [34] where diesel fuel is injected into a closed 
cylinder, of length 13.8 cm and diameter 5.6 cm, containing pressurised nitrogen 
at ambient temperature. The injector comprises a single hole nozzle. Since the 
chamber temperature is low, evaporation of the liquid fuel is negligible, allowing 
the study of droplet breakup alone. 
The injection methodology is an important issue which must be properly ad-
dressed before proceeding with the description of the experiment. The physics 
of the Hquid jet injection is indeed very complex (see 4.3.1). Numerical studies 
of this problem can use several approaches, and the most common methods are 
reported in figure (4.6.1). Because of the importance of primary and secondary 
breakup, a 'direct simulation' using an interface tracking method [32, 33] would 
capture most of the physics involved. With this approach the complex inter-
actions between the hquid and gas phase are simulated, leading to an accurate 
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description of primary and secondary breakup. However, as already pointed out 
earlier, such methods are often unfeasible for practical applications because of 
the high computational cost required. One example of a simplifying approach 
is the 'complete secondary breakup modelling' as reported by [3] in which a La-
grangian methododology is adopted and the liquid column in not simulated while 
only secondary breakup is taken into account. In this case, droplets of the same 
size are injected into the flow, and the breakup is simulated only in the form 
of secondary atomisation. Another interesting procedure is given by [69] who 
combined the Lagrangian methodology with empirical correlations. The authors 
used simple laws for the column breakup in order to derive as initial droplet size 
distribution (see appendix C). Prom the initial distribution breakup is simulated 
numerically. A method that combines an empirical model for the liquid column 
with a model for secondary breakup has been investigated by Senoner, [83]. The 
simplest approach is the 'modelled droplet size distribution' which completely ne-
glects primary and secondary breakup. Instead, atomisation is modelled through 
a droplet size distribution which can be derived with empirical studies based 
on the injector type and the characteristics of the flowfiled. Being the simplest 
approach, the latter is also the least accurate. 
X tX 
Yi 
^ Complete Secondary Breakup Modelled Droplets 
ir im on Secondary Breakup f rom Modelled Droplets Size Distribution 
Modelling Size Distribution 
Figure 4.15: Injection methodologies 
Similarly to [3], in the present simulation large droplets of diameter 300 
corresponding to the nozzle diameter are injected and the time step is held con-
stant at 1.5 jis. Initially, the nitrogen is quiescent but recirculation zones even-
tually arise through momentum transfer from the liquid jet to the gas-phase. A 
single case at a pressure of 1.1 MPa is simulated. The mass flow rate of the liquid 
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is obtained from the injection velocity, nozzle diameter and the time of injection. 
The diesel fuel density is 840fc^/m^, the surface tension is 29.5 mN/m, the gas 
pressure is 1.1 MPa and the density of the gas phase is thus 13.57 kg/m?. The 
viscosity of nitrogen is 1.77 x 10~°® kg/ms and its temperature is 20 C. As a 
consequence droplets are injected with a velocity of 102 m/s at a position corre-
sponding io X = Q, y = Q and z = 0.0002 m. The results of the simulations are 
presented in figures (4.16)-(4.18). The variation of the Sauter Mean Diameter 
(SMD) of the droplets along the axis of injection are compared in figure (4.16) 
with results taken from [3], in which the authors present the data obtained for 
the very same test case using several breakup models. The breakup models used 
in the comparison are presented in the hterature review of section 4.4. A single 
point representing the experimental findings is also presented. 
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Figure 4.16: Sauter Mean Diameter distribution along the axis of injection -
Distance in cm from the injector (x axis) SMD in jj,m (y axis) 
The simulated spray penetration, displayed in Figure (4.17), is also in very 
close agreement with the measured data. 
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Figure 4.17: Spray penetration, time in /um, distance in cm 
Figure (4.26) shows an instantaneous snapshot of the spray with both the 
droplets and the flow field of the continuous phase being displayed. The flow 
and turbulence of the nitrogen is induced by the coupling of the liquid phase 
with the gas phase. The resulting jet structure effects the droplets dispersion and 
atomisation. 
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4.7 Atomisation of mono-dispersed diesel droplets 
in a cross-flow air stream 
The second case to be considered corresponds to the experimental investigation 
of Park et al, [65] in which a sequences of diesel droplets are injected at right 
angles to a high Reynolds number air jet. A schematic diagram of the test case 
is presented in figure (4.19). 
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Figure 4.19: Schematic diagram of the experimental droplet generator and gas 
nozzle 
The droplets are generated by a vibrating orifice injector which results in 
droplets of approximatively uniform size (around 180 /im) being injected a ve-
locity of 13.4 m/s. The air jet emanates from a nozzle of inner diameter 2 mm 
and the injector is located 1.5 mm downstream of the nozzle exit. Because of the 
rounded passage feature and the dimensions of the nozzle, the boundary-layer ef-
fects are minimized, ensuring that the thickness of the shear layer penetrated by 
the drops at the edge of the jet is as thin as possible. The droplets transverse the 
air jet and consequently disintegrate and are deflected. The atomisation results 
in a variety of different diameter droplets. As can be seen in figure(4.20), the 
experimental measurement points are located at intervals of 2mm in both axial 
and radial directions within the range in which the breakups actively occur. The 
origins of the z and r coordinates of the simulation are placed accordingly with 
the experimental ones. 
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Figure 4.20: Measurement points of th PDA experiment according to th breakup 
regimes 
Simulations are carried with two different grid. A first set of simulations is per-
formed with a grid of approximatively 700000 nodes. A more refined grid of 
approximatively 2 millions elements is used in order to investigate the grid inde-
pendence of the adopted model. The Weber number is an important parameter 
which indicates the potential of the droplet breakup. As the Weber number in-
creases from the critical Weber, three different Breakup regime are investigated. 
4.7.1 Air Jet 
Before proceeding to the analysis of the two phase problem the particle-free 
flowfield is examined. Unfortunately, the measurements reported in the droplet 
breakup experiment [65], considered later for the validation of the model, are rel-
ative only to the liquid phase. No data is available for the continuous gas phase. 
However, an analysis of the jet has been performed considering the data from 
different experiments [13, 45, 72, 99], which give an overall clear picture of the 
features of the still jet. The case considered is an air jet at room temperature in 
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still air, the nozzle diameter is 2mm and the velocity for the gas phase is 100 m/s. 
Simulation with the Smagorinski constant Cs equal to 0.12, 0.135 and 0.16 were 
performed. Figure (4.21) shows the variation with axial distance of the mean 
velocity along centerline of the jet with the different Cs. It is possible to argue 
that the ratio between the distance and the number of cells in the present case 
does not allow one to notice any appreciable difference. The implementation of 
a dynamic cahbration of the Smagorinsky model constant could lead to the best 
value of Cs for the test case adopted, but the few changes in the velocity profile 
with different constants suggest that there is no need to use such a computational 
expensive device. Another important issue highhghted by references is the effect 
of a turbulent inflow condition and a inflow velocity profile on the jet velocity 
fluctuations. However, even in this case no important difference is noticed in the 
behavior of the jet, even if initial perturbations are added to the inlet conditions. 
A value of Cs equal to 0.12 is adopted for the present test case . 
12 Cs= CU2 'o Cs=0 Cs 0.16 
n 0 4 
o'i" 
W 15 a 25 M M 4] # % M 
z/d 
Figure 4.21; Variation with axial distance of the mean velocity along the center-
line in the jet with different Cs 
4.7.2 Bag breakup regime (We=68) 
The first regime considered is the one with We=68. When the Weber number is 
slightly higher than the critical value, a thin hollow bag originates at the droplet 
stagnation point. The bag grows and bursts forming a number of small and big 
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fragments [51]. Some large fragments are able to cross the jet intact and experi-
ence further fragmentation in the quiescent flow area, where the Weber numbers 
are much smaller. In contrast small fragments with low momentum are captured 
by the jet and are transported by the turbulent eddy structure of the fast moving 
air jet. Figure (4.22) shows a comparison between the global experimental and 
simulated contours of SMD: the results of the simulations are in good agreement 
with the measurements. In the bottom right region, overprediction of the simu-
lated SMD occurs if compared to the experimental values. However, it is possible 
that as this is an stagnant region, the wrong estimation is due to an accumulation 
of big droplets. 
SMD (jim) 
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Figure 4.22; Sauter Mean Diameter of droplets; left experimental, right simulated 
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Figure 4.23: Breakup in cross flow 
Figure (4.24) shows the general behavior of the experiment compared with the 
simulation where it is evident that the global physic of the system are well sim-
ulated. 
Gbs jet naizle 
-*R 
.... 
% dropiets 
Fine droplets 
Figure 4.24: Sauter Mean Diameter of droplets: left experimental, right simulated 
Small droplets (red) and large droplets (blue) have separate trajectories, accord-
ingly with their momentum, as also reported by the experimental analysis. 
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The SMD profiles along the radial direction are compared with the experimental 
data at an axial distance of 8,12 and 16 mm from the centre of the reference 
frame. The results of the simulation and measurements are in good agreement: 
the simulated diameter is very close to the experimental findings with an error of 
10 — 20/irn at most. 
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Figure 4.25: Size distribution according to radial distance at a distance of 8 mm 
from the jet nozzle. Distance in mm (x axis) SMD in iim (y axis) 
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Figure 4.26: Size distribution according to radial distance at a distance of 12 mm 
from the jet nozzle. Distance in mm (x axis) SMD in /j,m (y axis) 
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Figure 4.27: Size distribution according to radial distance at a distance of 16 mm 
from the jet nozzle. Distance in mm (x axis) SMD in jim (y axis) 
The global behavior is well represented, and the simulations appear to repro-
duce with good accuracy the droplets sizes, with an error which is in the worse 
case of about 20-40 /im. hi the 12 and 16 mm profile the predicted SMD is 
very well represented in the area close to centre line. The same overprediction 
discussed in the contour plot is visible in the far field and leads to the observed 
divergence of the simulated SMD from the experimental one. 
The axial mean velocity of the droplets is also compared with experimental data 
at the same locations: 
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Figure 4.28: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 8 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
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Figure 4.29: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 12 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
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Figure 4.30: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 16 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
The results are found to yield good agreement with the experiment. A slight 
overprediction of the velocity along the axis of injection is observed, where the 
simulated small fragments appear to move faster than the experimental ones. 
The PDF of droplet diameter at the injection point (Z=Omm, R=Omm) and at 
two specific locations (Z=12mm, R=8mm) and (Z=4mm,R2mm) are considered 
below. 
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Figure 4.31: Probability density function of droplet diameter at injection 
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Figure 4.32: Probability density function of droplet diameter at z = 12 mm , r 
= 5 mm 
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Figure 4.33: Probability density function of droplet diameter at ^ = 4 mm , r = 
2 mm 
The pdf in the injection point was imposed to be equal to the experimental 
one, while the registered profile in the second location shows that the model is 
capable of reproducing the physical behavior, even with some inaccuracy in the 
prediction of the number of big (greater than 80 ^m) fragments, hi contrast to 
the experiment the simulations indicate a finite but small probability of observing 
large droplets of diameter 180 /.im, though in other respects the shape of the pdf 
appears to be well reproduced with an error that in the worse case scenario is 
about 10%. 
4.7.3 Stretching and thinning breakup regime (We=153) 
In the stretching and thinning breakup regime, droplets are observed to disin-
tegrate [65] at their edge because of a suction stress toward the flow direction 
generated at the surface of the droplet. In this case, a shearing action due to 
the high-speed gas flow on the droplet causes the deformation and separation, 
leading to the formation of smaller fragments (compared to the previous regime). 
The simulated mean diameter and mean axial velocity along the axis of injection 
are investigated. 
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Figure 4.36: Droplet Mean Velocity according to axial distance (We=153). Dis-
tance in mm (x axis) Velocity in m/s (y axis) 
The mean diameter appears to be well reproduced, while the velocity is over-
predicted in the area immediately after the injection. However, the overall agree-
ment is satisfactory. 
4.7.4 Catastrophic breakup regime (We=383) 
As the Weber further increases, the breakup regime transitions to the catastrophic 
breakup. The breakup of the droplet occurs suddenly due to the wave instability 
on the droplet surface. The diameter of the daughter droplets is smaller than in 
the previous regimes, as the droplets appears to disintegrate almost immediately 
generating a big number of very small fragments. Again the profiles of the mean 
diameter and the mean axial velocity are investigated along the axis of injection. 
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Figure 4.37: Mean Diameter according to axial distance (We=383). Distance in 
mm (x axis) AMD in jim (y axis) 
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Figure 4.38: Mean Diameter according to axial distance (We=383). Distance in 
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Figure 4.39; Droplet Mean Velocity according to axial distance (We=383). Dis-
tance in mm (x axis) Velocity in m/s (y axis) 
The comparison of the predicted values with the experimental ones shows an 
underestimation of the mean diameter (about 10 jum) and a substantial overpre-
diction of the mean velocity. However, the discrepancy between the simulated 
mean diameter and the experimental one is small and the results are acceptable. 
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Refined test case 
Finally figures (4.40) - (4.45) show the results of the refined grid, suggesting grid 
independence of the model adopted. 
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Figure 4.40: Size distribution according to radial distance at a distance of 8 mm 
from the jet nozzle. Distance in mm (x axis) SMD in jim (y axis) 
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Figure 4.41: Size distribution according to radial distance at a distance of 12 mm 
from the jet nozzle. Distance in mm (x axis) SMD in jim (y axis) 
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Figure 4.42: Size distribution according to radial distance at a distance of 16 mm 
from the jet nozzle. Distance in mm (x axis) SMD in /am (y axis) 
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Figure 4.43: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 8 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
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Figure 4.44: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 12 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
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Figure 4.45: Droplet Mean Axial Velocity according to radial distance at a dis-
tance of 16 mm from the jet nozzle. Distance in mm (x axis) Velocity in m/s (y 
axis) 
4.7.5 Evolution of the system of one single droplet 
The Park et al [65] experiment represents a perfect test case for the study of the 
properties of the breakup of a single droplet. Liquid diesel mixture is injected 
into the gas in the form of single droplets, allowing one to follow the evolution of 
any monodispersed particle. The present analysis is made by injecting a single 
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droplets in the fully developed flow and collecting important data such as droplet 
position, velocity and breakup properties. The droplet is injected with a diameter 
of 184 jjLm, in the x direction, with a velocity of 13.4 m/s in a cross flow which 
corresponds to We=68, similarly to what was done in the first test case of the 
experiment [65]. Figure (4.46)a shows the droplets axial coordinate in time. Each 
point on the graph corresponds to a position occupied in time by a droplet. The 
initial particle travels in the flow and is deflected. Ramifications soon appear 
in the graph showing evidence of the generation of multiple fragments due to 
breakup. The tiny fragments have small mass and are deviated by the gas, while 
big fragments tend to keep a more straight trajectory. Figure(4.46)b shows the 
projection in a x-z plane of the location instantaneously occupied by the droplets. 
Also in this figure it is evident that the single droplet breaks into a constellation 
of fragments which are separated by the action of the air jet. The angle of 
deflection of the droplets is an important parameter which can be compared with 
the experimental data, showing the performance of the numerical simulation into 
predicting droplets dispersion and atomisation. The agreement appears to be 
good (see figure 4.22). 
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Figure 4.46: Droplets characteristics from fragmentation of a single particle in 
the Park at al. experiment 
Figures (4.47)a and (4.47)b show respectively the radial and axial velocity 
component of each droplets at different instants. The radial velocity is randomly 
distributed around the initial value of 13.4 m/s. The injected droplet undergoes 
acceleration in the radial direction due to the velocity fluctuation in the jet. 
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The axial velocity shows the acceleration of the initial droplet and its fragments 
as they are deviated by the jet. The newly formed fragments have diflFerent 
accelerations depending on their size. As most of the fragments have a size close 
to the mean value of 40 /xm, the points are condensed around the medium axial 
velocity measure of about 40 m/s. 
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Figure 4.47; Droplets characteristics from fragmentation of a single particle in 
the Park et al experiment 
In figure (4.48)a the diameter of the droplets is presented as a function of time. 
The first droplet of 184 jim splits under the influence of the external gas forces into 
fragments of smaller diameter. The creation of new droplets is clearly displayed 
by new diameters appearing in the graph. The diameter sizes are distributed 
around the mean value with some smaller or bigger droplets demonstrating that a 
constellation of droplets of difl^erent diameters is generated. During each breakup 
event, a new stochastic particle is generated and liquid mass is removed from the 
mother parcel in order to form new fragments. If the mother parcel has enough 
mass to supply the creation of the new fragments, the original stochastic particle 
continues to exist. However, at a certain point all the liquid is stripped from the 
mother parcel which will disappear. It can be noticed in the plot how the original 
droplet (the line at 180 nm) generates several fragments (other lines with different 
diameters) before exhausting all its mass and disappearing {t = 1.8 x 10"°'' sec). 
In figure (4.48)b the age of the stochastic particle is plotted against the time. 
The age of a droplet is + dt, where to is the time of generation, breakup or 
t 
injection of the particle. Each breakup occurrence is defined by the computation 
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of an expected life of the droplet as explained in one of the previous sections. The 
expected life is compared with the actual age of the particle. When a droplet 
breaks new particles are generated and they start their life cycle. In the figure 
the generation of new droplets is clearly visible by the generation of new lines 
coming from the death of old ones. 
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Figure 4.48; Droplet Diameters versus time (a) - Droplets age versus time (b) 
Figure(4.49)a and (4.49)b show respectively the main rate of fragmentation 
and the number of droplets eroded at each step from the mother parcels. The 
first represent the average in time of the global breakup frequency which is used 
in order to calculate the expected life of the particle. The second is instead the 
probable fraction of the stochastic particle which would break each step. This 
number is summed and when the particle breaks n=?ierodeci new droplets will form 
a new stochastic particle. The number goes from 0 to 1 where 1 denotes that the 
whole stochastic particle breaks. 
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Figure 4.49: Droplets characteristics from fragmentation of a single particle in 
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the Park at al. experiment 
Finally figure (4.50) shows the pdf among particles of the deterministic and 
sub-grid breakup frequencies. Initially the deterministic component is prominent, 
as it depends from the droplet relative velocity. Liquid diesel is injected in a fast 
cross flow and the relative velocity (which has a maximum of around 90 m/s) is 
the main reason for droplets to break. For this reason, in the bar chart the order 
of magnitude of the deterministic frequency is almost 10 times bigger than the 
stochastic contribution. It is evident that the role of the stochastic term becomes 
more important in the far field, when the droplet relative velocity decreases. 
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Figure 4.50: Droplets characteristics from fragmentation of a single particle in 
the Park Lee experiment 
4.8 Conclusions 
An LES probabilistic approach for droplet secondary breakup has been formu-
lated and validated. Overall the formulation was found to yield good agreement 
with experimental data. The predicted droplet SMDs were compared with two 
test cases: a single cycle of diesel fuel injector issuing droplets into quiescent pres-
surised nitrogen and mono-dispersed droplets injected into a cross flow. In the 
former case the size of the droplets and the spray penetration show a reasonably 
good agreement with the measurements and compared with other breakup models 
proposed by different authors. The global behavior of the system is well captured, 
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and the droplets appear to break, generating a constellation of fragments with 
diameters in agreement with the measured data. For the case of droplets injected 
into a cross flow a range of Weber numbers are encountered. It is found that the 
model is able to generate droplet fragments with different sizes as well as repro-
ducing the global features of the experiment. The simulations indicate that large 
droplets with high momentum cross the jet whilst small droplets do not. They 
are captured and transported by the turbulent eddying structures thus reproduc-
ing the observed SMD distribution. The simulation showed predicted SMDs in 
good local and general agreement with measurements. The analysis of different 
breakup regimes with different Weber numbers proved that the model is able to 
adapt to the different breakup mechanisms. As the relative velocity between the 
gas and the liquid phase increases, the Weber number increases and the droplets 
break up displaying completely different physical behaviours. Even though the 
implementation of an LES solver which treats droplets as point sources does not 
allow one to simulate the real physical mechanism of fragmentation, the statistical 
model appears to be able to reproduce the global behavior with good accuracy. 
By dynamically relating the breakup frequency, the pdf of daughter droplets, 
the critical diameter and the expected life of the particles to the local Weber 
number, the model has been demonstrated to be suitable for the simulation of 
more complex geometries and cases, such as swirhng stabihzed burners of typical 
aeronautical turbine configuration. 
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Large Eddy Simulation of the 
two-phase flow in an 
experimental swirl-stabilized 
burner 
5.1 Introduction 
In the present chapter LES is apphed to the simulation of two-phase flow in a 
practical application. The test case considered is the MERCATO experiment: the 
set-up is essentially an aeronautical-type swirl-stabilized spray burner, fuelled by 
liquid Kerosene. A database described in [49] containing measurements of the 
mean and rnis of both gas and liquid phase is available and represents and ideal 
tool for the validation of the simulation method. Computations are performed 
using the in-house LES code BofSn, which was described in the previous chap-
ters. Dispersion, evaporation and break-up of the droplets are considered with 
the models for the sub grid scale contributions being presented in chapters 2, 3 
and 4. 
The first part of the chapter introduces the MERCATO experiment by breifly 
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showing the features of the experimental set-up and presenting some informa-
tions about the optical measurements. In the second part the results of gas and 
liquid phases are compared to the experimental findings, demonstrating that the 
essential features of the flow are reproduced to a good accuracy. 
Finally, a discussion of the results of the gas and liquid phases is presented, and 
it can be divided in two parts. In the first part the predicted statistics are com-
pared with the experimental findings, commenting the quality of the results and 
discussing eventual differences. In a successive section the flowfield topology is 
discussed, with special emphasis on the interactions between the continuous and 
dispersed phases. 
5.2 Configuration 
The case considered is the MERCATO combustor, which is a test rig used by 
ONER A in order to investigate extinction and ignition phenomena in flight and 
in altitude conditions. The experimental set up resembles an aeronautical-type 
swirl stabilized spray burner. The following figures (5.1) and (5.2) show the 
MERCATO test bench: 
Figure 5.1; Lateral view of the MERCATO experimental rig 
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(a) Front view (b) Lateral combustor close-up 
Figure 5.2; MERCATO Test bench - front view (a) - Combustor (b) 
The rig consists of a square section plenum chamber, which contains the in-
jection system. The plenum is connected to a test chamber which also has a 
square section. Optical access in the combustor is provided by a side window. 
Pre-heated air flows into the plenum, passes through the vanes of the swirler and 
flows into the combustion chamber. The test area has a square section 129 mm 
wide and 235 mm long. A schematic of the configuration is shown in figure (5.3). 
combustion 
chamber 
plenum 
fuel injection i 
air inlet swirler holder swirler 
channel 
Figure 5.3: Sketch of the MERCATO test bench 
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Test case WR {Kg/sec^^K/bar) my (g/s) T(K) P(MP 
Case I low flow 0.142 6.6 0.45 463 0.1 
Case I high flow 0.142 6.6 0.9 463 0.1 
Case II low flow 0.284 1&2 0.6 463 0.1 
Case II high flow 0.284 1&2 1.2 463 0.1 
Case III low flow 0.426 1&8 1.0 463 0.1 
Case III high flow 0.426 1&8 2.0 463 0.1 
Ignition I &142 6.6 0.9 463 0.1 
Ignition II 0.201 11.9 1.9 293 0.1 
Table 5.1: Test cases 
Optical access to the chamber section is available from the side window of 
the chamber which allows measurements to be made in a volume of dimensions: 
129x129x129 mm?. In the reacting case one lateral window is replaced by a plate 
holding the spark-plug. An additional square section 220 mm long is located be-
hind the test chamber in order to be able to operate the combustor at pressures 
lower than atmospheric. The air ejector is perpendicular to the test chamber axis 
so that a window can be placed at the end of the interface part, allowing visibility 
of the injection face. 
hi the present work several regimes involving different mass flow rates are sim-
ulated, as reported by table (5.1). Each test case was carried out on the same 
geometry and differs from the others either by the air flow rate, the volume flux of 
injected Kerosene, or the gas temperature. All the experiments were performed 
at atmospheric pressure. The non-reacting test cases (Case I-III) have a temper-
ature of 463K. hi the non-reacting tests three different air mass rate conditions 
are investigated. For each of them, liquid Kerosene is injected at ambient tem-
perature in two configurations; high and low mass flow rates of injected Kerosene. 
During the two reacting tests air is injected into the plenum at a temperature of 
463K and 293K. Ignition is achieved by mean of a train of sparks located at dif-
ferent abscissae and along the combustion chamber. The spark abscissa and the 
Kerosene liquid mass rate are selected with considerations based on the results 
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Figure 5.4; Definition of the axis and measured velocity components. 
of the technical report provided by Onera [48]. The corresponding results for the 
ignition case are presented in chapter (6). 
The experimental findings come in the form of Laser Doppler Anemometry (LDA) 
and Particle Dynamics Analysis (PDA) measurements contained in a data base, 
[49], [48] which is used in order to validate simulated data. The database includes 
the mean and the rms measurements of the gas phase velocity, the mean and the 
rms of the liquid droplets velocity, the volume fluxes and various diameter size 
measurements. LDA measurement of the gas phase are considered first. Velocity 
means and rms measurements are taken from a side windows and along perpen-
dicular directions at different locations along the axis of the combustor. Figure 
(5.4) shows the definition of the axis and measured velocity components along 
two perpendicular axes. 
Measurement are taken at a distance of 2mm from each other along perpen-
dicular directions to the chamber axis and include two velocity components. The 
axial velocity component is measured in each location. Depending on the axis ori-
entation either the radial or tangential velocity is measured, ft is presumed that 
the flow is axial-symmetric. The gaseous phase measurement axes are located at 
8, 26, 56, 86, 116 mm from the entrance of the combustor. PDA measurement 
are taken in a similar way, but with the shght difference that the first location 
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is at 6mm from the entrance of the combustor, rather than 8mm. Figure (5.5) 
shows the measurement planes: 
0 """ 
Figure 5.5; Measurement planes 
Unfortunately, liquid phase measurement were only taken in the first one or 
two locations. This is because of kerosene accumulation on the windows which 
did not allowed the experimentalists to perform measurements in most of the 
sections. In particular, liquid measurements are available in the 6 and 26 mm 
sections for the low Kerosene flowrate case, and only in the 6 mm section for the 
high flow regimes. 
5.3 Meshing 
All the computations are performed on a fully structured multi-block mesh. A 
number of simulation were performed on several meshes, which differs for the 
domain extension and the number of elements. Table (5.2) is a summary of the 
adopted girds. 
Initially, simulations are performed on a block structured grid of 3.7 millions cells 
which extents from the inlet of the plenum up to the exit of the combustor. The 
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Mesh Number of Nodes Number of domains 
Complete 3.5 M 190 
Coarse Partial Grid 1.0 M 34 
First Partial Refinement 2.5 M 91 
Second Partial Refinement 3.7 M 181 
Table 5.2: Multi-block Meshes 
air flow rate is computed from the mass flow rate given for the experiments [49] 
and the area of the section of the inlet of the plenum. Figure (5.6) shows the 
velocity vectors for the simulation of the complete geometry. 
Figure 5.6: Velocity Vectors. Complete Grid 
Air flows from the circular section of the injection system into the square plenum 
at a velocity of 27.6, 55.2 and 82.7 m/s respectively for the three mass flow 
rates : WR = 0.142, WR = 0.284 and WR = 0.426 Kg/secy/K/har. The 
flow immediately slows down on entering the large squared section diffusing into 
a jet like structure. When the flows arrives at the liquid injector holder the 
velocity of the flow has dropped to an average value of 4.56, 9.12 and 13.7 m/s 
respectively. Further simulations demonstrated the flow in the plenum chamber 
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and the exhaust pipe could be omitted from the computations, since they had no 
appreciable effect on the flow field in the combustion chamber. Evidence of this 
can be found in the prfiles shown in figures (5.7) - (5.9) , which show the mean 
axial, tangential and radial velocity profiles at 8 mm for the two cases; the dots 
represent the experimental data, the lines are the simulated results. 
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Figure 5.9: Mean radial velocity profiles for the partial and complete grid 
The profiles of the complete and partial geometry show little if no difi^erence, 
and both the computations yield good agreement with the experimental data. 
Neglecting the initial part of the geometry could help lower significantly the 
computational cost. 
The partial solution domain extends from the entrance of the swirler to the exit 
of the combustion chamber. The cell size varies in the domain, with the most 
refined elements in the area close to the injector and with dimensions of the order 
of 200 //m for the refined mesh case. Local refinements are present on the wall 
of the vanes, in the swirler, close to the walls in the combustion chamber and on 
the tip of the injector. Figures (5.10)-(5.12) show the partial geometry mesh. 
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Figure 5.10: Partial geometry grid 
Figure 5.11: Injector area close-up 
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Figure 5.12: Planar sections 
The injector tip has an hexagonal base with an angle of 17.3 degrees to the x-
direction (the axes are oriented as shown in the figure). On one side, the injector 
base is connected to the circular section of the injection which ends in the 12 
vanes of the swirler. On the other side the injector tip changes into a semi-conical 
shape and is linked with a cyhndrical connector to the combustion chamber of 
square section. Local refinements and domain sphtting at the injector tips and 
in the injector-combustor connection are necessary in order to apply a structured 
mesh to the geometry. Moreover, because the grid structure propagates from the 
injector tip to the vanes of the swirler, the same number of cells used on each 
side of the hexagonal injector tip must be equal to the number of cells in two 
of the vanes of the swirler. This led to further refinements in the injector area. 
However, this refinement does not have a negative effect on the computational 
cost of the simulation. Because of the Lagrangian particle methodology applied, 
the computational load depends both on the number of cells and the particle 
concentration of each domain. Sphtting the injector area in domains with an 
equal number of cells increases the number of domains in this region where the 
particle concentration is relatively high. 
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5.4 Gas Phase 
An evaluation of the ability of the LES formulation to reproduce the velocity 
field characteristics of the continuous gas phase is undertaken first. Clearly an 
accurate representation of the carrier gas flow is necessary if the properties of the 
dispersed phase are to be reproduced successfully. The mean axial, radial and 
tangential velocities of the flow field, as well as the rms profiles are compared 
with the experimental data. Air at a temperature of 463 K and a well defined 
flow rate and density is injected into the plenum and acquires a swirhng motion 
as it passes through the vanes of the swirler. The geometry of the swirler exerts 
a dominant influence on the flow field downstream of it. The z-axis chosen in 
the experiment is oriented in direction opposite to the flow field so that the 
velocities are negative when the flow is towards the outlet. Figures (5.13)-(5.25) 
show the comparison of the mean and rms of the velocity profiles for the test 
Case I. Figure (5.13) shows the contour plot of the mean axial velocity in a 
plane perpendicular to the y direction, and in two planes perpendicular to the 
combustor axis at 8mm and 26mm locations. The axial component appears to be 
well reproduced (figure (5.14)) in the sections at 8, 26 and 56 mm. There appears 
to be a slight overestimation of the maximum in the far field at 86 and 116mm. 
All the simulated axial profiles reproduce to a good accuracy the measured data: 
the location of the maximum and minimum values as well as the global shape 
of the profiles are well reproduced. Finally, figure (5.15) shows an instantaneous 
snapshot of the axial velocity in a plane perpendicular to the y direction for 
y=0 and in two sections perpendicular to the axis of the combustor at 8 and 26 
mm. The contour shows clearly the shear layer of the swirler and the various 
recirculation regions, which are discussed in the following section about the flow 
topology. 
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Figure 5.13; Mean Axial velocity. Top; Lateral view. 8mm Front section (a) 
26mm Front section (b) 
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Figure 5.15: Instantaneous snapshot of the axial velocity. Top; Lateral view. 
Smm Front section (a) - 26mni Front section (b) 
The contour of the mean tangential velocity is displayed in figure (5.16). The 
comparison with experimental results in figure (5.17) show that the tangential 
component is well represented. The simulated profiles at each location follow 
those reported by the experiments with good agreement. The contour of the 
instantaneous tangential velocity component are also reported in figure (5.18). 
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Figure 5.17; Mean Tangential Velocity 
122 
5.4 Gas Phase 
Pseudocolor 
Var; U 
-34.71 -17.35 0.0064817.36 34.72 
Max; 
Min: 
34.72 
-34.71 
Pseudocolor Pseudocolor 
-34.71 -17.35 0.0064817.36 34.72 
Max: 34.72 
Min: -34.71 
-34.71 -17.35 0.0064817.36 34.72 
Max: 34.72 
Mtn: -^W.71 
(a) 8mm (b) 26mm 
Figure 5.18: Instantaneous Tangential Velocity. Top: Lateral view. 8mm Front 
section (a) - Air Mixture Fraction 26mm Front section (b) 
The radial component profiles of figure (5.20) show a slight underestimation 
of the maximum velocity in the 26mm section which also effects the section at 
56mm. A small overextimation of the predicted values is also observed in the 
same section. In both the cases the error is small and within the experimental 
uncertainty. Again, the global trend is well captured showing that LES is capable 
of reproducing the physics of the system. 
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Figure 5.19: Mean Radial velocity. Top: Lateral view. 8mm Front section (a) 
26mm Front section (b) 
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Figure 5.21; histantaneous Radial Velocity. Top: Lateral view. 8mm Front 
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The rms of all three components of velocities are compared in figures (5.22)-
(5.24). The axial rms velocity shows an offset of the computed values in respect 
to the experiments at 8 and 26 mm. The maximum simulated value is in accor-
dance with the observations, but its radial distance from the centerline is 2mm 
larger. The values at 56, 86 and 116 mm are in good agreement, with a shghtly 
underestimation of the value in the center of the section at 56mm distance, and a 
slightly offset of one of the peaks in the same location. The overall agreement is 
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good and the rms of the simulated values is within 2m/s from the experimental 
data . The profiles of rms tangential velocity, figure(5.23) show an overestimation 
of the two maximum values in the 8 and 26 mm, 56 mm sections. However, the 
simulated values differs from the measurements for no more than Im/s. Finally 
the profiles of the rms of the radial component, figure(5.24) yield good agreement 
in all the sections. 
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Figure 5.25: Air mass fraction 
The velocity profiles presented correspond to the profiles of mean and rms 
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Figure 5.26: Mean Axial velocity - WR=0.284 Kgjsec\fKjh^ ar 
of the three velocity components at a flow rate WR = 0.142 Kg/sec^/K/bar. 
Comparisons of the simulated and measured velocity profiles at flow rates of 
WR = 0.284 and WR = 0.426 Kg/sec^/K/bar demonstrate a similar level of 
agreement and are reported in figures (5.26)-(5.37). 
5.5 Simula t ion R e m a r k s 
hi this section the flow topology is discussed. Attention is focused on those 
turbulent structures which are of interest for the characterisation of the two phase 
flow. Shear layers generates areas in which the stresses may increase droplet 
fragmentation. Recirculation zones are responsible for phenomena such as droplet 
segregation and the creation of fluid pockets in which the local fuel concentration 
is high. 
The swirling flow coming from the injector generates a shear layer which expands 
in the combustion chamber. The detached flow on the outer corner of the injector-
combustor connector creates zones of strong shear at the border of the separation 
bubble. These areas with high shear can be visualized through vorticity methods. 
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Figure 5.34: Mean Radial Velocity - WR=0.424 Kg/sec^/K/bar 
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Figure 5.37: Rms of Axial Velocity - WR=0.424 Kg/scca/K/bar 
Recirculation areas are common in aeronautical engines and are often used to 
create relatively cold air regions in order to prevent the hot gas from the flame to 
reach the walls of the combustor. In the MERCATO combustor these regions are 
found in the corners of the chamber, on the sides, forming an annular recirculation 
zone. The air flow detaches from the wall on the injector tip, due to the sharp 
geometric edge, generating a burble which evolves into a central recirculation 
which is clearly visible in all the contour plots of the velocity components. The 
recirculation areas are shown in figure (5.38) in which the test filtered iso-surfaces 
of the axial velocity contour displays the recirculation boundaries. 
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Figure 5.38: Contour plots of recirculation areas 
The swirler creates a complex vortex structure which develops in the com-
bustion chamber enhancing mixing and diffusion. This complex structure can be 
divided in different layers of vortices. A precessing vortex core (PVC) is observed 
at the tip of the injector. The notion of a vortex itself is widely used in fluid dy-
namics, however its definition is not straight forward. The most common ways to 
refer to vortices are not objective as they identify different structures as vortices 
in frames that rotate relative to each other. However a frame-independent vortex 
definition is essential. Haller [31] presents a extensive analysis of vortex structure 
definition which is used in the present work. The PVC is displayed using the 
q-criterion. This criterion defines a vortex as a spatial region where; 
Q — 2^SijSij — QijQij) > 0 (5.1) 
where Sij is the rate of strain tensor as defined in equation (2.4) and Qij is the 
rotation tensor, defined by 
duj. (5.2) 
Another possible method to isolate the vortex structure is the one which uses 
the pressure fluctuation [63]. The latter can be computed as p' = p— < p >. In 
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figure (5.39) the isosurface of test-filtered q-criterion show clearly the PVC which 
forms two distinct substructures which rotate approximatly around the axis of 
injection. These kind of vortices are characteristic of swirling flows in combustion 
chambers [78] but also of vortex breakdown in general [30] [52]. 
(a) t=0 (b) t=0.001 
(c) t=0.002 s (d) t=0.003 s 
Figure 5.39: Isosurface of Q-criterion at different times (a) - (d) 
Experimental evidence of the vortex is given by [49] through the observed 
values of the velocity and pressure at specific locations. Microphones were placed 
8mm downstream from the entrance of the combustion chamber and at 4 loca-
tions along one of the measurement directions and 14 mm from the axis of the 
combustion chamber. The signal from those probes was then processed in or-
der to construct Power Spectral Density (PSD). The frequency of rotation of the 
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Probe Number X [mm] Y [mm] Z[mm] 
Probe 1 14 0 8 
Probe 2 0 14 8 
Probe 3 -14 0 8 
Probe 4 0 -14 8 
Probe 5 21 0 10 
Probe 6 0 21 10 
Probe 7 -21 0 10 
Probe 8 0 -21 10 
Probe 9 42 0 10 
Probe 10 0 42 10 
Probe 11 -42 0 10 
Probe 12 0 -42 10 
Table 5.3: Position of pressure and velocity probes 
PVC is reported in [49] to have values of about 350 Hz for the WR = 0.142 
test case and 930 Hz for the WR = 0.426 Kg/secs/K/bar case. Comparison 
of the simulated PVC frequency is done via a fast Fourier transform (FFT) of 
pressure and the three velocity components at specific locations. A common use 
of Fourier transforms is to find the frequency components of a signal buried in a 
noisy time domain signal. If data in the form of pressure or velocity components 
with a well defined frequency is sampled then the PVC rotation frequency will be 
hidden in the random noise characteristic of turbulent motion. The FFT allows 
the decomposition of the global signal in harmonics which will display how the " 
information" related to the signal is distributed in the frequency space. In this 
way the passing of the PVC through at a probe location is analysed and extracted 
by the FFT. The computational probes are positioned as reported in table (5.3). 
The FFT analysis of the pressure and the three velocity components shows 
a peak at a frequency of 363 Hz for the WR = 0.142 case and 953 Hz for the 
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WR = 0.426 Kg jsec\JK jhar test case. Comparison of the computed values with 
the experimental findings of [49] as reported above show that the simulation is able 
to capture the correct frequency of the PVC. Figures (5.40)-(5.42) show the FFT 
of the axial and the transverse velocity components and the pressure for Probe 1 
for the two test cases along with the value of the frequency of the maximum of 
the FFT. The same analysis is performed for all the probes and typical results are 
reported in figures (5.43) to (5.45). Probes 9 to 12 are intentionally positioned 
far from the PVC area so that the analysis of the spectra does not contain the 
peak which is characteristic of the PVC. In these graphs the energy is distributed 
over low frequency due to the relative slow motion of the recirculation area where 
the probes are located. An example of probe signal is displayed in figure (5.46). 
Ftequancy (Hz) Ftequency (Hz) 
(a) Axial (b) Transverse 
Figure 5.40: FFT of velocity components of test case WR=0.142 for Probe 1 
Axial (a) Transverse (b) 
Frequency M 
i f icf 1D* 
Frequency (Hz) 
(a) Pressure (b) Axial 
Figure 5.41: FFT of pressure of the test case WR=0.142 and velocity component 
of test case WR=0.426 for Probe 1 - Pressure (a) Axial (b) 
lO* 
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Iv 
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Figure 5.42; FFT of velocity components and pressure of test case WR=0.426 
for Probe 1 - Transverse (a) Pressure (b) 
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Figure 5.43: FFT of Transverse velocity components case WR=0.142 - Probe2 
(a) ProbeS (b) 
1000 10000 
Frequency (Hz) 
(a) Axial 
100000 l e + 0 6 
Frequency (Hz) 
(b) Pressure 
100000 1e+08 
140 
5.5 Simulation Remarks 
Figure 5.44: FFT of Axial velocity component and pressure for case WR=0.426 
- Probe5 (a) Probe6(b) 
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Frequency (Hz) 
(a) Axial 
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Figure 5.45: FFT of Transverse velocity components for probe 10 - case 
WR=0.142 (a) case WR=0.426 (b) 
1.6e-02 3^e-02 
Time (s) 
(a) Axial 
4.8e-02 1.6e-02 3^8-02 
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4.8e02 
Figure 5,46: Probe signal of test case WR=0.142 - Axial velocity component (a) 
Transverse velocity component (b) 
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5 . 6 T w o P h a s e F l o w 
In the two-phase flow simulation liquid Kerosene is injected into the combustion 
chamber starting from a well estabhshed solution of the gas phase flow. Several 
injection regimes were studied experimentally. However, in the present case only 
the low flow rate configuration is considered, as measurements at high kerosene 
flow rates were restricted exclusively in the 6mm plane, due to the observation 
window being 'flooded' by liquid kerosene as a result of impinging droplets. In 
all the simulations breakup, evaporation and dispersion of the droplets are con-
sidered, along with two way coupling of mass and momentum between the gas 
and hquid phase. 
5.6.1 Injector characterisation 
The injector characterisation represents the greatest uncertainty as the droplets 
diameter and velocity distribution at the injection point are unknown. Exper-
imental PDA measurements are taken at a distance of 6 mm from the inlet of 
the combustion chamber or 10 mm from the injector. Additional uncertainty is 
added because of the lack of precise data about the injector operating regimes, in 
the form of pressure, velocity and internal perturbation of the initial hquid jet. 
The injector is a Delevan model 46917-13, which has a hexagonal base and a tip 
of 2.79mm. The injection system itself has a rather simple geometry. The air 
circuit is composed of a pure radial swirler and an axial convergent nozzle with 
a cylindrical exit. Inside the convergent nozzle, shaping its inner wall, an ovoid 
nose holds a pressure swirl fuel injector. This ensembly is held by four columns 
on a plate, which forms the injection face and, thus, the head end wall of the test 
chamber. A schematic and a picture of the injector are shown in figures (5.47) 
and (5.48). 
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Figure 5.47: Injector schematic and perspective view 
Liquid Kerosene is injected from the tip of the injector with an hollow cone 
pattern into the combustion chamber, as is illustrated in figure (5.49). The angle 
of injection is estimated using the experimental data at 6mm downstream of the 
injection point where droplets are found to encompass a circular area of about 
30 mm radius. The angle of injection can be estimated after taking into account 
the liquid deflection due to the gas flow, as shown in figure (5.50). 
Figure 5.48: hijector, frontal view 
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Figure 5.49: Hollow cone pattern 
The spray angle a is defined as the apex angle of the spray and is often mea-
sured by drawing two straight lines from the discharge orifice to some specified 
distance downstream of the nozzle where the jet narrows under the influence of 
the surrounding gas. In the MERCATO experiment droplets were found in a 
circular section of diameter A'B' = 60mm, at a distance of 10mm from the point 
of injection forming a modified injection angle a . Bayvel and Orzechowski [6] 
give a difi^erent expression for a depending on the gas velocity, the injector dis-
charge pressure and flow rate, the liquid fuel composition and density, the droplet 
diameter distribution and the angle d . hi the present work, because of the lack 
of data on the injector, a. was found empirically by trial and error for each test 
case until the correct a was reproduced at the 6mm downstream location. 
In the simulation, droplets of diameter corresponding to the nozzle size are in-
jected following the same injection methodology used in section 4.6.1. The liquid 
injection velocity is obtained from the nozzle diameter and the kerosene mass 
flow rate and applies to all the droplets. The injection volume flux distribution 
consistant with the measured distribution is achieved by using the acceptance 
inverse transformate sampling over the measurement of the volume flux at the 
6mm downstream location. The breakup constants /? and Ch are adjusted in order 
to reproduce the injector characteristics. 
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Figure 5.50: Schematic of injection configuration and angles 
Pseudocolor 
i ^ 
Max: 150.0 
Min: 0.000 
Figure 5.51: Kerosene Droplets by diameter 
5.6.2 Validation 
Results for the liquid phase for WR = 0.142 Kg/sec^jK/bar and low kerosene 
flow rate are presented in figures (5.52)-(5.60) in the form of a comparison of the 
measured (filled dots) and computed (open circles) radial profiles of the Sauter 
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Mean Diameter, mean radial and transverse velocities and mass flow rate of 
Kerosene droplets at several axial distances from the entrance of the combustion 
chamber. A polynomial fit of the computed values is presented in the figures 
along with the experimental and computational data. Because of the Lagrangian 
particle tracking methodology adopted, computational results show the presence 
of droplets close to the center line. However, it is clear from the analysis of the 
contour plot that droplets are found in this region only occasionally. This "empty" 
zone shows scattered points which arise from the random passing of a single 
particle. The hquid phase statistics are effected by this one-time occurrence. 
As the statistics are slow to converge in these areas, the polynomial fit of the 
computed values is shown in order to indicate the global trend. 
6 mm 26 mm 
Pseudocolor 
Var: D32 
0.000 50.00 100.0 150.0 200.0 
Figure 5.52: Sauter Mean Diameter contour with measurement locations 
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z=26mm z=Omm z=6mm 
60 80 120 60 90 120 
D32 urn] 
Figure 5.53: Sauter Mean Diameter. Filled dots represents experimental data, 
dots represents the results of the simulations, lines are polynomial fit of the 
computed values 
The SMD profiles, figure (5.53) show good agreement between the simulated 
values and the experimental data. The profile at z=0 is plotted in order to show 
the evolution of the droplets diameters starting from the chamber entrance: at 
z=0 droplets are clustered in a circular section of 10 mm radius. The SMD is 
almost constant on the center line with a value of 90/x?n. The droplets break 
rapidly from the injection diameter of 200^m in the first 4mm with small and big 
fragments moving together. Tiny pockets of droplets are formed on the sides and 
are visible in the profile and the contours. At z=6mm there is a slight overestima-
tion of the size in the centre and at a radius of 20 mm from the combustor axis. 
The droplets spread covering a wider area with the large fragments in the middle, 
with the small droplets being transported outside by the swirling motion of the 
gas phase. From the instantaneous snapshot, figure (5.51), it is evident that the 
large recirculation zone in the central area traps the large fragments. The profile 
at z=26mm section yields good agreement with the experimental data. The large 
droplets evident at z=6mm are captured by the recirculation and do not reach 
the downstream location z=26 mm. The trend is reversed with small fragments 
in the centre and some larger droplets transported outside by the swirling motion. 
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In the simulated profiles the presence of a few scattered droplets passing in the 
centre is clearly visible. However, the contour plot in figure (5.54) shows clearly 
the hollow cone structure of the spray. 
6 mm 26 mm 
Pseudocolor 
Var: W mean 
-34.87 -19.45 -4.033 11.39 26.81 
Figure 5.54: Liquid Mean Axial Velocity contour with measurement locations 
z«6mm z=26mm z=Omm 
velocity [m/sj 
Figure 5.55: Liquid Mean Axial Velocity. Symbols are the same as figure (5.53) 
The mean axial velocity in figure (5.55) appears to be well reproduced. A 
small over prediction of the velocity of the droplets is evident far from the center 
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hne in both the measurement locations. The global behavior is well represented: 
the droplets are injected with a fixed velocity and by interacting with the gas 
phase the particles decelerate in the central recirculation area, and accelerate in 
the shear layer. The resulting profile is in good agreement with the experimental 
data. From the contour plot the presence of two small recirculations is evident 
on the sides of the tip of the injector which capture the droplets and generate 
segregation. 
6 mm 26 mm 
Pseudocolor 
Var: V mean 
-36.96 -18.77 -0.5777 17.61 35.80 
Figure 5.56: Liquid Mean Transverse Velocity contour with measurement loca-
tions 
The liquid azimuthal velocity (figure 5.57) shows a small overestimation of 
the value at z=6mm, where the droplets appear to be 'rotating' slower than 
in the experiment. However, this behavior is likely to be due to the fact that 
droplets are injected without any swirling velocity in the simulation. The lack 
of information about the injector did not allow accurate boundary conditions 
to be applied for the liquid phase. In many atomizers the flow exits the nozzle 
with an initial swirling velocity which serves to enhance fragmentation. However, 
the under estimation of the azimuthal velocity is small and the behavior of the 
droplets seems to be well reproduced at z=26 mm. 
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Figure 5.57: Liquid Mean Transverse Velocity. Symbols are the same as Figure 
5.53 
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Figure 5.58: Rms of Liquid Axial Velocity. Symbols are the same as Figure 5.53 
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Figure 5.59; Rms of Liquid Transverse Velocity. Symbols are the same as Figure 
5.53 
The simulated rms of the axial and traverse velocity are in good agreement 
with measurements in both the locations. 
The computed volume flux in figure (5.60) shows a peak along the center line 
which is not evident in the experimental data. The overall agreement between 
the measured and simulated profiles is, however, good. 
5.7 Discussion 
The analysis of the interactions between continuous and dispersed phase is im-
portant for understanding of the liquid phase results such as droplet distribution 
and velocities, hi section 5.5 some of the main features of the turbulent flow are 
reported, including the observation of a PVC. This turbulent structure influences 
strongly the spray properties, defining droplet segregation, enhancing evapora-
tion and generating droplet breakup. 
Figure (5.61) is the instantaneous isosurface of gas temperature showing the re-
gion of the flowfield where the temperature is colder than the injected value of 
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Figure 5.60: Liquid Volume Flux. Symbols are the same as Figure 5.53 
463K. When the hquid droplets are injected, some of them are captured by the 
PVC core. In this region the particles encounter suitable conditions for break 
up: in chapter(4) the relation between breakup frequency and e is introduced, 
explaining how the droplet fragmentation is effected by the turbulence. The 
droplets atomise inside the PVC and evaporate faster; some droplets are also 
trapped inside the vortex structure. The results is that the internal tempera-
ture of the PVC is colder than that of the outside gas. Figure (5.62) represents 
an instantaneous snapshot of the droplets at a time t=0.005 sec after injection 
when droplets are observed to fill the combustion chamber. From the figure it is 
clear that particles are concentrated in the shear layer, in the PVC and the cen-
tral recirculation. Several droplets are captured by the lateral recirculation and 
transported to the corner area, so that the observation of the droplet distribution 
inside of the domain clearly reflects the gas phase flow structure. Recirculation 
areas are responsible for creating pockets of droplets which in time generate re-
gions of the flow particularly rich in Kerosene vapour. The Kerosene mass fraction 
contour plots are discussed in chapter (6). 
The effect of the PVC on the droplet size distribution is analysed in figures 
(5.63) and (5.64). The figures show the SMD at z=6mm and z—26 mm for the 
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Figure 5.61: Isosurface of Temperature showing evaporation in the PVC 
y; iv 
Figure 5.62: Liquid Injection 
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test case I, with the low resolution grid. In this case the PVC is not properly 
reproduced, probably because of the low resolution of the grid in the swirler and 
on the walls of injector channel. In spite of this at z=6mm the predicted droplets 
size are in good agreement with the experimental findings. It is clear, however, 
that at z=26 mm the slope of the diameter distribution is wrongly captured. 
From the analysis of the breakup characteristic properties of the single fragments 
it is clear that the PVC exerts a dramatic effect on breakup. Without the PVC 
droplets are less hkely to break and there appear to be Httle droplet segregation, 
in contrast with the experiment. 
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Figure 5.64: Sauter Mean Diameter z=26mm 
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The relative importance of breakup in reproducing the correct droplet size dis-
tribution is demonstrated also by the analysis of the profiles of mean and Sauter 
mean diameters in figures (5.65) and (5.66) taken from [80, 81]. The figures 
represent the size distribution profiles for a simulation on the very same MER-
CATO test bench, but with different inflow conditions and without a breakup 
model. Droplets were injected into the combustor with a initial estimated dis-
tribution and only evaporation and dispersion were considered. The simulated 
values fail to reproduce the experimental findings, suggesting that the inclusion 
of the breakup process is probably essential if the correct physics of the process 
are to be captured. 
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Figure 5.65: Mean droplet diameter 
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z = 6 z = 66 mm 
Figure 5.66: SMD 
5 . 8 C o n c l u s i o n s 
The present chapter has presented a comparison of simulations obtained using 
the LES-Lagrangian particle methodology with measurements in an experimental 
burner. The predicted profiles of the mean and rms velocities of the gas phase 
are in good agreement with measurements, demonstrating the efficacy of the LES 
implementation. Droplets are injected into the combustion chamber with a fixed 
diameter and at room temperature. The liquid droplets on interaction with the 
turbulent structures of the shear layer of the swirled air jet, undergo fragmenta-
tion and vaporization. The good agreement of the predicted profiles of droplets 
size and velocities with the experimental data demonstrate the effectiveness of 
the models implemented. 
Globally the physics of the two phase flow appears to be well represented by the 
simulations. A central gas recirculation at the injector tip captures the droplets 
which by the 6mm plane form a solid cone spray of approximately 60 mm diam-
eter. At increasing distance downstream of the injector, the spray evolves into 
a hollow cone with droplets that form dense pockets in the shear layer of the 
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swirler flow. A relative low droplet density is observed close to the centre line at 
a 26 mm section from the entrance of the combustion chamber. With regard to 
the liquid phase, improvement to the simulations could probably be achieved if 
the geometric details of the injector were known to a greater accuracy. In this 
regard the choice of a test case with more detailed information on the injector 
would represent a good case for further investigation. 
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Chapter 6 
Large Eddy Simulation of 
turbulent reacting flow in an 
experimental burner - Ignition 
6 . 1 I n t r o d u c t i o n 
The present chapter considers an investigation of the ignition of the MERCATO 
combustor. The geometry of the case considered is closely similar geometry to 
that considered in the two phase-flow simulations of the previous chapter. The 
simulations are performed starting from a well established solution of the two-
phase flow and then igniting it with a spark. The inlet conditions of the gaseous 
and liquid phases are adjusted in order to achieve conditions suitable for combus-
tion. A number of test cases are considered in which ignition was not successful. 
Combustion is observed after ad-hoc modifications of the inlet conditions and 
is studied through the analysis of scatter plots of the fuel mixture fraction and 
temperature and mean profiles of the gaseous phase. 
The first part of the chapter briefly introduces the test case considered, providing 
key information about the experimental procedure. In the second part a case of 
failed ignition is presented. The main reasons for the failure in generating a stable 
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combustion are analysed, leading to modification of the test conditions. Finally 
a case in which ignition produced a nearly extinguishing flame is reported, with 
detailed information about the flame characteristics. Finally the results of the 
simulations are analysed and possible solutions to the problem are proposed. 
6 . 2 O v e r a l l f e a t u r e s o f t h e i g n i t i o n e x p e r i m e n t 
The ignition tests are performed on the same experimental set up as the one used 
for the two-phase flow characterization, which is extensively described in chapter 
(5). The objective of the experimental campaign is to determine, at ambient con-
ditions, the ignition boundary as a function of flow rate, kerosene flow rate and 
spark-plug position. The experiments were conducted at room temperature and 
involved a train of sparks which was applied continuously for a duration of 5.5 s. 
The deposition of the sparks starts after t=0.1 s from a well developed two-phase 
flow condition in the combustion chamber. The spark system is located on one of 
the walls by substituting one of the observation windows used in the isothermal 
study. The ignition of the mixture was clearly visible from the recorded pressure 
curves, because of the increase in the chamber pressure at ignition, which causes 
a pressure drop in the ignition system. Figure (6.1) shows the spark sequence 
and the pressure drop for a typical ignition test case. Figure (6.2) represents a 
close-up of the spark sequence versus pressure drop at the instant when the flame 
ignites. The interval between two successive sparks was approximately 0.16 s, 
and a single spark lasts about 10 ms. Ignition is usually achieve after at least 
10-20 unsuccessful sparks with the train of sparks held active after the ignition 
and during flame propagation. The ignition process lasts roughly 50-100 ms: re-
sults come in the form of images of the flame obtained from the front and side 
windows from which the flame centre, area and perimeter are estimated. Images 
of the flame were obtained taken for 0.25 up to 1 sec. Seventy two different con-
figurations were investigated by changing the air flow rate, the kerosene injection 
rate and the position of the spark. The spark plug locations were positioned on 
the wall at 26, 56, 86 and 116 mm from the inlet of the combustion chamber. 
The spark was also moved slightly inside the chamber, corresponding to a 2mm 
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Figure 6.1: Spark occurrence (Volt) versus pressure drop 
protuberant. For each of these configurations, several tests were performed, lead-
ing to a total of 596 tests. 
6 . 3 S i m u l a t i o n s 
The simulations are performed with the in-house LES code Boffin. The energy 
deposition of the spark is modelled by the addition of a source term in the enthalpy 
equation. The model adopted is the Energy Deposition (ED) model, described by 
[46]. The volumetric source term added to the enthalpy equation has a Gaussian 
distribution in space and time and is defined by: 
Qspix) — Q 
47r^ (7 ^ CTt 
ea;p -0 .5 
T.s 
't - to" (6.1) 
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Spark occurences & pressure drop evolution 
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Figure 6.2: Spark occurrence (Volt) versus pressure drop - Ignition close-up 
where <^s = ^ determine the size and length of the spark. can be 
estimated from A. 
-To ) where T„ 3500 K as suggested by 
Lacaze et al. [46]. Qsp is of the order 10 mJ. With this given approximation, Ag 
is about 4 mm and the spark duration is about 10ms. This model has been shown 
to ensure that the correct energy is deposited, whilst not creating unphysical high 
temperatures for a long time period. Figure (6.3) shows the theoretical evolution 
in time of the maximum temperature. 
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Figure 6.3: Gaussian distribution of spark Temperature 
The combustion of kerosene is approxinaed by a four step mechanism [98] and 
sub-grid scale fluctuations are handed with the sgs-pdf [97]. Ignition tests are 
simulated starting from a well established solution of the two-phase experiment. 
At t = 0.05 sec after the beginning of the kerosene injection the flow and the 
droplet distribution appears to be fully developed and the spark deposition is 
started. Simulations are conducted over selected test cases selected from the 
ignition experiments presented in [48]. Figure (6.4) shows the experimentally 
observed ignition boundaries versus the spark plug abscissa. The plot also shows 
the different values of the fuel-air ratio (FAR) for each mass flow rate. 
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Ignition boundaries vs. spark plug abscissa 
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Figure 6.4: Spark plug abscissa versus FAR 
At first, attention is focused on the experiments with a mass rate and kerosene 
flow rate similar to those considered in the two-phase cases of chapter (5). This 
is because of the demonstrated ability of the method in reproducing the correct 
physics of the gas and liquid phase for these specific conditions. A preliminary 
analysis reported in section (6.3.1) showed that most of the two-phase charac-
terisation cases were performed with low values of the FAR, making the air-fuel 
mixture relatively lean and thus difficult to ignite. In this regard, the test cases 
in the range of WR=0.2 represent a good compromise. The flow rate is similar to 
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the validated two-phase experiments while the kerosene flow rate is twice as big 
as those considered in the high flow test cases of chapter (5). The experimental 
visual observation of the combustion for these test cases displayed flames mainly 
yellow and white, a sign of rich combustion. 
The typical computational time required by an LES for the solution of flow is 
relatively high: the global time required by a single run depends on the compu-
tational resources available and the accuracy requirements dictated by the time 
resolution, hi most of the cases the overall time period which can be investi-
gated by mean of LES is small compared to the duration of the spark sequence. 
A simulation of the complete ignition procedure covering a period of 5.5 sec is 
practically unfeasible from a computational point of view. Given the spark train 
duration and the necessity of having an adequate gap between sparks, in a typical 
LES simulation no more than one or two sparks can be investigated. This makes 
the selection of a good test case an important issue. In this respect, the test 
cases with WR=0.2 represent a good choice as it has been demonstrated to have 
a good ignition probability, with successful ignition occurring after 7-15 sparks 
compared to the 20-30 of the other cases. In what follows both unsuccessful and 
successful ignition test cases are reported. 
6.3.1 Failed Ignition 
A number of unsuccessful ignition tests are investigated using a air mass rate 
WR of 0.142. The spark location is chosen from considerations based on the 
vapour kerosene concentration and the results of the experiments [77]. In the 
experiments the spark is located close to the wall. Prom the analysis of the 
kerosene mixture fraction and droplet distribution this location does not seem 
to be favorable for a successful ignition; figure (6.5) shows the kerosene mixture 
fraction in the combustion chamber. 
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Figure 6.5: Kerosene mass fraction isosurface and contour 
The fuel vapour is distributed over the chamber with a maximum of 0.09 close 
to the injector. Apart from this very rich area close to the injection point, a zone 
with a lean, but still significant, FAR is evident in the recirculation zone at a 
distance between 26 and 56mm from the entrance. This area extends from about 
10mm from the chamber center up to 45mm. A first set of trials is conducted 
varying the spark axial position between 26 and 56 mm and at a radial distance 
from the center of the chamber of 35 mm. Because no stable combustion resulted, 
the injected air temperature is adjusted to the value of 463K, similar to the two-
phase characterisation experiments in order to enhance fuel evaporation, hi the 
two phase characterisation tests of chapter (5) the hquid kerosene is injected at 
a temperature of 290K for two configuration, high and low-flow rates, with flow 
rates of respectively 0.45 and 0.9 g/s. However, the value of the FAR correspond-
ing to the high flow case is 0.068, which is far from the stoichiometric value. In 
order to achieve conditions suitable for combustion the fuel rate is increased to 
1.7 g/s. 
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Figure 6.6; Kerosene mass fraction isosurface and Temperature contour 
The application of the spark (6.6) produces a local generation of kerosene 
vapour due to the rapid evaporation of the liquid droplets. The fuel concentra-
tion increases significant close to the spark position and rises to the stoichiometric 
value, generating combustion. Because of the rapid expansion of gas in the spark 
core, incoming droplets are deflected and are unable to enter the spark core. 
Burning is observed downstream of the spark location where the hot gaseous 
products vaporize the kerosene droplets creating suitable conditions for combus-
tion. 
Because of this further tests are performed positioning the spark at 10mm, where 
the flow appears to be particularly rich in hquid fuel. In this way the spark is used 
to increase the vapour kerosene concentration and generate high temperatures to 
start the combustion process. 
In the simulation of the richest test case, the presence of a flame is briefly ob-
served. The analysis of the instantaneous quantities and the scatter plot (figure 
6.7) suggests that the combustion is too lean to be stable, and the flame extin-
guish shortly after the end of the spark. 
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Figure 6.7: Scatter plot of kerosene mixture fraction versus temperature 
The maximum temperature briefly overshoots to about 3000 K and immedi-
ately falls to a lower more physical value. However, when the spark ends the tem-
perature decreases further showing that no stable combustion is reached. Further 
investigations are conducted by moving the position of the spark downstream, 
figure (6.9a), and close to the wall, figure (6.9b), which also resulted in failed 
ignition. 
Figure 6.8: Kerosene mass fraction isosurface and Temperature contour 
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Figure 6.9; Extinguishing flame after spark removal - 26 mm (a) wall (b) 
6.3.2 Successful Ignition 
At this point the conditions were changed in an attempt to achieve ignition and 
a stable flame. The mass rate was set to WR=0.201 with a kerosene flow rate of 
1.8 g/s. The air temperature was 293K, consistent with experimental conditions, 
where a stable flame was observed with high ignition probability. According to 
the discussion above the spark plug position was chosen to be in a region rich in 
liquid kerosene. The temperature of the gas phase is lower than the previous case 
and the relative concentration of kerosene vapour before the spark deposition is 
minimal compared to that arising from the rapid evaporation of droplets in the 
spark core. The analysis of the liquid kerosene mass flux profiles for similar cases 
presented in (5.6) of chapter (5) suggests that the sections around 8mm axial 
distance are particularly rich in liquid fuel, as supported by observation of the 
simulated instantaneous liquid field and the experimental findings. The selected 
section is located at 10mm downstream of the chamber inlet and at a radius of 10 
mm from the centre. Prom the images of the experimental rig a fitting hole for a 
spark igniter is visible at that location, suggesting that this position constitutes 
a reahstic choice. Figure (6.10) illustrates the effects of the spark on the hquid 
phase. 
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Figure 6.10: Instantaneous droplets snapshot after t=10 ms from spark deposi-
tion. The circle shows the spark location 
The snapshot is taken in the plane of the spark. Droplets vaporize in the 
region of the spark, while the rapid expansion of gas in the spark core inhibits 
other droplets from entering this region, forming a sort of droplet-free space. 
Figure (6.11) shows the temperature contours at t = 10ms, when the spark 
intensity is at its maximum. The maximum temperature observed is close to 
3000 K, hot gases are convected by the swirling motion of the flow forming a 
hehcal shape which stretches in the combustion chamber. 
169 
6.3 Simulations 
Pseudocolor 
Var: TEMPERATURE 
2 9 2 . 5 9 4 6 . 4 1 6 0 0 . 2 2 5 4 . 2 9 0 8 . 
24&X: 2 9 0 8 . 
Min: 2 9 2 . 5 
Figure 6.11: Temperature contour at t=10 ms after the spark application 
After t=20 ms the spark is terminated and a small flame is observed prop-
agating in the observation volume. The hot gaseous combustion products move 
downstream, enhancing the local liquid evaporation until the kerosene vapour con-
centrations reaches values close to stoichiometric. The flame propagates rapidly, 
reaching over half of the combustion chamber in 80 ms; the flame temperature 
appears to be relatively low compared to typical combustion cases. At t=20 ms 
the maximum temperature does not exceed 1500 K. This can be due to the rapid 
mixing effect of the swirler combined with the fact that the flame is initially lo-
cated in a particularly rich region where both kerosene and air are injected at 
a temperature of 293K. The heat is used to evaporate the hquid fuel until the 
combustion is fully developed and the maximum temperature reached is around 
1800 K. The high temperature region is however confined to a small region and 
the average temperature is around 1600 K showing that the flame temperature 
is on average low and the flame is close to the extinction limit. Hot pockets 
are visible in the center and on the sides in correspondence to the recirculation 
zones. There, hot gases accumulates along with droplets which evaporate forming 
regions where the kerosene vapour concentration is higher. 
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Figure 6.12: Temperature contour at t=20 ms after the spark application 
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Figure 6.13: Temperature contour at t=60 ms after the spark application 
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Figure 6.14: Temperature contour at t=80 ms after the spark application 
The scatter plots of kerosene mixture fraction versus temperature are pre-
sented in figures (6.15)-(6.18). Again, the flame exhibits a relatively low temper-
ature, compared to the typical value commonly found in combustion applications; 
the maximum mean temperature is below 1600 K. An examination of the scat-
ter plots shows that the combustion is lean, the flame does not appear to be 
completely stable and is near to the extinction limit. The mean value of the tem-
perature, mass fraction of H2, CO2 and H2O along the axis of the combustor are 
shown in figures (6.19) to (6.20). The profiles of mean quantities are plotted in 
figures (6.21)-(6.25) at the same locations as was the case for the two-phase flow of 
the previous chapter. The mean values of the temperature, kerosene and various 
product mass fractions are also reported, however no comparisons are possible as 
no measurement of those quantities were made during the experiments. 
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Figure 6.15: Global scatter plot of kerosene vapour mixture fraction versus tem-
perature 
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Figure 6.16: Scatter plot of kerosene vapour mixture fraction versus temperature-
8mm section (a) 26mm section (b) 
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Figure 6.17: Scatter plot of kerosene mixture fraction versus temperature- 56 mm 
(a) 86mm section (b) 
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Figure 6.18: Scatter plot of kerosene mixture fraction versus temperature- 116 
mm (a) 130mm section (b) 
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Figure 6.19: Mean temperature (a) and H2 mass fraction (b) along the axis of 
the combustor 
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Figure 6.20: Mean C02 mass fraction (a) and H20 mass fraction (b) along the 
axis of the combustor 
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Figure 6.21: Mean axial velocity profiles 
z#8mm z=26mm z=56mm z=86mm z=116mm 
0 10 0 10 0 5 
Velocity [m/s] 
Figure 6.22: Axial velocity rms profiles 
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Figure 6.23: Mean temperature profiles 
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Figure 6.24: Mean C02 mass fraction profiles 
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Figure 6.25: Mean kerosene mass fraction profiles 
6 . 4 C o n c l u s i o n s 
An investigation of the ignition of the MERCATO test bench is presented. The 
simulations fail to reproduce a stable flame similar to those observed during the 
experimental campaign. The analysis of the results of the computed tempera-
ture and the scatter plots for the unsuccessful and the successful test case clearly 
show that the captured combustion is lean with a flame close to extinction and 
whose temperature is below the values expected in typical combustion applica-
tions. This can be due to two main factors, which are explained below. 
The kerosene vapour concentration in the combustion chamber plays an impor-
tant role. In most of the simulations the local values of the kerosene vapour 
concentration are lower than the values to be found in typical combustion appli-
cations. In this regard it must be noticed that all the experiments are performed 
for a relatively long 'ignition time' with successful ignition occurring after 2-3 
seconds in the best case scenario. During that time kerosene is continuously in-
jected into the combustion chamber and, due to the wide injection angle, part of 
the fuel impinges on the side walls, creating a thin layer which covers the combus-
tor. Indeed, in the two-phase flow studies experimentalists reported difficulties in 
taking measurement at high kerosene flow rates because of the window pollution. 
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An even higher amount of kerosene is injected in the ignition test case, where 
almost certainly a larger portion accumulates on the walls thus enhancing the 
local fuel concentration. In the experiments the igniter is sparked contineously. 
Though each successive spark is separated by a relatively long time interval, it is 
likely that this procedure has a non negligible effect on the fuel concentration in 
the area close to the wall. Probably the most important parameter is the spark 
position: in the experiments the spark is located on the wall or very close to it 
(protubing by around 2mm). In these circumstances the quahty of the solution 
will strongly depend on the wall boundary conditions adopted for the gas and 
liquid phases. 
Spray impingement becomes a predominant problem. The models used in the 
simulations involved droplets either sticking or bouncing on the wall. This is 
clearly a simplification, as spray impingement constitutes a complex phenomena 
which depends on many factors, such as incidence angle, droplet Weber number, 
droplet dimensions, incident velocity, temperature, fluid properties (i.e. viscosity 
and surface tension), wall temperature, surface roughness, wall film thickness and 
gas boundary layer characteristics in the near wall region. Depending on these 
factors a wide spectrum of possible droplet outcomes can arise: droplets could 
rebound, spread, stick, break, rebound and break, break, shatter, break because 
of boiling, splash or any combination of those. A study of this phenomena is 
beyond the scope of the present work and represents a possible idea for future 
investigations. 
The combustor walls are presumed to be adiabatic in the simulations but this is 
also a source of error as the spark is Ukely to have an effect on the temperature 
of the combustor walls during the long sparking procedure. 
Finally, the four step mechanism used in the simulation is probably not accurate 
enough to capturing all aspects of the ignition process. This problem is, however, 
likely to be less significant than the lack of a proper impingement model. 
Because of the reasons described above, the spark was positioned inside the com-
bustor in the simulations and this clearly influenced the final results. Possible 
solutions could be the implementation of spray impingement models, the devel-
opment of more accurate wall functions for the gas phase as well the utihsation 
of a model for the thermal exchange on the wall. Considering a different test case 
180 
6.4 Conclusions 
could be another solution. Further experiments with a smaller spray angle could 
reduce the effects of spray impingement and the importance of the near-wall dy-
namics. Several test cases are available in the literature [12, 17, 20] where the 
position of the spark is far from the solid boundaries and these could provide a 
fruitfull subject for future investigations. 
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Chapter 7 
Conclusions and Further Works 
The present work presented an investigation of the performances of the LES 
Eulerian-Lagrangian particle methodology for the simulation of practical aero-
nautical applications. 
A probabilistic approach for secondary breakup of droplets is formulated and val-
idated. The simulated droplet size distributions are compared with experiments 
in two typical spray configurations. At first, a single cycle of a diesel fuel injection 
into stagnant pressurised nitrogen is considered. This first case represents a good 
test of the calibration of the breakup frequencies and pdf because of its relative 
simplicity. The comparison of the simulated size of the droplets and spray pen-
etration with experimental data show a reasonably good agreement. The second 
test case consists of mono-dispersed droplets injected into a cross flow. A range 
of breakup regimes, characterised by different Weber numbers, are investigated: 
it is found that the model is able to adapt to the different breakup mechanism, 
generating droplet fragments with different sizes as well as reproducing the global 
features of the experiment. The simulations indicate that large droplets with high 
momentum cross the jet whilst small droplets do not, reproducing the experimen-
tal observations. The predicted SMDs are in good local and overall agreement 
with measurements. The ability of the model of dynamically relating the breakup 
frequency, the pdf of daughter droplets, the critical diameter and the expected 
life of the particles to the local Weber number demonstrated that the formulation 
is suitable to the simulation of more complex geometries and cases, such as the 
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swirling stabilised burners of typical aeronautical turbine configuration. 
The LES-Lagrangian particle methodology is proposed for the study of the two-
phase flow in an experimental burner. The predicted profiles of the mean and rms 
velocities of the gas phase are compared with experimental data, demonstrating 
the efficacy of the LES. Droplets are injected into the combustor with a fixed di-
ameter and at room temperature. The breakup constants (3 and Q, are adjusted 
in order to reproduce the injector characteristics. The liquid droplets on interac-
tion with the turbulent structures of the shear layer of the swirled air jet, undergo 
fragmentation and vaporization. The good agreement of the predicted profiles of 
droplets size and velocities with the measured data demonstrates the effectiveness 
of the models implemented. Globally the physics of the two phase flow appear 
to be well represented: a central gas recirculation starting from the injector tip 
captures the droplets, which are distributed in a hollow cone pattern in the com-
bustion chamber. The presence of a PVC is observed and the analysis of the 
FFT of the velocity and pressure at several probing locations demonstrate that 
the vortex rotation is reproduced to a good accuracy. This turbulent structure 
greatly influences the liquid phase by generating droplet segregation, enhancing 
evaporation and promoting breakup. Evidence of the latter assertion is provided 
by an analysis of simulations in which the PVC is not reproduced. Moreover, the 
relative importance of the breakup in the prediction of droplets size distribution 
is demonstrated by consideration of a case in which fragmentation is not simu-
lated. 
Finally, an investigation of the ignition of the MERCATO test bench is pre-
sented. The simulations do not succeed into reproducing a stable flame similar 
to those observed in the experiments. The analysis of the results of the predicted 
temperature and scatter plots for the unsuccessful and the successful test case 
clearly show that the captured combustion is lean with a flame close to extinc-
tion, where the temperature is below the values expected in typical combustion 
applications. The probable main reason for this is the relatively low simulated 
values of kerosene concentration in the combustion chamber. In this regard, the 
lack of a proper model for the impingement of kerosene on the combustor walls 
represents a major limitation. In the experiments the igniter was sparked for a 
relatively long time with a successful ignition occurring after 2-3 seconds in the 
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best case scenario. During that time kerosene was continuously injected into the 
combustion chamber and, because of the wide injection angle, part of the fuel 
impinged and was accumulated on the lateral walls. The global spark procedure 
lasted over 5 seconds with the spark located on the wall and fired over 20-30 
times. The temperature of the combustor walls as well as the gas near the wall is 
thus not accurately represented in the simulation. A study of this wall impinge-
ment phenomena is beyond the scope of the present work, so that the spark was 
moved inside the combustor to achieve suitable conditions. The simulation show 
the potential of the code for the simulation of turbulent two-phase reacting flows. 
Future investigations should focus on the formulation of a reliable model of hquid 
impingement. Spray impingement constitutes a complex phenomena which de-
pends on many factors, such as incidence angle, droplet Weber number, droplet 
dimensions, incident velocity, temperature, fluid properties (i.e. viscosity and 
surface tension), wall temperature, surface roughness, wall film thickness and 
gas boundary layer characteristics in the near wall region. Depending on these 
factors a wide spectrum of possible droplet outcomes can happen, which must 
be modelled. The relative importance of this phenomena in the prediction of 
combustion for modern aeronautical engines is evident [67]. Apart from that, 
the development of more accurate wall functions for the gas phase as well the 
utilisation of a model for the thermal exchange on the wall could be an inter-
esting task. The analysis of a different test case in which impingement is not 
relevant could represent another solution. For what concerns droplets breakup, 
future work could investigate the possibility of connecting the breakup constants 
used for the breakup frequency and pdf of the generated particles size to flowfield 
parameters, such as the turbulent kinetic energy, the rate of dissipation of kinetic 
energy and the Weber number. In this way the problem of defining values of 
the model constants would be avoided. Regarding the gas phase results, even 
though the simulated gas profiles shown good agreement with the experimental 
data, slightly more accurate predictions might arise if a dynamic Smagorinsky 
model were to be used. Improvement to the simulations of the liquid phase could 
be achieved if the injector specifications were known. In this regard the choice of 
a test case with more detailed information on the injector could represent a good 
propose for further investigations. 
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Appendix A 
Stochastic Review 
Appendix A presents a brief review of the stochastic theory necessary to under-
stand the model adopted. A more complete and formal explanation can be found 
in references [25]. 
A stochastic differential equation can be defined as a differential equation in which 
some randomness is present in its coefficients. Let N be for instance the number 
of particles of a certain diameter. The following simple population growth model 
can be considered: 
= c{t)N{t) N{0) = No{constant) (A.l) 
at 
where N(t) is the size of the population at time t, and c(t) is the relative rate 
of growth. It might happen that c(t) is not completely deterministic but subject 
to some sort of uncertain noise: c{t) = r{t)^^noise". The exact behaviour of the 
noise term can be unknown, and just the probability distribution defined. The 
solution of this type of equation can be obtained by rewriting it into the form: 
^ . "Mozae" (A.2) 
with a and b given functions. Considering for example a 1-dimensional case, it 
is reasonable to look for some stochastic process Wt which represents the noise 
term, and rewrite the equation as 
== 4- 6((,;%,). M4 C/L3) 
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where Wt satisfies the following properties: if h ^ t2 Wt^  and Wt^  are in-
dependent, {Wt} is stationary (the joint distribution {Wt-^^+t, •••,Wtk+t} does not 
depend on t ) and E\Wt] = 0 for all t. In the equation A.3, the noise term does 
not exhibit continuity of path and, therefore, is usually written in the integral 
form: 
dXt = a(t, Xt)dt + h{t, Xt)dWt (A.4) 
where the only process satisfying the properties of Wt and also continuity of the 
path over finite intervals is a Brownian motion (also known as a Wiener Process). 
An example of Brownian motion is the motion experienced by a suspended par-
ticle in water. The motion is due to the frequent and, from a macroscopic point 
of view, random impacts of water molecules with the particle. The mathematical 
expression of a Brownian motion is the Markovian process Wt. A Markovian 
process is defined as a process which has Wt^o = 0, independent increments and 
H4+S — Wt normally distributed with mean 0 and variance s: 
pm+, - fV,) = x] = £ (A.5) 
V S t t s 
which resembles the Markov assumption for what the value of the function in the 
future time does not depend on the past values, but just on the present. Brownian 
motion is an ideal approach to adopt for the problem of particle dynamics when 
LES is adopted for continuous phase. Similarly to the particle suspended in 
water whose dynamics are affected by a certain macroscopic motion of water and 
a random-like component due to the molecular impacts, the motion of a droplet in 
a flow solved with LES will experience a deterministic component arising from the 
filtered term, and a "unknown" filtered component due to the small unresolved 
continuous phase small scale motions. A widely accepted form for the particle 
dispersion equation is the following: 
( A . 6 ) 
dt T/ 
where Vt is the particle velocity, U{t) is the flow velocity at the particle position 
and Tj is a time dimensioned term representing the inertial effects and taking into 
account the mutual force between the particle and the fluid. In LES the velocity 
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of the flow can be divided into the filtered U(t) and the velocity fluctuations u{t) 
as U{t) = U{t) + u{t). By using this expression in A.6 it is possible to write: 
(Zts = Tj-I 4- --14) (Vl.7) 
where the term t / is called particle relaxation time and is defined as the rate 
of response of particle acceleration to the relative velocity between the particle 
and the fluid. It can be expressed as a function of the flow density p/, the particle 
densitypp , radius R and drag coefficient Cd- For general flows: 
-1 _ 3 PfCp 
8 PpR 
[/(;) -- v%l (/L8) 
As already noticed in A. 7 the local velocity fluctuations are unknown and the 
modelling assumption consists of introducing a stochastic Markovian model. It 
is possible to write the equation in term of Wiener process as showed in [7]: 
(t) - a + (A.9) 
where Bt is a Brownian motion and B is the diffusion coefficient matrix. The 
following expression for the diffusion coefficient is adopted in the present work: 
dl/i* = T}/-! (f) -- 0% ^  (/L.10) 
For the numerical simulation of equation A. 10 the Euler approximation is one 
of the simplest time discrete approximations of an Ito process. It is a strong 
approximation scheme and can be written as: 
(A. 11) 
where = tn+i — tn and A — Wt„. The time discretization of SDE is 
similar to ODE discretisation. Another more accurate scheme is that of Milstein: 
+ a(a:M)An + 6(a;n)AWm + 6(z^)6'(a;M)(AW^ - A^) (A. 12) 
and higher order schemes can be also formulated, however this is only applicable 
to simple Ito diffusion, while the considered problem includes a jump-diffusion 
process. The jump part of the SDE, in a scalar case dx = a{x)dt + b{x)dWt + 
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A{x)5Nt, is discretised in an heuristic manner [7]: A{xn)ANn where is the 
variation in the number of occurrences of the underlying counting process between 
tn and The problem is solved with a fractional steps method, where the 
time step is divided in sub-steps and only one variable is allowed to vary per time. 
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Appendix B 
Random Variate Generation 
This appendix introduces the fundamental principles in non-uniform random vari-
ate generation as reported in [18]. The two methods presented, the inverse trasfor-
mate sampling and the acceptance-rejection method, are often used in practical 
applications for random number generation. 
The Inverse transformate Sampling or "inversion method" is a non-uniform 
random variate generation method which allows the generation of random num-
bers with a well defined probability distribution function (PDF), given its cu-
mulative distribution function F (CDF). The inversion method is the only truly 
universal method: it allows to generate a random variate with distribution F 
without any additional information but the distribution itself. The method is 
based upon the following property: 
Let F be a continuous distribution on R with inverse F~^ defined by 
F~^{u) = inf{x : F{x) = tt, 0 < « < 1} (B.l) 
If [/ is a uniform [0,1] random variable, then F~^{U) has a distribution func-
tion F. Also, if X has distribution function F , then F{X) is uniformly dis-
tributed on [0,1]. The proof of the first statement follows after pointing out that 
for all X € R : 
f < z) = f = ( /} < a;) = f < ^"(2;)) = F(a;) (B.2) 
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being the cumulative distribution function F monotonic on both sides and U 
uniform on the unit interval. Also: 
f (F(z) < !/) = f (X < (B.3) 
Equation B.2 states that if X is a continuous random variable, with cumula-
tive distribution function F, and if F = F{X), then Y has a uniform distribution 
on [0, 1]. The inverse of this function is the inverse probability integral trans-
form. Indeed, if Y has a uniform distribution on [0, 1] and if X is defined as 
X = then X has cumulative distribution function F. Following the pre-
vious statements a random number can be generated with a well defined PDF / 
and only knowing this, the F can be computed integrating / . Therefore, from the 
inverse of the cumulative distribution function, a number can be generated. 
Fortran can provide various simple methods of generating pseudo-random num-
bers Uraixdom whicli are effectively distributed according to a standard uniform 
distribution. The corresponding value x* = F~^{urandom) is the desired value. 
The Rejection method is often applied to generate random numbers with a well 
defined distribution and within certain constraints. An example could be the 
injection of droplets with a defined number distribution (e.g. Rosin Rammler) 
but within the limits and constraints (size and velocity) dictated by the specific 
test case considered, and according to the experimental data available. 
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Appendix C 
Basics of spray characterization 
Some means of describing quantitative information of droplet distribution is nec-
essary in order to evaluate and compare spray characteristics. A possible solution 
is defining a PDF of the drop size: the set of droplets of difi^erent sizes produced 
by spray atomisation can be divided into classes, where each class consists of the 
ensemble of droplets of a given diameter D in the range [D — AD, D + AD]. A 
histogram of the frequency of occurrence of a given class can be defined by count-
ing the number of elements in each of the defined classes. The continuous version 
of such a histogram ( r e p r e s e n t s the PDF of the droplet or "number distri-
bution". hi the same way, it is possible to construct area or volume distributions, 
where the area or the volume of the droplets are the variables of interest. The 
velocity distribution can be defined in a similar manner, with droplets size and 
velocity distribution completely characterizing a given spray. Even though in re-
ality droplets size distribution are limited functions, bounded by a minimum and 
maximum diamter, it is convenient to assume droplets distributions as ranging 
from zero to infinity with: 
= 0 ( ( 1 1 ) 
poo 
Urn / f(D)dD = l (C.2) 
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The PDF must satisfy the following properties: 
f (D) > 0 (C.3) 
poo 
/ f{D)dD = 1 (C.4) 
Jo 
Moments of a drop size distribution can be calculated as follows: 
f*00 
Jo 
In many calculations for mass and flow processes it is more convenient to 
work with average diameters, instead of using a complete drop size distribution. 
In this way the caracterization of a particular droplet size distribution is acliieved 
by means of a single number or 'representative droplet diameter'. This concept 
of diameter has been standardized by [51], and can be expressed in a general 
formulation as: 
J" D'f(D)dD 
lrD^f{D)dD (C.6) Jo 
where p and q are ty pi call positive integrs, but fractional and negative mean 
diameters are not excluded [5]. The expression of the mean diameter can be also 
written as: 
D p q 
PI y{p-i) 
(C.7) 
Some of the most common mean diameters are reported below. 
The arithmetic mean diameter Dio, or mean number distribution represents 
the linear average value of all droplets in a given spray. It can be defined as: 
_f„°°DnD)dD 
sr s W D 
The Sauter Mean Diameter D32 or mean of the area distribution is used to 
define mass transfer and is very valuable in applications related to combustion 
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and reactions as it provide a measure of the mass of liquid transfered. It can be 
defined as: 
S r P ' f W D 
Other significative diameters are the volume mean diameter D^q, used in hy-
drology for volume controlling, the mean volume distribution D43, important for 
combustion equilibrium and the surface mean diameter D20. 
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Appendix D 
Large Eddy Simulation of 
complex geometries 
Large-scale applications in computational fluid mechanics are generally very de-
manding in terms of computational resources. The need of achieving solution in 
reasonable time is addressed by mean of parallel processing. This process consists 
into splitting the computational domain in several sub-domains or blocks and 
solving them independently with different processors, hiter-domain exchanges 
are implemented via Message Passing hiterface (MPI) routines and guarantees 
the continuity of the solution, so that information is communicated between the 
neighbor domains. 
Although this procedure permits to significantly speed up the simulation, its im-
plementation requires special attention when dealing with complex geometries. 
The conventional method used for parallel computing of Eulerian based CFD ap-
plications adopts halo cells which overlap between neighbor domains as shown in 
Figure (D.l). The picture shows the exchanges for a simple bi-dimensional case 
with the overlapping or "halo" cells clearly displayed. The halo cells keep the 
information necessary for the domain to compute derivatives: the solution of each 
domain is calculated separately and information is written into these exchang-
ing cells so that the neighbor domains have the quantities they need to compute 
the solution. All the scalars (temperature, energy and species), velocities and 
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pressure are exchanged between domains; numerical structures such as the TVD 
schemes which require more information might use 2 or more rows of halo cells. 
r1 t-
/ 
/ 
/ 
-i, 
i 
/ 
r 1 
-1 
Figure D.l: Basic scheme of halo cells for the left-side sub-domain 
The exchanging of information between domains can become difficult in com-
plex multi-domain geometries such as the one used for the simulation of the 
MERCATO test case. Figure D.2 shows a typical situation when several domains 
share one of the corners, hi this case the information required by one domain 
for the solution of the flowfield might demand the knowledge of the information 
in the corner of the opposite domain. Geometrical parameters, scalars quantities 
and velocities must be somehow exchanged between these domains. Additional 
complexity is encountered in 3D when the flipping of the computational directions 
of the domains makes the identifications of the neighbor corners very difficult. In 
the present work a hybrid node and vertex structure is adopted. The information 
of the vertex based structure is used whenever the interpolation scheme requires 
the values in one of the external corners. Detailed information on numerical as-
pects can be found in [40, 57]. 
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The parallehsation of the Lagrangian tracked dispersed phase is solved simulta-
neously with the Eulerian and particles are exchanged between domains in the 
same way as the continuous variables. 
4-4-4-4-4-4 
I I I I I I 
4-4-4-4-4-4 
t 
\ 
Figure D.2: Basic scheme of halo cells in a multi-domain configuration 
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