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ABSTRACT
Sampling high-dimensional images is challenging due to lim-
ited availability of sensors; scanning is usually necessary in
these cases. To mitigate this challenge, snapshot compressive
imaging (SCI) was proposed to capture the high-dimensional
(usually 3D) images using a 2D sensor (detector). Via novel
optical design, the measurement captured by the sensor is
an encoded image of multiple frames of the 3D desired sig-
nal. Following this, reconstruction algorithms are employed
to retrieve the high-dimensional data. Though various algo-
rithms have been proposed, the total variation (TV) based
method is still the most efficient one due to a good trade-
off between computational time and performance. This paper
aims to answer the question of which TV penalty (anisotropic
TV, isotropic TV and vectorized TV) works best for video SCI
reconstruction? Various TV denoising and projection algo-
rithms are developed and tested for video SCI reconstruction
on both simulation and real datasets.
Index Terms— Computational imaging, snapshot com-
pressive imaging, coded aperture compressive temporal imag-
ing, compressive sensing, total variation, FISTA, TwIST,
FGP, ADMM, GAP.
1. INTRODUCTION
Snapshot compressive imaging (SCI) [1] refers to compres-
sive imaging systems where multiple frames are mapped into
a single measurement, with video SCI [2–10] and spectral
SCI [11–15] as two representative applications. In video SCI
shown in Fig. 1, high-speed frames are modulated at a higher
frequency than the capture rate of the camera; in this manner,
each captured measurement frame can recover a number of
high-speed frames, which is dependent on the coding strategy,
e.g., 148 frames reconstructed from a snapshot in [4]. In spec-
tral SCI, the wavelength dependent coding is implemented by
a coded aperture (physical mask) and a disperser [12, 13];
more than 30 hyperspectral images have been reconstructed
from a snapshot measurement. Though it is fair to say that
SCI was inspired by compressive sensing (CS) [16, 17], the
theory of SCI has just been developed in [18] due to the spe-
cial structure of the sensing matrix.
Mathematically, the measurement in the SCI systems can
Fig. 1. Principle of snapshot video compressive sensing
be modeled by
y = Φx+ g , (1)
where Φ ∈ Rn×nB is the sensing matrix, x ∈ RnB is the de-
sired signal, and g ∈ Rn denotes the noise. Unlike traditional
CS, the sensing matrix considered here is not a dense matrix.
In SCI, e.g., video CS as in CACTI [4, 5], the matrix Φ has a
very specific structure and can be written as
Φ = [D1, . . . ,DB ] , (2)
where {Dk}Bk=1 are diagonal matrices.
As in Fig. 1, consider thatB high-speed frames {Xk}Bk=1 ∈
Rnx×ny (at timestamp t1, . . . , tB) are modulated by the
masks {Ck}Bk=1 ∈ Rnx×ny , correspondingly. The 2D mea-
surement Y ∈ Rnx×ny captured by the camera is given
by
Y =
∑B
k=1 Xk Ck + G , (3)
where  denotes the Hadamard (element-wise) product. For
allB pixels (in theB frames) at position (i, j), i = 1, . . . , nx;
j = 1, . . . , ny , they are collapsed to form one pixel in the
measurement (in one shot) as
yi,j =
∑B
k=1 ci,j,kxi,j,k + gi,j . (4)
By defining
x =
[
x>1 , . . . ,x
>
B
]>
, (5)
where xk = vec(Xk), and Dk = diag(vec(Ck)), for k =
1, . . . , B, we have the vector formulation of Eq. (1), where
n = nxny . Therefore, x ∈ RnxnyB , Φ ∈ Rnxny×(nxnyB),
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and the compressive sampling rate in SCI is equal to 1/B,
which is defined by the hardware design. It has recently been
proved that even whenB > 1, reconstruction can be achieved
with overwhelming probability [18, 19].
The following task for the algorithm is to reconstruct
the desired signal x given the measurement y and the spe-
cial sensing matrix Φ determined by the physical masks
{Ck}Bk=1.
2. SOLVE SCI BY TOTAL VARIATION
REGULARIZATION
Obviously, Eq. (1) is an ill-posed problem and a regularizer
is usually utilized to confine the solution. In this paper, we
focus on the total variation (TV) regularization and thus solve
the following problem,
xˆ = argmin
x
1
2
‖y −Φx‖22 +TV(x), (6)
where TV( ) denotes the TV regularizer. Since x inherently
is a 3D data-cube in SCI, various TV can be used. For ex-
ample, the Anisotropic TV (ATV) and the Isotropic TV (ITV)
and moreover the TV can be imposed on each 2D frame of
the video or on the entire 3D cube.
For the ease of notation, in the following, we first define
the operators:
Dhxk = XkD>h , Dvxk = DvXk, (7)
where {Dh ∈ R(ny−1)×ny ,Dv ∈ R(nx−1)×nx} as the gra-
dient operator to perform differentiation on the desired frame
horizontally and vertically, respectively.
2.1. Different TV Formulations
Different TVs can thus be summarized as follows:
• ATV:
ATV(x) =
∑B
k=1 (‖Dhxk‖1 + ‖Dvxk‖1) . (8)
Note that the formulation of ATV2D is the same as
ATV3D.
• ITV2D:
ITV2D(x) =
∑B
k=1
√
‖Dhxk‖22 + ‖Dvxk‖22. (9)
• ITV3D:
ITV3D(x) =
√∑B
k=1 (‖Dhxk‖22 + ‖Dvxk‖22). (10)
We thus have the following problems to solve the SCI recon-
struction using various TV:
1) ATV:
xˆ = argminx
1
2‖y−Φx‖22+λ
∑B
k=1 ATV2D(xk). (11)
2) ITV2D:
xˆ = argminx
1
2‖y−Φx‖22+λ
∑B
k=1 ITV2D(xk). (12)
3) ITV3D:
xˆ = argminx
1
2‖y −Φx‖22 + λITV3D(x). (13)
2.2. Different Solvers
The previous section have presented different TV norms and
here we present different popular solvers (we are not seek-
ing for a thorough survey here) in the literature. The SCI re-
construction problem in Eq. (11)-Eq.(13) can be solved using
different frameworks.
• FISTA [20]: It consists the following steps
z(t) = θ(t) + 1L(f)Φ
>(y −Φθ(t)), (14)
x(t) = TVdenoise(z(t)), (15)
τ (t+1) =
1+
√
1+4(τ(t))2
2 , (16)
θ(t+1) = x(t) + τ
(t)−1
τ(t+1)
(x(t+1) − x(t)), (17)
where τ (1) = 1 is introduced in FISTA and various TV
norms in Sec. 2.1 (with solutions in Sec. 2.3) can be used.
f(x) = 12‖y − Φx‖22 is continuously differentiable with
Lipschitz continuous gradient L(f) (derived elsewhere).
• TwIST [21]: It consists the following steps
z(t) = x(t) + Φ>(y −Φx(t)), (18)
θ(t) = TVdenoise(z(t)), (19)
x(t+1) = (1− α)x(t−1) + (α− β)x(t) + βθ(t), (20)
where {α, β} are TwIST parameters and can be deter-
mined by the eigenvalues of Φ>Φ.
• GAP [22]: It consists the following steps:
x(t+1) = θ(t) + Φ>(ΦΦ>)−1(y −Φθ(t)) (21)
θ(t+1) = TVdenoise(x(t+1)). (22)
• ADMM [23]: We derive the ADMM framework by formu-
lating the problem as
xˆ = argminx
1
2‖y −Φx‖22 + λTV(θ), s.t. θ = x. (23)
This can be solved by the following sub-problems:
x(t+1) = argminx
1
2‖y −Φx‖22 + ρ2‖x− θ(t) + u(t)‖22,
(24)
θ(t+1) = TVdenoise(u(t) + x(t+1)), (25)
u(t+1) = u(t) + x(t+1) − θ(t+1). (26)
As derived in [24], since in SCI, ΦΦ> is a diagonal ma-
trix, Eq. (24) can be solved element-wise and thus very
efficiently and when ρ = 0, it will degrade to GAP.
Note that in each framework, there is a “TVdenoise” step
and various TV priors in previous subsection can be used. In
the following, we present various solutions of different “TV-
denoise”.
2.3. Solutions of TV Denoising
We now present different solvers for various TV denoising.
• ATV:
• Clip: The iterative clipping algorithm [25] was em-
ployed in GAP-TV [24]. It is was derived by the
min-max property and the majorization-minimization
procedure and inspired by [26–28]. The full algorithm
is listed in Algorithm 1. One key step is to introduce
variables {wh,wv}, with {|wh| ≤ 1, |wv| ≤ 1}.
• Chambolle: in [27, 29] (denoted as ATV-Cham).
• FGP: (fast gradient projection) proposed in [26] (de-
noted as ATV-FGP) with solutions summarized in
Algorithm 1. Note we have used max(1, |w(s)h +
δtz
(s+1)
h |) in the denominator of the update pf wh
and similar for w, which is recommended in [27]. This
can also be changed to 1 + δt|z(s+1)h | as originally de-
rived in [29]. This also holds true for the following
derivations on ITV2D and ITV3D.
• ITV2D:
• ITV2D-Cham: Following ATV-Cham, Let
w˜
(s+1)
h = w
(s)
h + δtz
(s+1)
h , (27)
w˜(s+1)v = w
(s)
v + δtz
(s+1)
v . (28)
Recall that w˜(s+1)h can be a 3D video and we reshape it
to W˜h ∈ Rnx×ny×B by ignoring the boundary effects
(and also dropping the index (s + 1)), and similar to
W˜v . We further let [W˜h]i,j,k denotes the (i, j)-th pixel
or voxel in k-th frame and similar for [W˜v]i,j,k. We now
have the update equations for [Wh]i,j,k and [Wv]i,j,k,
which correspond to wh and wv , respectively.
[Wh]i,j,k =
[W˜h]i,j,k
max
(
1,
√
[W˜h]2i,j,k+[W˜v]
2
i,j,k
) , (29)
[Wv]i,j,k =
[W˜v]i,j,k
max
(
1,
√
[W˜h]2i,j,k+[W˜v]
2
i,j,k
) . (30)
• ITV2D-FGP: Similar to ITV2D-Cham, we only need to
change the update equations of ph and pv in ATV-FGP.
3) ITV3D: The ITV3D denosing step can be solved by the
the algorithm proposed in [30] (denoted as ITV3D-VTV),
or the FGP (fast gradient projection) proposed in [26] (de-
noted as ITV3D-FGP). Regarding the solution, the differ-
ence lies in Eqs. (29)-(30) and we now have
[Wh]i,j,k =
[W˜h]i,j,k
max
(
1,
√∑B
k=1([W˜h]2i,j,k+[W˜v]2i,j,k)
) , (31)
[Wv]i,j,k =
[W˜v]i,j,k
max
(
1,
√∑B
k=1([W˜h]2i,j,k+[W˜v]2i,j,k)
) . (32)
Similar changes will happen for ph and pv for ITV3D-
FGP.
Algorithm 1 gives the full algorithm of GAP with ATV us-
ing different denoising algorithms. It is easy to replace GAP
Algorithm 1 GAP-ATV-Clip/Cham/FGP for SCI
Require: Input measurements y, sensing matrix Φ.
Initialize θ(0) = Φ>y = v(0),u(0) = 0,w(0)h = w
(0)
v =
0, ρ, λ, MaxIter and In-Iter (for TV denoising).
for t = 0 to MaxIter do
x(t+1) = θ(t) + Φ>(ΦΦ>)−1(y −Φθ(t)).
Select one algorithm from the following boxes.
% ATV-Clip
for s = 0 to In-Iter do
θ
(s+1)
h = x
(t+1) −D>hw(s)h ,
θ
(s+1)
v = x
(t+1) −D>v w(s)v ,
w
(s+1)
h = clip
(
w
(s)
h +
1
α
Dhθ(s+1)h , 2λ
)
,
w
(s+1)
v = clip
(
w
(s)
v +
1
α
Dvθ(s+1)v , 2λ
)
.
end for
θ(t+1) = θh + θv − x(t+1).
% ATV-Cham
Initialize δt = 1/8, pd = 0.
for s = 0 to In-Iter do
z(s+1) = p
(s)
d − x
(t+1)
λ
,
z
(s+1)
h = Dhz(s+1), z(s+1)v = Dvz(s+1),
w
(s+1)
h =
w
(s)
h
+δtz
(s+1)
h
max(1,|w(s)
h
+δtz
(s+1)
h
|)
,
w
(s+1)
v =
w
(s)
v +δtz
(s+1)
v
max(1,|w(s)v +δtz(s+1)v |)
,
p
(s+1)
d = D>hw(s+1)h +D>v w(s+1)v .
end for
θ(t+1) = x(t+1) − λp(s+1)d .
% ATV-FGP
Initialize ν(0).
for s = 0 to In-Iter do
θ(s+1) = x(t+1) − λ(D>hw(s)h +D>v w(s)v ),
z
(s+1)
h = Dhθ(s+1), z(s+1)v = Dvθ(s+1),
p
(s+1)
h =
w
(s)
h
+ 1
8λ
z
(s+1)
h
max(1,|w(s)
h
+ 1
8λ
z
(s+1)
h
|)
,
p
(s+1)
v =
w
(s)
v +
1
8λ
z
(s+1)
v
max(1,|w(s)v + 18λz
(s+1)
v |)
,
ν(s+1) =
1+
√
1+4(ν(s))2
2
,
w
(s+1)
h = p
(s+1)
h +
ν(s)−1
ν(s+1)
(p
(s+1)
h − p(s)h ),
w
(s+1)
v = p
(s+1)
v +
ν(s)−1
ν(s+1)
(p
(s+1)
v − p(s)v ).
end for
θ(t+1) = θ(s+1).
end for
Output x.
with ADMM/TwIST/FISTA and replace ATV with ITV. We
thus achieve the various compositions of frameworks for SCI
reconstruction with different TV denoising algorithms sum-
marized in Table 1.
3. EXPERIMENTAL RESULTS
Now, we apply various TV algorithms and projection frame-
works to video SCI on both simulation and real data.
Simulation: We used four datasets, i.e., Kobe, Traffic,
Table 1. Different frameworks and various TV denoising algo-
rithms to solve SCI. PSNR results of 4 datasets used in [1], in each
cell, top-left: Kobe, top-right: Traffic, middle-left: Runner,
middle-right: Drop, bottom: average. The bold number denotes
the highest PSNR (based on the 0.001 precision) for each projection
algorithm per video dataset. The red number denotes the highest
PSNR for each dataset across all the algorithms. Italian denotes the
highest average PSNR for each row and the blue Italian one is the
highest average PSNR across all algorithms.
ATV ITV2D ITV3D
Clip Cham FGP Cham FGP Cham FGP
FISTA
22.49, 18.80
25.61, 29.40
24.07
22.75, 18.80
25.85, 29.62
24.25
24.50, 19.97
27.82, 32.13
26.11
23.11, 19.14
26.50, 30.33
24.77
24.50, 19.97
27.82, 32.13
26.11
23.29, 19.29
26.47, 30.85
24.97
24.50, 20.06
27.84, 32.14
26.13
TwIST
25.38, 20.44
28.12, 32.79
26.68
25.47, 20.34
28.24, 32.72
26.69
25.83, 20.57
28.89, 33.56
27.21
25.50, 20.37
28.62, 32.97
26.86
25.83, 20.56
28.89, 33.56
27.21
24.98, 20.39
28.02, 31.65
26.26
25.78, 20.75
28.86, 33.53
27.23
GAP
26.71, 20.75
28.81, 33.97
27.56
26.72, 20.64
28.91, 33.83
27.53
26.17, 20.67
29.13, 33.91
27.47
26.28, 20.53
29.13, 33.74
27.42
26.17, 20.65
29.12, 33.91
27.46
25.38, 20.55
28.33, 32.07
26.58
26.10, 20.85
29.08, 33.87
27.48
ADMM
25.88, 20.42
28.61, 33.39
27.08
26.05, 20.52
28.58, 33.27
27.10
26.00, 20.62
29.01, 33.74
27.34
25.87, 20.44
28.87, 33.36
27.14
25.99, 20.61
29.01, 33.74
27.34
25.18, 20.47
28.18, 31.94
26.44
25.94, 20.80
28.98, 33.71
27.36
Runner, Drop in [1], whereB = 8 video frames are com-
pressed into a single measurement and the same sensing ma-
trix is used. The results are summarized in Table 1. It can
be observed that, in general, the ITV3D algorithm works well
in all scenarios. On average, the best result is obtained by
GAP-ATV-Clip, though the gains over other approaches are
very limited. For each dataset, GAP provides the best result.
Due to space limit, we did not show the reconstructed video
frames here. We also notice that only (In-Iter) 2 iterations
can give good results of FPG while other TV solvers need 5
iterations.
Another metric to compare different algorithms is the
speed. As a good candidate for each row, we select ATV-FGP
and ITV2D-FGP as the TV denoising algorithm and the first
measurement in Drop is employed to show the reconstruc-
tion PSNR vs. iteration number in Fig. 2. It can be observed
that TwIST always converges slowest and it usually needs 500
iterations to get a good result. FISTA converges fastest but
cannot lead to good results while GAP and ADMM converge
similarly to FISTA and GAP leads to the best results in about
60 iterations.
Real Data: We now test different methods on the real data
captured by our video SCI camera. Our camera is similar to
the design of [2, 7], which used a digital micromirror device
(DMD) to modulate the high-speed scene. In total, B = 10
frames are modulated and compressed to a snapshot measure-
ment (Fig. 3 top-left) with a spatial resolution of 512×512. A
hand is moving fast in front of the camera being a high-speed
scene.
ITV3D-FGP is used for the TV denoising and we run the
algorithms for 150 iterations, which takes about 3 minutes
on an Intel i7 CPU laptop with 32G memory. It can be seen
that the all algorithms can reconstruction the motion clearly
from the smashed (blurry) single measurement. FISTA results
suffers from blurry and the other 3 results look similar while
GAP seems providing the best one.
We again test the speed of different algorithms but this
time by visualizing the results for every 10 iterations in Fig. 4.
It can be seen that FISTA can provide decent results in 40 it-
erations. However, it does not get improved with more itera-
tions. This is similar to the simulation results. ADMM is the
second efficient one to give good results in 50 iterations and
they are getting better with more iterations. TwIST is slowest
and it needs over 100 iterations to get good results.
20 40 60 80 100
Iteration Number
15
20
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NR
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B)
ADMM-ATV-FGP
GAP-ATV-FGP
FISTA-ATV-FGP
TwIST-ATV-FGP
20 40 60 80 100
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15
20
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30
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NR
 (d
B)
ADMM-ITV2D-FGP
GAP-ITV2D-FGP
FISTA-ITV2D-FGP
TwIST-ITV2D-FGP
Fig. 2. PSNR vs. Iteration Number for different algorithms.
Fig. 3. Real data results. A hand is moving in front of a SCI camera
and 10 frames are reconstructed from a snapshot measurement (top-
left). 3 masks out of 10 are shown in the first row.
Fig. 4. Results by plotting Frame 6 every 10 iterations.
4. CONCLUSIONS AND FUTUREWORK
We have investigated diverse total variation algorithms under
different projection frameworks for video snapshot compres-
sive imaging. GAP and ADMM are recommended for decent
results while FISTA is a choice with limited running time.
Regrading the total variation solver, FGP is recommended for
different cases because it is faster. We are working on using
these algorithms to initialize complicated algorithms [31–33]
like DeSCI to get better results. Convergence results of these
algorithms will also be derived. We also found that a recent
research line of Plug-and-Play framework [34] is interesting
to be investigated for SCI reconstruction.
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