Let An(K) be the Kostant form of U(sl + n ) and Γ the monoid generated by the positive roots of sln. For each λ ∈ Λ(n, r) we construct a functor F λ from the category of finitely generated Γ-graded An(K)-modules to the category of finite-dimensional S + (n, r)-modules, with the property that F λ maps (minimal) projective resolutions of the one-dimensional An(K)-module K A to (minimal) projective resolutions of the simple S + (n, r)-module K λ .
Introduction
The polynomial representations of the general linear group GL n (C) were studied by I. Schur in his doctoral dissertation [16] . In this famous work, Schur introduced the, now called, Schur algebras, which are a powerful tool to connect r-homogeneous polynomial representations of the symmetric group on r symbols.
These results of I. Schur were generalised by J.-A. Green to infinite fields of arbitrary characteristic in [10] . In Green's work the Schur algebra S(n, r) = S K (n, r) plays the central role in the study of polynomial representations of GL n (K).
In [7] Donkin shows that S(n, r) is a quasi-hereditary and so it has finite global dimension. This led to the problem of describing explicit projective resolution of the Weyl modules for S(n, r). Only partial answers to this problem are known. In [1] and [19] such resolutions were constructed for the case when K is a field of characteristic zero. If K has arbitrary characteristic then projective resolutions of W λ are given in [2] when n = 2 (λ arbitrary), and in [13] and [17] for hook partitions.
In [17] Woodcock provides the tools to reduce the problem of constructing these resolutions to the similar problem for the simple modules for the Borel subalgebra S + (n, r) of S(n, r).
Denote by Λ(n, r) the set of compositions of r onto n parts. It is proved in [15] that all simple S + (n, r)-modules are one-dimensional and parametrised by the set Λ(n, r). We denote the simple module corresponding to λ ∈ Λ(n, r) module by K λ . In [15] , the first two steps in a minimal projective resolution of K λ and the first three terms of a minimal projective resolution in the case n = 2 are constructed. In [18] minimal projective resolutions for K λ for λ ∈ Λ(2, r) and non-minimal projective resolutions of K λ for λ ∈ Λ(3, r) are constructed. The results of both papers depend on heavy calculations in the algebra S + (n, r). In the present paper we take a more abstract approach. Let us denote by A n (K) the Kostant form over the field K of the universal enveloping algebra of the Lie algebra sl + n of upper triangular nilpotent matrices. Then A n (K) has a unique one-dimensional module, which we denote by K A . In this paper we show that the construction of (minimal) projective resolutions for K λ is essentially equivalent to the construction of (minimal) projective resolution for K A . The last task is much more feasible, since an explicit presentation of A n (K) can be given and thus the results of Anick [3] can be applied to the description of an explicit projective resolution of K A . It is also worth to note that A n (K) is a projective limit of finite dimensional algebras in the case char(K) = p > 0, and therefore the technique developed in [5] can be used for the construction of the minimal projective resolution of K A . This line of research will be followed by us in the subsequent papers.
The general plan of the present paper is as follows. In Section 1 we collect general technical results, which will be used in the following section. We believe that these results can be applied in more general context, in particular to the generalised and q-Schur algebras.
Let G be an ordered group with neutral element ǫ. Denote by Γ ⊂ G the submonoid of non-negative elements of G. For every Γ-graded algebra A and every Γ-set S, we construct a family of Γ-algebras For every x ∈ S, we construct an exact functor F x from the category C (A, Γ) of finitely generated Γ-graded A-modules to the category C (C(S), Γ). If Γ acts by automorphisms on S, then the functors F x preserve projective modules, and thus map projective resolutions into projective resolutions. If A ǫ ∼ = K, then the functors F x map minimal projective resolutions into minimal projective resolutions.
For every X ⊂ S, we can consider each left C(X)-module as a left C(S)-module via a homomorphism φ S X : C(S) → C(X). Thus we get a natural inclusion of categories (φ S X ) * : C (C(X), Γ) → C (C(S), Γ).
There is a left adjoint functor to φ S X * φ S X * (M ).
If the both algebras C(S) and C(X) are artinian and φ S X * has the above mentioned property, then the ideal Ker φ S X is a strong idempotent ideal. The algebra C(X) is finite dimensional and thus artinian, if X is finite and A is locally finite dimensional. But the algebra C(S) is rarely finite dimensional. To cope with this, we take a two stage approach.
We say that Y ⊂ S is Γ-convex, if from γ = γ 1 γ 2 and x, γx ∈ Y it follows that γ 2 x ∈ Y . In Proposition 1.29, we show that if Y is a convex Γ-set then the functor φ S Y * is exact and maps (minimal) projective resolutions into (minimal) projective resolutions.
Let Y be a finite Γ-convex subset of S and X a subset of Y . Suppose that A is locally finite dimensional. In Theorem 1.35 we give a criterion for Ker φ Y X to be a strong idempotent ideal.
In Section 2 we apply the results of Section 1 to S + (n, r). In our particular case, the algebra A is the Kostant form A n (K), the set S is Z n and Γ is the submonoid of Z n generated by the elements (0, . . . , 1, −1, . . . , 0). Then we show in Theorem 2.20 that C(Λ(n, r)) ∼ = S + (n, r). Here we consider Λ(n, r) as a subset Z n in the natural way. Note that this isomorphism gives a description of S + (n, r), which is similar to the idempotent presentation of the algebra S(n, r) obtained by Doty and Giaquinto in [8] .
The set of compositions Λ(n, r) is contained in the lager finite set Λ 1 (n, r) defined by
It turns out, that Λ 1 (n, r) is a Γ-convex set (see Proposition 2.4) and therefore the functor φ
is exact and preserves (minimal) projective resolutions.
Moreover, we show in Theorem 2.19 that Ker φ
is a strong idempotent ideal. Hence the composite functor
preserves projective resolutions of C(Λ(n, r)) = S + (n, r)-modules considered as C(Z n )-modules.
Recall, that K A denotes the unique one-dimensional module over A n (K) and F λ is the functor from C (A n (K), Γ) to C (C(Z n ), Γ) associated with λ ∈ Z n . It follows from the definitions, that
is a (minimal) projective resolution of K λ . Now we give a more detailed outline of the paper. In Section 1.1, we make a (fairly simple) extension of Eilenberg machinery on perfect categories to the case of Γ-graded algebras. Most results are valid only for positive monoids, that is for submonoids of non-negative elements in an ordered group.
In Section 1.2 we define the skew product A ⋉ Γ B of a Γ-graded algebra A and Γ-algebra B over the monoid Γ. If Γ is a group G and A is the group algebra K[G], then K[G] ⋉ G B is isomorphic to the usual skew product of B with G. For every B-module N we construct an exact functor
and establish conditions for −⋉ Γ N to preserve (minimal) projective resolutions. Section 1.3 is an overview of results of homological algebra, which we use after. In particular, we recall the notions of strong idempotent ideal and of heredity ideal and some of their properties. Section 1.4 is the central section of the first part of our work. Here we prove a criterion for Ker φ Y X to be a strong idempotent ideal. In Section 2.1 we prove the results about compositions, multi-indices and orderings on Z n , which we use later on. The Schur algebra S(n, r) and its Borel subalgebra S + (n, r) as well as the algebra A n (K) are considered in Sections 2.2 and 2.3, respectively.
Finally, in Section 2.4 we prove that Ker φ
is the strong idempotent ideal and that C(Λ(n, r)) ∼ = S + (n, r).
1 Skew product over monoids and strong idempotent ideals
Graded rings and modules
In this subsection we recollect results about graded algebras and graded modules, that were essentially proved in Eilenberg's paper [9] . Let Γ be a monoid with neutral element ǫ and A a Γ-graded associative algebra, that is
where A γ is a subspace of A, for each γ ∈ Γ, and if a 1 ∈ A γ1 and a 2 ∈ A γ2 then a 1 a 2 ∈ A γ1γ2 . We will assume in addition that the unity e A of A is an element of
where each M γ is a vector subspace of M , and for a ∈ A γ1 and m ∈ M γ2 we have am ∈ M γ1γ2 . We will consider the category A-Γ-gr of left Γ-graded A-modules and Amodule homomorphisms respecting grading, that is a map of A-modules f :
Define the radical rad(A) of A as the intersection of all maximal graded left ideals of A. We also use the notion of ungraded radical Rad(A) of A, which is defined as the intersection of all (not-necessarily graded) maximal left ideals of A. In the following, we determine the conditions under which rad(A) and Rad(A) coincide. Definition 1.1. We say that the monoid Γ is positive, if it has the property γ 1 γ 2 = ǫ ⇒ γ 1 = ǫ and γ 2 = ǫ. Proof. Since γ =ǫ A γ is an ideal of A, we have a surjective homomorphism A → A ǫ . As m ǫ is a maximal ideal of A ǫ , the left A ǫ -module A ǫ /m ǫ is simple. But then A ǫ /m ǫ is simple as an A-module. Since A ǫ /m ǫ ∼ = A/m, we get that m is a maximal left ideal of A. Since by Corollary 1.3 γ =ǫ A γ is a subset of rad(A) we have that rad(A) γ = A γ for γ = ǫ. Thus it is enough to check that rad(A) ǫ = Rad(A ǫ ).
Let m be a maximal left ideal of A ǫ . Then
As m was an arbitrary maximal left ideal of A ǫ and Rad(A ǫ ) is the intersection of all such left ideals, we get that rad(A) ǫ ⊂ Rad(A ǫ ). Now, let m be a maximal graded left ideal of A. Then by Lemma 1.2
where m ǫ is a maximal left ideal of A ǫ . Therefore
and since m was an arbitrary maximal graded left ideal of A
For γ ∈ Γ we denote by A(γ) the left Γ-graded module, defined by
and the action of A is given by multiplication:
Definition 1.6. We call a direct sum of modules of the form A(γ) a free Γ-graded A-module. A direct summand in the category of Γ-graded A-modules of a free Γ-graded A-module is called a projective Γ-graded A-module.
Let P be a projective Γ-graded A-module generated by a single element x = 0 of degree γ ∈ Γ. Let F be a free Γ-graded module with a basis consisting of an element y of degree γ. Then there is an epimorphism φ : F → P , such that φy = x. Since P is projective, it follows that Ker(φ) is a direct summand of F . Consequently there exists an idempotent e ∈ A ǫ such that P ∼ = Aex. The degree γ of x is uniquely determined by P . Definition 1.7. A left Γ-graded A-module is called quasi-free if it is a direct sum of projective modules each of which is generated by a single (homogeneous) element.
In the following we assume, that
• the monoid Γ is positive;
• each idempotent inĀ can be lifted to A ǫ .
Following Eilenberg [9] we say that the subcategory C of A-Γ-gr is perfect if
(iv) If P is quasi-free and P/ rad(A)P ∈ C , then P ∈ C . Proof. The proof is word by word repetition of the proof of [9, Proposition 3] , with understanding that all N-graded modules have to be replaced by Γ-graded modules.
Suppose further, that C satisfies the additional condition
Then, as usual, by iterating the minimal epimorphism construction we get for each M ∈ C a projective resolution From now on we restrict ourselves to the case when Γ is an ordered monoid and the neutral element ǫ of Γ is the least element of Γ. Note that all such monoids are positive, since
A Γ-graded A-module M is said to be locally finitely generated if M is generated by a set X of (homogeneous) elements such that the sets X ∩ M γ are finite, for all γ ∈ Γ. 
Theorem 1.12. The category C (Γ, A) of all locally finitely generated Γ-graded left A-modules is a perfect subcategory of A-Γ-gr. It is closed under taking subobjects if and only if A ǫ is a left Noetherian ring and each A γ is finitely generated as a left
A ǫ -module.
Proof. From Corollary 1.4 it follows that Rad(A) is a subset of rad(A).
We shall show, that rad(A) is nilpotent. Since Rad(A) is a maximal nilpotent ideal of A, we shall get that rad(A) = Rad(A).
By Corollary 1.5, we have rad(A) = Rad(A e ) ⊕ γ =e A γ . Denote by N the ideal γ =e A γ . Then N is nilpotent. In fact, we show, that if dim(A) = n, then the product of any n + 1 elements of N is zero. Clearly, this should be checked only for homogeneous elements. Let a 0 , a 1 , . . . a n be a sequence of homogeneous elements from N . Suppose, that for each i the element a i is from A γi . Then, since each γ i > ǫ we have a strictly increasing sequence
As A is n-dimensional one of the n + 1 spaces
should be zero. In particular, one of the products a γ0 , a γ0 a γ1 , . . . , a γ0 a γ1 . . . a γn is zero. Thus a γ0 a γ1 . . . a γn = 0 and N n+1 = 0.
Denote Rad(A ǫ ) by M . For any natural numbers k 0 , . . . , k n+1 , we have
As Rad(A ǫ ) is a nilpotent ideal of the algebra A ǫ , there is m, such that
since in each summand at least one k i is greater than m.
Skew product over monoids
We say that an algebra B is a Γ-algebra, if there is a given right action
is an algebra homomorphism. Let A be a Γ-graded algebra. We define the interchange map T :
Denote the vector space A ⊗ B with the binary operation m on it by A ⋉ Γ B.
Proof. We have to check that e A ⊗e B is a neutral element with respect to m and that m is an associative operation. This follows from the following computation
Note, that the embedding A → A ⋉ Γ B given by
is a homomorphism of algebras. In the following we will consider the elements of A as elements of A ⋉ Γ B through this embedding.
The algebra A ⋉ Γ B is itself Γ-graded. In fact
Let N be a B-module and M = γ∈Γ M γ a Γ-graded A-module. We define a (A ⋉ Γ B)-module structure on M ⊗ N as follows
and n ∈ N . We denote this module by
be a homomorphism of Γ-graded A-modules and ψ : N 1 → N 2 a homomorphism of B-modules. We denote by ϕ ⋉ Γ ψ the map
where a γ1 ∈ A γ1 and m γ2 ∈ M γ2 .
It follows from these results that the correspondence
gives a bifunctor from the categories A-Γ-gr and B-mod to the category (A ⋉ Γ B)-Γ-gr. In particular, for each B-module N we have the functor − ⋉ Γ N from the category A-Γ-gr to the category (A ⋉ Γ B)-Γ-gr. This functor is obviously exact, since it is just a tensor product with N on the level of underlying vector spaces. 
First we show that each element in F A ⋉ Γ F B can be written as a A ⋉ Γ Bcombination of elements from {v α ⊗ w β | α ∈ I, β ∈ J}. Clearly, it should be checked only for elements of the form u ⊗ v with u ∈ A and v ∈ B. Since {v α | α ∈ I} is a basis of A we can write u as a linear combination
with y β ∈ B. Denote by γ α degree of v α . Recall, that Γ acts by automorphisms on B and therefore the map γ −1 : B → B is well defined for all γ ∈ Γ. Then
Now, we show that the set {v α ⊗ w β | α ∈ I, β ∈ J} is linearly independent over A ⋉ Γ B. Let {a θ } be a homogeneous K-basis of A, and {b µ } a K-basis of B. Since Γ acts by automorphisms on B, for each γ ∈ Γ there are elements b µ,γ such that γ(b µ,γ ) = b µ and the set {b µ,γ } is a K-basis of B. Thererfore, for each
where κ α,β ∈ A ⋉ Γ B. Then there are elements η α,β,θ,µ of K such that
Therefore, all η α,β,θ,µ are zero and consequently all κ α,β are zero. Proof. Since P is a Γ-graded projective A-module, it is a direct summand of a free module F A over A. We denote the corresponding inclusion and projection Γ-graded A-module homomorphisms by i P and π P respectively. Analogously, since N is a projective B-module, it is a direct summand of some free B-module F B . We denote the respective inclusion and projective homomorphisms by i N and π N . Then we have maps
The maps i and π are Γ-graded A ⋉ Γ B-module homomorphism by Proposition 1.15. It is obvious that
Let N be a projective B-module. Then Proposition 1.17 shows, that the functor − ⋉ Γ N preserves projective resolutions. Note, that it does not map in general a minimal projective resolution into a minimal projective resolution. 
Proof. Note, that A ǫ ⋉ Γ B is a subalgebra of A ⋉ Γ B and it is isomorphic to the usual tensor product of algebras A ǫ ⊗ B. By Corollary 1.5, we have
Then for any B-module N , we have
Proof. We have
From Proposition 1.18 we have
As Γ acts by automorphism on B, for every γ ∈ Γ we have B γ = B. Therefore
Strong idempotent ideals
Let A be an algebra and I a two-sided ideal of A. In this section we give an overview of results from [4] concerning the inclusion functor A/I − mod → A − mod. We always have a map φ 
is the beginning of a minimal projective resolution of Y in A/I-mod.
Definition 1.20. If one of the above conditions holds, we say that I is a kidempotent ideal. If the conditions hold for all k ∈ N, then we say that I is strong idempotent ideal.
We have the following obvious property of k-idempotent ideals (ii) e rad(A)e = 0.
Proof. It follows from [6, Statement 7] . Corollary 1.27. If I = AeA is 2-idempotent, and e rad(A)e = 0, then I is strong idempotent.
Criterion of heredity
In this section Γ is always an ordered positive monoid and A a Γ-graded algebra. Let S be a Γ-set, that is a set where Γ acts by endomorphisms. Set B = Maps(S, K). Then B is a Γ-algebra and we can consider the skew product algebra
For simplicity, if a ∈ A and b ∈ B we will sometimes write ab for the element a ⊗ b of C. For each subset X of S there is an idempotent in C
Define the algebra C(X) by
whereX denotes the complement of X in S. In this section, we will prove some general results concerning the algebras C(X).
We say that Γ acts on effectively, if γ 1 x = γ 2 x for all x ∈ S and all γ 1 = γ 2 from Γ. From now on we will assume, that Γ acts effectively on S. We introduce a partial order on S, by x ≤ Γ y ⇔ ∃γ ∈ Γ : y = γx. Definition 1.28. We say that X ⊂ S is convex if for all x, y ∈ X it contains all z ∈ S which lie between x and y. Proposition 1.29. Let X be a convex subset of S. Then
Proof. Note, that we always have a surjective homomorphism
Let x, y ∈ X and suppose that y = γx for some γ ∈ Γ. Then
But if z lies between x and y, then z ∈ X and the above set is empty. Therefore the restriction of π on χ y Cχ x is injective, and since
the map π is injective. Let X ⊂ Y be two subsets of S. Then we have a surjective homomorphism
We give a criterion for projectivity of C(X) over C(Y ). Suppose A = A 1 ⊗ A 2 is a product of two Γ-graded algebras, that is
For i = 1, 2, let Γ i be submonoid of Γ such that for γ / ∈ Γ i the space (A i ) γ is zero. Denote by C i the skew product A i ⋉ Γi B. 
is a basis of C(Y ). Denote by Z the difference Y \ X and by e the idempotent
(ii) the set
is a basis of C(X).
Proof. For i = 1, 2 denote by C i (Y ) the algebras
The proof of the theorem is a consequence of the following two lemmata.
Lemma 1.32. The set
J = {a 1 a 2 ⊗ χ y |a 1 ∈ J 1 , a 2 ∈ I y , y ∈ Y, deg(a 1 a 2 )y ∈ Y, deg(a 2 )y ∈ Z} ,
is a basis of C(Y )eC(Y ).
Proof. Note, that every element of J is an element of C(Y )eC(Y ). In fact, denote deg(a 2 ) by γ, then
Moreover, J is a subset of a basis of C(Y ). Thus, it is enough to check that J generates C(Y )eC(Y ). It is clear that C(Y )eC(Y ) is generated by the set
Denote by γ i the degree of a i . Then γ 1 γ 2 y is an element of Z. From the conditions of theorem it follows, that z = γ 2 y is an element of Z. In fact, assume z ∈ X, then γ 1 z ∈ X and thus γ 1 γ 2 y ∈ X. Contradiction. Now, the product a 
Thus every element ofJ can be written as a linear combination of elements from J. It is clear that C(Y )e ⊗ eC(Y )e eC(Y ) is generated by the set 
Lemma 1.33. The set
. Now, since {a 2 ⊗ χ y |a 2 ∈ I y , y ∈ Y } is a basis of C 2 (Y ) , we can write a 
Denote by X k the set X ∪ {z 1 , . . . , z k } and by e k the idempotent
Proof. We shall prove corollary by induction on m. For m = 1 the claim follows from Theorem 1.31.
Suppose we proved corollary for all m ≤ N − 1. We shall prove it for m = N . Let us check that we can apply Theorem 1.31 to the sets
Suppose that this does not hold, then there exists γ ∈ Γ such that γz N ∈ Y and γz N = z N . Then, since Γ 2 Z ∩ Y = Z, we have γz N = z j for some j < N . But z N < Γ2 γz N = z j , that should imply
In fact, suppose there is y ∈ X ′ and γ ∈ Γ 1 such that γy = z N . Since Γ 1 X ∩ Y = X, we have y ∈ Z, that is y = z j for some j ≤ N − 1. But then z j = y < Γ1 γy = z N and therefore N < j. Contradiction.
From Theorem 1.31 we get
(ii) the algebra C(X N −1 ) = C(X ′ ) has a basis
For all x ∈ X N −1 denote by I x ′ the set
is a basis of the algebra C 2 (X N −1 ). Denote by Z ′′ the set {z 1 , . . . , z N −1 }. Since
we can apply the claim of corollary to the set X N −1 = X Z ′′ with m = N − 1. Now, suppose that Rad(A ǫ ) = 0, then 
Denote by Y j the set Z 1 · · · Z j and by e j the idempotent χȲ j .
If there are submonoids
is an isomorphism of vector spaces. Moreover, for 1 ≤ j ≤ m the set
is a basis of C(Y j ). Suppose additionally that Rad(A ǫ ) = 0 and that on each set Z j , j ≥ 2 there is an ordering ≤ j , satisfying
Then the ideals C(Y j )e j−1 C(Y j ), for j ≥ 2 are strong idempotent.
By Proposition 1.21 we have also that the ideal
Proof. We prove the theorem by induction on n. The case m = 1 is proved in Corollary 1.30.
Suppose the claim of the theorem holds for all m ≤ N . We then prove it for m = N + 1.
Decompose Y as the disjoint union of N sets Y 2 , Z 3 ,..., Z N +1 . Denote by Γ 12 the submonoid of Γ generated by Γ 1 and Γ 2 . Then A 12 is a Γ 12 -graded algebra. We claim that the conditions of the theorem are satisfied for the same set Y and the same algebra A and
are subalgebras of A by the hypothesis of the theorem. Now, for j ≥ i and i = 1
For i = 1 and j > 1 we have j + 1 ≥ 2 and therefore
Thus it is only needed to check that for i = 1 and j ≥ 1 we have Γ
by the condition of the theorem. Now, we use Γ-convexity of Y . Let γ ∈ Γ 12 . Then γ can be written as a product γ 1 γ 2 with γ 1 ∈ Γ 1 and γ 2 ∈ Γ 2 . Let y ∈ Y j+1 be such that γy ∈ Y . Then we have
Since both y and γy are elements of Y and Y is Γ-convex, the element γ 2 y lies in Y . Now
Therefore, from the induction assumption for 2 ≤ j ≤ N the natural map
is an isomorphism. If the additional ordering assumptions are satisfied for sets Z 2 , Z 3 , . . . ,Z N +1 and monoids Γ 2 , Γ 3 ,. . . , Γ N +1 then they are automatically satisfied for sets
Returning to the general case, we now explore the consequences of the induction hypothesis on bases. Since {a 1 a 2 |a 1 ∈ J 1 , a 2 ∈ J 2 } is a homogeneous basis of A 12 , the sets
are bases of C(Y j ) for 3 ≤ j ≤ N + 1, and the set
Let (a 1 a 2 )a 3 . . . a N +1 χ y be an element of the last set. Denote by z the element deg(a 3 . . . a N +1 )y. Then z ∈ Y 2 . We have
Since z and deg(a 1 a 2 )z are elements of Y 2 , which is a subset of Y , and Y is Γ-convex, it follows that deg(a 2 )z is an element of Y . Now
Therefore the above basis of C(Y 2 ) can be written as
satisfy the conditions of the theorem for m = N . By the induction hypothesis we get that the set
For each y ∈ Y 2 denote by I y the set
Then the set
is a basis of C(Y 2 ) and the set
Denote by Γ 2,N +1 the submonoid of Γ generated by Γ 2 , ..., Γ N +1 . Then A 2,N +1 is Γ 2,N +1 -graded algebra. We have
Next we show that Γ 2,N +1 Z 2 ∩ Y 2 = Z 2 . Let γ ∈ Γ 2,N +1 and z ∈ Z 2 be such that γz ∈ Y 2 . Since Γ is commutative, we can write γ as a product γ N +1 . . . γ 2 , where each γ s belongs to some Z s . Then we have
Since both elements z and γz lie in Y and Y is Γ-convex it follows, that element γ s . . . γ 2 z belongs to Y . Now
Proceeding this way, we get
Therefore, we can apply Theorem 1.31 to the decomposition
is an isomorphism. Moreover, if Rad(A ǫ ) = 0, and there is an ordering ≤ 2 on Z 2 such that
Hence , we can apply Corollary 1.34 and get that the ideal C(Y 2 )e 1 C(Y 2 ) is strong idempotent. Now, returning to the general case, the set
. Let a 1 . . . a N +1 χ y be an element of the last set. We know, that
is a basis of the algebra C(Y 1 ).
Application to Schur algebras
In this section we apply the technique developed in the previous section to the problem of constructing (minimal) projective resolutions for simple modules over the Borel subalgebra S + (n, r) of the Schur algebra S(n, r). We start with a short overview of Schur algebras.
Results on combinatorics
We shall use the following combinatorial notions. Definition 2.1. A partition λ of r is a sequence λ = (λ 1 , λ 2 , . . . ) of non-negative weakly decreasing integers λ 1 ≥ λ 2 ≥ · · · ≥ 0 such that λ i = r. The set of all partitions of r is denoted by Λ + (r). The λ i are the parts of the partition. If λ n+1 = λ n+2 = · · · = 0, we say λ has length at most n. The set of all partitions of length at most n is denoted by Λ + (n, r). Dropping the condition that the λ i are decreasing, we say that λ is a composition of r. The set of all compositions of r is denoted by Λ(r). The set of all compositions of r of length at most n is denoted by Λ(n, r).
There is a natural ordering on the set Λ(r): Definition 2.2. (Dominance order) For λ, µ ∈ Λ(r), we say that λ dominates µ and write λ µ if
Restricting, we get the dominance order on Λ(n, r). Now, let Z n be the n-dimensional lattice over the ring of integer numbers. We can consider Λ(n, r) as a subset Z n . We extend the dominance order from Λ(n, r) to Z n by the following definition Definition 2.3. (Dominance order) For z,z ∈ Z n , we say thatz dominates z and writez z if
Let Ψ n be the submonoid of Z n generated by the vectors v i − v i+1 , where {v i | 1 ≤ i ≤ n} is the standard basis of Z n . Then Ψ n acts effectively on Z n by bijections if we define γz := γ + z. The partial order ≤ Ψn introduced in Section 1.4, now becomes
Proposition 2.4. The dominance order on Z n coincides with < Ψn .
Proof. It is clear that for any z ∈ Z n and any i between 1 and n − 1:
Thusz > Ψn z impliesz z. Let z andz ∈ Z n be such thatz z. Denote by k j the difference
Then for all j the number k j is positive. It easy to see, that
It is clear that (r, 0, . . . , 0) and (0, . . . , 0, r) are the maximal and minimal elements of Λ(n, r) with respect to the dominance order, respectively. We denote by Λ 1 (n, r) the smallest Ψ n -convex subset in Z n containing (r, 0, . . . , 0) and (0, . . . , 0, r). Then Λ 1 (n, r) contains Λ(n, r) but does not coincide with it, since z ∈ Λ 1 (n, r) can have negative coordinates.
Proposition 2.5. For all z ∈ Λ 1 (n, r) we have z 1 ≥ 0 and
Proof. Since z dominates (0, . . . , 0, r) we have
Since z is dominated by (r, 0, . . . , 0) we have
Thus the claim of proposition is proved.
We denote by Λ
The monoid Θ n,k is generated by the vectors v i −v j with i < j and k+1 ≤ j ≤ n.
To prove the second part of the proposition it is enough to check that
For i < k < j we have
For k < i < j we get
Denote by I(n, r) the subset of N r consisting from the elements i = (i 1 , i 2 , . . . , i r ), such that i k ∈ {1, 2, . . . , n} for all k between 1 and r.
Definition 2.7. We write i ≤ j for i, j ∈ I(n, r) if i σ ≤ j σ for all σ, 1 ≤ σ ≤ r.
Denote by Σ r the permutation group on {1, 2, . . . , r}. The group Σ r acts on I(n, r) by the rule
Then we can extend the action of Σ r on I(n, r) 2 by (i, j)π = (iπ, jπ).
We denote by Ω(n, r) the set
Definition 2.8. We say that a composition λ = (λ 1 , . . . , λ n ) is the weight of i ∈ I(n, r), written λ = wt(i), if
for all ν ∈ {1, 2, . . . , n}.
It is clear that if
We denote by T (n, r) the set of upper-triangular n × n-matrices over N such that the sum of all its entries is r. Let
Proposition 2.9. For i,j ∈ I(n, r) such that i ≤ j and σ,ρ ∈ {1, 2, . . . , n}, set t(i, j) σ,ρ = # {τ ∈ {1, 2, . . . , r}|i τ = σ, j τ = ρ} .
Then the map t : {(i, j) ∈ I(n, r) × I(n, r)| i ≤ j, wt(i) = λ, wt(j) = µ} → T (λ, µ)
induces a bijection between Ω(λ, µ) and T (λ, µ).
Proof. Since i ≤ j, we get that for σ > ρ the number t(i, j) σ,ρ = 0. Moreover
Thus the image of t lies in T (λ, µ). It is clear that t is Σ r -invariant. Thus t induces a map from Ω(λ, µ) to T (λ, µ). For K = (k σ,ρ ) ∈ T (λ, µ) we set i = (1 λ1 , 2 λ2 , . . . , n λn ) and j = (1 k11 , 2 k12 , . . . , n k1n , 2 k22 , . . . , n knn ).
Then i ≤ j and t(i, j) σ,ρ = k σ,ρ . Thus t is surjective. Moreover, each pair (i ′ , j ′ ) of multi-indices, such that t(i ′ , j ′ ) = K, can be transformed to (i, j) with the appropriate element of Σ r . Thus t is injective. Corollary 2.10. There is a bijection between Ω(n, r) and T (n, r).
Proof. In fact, Ω(n, r) = λ µ Ω(λ, µ) and T (n, r) = λ µ T (λ, µ). By Proposition 2.9 there is a bijection between sets Ω(λ, µ) and T (λ, µ) for all λ µ.
2.2 The Schur algebra S(n, r) and the Borel subalgebra S + (n, r)
In this section we follow [10, 14, 15] . Let K be an infinite field (of any characteristic) and V the natural module over GL n (K) with basis {v 1 , . . . , v n }. Then there is a diagonal action of GL n (K) on the r-fold tensor product V ⊗r . With respect to the basis {v i = v i1 ⊗ · · · ⊗ v ir : i ∈ I(n, r)}, this action is given by the formula
We denote by τ n,r : GL n (K) = GL(V ) → End K (V ⊗r ) the corresponding representation of the group GL n (K) = GL(V ).
Definition 2.11 ([10]
). The Schur algebra S K (n, r) is the linear closure of the group {τ n,r (g) : g ∈ GL n (K)}.
Let us denote by B + n (K) the subgroup of GL n (K) consisting of the upper triangular matrices.
Definition 2.12 ([11]
). The upper Borel subalgebra S + K (n, r) of the Schur algebra S K (n, r) is the linear closure of the group {τ n,r (g)|g ∈ B + n (K)}.
We denote by e i,j the linear transformation of V ⊗r whose matrix, relative to the basis { v i : i ∈ I(n, r) } of V ⊗r , has 1 in place (i, j) and zeros elsewhere. Define 
is a K-basis of S(n, r).
The next statement was proved in [11, § §3, 6].
Proposition 2.14. The algebra S + K (n, r) has a K-basis ξ i,j : (i, j) ∈ Ω(n, r) .
Universal enveloping algebra of sl + n and Kostant form
Denote by sl + n the lie algebra of upper triangular nilpotent matrices. Let A n (C) be its universal enveloping algebra over C. We shall consider sl + n with the standard basis {e ij | 1 ≤ i < j ≤ n}. Then A n (C) is generated as an algebra by the elements e 1,2 , e 2,3 , . . . , e n−1,n .
We order the elements e ij in such way, that e ij ≤ e i ′ j ′ if and only if
In other words, e 12 > e 13 > e 23 > · · · > e 1k > e 2k > · · · > e k−1,k > · · · > e n−1,n .
We always assume that in the product It follows from the Poincare-Birkhoff-Witt Theorem, that the set
We define A n (Z) to be the Z-sublattice of A n (C) generated by the set Define a degree function on B n , by deg :
This makes A n (K) into a Ψ n -graded algebra. We define subset B n,k of B n by
Remark 2.17. Let A n,k (K) be the K-vector subspace of A n (K) generated by B n,k . Then
Note that each A n,k (K) is graded over Ψ n,k , since deg(B n,k ) ⊂ Ψ n,k . For l > k denote by A n,l,k (K) the tensor product
It is a subspace of A n (K) with the basis
Proof. Let g be a Lie subalgebra of sl + n . Then, from Poincare-Birkhoff-Witt Theorem, it follows, that U(g) is a subalgebra of A n (C). Note, that g l,k = C e ij |i < j, k ≤ j ≤ l is a Lie subalgebra of sl Thus U(g l,k ) is a subalgebra of A n (C). But now, it follows from the definition that A n,l,k (Z) = U(g l,k ) ∩ A n (Z) and, therefore, A n,l,k (Z) is a subalgebra of A n (Z). Since the property "to be subalgebra" "commutes" with the functor K ⊗ Z −, it follows, that A n,l,k (K) is a subalgebra of A n (K).
Main results
Define B n to be the algebra of all K-valued functions on Z n . Then Ψ n acts on B n by shifts f γ (z) := f (z − γ).
We consider Λ(n, r) as a subset of Z n . Denote by χ the indicator function of Λ(n, r), that is χ(γ) = 1, γ ∈ Λ(n, r) 0, γ / ∈ Λ(n, r).
Then χ is an idempotent in the algebra B, and therefore e = 1 An(K) ⊗ χ is an idempotent in the algebra C n (K) := A n (K) ⋉ Ψn B. Denote byē the idempotent 1 − e in A n (K) ⋉ Γ B. If l < k, then for j = 1, 2, . . . , n. Note that k jj is the j-th coordinate of z j = µ + deg(a j ) + deg(a j−1 ) + · · · + deg(a 2 ). Since z j ∈ Λ(n, r) it follows, that k jj ∈ N 0 for all j. Define λ i = n j=i k ij . Then (k ij ) n i,j=1 ∈ T (λ, µ). Thus I ⊂ J. Now, let i<j e (kij ) ij χ µ be an element of J. Then (k ij ) n i,j=1 is an element of T (λ, µ) for some λ µ. We set
e (kij ) ij for j ∈ {2, 3, . . . , n}. Then a j is an element of B n,j . Now, for all k < j, we have that the j-th coordinate of µ + deg(a k ) + · · · + deg(a 2 ) is the same as in µ, and thus it is positive. For k = j, this j-th coordinate is equal to
For k ≥ j the j-th coordinate of µ + deg(a k ) + · · · + deg(a 2 ) is
Therefore, for every k, the element µ + deg(a k ) + · · · + deg(a 2 ) lies in Λ(n, r). Therefore J ⊂ I. Theorem 2.20. The algebra C n (Λ(n, r)) is isomorphic to the Borel subalgebra S + (n, r) of the Schur algebra S(n, r).
Before we prove the theorem let us explain how we can use it to construct minimal projective resolutions of the simple S + (n, r)-modules. Suppose, we have constructed a Ψ n -graded (minimal) projective resolution P • of the trivial module M over the algebra A n (K). For each λ ∈ Λ(n, r) we denote by N λ the one dimensional B n -module, such that f v = f (λ)v for all v ∈ N λ and all f ∈ B n . Then, by Proposition 1.17 and Corollary 1.19, P • ⋉ Ψn N λ is a Ψ n -graded (minimal) projective resolution of the module M ⋉ Ψn N λ , since N λ is a projective B n -module, A n (K) 0 = K and Rad(B n ) = 0. Now, the complex C n (Λ(n, r))
is a (minimal) Ψ n -graded projective resolution of the module
Since C n (Λ(n, r)) ∼ = S + (n, r) is a finite dimensional algebra, by Proposition 1.13, the complex C n (Λ(n, r)) ⊗ Cn(K) (P • ⋉ Ψn N λ )
is a (minimal) projective resolution of the S + (n, r)-module K λ in the ungraded sense.
Proof. In this proof we will use the notation introduced in the beginning of Section 2.2. For simplicity we will write u for the element u ⊗ 1 B of C n (K).
Let {e k | 1 ≤ k ≤ n} be a basis of V . Denote by E ij an endomorphism of V given by E ij (e k ) = δ jk e i . Define a representation ρ r of A n (K) on V ⊗r by ρ r e (k) ij
For λ ∈ Λ(n, r), write ξ λ for ξ i,i , for any i ∈ I(n, r) such that wt(i) = λ. Extend ρ r to C n (K) by ρ r (a ⊗ χ λ ) = ρ r (a)ξ λ if λ ∈ Λ(n, r) 0 otherwise.
It is clear that ρ r χ Λ(n,r) = 0. Therefore ρ r is a representation of the algebra C n (Λ(n, r)). Note, that the image Im(ρ r ) of ρ r is a subalgebra of End(V ⊗r ). First we show that the image Im(τ r ) of τ r = τ n,r is a subset of the image Im(ρ r ). The group B + n (K) is generated by the elements of the form I + µE ij , where I is the identity matrix, µ ∈ K and i ≤ j. It is easy to check, that τ r (I + µE ii ) = λ∈Λ(n,r)
(1 + µ) λi ξ λ = λ∈Λ(n,r)
(1 + µ) λi ρ r (χ λ ). This shows, that Im(τ r ) ⊂ Im(ρ r ). Thus S + (n, r) is a subalgebra of Im(ρ r ), and therefore it is a subquotient of C n (Λ(n, r)). Now we use the fact that both algebras have bases that are in bijection with the finite set T (n, r) (see Proposition 2.14 and Theorem 2.19). Therefore, they have equal dimensions and are isomorphic.
