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Abstract
Standard and anomalous wave transport inside random media
by
Xujun Ma
Advisor: Professor Azriel Z. Genack

This thesis is a study of wave transport inside random media using random matrix theory.
Anderson localization plays a central role in wave transport in random media. As a consequence
of destructive interference in multiple scattering, the wave function decays exponentially inside
random systems. Anderson localization is a wave effect that applies to both classical waves and
quantum waves. Random matrix theory has been successfully applied to study the statistical
properties of transport and localization of waves. Particularly, the solution of the DorokhovMello-Pereyra-Kumar (DMPK) equation gives the distribution of transmission.
For wave transport in standard one dimensional random systems in which the average number of
scatterers per unit length is a constant, we get the ensemble average of the logarithm of
𝐿

transmission scales linearly with system length L, ⟨ln 𝑇⟩ = − 𝑙 , where l is the mean free path.
The average transmission scales exponentially with L for deeply localized systems, ⟨𝑇⟩ ∝
𝐿

exp (− 2𝑙). We have also investigated the statistics of intensity inside the random systems and
obtained the analytical expression of average intensity ⟨𝐼(𝑥)⟩. In addition, we find the average of
𝑥

the logarithm of intensity falls linearly with depth x, ⟨ln 𝐼(𝑥)⟩ = − 𝑙 .
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We have explored the statistics of anomalous wave transport inside random systems with Lévy
disorder, in which waves perform Lévy flights. We find the average logarithm of transmission
scales as a power law with system length, ⟨ln 𝑇⟩ ∝ −𝐿𝛼 , and the mean transmission scales as a
power law for large L, ⟨𝑇⟩ → 𝐿−𝛼 , where 𝛼 is the stability parameter of the 𝛼-stable distribution
associated with the Lévy flights. We have also investigated the statistics of intensity in the
interior of the random systems for Lévy flights of waves. We obtain an analytical expression for
the average intensity and find the average of the logarithm of intensity falls as a power law with
depth x, ⟨ln 𝐼(𝑥)⟩ ∝ −𝑥 𝛼 .
We have also studied the impact of internal and edge reflection on the statistics of wave transport
in random media. We find that the statistics of transmission is independent of the location of the
reflector. When a reflector is present in a random system, the average of the logarithm of
𝐿

transmission is shifted by ln 𝛤, ⟨ln 𝑇⟩ = − + ln 𝛤, where 𝛤 is the transmission coefficient of
𝑙

the reflector. The parameter 𝛤 can be found in term of the statistics of transmission by 𝛤 = 1 −
1

2

[1 − (2 ⟨𝑇⟩ − 1) e2⟨ln 𝑇⟩ ] . Thus, the transmission of the reflector can be obtained from the
information of transmission measured outside the system. We have also investigated the statistics
of intensity inside random media and calculated the average intensity, which depends on the
location of the reflector. The average logarithm of intensity is not affected by the presence of
reflector before the reflector, and shifts by ln 𝛤 beyond the reflector.
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Chapter 1

Introduction
1.1

Complexity

The main goal of physics is to understand how the universe behaves and to predict the future
based on the current information using physical laws. The development of classical physics made
this goal seemed almost achieved. The laws of classical physics, which are described by
differential equations, govern the evolution of deterministic systems. If one has precise
knowledge of the initial state of a system, then state could be predicted at any time in the future.
These laws do not only apply to objects on earth but also describe the motion of astronomical
objects. According to classical physics, if we could know the position and velocity of every
atoms of the universe, in principle we could predict the future status of the universe.
However, this concept was overturned by many important discoveries in 20th century. Quantum
mechanics shows that the status of microscopic particles is random. We cannot predict any
observables of microscopic particles. Instead, we can only know the possible outcomes and the
corresponding probabilities. The uncertainty principle indicates that any noncommutative
quantities of a particle, like position and momentum, cannot be detected exactly at the same time.
A deterministic system in macroscopic scale can also be unpredictable. Chaos theory
demonstrate that for chaotic systems, which are highly sensitive to initial conditions, small
difference in initial conditions such as rounding error in numerical computation may lead to large

2
difference at later stages. In this sense, the long-term prediction of the behavior of a chaotic
system is impossible. Chaotic behavior exists widely in nature such as the three-body problem,
turbulence, weather and climate. Statistical mechanics explains the macroscopic thermodynamic
behavior of a large system by studying the statistics of the microscopic particles of this system.
According to statistical mechanics, a macroscopic thermodynamic observable is given by the
ensemble average of a quantity that is a function of the microstate of the system while fluctuation
exists. Therefore, the unpredictable nature leads to the complexity of the universe.
The part-whole relationship serves as another source of the complexity of the universe.
Reductionism, asserting that the entire systems can be explained by their individual, constituent
parts and their interactions, dominated the scientific world since the 17th century. Scientists
attempted to reduce the explanation of a system to its smallest possible entities. However, this
failed to explain numerous phenomena. For example, in human brains the simple components are
neurons. A single neuron consists of soma, dendrites and axon. A firing neuron sends an electric
pulse through the axon, which is converted into a chemical signal, and activates other neurons
through dendrites. This communication could collectively generate complicated and
sophisticated global behavior of the brain such as thought, emotion, and consciousness. The
understanding of the behavior of individual neurons cannot lead to the understanding of brains.
Instead, the mechanism of how the individual neurons work together to produce complex overall
effects plays a central role, which is still unknown. Macroscopic materials consist of a large
number of molecules, but many phenomena such as phase transition and self-organization are
caused by the collective effects rather than the properties of individual molecules. In economics,
the market consists of companies and customers, whose behavior is relatively simple, but the
market behavior is much more complex and hard to predict. These circumstances indicate that
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although a system is composed entirely by its parts, the system has features that none of the parts
have. More evidences were found in the behaviors and properties of insect colonies, immune
systems, complex networks, the Internet and so on. In a word, more is different.
The ubiquitousness of disorder also makes it impossible to exactly describe and predict the future
of the real world. For instance, a condensed matter is not always perfectly ordered, but contains
disorder such as impurities and lattice defects. The conductance of electrons is a main research
topic of condensed matter physics. The effects of disorder had been mostly regarded as a
perturbation until the discovery of Anderson localization, which shows that beyond a certain
threshold of disorder strength in a material, the electron wave function becomes exponentially
peaked and a conductor becomes an insulator. Anderson localization indicates that the effects of
disorder are not ignorable but are of fundamental importance. Since the disorder in each system
is generally complex and unknown, it is necessary to study problems involving disorders in a
statistical manner. More details of Anderson localization will be given in next section.
Today scientists take new methods and interdisciplinary perspectives to better understand and
explain the complexity aspect of the universe.

Studying the statistical properties becomes

increasingly important in exploring the underlying physics of complex systems. In this thesis, I
study the statistics of wave transport in complex media, in which waves undergo multiple
scattering and Anderson localization occurs. Numerous objects exist and evolve as a form of
wave such as light, sound, electrons, tidal waves and seismic waves. According to wave-particle
duality in quantum mechanics, every object has wave character. Waves are widely applied in
practice such as probing, imaging and communication. Multiple scattering of waves in complex
media is common in real life, for example, the propagation and penetration of light, radio waves
and sound in air and the oceans, the conductance of electrons in disordered quantum wires, and
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the dwell and propagation of photons in random laser. Therefore, the study of wave propagation
and localization in complex media is of both fundamental and practical importance.

1.2

Anderson localization

In 1958, Anderson proposed that beyond a certain threshold of the disorder strength in a material,
the electron wave function becomes exponential peaked and a conductor becomes an insulator
[1]. Anderson localization is fundamentally a wave effect that applies to both classical waves and
quantum waves [2]. Intuitively, this can be understood as a result of coherent backscattering.
Waves undergo multiple scattering in random media and some of their trajectories include closed
loops. For each loop, there exits an identical closed loop following the same set of scattering
events but in opposite order, as illustrated in Fig. 1.1. The probability of a wave returning to the
same position along the same path but in opposite order is proportional to the absolute square the
𝑐𝑜ℎ
coherent sum of the amplitudes of each of these partial waves, 𝑃𝑟𝑒𝑡𝑢𝑟𝑛
= |𝐴↻ + 𝐴↺ |2 =
𝑖𝑛𝑐𝑜
|2𝐴↻ |2 = 4|𝐴↻ |2 , which is twice of the value for the incoherent sum 𝑃𝑟𝑒𝑡𝑢𝑟𝑛
= |𝐴↻ |2 +

|𝐴↺ |2 = 2|𝐴↻ |2 . As a result, constructive interference enhances the return probability and
suppresses the transmission [3, 4].
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Fig. 1.1 Constructive interference of two partial waves
following a closed loop and its time-reversed trajectory.

Thouless proposed that the ratio of the average energy level width to the average energy level
spacing of a system, which is known as the Thouless number δ, characterizes wave localization
in random media [5]. The threshold for Anderson localization lies at 𝛿 = 1. For localized waves
𝛿 < 1 , while for diffusive waves 𝛿 > 1 . Thouless then showed that δ is proportional to
𝐺

dimensionless conductance 𝑔 = 𝑒 2⁄ℎ, where G is the electronic conductance, e is the electron
charge and ℎ is Plank’s constant. In 1979, Abrahams, Anderson, Licciardello and Ramakrishnan
proposed a scaling theory [7] of localization, stating that the scaling of 𝑔 with respect to system
length L depends only on itself. In diffusive regime, 𝑔 ∝ 𝐿𝐷−2 , where D is dimension of the
𝐿

system. For localized systems, 𝑔 ∝ exp (− 𝜉), where ξ is the localization length. The LandauerFisher-Lee formula [8, 9] relates the dimensionless conductance g with the mean transmission,
𝑔 = ⟨ 𝑇⟩. In this thesis, we focus on localized regime.
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1.3

Random matrix theory

Random matrix theory, which is a powerful mathematical tool originally developed for particle
physics, has been successfully applied to study the statistical properties of wave transport
quantities that characterize the Anderson localization effect. In particular, the Dorokhov-MelloPereyra-Kumar (DMPK) equation, which is derived from random matrix theory by applying a
maximum entropy approach (MEA), is a Fokker-Plank equation that governs the evolution of the
probability density function (PDF) of the transmission eigenvalues as a function of the length of
the system. Here I briefly introduce the maximum entropy assumption and the derivation of
DMPK equation for single channel systems in the presence of time-reversal invariance (TRI).
For the cases involving other types of symmetry and the derivation of DMPK equation for
multichannel systems, I recommend to refer to the chapter 7 of Ref. [10].

0

𝑀′′

𝑀′

L

δL

Fig. 1.2 Schematic of a single channel system of length L
enlarged by a building block of length δL.

Consider a single channel system of length L described by the transfer matrix 𝑀′′ shown in Fig
1.2. Add a thin layer of length δL, called the building block, which is described by the transfer
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matrix 𝑀′ . The transfer matrix of the enlarged system of length L+ δL is 𝑀 = 𝑀′′ 𝑀′ . Write the
transfer matrix M in the polar representation,

M=[

𝛼
𝛼∗

i𝜇

= [e
0

𝛽
]
𝛽∗

0 ] [√1 + 𝜆ei𝜃
e−i𝜇
√𝜆ei𝜃

+ 𝜆ei𝜃
= [ √1 i(𝜃−2𝜇)
√𝜆e

Here 𝜆 =

1−𝑇
𝑇

(1.1a)

√𝜆e−i𝜃 ] [e−i𝜇
0
√1 + 𝜆e−i𝜃

0]
ei𝜇

(1.1b)

√𝜆ei(2𝜇−𝜃) ].
√1 + 𝜆e−i𝜃

(1.1c)

, T is the transmission, and 𝜃, 𝜇 are random phases. 𝑀′′ and 𝑀′ can also be written

in polarized representation in the same fashion. The law of composition of 𝑀′′ and 𝑀′ gives

𝛼 = √1 + 𝜆ei𝜃 = √(1 + 𝜆′′ )(1 + 𝜆′ )ei(𝜃

′′ +𝜃 ′ )

+ √𝜆′′ 𝜆′ ei(𝜃

′′ −2𝜇 ′′ −𝜃 ′ +2𝜇 ′ )

,

(1.2a)

which leads to
𝜆 = 𝜆′′ +𝜆′ + 2𝜆′′ 𝜆′ + 2√𝜆′′ (1 + 𝜆′′ )(1 + 𝜆′ ) cos 2(𝜇 ′′ + 𝜃 ′ − 𝜇 ′ ).

Here 𝜆′ , 𝜃 ′ and 𝜇 ′ are variables of 𝑀′ , and 𝜆′′, 𝜃 ′′ and 𝜇 ′′ are variables of 𝑀′′ .

The information entropy of the PDF of the building block is defined as

(1.2b)
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𝑆[𝑝𝛿𝐿 ] = − ∫ 𝑝𝛿𝐿 (𝑀′ ) ln[𝑝𝛿𝐿 (𝑀′ )] d𝜆′ d𝜃 ′ d𝜇 ′ ,

(1.3)

There are two constraints:
(i)

The normalization condition ∫ 𝑝𝛿𝐿 (𝜆′ , 𝜃 ′ , 𝜇 ′ ) d𝜆′ d𝜃 ′ d𝜇 ′ = 1.

(ii)

The average

⟨𝜆′ ⟩𝛿𝐿
𝛿𝐿

≡

1
𝑙

is assumed to be fixed. The physical meaning is that the

average transmission probability per unit length equals the mean free path 𝑙.
The maximization of the entropy subject to these two constraints gives

′

𝑝𝛿𝐿 (𝑀′ ) = e𝛾0 −𝛾1 𝜆 ,

where 𝛾𝑖 are Lagrange multipliers needed to satisfy the constraints, 𝛾0 = − ln

𝑝𝛿𝐿 (𝑀′ ) =

1 −𝜆′ /(𝛿𝐿)
𝑙 .
e
𝛿𝐿/𝑙

(1.4a)

𝛿𝐿
𝑙

𝑙

, 𝛾1 = 𝛿𝐿, thus

(1.4b)

The random system and the building block are statistically independent, so the PDF of matrix M
is the convolution of those of 𝑀′′ and 𝑀′ ,

𝑝𝐿+𝛿𝐿 (𝑀) = ∫ 𝑝𝐿 (𝑀′−1 𝑀)𝑝𝛿𝐿 (𝑀′ )d𝜆′ d𝜃 ′ d𝜇 ′ .

The characteristic function of the variable 𝜆 is given by

(1.5)
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𝜑𝜆 (𝑡) = ⟨ ei𝑡𝜆(𝑀

′′ ,𝑀′ )

⟩𝑀′′ ,𝑀′ = ∫ ⋯ ∫ exp{i𝑡[𝜆′′ +𝜆′ + 2𝜆′′ 𝜆′

+2√𝜆′′ (1 + 𝜆′′ )(1 + 𝜆′ ) cos 2(𝜇 ′′ + 𝜃 ′ − 𝜇 ′ )]}

× 𝑝𝐿

(𝜆′′

,𝜃

′′

, 𝜇 ′′ )𝑝𝛿𝐿 (𝜆′ , 𝜃 ′ , 𝜇 ′ )

d𝜃 ′ d𝜇 ′ ′′ d𝜃 ′′ d𝜇 ′′
d𝜆
d𝜆
.
2𝜋 2𝜋
2𝜋 2𝜋
′

(1.6)

Making the change of variables 𝜈 = 𝜇 ′′ + 𝜃 ′ − 𝜇 ′ and integrating over these phases, we have

𝜑𝜆 (𝑡) = ∫ ∫ ∫ exp{i𝑡[𝜆′′ +𝜆′ + 2𝜆′′ 𝜆′ + 2√𝜆′′ (1 + 𝜆′′ )(1 + 𝜆′ ) cos 2(𝜇 ′′ + 𝜃 ′ − 𝜇 ′ )]}

× 𝑝𝐿 (𝜆′′ )𝑝𝛿𝐿 (𝜆′ ) d𝜆′ d𝜆′′

d𝜈
.
2𝜋

(1.7)

The PDF 𝑝𝐿+𝛿𝐿 (𝜆) is the inverse Fourier transform of 𝜑𝜆 (𝑡),

𝑝𝐿+𝛿𝐿 (𝜆) =

1 +∞ i𝑡𝜆
∫ e 𝜑𝜆 (𝑡)d𝑡
2𝜋 −∞

1 +∞
′′
′
′′
′′
′′ ′
′
=
∫ 𝑑𝑡 ∫ ∫ ∫ ei𝑡(𝜆 −𝜆) ei𝑡𝜆 (1+2𝜆 ) e2i𝑡√𝜆 (1+𝜆 )𝜆 (1+𝜆 ) cos 2𝜈
2𝜋 −∞

× 𝑝𝐿 (𝜆′′ )𝑝𝛿𝐿 (𝜆′ ) d𝜆′ d𝜆′′

d𝜈
.
2𝜋

(1.8)
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Expanding the second and third exponentials in the integrand,

𝑝𝐿+𝛿𝐿 (𝜆) = ∫ ∫ ∫ d𝜆′ d𝜆′′

d𝜈 1 +∞ i𝑡(𝜆′′ −𝜆)
∫ 𝑑𝑡e
𝑝𝐿 (𝜆′′ )𝑝𝛿𝐿 (𝜆′ )
2𝜋 2𝜋 −∞

× {1 + i𝑡𝜆′ (1 + 2𝜆′′ ) +

(i𝑡)2 ′
[𝜆 (1 + 2𝜆′′ )]2 + ⋯ }
2!

× {1 + 2i𝑡√𝜆′′ (1 + 𝜆′′ )𝜆′ (1 + 𝜆′ ) cos 2𝜈

(2i𝑡)2 ′′
+
𝜆 (1 + 𝜆′′ )𝜆′ (1 + 𝜆′ )cos 2 2𝜈 + ⋯ }.
2!

(1.9)

The integral of odd powers of cos 2𝜈 is zero. Also, using the identity for the kth derivative of the
delta function,

1 +∞
′′
∫ (i𝑡)𝑘 ei𝑡(𝜆 −𝜆) d𝑡 = 𝛿 (𝑘) (𝜆′′ − 𝜆),
2𝜋 −∞

we have

𝑝𝐿+𝛿𝐿 (𝜆) = ∫ ∫ d𝜆′ d𝜆′′ [𝛿(𝜆′′ − 𝜆) + 𝛿 ′′ (𝜆′′ − 𝜆)]𝜆′′ (1 + 𝜆′′ )𝜆′ (1 + 𝜆′ )

+𝛿 ′ (𝜆′′ − 𝜆)𝜆′ (1 + 2𝜆′′ ) + 𝑂((𝜆′ )2 )]𝑝𝐿 (𝜆′′ )𝑝𝛿𝐿 (𝜆′ )

(1.10)

11

𝜕2
= 𝑝𝐿 (𝜆) + 2 [𝜆(1 + 𝜆)𝑝𝐿 (𝜆)]⟨ 𝜆′ (1 + 𝜆′ )⟩𝛿𝐿
𝜕𝜆

−

𝜕
[(1 + 2𝜆)𝑝𝐿 (𝜆)]⟨ 𝜆′ ⟩𝛿𝐿 + 𝑂⟨ (𝜆′ )2 ⟩𝛿𝐿 .
𝜕𝜆

(1.11)

The nth moment of 𝜆′ can be obtained from the PDF of 𝜆′ given by Eq. (1.4b),

⟨

(𝜆′ )𝑛 ⟩

𝛿𝐿

𝛿𝐿 𝑛
= 𝑛! ( ) .
𝑙

(1.12)

Substituting into Eq. (1.11) we get

𝜕2
𝛿𝐿 𝜕
𝛿𝐿
𝛿𝐿 2
𝑝𝐿+𝛿𝐿 (𝜆) = 𝑝𝐿 (𝜆) + 2 [𝜆(1 + 𝜆)𝑝𝐿 (𝜆)] − [(1 + 2𝜆)𝑝𝐿 (𝜆)] + 𝑂 ( )
𝜕𝜆
𝑙
𝜕𝜆
𝑙
𝑙

𝜕
𝜕
𝛿𝐿
𝛿𝐿 2
= 𝑝𝐿 (𝜆) + [𝜆(1 + 𝜆) 𝑝𝐿 (𝜆)] + 𝑂 ( ) .
𝜕𝜆
𝜕𝜆
𝑙
𝑙

(1.13)

Taking the limit 𝛿𝐿 → 0, we get

𝜕𝑝𝑠 (𝜆)
𝜕
𝜕𝑝𝑠 (𝜆)
=
[𝜆(1 + 𝜆)
],
𝜕𝑠
𝜕𝜆
𝜕𝜆

(1.14)

𝐿

where 𝑠 = 𝑙 . This equation is the DMPK equation for single channel systems in the presence of
TRI, also known as Melnikov’s equation. Since as → 0, 𝜆 → 0, the initial condition of this
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equation is 𝑝𝑠=0 (𝜆) = 𝛿+ (𝜆), where 𝛿+ (𝜆) is the one-sided delta function satisfying
∞

∫0 𝛿+ (𝜆)d𝜆 = 1. The solution can be written as [11]

𝑃𝑠 (𝑇) =

𝑠

−

3
2

−

𝑠
4

−

∞

𝑦2
4𝑠

e
𝑦e
∫ 𝑑𝑦
,
2
√2𝜋 𝑇 𝑦0
√cosh 𝑦 + 1 − 2/𝑇

(1.15)

2

where 𝑦0 = arcosh (𝑇) − 1. Remarkably, the distribution of transmission is determined by a
single parameter s.

The DMPK equation for N-channel systems in the presence (𝛽 = 1) or absence (𝛽 = 2) of TRI
can be written as

𝑁

𝜕𝑝𝑠 (𝛽) (𝜆)
2
1
𝜕
𝜕𝑝𝑠 (𝛽) (𝜆)
(𝛽)
=
∑
[𝜆 (1 + 𝜆𝑖 )𝐽 (𝜆)
],
𝜕𝑠
𝛽𝑁 + 2 − 𝛽 𝐽(𝛽) (𝜆)
𝜕𝜆𝑖 𝑖
𝜕𝜆𝑖

(1.16)

𝑖

where 𝜆𝑖 =

1−𝜏𝑖
𝜏𝑖

and 𝜏𝑖 is the transmission of ith channel. The Jacobian 𝐽(𝛽) (𝜆) is given by

𝛽
𝐽(𝛽) (𝜆) = ∏𝑁
𝑖<𝑗 |𝜆𝑖 − 𝜆𝑗 | . The solution can be written as [12]

𝑝𝑠 (𝛽) (𝜆) =

1
exp[−𝛽𝐻(𝜆)],
𝑍

(1.17)

𝑁
Where 𝑍 = ∫ exp[−𝛽𝐻(𝜆)] ∏𝑖 d𝜆𝑖 and 𝐻(𝜆) = ∑𝑁
𝑖<𝑗 𝑢(𝜆𝑖 , 𝜆𝑗 ) + ∑𝑖 𝑉(𝜆𝑖 ) . The functions

𝑢(𝜆𝑖 , 𝜆𝑗 ) and 𝑉(𝜆𝑖 ) are written in terms of variables 𝑥𝑖 , where 𝜆𝑖 = sinh2 𝑥𝑖 as
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1
𝑢(𝑥𝑖 , 𝑥𝑗 ) = − [ln|sinh2 𝑥𝑖 − sinh2 𝑥𝑗 | − ln|𝑥𝑖 2 − 𝑥𝑗 2 |],
2

𝑉(𝑥𝑖 ) =

𝛽𝑁 + 2 − 𝛽 2
1
𝑥𝑖 −
ln|𝑥𝑖 sinh 2𝑥𝑖 |.
2𝛽𝑠
2𝛽

(1.18)

We will apply random matrix theory to study analytically the statistics of wave transport
quantities inside random media. We mainly focus on single channel systems while results of
multichannel systems are also introduced.

1.4

One dimensional scattering matrix simulation

Our analytical results of the statistics of transmission as well as the intensity profile inside
random systems will be verified by 1D layered structure simulation. In the simulation model, a
plane electromagnetic wave impinges normally on a statistically equivalent ensemble of random
layered structures with alternating indices of refraction 𝑛𝐴(𝐵) . The thicknesses of the layers 𝑑𝑖 are
random variables. Waves perform free propagation inside layers and scatter at the interfaces of
layers due to the mismatch of indices of refraction. Now I introduce the algorithm of this
scattering matrix simulation. The scattering matrix connecting the incoming and outgoing fields
of a scattering region is shown below.
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Fig. 1.3 The sketch of a scattering matrix connecting the
incoming and outgoing fields of a scattering region.

The connection of the incoming and outgoing fields can be expressed with a scattering matrix as

𝑏1
𝑠11
( ) = (𝑠
21
𝑏2

𝑠12 𝑎1
𝑟
𝑠22 ) (𝑎2 ) = ( 𝑡

𝑡 ′ 𝑎1
) ( ).
𝑟 ′ 𝑎2

(1.19)

The element 𝑠21 is the transmission coefficient of waves from the left to the right. For a system
consisting of two parts with scattering matrices 𝑆 ′ and 𝑆 ′′ , the transmission coefficient can be
calculated by:

𝑠21 = 𝑠 ′ 21 𝑠 ′′ 21 + 𝑠 ′ 21 (𝑠 ′′11 𝑠 ′ 22 )𝑠 ′′ 21 + 𝑠 ′ 21 (𝑠 ′′11 𝑠 ′ 22 )2 𝑠 ′′ 21 + ⋯

∞

=𝑠

′

21

∑(𝑠 ′′11 𝑠 ′ 22 )𝑛 𝑠 ′′ 21
𝑛=0

=

𝑠 ′ 21 𝑠 ′′ 21
.
1 − 𝑠 ′′11 𝑠 ′ 22

(1.20)
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In the same way, we can obtain other elements of the scattering matrix for the combined system.
For a system with N layers, the scattering matrix for the first k layers can be obtained in iterative
calculations of Eq. (1.20). The elements of a scattering matrix, which are the transmission and
reflection coefficients at the interface of the ith and i+1th layers, are given by:

𝑡𝑖 =

2√𝑛𝑖 𝑛𝑖+1
exp(i𝑛𝑖 𝑘𝑛𝑑𝑖 ),
(𝑛𝑖 + 𝑛𝑖+1 )

(1.21a)

𝑟𝑖 =

(𝑛𝑖 − 𝑛𝑖+1 )
exp(2i𝑛𝑖 𝑘𝑛𝑑𝑖 ).
(𝑛𝑖 + 𝑛𝑖+1 )

(1.21b)

We can obtain the scattering matrix of a sample comprised of the first k layers by doing the
iterative calculation of equation Eq. (1.20). The scattering matrix elements give 𝑇𝑘 , 𝑅𝑘 , 𝑇𝐵𝑘 ,
𝑅𝐵𝑘 , which are the field transmission and reflection coefficient of the first k layers for incident
wave on the left and right. From the following relationship of the field moving forward and
backward at the kth interface, 𝐸𝐹𝑘 and 𝐸𝐵𝑘 ,

𝐸𝐹𝑘 = 𝑇𝑘 + 𝐸𝐵𝑘 ∗ 𝑅𝐵𝑘 ,

𝑅𝑁 = 𝑅𝑘 + 𝐸𝐵𝑘 ∗ 𝑇𝐵𝑘 ,

we can obtain 𝐸𝐹𝑘 and 𝐸𝐵𝑘 as

(1.22a)

(1.22b)
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𝐸𝐹𝑘 = 𝑇𝑘 +

𝐸𝐵𝑘 =

𝑅𝑁𝑙 − 𝑅𝑘
𝑅𝐵𝑘
𝑇𝐵𝑘

𝑅𝑁𝑙 − 𝑅𝑘
𝑇𝐵𝑘

(1.23a)

(1.23b)

In this way, we can calculate the field at any interface inside the sample. In practice, we usually
divide the sample into many equal parts and retrieve data at these divide edges. The divide edge
would be inside a layer. For this concern, we divide the layers into two parts at the observing
positions to make these observing positions be layer interfaces. Thus we can calculate the field at
these layer interfaces as described above.

1.5

Outline

We will study the statistics of the quantities that characterize the physics of wave transport in 1D
random media. We investigate the scaling of transmission T and its logarithm ln 𝑇 with respect to
system length L. In the interior of the random systems, we explore the intensity profile 𝐼(𝑥) and
its logarithm ln 𝐼(𝑥) at any depth x. In Chapter 2, we focus on standard random systems, i.e., the
spacings between nearest neighbor scatterers are random variables with finite first moment. We
will show the statistical properties of these transport quantities that characterize the standard
Anderson localization of waves. In Chapter 3, we study wave transport in 1D random systems in
which the spacings between nearest neighbor scatterers follow α-stable distributions. In these
systems, waves perform Lévy flights and anomalous Anderson localization occurs. In Chapter 4,
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we study how reflection at the system edges as well as inside the system affects the statistics of
wave transport in random media.
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Chapter 2

Standard wave transport inside random media
2.1

Introduction

Anderson localization plays a central role in the study of wave transport in random media. As a
consequence of coherent back scattering in disordered systems, the wave function decays
exponentially and Anderson localization occurs, which makes the statistics of wave transport
different from that of classical particles. In this chapter, we will study the statistical properties of
standard wave transport quantities in disordered systems where the spacing between nearest
neighbor scatterers follows a distribution that possesses a finite first moment. In these systems,
the average number of scatterers per unit length is a constant, so the total number of scatterers in
a system is proportional to the system length, which leads to the scaling properties for standard
wave transport. In contrast, when the spacing between nearest neighbor scatterers follows a
heavy-tailed distribution without finite first moment, the average number of scatterers per unit
length varies along the system. The statistics of wave transport in these systems is different from
that of standard wave transport, which will be demonstrated in Chapter 3.
The scaling theory of localization has been of great interest in the study of wave transport in
random media [6-7, 13-16]. The scaling of transmission predicts how the transmission of a
system depends on its size. In Section 2, we study the statistics of transmission T and its
logarithm ln 𝑇 for standard wave transport in random systems and show how they scale with
respect to system length L. In addition to studies of transmission at the system output, the
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statistics of transport quantities inside random systems has attracted great interest [17-30]. In
Section 3, we investigate the statistics of the intensity 𝐼(𝑥) and its logarithm ln 𝐼(𝑥) at any depth
x inside the random systems.

2.2

Statistics of transmission for standard wave transport in random media

The distribution of transmission for wave transport in 1D random system is given by the solution
of the Melnikov’s equation,

3

𝑠

𝑦2

𝑠 − 2 e− 4 ∞
𝑦e− 4𝑠
𝑃𝑠 (𝑇) =
∫
𝑑𝑦
,
√2𝜋 𝑇 2 𝑦0
√cosh 𝑦 + 1 − 2/𝑇

2

(1.15)

𝐿

where 𝑦0 = arcosh (𝑇) − 1 and 𝑠 = 𝑙 is the dimensionless length. The distribution of ln 𝑇 can
be obtained by making change of variables,

3

𝑠 −2

𝑠

𝑦2

∞
e− 4
𝑦e− 4𝑠
𝑃𝑠 (ln 𝑇) =
∫ 𝑑𝑦
.
√2𝜋 exp(ln 𝑇) 𝑦0
√cosh 𝑦 + 1 − 2/exp(ln 𝑇)

The distributions of T and ln 𝑇 for different values of s are illustrated in Fig. 2.1.

(2.1)
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Fig. 2.1 Probability distributions from scattering matrix simulation (histograms) and random
matrix theory (solid lines) of different values of s for (a, b, c) T and (d, e, f) ln T.
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For calculating the ensemble average of ln 𝑇, we first introduce the additivity property of ⟨ln 𝑇⟩
for a series of scattering events [13]. We place two scatterers in series and calculate the overall
⟨ln 𝑇⟩ of the pair, then put the compound scatterers together, until we have scaled up to a long
system.

1
t
𝑆1

𝑆2

r

Fig. 2.2 Composition of two scatterers with scattering matrices S1 and S2. The
amplitude of the incident wave is 1. The amplitudes of reflected and transmitted
waves are denoted as r and t.

We express the scattering matrices of these two scatterers as

𝑟
𝑆𝑖 = ( 𝑖
𝑡𝑖

𝑡𝑖′
) , 𝑖 = 1, 2.
𝑟𝑖′

(2.2)

𝑡1 𝑡2
.
1 − 𝑟1′ 𝑟2

(2.3)

The law of composition of 𝑆1 and 𝑆2 gives

𝑡=

Taking the logarithm of the absolute square of both sides, we have
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ln 𝑇 = ln 𝑇1 + ln 𝑇2 − ln(1 + (1 − 𝑇1 )(1 − 𝑇2 ) − 2√(1 − 𝑇1 )(1 − 𝑇2 ) cos 𝜃),

(2.4)

where 𝜃 is the phase of 𝑟1′ 𝑟2 . Taking the average of both sides and using the identity (see Eq.
(4.224.9) of Ref. [31])

𝜋
1
1
∫ 𝑑𝜃 ln(𝐴 + 𝐵 cos𝜃) = 𝜋 ln [𝐴 + (𝐴2 − 𝐵 2 )2 ],
2
0

(2.5)

which is zero for our 𝐴 = 1 + (1 − 𝑇1 )(1 − 𝑇2 ) and 𝐵 = −2√(1 − 𝑇1 )(1 − 𝑇2 ), we have

⟨ln 𝑇⟩ = ⟨ln 𝑇1 ⟩ + ⟨ln 𝑇2 ⟩.

(2.6)

This indicates the average of the logarithm of transmission of the compound system is the sum of
that of the two individual scatterers. For a scattering system with n scatterers, we have ⟨ln 𝑇⟩ =
−𝑎𝑛, where a is a positive constant representing the average scattering strength. Since the
spacing between nearest neighbor scatterers follows a distribution with finite first moment, the
average number of scatterers per unit length is a constant 𝜌 and 𝑛 = 𝐿𝜌. Define mean free path
𝑙 = 1/𝑎𝜌, we have

𝐿
⟨ln 𝑇⟩ = − .
𝑙

(2.7)
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The single-parameter scaling hypothesis holds that, for deeply localized system, namely 𝑠 → ∞,
the distribution of ln 𝑇 is a Gaussian with variance equal to twice of the magnitude of its average
value [32, 33],

var(ln 𝑇) = −2⟨ln 𝑇⟩ =

2𝐿
.
𝑙

(2.8)

The mean transmission of wave transport in 1D systems is obtained by integrating its distribution
multiplying T:

⟨ 𝑇⟩ = ∫

3
𝑠
1 −2 −4
𝑠 e

0

2𝜋 𝑇

𝑦2

𝑦e− 4𝑠

∞

∫ 𝑑𝑦
𝑦0

√cosh 𝑦 + 1 − 2/𝑇

d𝑇.

(2.9)

For deeply localized system, the mean transmission decays exponentially with length:

⟨ 𝑇⟩ ∝ exp (−

𝐿
).
2𝑙

The ensemble averages of T and ln 𝑇 for different values of s are illustrated in Fig. 2.3.

(2.10)
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Fig. 2.3 Results from random matrix theory (solid lines) and
scattering matrix simulation (circles) for (a) ⟨T⟩ and (b) ⟨ln T⟩.

For wave transport in N-channel random systems, the mean transmission is associated with the
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𝑁
parameter 𝑔 introduced in Section 1.2, ⟨ 𝑇⟩ = 𝑔 = ∑𝑁
𝑖=1⟨ 𝑇𝑖 ⟩ = ∑𝑖,𝑗=1⟨ 𝑇𝑖𝑗 ⟩ , where 𝑇𝑖𝑗 is the

intensity transmission coefficient relating incoming channel i and outgoing channel j. Summing
over all outgoing channels gives the total transmission for channel i, 𝑇𝑖 = ∑𝑁
𝑗=1⟨ 𝑇𝑖𝑗 ⟩ , and
summing over all incoming channels yields the transmittance 𝑇 = ∑𝑁
𝑖=1 𝑇𝑖 .

𝑙

In diffusive regime, ⟨ 𝑇𝑖 ⟩~ 𝐿 and ⟨ 𝑇⟩ = 𝑔 =

𝑁𝑙
𝐿

> 1 . The distribution of total transmission

normalized to its ensemble average, 𝑠𝑖 = 𝑇𝑖 /⟨ 𝑇𝑖 ⟩, is given by [34, 35]

𝑃(𝑠𝑖 ) =

1 i∞
𝑞
∫ exp(𝑞𝑠𝑖 ) 𝐹 ( ) d𝑞 ,
2𝜋𝑖 −i∞
𝑔

𝐹(𝑞) = exp(−𝑔ln2 (√1 + 𝑞 + √𝑞)),

2

(2.11)

and var(𝑠𝑖 ) = 3𝑔. The Anderson localization threshold lays at 𝑔 = 1. In localized regime, 𝑔 < 1,
𝐿

⟨ 𝑇⟩ ∝ exp (− ), where 𝜉~𝑁𝑙 is the localization length.
𝜉
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2.3

Statistics of intensity inside random media for standard wave transport

We separate a system of length L into two segments shown in Fig. 2.4, where f and b are two
complex numbers representing the amplitude and phase for waves moving forward and backward
at depth x. We denote the scattering matrices and transmissions of these two segments as S1, S2.

Segment 1

Segment 2

1

f
𝑆1

t

𝑆2
b

r
0

x

L

Fig. 2.4 A randon system of length L is separated into two segments at depth
x to calculate the intensity inside the system.

We express the scattering matrices of these two segments as

𝑟
𝑆𝑖 = ( 𝑖
𝑡𝑖

𝑡𝑖′
) , 𝑖 = 1, 2.
𝑟𝑖′

(2.12)

From the definition of scattering matrix, we have

𝑓
𝑏
𝑆2 ( ) = ( ),
0
𝑡

(2.13)
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which leads to

𝑓=

𝑡
,
𝑡2

𝑏=

𝑟2
𝑡.
𝑡2

(2.14)

The intensity at x is

𝐼(𝑥) = |𝑓 + 𝑏|2 = |

𝑡 𝑟2 2
1 𝑟2
+ 𝑡| = 𝑇| + |2 ,
𝑡2 𝑡2
𝑡2 𝑡2

(2.15)

1 𝑟2 2
+ | .
𝑡2 𝑡2

(2.16)

thus

ln 𝐼(𝑥) = ln 𝑇 + ln |

These scattering matrices can be expressed in the polar representation in the presence of TRI as
[10]

𝑆𝑖 = (

𝑟𝑖
𝑡𝑖

𝑡𝑖′
ei𝜙𝑖
′) = (
𝑟𝑖
0

=(

0 ) (−√1 − 𝑇𝑖
e
√𝑇𝑖
i𝜓𝑖

√𝑇𝑖

i𝜙𝑖
) (e
0
√1 − 𝑇𝑖

−√1 − 𝑇𝑖 ei2𝜙𝑖

√𝑇𝑖 ei(𝜙𝑖 +𝜓𝑖 )

√𝑇𝑖 ei(𝜙𝑖 +𝜓𝑖 )

√1 − 𝑇𝑖 ei2𝜓𝑖

0 )
ei𝜓𝑖

) , 𝑖 = 1, 2.

Here 𝑇𝑖 are the transmissions of these two segments, and 𝜙𝑖 and 𝜓𝑖 are random phases.

(2.17)
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This gives

ln |

1 𝑟2 2
1
+ | = ln [ (2 − 𝑇2 − 2√1 − 𝑇2 cos(2𝜙2 ))].
𝑡2 𝑡2
𝑇2

(2.18)

Substituting this result into Eq. (2.16) and taking the average of both sides, we have

1

2𝜋

⟨ln 𝐼(𝑥)⟩ = ⟨ln 𝑇⟩ + ∫ ∫
0

0

𝑑𝜙2
1
ln [ (2 − 𝑇2 − 2√1 − 𝑇2 cos(2𝜙2 ))] 𝑃(𝑇2 )𝑑𝑇2
2𝜋
𝑇2

1

= ⟨ln 𝑇⟩ + ∫ ln
0

1
𝑃(𝑇2 )𝑑𝑇2
𝑇2

= ⟨ln 𝑇⟩ − ⟨ln 𝑇2 ⟩.

(2.19)

𝐿

We used the identity Eq. (2.5) for this calculation. According to Eq. (2.7), we have ⟨ln 𝑇⟩ = − 𝑙 ,
⟨ln 𝑇2 ⟩ = −

𝐿−𝑥
𝑙

. Thus

𝑥
⟨ln 𝐼(𝑥)⟩ = − .
𝑙

(2.20)
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𝐿

The average of ln 𝐼(𝑥) does not depend on the system length. As 𝑥 → 𝐿, ⟨ln 𝐼(𝑥)⟩ → − 𝑙 , which
is in agreement with Eq. (2.7). The averages of ln 𝐼(𝑥) for different values of s are illustrated in
Fig. 2.5.

Fig. 2.5 Simulation and theoretical results of ⟨ln I(x)⟩ for different values of s.

The variance of ln 𝐼(𝑥) in the interior of the system is given by [30]

𝑥 𝜋2
var(ln 𝐼(𝑥))𝑠 = 2 +
+ 𝜔(𝑠2 ),
𝑙
3

𝑠, 𝑠2 ≫ 1.

(2.21)
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Here 𝑠2 =

𝐿−𝑥
𝑙

and 𝜔(𝑠2 ) is a function that tends to 0 as 𝑠2 → ∞.

Fig. 2.6 The sketch of the experiment setup. A single mode waveguide is filled with ceramic
slabs and Teflon spacers randomly. Microwaves are launched from the side and signals are
detected above the slot long the middle of the top plate.

We have investigated the statistics of ln 𝐼(𝑥) experimentally inside a random single-mode
waveguide which is slotted along the central line of the top plate. Microwaves impinge into the
waveguide from one side and electric fields are measured by the detector, which is mounted on a
translation stage and can move above the slot along the length of the waveguide. The waveguide
has cross section dimension 2.286 × 1.016 cm2 so the cutoff frequency is 6.56 GHz. The
frequency range we work with is 8.50 to 8.59 GHz which means only one mode exists. The
waveguide is filled with ceramic slabs and Teflon spacers in a random order. The experiment
setup is shown in Fig. 2.6. We have taken measurements on 100 statistically equivalent random
configurations and carried out the statistics of ln 𝐼(𝑥) from the data obtained. We find a linear
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falloff of ⟨ln 𝐼(𝑥)⟩ and that var(ln 𝐼(𝑥)) increases linearly near the beginning of the system. The
distributions of ln 𝐼(𝑥) at different locations are close to Gaussian. The results are shown below.
Now we calculate the average intensity inside a 1D random system. We start from

Fig. 2.7 Random waveguide experiment results for (a) linear falloff of ⟨ln I(x)⟩, (b) var(ln I(x))
and (c) the distribution of ln I(x) at different locations. In these graphs, W represents the energy
density which is the same as the intensity I in this thesis.
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𝐼(𝑥) = |𝑓 + 𝑏|2 = |

𝑡 𝑟2 2
1 𝑟2
+ 𝑡| = 𝑇| + |2 ,
𝑡2 𝑡2
𝑡2 𝑡2

(2.15)

We apply the polar representation of 𝑆2 according to Eq. (2.17) to obtain

|

1 𝑟2 2
1
+ | = (2 − 𝑇2 − 2√1 − 𝑇2 cos(2𝜙2 )).
𝑡2 𝑡2
𝑇2

(2.22)

The law of composition of 𝑆1 and 𝑆2 gives:

𝑡=

𝑡1 𝑡2
√𝑇1 𝑇2 ei(𝜙1 +𝜓1 +𝜙2+𝜓2 )
=
.
1 − 𝑟1′ 𝑟2 1 + √(1 − 𝑇1 )(1 − 𝑇2 )ei(𝜓1 +𝜙2)

(2.23)

Thus

𝑇 = 𝑡𝑡 ∗ =

𝑇1 𝑇2
2 − 𝑇1 − 𝑇2 + 𝑇1 𝑇2 + 2√(1 − 𝑇1 )(1 − 𝑇2 )cos(2(𝜓1 + 𝜙2 ))

.

(2.24)

Substituting Eq. (2.22) and Eq. (2.24) into Eq. (2.15) gives

𝐼(𝑥) =

𝑇1 (2 − 𝑇2 − 2√1 − 𝑇2 cos(2𝜙2 ))
2 − 𝑇1 − 𝑇2 + 𝑇1 𝑇2 + 2√(1 − 𝑇1 )(1 − 𝑇2 )cos(2(𝜓1 + 𝜙2 ))

.

(2.25)

We make the change of variables 𝜇 = 𝜓1 + 𝜙2 and take the average of both sides of Eq. (2.25):
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1

1

⟨ 𝐼(𝑥)⟩ = ∫ ∫ 𝑑𝑇1 𝑑𝑇2 𝑃𝑠1 (𝑇1 )𝑃𝑠2 (𝑇2 ) 𝐼(𝑇1 , 𝑇2 , 𝜙2 , 𝜇),
0

(2.26)

0

where

2𝜋

2𝜋

𝐼(𝑇1 , 𝑇2 , 𝜙2 , 𝜇) = ∫

∫

0

0

𝑇1 (2 − 𝑇2 − 2√1 − 𝑇2 cos(2𝜙2 ))
d𝜙2 d𝜇
.
2𝜋 2𝜋 2 − 𝑇1 − 𝑇2 + 𝑇1 𝑇2 + 2√(1 − 𝑇1 )(1 − 𝑇2 )cos(2𝜇)

(2.27)

In Eq. (2.27), the integral with respect to 𝜙2 vanishes. Then the integral reduces to

2𝜋

𝐼(𝑇1 , 𝑇2 , 𝜙2 , 𝜇) = ∫
0

=

2𝑇1 − 𝑇1 𝑇2
2 − 𝑇1 − 𝑇2 + 𝑇1 𝑇2 + 2√(1 − 𝑇1 )(1 − 𝑇2 )cos(2𝜇)

𝐴 2𝜋
1
∫
d𝜇 ,
𝐵 0 1 + 𝐶cos(2𝜇)

d𝜇

(2.28)

with 𝐴 = 2𝑇1 − 𝑇1 𝑇2, 𝐵 = 2 − 𝑇1 − 𝑇2 + 𝑇1 𝑇2 and 𝐶 = 2√(1 − 𝑇1 )(1 − 𝑇2 )/𝐵.
Using the identity (see Eq. (3613.1) of Ref. [31])

𝜋

∫
0

we find

1
𝜋
𝑑𝜃 =
,
1 + 𝑚cos 𝜃
√1 − 𝑚2

(2.29)
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2𝑇1 − 𝑇1 𝑇2
.
𝑇1 + 𝑇2 − 𝑇1 𝑇2

(2.30)

2𝑇1 − 𝑇1 𝑇2
(𝑇 )d𝑇 d𝑇 .
𝑃 (𝑇 )𝑃
𝑇1 + 𝑇2 − 𝑇1 𝑇2 𝑥/𝑙 1 (𝐿−𝑥)/𝑙 2 1 2

(2.31)

𝐼(𝑇1 , 𝑇2 , 𝜙2 , 𝜇) =

Substituting it into Eq. (2.26), we have

1

1

⟨ 𝐼(𝑥)⟩ = ∫ ∫
0

0

Here 𝑃𝑥/𝑙 (𝑇1 ) and 𝑃(𝐿−𝑥)/𝑙 (𝑇2 ) are given by Eq. (1.15). The averages of 𝐼(𝑥) for different values
of s are illustrated in Fig. 2.8.

Fig. 2.8 Simulation and theoretical results of ⟨I(x)⟩ for different values of s.
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2.4

Summary

In this Chapter, we studied the statistical properties of standard wave transport in 1D random
media. The solution of Melnikov’s equation gives the distribution of transmission, from which
the distribution of the logarithm of transmission is also obtained. At the output of a random
system, the average of the logarithm of transmission scales linearly with system length, ⟨ln 𝑇⟩ =
𝐿

− 𝑙 . For deeply localized system, the distribution of ln 𝑇 is a Gaussian with variance equal to
twice of the magnitude of its average value, var(ln 𝑇) =

2𝐿
𝑙

. In the interior of a random system,
𝑥

the average intensity falls off linearly with depth, ⟨ln 𝐼(𝑥)⟩ = − 𝑙 . Its variance is given by Eq.
(2.8) and its distribution is close to Gaussian.
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Chapter 3

Anomalous wave transport inside random media
3.1

Introduction

In probability theory, the central limit theorem states that the sum of a number of independent
and identically distributed (i.i.d.) random variables with finite variances will tend to a Gaussian
distribution as the number of variables grows. The random variables widely used in most
scientific models and simulations are those such as uniform distributed random variables and
Gaussian distributed random variables, which have finite average value and variance since their
tails drop faster than exponential distribution thus extreme values are unlikely to happen.
However, in numerous practical circumstances, the random variable distributions have heavy
tails, known as ‘heavy-tailed distribution’, indicating that extreme values take place with finite
probability and dominates the statistics of the whole distribution. As a result, the variance of
random variables with heavy-tailed distribution does not converge. There are many examples
regarding the heavy-tailed random variables. Pareto’s principle states that 20% of people possess
80% of the wealth in a society [36]. In every human language, the majority of word frequencies
are contributed by a small fraction of the lexicon [37]. In libraries 20% of books can meet 80%
of the demand [38]. In finance and insurance market extreme events like stock market crashes or
disasters rarely happen but affect the asset evaluation of stocks and insurances substantially [39].
Heavy-tailed random variables play an important role in real world.
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The α-stable distribution, which was first studied by Paul Lévy [40], is commonly used to
characterize heavy tailed random variables. A distribution or a random variable is said to be
stable if a linear combination of many independent copies of a random sample has the same
distribution, up to location and scale parameters. The α-stable distribution (or Lévy distribution)
is heavy-tailed with a probability density function that decays as a power law for large x, 𝑝(𝑥) ∝
1
𝑥 1+𝛼

with 0 < α < 2. As a result, the second moment of p(x) diverges for 0 < α < 2 as does the

first moment for 0 < α < 1. It is a special case for α = 2 that p(x) is a Gaussian function. The αstable distribution is a four-parameter family of distributions usually denoted by 𝑆(𝑥, α, 𝛽, 𝜎, 𝜇).
There is no general analytic expression for p(x). Nevertheless, p(x) can be obtained by taking the
inverse Fourier transform of the characteristic function [41],
𝜋𝛼
exp {−𝜎 𝛼 |𝜃|𝛼 (1 − i𝛽(sign 𝜃) tan ) + i𝜇𝜃} if 𝛼 ≠ 1,
2
𝐸(exp(i𝜃𝑥)) = {
2
exp {−𝜎|𝜃| (1 + i𝛽 (sign 𝜃) ln|𝜃|) + i𝜇𝜃}
if 𝛼 = 1.
𝜋
-

Here α ∈ (0, 2], β ∈ [-1, 1], 𝜎 ∈ (0, ∞) and μ ∈ (-∞, ∞) are the stability parameter, skewness
parameter, scale parameter and location parameter respectively. There are three sub-classes of αstable distribution which can be expressed in terms of elementary functions, the Cauchy
1

distribution given by 𝑆(𝑥, 1, 0, 𝜎, 𝜇) , the Lévy distribution given by 𝑆(𝑥, 2 , 1, 𝜎, 𝜇) and the
Normal distribution given by 𝑆(𝑥, 2, 𝛽,

𝜎
√2

, 𝜇).

A generalized central limit theorem, proposed by Gnedenko and Kolmogorov, states that the sum
of a number of symmetrically distributed random variables with power-law tails decreasing as
|𝑥|−α−1 , where 0 < α < 2 and therefore having infinite variance, will tend to an α-stable
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distribution 𝑆(𝑥, α, 0, 𝜎, 0) as the number of summands grows [42]. If α > 2, the sum converges
to an α-stable with α = 2, i.e. a Gaussian distribution [43]. The α-stable distribution owns it
theoretical and practical importance in a wide range of disciplines such as biology [44-46],
economics [47-55], electric engineering [56-58], image processing [59, 60], networks [61, 62],
computer science [63, 64], physics [65-72] and chemistry [73, 74].
Lévy flights are a class of random processes whose step lengths follow the α-stable distribution.
This means that extreme long jumps can occur with finite possibility. In contrast, the step lengths
of Brownian motions are Gaussian distributed, so extreme long jumps are not likely to occur. As
a result, Lévy flights are widely applied in stochastic modeling when Brownian motions fail to
describe the extreme events.
In 1D Brownian motions the mean squared displacement (MSD) ⟨ 𝑥 2 ⟩ increases linearly with
time t,

⟨ 𝑥 2 ⟩ ∝ 𝑡，

(3.1)

while a random process governed by Lévy statistics leads to anomalous transport [75-77]. In a
1D Lévy flight with constant velocity, which is known as a Lévy walk, superdiffusion occurs.
More precisely, the MSD increases faster than linearly with respect to t,

𝑡2,
0 < α < 1,
2
𝑡
⟨ 𝑥2⟩ ∝
,
α = 1,
ln 𝑡
{𝑡 3−α ,
1 < α < 2.

(3.2)
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The MSD of a continuous time random walk (CTRW) with α-stable distribution (0 < α < 1)
waiting time increases more slowly than linearly with respect to t,

⟨ 𝑥2⟩ ∝ 𝑡α,

(3.3)

which is a fingerprint of subdiffusion.
Lévy flights exist widely in nature and play an important role in a variety of fields. For example,
animal foraging patterns and human movement are found to be described by Lévy flights [78,
79]. Lévy flights can also characterize some aspects of earthquake behavior [80]. In physics,
Lévy flights are found and applied in quantum dots [81], cold atoms [82], graphene [83, 84],
interstellar Scintillations [85], nonlinear dynamic systems [86] and so on. Lévy flights are also
widely applied in financial modeling [87-89].
Recently, the Lévy flights for light were experimentally investigated. Barthelemy et al. [90]
created an optical material that consists of a random packing of glass microspheres with a Lévy
distribution of diameters and scattering particles of titanium dioxide filled in between, which
they call a Lévy glass. Light undergoes ballistic propagation inside glass microspheres and
scatters at the spherical boundaries. Therefore, the light trajectories are Lévy flights. This work
opened a window to the study of Lévy flights for coherent waves and motivated theoretical
interests on wave transport in random media with Lévy disorder [91-100].
In this Chapter, we use random matrix theory to study the statistics of wave transport in onedimensional random media with Lévy disorder, in which waves perform Lévy flights. The
anomalous wave transport in the presence of Lévy disorder is characterized by the statistics of
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transport quantities instead of MSD. In Section 3, we study the statistics of transmission T and its
logarithm ln 𝑇 for anomalous wave transport in random systems with Lévy disorder and show
how they scale with respect to system length L. In Section 4, we investigate the statistics of the
intensity 𝐼(𝑥) and its logarithm ln 𝐼(𝑥) at any depth x in the interior of random systems with
Lévy disorder. The first passage time and the first passage leapover of Lévy flights play an
important role for calculating the statistics of 𝐼(𝑥) and ln 𝐼(𝑥). We will introduce the properties
of these two quantities in Section 2.

3.2

The first passage time and first passage leapover of Lévy flights

The first passage time of a stochastic process deals with the event when a random walker crosses
a given threshold for the first time, e.g., when a water line tracer reaches the warning level or a
financial index exceeds a preset value. The first passage leapover, as shown in Fig. 3.1, is the
distance ℓ that the random walker overshoots the threshold value L in the last jump.

𝐿

ℓ

x=0
Fig. 3.1 A random walker starts at x = 0, crosses the point x = L after a number
of jumps and overshoots L by a distance ℓ.
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We now calculate the probability distribution of the first passage time of one-sided Lévy flights
(0 < α < 1, 𝛽 = 1, 0 < 𝜎 < ∞ and 𝜇 = 0) using an approach for calculating the first passage
time of different stochastic processes proposed in Ref. [101]. Consider a random walker
performs one-side Lévy flights starting at position x = 0 at time t = 0 and denote its position as 𝑥0 ,
𝑥1 , 𝑥2 ,…, 𝑥𝑇 until time T. The threshold locates at x = L.We define the probability 𝑃(1), which
is the probability of the first passage time is t = 1 as

𝑇

1
𝑃(1) = lim ∑ 𝐻(|𝑥𝑘+1 − 𝑥𝑘 | − 𝐿),
𝑇→∞ 𝑇

(3.4)

𝑘=1

where 𝐻(𝑥) is the Heaviside step function, namely, 𝐻(𝑥) = 1 for 𝑥 ≥ 0 and 𝐻(𝑥) = 0 for 𝑥 < 0.
Note that 𝑁1 = ∑𝑇𝑘=1 𝐻(|𝑥𝑘+1 − 𝑥𝑘 | − 𝐿) is the number of cases that the displacement of one
step is larger than L within time interval T. Then 𝑁1 /𝑇 should converge to 𝑃(1) as T goes to
infinity. The probability of the first passage time is t = 2, 𝑃(2), can be obtained by

𝑇

1
𝑃(2) = lim ∑ 𝐻(|𝑥𝑘+2 − 𝑥𝑘 | − 𝐿) − 𝑃(1)
𝑇→∞ 𝑇
𝑘=1

𝑇

𝑇

1
1
= lim ∑ 𝐻(|𝑥𝑘+2 − 𝑥𝑘 | − 𝐿) − lim ∑ 𝐻(|𝑥𝑘+1 − 𝑥𝑘 | − 𝐿).
𝑇→∞ 𝑇
𝑇→∞ 𝑇
𝑘=1

In the same way, the probability 𝑃(3) is given by

𝑘=1

(3.5)
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𝑇

1
𝑃(3) = lim ∑ 𝐻(|𝑥𝑘+3 − 𝑥𝑘 | − 𝐿) − 𝑃(1) − 𝑃(2)
𝑇→∞ 𝑇
𝑘=1

𝑇

𝑇

1
1
= lim ∑ 𝐻(|𝑥𝑘+3 − 𝑥𝑘 | − 𝐿) − lim ∑ 𝐻(|𝑥𝑘+2 − 𝑥𝑘 | − 𝐿).
𝑇→∞ 𝑇
𝑇→∞ 𝑇
𝑘=1

(3.6)

𝑘=1

Repeating this procedure, we have

𝑇

𝑇

1
1
𝑃(𝑡) = lim ∑ 𝐻(|𝑥𝑘+𝑡 − 𝑥𝑘 | − 𝐿) − lim ∑ 𝐻(|𝑥𝑘+𝑡−1 − 𝑥𝑘 | − 𝐿).
𝑇→∞ 𝑇
𝑇→∞ 𝑇
𝑘=1

(3.7)

𝑘=1

We find the first term of the above equation is the probability that the displacement of a one∞

sided Lévy flight at time t is larger than L, which is given by ∫𝐿 𝑞𝛼,𝜎 (𝑡; 𝑥) d𝑥, where 𝑞𝛼,𝜎 (𝑡; 𝑥)
is the PDF of a one-sided Lévy flight locates at position x at time t. In the same way, the second
∞

term is ∫𝐿 𝑞𝛼,𝜎 (𝑡 − 1; 𝑥) d𝑥.
We can obtain the continuous version of Eq. (3.7) by replacing 𝑡 → 𝑡, 𝑡 − 1 → 𝑡 − ∆𝑡 and let
∆𝑡 → 0. Then we have

∞

∞

𝑃(𝑡)∆𝑡 = ∫ 𝑞𝛼,𝜎 (𝑡; 𝑥) d𝑥 − ∫ 𝑞𝛼,𝜎 (𝑡 − ∆𝑡; 𝑥) d𝑥.
𝐿

Thus,

𝐿

(3.8)
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𝑃(𝑡) =

𝜕 ∞
∫ 𝑞 (𝑡; 𝑥) d𝑥
𝜕𝑡 𝐿 𝛼,𝜎

(3.9)

One-sided Lévy flights possess the self-similarity property

𝑞𝛼,𝜎 (𝑡; 𝑥) =

1
1
𝑡𝛼

𝑞𝛼,𝜎 (1;

𝑥

1 ),
𝑡𝛼

(3.10)

where 𝑞𝛼,𝜎 (1; 𝑥) is the one-sided α-stable distribution. We denote it by 𝑞𝛼,𝜎 (𝑥) for simplicity.
Making the change of variables 𝑧1 =

𝑃(𝑡) =

𝑥
1

, we have

𝑡𝛼

𝜕 ∞
∫ 𝑞 (𝑧 )d𝑧 =
𝜕𝑡 𝐿/𝑡 𝛼1 𝛼,𝜎 1 1

𝐿
1
α𝑡1+𝛼

𝐿
𝐿
𝐿
𝑞𝛼,𝜎 ( 1 ) =
1 𝑞𝛼,1 (
1 ).
1+
𝛼
𝛼
𝛼
𝑡
α𝜎𝑡
𝜎𝑡

(3.11)

In the last equality, we used the following property of the scaling parameter 𝜎 for α-stable
distribution with location parameter 𝜇 = 0:

𝑞𝛼,𝜎 (𝑥) =

1
𝑥
𝑞𝛼,1 ( ).
𝜎
𝜎

(3.12)

The expectation value of the first passage time for one-sided Lévy flights is

𝐿 𝛼 −𝛼
cos(𝜋𝛼/2) 𝛼
𝐸(𝑡) = ∫ 𝑡𝑃(𝑡)d𝑡 = ∫ ( ) 𝑧2 𝑞𝛼,1 (𝑧2 )d𝑧2 =
𝐿 ,
𝜎
𝛤(1 + 𝛼)𝜎 𝛼
0
0
∞

∞

(3.13)
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where we made the change of variables 𝑧2 =

𝐿
1

and applied the – 𝛼th moment of one-sided α-

𝜎𝑡 𝛼

stable distribution (see Eq. (10) of Ref. [102]):

∞

∫ 𝑥 −𝛼 𝑞𝛼,1 (𝑥)d𝑥 =
0

cos(𝜋𝛼/2)
𝛤(1 + 𝛼)

(3.14)

The same results of the PDF and expectation value of the first passage time of one-sided Lévy
flights were also obtained by Klafter et al. [77, 103, 104] using a CTRW approach. For the
threshold locating at position x, the PDF of the first passage leapover of one-sided Lévy flights is
(Ref. [103, Eq. (26)])

𝑃𝑥 (ℓ) =

3.3

sin(𝜋𝛼)
𝑥𝛼
.
𝜋
ℓ𝛼 (𝑥 + ℓ)

(3.15)

Statistics of transmission for anomalous wave transport in random media

The scaling of transmission in 1D random systems with Lévy disorder might be entirely different
from that of standard wave transport [105]. A 1D random system with Lévy disorder is shown in
Fig. 3.2. The spacings between two nearest neighbor scatterers follow α-stable distributions,
which we would call Lévy distributions in the rest of this chapter. Waves perform ballistic
transport between scatterers and undergo multiple scattering before leaving the system, with the
trajectories being Lévy flights. Since the spacings between scatterers are positive, we work on
the one-sided Lévy distribution with 0 < α < 1, 𝛽 = 1, 0 < 𝜎 < ∞ and 𝜇 = 0. Because the
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randomness in our systems is stationary or quenched, waves travel the same step length after a
backscattering, while Lévy flights have independent subsequent step lengths (“annealed”
disorder). The Lévy flights exponent 𝛼 ′ in quenched case is related to the annealed value α by
2

𝛼 ′ = 𝛼 + (𝑚) max(0, 𝛼 − 𝑚) in m-dimension [106]. So for the one-sided Lévy flights in 1D, we
have 𝛼 ′ = α. Note that Lévy flights with finite velocity are called Lévy walks. There is no
particular difference between a Lévy flight and a Lévy walk in this thesis because all physical
quantities and system configurations are time independent.

Fig. 3.2 Sketch of a 1D random system with Lévy disorder. The spacings between
scatterers d follow a one-sided Lévy distribution.

We first consider the statistics of the number of scatterers n in a system of total length L. It is
actually equivalent to the question of how many steps it takes for a one-sided Lévy flight starting
at 0 to pass position L. This is exactly the first passage time problem of Lévy flights studied in
Section 3.2. The probability of having n scatterers in a system with length L, 𝑃𝐿 (𝑛), is given by
Eq. (3.11) and the expectation value 𝐸𝐿 (𝑛) is given by Eq. (3.13).
Recall that for standard wave transport, the distribution of transmission is given by the solution
of the Melnikov’s equation,
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3

𝑦2

𝑠

𝑠 − 2 e− 4 ∞
𝑦e− 4𝑠
𝑃𝑠 (𝑇) =
∫ 𝑑𝑦
,
√2𝜋 𝑇 2 𝑦0
√cosh 𝑦 + 1 − 2/𝑇

2

(1.15)

𝐿

𝐿

where 𝑦0 = arcosh (𝑇) − 1 and 𝑠 = − 𝑙 = ⟨−ln 𝑇⟩ = 𝑎𝑛. Note that the relation 𝑠 = − 𝑙 is
defined for standard wave transport, in which the PDF of spacings between scatterers has finite
first moment, thus the average density of scatterers is a constant, so is 𝑙. For a random system
with Lévy disorder, the average density of scatterers changes at different regions inside the
system, so 𝑙 is not defined, or it is not a constant. However, the relation 𝑠 = 𝑎𝑛 holds for both
cases [91]. For a 1D Lévy disordered system with length L, the distribution of transmission can
be written as

∞

𝑃𝐿 (𝑇) = ∫ 𝑃𝑎𝑛 (𝑇)𝑃𝐿 (𝑛)d𝑛
0

∞

=∫
0

(𝑎𝑛)

−

√2𝜋

3
𝑎𝑛
−
2e 4

𝑇2

∞

∫ 𝑑𝑦
𝑦0

𝑦e

−

𝑦2
4𝑎𝑛

√cosh 𝑦 + 1 − 2/𝑇

𝐿
1
𝛼𝜎𝑛1+𝛼

𝑞𝛼,1 (

𝐿

1 ) d𝑛,
𝛼
𝜎𝑛

(3.16)

In the same way, the distribution of the logarithm of transmission can be written as

∞

𝑃𝐿 (ln 𝑇) = ∫ 𝑃𝑎𝑛 (ln 𝑇)𝑃𝐿 (𝑛)d𝑛
0

∞

=∫
0

3

(𝑎𝑛)−2

𝑎𝑛

𝑦2

∞
e− 4
𝑦e−4𝑎𝑛
𝐿
𝐿
∫ 𝑑𝑦
𝑞𝛼,1 ( 1 ) d𝑛,
1
√2𝜋 exp(ln 𝑇) 𝑦0
√cosh 𝑦 + 1 − 2/exp(ln 𝑇) 𝛼𝜎𝑛1+𝛼
𝜎𝑛𝛼

(3.17)
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The distributions of T and ln T for a Lévy disordered system with 𝛼 = 0.5 and length 𝐿 = 10000
are illustrated in Fig 3.3.

Fig. 3.3 Probability distributions from scattering matrix simulation (histograms) and random
matrix theory (solid lines) for a Lévy disordered system with α = 0.5 and length L = 10000 for (a)
T and (b) ln T.

We have proved in Section 2.2 that for a random media with fixed number of scatterers n, the
average of the logarithm of transmission is proportional to n, ⟨−ln 𝑇⟩ 𝑛 = 𝑎𝑛, where a is a
positive constant related to the average scattering strength. For a 1D Lévy disordered system
with length L, applying the law of total expectation, we obtain

𝜋𝛼
𝑎 cos ( 2 )
⟨ln 𝑇⟩ = 𝐸(⟨− ln 𝑇⟩𝑛 |𝑛) = −𝑎𝐸𝐿 (𝑛) = −
𝐿𝛼 .
𝛤(1 + 𝛼)𝜎 𝛼

(3.18)
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This analytical result is verified in simulation plotted in Fig 3.4. This indicates that ⟨ln 𝑇⟩ scales
with the length of the system as a power law instead of linearly with L as in standard Anderson
localization.

Fig. 3.4 The ensemble average of ln T scales as a power law with exponent α for (a)

α = 0.3. (b) α = 0.5. The analytical results (solid line) match simulation data (circles).

Now we can calculate the average transmission for a 1D Lévy disordered system with a given
number of scatterers n:
1

1

⟨𝑇⟩𝑛 = ∫ 𝑇𝑃𝑎𝑛 (𝑇)d𝑇 = ∫ d𝑇
0

0

(𝑎𝑛)

−

√2𝜋

3
𝑎𝑛
−
2𝑒 4

𝑇

∞

∫ d𝑦
𝑦0

𝑦𝑒

−

𝑦2
4𝑎𝑛

√cosh 𝑦 + 1 − 2/𝑇

.

(3.19)
With the distribution of transmission for a Lévy disordered system with fixed n, the average
transmission ⟨ 𝑇⟩ can be obtained,
∞

⟨ 𝑇⟩ = ∫ 𝑃𝐿 (𝑛)⟨𝑇⟩𝑛 𝑑𝑛
0
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∞

= ∫ d𝑛
0

𝐿
1

𝛼𝜎𝑛1+𝛼

𝐿

𝑞𝛼,1 (

𝜎𝑛

3

𝑦2

𝑎𝑛

(𝑎𝑛)−2 𝑒 − 4 ∞
𝑦𝑒 −4𝑎𝑛
∫ d𝑦
. (3.20)
1 ) ∫ d𝑇
𝑇
√2𝜋
𝑦
+
1
−
2/𝑇
√cosh
0
𝑦0
𝛼
1

The scaling of mean transmission for 1D Lévy disordered systems with different values of 𝛼 is
plotted in Fig. 3.5. The solid lines representing the analytical results are evaluated by carrying
out the integrals in Eq. (3.20) numerically. These results are in agreement with simulations. Now
we study the asymptotic behavior of ⟨ 𝑇⟩ for large L. We have shown in Section 2.2 that the
𝐿

average transmission decays exponentially for deeply localized systems, ⟨ 𝑇𝑠 ⟩ ∝ 𝑒 −2𝑙 = 𝑒 −𝑠/2 .
As a result of the heavy-tail property of 𝑞𝛼,1 (𝑋), 𝑞𝛼,1 (
𝐿
1
1+
𝛼𝜎𝑛 𝛼

𝑞𝛼,1 (

𝐿

1
𝜎𝑛𝛼

1

𝐿 −𝛼

) ∝ 𝛼 (𝜎)

𝐿

1) ∝ (

𝜎𝑛𝛼

𝐿

−(1+𝛼)
1)

𝜎𝑛𝛼

, then 𝑃𝐿 (𝑛) =

. Thus, for large L,

∞

⟨ 𝑇⟩~ ∫
0

1 𝐿 −𝛼 −𝑎𝑛/2
2 𝐿 −𝛼
( ) 𝑒
d𝑛 =
( ) → 𝐿−𝛼 .
𝛼 𝜎
𝛼𝑎 𝜎

(3.21)

The mean transmission scales as a power law. This is in agreement with simulation results as
shown in the log-scale plot of ⟨ 𝑇⟩ vs. L in Fig. 3.5. We observe that, for large L, the curves tend
to fall linearly with slope −𝛼.
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Fig. 3.5 (a, b) The solid lines represent the analytical result of ⟨T⟩ match simulation data (circles)
for α = −0.3 and −0.5. (c, d) Simulation data (circles) of ⟨T⟩ vs. L are plotted in log-scale. Dashed
straight lines with slope 0.3 and 0.5 match simulation data for large L. This indicates that ⟨T⟩
scales with system length as a power law with exponent −𝛼 asymptotically.
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3.4

Statistics of intensity inside random media for anomalous wave transport

We separate a Lévy disordered system of length L into two segments shown in Fig. 3.6, where f
and b are two complex numbers representing the amplitude and phase for waves moving forward
and backward at depth x. We denote the scattering matrices and transmissions of these two
segments as 𝑆1, 𝑆2 . The distance between x and the first scatterer in segment 2 is ℓ.

Segment 1

Segment 2

1

f
t

ℓ

𝑑
b
r
0

x

L

Fig. 3.6 For studying the intensity inside the system at depth x, we separate the Lévy
disordered system at x into two segments. Waves moving forward and backward at x are
denoted by f and b. The distance between x and the first scatterer in segment 2 is ℓ.

The calculation of ⟨ln 𝐼(𝑥)⟩ in the random matrix theory formalism is the same as that for
standard wave transport shown in Section 2.3. We repeat the calculations from Eq. (2.12) to Eq.
(2.19) and get

⟨ln 𝐼(𝑥)⟩ = ⟨ln 𝑇⟩ − ⟨ln 𝑇2 ⟩.

(3.22)
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The first term is given by Eq. (3.18) and the derivation of the second term involves the first
passage leapover of Lévy flights. As described above, we regard the construction of the scatters
in segment 1 as the first passage time problem of a Lévy flight starting at 0 and passing x. The
last flight does not reach position x exactly. Instead, it leaps over x by a distance ℓ, as shown in
Fig. 3.6. For this reason, the effective length of segment 2 in which all scatterers are contained is
𝐿 − 𝑥 − ℓ. The PDF of ℓ for a one-sided Lévy flight with target at x is given by Eq. (3.15). Thus
⟨ln 𝑇2 ⟩ is given by

𝐿−𝑥

⟨ln 𝑇2 ⟩ = −𝑎𝐸𝐿−𝑥−ℓ (𝑛) = −𝑎 ∫0

𝐿−𝑥

= −𝑎 ∫
0

= −

𝜋𝛼
cos ( 2 )
sin(𝜋𝛼)
𝑥𝛼
𝛼
(𝐿
−
𝑥
−
ℓ)
dℓ
𝛤(1 + 𝛼)𝜎 𝛼
𝜋
ℓ𝛼 (𝑥 + ℓ)

𝜋𝛼
)
2
𝛤(1+𝛼)𝜎𝛼

𝑎 cos(

𝐸𝐿−𝑥−ℓ (𝑛)𝑃𝑥 (ℓ)dℓ

(𝐿𝛼 − 𝑥 𝛼 ),

(3.23)

where for evaluating the integral we used the following identity (see Ref. [31], Eq. (3.228) ):

𝐿−𝑥

∫
0

(𝐿 − 𝑥 − ℓ)𝛼
𝐿 𝛼
dℓ = 𝜋 cosec(𝛼𝜋) [( ) − 1].
ℓ𝛼 (𝑥 + ℓ)
𝑥

(3.24)

Note that the upper limit of the integral is 𝐿 − 𝑥, because for ℓ > 𝐿 − 𝑥, there are no scatterers
inside segment 2, thus 𝑇2 = 1, ln 𝑇2 = 0. Substituting Eq. (3.18) and Eq. (3.23) into Eq. (3.22)
gives
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𝜋𝛼
𝑎 cos ( 2 )
⟨ln 𝐼(𝑥)⟩ = −
𝑥𝛼 .
𝛤(1 + 𝛼)𝜎 𝛼

(3.25)

This analytical result is in agreement with simulation shown in Fig. 3.7. This shows the
anomalous transport behavior of waves in Lévy disorder systems. The ensemble average of
ln 𝐼(𝑥) decays as a power law with exponent α in contrast to a linear decay in standard Anderson
𝑎 cos(

𝜋𝛼

)

localization. Also, it does not depend on system length. As 𝑥 → 𝐿, ⟨ln 𝐼(𝑥)⟩ → − 𝛤(1+𝛼)𝜎2 𝛼 𝐿𝛼 ,
which is in agreement with Eq. (3.18).

Fig. 3.7 ⟨ln I(x)⟩ falls off as a power law with exponent α for (a) α = 0.3. (b) α = 0.5. The

solid lines obtained from Eq. (3.25) are in agreement with simulation data (symbols) for
different sample lengths.
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The calculation of ⟨𝐼(𝑥)⟩ for Lévy disordered systems in the random matrix theory formalism is
the same as that for standard wave transport shown in Section 2.3. We repeat the calculations of
Eq. (2.22) to Eq. (2.31) and get

1

1

⟨ 𝐼(𝑥)⟩ = ∫ ∫
0

0

2𝑇1 − 𝑇1 𝑇2
𝑃 (𝑇 )𝑃 (𝑇 )d𝑇 d𝑇 .
𝑇1 + 𝑇2 − 𝑇1 𝑇2 𝑠1 1 𝑠2 2 1 2

(2.31)

For standard random media, the parameter s is proportional to length with the slope as the
𝑥

inverse of mean free path, 𝑠1 = 𝑙 , 𝑠2 =

𝐿−𝑥
𝑙

. For random systems with Lévy disorder, the

proportionality does not hold but we can still use 𝑠1 = ⟨−ln 𝑇1 ⟩ = 𝑎𝑛1 , 𝑠2 = ⟨−ln 𝑇2 ⟩ = 𝑎𝑛2 .
Here 𝑛1 and 𝑛2 are random variables with their PDF given by Eq. (3.11). We also need to
consider the first passage leapover of Lévy flights as described above. If the first passage
leapover ℓ is less than the length of segment 2, ℓ < 𝐿 − 𝑥, scatterers exist in segment 2.
However, if ℓ > 𝐿 − 𝑥, segment 2 is empty, thus 𝑇2 = 1,

2𝑇1 −𝑇1 𝑇2
𝑇1 +𝑇2 −𝑇1 𝑇2

= 𝑇1 . The probabilities of

these two cases can be obtained by integrating Eq. (3.15) with respect to ℓ from 0 to 𝐿 − 𝑥 and
𝐿 − 𝑥 to infinity respectively. We can express ⟨ 𝐼(𝑥)⟩ as:

⟨ 𝐼(𝑥)⟩ =

𝐿−𝑥

∫
0

∞
∞
1
1
sin(𝜋𝛼)
𝑥𝛼
2𝑇1 − 𝑇1 𝑇2
dℓ
∫
d𝑛
∫
d𝑛
∫
d𝑇
∫
d𝑇2
𝑃𝑎𝑛1 (𝑇1 )𝑃𝑎𝑛2 (𝑇2 )𝑃𝑥 (𝑛1 )𝑃𝐿−𝑥−ℓ (𝑛2 )
1
2
1
𝜋
ℓ𝛼 (𝑥 + ℓ)
𝑇
1 + 𝑇2 − 𝑇1 𝑇2
0
1
0
0

∞
1
sin(𝜋𝛼)
𝑥𝛼
dℓ × ∫ d𝑛1 ∫ d𝑇1 𝑇1 𝑃𝑎𝑛1 (𝑇1 )𝑃𝑥 (𝑛1 ).
𝛼
𝜋
ℓ (𝑥 + ℓ)
𝐿−𝑥
0
0
∞

+∫

(3.26)
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The first term represents the case ℓ < 𝐿 − 𝑥 where segment 2 contains at least one scatterers so
the lower limit of the integral with respect to 𝑛2 is 1. 𝑃𝑎𝑛1 (𝑇1 ) and 𝑃𝑎𝑛2 (𝑇2 ) are given by Eq.
(1.15). 𝑃𝑥 (𝑛1 ) and 𝑃𝐿−𝑥−ℓ (𝑛2 ) are the probabilities of the numbers of scatterers in each segment
given by Eq. (3.11). Again, the effective length of segment 2 is 𝐿 − 𝑥 − ℓ. The second term
stands for the case ℓ > 𝐿 − 𝑥 in which segment 2 is empty, and the second integral is just the
mean transmission of segment 1, which can also be obtained by replacing L with x in Eq. (3.20).
We have not been able to evaluate the integral of the first term of Eq. (3.26) numerically and
therefore present the simulation results in Fig. 3.8.

Fig. 3.8 Simulation results of ⟨I(x)⟩ inside Lévy systems with different lengths for

(a) α = 0.3. (b) α = 0.5.

We check Eq. (3.26) at the boundaries of a random system. At the input edge, 𝑥 = 0, 𝑛1 =
0 , 𝑇1 = 1 , the function
∞

𝑥𝛼

𝑥𝛼
ℓ𝛼 (𝑥+ℓ)

𝐿−𝑥

is nonzero only for ℓ → 0 so ∫0

𝑥𝛼
ℓ𝛼 (𝑥+ℓ)

dℓ → 1 and

∫𝐿−𝑥 ℓ𝛼(𝑥+ℓ) dℓ → 0. 𝑃𝐿−𝑥−ℓ (𝑛2 ) → 𝑃𝐿 (𝑛2 ) and segment 2 is the whole system thus 𝑇2 is
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∞

1

equivalent to T. Then Eq. (3.26) goes to ⟨ 𝐼(0)⟩ = ∫0 d𝑛2 ∫0 d𝑇2 (2 − 𝑇2 )𝑃𝑎𝑛2 (𝑇2 )𝑃𝐿 (𝑛2 ) = 2 −
⟨ 𝑇⟩ = 1 + ⟨ 𝑅⟩. Here ⟨ 𝑇⟩ and ⟨ 𝑅⟩ are the average transmission and reflection of the system. The
last equation is required by flux conservation. Indeed, ⟨𝐼(0)⟩ = ⟨|1 + 𝑟|2 ⟩ = 1 + ⟨ 𝑅⟩ [29]. At
the output, 𝑥 = 𝐿, the first term of the right side of Eq. (3.26) is zero and the first integral of the
second term is 1. Now segment 1 is the whole system, so 𝑇1 is equivalent to T. Thus ⟨𝐼(𝐿)⟩ =
⟨𝑇1 ⟩ = ⟨𝑇⟩.

3.5

Summary

In this Chapter, We use random matrix theory to study the anomalous wave transport in 1D
systems with Lévy disorder, in which the wave trajectories are Lévy flights. We find the average
logarithm of transmission scales as a power law with system length, ⟨ln 𝑇⟩ ∝ −𝐿𝛼 , and the mean
transmission scales as a power law for large L, ⟨𝑇⟩ → −𝐿−𝛼 . We also investigate the statistics of
intensity inside the system and obtain the analytical form of ⟨ 𝐼(𝑥)⟩, and find the average
logarithm of intensity falls off as a power law with depth x, ⟨ln 𝐼(𝑥)⟩ ∝ −𝑥 𝛼 . These statistical
properties are different from standard Anderson localization described above and reveal the
anomalous transport signatures.
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Chapter 4

Impact of internal and edge reflection on the statistics of wave
transport in random media
4.1

Introduction

Wave transport quantities in random media such as transmission or the intensity profile are
affected by internal or edge reflection [107-114]. Edge reflection occurs at the junction between
the leads and an electric device or at the surface of a random sample due to the refractive index
mismatch of the random media and free space. In addition, internal reflection arises from other
sources of scattering, such as the presence of barriers or reflectors inside the random system. In
this chapter, we use random matrix theory to study the impact of reflections on the statistics of
wave transport.
We model a reflector as a thin layer with its thickness tends to zero. Its transmission is denoted
as Γ. The scattering matrix of the reflector can be written as

−√1 − 𝛤
𝑆𝛤 = (
√𝛤

The corresponding transfer matrix is given by

√𝛤 ).
√1 − 𝛤

(4.1)
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𝑀𝛤 =

1

1
√𝛤 −√1 − 𝛤
(

−√1 − 𝛤 ).
1

(4.2)

Thus, 𝛤 = 0 corresponds to total reflection, and for 𝛤 = 1, the reflector is transparent, i.e., there
is no reflector.
The scattering matrix associated with the whole system is obtained by combining the scattering
matrices of the random system and the reflector. In Section 4.2, we show that this gives the
statistics of the transmission. We study the statistics of intensity inside the random system in the
presence of a reflector in Section 4.3. Since we stress on the effect of reflection in this chapter,
we work on standard wave transport with internal or edge reflection for simplicity.

4.2

Statistics of transmission for wave transport in random media with reflection

We first study the statistics of the logarithm of transmission with output boundary reflection, i.e.,
the reflector is located at the right edge of a random system which is excited from the left side.
Transmission of the random system with length L is denoted as 𝑇𝐿 . The logarithm of
transmission of the whole system is given by replacing 𝑇1 and 𝑇2 with 𝑇𝐿 and 𝛤 in Eq. (2.4):

ln 𝑇 = ln 𝑇𝐿 + ln 𝛤 − ln(1 + (1 − 𝑇𝐿 )(1 − 𝛤) − 2√(1 − 𝑇𝐿 )(1 − 𝛤) cos 𝜃),

Taking the average of both sides, we have

(4.3)
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𝐿
⟨ln 𝑇⟩ = ⟨ln 𝑇𝐿 ⟩ + ln 𝛤 = − + ln 𝛤.
𝑙

(4.4)

Therefore, for a 1D random system with a reflector located at the output, ⟨ln 𝑇⟩ is shifted by ln 𝛤.
If the reflector is placed at a different location such as at the input edge or anywhere inside the
system, the results are the same. The reason is that Eq. (4.3) is only modified in the argument of
the cosine function, which vanishes when averaging over a random ensemble. The analytical
result Eq. (4.4) is verified by 1D scattering matrix simulation, as shown in Fig. 4.1. In Fig. 4.2,
we show the distributions of ln 𝑇 obtained from simulations with the reflector at two different
positions to illustrate its independence on the reflector location.

Fig. 4.1 The simulation (symbols) and theoretical results (solid
lines) of ⟨ln T⟩ in the presence of a reflector with Γ = 0.4, Γ = 0.8
and Γ = 1 (no reflector).
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Fig. 4.2 Distribution of ln T for a random system of s = 5 in the presence
of a reflector with Γ = 0.4 at two different positions (z = 0.25 L, 0.75 L).

We can also calculate the variance var(ln 𝑇) = ⟨(ln 𝑇)2 ⟩ − ⟨ln 𝑇⟩2 with the expression of ln 𝑇
given by Eq. (4.3) and the PDF of ln 𝑇𝐿 given by Eq. (2.1). The theoretical and simulation results
of var(ln 𝑇) are shown in Fig. 4.3 for random systems with different values of s in the presence
of reflectors with 𝛤=0.4, 0.8 and 1 (no reflector).
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Fig. 4.3 Simulation (symbols) and theoretical results (solid lines) of the variance of
ln T in the presence of a reflector with Γ = 0.4, Γ = 0.8 and Γ = 1 (no reflector).

The transfer matrix of the random system can be written in the polar representation as (see Eq.
(1.c))

𝛼𝐿
𝑀𝐿 = [ ∗
𝛽𝐿

√1 + 𝜆𝐿 ei𝜃
𝛽𝐿
]=[
𝛼𝐿 ∗
√𝜆𝐿 ei(𝜃−2𝜇)

√𝜆𝐿 ei(2𝜇−𝜃)
√1 + 𝜆𝐿 e−i𝜃

].

(4.5)

The transfer matrix of the whole system consisting of the random sample and the reflector at
output edge is of the form

𝑀 = 𝑀𝛤 𝑀𝐿 = [

𝛼
𝛽∗

𝛽
],
𝛼∗

(4.6)
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and the transmission is given by 𝑇 = 1/|𝛼|2 . The law of composition of 𝑀𝐿 and 𝑀𝛤 gives

𝛼=

1
√𝛤

(√1 + 𝜆𝐿 ei𝜃 − √𝜆𝐿 (1 − 𝛤)ei(𝜃−2𝜇) ).

(4.7)

Thus we have

1 1
= (1 + (2 − 𝛤)𝜆𝐿 +2√(1 + 𝜆𝐿 )(1 − 𝛤)𝜆𝐿 cos(𝜃 − 2𝜇).
𝑇 𝛤

(4.8)

Taking the average of both sides, we have

1
1
⟨ ⟩ = [1 + (2 − 𝛤)⟨𝜆𝐿 ⟩].
𝑇
𝛤

Using ⟨𝜆𝐿 ⟩ = ⟨

1−𝑇𝐿
𝑇𝐿

𝑅

(4.9)

2𝐿

⟩ = ⟨𝑇𝐿⟩ = ((exp ( 𝑙 ) − 1) /2 [115], we have
𝐿

1
1
2−𝛤
⟨ ⟩ = [1 + (
) (e2⟨ln 𝑇⟩ − 1)].
𝑇
𝛤
2

(4.10)

From this equation we obtain the transmission of the reflector:

2
1
𝛤 = 1 − [1 − (2 ⟨ ⟩ − 1) e2⟨ln 𝑇⟩ ] .
𝑇

(4.11)
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Thus, the transmission of the reflector placed anywhere inside or at the edges of the random
1

system can be obtained from the knowledge of ⟨𝑇⟩ and ⟨ln 𝑇⟩, which can be measured outside
the system. We have verified this result in simulation as shown in Fig. 4.4. In this simulation, we
put a reflector with different values of transmission (experimental value) inside the random
system and extract the outcomes of

1
𝑇

and ln 𝑇 from an ensemble of random configurations,

which can be used to calculate 𝛤 (predicted value) according to Eq. (4.11). We find the predicted
values of 𝛤 equal the experimental values.

Fig. 4.4 The experimental values of Γ used in the simulation vs. the
predicted value of Γ obtained using Eq. (4.11).
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4.3

The impact of reflection on the statistics of intensity inside random
media for wave transport

Consider that we have a random system of length 𝐿1 and transmission 𝑇1 . Then we put another
independent random system with length 𝐿2 and transmission 𝑇2 behind it. The compound system
has length 𝐿 = 𝐿1 + 𝐿2 and transmission T. We have proved the additivity property of ⟨ln 𝑇⟩ in
Section 2.2,

⟨ln 𝑇⟩ = ⟨ln 𝑇1 ⟩ + ⟨ln 𝑇2 ⟩ = −

𝐿1 𝐿2
𝐿
− =− .
𝑙
𝑙
𝑙

(4.12)

In addition, we show in Section 2.3 that at the boundary of the first random system inside the
compound system, 𝑥 = 𝐿1 , the average logarithm of intensity equals ⟨ln 𝑇1 ⟩,

⟨ln 𝐼(𝑥)⟩ = −

𝑥
= ⟨ln 𝑇1 ⟩.
𝑙

(4.13)

Thus, the logarithm of intensity at the boundary of a system does not change if another random
system is added behind it. From the above properties of ln 𝑇 and ln 𝐼(𝑥), we can infer that if a
reflector with transmission 𝛤 is placed at location z inside a random system, the average
logarithm of intensity before the reflector is not affected by the presence of reflector and shifts
by ln 𝛤 behind the reflector. This can be expressed as

𝑥
− ,
⟨ln 𝐼(𝑥)⟩ = { 𝑥𝑙
− + ln 𝛤,
𝑙

0 ≤ 𝑥 < 𝑧,
𝑧 < 𝑥 ≤ 𝐿.

(4.14)
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This result is verified in simulations for different values of 𝛤 and different locations of the
reflector, as shown in Fig. 4.5.

Fig. 4.5 Simulation (symbols) and theoretical results (solid lines)
of ⟨ln T⟩ in the presence of a reflector with Γ = 0.4 and 0.8 at (a)
0.25 L and (b) 0.75 L.
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Now we calculate the average intensity at depth x inside a random system with reflector placed at
output as shown in Fig. 4.6. The subsystem beyond position x consists of segment 2 of the
random media and the reflector with transmission 𝛤 and denote the transfer matrix associated
with it as 𝑀𝑅 . The transfer matrix of the reflector is given by Eq. (4.2) and 𝑀1 , 𝑀2 are given by
Eq. (1.1c),

𝛼𝑗
𝑀𝑗 = [ ∗
𝛽𝑗

Here 𝜆𝑗 =

1−𝑇𝑗
𝑇𝑗

√1 + 𝜆𝑗 ei𝜃𝑗
𝛽𝑗
]=
𝛼𝑗 ∗
√𝜆 ei(𝜃𝑗−2𝜇𝑗)
[ 𝑗

√𝜆𝑗 ei(2𝜇𝑗 −𝜃𝑗)
,
√1 + 𝜆𝑗 e

−i𝜃𝑗

𝑗 = 1, 2.

(4.15)

]

. The law of composition of transfer matrices gives

𝛼𝑅
𝛽𝑅 ∗

𝛽𝑅
] = 𝑀𝛤 𝑀2 ,
𝛼𝑅 ∗

(4.16a)

𝛼𝑤
𝛽𝑤 ∗

𝛽𝑤
] = 𝑀𝑅 𝑀1 ,
𝛼𝑤 ∗

(4.16b)

𝑀𝑅 = [

𝑀𝑤 = [

Segment 1

Segment 2

1

𝛤

f
𝑀1

t

𝑀2
b

r
0

x

𝑀𝑅

Fig. 4.6 Schematic of a random system with a reflector placed at the output.

L
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where M is the transfer matrix for the whole system.
From the definition of the scattering matrix, we have

𝑓
𝑡
𝑀𝑅 ( ) = ( ),
𝑏
0

(4.17)

which leads to

𝑓 = 𝑡𝛼𝑅 ∗ ,

𝑏 = −𝑡𝛽𝑅 ∗ .

(4.18)

The intensity at x is

𝐼(𝑥) = |𝑓 + 𝑏|2 = |𝑡𝛼𝑅 ∗ − 𝑡𝛽𝑅 ∗ |2 = 𝑇|𝛼𝑅 ∗ − 𝛽𝑅 ∗ |2 ,

(4.19)

where 𝑇 = 1/|𝛼𝑤 |2. Taking the average of both sides of the above equation, we have

2

𝛼𝑅 ∗ − 𝛽𝑅 ∗
d𝜃1 d𝜃2 d𝜇1 d𝜇2
⟨𝐼(𝑥)⟩ = ∫ ⋯ ∫ |
| 𝑃𝑥/𝑙 (𝑇1 )𝑃(𝐿−𝑥)/𝑙 (𝑇2 )d𝑇1 d𝑇2
.
𝛼𝑤
2𝜋 2𝜋 2𝜋 2𝜋

(4.20)

Here 𝑃𝑥/𝑙 (𝑇1 ) and 𝑃(𝐿−𝑥)/𝑙 (𝑇2 ) are given by Eq. (1.15). Because the numerical results of the
above equation do not converge well, we only show the simulation results for ⟨𝐼(𝑥)⟩ below.
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Fig. 4.7 Simulation results of ⟨I(x)⟩ for a random system of
s = 5 with a reflector at output with different values of Γ.

When the reflector is placed at the input of the random system, we can calculate the average
intensity at any depth x in the same way. Now the subsystem beyond position x is the segment 2
of the random system and the subsystem at left side of position x consists of the reflector and the
segment 1 of the random system with its transfer matrix denoting as 𝑀𝐿 . We have 𝑀𝐿 = 𝑀1 𝑀𝛤
and 𝑀𝑤 = 𝑀2 𝑀𝐿 . The average intensity is given by

2

𝛼2 ∗ − 𝛽2 ∗
d𝜃1 d𝜃2 d𝜇1 d𝜇2
⟨𝐼(𝑥)⟩ = ∫ ⋯ ∫ |
| 𝑃𝑥/𝑙 (𝑇1 )𝑃(𝐿−𝑥)/𝑙 (𝑇2 )d𝑇1 d𝑇2
.
𝛼𝑤
2𝜋 2𝜋 2𝜋 2𝜋

(4.21)
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Fig. 4.8 Simulation results of ⟨I(x)⟩ for a random system of
s = 5 with a reflector at input with different values of Γ.

When the reflector is placed inside the random system at position z, we separate the system into
three segments to calculate the average intensity at any depth x, as shown in Fig. 4.9. The
transfer matrices 𝑀1 , 𝑀2 and 𝑀3 are given by

𝛼𝑗
𝑀𝑗 = [ ∗
𝛽𝑗

√1 + 𝜆𝑗 ei𝜃𝑗
𝛽𝑗
]=
𝛼𝑗 ∗
√𝜆𝑗 ei(𝜃𝑗 −2𝜇𝑗)
[

√𝜆𝑗 ei(2𝜇𝑗−𝜃𝑗)
,
√1 + 𝜆𝑗 e

−i𝜃𝑗

]

𝑗 = 1, 2, 3.

(4.22)
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We first calculate the intensity to the left of the reflector. The transfer matrix of the subsystem to
the right of x is 𝑀𝑅 = 𝑀3 𝑀𝛤 𝑀2 and the transfer matrix of the whole system is 𝑀𝑤 = 𝑀𝑅 𝑀1 . The
average intensity at x can be written as

⟨𝐼(𝑥)⟩
2

𝛼𝑅 ∗ − 𝛽𝑅 ∗
d𝜃1 d𝜃2 d𝜃3 d𝜇1 d𝜇2 d𝜇3
= ∫⋯∫|
| 𝑃𝑥/𝑙 (𝑇1 )𝑃(𝑧−𝑥)/𝑙 (𝑇2 )𝑃(𝐿−𝑧)/𝑙 (𝑇3 )d𝑇1 d𝑇2 d𝑇3
.
𝛼𝑤
2𝜋 2𝜋 2𝜋 2𝜋 2𝜋 2𝜋

(4.23)

Then we calculate the intensity to the right of the reflector. Now the transfer matrix of the
subsystem to the left of x is 𝑀𝐿 = 𝑀2 𝑀𝛤 𝑀1 and the transfer matrix of the whole system is 𝑀𝑤 =
𝑀3 𝑀𝐿 . The average intensity at x can be written as

⟨𝐼(𝑥)⟩
2

𝛼3 ∗ − 𝛽3 ∗
d𝜃1 d𝜃2 d𝜃3 d𝜇1 d𝜇2 d𝜇3
= ∫⋯∫|
| 𝑃𝑥/𝑙 (𝑇1 )𝑃(𝑥−𝑧)/𝑙 (𝑇2 )𝑃(𝐿−𝑥)/𝑙 (𝑇3 )d𝑇1 d𝑇2 d𝑇3
.
𝛼𝑤
2𝜋 2𝜋 2𝜋 2𝜋 2𝜋 2𝜋

(4.24)
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Segment 2 𝛤

Segment 1
1

Segment 3

f
𝑀1

t

𝑀3

𝑀2
b

r
0

x

z

L

Fig. 4.9 Schematic of a random system with a reflector placed inside the random system.

The simulation results of ⟨𝐼(𝑥)⟩ inside random systems with different values of Γ and reflector
locations are plotted in Fig. 4.10.
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Fig. 4.10 Simulation results of ⟨I(x)⟩ for reflector with different
values of Γ at (a) 0.25 L and (b) 0.75 L.

73

4.4

Summary

In this chapter, we have studied the impact of internal and edge reflection on the statistics of
wave transport in 1D random media. We find that the statistics of transmission are independent
of the location of the reflector. The average of the logarithm of transmission is shifted by ln 𝛤,
𝐿

⟨ln 𝑇⟩ = − + ln 𝛤, where 𝛤 is the transmission coefficient of the reflector. The parameter 𝛤 is
𝑙
1

2

related to the statistics of transmission by 𝛤 = 1 − [1 − (2 ⟨𝑇⟩ − 1) e2⟨ln 𝑇⟩ ] . This indicates that
the transmission of the reflector placed anywhere inside or at the edges of the random system,
can be obtained from measurements outside the system. We have also investigated the statistics
of intensity inside random media in the presence of reflection and obtained the average intensity.
The average logarithm of intensity to the left of the reflector is not affected by the presence of
the reflector, and shifts by ln 𝛤 to the right of the reflector.
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Chapter 5

Conclusion
In this thesis, we have studied wave transport in random media where Anderson localization
occurs. We find the scaling properties of transport quantities T and ln 𝑇 with respect to system
length for 1D random systems. In the interior of the random systems, we find the intensity profile
⟨𝐼(𝑥)⟩ and ⟨ln 𝐼(𝑥)⟩ at any depth x. These results for wave transport in 1D systems may provide
a basis for analyzing wave transport in multimode random systems, especially for the intensity
inside the random systems. We have also explored the Lévy flights of waves in 1D systems with
Lévy disorder. We find the statistics of transport quantities T and ln 𝑇 as well as the intensity
profile ⟨𝐼(𝑥)⟩ and ⟨ln 𝐼(𝑥)⟩ in the interior for the wave Lévy flights. These results provide a
starting point for future investigation of higher-dimensional Lévy flights of waves. We also note
that anomalous Anderson localization occurs in our system, which gives us a better
understanding of the effect of disorder in Anderson localization. In our study of the impact of
internal and edge reflection on the statistics of wave transport in random media, we find the
statistics of transmission is not affect by the location of the reflector. In addition, the
transmission of the reflector 𝛤 can be obtained from the information of transmission measured
outside of the system. We also find the intensity profile inside the random system, which
depends on the location of the reflector. The average of the logarithm of intensity does not
change before the reflector and shifts by ln 𝛤 beyond the reflector.
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