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Abstract
The diffusion approximation to the time-dependent Boltzmann transport equation gives accurate
results for traditional nuclear reactor designs, but new reactor designs and new fuel elements re-
quire neutron transport methods. We develop a numerical approximation to the time-dependent
transport equation coupled to delayed neutron precursors based on the spherical harmonics PL
equations, for odd L, and on the Backward Euler finite difference discretization of time. The
resulting scheme can be written as a stationary form of diffusive second order PL equations. This
allows a reduction by half to the number of unknowns and also to apply a nodal collocation
method to the spatial discretization of the problem, using coarse spatial grids to further reduce
memory requirements. This scheme is validated with several transient benchmarks, where the
convergence properties are established and compared with the simplified PL approximation. A
more realistic transient benchmark, based on the two-group C5 MOX problem, is finally intro-
duced, showing the need of high order PL approximation for complex fuel geometries.
Keywords: Transient neutron transport equation; Spherical harmonics method;
Multi-dimensional PL equations; Nodal collocation method; Implicit Euler method; C5 MOX
transient benchmark.
1. Introduction
The modeling and simulation of transients in a nuclear reactor is mostly based on the time
dependent neutron diffusion equation, giving accurate enough results for traditional reactor de-
signs. But now, there is a growing interest in the study of new reactor designs and the use of new
fuel elements for which the use of the diffusion approximation may not be accurate enough. This
and the advances in computational power, have stimulated the need of using neutron transport
methods to analyze reactor kinetics.
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Except for very simple problems, the direct solution of the Boltzmann neutron transport
equation [1] is not feasible because it is an integro-differential equation involving fields defined
in seven dimensions: three for space, two describing a direction in the unit sphere of the incident
neutrons, one for the energy and one for the time. Hence, the development of numerical methods
that give accurate solutions to the time dependent neutron transport equation in 3D geometry is
still a very challenging problem [2].
The energy dependence is usually modeled with the multigroup approximation, where the
energy-line is divided into discrete energy groups; this approximation reduces the continuous
problem to g monoenergetic problems that are coupled through the source term, where the fission,
down-scattering and up-scattering processes are taken into account.
There are several techniques to deal with the angular dependence of the Boltzmann transport
equation. One possibility is the use of the spherical harmonics method, where the angular depen-
dence of the angular neutronic flux and the nuclear cross-sections are expanded as a finite series
in terms of the spherical harmonics functions, leading to the PL approximations of the neutron
transport equation (see [3, 4, 5, 6]). The resulting equations preserve the rotational symmetry of
the transport equation, and the incorporation of anisotropic scattering and sources (internal and
external) can be done in a natural way.
The classical diffusion equation was developed assuming isotropy for the neutronic flux and
the nuclear cross-sections, but this approximation only works well when some simplifying as-
sumptions are satisfied [7]. Also, the parabolic nature of the diffusion equation predicts that
particles have an infinite velocity and so fails near strong absorbers like fuel bundles and control
rods. The classical P1 approximation (the “telegrapher equation”) has a finite particle velocity
but with the wrong value. To correct this drawback it is necessary to formulate an asymptotic
new approximation, which includes the correct time behaviour for a general medium [8].
The simplified PL (SPL) approximation was initially developed in 1960 to reduce the number
of unknowns that appear in the PL spherical harmonics equations [9, 10], thus reducing the com-
plexity, the storage and the computational time of the full PL approximation. The SPL equations
where originally based on the PL 1D equations and developed for steady-state problems. Later, it
was showed [11] that the SPL equations can be understood as an asymptotic approximation of the
PL equations. These equations have been successfully applied to other fields [12] and extended
to time-dependent problems [13].
The discrete ordinates S N method [14, 15], that consists on evaluating the angular flux and
the nuclear cross-sections at discrete angular directions, is characterized by a set of quadrature
points. Some numerical codes based on this methodology are DANTSYS [16] and PARTISN
[17].
The method of characteristics (MOC) [18, 19] is based on the construction of a large enough
number of characteristic lines or rays, along which the transport equation is solved. This method
was traditionally used to solve static problems, but it has been extended to perform transient
calculations [20, 21].
The Monte Carlo approximation has been recently proposed to solve the time-dependent neu-
tron transport equation [22, 23, 24, 25], handling the time variation of the neutron flux updating
event times during the Monte Carlo neutron tracking.
Other important aspect to consider in reactor kinetics methods for neutron transport is the
time dependence approximation. Usually, a backward finite difference scheme is used for the
time derivative leading to an unconditionally stable implicit method. Although this is the most
common technique, a high-order approximation has been used [26] for the angular flux time
derivative, and a similar method was used in [27] for the neutron diffusion approximation. Also,
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high order discretization using Runge-Kutta methods are presented in [28]. Other possibilities
are a quasi-static method [29] or schemes based on modal approximations [30, 31].
We can see that during the last years considerable efforts have been made in the development
of numerical methods applied to space-time nuclear reactor transient modeling, using higher
order approximations to the neutron transport equation. In this line, we have extended our de-
velopments based on the PL equations [5, 6] to the time domain. For the time discretization
of the equations we have used the backward Euler finite difference approximation. The main
advantage of our approach is the reduction by half of the size of the system of equations that
has to be solved at each time step of the implicit method. This is achieved by including the odd
field equations and the neutron precursor equations into the even field equations, resulting into
a vector-valued stationary diffusive equation for the even fields with source and diffusion terms
that incorporates the odd fields and the neutron precursors. An additional advantage results from
the diffusive nature of the equations, where the spatial discretization is performed with a nodal
collocation method, based on a finite expansion in terms of orthonormal Legendre polynomi-
als. This method, initially developed in [32] and generalized in [5, 6] to arbitrary odd order L,
efficiently achieves accurate results using a coarse spatial mesh, thus reducing memory require-
ments. Finally, an approximation based on the SPL approximation is also evaluated, consisting in
removing cross-derivative terms from the general PL formulation. Its results are compatible with
the standard SPL implementations as given for example in [33], showing that for diffusive-like
problems improves P1 calculations but, on the other hand, for high spatial gradients differences
become larger and the approximation is inaccurate.
The remainder of the paper is organized as follows. In Section 2 we describe the discretiza-
tion method that is applied to the time dependent Boltzmann transport equation and the delayed
neutron precursor equations. The spherical harmonics method is reviewed, and its application
gives the PL equations; the method is also applied to boundary conditions: Marshak’s vacuum
and external source, reflective and zero-flux. The time discretization is then performed with a
backward Euler method, and it is shown that the resulting problem can be reduced to an implicit
problem for a second order diffusive PL equation for the even fields and two explicit equations
for the odd fields and the neutron precursor families. The nodal collocation method is then used
for these equations. In Section 3, this numerical scheme is validated in some test cases. The con-
vergence of the method is first studied in a simple 1D homogeneous slab problem with analytical
solution, with physical parameters chosen to show significant differences between the diffusive
approximation and the transport theory. The next two problems are well described by the dif-
fusion approximation: a 1D subcritical transient benchmark with three different materials, two
energy groups and six delayed neutron families, and two 2D TWIGL transient reactor problems
based on a linear ramp and on a step reactivity perturbation. The last case is based on a C5 MOX
benchmark transient that shows strong spatial gradients thus requiring high order PL methods
to accurately track the neutron flux distribution at the pin level. In Section 4, we establish our
Conclusions.
2. The transport equation and the PL equations
2.1. The Boltzmann transport equation
The neutron interactions in the interior of a general reactor core can be modeled by the Boltz-
mann transport equation [7] and by a set of neutron precursor equations. The time-dependent
3
transport equation, in terms of the independent variables position ~r, direction ~Ω, energy E and





(~r, ~Ω, E, t) + ~Ω ~∇Φ(~r, ~Ω, E, t) + Σt(~r, E, t) Φ(~r, ~Ω, E, t)
= S s(~r, ~Ω, E, t) + S f (~r, ~Ω, E, t) + S d(~r, t) + S (~r, ~Ω, E, t) , ~r ∈ V , (1)
where Φ(~r, ~Ω, E, t) is the neutron angular flux; V is the core volume; ~v(E) is the neutron velocity,
v(E) = |~v(E)|, and E = mv2/2 is the kinetic energy for a neutron of mass m; ~Ω = ~v/|~v| =
(cosϕ sin θ , sinϕ sin θ , cos θ), 0 < ϕ < 2π, 0 < θ < π, is the neutron direction unit vector and
Σt is the total macroscopic cross-section. The right hand side of (1) describes the neutron sources
that include the scattering source term S s, the source of neutrons by fission term S f , the delayed
neutron source S d and the fixed source term S , given by




d~Ω′ Σs(~r; ~Ω′, E′ → ~Ω, E) Φ(~r, ~Ω′, E′, t) ,
S f (~r, ~Ω, E, t) =
1
4π
(1 − β)χp(~r, E)
∫
dE′ νΣ f (~r, E′, t)
∫
d~Ω′Φ(~r, ~Ω′, E′, t) ,





χd, j(~r, E)λ jC j(~r, t) .
Here d~Ω = sin θ dϕdθ, Σs is the scattering cross-section from (~Ω′, E′) to (~Ω, E), Σ f is the fission
cross-section, ν is the average number of neutrons per fission, χp is the prompt neutron fission
spectrum, β =
∑Nd
j=1 β j is the total delayed neutron fraction, and the delayed magnitudes for pre-
cursor group j are: the neutron spectrum χd, j, the decay constant λ j, and the neutron fraction β j
(the last two are energy independent). Finally, C j is the delayed neutron precursor concentration
for precursor group j = 1, . . . ,Nd, that satisfies the differential equation
∂C j
∂t




d~Ω′ νΣ f (~r, E′, t) Φ(~r, ~Ω′, E′, t) . (2)
For steady state problems ∂Φ
∂t =
∂C j
∂t = 0, and the stationary delayed neutron precursor con-
centration can be obtained from Eq. (2),




d~Ω′ νΣ f (~r, E′) Φstat(~r, ~Ω′, E′) , (3)
that, inserted into Eq. (1), gives the equation that must satisfy the stationary neutron flux Φstat:
~Ω ~∇Φ(~r, ~Ω, E) + Σt(~r, E) Φ(~r, ~Ω, E)
= S s(~r, ~Ω, E) + S statf (~r, ~Ω, E) + S (~r, ~Ω, E) , ~r ∈ V , (4)
where





dE′ νΣ f (~r, E′)
∫
d~Ω′Φ(~r, ~Ω′, E′) ,
with χstatp (~r, E) = (1 − β)χp(~r, E) +
∑Nd
j=1 χd, j(~r, E) β j.
Any of these equations must be supplemented with appropriate boundary conditions. Among
others, we will consider the following:
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1. If an external source T (~r, ~Ω, E, t) is located at the boundary surface ∂V of the reactor, then
the angular neutronic flux satisfies
Φ(~r, ~Ω, E, t) = T (~r, ~Ω, E, t) , for all ~Ω~n ≤ 0 , ~r ∈ ∂V , t ≥ 0 , (5)
for every incoming direction (~n is the normal vector pointing outward to the external sur-
face). As a particular case, when the incoming flux is zero, T = 0, we obtain vacuum
boundary conditions.
2. Reflective boundary conditions appear when the same physical conditions occur at both
sides of a symmetry plane, and then the neutronic flux verifies
Φ(~r, ~Ω, E, t) = Φ(~r, ~̃Ω, E, t) , (6)
where ~̃Ω is the angular direction of the reflected neutron with respect to the symmetry
plane.
3. Zero flux boundary conditions are set when the boundary is far away from fission sources
and the angular neutronic flux is (almost) null Φ ' 0.
2.2. Angular discretization. The spherical harmonics method
The first approximation to numerically solve Eq. (4) is to replace the continuous variable E
by a discretization into a finite number of energy groups g ∈ G, where group g spans the range of
energies from Eg to Eg+1. This is known as the energy multi-group approximation. For simplicity
of the notation we will assume that there is one energy group in the developments that follow. It
is easy to extend the results to an arbitrary number G of energy groups, where now Φ(~r, ~Ω, E, t) is
a vector of G components, and Σt, Σs, νΣ f are matrices with respect to the energy group indices.
The angular dependence of the neutronic flux Φ(~r, ~Ω, t) and the source term S (~r, ~Ω, t) is
developed in terms of spherical harmonics





φlm(~r, t) Yml (~Ω) ,





slm(~r, t) Yml (~Ω) ,
(7)





imϕ are the (complex) spherical harmonics [34] (Pml (cos θ) are the
associated Legendre polynomials and the coefficients Hml =
√
(2l + 1)/(4π) ·
√
(l − m)!/(l + m)!,






δll′δmm′ , where δi j is the Kronecker delta.
Thus, the unknowns of Eq. (1) are the (spherical harmonics) moments φlm(~r, t) and, given
that we are interested in real solutions of the (real) transport equation (1), then Φ = Φ∗, that is,
φlm
∗ = (−1)mφl,−m and not all complex coefficients are independent, then there are only 2l + 1
real independent moments for each l > 0, that is, {φl0,Re φlm, Im φlm,m = 1, . . . , l}.
Based on physical grounds, the scattering is supposed to depend on the relative angle ~Ω ~Ω′
between the incident and the scattered particles, and then the scattering cross-section may be
modelled by the Legendre polynomials series





Σs,l(~r) Pl(~Ω ~Ω′) . (8)
5
Expansions (7) and (8) and the orthogonality properties of Yml are then used into Eq. (1). To
achieve a finite approximation, the expansions given by series (7) and (8) are truncated at some
finite order l = L, i.e., φlm = slm = 0, for l > L (the so-called PL closure condition [35]) and
the resulting equations are the PL equations, see for example [36, 6, 37] for a full development.
In the following, we will only consider L to be an odd integer because, as a consequence of the
interface conditions given by Eqs. (13), the even order moments are continuous functions and, in




4π φ00 is continuous along the reactor volume.
Defining the real moments
ξlm = Re φlm =
1
2
(φlm + (−1)mφl,−m) , l = 0, 1, . . . , L ,
ηlm = Im φlm =
1
2i
(φlm − (−1)mφl,−m) , l = 1, . . . , L ,
(9)
and gathering even l moments into vectors X = (ξl,m≥0, ηl,m>0)l=even andS = (Re sl,m≥0, Im sl,m>0)l=even,
with ne = L(L+1)/2 components when L is odd, and odd l moments into vectors X̄ = (ξl,m≥0, ηl,m>0)l=odd
and S̄ = (Re sl,m≥0, Im sl,m>0)l=odd, with no = (L + 1)(L + 2)/2 = ne + L + 1 components (for ex-
ample, if L = 1 then X = (ξ00) and X̄ = (ξ10, ξ11, η11)T ), then the PL equations can be expressed











+ Σa X (10)

















+ Σ̄a X̄ = S̄ , (11)
∂C j
∂t
= −λ jC j +
√
4πβ jνΣ f φ00 , j = 1, . . . ,Nd , (12)
where (x1, x2, x3) are Cartesian coordinates, Σa = diag(Σt − Σsl)l=even, Σ̄a = diag(Σt − Σsl)l=odd
are square diagonal matrices, and M j and M̄ j are rectangular matrices (of dimension ne × no and
no×ne, respectively) that are described in previous works [36, 6, 37]. It is worth noting that, due to
the definite parity of the spherical harmonics, the even l and odd l moments are the coefficients of











appear in the derivation of the even-parity transport equation [38]. See also [39] for a relationship
between the even-parity transport equation and the SPL approximation.
We notice that lower dimensional geometries can be obtained from symmetry constraints to
the angular neutronic flux. The XY (2D) geometry describes a medium with cross-sections and
source independent of Z direction and equations can be obtained by imposing that the angular
neutronic flux does not depend on the third coordinate, Φ = Φ(x1, x2, ~Ω, t), so ∂Φ∂x3 = 0, and also
must satisfy the symmetry relation Φ(θ) = Φ(π − θ), so the moments φlm = 0 for odd l + m (see
later the reflective boundary conditions). The planar (1D) geometry describes a medium that
is transversely infinite (in the XY plane) with cross-section and source variation only in the Z
direction; this case is obtained by requiring that the neutronic flux Φ = Φ(x3, θ, t) so the only
nonzero moments are φl,m=0 = ξl0, that are real moments.
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At points where the internal source or any cross-section is discontinuous, Eqs. (10) and (11)
are undefined, and it is required some sort of interface conditions for these regions. We will re-
place the interface with a very thin transition region, where the physical properties of the medium
change rapidly, but continuously [40]. If, for example, the discontinuity occurs along the X axis
with coordinate x1 = x1,0, the transition region extends from x1,0 − ∆ to x1,0 + ∆. On integrating
the PL equations (10) and (11) over the transition region, and taking ∆ → 0+, all integrands
remain continuous at the transition region, and the following interface conditions are obtained:
lim
∆→0+
M1 X̄(x1,0 + ∆) = lim
∆→0+
M1 X̄(x1,0 − ∆) ,
lim
∆→0+
M̄1 X(x1,0 + ∆) = lim
∆→0+
M̄1 X(x1,0 − ∆) .
(13)
But matrix M̄1, of dimension no ×ne (with no > ne for odd L approximation) has maximum rank,
and then second equation in (13) implies continuity of even order moments X at the interface,
lim
∆→0+
X(x1,0 + ∆) = lim
∆→0+
X(x1,0 − ∆) . (14)
On the other hand, as dim(M1) = ne × no, the first equation gives ne linear relations between the
no (> ne) odd moments X̄, so it is not possible to guarantee continuity of all the moments.
Boundary conditions are then approximated using the spherical harmonics method as follows:
1. An external source located at the surface boundary (5) requires an approximate treatment.





Φ(~r, ~Ω, t) − T (~r, ~Ω, t)
)
= 0 , (15)
for l = 1, 3, 5, . . . , L (odd) and m = 0, 1, . . . , l (no negative m index is considered because
the imposition that the neutronic flux Φ must be real gives redundant conditions). This
gives 2l + 1 real conditions for each odd index l. We will only consider regions with
prismatic geometry. If we replace the spherical harmonics expansion (7) for Φ and also
for the external source,





Tlm(~r, t)Yml (~Ω) ,
truncated up to a finite odd order L, into Marshak’s conditions (15), we arrive at the ho-
mogeneous system of equations
1
2











(φl′m′ − Tl′m′ ) = 0 , (16)
for l = 1, 3, 5, . . . , L and m = 0, 1, . . . , l. The real form of (16) allows us to rewrite Mar-
shak’s conditions in matrix form
X̄ + N X = T̄ + N T , (17)
where real vectors X and X̄ were defined in previous paragraphs, similarly vectors T =
(Re Tl,m≥0, Im Tl,m>0)l=even, T̄ = (Re Tl,m≥0, Im Tl,m>0)l=odd, and N is a real rectangular ma-









((lm), l odd, are row indices; (l′m′), l′ even, are column indices, with appropriate ordering).
We treat the discontinuity between the external surface and the interior region by inserting
a very thin transition region, as before. If, for example, the boundary surface is located
at x3 = x3,0 with normal vector parallel to Z axis, the transition region corresponds to the
interval [x3,0, x3,0 + ∆]. We obtain the following interface conditions:
lim
∆→0+
M3 X̄(x3,0 + ∆) = M3 X̄(x3,0) ,
lim
∆→0+
X(x3,0 + ∆) = X(x3,0) ,
(18)
so X is continuous at the interface but, using Eq. (17), X̄ satisfies the interface condition
lim
∆→0+
M3 X̄(x3,0 + ∆) = M3
(





that is, a system of ne linear conditions.
2. Reflective boundary conditions are imposed in an exact way for every finite order L. If,
for example, the symmetry plane has normal vector ~n pointing to the negative Z axis, the
condition is
Φ(~r, ϕ, θ, t) = Φ(~r, ϕ, π − θ, t) , for 0 < ϕ < 2π , 0 < θ < π/2 . (20)





(1 − (−1)l+m) φlm(~r) Yml (~Ω) = 0 ,
that is,
φlm = 0 , for l + m odd, (21)
for l = 0, 1, . . . and m = 0, 1, . . . , l. The same conclusion is obtained if the normal vector
~n points to the positive Z axis, and also when we consider a 2D geometry that incorporates
the XY symmetry. Finally, for 1D geometry, where the coefficients with index m , 0
are zero, the symmetry gives the restriction φl0 = 0 for odd l. For a finite L expansion
in spherical harmonics, these equations (21) give L(L + 1)/2 = ne conditions. Reflective
boundary conditions can also be computed for the other symmetry surfaces, and give the
restrictions:
φlm − (−1)mφ∗lm = φlm − φl,−m = 0 , for YZ symmetry surface,
φlm − φ
∗
lm = φlm − (−1)
mφl,−m = 0 , for XZ symmetry surface.
3. Zero flux approximation corresponds to the setting X ' 0 and M1 X̄ ' 0 at external sur-
faces.
2.3. Time discretization. The Euler implicit method
The large magnitude of the neutron velocities suggests that an unconditionally stable, fully
implicit time discretization method can be more favorable, allowing relatively large time steps.
Therefore, we will employ a first order backward Euler method, with constant time step ∆t, to
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discretize the time derivatives in Eqs. (10), (11) and (12). Given the discrete times tk = k∆t,
k = 0, 1, . . . , then at the interval [tk−1, tk]
1
v∆t





































00 , j = 1, . . . ,Nd , (24)
where Xk, X̄k and Ckj are the unknowns at time tk = k∆t. We also take into account that cross-
sections and neutron source can change with time. To achieve an efficient implementation of the
above implicit problem, if we define C̃kj = λ jC
k
j , the k-th iteration of each precursor concentration
in Eq. (24) is
C̃kj = (1 + λ j∆t)
−1(C̃k−1j + λ j∆t√4π β j νΣkf φk00) , j = 1, . . . ,Nd , (25)












where Dkeff = [Σ̄
k
a + (v∆t)
−1]−1 and S̄ keff = (v∆t)











+ (Σka + (v∆t)
−1) Xk − χeff νΣkfφ
k
00 δl0δm0 = S
k
eff , (27)
where we have defined the effective magnitudes
χeff =χp(1 − β) +
Nd∑
j=1
χd, j(1 + λ j∆t)−1 λ j∆tβ j ,
S keff =(v∆t)

















χd, j(1 + λ j∆t)−1C̃k−1j .
We observe the following facts about the numerical method described by these equations:
1. The k-th iteration computes first, using the implicit formula (27) the even order fields Xk
from previous iteration data Xk−1, X̄k−1 and C̃k−1j . This reduces the dimension of the initial
implicit problem (22), (23), (24) by half. Once the updated value of Xk is obtained, the
explicit formulas (26) and (25) allow a quick computation of X̄k and C̃kj , j = 1, . . . ,Nd.
2. Eq. (27) corresponds to a vector-valued second order stationary form of PL equation as
described in [5, 36, 6] with a modified total cross-section Σt + (v∆t)−1 [41], an effective
diffusion matrix Dkeff and an effective source term S
k
eff that are time-dependent.
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3. Eq. (26) relates even order and odd order fields and corresponds to a modified Fick’s law




4. Eqs. (27) and (26) for odd and even order fields are the analogous of the backward-Euler
discretized even-parity transport equations (13) and (17) for odd parity and even parity
fields described in [38].
5. When the spatial dimension is greater than 1 and we remove cross-derivative terms from
Eq. (27), we obtain an approximation similar to the simplified spherical harmonics SPL
equations. From now on, we will denote this approximation as the extended simplified
spherical harmonics equations, ESPL, and we will show computed results for the problems
presented in Sections 3.3 and 3.4.
The time iteration requires an initial state. When the initial state is the stationary state, then











+ Σa X − χstatp νΣ fφ00 δl0δm0 = S
stat , (28)


















and finally the stationary delayed neutron precursor concentration is computed using Eq. (3).
We observe that, although the stationary state Xstat, X̄stat should be a fixed point of the un-
perturbed Eqs. (27) and (26) in exact arithmetic, this does not need to be true in numerical
computations with finite arithmetic. This point is illustrated in Section 3.1. The effect can be
quantified if we rewrite, when the cross-sections do not change with time,
Dkeff = [Σ̄a + (v∆t)







so for small values of the parameter (v∆t Σ̄a)−1 Eqs. (26) and (29) are numerically equivalent,
and then the diffusion matrix from the stationary Eq. (28) is, up to order (v∆t Σ̄a)−1, equivalent
to the time discretized Eq. (27). Some approximate numerical schemes in the literature assume
that the odd order fields do not change (or change very little) with time, but this is not the case
in this work.
2.4. Spatial discretization. The nodal collocation method
If we consider the diffusive nature of Eq. (27), a good candidate to the spatial discretization
is a nodal collocation method. We will see that this method allows accurate results using a coarse
spatial discretization, thus reducing computational time and memory storage. This method was
initially developed for the neutron diffusion equation in [32], see also [42]. The generalization
to PL equations of arbitrary odd order L and multi-dimensional rectangular geometries was later
done in [5, 6], where the method was exhaustively described. When a more detailed spatial
representation is required, see [43] for transient analysis, using the adiabatic approximation, of
the second order even-parity formulation of the transport equation, and handling unstructured
meshes in any geometry.
In order to establish the notation that will be later used, we will proceed to describe shortly
the main ideas of the method.
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1. The core volume V is approximated by N adjacent rectangular nodes with coordinates
Ne = [x1,i1 , x1,i1+1] × [x2,i2 , x2,i2+1] × [x3,i3 , x3,i3+1], where e = 1, . . . ,N is the node index;
xk,i j are the vertex indices, that describe an structured rectilinear mesh, in Cartesian coor-
dinates.
2. The physical properties (cross-sections, etc.) are assumed to be constant on each spatial
node Ne.





3, using the change of variable




j = x j,i j+1 − x j,i j , for each spatial coordinate, the
spatial dependence is approximated by a finite expansion in terms of orthonormal Legendre
polynomials Pk(u) =
√
2k + 1 Pk(2u), − 12 < u <
1
2 , that is,
∫ +1/2
−1/2 Pk(u)Pr(u) du = δkr. So,







Pk j (u j) , (30)
where M is the spatial expansion order, and analogous expressions for X̄e and Cej .
4. The truncated series (30) is then inserted into Eqs. (25), (26) and (27), and integrated,
using the orthonormality properties, with respect to the Legendre polynomials Pk(u), ob-
taining a linear system for the unknown coefficients xek1,k2,k3 of X
e, see [36, 6] for explicit
computations.
5. Coupling between neighbouring nodes and with boundary conditions is performed by dou-
ble derivative terms in Eq. (27) using interface conditions, see Eqs. (13) and Eqs. (18). No
cross-derivative term appears when the ESPL approximation is used.
6. First order derivative terms in Eqs. (26), (27) and (29) are computed directly; if, for ex-
ample, we integrate the derivative with respect to the first coordinate and use the orthonor-
























2r1 + 1 (1 − (−1)k1+r1 ) xek1,r2,r3 .
7. The resulting linear system is described by a matrix that is large, sparse, real and non-
symmetric, and the dimension depends on the number of spatial nodes N, the order M of
the Legendre expansion (30) and the order L of the spherical harmonics approximation.
This linear system will be solved with a direct method when the dimension of the problem
is small, and with an iterative solver for large systems.
3. Numerical results
The time discretization method described in previous Section has been incorporated into the
FORTRAN 90 code SHNC (Spherical Harmonics-Nodal Collocation), obtaining an extended
version of the code, which we use to solve time-dependent transport problems. The first version
of the SHNC code for stationary problems was developed by the authors in previous works and
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validated with criticality problems [36, 6] and also with stationary internal and external source
problems [37]. The code is able to solve the PL approximation to the transport equation, for
arbitrary odd order L, for arbitrary number of energy groups, for multidimensional space in
general rectangular geometries and with isotropic and anisotropic scattering and sources. The
spatial discretization via a nodal collocation method allows large spatial nodes of rectangular
shape resulting into linear systems numerically well-behaved and with lower dimension than
other methods, obtaining results with similar accuracy.
Due to the stiffness of the system of equations, the discretization of the time dependence uses
an implicit and unconditionally stable scheme allowing large constant time steps, only limited
by the desired accuracy. The number of delayed neutron groups is arbitrary, and we allow for
changes in time of the physical properties of the materials like, for example, cross-sections.
In the next Subsections the code will be applied to several test cases, of increasing complexity,
showing the capability of the method to deal with fast and thermal transients. The resulting linear
systems will be solved, for small dimensions, using a direct method and, for large systems, with
an iterative method that takes advantage of the sparsity of the associated matrix. In particular,
the LU factorization performed by the SuperLU general purpose library was employed [44] as a
direct method, and the biconjugate gradient stabilized method BCGSTAB, with incomplete LU
factorization ILUT, from the FORTRAN library SPARSKIT [45], was used as iterative solver for
medium to large systems. All calculations were carried out sequentially (single-core) on an AMD
Phenom 2.8GHz computer. Only CPU times will be given for medium to large sized problems,
where the performance of the method is studied.
3.1. Time dependent one-dimensional homogeneous slab with isotropic internal source
To validate the numerical method described above, we first consider an academic problem in
one spatial dimension. First, we will describe its analytical solution. With this test an appropriate
choice of physical parameters will show significant differences between the diffusive approxima-
tion (P1) and the transport theory. See, for instance, the literature cited in [46] on analytical
solutions of time-dependent transport equation.
This problem consists of an 1D homogeneous slab of length L with no scattering and fission,
with an isotropic internal source S and vacuum boundary conditions, described by the following






∂x + Σt Φ = S , −
L
2 < x < +
L
2 , −1 < µ < +1 , t > 0 ,
Φ(− L2 , µ > 0, t) = 0 , Φ(+
L
2 , µ < 0, t) = 0 , t ≥ 0 ,
Φ(x, µ, t = 0) = 0 , − L2 < x < +
L
2 , −1 < µ < +1 .
(31)
If we consider µ , 0, the change of variable ξ = x + µvt, η = x − µvt, allows us to obtain the
general solution of the equation





, |ξ + η| < L ,
1
µ
(ξ − η) > 0 ,
with F(η) an arbitrary function of η. Imposing the boundary and the initial conditions, the unique
solution of (31), in the original variables, is





























, x − µvt > + L2 .
(32)
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< x < +
L
2
, t > 0 , (33)
where m± = min (±(x ± L/2)/(vt), 1) (notice that m± → 0 when t → ∞) and, finally, the station-


























e−s+ + e−s− − s+E1(s+) − s−E1(s−)
)]






1 − e−s0 + s0E1(s0)
)
, x = ± L2 ,
(34)
where s± = Σt(L/2 ± x), s0 = ΣtL and E1(z) =
∫ ∞
z e
−t/t dt is the exponential integral function,
that is defined for | arg(z)| < π. Numerical evaluation of the integrals appearing in Eq. (33) was
performed with MATLAB’s function quad(), using an adaptive Simpson’s quadrature rule.
In the following we will perform a numerical analysis of the convergence of the PL solutions
for this problem with respect to the angular order and the temporal step size, while keeping
constant the spatial discretization parameters, that is, the spatial mesh size ∆x = 0.1 and the
Legendre polynomial order M = 4 in Eq. (30). The effect of the spatial discretization and
Legendre order on the convergence of the solutions will be analyzed for a 2D problem in Section
3.3.
A particular choice of the physical parameters that differentiates the diffusion solution from
the transport solution is the following: L = 1, Σt = S = 1, v = 10, in adimensional units. The
slab is then only 1 mean free path (Σ−1t ) thick so we expect low accuracy from diffusion theory,
specially near vacuum boundaries.
As commented in Section 1, due to the small dimension of the resulting linear systems, direct
methods are fast (all calculations required less than 1 second of CPU time) and will be used in
their resolution.
To investigate if the stationary state is preserved after the time discretization and its depen-
dence with the parameter (v∆t Σt)−1 (see comments at the end of Section 2.3) then, taking into
account that Σt = 1, in Table 1 we compare the evolution of the stationary state, in the Euclidean
norm, for different values of (v∆t)−1, at different times, for the first PL orders. In the Table, X is
the even l vector introduced in Eqs. (22)-(24). At t = 5 the evolution has arrived to an stationary
state, and we also observe in Table 1 that the relative difference from the initial state at each time
t decreases linearly with (v∆t)−1, and that values of the parameter (v∆t)−1 in the range of the
Table track the stationary state with good accuracy.
Taking into account these observations, we now study the convergence of the successive
PL approximations to Eq. (31), for particular values of the constant time step ∆t = 0.01 and
∆t = 0.1. In Table 2 we compare the relative error between the scalar flux of the exact solution,
φexact from Eq. (33), and the approximate solution φk for different PL orders. We can observe
the typical convergence of the PL approximations, that slows down for high order L, and that
approximations of order higher than P5 achieve minor improvements in accuracy.
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Table 1: Comparison of the evolution of the P1 and P3 stationary state Xk at different times, with Xstat, for different
constant time steps.
‖Xstat − Xk‖2/‖Xstat‖2
∆t (v∆t)−1 t = 0.01 t = 0.1 t = 1.0 t = 2.0 t = 5.0
0.01 10 4.26E-5 1.13E-3 2.84E-3 2.84E-3 2.84E-3
P1 0.1 1.0 – 9.67E-5 2.85E-4 2.85E-4 2.85E-4
1.0 0.1 – – 2.48E-5 2.82E-5 2.85E-5
0.01 10 6.34E-5 1.63E-3 4.85E-3 4.85E-3 4.85E-3
P3 0.1 1.0 – 1.50E-4 4.91E-4 4.91E-4 4.91E-4
1.0 0.1 – – 4.20E-5 4.83E-5 4.91E-5
Table 2: Relative error of successive PL approximations to the scalar flux, for constant time steps ∆t.
‖φexact − φk‖2/‖φ
exact‖2
∆t t P1 P3 P5 P7 P9
0.01 7.57E-2 7.04E-2 6.98E-2 6.96E-2 6.96E-2
0.02 6.87E-2 6.28E-2 6.24E-2 6.23E-2 6.23E-2
0.03 6.46E-2 5.82E-2 5.77E-2 5.75E-2 5.75E-2
0.01 0.05 6.02E-2 5.20E-2 5.11E-2 5.08E-2 5.06E-2
0.10 5.63E-2 3.70E-2 3.23E-2 3.08E-2 3.02E-2
1.00 9.45E-2 1.97E-2 9.62E-3 8.36E-3 7.23E-3
5.00 9.45E-2 1.97E-2 9.62E-3 8.36E-3 7.23E-3
0.10 2.61E-1 2.39E-1 2.37E-1 2.37E-1 2.36E-1
0.20 1.52E-1 1.11E-1 1.06E-1 1.05E-1 1.04E-1
0.1 0.30 1.12E-1 5.56E-2 4.83E-2 4.61E-2 4.50E-2
0.50 9.77E-2 2.69E-2 1.66E-2 1.38E-2 1.17E-2
5.00 9.67E-2 2.30E-2 1.15E-2 8.86E-3 7.00E-3
Finally, Fig. 1 shows the P1 and P3 approximations to the scalar flux φ in different times,
together with the exact solution for this problem, when the time step is set to ∆t = 0.01. We
observe that P3 solution gives a better approximation than P1 solution.
3.2. One-dimensional subcritical transient benchmark with two energy groups
The one-dimensional reactor benchmark [47, BSS-6] consists of three zones with physical
data given in Table 3 and with geometry shown in Fig. 2. We have computed the total cross-
section from the diffusion coefficient taken as Dg = (3Σt,g)−1 for energy group index g = 1, 2.
However, notice that in Eqs. (10) and (11) only appear absorption cross-sections. This case
consists of a two energy groups and six delayed-neutron groups problem, that is well described
by the diffusion approximation, as computed in [47]. We have omitted in Table 3 the delayed
neutron emission spectrum, that is equal to the fission spectrum for prompt neutrons. At reactor
boundaries the flux is set to zero. The initial state is set to the critical state, that is previously
computed for each PL approximation. That means that the fission cross-sections in Table 3 are
divided by the keff eigenvalue from the criticality calculation of the corresponding PL approxima-
tion [5]; see Table 4 where the keff eigenvalue computed in [47] is taken as reference. The initial































































Figure 1: Comparison of P1 (left) and P3 (right) approximations to the scalar flux, φk (discontinuous line), with the exact
solution φexact (continuous line), for constant time step ∆t = 0.01.
Table 3: Physical properties of the one-dimensional transient benchmark. The delayed neutron emission spectrum is
equal to the fission spectrum. Cross-sections are in cm−1, lengths in cm and times in seconds.
Material Group g Σa,g Σt,g χp,g νΣ f ,g Σs,g→1 Σs,g→2 vg
1 and 3 1 0.026 0.22222 1 0.010 0.19622 0.01500 10
7
2 0.180 0.66667 0 0.200 0.00000 0.48667 3 · 105
2 1 0.020 0.33333 1 0.005 0.31333 0.01000 10
7
2 0.080 0.66667 0 0.099 0.00000 0.58667 3 · 105
Delayed neutron parameters
Type 1 2 3 4 5 6
β j 0.00025 0.00164 0.00147 0.00296 0.00086 0.00032







Figure 2: Geometrical configuration of the 1D subcritical transient benchmark.
Table 4: Computed keff eigenvalue for successive PL approximations and reference value, for the 1D benchmark.
P1 P3 P5 Reference
keff 0.9015978 0.9024870 0.9025005 0.9015507
The initial equilibrium state is then perturbed from t = 0 s to t = 1 s by increasing the
absorption cross-section for energy group 2 in Region 1 by 3%, and the simulation ends at t = 2 s,
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that corresponds to the following decrease in the scattering cross-section:
Σ1s,2→2(t) =
{
0.48667 − 0.18 · 0.03 t , 0 s ≤ t ≤ 1 s ,
0.48127 , t > 1 s .
We will compare our results with the diffusive computations in [47], so we consider the same
spatial mesh size ∆x = 2 cm and two choices for the time step: ∆t = 10−1 s and ∆t = 10−2 s.
Notice that these choices give the parameter maxg=1,2(vg ∆t Σt,g)−1 ≤ 5 · 10−5 for ∆t = 10−1 s, and
≤ 5 · 10−4 for ∆t = 10−2 s.
Table 5 shows the total power of the successive PL approximations, normalized such that the
initial (t = 0 s) power is the unity, for both time steps. It is seen that high order PL approximations
alter the third significant digit in the diffusive P1 computation. The same change in the results
can be observed when the time step size is decreased, keeping the same angular order L of the
PL approximation.
Table 5: Total power relative to the initial power computed for successive PL approximations and for different constant
time steps ∆t. Last column shows the reference (diffusive) values.
∆t = 10−1 s ∆t = 10−2 s
t (s) P1 P3 P5 P1 P3 P5 Reference
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 0.9270 0.9262 0.9262 0.9277 0.9269 0.9269 0.9298
0.2 0.8685 0.8673 0.8673 0.8696 0.8685 0.8685 0.8732
0.5 0.7520 0.7506 0.7506 0.7534 0.7519 0.7520 0.7596
1.0 0.6497 0.6488 0.6488 0.6517 0.6507 0.6508 0.6588
1.5 0.6350 0.6342 0.6342 0.6367 0.6359 0.6359 0.6432
2.0 0.6229 0.6223 0.6223 0.6245 0.6239 0.6239 0.6306
Table 6 shows a comparison of the relative power fractions for each region, between the
P5 approximation and the reference diffusive calculation, both for a constant time step ∆t =
10−1 s. Also, Fig. 3 and Fig. 4 show, respectively, the scalar flux (fast and thermal) and the power
distribution, for the same time step, using the P5 approximation, and for different times. We have
also computed the scalar flux φ using smaller time step ∆t = 10−2 s and verified that, for all PL
approximations, L = 1, 3, 5, the magnitude of the relative error with respect to the solution with
∆t = 10−1 s is about 10−3.
Table 6: Relative power fractions, normalized to unit initial power, for each region, when ∆t = 10−1 s, for P5 approxi-
mation and reference values.
P5 Reference
t (s) Reg.1 Reg. 2 Reg. 3 Reg. 1 Reg. 2 Reg. 3
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 0.8589 0.9324 0.9910 0.8621 0.9339 0.9910
0.2 0.7472 0.8780 0.9832 0.7520 0.8804 0.9830
0.5 0.5277 0.7695 0.9662 0.5336 0.7724 0.9655
1.0 0.3405 0.6732 0.9477 0.3452 0.6753 0.9462
1.5 0.3194 0.6572 0.9401 0.3235 0.6587 0.9381





























































Figure 4: P5 power distribution (∆t = 10−1 s).
3.3. Two-dimensional TWIGL reactor problem
We use the numerical methods to model two transients of the TWIGL benchmark problem.
It was originally proposed by [48] and later has been studied with different methods (see, for
instance, [49] for a compilation of results, mostly based on the diffusion approximation, see also
[50]), then the numerical results shown in this work can be compared with solutions obtained by
previous methods and codes.
This benchmark is a two-dimensional reactor core with two energy group cross-sections us-
ing one delayed neutron precursor family. The TWIGL core configuration consists of three fuel
material regions with no reflector region. Materials 1 and 2 are seed regions and material 3 in
central and outer regions is blanket.
Fig. 5 shows geometry and dimensions of the quarter reactor and Table 7 provides the mate-
rial cross-sections and the kinetic parameters. The delayed neutron emission spectrum is equal
to the fission spectrum. Zero flux boundary conditions are considered at the external surfaces.
The material properties of regions 1 and 2 are the same, but two different transients are
simulated in region 1 with control rod insertion. Each transient is modeled by varying the thermal
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Figure 5: Geometrical configuration of the 2D TWIGL benchmark.
Table 7: Physical properties for TWIGL problem. Cross-sections are in cm−1, lengths in cm and times in seconds.
Material Group g Σa,g Σt,g χp,g νΣ f ,g Σs,g→1 Σs,g→2 vg
1 and 2 1 0.01 0.238095 1 0.007 0.218095 0.01 10
7
2 0.15 0.83333 0 0.2 0.0 0.68333 2 · 105
3 1 0.008 0.25641 1 0.003 0.23841 0.01 10
7
2 0.05 0.66667 0 0.06 0.0 0.61667 2 · 105
Delayed neutron parameters: β = 0.0075, λ = 0.08.
The initial condition for the transients is a steady-state distribution and the system is initially
made critical by dividing the fission cross-section by the eigenvalue keff . Computed PL (L =
1, 3, 5) and ESP3 solutions of keff are given in Table 8, obtained using a discretization mesh with
10 × 10 nodes for the quarter reactor (∆x = ∆y = 8 cm, see Fig. 5) and order M = 4 in the
Legendre expansion (30). The Table also shows the eigenvalue solution of QUANDRY [51],
obtained with diffusive computations with the same node size.
Table 8: TWIGL eigenvalue keff for initial condition, calculated with successive PL and ESP3 approximations, and
QUANDRY solution.
P1 P3 P5 ESP3 QUANDRY
keff 0.9132077 0.9137538 0.9137628 0.9135600 0.91321
3.3.1. Transient 1: Linear ramp reactivity perturbation
In the first transient considered, the initial state is perturbed from t = 0 s to t = 0.2 s by
linearly decreasing the absorption cross-section of Region 1 for energy group 2, from 0.15 cm−1
to 0.1465 cm−1. The total time for the transient is 0.5 s, then it corresponds to the following
increase in the scattering cross section:
Σ1s,2→2(t) =
{
0.68333 + 0.11667 · 0.15 t , 0 s ≤ t ≤ 0.2 s ,
0.68683 , t > 0.2 s .
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TWIGL ramp perturbation is used in this work to study the sensitivity of the numerical model.
As a starting point, we study the convergence of the P1 solutions when the temporal step size
changes. The results are shown in Table 9. Computational efficiency is also analyzed when the
temporal mesh changes, by comparing CPU times in the Table (in seconds). The spatial mesh
considered is ∆x = ∆y = 8 cm, which is one of the discretization options used in reference works,
and the order of Legendre polynomials considered is M = 4.
Table 9: Comparison of the numerical SHNC P1 relative power when varying the temporal step size for TWIGL ramp
perturbation, and CPU times (∆x = ∆y = 8 cm).
∆t 2.5 ms 5 ms 10 ms 20 ms 50 ms
Time (s) Relative power
0.0 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 1.3094 1.3110 1.3122 1.3136 1.3167
0.2 1.9651 1.9693 1.9731 1.9785 1.9916
0.3 2.0787 2.0824 2.0845 2.0860 2.0874
0.4 2.0959 2.0998 2.1020 2.1039 2.1072
0.5 2.1134 2.1173 2.1196 2.1215 2.1249
CPU time (s) 22 11 6 3 2
We observe that, taking the column with smallest time step ∆t = 2.5 ms as reference, the
absolute error decreases (at least) linearly with the time step size, in agreement with the accuracy
of the implicit Euler method.
Setting the time step size to ∆t = 2.5 ms and considering spatial discretization with nodes
of side length 8 cm, we have calculated the solutions for this problem by varying the angular
order L of the PL approximation, and also with the ESP3 approximation. In Table 10 we display
these results for the relative power, comparing them with solutions of QUANDRY [51] and S 4
[52]. QUANDRY results were obtained with diffusive calculations using transient convergence
criterion 10−3 and S 4 corresponds to the solution of the transport time-dependent equation using
a discrete ordinates method; for more details see references [51, 52]. The Table specifies the
spatial discretization and the time step size used by each method.
In order to estimate how fast is each simulation, we also tabulate the execution time needed
in each PL and ESP3 calculation. As the time depends on the characteristics of the computer,
the desired accuracy, etc., we omit the CPU times of other references in Table 10, which can be
consulted in the literature. For the numerical computation of the PL solutions, when the size of
the problem is small (P1) we use a direct method (LU factorization) and when the dimension
grows (P3, ESP3, P5), an iterative method (BCGSTAB/ILUT) with tolerance 10−12 is used.
We observe in Table 10 that the P3 approximation, with the present level of spatial and tem-
poral error, is sufficient to obtain PL converged results for this transient of TWIGL benchmark.
We do not observe differences between the P5 and the P3 solutions up to the fifth or sixth signifi-
cant digit. Also, ESP3 approximation shows good agreement with the reference values with less
computational time and computer storage than the corresponding P3 approximation. The CPU
time needed in ESP3 calculations for this problem is about 16% smaller than the time required
for the P3 approximation, because in this approximation we keep the number of components
of vector X and only reduce the number of nonzero elements of the sparse matrix of the linear
system.
There is good agreement in Table 10 between the results of QUANDRY, obtained with diffu-
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Table 10: Relative power, normalized to unit initial power, for PL and ESP3 approximations in comparison with other
methods, for TWIGL ramp perturbation.
Method P1 P3 P5 ESP3 QUANDRY S 4
Mesh 10 × 10 10 × 10 10 × 10
∆t (ms) 2.5 2.5 0.1
Time (s) Relative power
0.0 1.0000 1.0000 1.0000 1.0000 1.000 1.000
0.1 1.3094 1.3115 1.3116 1.3124 1.307 1.312
0.2 1.9651 1.9746 1.9746 1.9781 1.955 1.975
0.3 2.0787 2.0900 2.0900 2.0944 2.075 2.097
0.4 2.0959 2.1075 2.1076 2.1121 2.092 2.115
0.5 2.1134 2.1252 2.1253 2.1299 2.110 2.133
CPU time (s) 22 569 2298 477 – –
sive calculations, and the P1 solutions. Also, it can be seen how the P5 results are closer to the
S 4 solution.
We have studied the impact on the solutions of varying the spatial discretization and the
order of Legendre polynomials M considered in Eq. (30). Table 11 displays the P3 results of the
relative power for different mesh size and for different order M, when the time step size is fixed
to ∆t = 2.5 ms. The first mesh is non uniform, 3 × 3, and partitions each direction x, y into 3
subintervals of length 24, 32 and 24 cm, that corresponds to one rectangular node per material.
The second non uniform mesh, 6× 6, halves the previous intervals, then the size subintervals are
12, 16 and 12 cm. The other meshes, 10 × 10 and 20 × 20, correspond to square nodes with side
length 8 cm and 4 cm, respectively.
Table 11: Comparison of the numerical SHNC P3 relative power when varying the mesh size and the order M, for
TWIGL ramp perturbation, and CPU times (∆t = 2.5 ms).
Mesh 3 × 3 6 × 6 10 × 10 20 × 20
Order M 3 4 3 4 3 4 3 4
Time (s) Relative power
0.0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
0.1 1.3102 1.3102 1.3098 1.3092 1.3115 1.3115 1.3127 1.3130
0.2 1.9683 1.9708 1.9702 1.9696 1.9745 1.9746 1.9772 1.9777
0.3 2.0831 2.0858 2.0850 2.0841 2.0899 2.0899 2.0931 2.0937
0.4 2.1005 2.1033 2.1024 2.1016 2.1075 2.1075 2.1108 2.1113
0.5 2.1180 2.1209 2.1200 2.1191 2.1252 2.1252 2.1285 2.1291
CPU time (s) 6 16 36 130 147 568 1228 5296
As can be seen from Table 11, PL solutions can be calculated considering a spatial discretiza-
tion mesh with large nodes, obtaining reasonably accurate results, with considerable saving in
computational cost. We observe that, in calculations with large spatial nodes, the results are more
sensitive to changes in the Legendre order M. When nodes with side length of 8 cm or more are
considered, convergent results are obtained without the need to take a high order M.
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3.3.2. Transient 2: Step reactivity perturbation
In the second transient, a step change is considered in the thermal absorption cross-section
of Region 1, by reducing its value from 0.15 cm−1 to 0.1465 cm−1. Then the corresponding
scattering cross-section increases to Σ1s,2→2(t) = 0.68683 cm
−1, for 0 s ≤ t ≤ 0.5 s.
Taking into account the analysis made for the ramp perturbation of TWIGL, we apply now
the values ∆t = 2.5 ms and ∆x = ∆y = 8 cm as time step and mesh step sizes respectively,
because for these values it is possible to obtain convergent solutions. In Table 12 we display the
P1, P3 and ESP3 relative power solutions for this transient, together with results of QUANDRY
[51] and S 4 [52]. We omit in the Table the P5 solutions because, as commented in the previous
transient, the differences between P5 and P3 solutions are very small for this problem.
Table 12: Relative power, normalized to unit initial power, for P1, P3 and ESP3 approximations in comparison with other
methods, for TWIGL step perturbation.
Method P1 P3 ESP3 QUANDRY S 4
Mesh 10 × 10 10 × 10 10 × 10
∆t (ms) 2.5 2.5 0.1
Time (s) Relative power
0.0 1.0000 1.0000 1.0000 1.000 1.000
0.1 2.0654 2.0765 2.0808 2.061 2.083
0.2 2.0827 2.0941 2.0985 2.078 2.101
0.3 2.1000 2.1117 2.1162 2.095 2.119
0.4 2.1175 2.1294 2.1341 2.113 2.137
0.5 2.1351 2.1473 2.1521 2.131 2.155
Finally, Fig. 6 shows the normalized relative power for both transients: ramp and step pertur-
bations. The Figure compares the P1, P3 and P5 results with the QUANDRY and S 4 solutions.




















































Figure 6: Relative power for TWIGL problem. Left: Linear ramp perturbation. Right: step perturbation.
3.4. C5 MOX transient benchmark
For the validation of the numerical method applied to reactors with more complex geom-
etry and configuration, we study in this Section a two-dimensional two-group C5 MOX time-
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dependent benchmark. This problem is based on the steady-state C5 MOX problem studied
originally by the authors in a previous work [53], which was a variant of the C5 MOX fuel
assembly problem described in [54]. From the steady-state solution (Fig. 10) we observe that
a precise description of the strong spatial gradients in the neutron flux requires high order PL
methods and, as we will see, the same is true when we track the time evolution of the neutron
flux at the pin level.
As can be seen in Fig. 7, the core configuration of the C5 MOX benchmark consists of 16
squared fuel assemblies, 8 of type UO2 and 8 of type MOX (mixed oxide fuel assemblies). The
side of each assembly is 21.42 cm length and the total size of the reactor is 128.52 cm×128.52 cm.




























Figure 7: 2D configuration for the C5 MOX benchmark. The transient is carried out at the shaded assembly.
Each MOX and UO2 assembly is structured in 17×17 squared pin cells of side length 1.26 cm,
see Fig. 8; 264 of them are homogenized fuel pins, 24 are guide tube (GT) and one is a centered
tube for fission chamber (FC). From the Figure we see that each MOX assembly has fuel pins
with three different enrichments.
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Figure 8: Geometry of UO2 (left) and MOX (right) assemblies and pin cell compositions.
The two-group cross-sections for all types of pin cells (three enrichments of MOX, UO2, GT
and FC) and the reflector are provided in Table 13.
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Table 13: Cross-sections (cm−1) and velocities (cm/s) for the 2D C5 MOX benchmark. Energy groups 1 and 2 correspond
to the fast and thermal energy group, respectively.
pin cell type Group g Σt,g νΣ f ,g Σs,g→1 Σs,g→2 vg
4.3% MOX fuel 1 0.550 0.0075 0.520 0.015 1.22628E+72 1.100 0.300 0.0 0.90 2.88714E+5
7.0% MOX fuel 1 0.550 0.0075 0.520 0.015 1.46202E+72 1.01 0.375 0.0 0.76 2.92249E+5
8.7% MOX fuel 1 0.550 0.0075 0.520 0.015 1.59499E+72 1.060 0.450 0.0 0.760 2.93512E+5
UO2 fuel
1 0.570 0.005 0.540 0.020 7.73247E+6
2 1.100 0.125 0.0 1.00 2.87886E+5
Guide Tube 1 0.586 0.000 0.560 0.025 7.68974E+52 1.220 0.000 0.0 1.20 2.88616E+5
Reflector 1 0.611 0.000 0.560 0.050 7.73247E+62 2.340 0.000 0.0 2.300 2.87886E+5
Fission Chamber 1 0.586 10
−7 0.560 0.025 8.73088E+5
2 1.220 3 · 10−6 0.0 1.20 2.62899E+5
The two energy groups velocities for each pin cell, given in Table 13, have been generated
from the C5G7 benchmark [55] using the standard volume weighting method [56] for pin cell
spatial homogenization and energy group collapse. In particular, energy group 1 comes from
C5G7 fast energy groups 1−6 and energy group 2 from C5G7 thermal group 7. For each distinct
pin cell:
1. The physical parameters of the C5G7 benchmark are used to compute the P3 solution, Φg,
g = 1, . . . , 7, of an isolated pin cell, with reflecting boundary conditions, and spatial mesh
given by a 7 × 7 nodes as described in Fig. 4 of [57].















, g′ = 1, 2 ,
where V is the pin cell volume and Ig′ is the interval of energy groups that collapse to
energy group g′, that is, I1 = {1 − 6} and I2 = {7}.
The model, finally, includes eight families of delayed neutron groups with the same physical
parameters specifications given in [55], except for the neutron spectrum that is collapsed to two
energy groups as χd, jg′ = δg′1, g′ = 1, 2, for j = 1, . . . , 8.
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The C5 MOX transient is carried out by replacing the material in the guide tubes with the
reflector, in the MOX assembly at the left center of the south-east quarter reactor (see the shaded
assembly in Fig. 7). This transient is modeled by a step change of the cross-sections in the GT pin
cells, that simulates an instantaneous insertion of the reflector material, beginning from t = 0 s.
The reflector stays until the end of the simulation, t = 0.05 s.
The transient is initiated with the critical condition made by dividing the fission cross-sections
by the eigenvalue keff , previously calculated from the corresponding eigenvalue problem. PL
(L = 1, 3) and ESP3 solutions of keff obtained with the SHNC code, together with diffusive and
SP3 keff values from the implementation in the numerical code PARCS [33], are given in Table
14. SHNC results of keff can be compared with the ones obtained in a previous work, using the
serendipity approximation [53]. The PL and ESP3 solutions presented in this Section have been
calculated using a discretization mesh with 102 × 102 squared nodes, that corresponds to a node
for each pin cell (∆x = ∆y = 1.26 cm) and order M = 4 in the Legendre expansion.
Table 14: C5 MOX eigenvalue keff , calculated with PL and ESP3 approximations and results from PARCS code.
Method SHNC PARCS
P1 P3 ESP3 Diff SP3
keff 0.971429 0.970876 0.970879 0.971187 0.970542
To describe the complexity of the problem, Table 15 shows some computationally relevant
parameters: the number of unknowns per spatial node, computed as Nnode = Neven×G×Md where
Neven is the number of elements in vector X for PL approximation, G is the number of energy
groups, M is the order of the spatial expansion in Legendre polynomials and d is the spatial
dimension; the dimension n of the resulting sparse matrix obtained from the discretization of the
implicit problem (27), and computed as the product of the number of spatial nodes, (17× 6)2, by
Nnode; and the number of nonzero elements nnz of the sparse matrix.
Table 15: Computational parameters of the C5 MOX benchmark for PL approximations, L = 1, 3, 5, and spatial Legendre
order M = 4.
Approx. Nnode n nnz
P1 1 × 2 × 42 = 32 332028 7235280
P3 4 × 2 × 42 = 128 1331712 73717886
P5 9 × 2 × 42 = 288 2996352 260529260
In Table 16 we display the relative power in the MOX assembly where the GT are replaced
by reflector, at different time values, obtained with time step sizes ∆t = 0.1 ms and ∆t = 0.5 ms,
for different calculations. For brevity we have omitted P5 results because there is not further
improvement. As can be seen in the Table, the transient causes at t = 0.05 s an increase of more
than 50% the initial power value.
Table 17 shows the computed total relative power, when the time step is kept to 0.1 ms,
and the Table also displays a comparison of the computation CPU times between the different
calculations.
In P3 calculations with time step ∆t = 0.5 ms, the CPU time is reduced in about 36% with
respect to the computation with ∆t = 0.1 ms and reductions of 64% and 58% are obtained in the
P1 and ESP3 calculations, respectively.
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Table 16: MOX assembly power, normalized to unit initial power, obtained with different methods.
Method SHNC PARCS
P1 P3 ESP3 SP3
∆t (ms) 0.1 0.5 0.1 0.5 0.1 0.5 0.1
Time (s) Assembly Power
0.000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000
0.001 1.25180 1.24499 1.23649 1.22825 1.18231 1.17220 1.24206
0.002 1.30797 1.31099 1.28355 1.28414 1.21300 1.20812 1.29703
0.005 1.41717 1.42893 1.37078 1.37766 1.26739 1.26425 1.40616
0.010 1.52397 1.54437 1.45327 1.46556 1.31639 1.31411 1.50677
0.020 1.60817 1.63903 1.51497 1.53375 1.35014 1.34957 1.57786
0.050 1.64443 1.68229 1.53951 1.56228 1.36211 1.36261 1.60447
Table 17: Total relative power for C5 MOX benchmark (∆t = 0.1 ms), and CPU times.
Method SHNC PARCS
P1 P3 ESP3 Diff SP3
Time (s) Total power
0.000 1.00000 1.00000 1.00000 1.00000 1.00000
0.001 1.04981 1.04133 1.02872 1.05651 1.05164
0.002 1.08841 1.07268 1.04947 1.10116 1.09221
0.005 1.17767 1.14405 1.09556 1.20199 1.18305
0.010 1.26618 1.21269 1.13783 1.29713 1.26727
0.020 1.33593 1.26402 1.16697 1.36611 1.32679
0.050 1.36586 1.28433 1.17722 1.39197 1.34898
CPU times (h) 0.7 30 27 0.30 0.33
Fig. 9 shows the P1, P3, ESP3 and PARCS results for MOX assembly power (left) and the
total relative power (right) versus time for this transient process. We observe that, in both cases,
the power steeply changes increasing, until the increase becomes smoother and for t > 0.04 s
keeps its value almost constant. The increase of the total relative power is lower than that in the
MOX assembly and we observe a sharp increase of the MOX assembly power at lower times.
Also, it can be seen in the Figure that the power value is overestimated or underestimated by
SP3 and ESP3 approximations. The SP3 approximation improves the P1 results, more than the
ESP3 method. For this kind of problems with sharp changes in the spatial flux distribution
the importance of the neglected terms (couplings between orthogonal directions) in the ESP3
approximation, and to a lesser extent in the SP3 approximation, accumulates when time evolves,
and only a full P3 approximation gives precise results.
Fig 10 shows the P1, P3 and ESP3 thermal scalar fluxes at t = 0 s and t = 0.05 s, along
the line y = 32.13 cm that passes through the center of the MOX assembly, and for 64.26 ≤
x ≤ 128.52 cm, that corresponds to the half-right reactor. Although the relative differences
between the P1 and P3 MOX assembly relative power grow almost linearly with time from 1.2%
to 6.8% (see Table 16, ∆t = 0.1 ms), the differences in the pin-by-pin thermal flux are larger, and
also grow with time. The first maximum in Fig. 10, is reached at the first pin cell center (x =
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Figure 9: MOX assembly relative power (left) and total relative power (right) for C5 MOX transient benchmark, com-
puted with different approximations.
at t = 0 s to 8.857 · 10−4 at t = 0.05 s. Large differences between P1 and P3 are observed at
the pin cell centers. At t = 0.05 s these differences generally increase where space gradients are
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Figure 10: Thermal scalar flux along the line y = 32.13 cm for t = 0 s and t = 0.05 s, computed with P1, P3 and ESP3
approximations.
Finally, Fig. 11 shows the P3 scalar flux distribution at the core for the thermal (g = 2)
energy group, at the initial time and at t = 0.05 s. We observe the maximum value of the flux in
the central UO2 assemblies at t = 0.05 s, and also an increase of the flux distribution is observed
in the MOX assembly with the replaced GT by reflector.
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Figure 11: P3 thermal flux distribution for 21.42 ≤ x, y ≤ 107.10 cm. Left: steady-state. Right: t = 0.05 s.
4. Conclusions
We have developed in this work a method to solve the PL spherical harmonics approximation
to the time-dependent neutron transport equation. The numerical scheme is based on a first
order finite difference implicit method for the time discretization of the equations and a nodal
collocation method for the spatial discretization. This approach allows a reduction by half of
the number of unknowns, the use of large time steps while keeping the numerical stability of
the method, and finally the use of large spatial nodes with reasonable accuracy, leading to linear
algebraic problems with moderate size and numerically well-behaved. The code allows arbitrary
number of energy groups, of neutron precursor families and arbitrary PL approximation, for odd
L, and is able to deal with internal and external anisotropic sources, with anisotropic scattering.
Its computer implementation has been validated first against different time-dependent bench-
mark problems in 1D and 2D that show the convergence and accuracy of the method. Finally,
a more realistic 2D problem with complex fuel geometry has been proposed showing that for
precise results a high order PL approximation is required, improving the diffusion and the SPL
approximations, and also a simple implementation of this last one based on removing cross-
derivative terms from the full PL equations. These approximations give accurate results for near
diffusive problems, but for problems with strong spatial gradients the differences accumulate
with time. Also, the code allows a pin by pin analysis of the neutronic scalar flux, for each en-
ergy group, showing the local differences between successive approximations that are not fully
appreciated from the assembly power distribution.
In future works the implementation of higher order time discretization schemes and the code
optimization and parallelization will be addressed.
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