Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing the burden, 5f. WORK UNIT NUMBER We envision a battlefield of the future where computation plays a pivotal role in providing the Army an advantage over its enemy. The ability for computationally intensive tasks to be carried out in real-time at the front lines will give Soldiers access to a wealth of information that they currently do not possess. This information could range from suggesting optimal locations from which to observe points of interest to locating snipers based on the shock waves of bullets. In order for these, and yet unknown applications, to be implemented a considerable computational capability has to be mobilized with an army into the battlefield. Mobile devices will soon become an integral part of a Soldier's toolkit as the military is attempting to introduce smartphones into combat. In order for the potential of these tools to be realized, their fundamental weakness of limited battery life has to be addressed. One approach to increasing energy efficiency of mobile devices is to offload computationally intensive applications to more capable machines. While a number of approaches to offloading have been proposed, none so far have addressed the issue of intelligently scheduling the offloaded applications to a cluster of heterogeneous machines. This paper describes the state-of-the-art in techniques necessary to implement such a scheduler and presents a plan for a project to implement such a scheduler. 
Introduction
There has been a recent effort in the military to equip Soldiers with smartphones (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) . The availability of these resources on the tactical edge enables Soldiers to be empowered through a large number of applications. These applications range from simply providing a Soldier with his or her location through the Global Positioning System (GPS) functionality of the phone, to using the built-in microphones to locate the source of a gunshot, or provide Soldiers information on the best locations from which to observe an enemy. As with any battery powered device, a major constraint when providing the Soldier with sophisticated applications on a mobile device is the limited lifetime of the device between charges.
In order for battlefield computation on mobile devices to become a reality, a number of constraints have to be overcome. The first is the environment in which it will be deployed, which could be harsh and unpredictable. The theater of operation could vary from urban terrain to deserts and the computing framework should adapt to the challenges of each environment. Mobility poses a number of challenges as it will lead to frequent changes in network topology requiring the system to be robust to intermittent connectivity. This mobile device computing framework would be used by Soldiers who may not have the technical knowledge to operate a complex system; therefore, the system should be automated as much as possible providing the Soldiers with an intuitive user interface. In order to allow a large number of applications to be developed, some of which may not even be envisioned yet, the computation framework should make application development easy by not overburdening programmers with having to annotate code or learn new programming abstractions. Finally, security is a major concern for a military system; therefore, the battlefield computing network should be hardened against malicious attacks and vulnerabilities.
One approach to maximizing the battery life of mobile devices is offloading computationally intensive applications to personal computer (PC) or server class devices. In addition to reducing the computational load on the devices, offloaded applications benefit from being able to execute faster on more capable machines and producing better output due to the availability of more resources on a PC or server. A number of projects have demonstrated the benefits of such an approach. For instance, Kemp et al. (12) demonstate the benefit of offloading for image, audio, and text processing as well as Artificial Intelligence (AI), 3-D rendering, and security.
Enabling offloading in a tactical situation, such as a battlefield, results in a number of challenges.
The first is providing server class devices that are accessible to the mobile devices. Offloading solutions such as Cuckoo (12) , MAUI (13) , COMET (14) , and ThinkAir(15) offload applications via Wi-Fi or 3G networks to servers or commercial clouds such as Amazon EC2. Soldiers in a battlefield cannot rely on Wi-Fi connections or cellular networks to connect to servers or clouds. Instead, we propose utilizing mobile High-Performance Computer (HPC) resources made available at the front lines in the form of tactical cloudlets (16) . Offloading applications from mobile devices in a battlefield to tactical HPC assets poses a number of challenges not faced by traditional offloading frameworks.
While there are aspects in these systems that are applicable to a military heterogeneous network of mobile devices and tactical HPCs, there are still a number of areas that are not sufficiently addressed. The first is the generalizability of their application development processes. Most of the existing systems have been tested on a small set of applications and the ease of use of their programming models for military applications has not been assessed. The second is the methods used for application decomposition during offloading. Different systems decompose applications at different granularities and thus, may be more appropriate for different classes of applications. A computation platform composed of mobile devices should be optimized to efficiently decompose applications that will be of most interest to the military, while being flexible enough to decompose yet unforseen applications. Existing systems rely on Wi-Fi and cellular networks for communication, which may not be available in the environments where such a system would operate. Thus, alternative means for communication are necessary. Security is not a major concern in most existing systems with reputation based approaches considered sufficient. Yet, for military applications where active cyber-attacks are a possibility, security is an important consideration. Finally, the applications targeted by most existing offloading solutions have limited requirements for reliability and robustness, while military applications have to guarantee Quality-of-Service (QoS) requirements, such as deadlines for computations to complete and system lifetimes.
Statement of the Scientific Problem
Offloading applications in a tactical environment is complicated by unreliable wireless communication links-so that a phone that was connected to an HPC resource at one time may not be connected at another; movement of the mobile devices and tactical HPCs resulting in the closest HPC asset changing; and varying QoS requirements for applications-such as a deadline by which an application has to complete or an energy budget that has to be met. The resource allocation issue is further complicated by the fact that resource allocation decisions have to be made in a distributed manner by the mobile device attempting to offload an application. In order for such an allocation to be made efficiently, nodes have to be aware of the global state of the network and the HPC assets. In order to minimize the impact on the battery life of the mobile device, this global view has to be disseminated and updated with a minimum number of transmissions.
Background and Related Work
Some areas of research related to the resource allocation problem for computation offloading include task scheduling for heterogeneous computer systems, task allocation for mobile robots, and resource allocation in wireless sensor networks. Briceno et al. (17, 18) describe techniques to schedule tasks arriving in a heterogeneous computing system while ensuring the robustness of the schedule. The algorithms are robust to unknown task arrival times and can satisfy constraints such as ensuring high-priority tasks are executed before other tasks, yet requires a central task allocator that is aware of all the tasks and the available resources at any point in time. Task allocation in multirobot systems (19, 20) addresses the complexity associated with mobility, yet do not have the constraint of a limited battery life that is faced by a resource allocator on a mobile device. Mainland et al. (21) present an approach to allocate resources in a wireless sensor network in a decentralized manner. In the event of no connectivity to HPC assets, we propose using a scheme similar to that presented by Arslan et al. (22) or Shi et al. (23) to offload computation to other mobile devices. This section describes some of this work and how they relate to the task allocation problem we are addressing. We also point out why the existing solutions are insufficient for our needs.
Centralized Resource Allocation
Researchers have proposed a number of methods to allocate resources to processes, such as assigning processors to tasks or people to jobs, where a single entity, such as a server, is responsible for scheduling the resources. Such approaches are mainly used in computing clusters where all the tasks can be sent to a single machine, which knows the status of all the nodes in the cluster, and can schedule the tasks based on a scheduling algorithm. In this section we summarize some approaches for such centralized resource allocation.
Young et al. (24) describe an algorithm to schedule tasks on a heterogeneous cluster of machines in order to maximize the number of task deadlines met without violating a system energy constraint. The challenges addressed by the algorithms include uncertain task execution times and the system being oversubscribed at certain times. The authors present a validated model of robustness for the computing environment and adapt two existing heuristics to utilize robustness and assign tasks without violating the energy constraints. In addition, the authors present a new heuristic for task assignments and evaluate the three heuristics via simulation. The heterogeniety of the cluster is due to differing numbers of processors per node, differing numbers of cores per processor, the available processor frequencies, power consumption profiles, and power supply efficiencies. The tasks are modeled as a dynamically arriving collection of independent tasks with the mix of tasks unknown prior to arrival. The authors assume the existance of a probability mass function (pmf) of execution times for tasks and state that such a pmf can be derived from histograms of experiments, or past runs of tasks, or obtained using analytical techniques. The sum of the random variable represented by a task's pmf and its ready time, the time at which a core can start executing it, is used as an estimation of the task completion time. This estimate is used to calculate the robustness as the number of tasks expected to complete by their deadlines. The two adapted heuristics are Shortest Queue (SQ) and Minimum Expected Completion Time (MECT). The authors define a Lightest Load (LL) heuristic and a Random (RAND) heuristic as a baseline. In an evalution involving the scheduling of a generalized filter mechanism, each heuristic improved by 10% due to the robustness metric.
Briceno et al. (17) present a static load balancing scheme for the satellite data processing portion of a space-based weather monitoring system. The load balancer has to allocate resources on a heterogeneous distributed processing platform to two categories of tasks as they arrive. High-Priority Tasks (HPTs) have to be allocated resources before Revenue Generation Tasks (RGTs), yet sufficient RGTs have to be executed in order to minimize the time to reach a profit. The problem is complicated by the fact that the arrival times of new data sets to be processed is uncertain and the current data has to be processed before the next set arrives. Due to these constraints, all tasks cannot be completed and the algorithm attempts to minimize the makespan of all HPTs as well as the time to break even in terms of revenue.
Kuhn(25) presents a solution for the "assignment problem" using the work of two Hungarian mathematicians: D. Konig and E. Egervary. The "assignment problem" assigns people to jobs so that the sum of ratings, indicating the compatibility of a person and a job for instance, is maximized. Thus, it attempts to find the best assignment of people to jobs. The author first simplifies the problem to use only two ratings, 0 and 1, indicating whether or not a worker is qualified for a job. He derives an algorithm from the proof of Konig to solve this problem. Then he shows that the general problem of assignment can be reduced to this special case with a computationally trivial procedure derived from the work of Egervary. The Simple Assignment Problem, tackled by the author first, attempts to find the largest number of jobs that can be assigned to qualified individuals without an individual being assigned more than one job. The author views this problem from the point of view of a budget to account for the value of an individual assigned to a job for which s/he is qualified. The budget assigns either 0 or 1 to each individual and each job and the algorithm attempts to find an adequate budget where for every individual qualified for a job, the individual, the job, or both, are assigned 1. The paper describes the algorithm for finding an adequate budget and then transforming the general assignment problem to the simple assignment problem efficiently, but no performance evaluation of the algorithm is carried out.
There are a number of commercial cloud services such as Elastic Compute Cloud (EC2), which is part of Amazon Web Services (AWS) and Windows Azure. In the open-source domain, OpenStack(26) is being widely adopted as an Infrastructure as a Service (IaaS) for cloud computing. The project launched by Rackspace Hosting and National Aeronautics and Space Administration (NASA) aims to enable organizations to offer cloud-computing services running on standard hardware. Similar to the research projects described above, these commercial and open-source solutions also target domains very different from the tactical edge that motivates our approach. The challenges and constraints faced in an environment such as a battlefield will not be adequately served by systems that rely on stable hardware with reliable power and no mobility.
While some of the ideas presented in these papers and projects may be applicable in scheduling applications once they are queued on an HPC asset, they do not consider some of the issues that arise in a tactical cluster of mobile devices and Tactical High-Performance Computers (T-HPCs). Our system has much greater heterogeneity than a cluster of servers with different configurations of processors. Also, these approaches do not consider unreliable networks due to the servers communicating over reliable wired links. Mobile devices in the battlefield are expected to have unreliable communication and communication unreliability increases with complexity as tactical cloudlets are introduced into the system. The centralized scheduler that these methods require is not feasible in a tactical scenario and the mobility of our application is not an issue in these approches.
Distributed Resource Allocation
Lim et al. (27) tackle the problem of allocating the limited sensing, processing, and communication resources in a wireless sensor network, without a central coordinator, in order to minimize costs and maximize network capability. The solution, Adaptive Distributed Resource Allocation (ADRA), uses simple local actions performed by individual nodes for mode management. This enables each node to adapt its operation over time in response to the status and feedback of neighbors giving rise to the desired global behavior. Distributed real-time resource allocation is complicated due to the following four reasons: (i) a large number of decision makers, (ii) limited communication among decision makers, (iii) dynamically changing environment, and (iv) a time constraint on the solution. ADRA is a heuristic to guide sensor network nodes to efficiently allocate resources.
Mainland et al. (21) present Self-Organizing Resource Allocation (SORA), a novel algorithm to allocate limited resources on sensor nodes in order to maximize the nodesâȂŹ contribution to the network. SORA uses a virtual markets approach where nodes sell resources as goods with associated prices that are set by the programmer. The network operates by nodes attempting to maximize their profit while staying within an energy budget. Thus, nodes are modeled as self-interested agents attempting to maximize their profit by performing local actions in response to global price information. This approach allows resource constrained nodes to run a simple cost-evaluation function that gives rise to sophisticated global behavior that can be controlled by adjusting advertised prices. Nodes adjust their behavior by learning the utility of the resources they can provide through payment feedback. This allows nodes to individually tune their schedules using reinforcement learning. Nodes receive virtual payment for actions they take. An action that is useful and contributes to the overall network goal is rewarded, while actions that do not benefit the required global behavior of the network are not. Thus, over time nodes learn which actions are profitable based on this feedback. A programmer can use the same mechanism to retask a network by simply adjusting the prices of resources, or actions. SORA controls the network lifetime by enforcing a local energy budget on node. The energy budget assumes that nodes are aware of the amount of energy actions consume. The authors model the energy budget using a token bucket where each node has a bucket of energy with a maximum capacity of C joules that is replenished at a specified rate. The rate represents the average desired energy usage rate. At each action taken by a node, the corresponding energy consumption is deducted from the bucket. If the available energy is less than the amount needed for an action, the node goes to sleep instead of performing it, thus conserving its battery. Using this simple approach, all a node has to do is monitor its local state and the global price vector and periodically select the action that maximizes its utility. The expected profit of actions varies over time due to price adjustments. In order to enable nodes to explore options instead of settling on an action that maximized profit at a particular time, SORA uses an -greedy action selection policy where the node selects the action that maximizes the expected profit with a probability 1 − for a small value of . But with probability , the node selects an action at random from all of the available actions.
ADRA highlights the complications in distributed resource allocation and presents an approach where simple local actions performed by nodes gives rise to a desired global behavior. SORA presents an interesting approach to distributed resource allocation. While it is used to help nodes decide which actions to take at any point in time, a similar virtual market approach can be used to allow mobile devices to select T-HPCs to which tasks should be offloaded. For instance, the price of offloading to an HPC asset could be inversely proportional to its current load, or the quality of the network link to it, so that mobile devices do not overburden a single HPC machine or select a machine with an unstable connection. In the processing phase, nodes receive information on targets from their neighbors and fuse it with their own detected target information. It then computes the change in utility based on the information from its neighbors and computes a plan for its own sensor mode. Optionally, it can compute a plan for its neighbors' modes. It, then, sends the plan information to its neighbors. In the third phase, nodes receive plan information from their neighbors and resolve their plans with their neighbors' plans. Finally, it executes the plan to change its own sensor mode.
Offloading to Mobile Devices

Arslan et al. (22) present a distributed computing infrastructure, called Computing While Charging (CWC) that uses mobile devices to run tasks that are traditionally executed on servers.
The authors motivate the solution as a way to efficiently use wasted compute cycles on mobile devices while they are charging overnight. The authors make four contributions: (i) profile the charging behavior of real phone owners to show the viability of CWC, (ii) allow programmers to execute parallelizable tasks on mobile devices easily, (iii) develop a simple task migration model to resume interrupted tasks, and (iv) implement and evaluate a prototype of CWC on 18 Android smartphones.
Shi et al. (23) describe Serendipity, which is a framework to enable the offloading of applications from smartphones to other mobile devices. The authors present a job model where the basic job component is a PNP-block composed of a preprocess program, n parallel task programs, and a postprocess program. The preprocess program processes the input data, such as splitting the input into multiple segments, and passes them to the parallel tasks. The postprocess program processes the output of the tasks, such as collecting and collating them.
Serendipity represents jobs graphically as directed acyclic graphs (DAGs) of PNP-blocks and is composed of a job engine, job profiler, job initiator, master, and a collection of workers. The job engine takes a script specifying the DAG, the programs, their execution profiles (e.g., CPU cycles) for all PNP-blocks, and the input data from the user. The authors do not describe how to construct accurate execution profiles due to it being a challenging problem and out of the scope of the paper. The job profiler checks the script and constructs a complete job profile, which describes the execution time and energy consumption on every node, using the job execution profile and device profiles of the nodes. If the script checks out, the job engine launches a new job initiator, which store the job information in the local storage until the job completes. It is responsible for launching PNP-blocks when their parents have completed by running the preprocess program on a local worker and assigning a time-to-live (TTL), a priority, and a worker to every task. The TTL specifies the time before the result of a task should return. If a task misses its TTL, it is executed locally. The priority determines the relative importance of different tasks composing a job. A worker can be a single node or a set of nodes. Tasks are disseminated by the job engine, which is responsible for scheduling using information collected during the initial contact with other mobile devices. During this handshaking phase, devices exchange their profiles, residual energy, and a summary of tasks they have been assigned. The job engine can decide whether to execute a task locally, or disseminate it to another device in order to reduce the job completion time or conserve energy. The master receives a task from the job engine and starts a worker for it. It monitors the execution and returns the output to the job initator when the task finishes, using an underlying routing protocol such as Max-Prop. If an exception is thrown during execution, the master reports it to the job initator who terminates the job and reports the exception to the user. The authors assume all nodes are collaborative and trustworthy, but are aware that in certain applications, malicious nodes may exist. They state that a reputation-based trust protocol could be used to deal with such nodes.
The authors propose three different task allocation algorithms for Serendipity targeting three different scenarios in terms of contact predictability and the availability of a control channel. For the ideal network where contact between devices is predictable and there is a control channel the Water Filling algorithm is used to schedule tasks. The Water Filling algorithm first estimates the dissemination time for every task to every node. With this information and the estimated time to execute the tasks on every node, the algorithm can estimate the time at which the task will finish. With this time, the algorithm computes the time at which the output is sent back. Then, the algorithm picks, for each task, the node that achieves the minimum task completion time. It repeats the process for subsequent tasks taking the previous task schedule into account. The job initiator reserves the task execution time on all selected nodes and shares this information with other job initiators for future scheduling. For scenarios where contact is predictable but there is no control channel, the authors present a Computing on Dissemination with predictable contacts (pCoD) algorithm, since it is impossible to reserve task execution time in advance. Instead of explicitly assigning tasks to nodes, Computing on Dissemination (CoD) opportunistically disseminated tasks to nodes that the mobile device encounters until the tasks finish executing. Based on the metadata exchanged when two phones meet, each phone decides which set of tasks to disseminate to the other phone. This decision is made in an attempt to minimize the task completion time of every task using the metadata from encountered nodes. CoD first estimates the execution time of its carried tasks on the other node based on the job profiles and device profile. For each task, it estimates the task completion time of executing locally as well as on the encountered device. If the local execution time is greater than the remote execution time, the task is assigned to the encountered node. For the third case, when contacts are unpredictable and there is no control channel, the authors present CoD with unpredictable contacts (upCoD), which constrains CoD with the lack of future contact information. In such a situation, the algorithm ignores data transfer time and attempts to minimize the execution time of the last task. While these algorithms schedule tasks in an attempt to minimize their execution time, they do not consider energy. In order to extend them to be energy aware, the authors present a utility function that can replace execution time in all three algorithms. The function attempts to consume less energy while avoiding nodes with low energy. Serendipity is tested both on an Emulab testbed as well as on Android phones. CirrusCloud(28) extends the ideas of Serendipity, which targets offloading only to other mobile devices, to a generalized cyber-foraging platform. It is a work-in-progress of a framework to enable phones to offload to whatever resources they encounter-from central cloud computers to cloudlets to mobile devices. CirrusCloud extends CloneCloud, which is a system that automatically partitions mobile applications and offloads the computationally intensive aspects to the Cloud, to be robust to intermittant connectivity. The authors present an algorithm that chooses migration points of an application to minimize its execution time in the presence of intermittant connectivity. CirrusCloud is evaluated on data collected on the connectivity between a tablet that was carried on a bus and the WiFi access points on a campus. The authors show that CirrusCloud outperforms CloneCloud in this scenario when offloading to a central cloud and summarize Serendipity as the approach for offloading to mobile devices. The authors identify a number of issues that they are working on, including how to provide continuous execution if a mobile device loses contact with a cloudlet before it completes the processing of an allocated task, and how to optimally use the mixture of available resource types to maximize benefit. CWC requires a centralized server to schedule tasks on phones, which will not be feasibile in a military scenario. Also, offloading in a tactical environment should occur when phones are being used, not when they are charging. Serendipity and CirrusCloud provides a scheduler that could be extended for offloading to HPC assets, yet leave a number of avenues open for further exploration and optimization. One avenue that is critical to be addressed is security. A reputation-based security scheme may be sufficient for the general public, but is not adequate in a military environment. Such a setting requires a device to behave maliciously before it builds up a bad reputation. In a military system, a malicious or malfunctioning device cannot be tolerated as it could jeopardize a mission that relies on the mobile devices for computation. As Soldiers rely more and more on their mobile devices it will become even more critical to ensure the system is reliable, robust, and secure-a reputation-based system would not provide such guarantees.
Requirements
A system for battlefield computation on mobile devices would require the following characteristics:
• General and extensible -Prevent the spread of malicious code such as viruses and worms -Minimize the information that can be inferred through snooping and packet sniffing In order to implement the envisioned system, a number of subsystems have to be built and evaluated. These systems may already have been implemented in part and thus an attempt should be made to leverage the state of the art. The following are some of the systems necessary for computation on mobile devices in the battlefield: Mobile Ad-Hoc Network (MANET) routing protocols (32-37) and delay-tolerant networking (DTN) approaches (38) (39) (40) (41) (42) (43) could be used to overcome the harsh wireless environment that can be expected in varying tactical environments.
Network security:
The network should be secure to malicious attacks and faults. Wireless network security has been extensively studied and approaches for defense have been proposed (44) (45) (46) (47) (48) . The system's vulnerabilities have to be identified and a suite of defense mechanisms developed and evaluated. The security solution for the network could be an integration of existing solutions, as long as all identified vulnerabilities are secured.
3. Intelligent offloading: As described above, a number of approaches to offloading computation from mobile devices have been proposed. The system requires an offloading approach that intelligently offload computation in an attempt to satisfy QoS requirements. For instance, maximizing the lifetime of all devices, maximizing the lifetime of the network, completing a computation before a deadline, etc. This requires a distributed scheduling algorithm that enables a mobile device to decide if it should offload a task, and if so, to which device or set of devices.
Intuitive user interface:
The user interface should be easy to use via the small screens of mobile devices for a Soldier who may not have extensive technical experience. A Soldier should be able to obtain a result to a computation in a quick and efficient manner while satisfying QoS requirements without compromising the rest of the network. For instance, a single Soldier should not inadvertantly consume a majority of the bandwidth or computation power, thus unwittingly launching a DoS attack on the network. At the same time, a Soldier should be able to easily make QoS tradeoffs such as system lifetime for computational speed.
5. General purpose programming abstraction and execution framework: The offloading and scheduling infrastructure of the system should be sufficiently expressive to support a large class of applications. The programming infrastructure should minimize the burden placed on programmers to annotate code for decomposition or offloading.
Army Relevance
Over the last couple of years there has been an increase in Soldiers using smartphones on the front lines. As more Army applications are developed, Soldiers will rely on their mobile devices more as an essential tool in their arsenal. In order for Soldiers to be able to use their devices for longer periods of time between recharges, offloading is being investigated as an option to maximize battery life. An essential part of an offloading solution in a tactical environment is intelligently selecting the resource to which an application is assigned.
Technical Challenges
The main technical challenges arise from the unpredictability of the system. Due to changes in devices, connectivity, and applications to be offloaded, no prior information can be assumed and system state has to be constantly updated. A scheduler for tactical computation offloading needs the following:
• An algorithm to efficiently update all smartphones with the global system state
• An algorithm to decide the optimal location to execute a particular application
• A method to offload computation and receive results efficiently in an environment with intermittent connectivity and high mobility
• An interface through which QoS constraints can be input
• A method for multihop communication over mobile devices
• A method for mobile devices to communicate with a tactical HPC asset
• An algorithm for efficient resource discovery
Conclusions
In order to enable battlefield computation on mobile devices a complete theory of distributed computation over device-heterogeneous ad-hoc networks in the battlefield is necessary. These devices can range from mobile devices to high-performance clusters. In addition, an algorithm to efficiently allocate powered computing resources for offloading computation is necessary. 
