a mechanism to bind distributed neuronal activity. To As it is likely that internal coordination of distributed provide an adequate background for the examination of responses is functionally as relevant as stimulusthis question, I shall first deal with some general, impleinduced coordination, multielectrode recordings are inmentation-independent aspects of binding operations. creasingly being used to analyze internally generated As the Gestalt psychologists pointed out, our cognicovariations of firing patterns. More than a decade ago, we used this method to reveal that neurons in the visual tive systems have the tendency to interpret objects and cortex tend to synchronize their discharges with a precievents as related if they are contiguous in space or time, sion in the millisecond range when activated with a sinor if they exhibit similarities in certain feature domains. gle contour (Gray and Singer, 1987, Soc. Neurosci., abThus, contours that touch one another, have similar constract; 1989), whereas they fail to do so when activated trast, or move with the same speed in the same direction by different contours moving in different directions (Gray (common fate) are more likely to be perceived as compoet al., 1989; Engel et al., 1991c). In addition, these stimunents of the same object than spatially distant contours lus-induced, context-dependent synchronization pheor contours that have no features in common. Likewise, nomena were found to be associated with a conspicuevents that coincide in time are interpreted with greater ous oscillatory modulation of cell firing in a frequency probability as related than events separated in time. At range between 30 and 50 Hz, the so-called ␥ frequency early stages of sensory processing, spatial relations and range. Two aspects make this synchronization interestrelations in feature space are represented by the ampliing. First, it results from internal coordination of spike tude and the topological relations of activation foci in timing and is not simply caused by stimulus-locked ordered maps. Temporal relations, however, are reprechanges in discharge rate. Second, synchronization sented by the relative timing of responses. In order to probability changes in a systematic way when the peraccomplish perceptual grouping, the distributed receptual coherence of stimulus constellations is modified.
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sponses of feature-selective cells need to be bound Thus, this type of synchrony is not a trivial reflection of together at some stage of processing. Evidence indianatomical connectivity such as shared input through bicates that this is achieved in two complementary ways. furcating axons, but instead results from context-depenOne strategy is binding of responses by convergence dent, dynamic interactions within the cortical network.
of axonal projections. Axons of cells whose responses The evidence for an internal coordination of spike should be bound are made to converge onto a common timing raises the question of whether it serves a function target cell at the next-higher processing level. If the in cortical processing or whether it is merely an epiphethreshold of this binding unit is appropriately adjusted, nomenon. The goal of this paper is to review theoretical its response signals the specific conjunction of features arguments and data that relate to this issue. The first to which the feeding cells are tuned. We shall address part examines how well the nervous system, and in parthis grouping strategy as "binding by convergence" or ticular the cerebral cortex, can distinguish between syn-"binding by conjunction cells." This coding principle is chronous and asynchronous responses, and whether also known as "labeled line coding" because the reany significance is attributed to precisely synchronized sponses of a given unit have a fixed label attached to discharge patterns when these are coordinated by exthem; they always signal the same conjunction of input ternal events, e.g., by the synchronous onset of sensory signals. The complementary strategy for response bindstimuli. In the second part, data are reviewed from exing relies on dynamic selection and grouping of reperiments that were designed to examine putative funcsponses. Here, responses are bound by jointly enhanctions of internally generated synchronization. As the assessment of internally generated, non-stimulus-locked ing their saliency relative to other, nonbound responses. Enhanced responses have a stronger impact on downstream processes than nonenhanced responses and * E-mail: singer@mpih-frankfurt.mpg.de.
therefore dominate subsequent computations. Thus, the ground elements of Ͻ10 ms still support perceptual grouping (Leonards et al., 1996) . Because responses of results of these computations will reflect the specific configuration of features to which cells with enhanced neurons in the visual cortex follow the time course of the stimuli that evoke them, the results of these studies responses are tuned. We shall address this selection and grouping strategy as "dynamic binding" and the suggest that synchronous responses are bound perceptually while asynchronous responses are interpreted as associated coding principle as "relational coding" or "assembly coding," because here the information about unrelated. It is noteworthy that the short offsets that support this a particular conjunction is contained in the dynamically adjustable configuration of the enhanced responses of segmentation are not perceptible, suggesting a dissociation between the perceptibility of small differences in distributed neurons (for reviews of the extensive literature on labeled line and assembly coding, see Singer the time course of stimuli on the one hand and the effect of such differences on perceptual grouping on the other. and Gray, 1995, and other contributions in this issue of Neuron).
This dissociation may have to do with the fact that, in vision, the temporal cues supporting grouping as a The topology of connections in cortical networks reflects these two grouping strategies and accounts well function of stimulus synchrony are mediated mainly by the magnocellular pathway, while the other, nontempofor perceptual grouping according to contiguity in euclidian and feature space. The first strategy is impleral grouping cues are mediated by both the magno-and the parvocellular pathway (Leonards and Singer, 1998). mented by the highly complex recombination of feedforward cortico-cortical connections. It leads to a large These two pathways interact at multiple levels but subserve somewhat different functions. The magnocellular variety of conjunction-specific neurons, the complexity of which increases as one proceeds along the propathway is exquisitely sensitive to temporal features and can signal stimulus transients with high temporal cessing hierarchy. The second strategy appears to rely on two other classes of cortico-cortical connections (reresolution, while the parvocellular pathway operates with low temporal but high spatial and spectral resoluviewed by Singer, 1995; Phillips and Singer, 1997): (1) reciprocal connections that link cells situated within the tion (for a review of the extensive literature, see Leonards and Singer, 1998). This functional dichotomy is same cortical area, as well as cells distributed across different areas but occupying the same level in the prorelevant in the present context because it is a likely basis for the ability of the visual system to use both cessing hierarchy; and (2) feedback connections that reciprocate the feedforward connections. Together, temporal and spatial cues in parallel for perceptual grouping. If within the same matrix of line elements one these reciprocal cortico-cortical connections constitute the large majority of synaptic inputs to cortical cells.
figure is defined by the synchronous onset of elements (temporal cue), and another spatially overlapping figure For the intraareal connections in primary visual cortex, it is established that they preferentially couple neurons by differences in the orientation of the respective line elements (spatial cue), either the temporally or the spathat are nearby or that code for similar features (Gilbert and Wiesel, 1989; Schmidt et al., 1997a, 1997b). Hence, tially defined figure is perceived depending on the relative saliency of the two cues (temporal offset versus if these neurons are coactivated, they are more likely to have the saliency of their responses enhanced jointly orientation difference) (Leonards and Singer, 1998). This suggests that spatial and temporal grouping cues are by cooperative interactions than are neurons that are far apart or tuned to very dissimilar features. As a conseprocessed in parallel and, if they conflict, the less salient cue is disregarded. quence, responses to contours that are contiguous in euclidian and/or feature space have an enhanced probaThis ability of the visual system to rely on either spatial or temporal cues, if the two cues are in conflict, is of bility of being processed jointly and, thus, of being bound together. considerable functional relevance. On the one hand, it permits binding of nontemporal features that are related but attached to temporally dispersed elements. On the Grouping According to Temporal Cues other hand, it allows segregation of features that are In contrast to the numerous experimental and theoretiunrelated but attached to temporally contiguous elecal studies devoted to the analysis of grouping operaments. The ability to base perceptual grouping on either tions in the domain of spatial features, comparatively spatial or temporal cues is also likely the cause of an few studies have been devoted to the questions of (1) apparent conflict between the psychophysical studies to what extent temporal contiguity of stimuli is exploited that support grouping based on temporal cues (see for perceptual grouping and (2) through which neuronal above) and a study that denies such a mechanism. Kiper mechanisms such grouping could be achieved. Most of et al. (1996) found that perception of figures defined by the evidence regarding perceptual grouping by temporal spatial cues is not impaired if false temporal conjunccues comes from recent psychophysical studies on vitions are introduced at random by presenting selected sion. These studies indicate that spatially distributed elements of the figure synchronously with elements of contour elements are bound perceptually and interprethe background. Here, the temporal cues did not define ted as elements of a coherent figure if they appear or a figure and hence may have been simply discarded change synchronously, while elements that follow differthrough competition. ent time courses are perceived as unrelated ( 
A Role for Internally Generated Synchrony
Internally generated response synchrony closely resembles that induced by synchronously presented stimuli with respect to both its temporal precision and its magnitude (Rager and Singer, 1998). This raises the question of whether the internally synchronized discharges affect processing in the same way as externally induced synchrony. If so, internal synchronization could serve to bind distributed activity according to grouping criteria set by the brain itself, and the results of internal grouping served as a signature of relatedness not only when inThere are several mechanisms, some of which have duced from outside but also when generated internally, been identified only recently, that make synchronously it could be utilized in all processes where flexible and arriving EPSPs more efficient than temporally dispersed context-dependent selection and grouping of responses EPSPs. First, because of their exponential decay, simulare required on a fast time scale. taneous EPSPs summate more effectively than temporally dispersed EPSPs, and there is some evidence for supralinear summation due to voltage-gated dendritic
The Nature and Detectability of Internally Generated Synchrony conductances. Second, firing threshold is sensitive to the rising slope of the depolarization and lowers for fastSynchronization is considered to be of internal origin if two neurons exhibit a statistically significant covariation rising depolarizations (C. M. Gray, personal communication). Third, the effect of EPSPs is dramatically enhanced in firing probability that cannot be attributed to stimuluslocked covariations in discharge rate. Such episodes when these coincide with a back-propagating dendritic spike and hence with the input that generated this spike of synchronous firing can occur spontaneously, e.g., during the various sleep stages (Steriade, 1999); they (Larkum et al., 1999). All three mechanisms are sensitive to dispersions of EPSPs in the range of a few millican appear during responses to sensory stimuli; or they can be associated with cognitive processes such as seconds.
In conclusion, both psychophysical and physiological focusing attention, analyzing complex patterns, storing contents in short term memory, and preparing moveevidence indicates that neuronal networks are exquisitely sensitive to temporal relations among discharges ments (see below). These internally generated covariations of firing probability manifest themselves at differin input connections, assigning particular significance to coincident, i.e., synchronous input. Synchronicity ent time scales ranging from a few milliseconds to hundreds of milliseconds, as indicated by the variable serves as a tag of relatedness most likely because it causes an increase in the saliency of the synchronized widths of the peaks in cross-correlograms. Often, synchronization is associated with an oscillatory patterning responses, which in turn favors their joint evaluation (binding) at subsequent processing stages. Conditions of the discharges, the frequency of these oscillations covering a broad range and exhibiting a marked state are thus comparable to those in which figure elements have higher contrast than do elements of the backdependence. Typically, synchronized EEG states such as those that occur during drowsiness, deep sleep, and ground: in that case, too, responses become grouped closed by studying the respective neurons one by one. Finally, it is to be expected that there are processes in of the respective cells' discharges-synchronization can be considered to be the result of internally produced the brain that are based on self-paced coordination of both the timing and the amplitude of distributed neucovariations in discharge rate. However, when synchronization occurs on a fast time scale with correlation ronal activity and are only loosely, if at all, time locked to externally measurable events. These hidden but popeaks narrower than the average interspike intervals, it can be entirely independent of discharge rate. In this tentially important covariations of spike timing will also be detectable only by simultaneous recordings. Hence, case, changes in spike timing that leave average discharge rate unaffected can lead to drastic changes in internally generated covariations in both the timing and the amplitude of neuronal activity can only be disclosed synchrony (see Figure 3 and Kö nig et al., 1996). Most of the experimental results reviewed below show such with multicell recordings. independence. Note, however, that one could determine discharge rates on a spike-by-spike basis, defining instant frequencies as the inverse of the respective inWhy Is There a Need for Dynamic Grouping of Responses? terspike intervals. In that case, some of the synchronized events might be interpreted as the result of coherent, There are numerous instances in cortical processing where dynamic selection and grouping of responses for ultra-rapid rate fluctuations; but even then relations between rate terms and synchrony can break down, befurther joint processing are required. Such is the case whenever conjunctions have to be signaled for which cause synchrony can be achieved by advancing a spike in one cell (rate increase) and delaying a spike in the there are no specific conjunction units. But there is a deeper argument that suggests that dynamic grouping other (rate decrease).
This potential independence of synchrony from rate is indispensable at all processing levels, even despite the implementation of highly complex conjunction units. fluctuations is one reason why internally generated synchrony can only be assessed by direct correlation analyThis argument is derived from facts about the way cortical networks encode features in general. The idea is that this dual coding strategy is iterated throughout the processing hierarchy, whereby some pating in coarse coding, place codes alone may not be sufficient to permit subsequent processing stages to feature conjunctions get represented explicitly by individual neurons and others by population codes. Which detect which of the many distributed responses ought to be associated with which stimulus. Since coarse coding conjunctions are represented explicitly by the binding units at the various processing stages can be deduced appears to characterize all levels of processing, this superposition problem is of a very general nature. Stratfrom the rate-coded response properties of the respective neurons. Evidence indicates that these conjunctions egies to solve it can therefore be expected to be similar across the various stages of the cortical processing become increasingly complex, abstract, and multimodal as one proceeds along the processing hierarchy, and hierarchy.
To illustrate, here is a concrete example of this general that at the interface between sensory and motor systems their responses shift progressively from stimulusproblem. A classical assumption is that there are neurons at changes concern the nature and complexity of the feature conjunctions that are represented explicitly by the subsequent processing levels that receive convergent input in various constellations from subsets of broadly neurons forming the respective populations. Thus, distributed representations can be mapped directly onto tuned low-level neurons, and that thereby acquire selectivity for only the particular constellation of features that other distributed representations, which should facilitate polymodal integration and sensory-motor coordicharacterizes one of the objects (binding by convergence). In principle, population codes could be fully nation, thus circumventing bottleneck problems. In sensory-motor coordination, a vast number of difdisambiguated by such conjunction-specific binding units; but this solution is very expensive in terms of the ferent associations must be realized between sensory representations and motor programs (Roelfsema et number of required binding units if all possible conjunctions were to be represented in this explicit way. One al., 1996). As the latter are in all likelihood distributed in nature, it would be quite uneconomical to first conwould require as many binding units as there are distinguishable population states. This is clearly not an attracvert distributed sensory representations into single-cell codes, to then relay their output onto command neurons tive strategy because it sacrifices the main advantage of coarse coding-the parsimonious use of neurons.
that represent a particular movement, and then to recreate a distributed code from the output of these cells. It has been proposed, therefore, that the cerebral cortex uses two coding strategies in parallel: first, partial Direct conversion of one distributed code into another appears as the more elegant solution, but again, it redisambiguation of coarse population codes by the implementation of conjunction units, and second, disamquires dynamic binding.
In conclusion, if relations are encoded both by conbiguation of population codes by dynamic, contextdependent binding. Note that in both cases the essence junction-specific neurons and by dynamically associated assemblies of such neurons, rapid and flexible of the process is the representation of relations. In the grouping operations have to be accomplished at all levthe grouping problems encountered at each stage. In els of cortical processing. Note, however, that the two primary visual cortex, these would be rather simple critestrategies, although available at all stages, need not ria because neurons at this stage code for simple feaalways be used together. One can imagine conditions tures. All that needs to be accomplished here is the where the elementary features of a scene are all exgrouping of responses that are likely to be generated by plicitly represented by conjunction-specific units, and the same contour. This would be the case for responses where the arrangement of contours poses no superpoevoked by a continuous contour, by contour segments sition problem, but where the objects defined by these that are collinear, or by contours that share similarities features are novel and are not covered by conjunctionin any of the simple feature domains for which neurons specific cells of a higher order. In this case, dynamic in primary visual cortex are responsive. In areas specialgrouping may only be necessary at higher levels of proized for the analysis of other features-such as, for excessing. Conversely, a highly familiar object could be ample, motion-grouping would have to occur acexplicitly represented by a set of object-specific binding cording to motion parameters and so on. All these units-but this object could be embedded in a complex grouping operations could in principle occur in parallel background allowing for many unfamiliar conjunctions in the various cortical areas. Since all relevant areas are between elements of the figure and elements of the reciprocally coupled, preliminary grouping results could background. In that case, extensive grouping operations themselves bias the grouping operations in other areas would be required at peripheral levels of processing until a solution is found that is most consistent with the to associate the correct set of elementary conjunction set of low-and high-level grouping criteria that reside units, but no dynamic grouping would be necessary at in the architecture of the various visual areas. Such higher levels provided there is no superposition problem dynamic, distributed grouping through iterative reentry at these levels. This possibility needs to be considered has been proposed as one of the core functions of cortiwhen designing experiments in search of binding mechcal networks (Edelman, 1987 (Edelman, , 1989 ). Analogous to the anisms. It should be noted that not every task requires proposed mechanism of attentional grouping, these disdynamic binding at all stages of processing. In some tributed grouping operations could be based on joint studies on figure-ground changes requires integration of a minimal number of this issue of Neuron]). In vision it is assumed, for examEPSPs arriving successively from the selected cells, the ple, that object-centered attention selectively enhances pace at which different populations can be defined by the discharge rate of neurons responding to features of multiplexing is slow. the same contour or object, via top-down projections, Both problems could be alleviated by introducing inand that the resulting joint increase of saliency leads to ternal synchronization as an additional grouping mechajoint processing of the selected responses at subsenism. First, synchronization can bias the saliency of requent stages (see, e.g., Treisman, 1996). This mechasponses independently of rate fluctuations. Second, nism encounters several difficulties if not supplemented because it relies on coincidence detection rather than by additional grouping operations. First, it presupposes temporal summation, synchronization can define relathat higher centers "know" which of the peripheral retions with sufficiently high temporal precision to permit sponses code for the contours of a particular object.
multiplexing. However, this information is only available once an object is identified, and this is often possible only after the Complementarity of Rate Modulation population codes at lower levels have been disambiguand Synchronization ated. Thus, it must first be clarified whether the many Because grouping of responses by synchronization is simultaneous responses in a low-level area code for bound to enhance discharge rates of selected target coherent or disjunct contours before it can be decided cells in areas receiving synchronized input, fast synchrowhether one has to do with one or another object. Secnization codes and more sustained rate codes could ond, because these top-down projections fan out over ultimately coexist and perhaps even optimally complelarge cortical domains, it is difficult to see how the proment one another. Sustained rate-coded input from a jections could enhance the responses of the cells coding given processing stage could be rapidly disambiguated for one out of several overlapping contours with the and bound through synchronization at other processing required topological specificity (Salin and Bullier, 1995 , 1996) . This agrees with the required to install grouping criteria by learning and to observation that neurons in the visual system engage form stable assemblies of neurons for the representain synchronous activity, often with additional oscillatory tion of perceptual objects in memory. The coincidencepatterning, at the very same time they increase their detecting mechanism that mediates these use-dependent discharge rate in response to the light stimulus (Eckhorn gain changes must operate with the same temporal preet al., 1988; Gray et al., 1992; Neuenschwander and cision as the synchronizing mechanism. In the following Singer, 1996; Castelo-Branco et al., 1998a). paragraphs, experimental data addressing these predic-A cortical mechanism that can achieve such nearly tions are reviewed.
instantaneous synchronization has been recently identified. It exploits two properties: first, the ability of oscillating cells to delay their output relative to incoming EPSPs The Precision of Internal Synchrony
Internally generated synchronization can be as precise and, second, the oscillatory patterning of ongoing cortical activity. When the membrane potential of a cell unas externally induced synchronization, in particular when the global EEG is in an activated desynchronized dergoes an oscillatory modulation, EPSPs with an NMDA receptor-mediated component evoke spikes not state, as is characteristic for the aroused attentive brain. In that case, the widths of the correlation peaks at half necessarily at the time of their occurrence but only when the cell reaches the peak of the next depolarizing cycle. height are typically in the range of In all experiments referred to in this review, trials with different stimulus configurations were interleaved randomly to counterbalance possible effects of slow drifts in central state that may cause covariations of discharge rate at a slow time scale. Moreover, phasic response components were excluded from correlation analysis to avoid artifactual correlations due to dynamic changes in discharge rate (Brody, 1999a, 1999b) . Accordingly, the shift predictors (correlograms between responses to the same stimulus configuration selected from different trials) were always flat, indicating that the changes in the correlations were caused by context-dependent changes of internal interactions and not by changes in stimulus-locked or state-dependent covariations of discharge rate. state. Second, synchronization is selective and context dependent, reflecting some of the elementary Gestalt Neurosci., abstract) have shown that synchronization probability increases between groups of neurons if criteria that determine perceptual grouping. Third, synchrony is due to intracortical interactions that are based these engage repeatedly in synchronous oscillatory firing in the ␥ frequency range. This enhanced tendency on the network of reciprocal association connections. Fourth, the adaptive mechanisms supporting use-depenof neurons to synchronize their responses to coherent stimuli can be reduced again by having the same cells dent modifications of synchronization probability operate with the required temporal resolution. engage repeatedly in oscillatory firing patterns that are decorrelated. These increases and decreases of synchronization probability appear to depend upon the preRelations between Synchronization and Perception cise phase relations of the oscillatory discharges during While the experiments reviewed above had the goal to conditioning, because on a coarser time scale (Ͼ50 ms) identify basic characteristics of response synchronizathe neurons' activity overlapped completely in both contion, the studies described in the following paragraphs ditioning paradigms.
The Anatomical Substrate
were aimed at establishing links between synchronizaRecent data from cortical slices support such a detion phenomena and behavior. A close relation between pendency of synaptic plasticity on precise timing beresponse synchronization and perception has been tween pre-and postsynaptic discharges. sensitivity of the eye movement generator could con-A close correlation has also been found between the tribute to the selection of targeting movements in the establishment of coherent ␥ oscillations across cortical presence of multiple overlapping objects. Again, this areas and the acquisition of a visual-tactile association possibility has to be tested with natural stimuli and multielectrode recordings in the awake animal. in classical conditioning. Once subjects have learned So far, the most direct evidence for a functional role permit inferences about stimulus configurations, perception, and motor performance that could not be drawn of precise timing relations among discharges in parallel from measurements of discharge rate alone. channels comes from the insect olfactory system. In a As discussed above, grouping of responses through sequence of studies on olfactory coding in locusts and synchronization is likely to influence the discharge rate bees, Laurent and coworkers demonstrated, in analogy of neurons receiving input from the synchronously active to similar conditions in the mammalian olfactory bulb cells. Thus, the results of dynamic binding operations (Freeman and Skarda, 1985) , that neurons along the are to a certain extent reflected by rate changes at higher olfactory pathway engage in highly synchronous oscillalevels of the processing hierarchy. However, because tory activity (around 20 Hz) when stimulated with odors.
there is no single cortical area that can be considered Further analysis revealed that (1) information about the the final stage of processing, and because coarse codes mixture of odors is contained in the combination of and distributed representations are common at all levspikes that are precisely synchronized across parallel els, the rate variations of individual cells can only reflect channels-information that cannot be retrieved by conpartial solutions that most often require further specifisidering only the changes in discharge rate in the recation by dynamic grouping. Since analysis of these spective channels ( to what extent-cortical networks exploit the option to sensory stimuli, and that the information conveyed by define relations among distributed activities by generatthese oscillations goes beyond that contained in the ing self-paced, precisely timed covariations in firing discharge rate of individual neurons.
patterns. Experiments exploring the limits of such a dynamic Conclusions coding strategy will have to be pursued at many different The data reviewed in this paper indicate that neuronal levels, including both in vitro and in vivo studies. In vitro networks including the cerebral cortex (1) transmit and preparations are probably suited best to investigate the process temporal signatures of spike trains with a precitemporal limits of synaptic integration and plasticity, sion in the millisecond range; (2) respond more readily to identify the nature of dynamic interactions among to synchronous than to asynchronous input; (3) treat reciprocally coupled neurons, and to analyze the mechasynchronous discharges as related, at least when synnisms underlying oscillatory patterning and synchronichrony is induced by external stimulation; (4) synchrozation. Irrespective of whether the correlation hypothenize responses with a precision in the millisecond range sis resists the test of time, these questions are important independently of external timing; and (5) possess mechin their own right, as little is known to date about the anisms for the use-dependent modification of synaptic temporal dynamics of neuronal networks. efficacy that operate with the same high temporal resoHowever, the currently debated question of whether lution as the synchronizing mechanism. Together with synchronization serves binding can only be approached the numerous correlations between internally generated with multicellular recordings in behaving animals that neuronal synchronization on the one hand, and percepsignal what they perceive or intend to do. In vision, the tual grouping rules, cognitive processes, and motor perbest tests are probably those that rely on patterns such formance on the other, these data are consistent with as plaids or other bistable figures that can be perceived the hypothesis that neuronal networks exploit the option in different ways depending on how their elements get to encode information about the relatedness of rebound, but other tasks requiring the establishment of sponses by modulating not only the rate of individual, flexible, temporary conjunctions are suitable as well. conjunction-specific neurons but also by temporal coorOne attractive example is storage of ever-changing, dination of distributed responses. By adjusting the temnovel conjunctions in working memory. In these in vivo poral relations among discharges of distributed neustudies, it will be crucial to make educated guesses as rons, response segments could be selected with high to which neurons at which processing stage are likely temporal resolution for further joint processing, thereby to be involved in solving the binding problem posed by establishing temporary bonds in a highly dynamic and a particular task; and, as in the experiments with plaids, flexible way. This possibility is supported by the fact it needs to be considered that neuron pairs with different receptive field constellations may exhibit very different that measurements of internally generated synchrony synchronization behavior, excluding indiscriminate averaging across pairs. Furthermore, as discussed elsewhere (Singer et al., 1997), epochs of synchronized activity may be very brief in behaving animals and difficult to detect. However, this problem may be overcome by more sophisticated techniques than simple cross-correlation, and by designing tasks that require more sustained binding.
The question remains as to what form of evidence we are prepared to accept as conclusive. Most of the evidence for the functional significance of changes in discharge rates in single-cell studies is correlative in nature: if changes in discharge rate correlate with other measurable events, they are commonly considered to be meaningful in the respective context, and if a particular behavior can be predicted from changes in activity, a causal relation is assumed. If the same criteria are accepted for synchrony, then it should be possible to establish evidence for or against the synchronization hypothesis at the same level of confidence as is found acceptable for single cell studies-and some of the more recent correlation studies come close. Much more challenging are attempts to prove causal relations, because this requires manipulations that increase or disrupt synchrony without altering discharge rates. Electrical stimulation has been successfully applied to increase discharge rates (see Shadlen and Movshon, 1999 [this issue of Neuron]), but this strategy is inherently problematic because in addition to enhancing discharge rate electrical stimulation also synchronizes the activated cell populations. Still, this strategy seems worth pursuing, and multisite stimulation with phase-adjusted train stimuli is one option. Also, it is to be expected that better understanding of the mechanisms leading to synchronization will eventually provide finer tools to interfere specifically with temporal coordination.
In conclusion, I believe that the theoretical implications of the synchronization hypothesis and the data available to date are of sufficient interest to motivate further examination. The application of the new methods required to test the hypothesis will undoubtedly provide new insights into the dynamics of neuronal interactions. If it then turns out that the hypothesis falls short of the real complexity-which is bound to be the case-we will have learned something about the role of time in neuronal processing that we would not have learned otherwise. Based on current evidence, I consider it highly unlikely that self-paced temporal coordination of distributed activity will prove irrelevant for cortical processing; if it does, we nonetheless shall have made a great step forward, because it is the unexpected result that contains maximal information.
