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Abstract
LetT be an unweighted tree of k levels such that in each level the vertices have equal degree.
Let nk−j+1 and dk−j+1 be the number of vertices and the degree of them in the level j. We find
the eigenvalues of the adjacency matrix and Laplacian matrix ofT for the case of two vertices
in level 1 (nk = 2), including results concerning to their multiplicity. They are the eigenvalues
of leading principal submatrices of nonnegative symmetric tridiagonal matrices of order k × k.
The codiagonal entries for these matrices are
√
dj − 1, 2  j  k, while the diagonal entries
are 0, . . . , 0, ±1, in the case of the adjacency matrix, and d1, d2, . . . , dk−1, dk ± 1, in the case
of the Laplacian matrix. Finally, we use these results to find improved upper bounds for the
largest eigenvalue of the adjacency matrix and of the Laplacian matrix of any given tree.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
LetG be a simple undirected graph on n vertices. The Laplacian matrix ofG is the
n × n matrix L(G) = D(G) − A(G) where A(G) is the adjacency and D(G) is the
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diagonal matrix of vertex degrees. It is well known that L(G) is a positive semidefinite
matrix and that (0, e) is an eigenpair of L(G) where e is the all ones vector. In [5],
some of the many results known for Laplacian matrices are given. Fiedler [2] proved
that G is a connected graph if and only if the second smallest eigenvalue of L(G) is
positive. This eigenvalue is called the algebraic connectivity of G.
We recall that a tree is a connected acyclic graph. LetT be an unweighted tree of
k levels such that in each level the vertices have equal degree. For j = 1, 2, 3, . . . , k,
let nk−j+1 and dk−j+1 be the number of vertices and the degree of them in the level
j . Observe that nk is the number of vertices in level 1 and n1 the number of vertices
in level k (the number of pendant vertices). In [6], we studied the case nk = 1 (rooted
tree). We found that the eigenvalues of the adjacency matrix and Laplacian matrix of
T are the eigenvalues of leading principal submatrices of two nonnegative symmetric
tridiagonal matrices of order k × k. The codiagonal entries for both matrices are√
dj − 1, 2  j  k − 1, and √dk , while the diagonal entries are zeros, in the case of
the adjacency matrix, and dj , 1  j  k, in the case of the Laplacian matrix. We also
found some results concerning to the multiplicity of the above mentioned eigenvalues.
Here we study the case nk = 2. Then
nk−j = (dk−j+1 − 1)nk−j+1, j = 1, 2, . . . , k − 1. (1)
Below is an example of a such tree in which we have labelled the vertices.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
25 2726 28 29 30 31
3635
32
33 34
37 38
(2)
It is convenient to introduce some notations.
0 is the all zeros matrix and its order will be clear from the context.
Im is the identity matrix of order m × m.
mj = njnj+1 for j = 1, 2, . . . , k − 1.
em is the all ones column vector of dimension m.
For j = 1, 2, . . . , k − 1, let Cj be the block diagonal matrix
Cj =


emj
emj
.
.
.
emj

 (3)
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with nj+1 diagonal blocks. Thus, the order of Cj is nj × nj+1.
Let us illustrate these notations with the tree in (2). This tree has k = 4 levels,
n1 = 24, n2 = 8, n3 = 4, n4 = 2 and the vertex degrees are d1 = 1, d2 = 4, d3 = 3,
d4 = 3. Then, m1 = n1n2 = 3, m2 =
n2
n3
= 2, m3 = n3n4 = 2 and the matrices defined
in (1) are
C1 = diag{e3, e3, e3, e3, e3, e3, e3, e3},
C2 = diag{e2,e2,e2,e2}, C3 = diag{e2, e2}.
In general, using the labels 1, 2, 3, . . . , n, in this order, our labeling for the vertices
ofT is: Label the vertices ofT from the bottom to the top and, in each level, from
the left to the right. This labelling yields to the tridiagonal block matrices
A(T) =


0 C1
CT1 0 C2
CT2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. Ck−1
CTk−1
[
0 1
1 0
]


(4)
and
L(T) =


In1 −C1
−CT1 d2In2 −C2
−CT2 d3In3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. dk−1Ink−1 −Ck−1
−CTk−1
[
dk −1
−1 dk
]


. (5)
Lemma 1. Let
M =


α1In1 C1
CT1 α2In2 C2
CT2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. αk−1Ink−1 Ck−1
CTk−1
[
αk 1
1 αk
]


.
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Let
β1 = α1
and
βj = αj − nj−1
nj
1
βj−1
, j = 2, 3, . . . , k, βj−1 /= 0.
If βj /= 0 for all j = 1, 2, . . . , k − 1 then
det M = βn1βn22 · · ·βnk−1k−1 (βk + 1)(βk − 1). (6)
Proof. Apply the Gaussian elimination procedure, without row interchanges, to M
to obtain the block upper triangular matrix

β1In1 C1
β2In2 C2
β3In3
.
.
.
.
.
.
.
.
.
βk−1Ink−1 Ck−1[
βk 1
1 βk
]


.
Hence, det M is given by (6). 
2. The spectra of L(T) and A(T)
Let
 = {1, 2, . . . , k − 1}
and
 = {j ∈  : nj > nj+1}.
Observe that for each j , 1  j  k − 1, nj+1 divides nj . Observe also that if j ∈
−  then nj = nj+1 and Cj is the identity matrix of order nj .
Theorem 1. Let
P0(λ) = 1, P1(λ) = λ − 1,
Pj (λ) = (λ − dj )Pj−1(λ) − nj−1
nj
Pj−2(λ), for j = 2, 3, . . . , k − 1, (7)
P−k (λ) = (λ − (dk − 1))Pk−1(λ) −
nk−1
2
Pk−2(λ)
and
P+k (λ) = (λ − (dk + 1))Pk−1(λ) −
nk−1
2
Pk−2(λ).
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Then
(a) If Pj (λ) /= 0 for all j = 1, 2, . . . , k − 1 then
det(λI − L(T)) = P+k (λ)P−k (λ)
∏
j∈
P
nj−nj+1
j (λ). (8)
(b) The spectrum of L(T) is
σ(L(T)) = (∪j∈{λ : Pj (λ) = 0})
∪ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0}. (9)
Proof. (a) Suppose Pj (λ) /= 0 for all j = 1, 2, . . . , k − 1. We apply Lemma 1 to
M = λI − L(T). From (5)
λI − L(T)
=


(λ − 1)In1 C1
CT1 (λ − d2)In2 C2
CT2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. (λ − dk−1)Ink−1 Ck−1
CT
k−1
[
λ − dk 1
1 λ − dk
]


.
We have
β1 = λ − 1 = P1(λ) /= 0,
β2 = (λ − d2) − n1
n2
1
β1
= (λ − d2) − n1
n2
1
P1(λ)
= (λ − d2)P1(λ) −
n1
n2
P0(λ)
P1(λ)
= P2(λ)
P1(λ)
/= 0.
Similarly, for j = 3, . . . , k − 1, k
βj = (λ − dj ) − nj−1
nj
1
βj−1
= (λ − dj ) − nj−1
nj
Pj−2(λ)
Pj−1(λ)
=
(λ − dj )Pj−1(λ) − nj−1nj Pj−2(λ)
Pj−1(λ)
= Pj (λ)
Pj−1(λ)
/= 0.
Thus
βk + 1 = Pk(λ)
Pk−1(λ)
+ 1 = Pk(λ) + Pk−1(λ)
Pk−1(λ)
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= (λ − dk + 1)Pk−1(λ) −
nk−1
2 Pk−2(λ)
Pk−1(λ)
= P
−
k (λ)
Pk−1(λ)
and
βk − 1 = Pk(λ)
Pk−1(λ)
− 1 = Pk(λ) − Pk−1(λ)
Pk−1(λ)
= (λ − dk − 1)Pk−1(λ) −
nk−1
2 Pk−2(λ)
Pk−1(λ)
= P
+
k (λ)
Pk−1(λ)
.
Therefore, from Lemma 1,
det(λI − L(T))
= Pn11 (λ)
P
n2
2 (λ)
P
n2
1 (λ)
P
n3
3 (λ)
P
n3
2 (λ)
· · · P
nk−1
k−1 (λ)
P
nk−1
k−2 (λ)
P+k (λ)
Pk−1(λ)
P−k (λ)
Pk−1(λ)
= Pn1−n21 (λ)P n2−n32 (λ) · · ·Pnk−1−nkk−1 (λ)P+k (λ)P−k (λ)
= P+k (λ)P−k (λ)
∏
j∈
P
nj−nj+1
j (λ).
Thus (8) is proved.
(b) From (8), if Pj (λ) /= 0 for all j = 1, 2, . . . , k − 1, P+k (λ) /= 0 and P−k (λ) /= 0
then det(λI − L(T)) /= 0. That is
σ(L(T)) ⊆
(
∪k−1j=1{λ : Pj (λ) = 0}
)
∪ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0}.
(10)
We claim that
σ(L(T)) ⊆ (∪j∈{λ : Pj (λ) = 0}) ∪ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0}.
(11)
If  =  then (11) is (10) and there is nothing to prove. Suppose that  is a proper
subset of . Clearly, (11) is equivalent to
(∩j∈{λ : Pj (λ) /= 0}) ∩ {λ : P+k (λ) /= 0} ∩ {λ : P−k (λ) /= 0} ⊆ (σ (L(T)))c.
Suppose that Pj (λ) /= 0 for all j ∈ , P+k (λ) /= 0 and P−k (λ) /= 0. If in addition
Pj (λ) /= 0 for all j ∈ −  then (8) holds and det(λI − L(T)) /= 0. That is, λ ∈
(σ (L(T)))c. If Pi(λ) = 0 for some i ∈ −  then the Gaussian elimination pro-
cedure with appropriate row interchanges allows to see that det(λI − L(T)) /= 0 as
we immediately show. Let s be the first index in −  such that Ps(λ) = 0. Then
βj /= 0 for all j = 1, 2, . . . , s − 1, βs = 0 and, from (7),
Ps+2(λ) = (λ − ds+2)Ps+1(λ).
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Observe that Ps+1(λ) /= 0. Otherwise, a back substitution in (7) gives P0(λ) = 0.
Hence βs+2 = Ps+2(λ)Ps+1(λ) = λ − ds+2. Since s ∈ − , we have ns = ns+1 and Cs =
Ins . The Gaussian elimination procedure applied to M = λI − L(T) yields to the
intermediate matrix

β1In1 C1 0 · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
. 0 0 Ins
Ins (λ − ds+1)Ins+1 Cs+1
CT
s+1 βs+2Ins+2
.
.
. 0
.
.
.
.
.
. Ck−1
0 · · · 0 CT
k−1
[
λ − dk 1
1 λ − dk
]


.
Next a number of ns row interchanges gives the matrix

β1In1 C1 0 · · · 0
0
.
.
.
.
.
.
.
.
.
.
.
. 0 Ins Ins (λ − ds+1)Ins+1 Cs+1
0 Ins 0
CT
s+1 βs+2Ins+2
.
.
. 0
.
.
.
.
.
. Ck−1
0 · · · 0 CT
k−1
[
λ − dk 1
1 λ − dk
]


.
Therefore
det(λI − L(T))
= (−1)ns βn11 · · ·βns−1s−1 det


βs+2Ins+2
.
.
. 0
.
.
.
.
.
. Ck−1
0 CTk−1
[
λ − dk 1
1 λ − dk
]

 .
Now, if there exists j ∈ − , s + 2  j  k − 1, such that Pj (λ) = 0, we apply
the above procedure to the matrix

βs+2Ins+2
.
.
. 0
.
.
.
.
.
. Ck−1
0 CTk−1
[
λ − dk 1
1 λ − dk
]

 .
Finally, we obtain
det(λI − L(T)) = γ1 if k − 1 ∈ −  and Pk−1(λ) = 0
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or
det(λI − L(T)) = γ2 P
+
k (λ)P
−
k (λ)
(Pk−1(λ))2
, (12)
where γ1 and γ2 are different from 0. We observe that by hypothesis Pk−1(λ) /= 0 if
k − 1 ∈ . Moreover, P+k (λ) /= 0 and P−k (λ) /= 0. Therefore det(λI − L(T)) /= 0
and thus λ /∈ σ(L(T)). Hence, (11) is proved. Now, we claim that
(∪j∈{λ : Pj (λ) = 0}) ∪ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0} ⊆ σ(L(T)).
(13)
Let λ ∈ ∪j∈{λ : Pj (λ) = 0}. Then λ ∈ {λ : Pj (λ) = 0} for some j ∈ . Let s be
the first index in  such that Ps(λ) = 0. Then, βs = Ps(λ)Ps−1(λ) = 0. Hence the corre-
sponding intermediate matrix in the Gaussian elimination procedure applied to the
matrix M = λI − L(T) has a zero diagonal block. Since s ∈ , ns > ns+1, and
Cs is a matrix with more rows than columns. Therefore, the corresponding inter-
mediate matrix has at least two equal rows and thus det(λI − L(T)) = 0. That is,
λ ∈ σ(L(T)). We have proved that
∪j∈ {λ : Pj (λ) = 0} ⊆ σ(L(T)). (14)
Now let λ ∈ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0}. Then Pk−1(λ) /= 0. Otherwise a
back substitution in (7) gives P0(λ) = 0. If Pj (λ) = 0 for some j ∈  then the
use of (14) gives λ ∈ σ(L(T)). Hence we may assume Pj (λ) /= 0 for all j ∈ .
If in addition Pj (λ) /= 0 for all j ∈ −  then (8) holds and det(λI − L(T)) = 0
because P+k (λ) = 0 or P−k (λ) = 0. If Pi(λ) = 0 for some i ∈ −  then we have the
assumptions under which (12) was obtained. Therefore, det(λI − L(T)) = 0. Thus,
we have proved
{λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0} ⊆ σ(L(T)). (15)
From (14) and (15)
∪j∈{λ : Pj (λ) = 0} ∪ {λ : P+k (λ) = 0} ∪ {λ : P−k (λ) = 0} ⊆ σ(L(T)).
(16)
Finally, (15) and (16) imply (9). 
Let T +k and T
−
k be the k × k symmetric tridiagonal matrices given below
T +
k
=


1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
.
.
.
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk − 1√
dk − 1 dk + 1


,
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T −
k
=


1
√
d2 − 1√
d2 − 1 d2
√
d3 − 1√
d3 − 1 d3
.
.
.
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 dk−1
√
dk − 1√
dk − 1 dk − 1


.
Observe that
T +k = T −k + diag{0, 0, . . . , 0, 2}.
Lemma 2. For j = 1, 2, 3, . . . , k − 1, let Tj be the j × j leading principal subma-
trix of T +k . Then
det(λI − Tj ) = Pj (λ), j = 1, 2, . . . , k − 1,
det(λI − T +k ) = P+k (λ)
and
det(λI − T −k ) = P−k (λ).
Proof. It is well known [1, p. 229] that the characteristic polynomials, Qj , of the
j × j leading principal submatrix of the k × k symmetric tridiagonal matrix

a1 b1
b1 a2 b2
b2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. ak−1 bk−1
bk−1 ak


,
satisfy the three-term recursion formula
Qj(λ) = (λ − aj )Qj−1(λ) − b2j−1Qj−2(λ)
with
Q0(λ) = 1 and Q1(λ) = λ − a1.
In our case, a1 = 1, aj = dj for j = 2, 3, , . . . , k and bj =
√
nj
nj+1 for j = 1, 2, . . . ,
k − 1. For these values, the above recursion formula gives the polynomials Pj , j =
0, 1, 2, . . . , k − 1, P+k and P−k . Now, we use (1), to see that
√
nj
nj+1 =
√
dj − 1 for
j = 1, 2, . . . , k − 1. 
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Theorem 2. Let Tj , j = 1, 2, . . . , k − 1, T +k and T −k be as above. Then
(a) σ(L(T)) = (∪j∈σ(Tj )) ∪ σ(T −k ) ∪ σ(T +k ).
(b) The multiplicity of each eigenvalue of the matrix Tj , as an eigenvalue of L(T),
is at least (nj − nj+1) for j ∈  and 1 for the eigenvalues of T −k and T +k .
Proof. (a) is an immediate consequence of Theorem 1 and Lemma 2. From the strict
interlacing property [3] for a symmetric tridiagonal matrix with nonzero codiago-
nal entries, it follows that its eigenvalues are simple. Hence the eigenvalues of Tj ,
j = 1, 2, . . . , k − 1, T +k and T −k are simple. Finally, we use (8) and Lemma 2 to
obtain (b). 
Example 1. For the tree in (2) we have
T +4 =


1
√
3√
3 4
√
2√
2 3
√
2√
2 4

 ,
T −4 =


1
√
3√
3 4
√
2√
2 3
√
2√
2 2


and  = {1, 2, 3}. From Theorem 2, the eigenvalues of L(T) are the eigenvalues of
T1, T2, T3, T
+
4 and T
−
4 . To four decimal places these eigenvalues are
T1 : 1
T2 : 0.2087 4.7913
T3 : 0.0746 2.4481 5.4774
T −4 : 0 1 3.3840 5.6180
T +4 : 0.0444 1.7739 4.3777 5.8041
Theorem 3. Let L(T) be the Laplacian matrix ofT. Then
(a) σ(Tj−1) ∩ σ(Tj ) = φ for j = 2, 3, . . . , k − 1.
(b) σ(Tk−1) ∩ σ(T +k ) = φ and σ(Tk−1) ∩ σ(T −k ) = φ.
(c) det Tj = 1 for j = 1, 2, . . . , k − 1, det T −k = 0 and det T +k = 2.
(d) The largest eigenvalue of T +k is the largest eigenvalue of L(T) and the largest
eigenvalue of T −k is the second largest eigenvalue of L(T).
(e) The smallest eigenvalue of T +k is the algebraic connectivity ofT.
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Proof. (a) and (b) follow from the strict interlacing property for symmetric tridia-
gonal matrices with nonzero codiagonal entries. We apply the Gaussian elimination
procedure, without row interchanges, to reduce Tj to the upper triangular matrix

1
√
d2 − 1
1
√
d3 − 1
1
.
.
.
.
.
.
√
dk−1 − 1
1
√
dj − 1
1


.
The same procedure applied to T −k and T
+
k gives the upper triangular matrices

1
√
d2 − 1
1
√
d3 − 1
.
.
.
.
.
.
.
.
.
√
dk−1 − 1
1
√
dk − 1
0


and 

1
√
d2 − 1
1
√
d3 − 1
.
.
.
.
.
.
.
.
.
√
dk−1 − 1
1
√
dk − 1
2


,
respectively. Thus (c) is proved. Thus, 0 is the smallest eigenvalue of T −k . At this point
we recall that the eigenvalues of a Hermitian matrix increase if a positive semidefinite
matrix is added to it [4, Corollary 4.3.3]. Then the eigenvalues of T +k are greater or
equal to the eigenvalues of T −k . Now, (d) and (e) follow from this fact and the strict
interlacing property already used. 
Now we search for the spectrum of the adjacency matrix ofT.
Let
D =


−In1
In2 −In3
.
.
.
(−1)k−1Ink−1
(−1)kI2


.
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One can easily see that
D(λI + A(T))D−1 = λI − A(T). (17)
Theorem 4. Let
S0(λ) = 1, S1(λ) = λ,
Sj (λ) = λSj−1(λ) − nj−1
nj
Sj−2(λ) for j = 2, 3, . . . , k − 1,
S−k (λ) = (λ + 1)Sk−1(λ) −
nk−1
2
Sk−2(λ)
and
S+k (λ) = (λ − 1)Sk−1(λ) −
nk−1
2
Sk−2(λ).
Then
(a) If Sj (λ) /= 0, for all j = 1, 2, . . . , k − 1, then
det(λI − A(T)) = S−k (λ)S+k (λ)
∏
j∈
S
nj−nj+1
j (λ). (18)
(b) σ(A(T)) = (∪j∈{λ : Sj (λ) = 0}) ∪ {λ : S−k (λ) = 0} ∪ {λ : S+k (λ) = 0}.
Proof. Similar to the proof of Theorem 1. Apply Lemma 1 to the matrix M = λI +
A(T). For this matrix αj = λ for j = 1, 2, . . . , k. From (17), we have det(λI −
A(T)) = det(λI + A(T)). This concludes the proof. 
Let R+k and R
−
k be the k × k symmetric tridiagonal matrices
R+
k
=


0
√
d2 − 1√
d2 − 1 0
√
d3 − 1√
d3 − 1
.
.
.
.
.
.
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 0
√
dk − 1√
dk − 1 1


and
R−
k
=


0
√
d2 − 1√
d2 − 1 0
√
d3 − 1√
d3 − 1
.
.
.
.
.
.
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 0
√
dk − 1√
dk − 1 −1


.
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Observe that
R+k = R−k + diag{0, 0, . . . , 0, 2}.
Lemma 3. For j = 1, 2, 3, . . . , k − 1, let Rj be the j × j leading principal subm-
atrix R+k . Then
det(λI − Rj ) = Sj (λ), j = 1, 2, . . . , k − 1,
det(λI − R−k ) = S−k (λ),
det(λI − R+k ) = S+k (λ).
Proof. Similar to the proof of Lemma 2. 
Theorem 5. Let Rj , j = 1, 2, . . . , k − 1, R+k and R−k as above. Then
(a) σ(A(T)) = (∪j∈σ(Rj )) ∪ σ(R−k ) ∪ σ(R+k ).
(b) The multiplicity of each eigenvalue of the matrix Rj , as an eigenvalue of A(T),
is at least (nj − nj+1) for j ∈  and 1 for the eigenvalues of R−k and R+k .
Proof. (a) is an immediate consequence of Theorem 4 and Lemma 3. From the strict
interlacing property [3] for a symmetric tridiagonal matrix with nonzero codiago-
nal entries, it follows that its eigenvalues are simple. Hence the eigenvalues of Tj ,
j = 1, 2, . . . , k − 1, T +k and T −k are simple. Finally, we use (18) and Lemma 3 to
obtain (b). 
The following theorem is now immediate due to the strict interlacing property.
Theorem 6. The largest eigenvalue of R+k is the largest eigenvalue of A(T).
Example 2. For the tree in (2)
R+4 =


0
√
3√
3 0
√
2√
2 0
√
2√
2 1

 ,
R−4 =


0
√
3√
3 0
√
2√
2 0
√
2√
2 −1


and  = {1, 2, 3}. The eigenvalues of A(T) are the eigenvalues of R1, R2, R3, R+4
and R−4 and they are
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R1 : 0
R2 : −1.7321 1.7321
R3 : −2.2361 0 2.2361
R−4 : −2.6105 −1.4399 0.6708 2.3795
R+4 : −2.3795 −0.6708 1.4399 2.6105
3. Bounds for the spectral radius of trees
From now on let µ1(G) and λ1(G) be the largest eigenvalue of L(G) and A(G),
respectively. Let dv denotes the degree of v ∈ V . The distance d(v, u) from a vertex
v to a vertex u is the length of the shortest path from v and u. We recall that the
excentricity eu of a vertex u is the largest distance from u to any other vertex of the
graph. Let
 = max{dv : v ∈ V }.
In [8, Theorem 1, p. 36] Stevanovic´ proved for a treeT with largest vertex degree 
that
µ1(T) < + 2
√
− 1 (19)
and
λ1(T) < 2
√
− 1. (20)
In [7], for any tree T, we derived the following upper bounds for µ1(T) and
λ1(T).
Theorem 7. Let T be a tree with largest vertex degree . Let u be a vertex of T
such that du = . Let k = eu + 1. For j = 1, 2, . . . , k − 1, let
δj = max{dv : dist(v, u) = j}.
Then
µ1(T) < max
{
max
2jk−2
{√
δj − 1 + δj +
√
δj−1 − 1
}
,
√
δ1 − 1 + δ1 +
√
,+ √
}
(21)
and
λ1(T) < max
{
max
2jk−2
{√
δj − 1 +
√
δj−1 − 1
}
,
√
δ1 − 1 +
√

}
. (22)
Next, we prove that (21) and (22) improve the Stevanovic´ bounds (19) and (20)
respectively, except if δ1 = . For j = 2, 3, . . . , k − 2, it is clear that√
δj − 1 + δj +
√
δj−1 − 1
√
− 1 + + √− 1
=+ 2√− 1.
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One can easily check that
+ 2√− 1  √− 1 + − 1 + √.
For δ1 < , we have√
− 1 + − 1 + √ > √δ1 − 1 + δ1 + √.
Therefore√
δ1 − 1 + δ1 +
√
 < + 2√− 1 except if δ1 = .
Thus, we have proved that (21) improves (19). For j = 2, 3, . . . , k − 2, it is clear that√
δj − 1 +
√
δj−1 − 1  2
√
− 1.
The inequality
− 1  √(− 2)
implies
4(− 1)− 2 + + 2√(− 2)
=(√− 2 + √)2.
Hence
2
√
− 1  √− 2 + √.
For δ1 < , we have√
− 2 + √  √δ1 − 1 + √.
Therefore√
δ1 − 1 +
√
  2
√
− 1 except if δ1 = .
In this Section we improve the Stevanovic´ bounds when δ1 = .
Suppose δ1 = . ThenT is a tree with at least two adjacent vertices u and v such
that du = dv = . Below there is an example of such a tree
(23)
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LetS be the forest obtained fromT by deleting the edge uv. ThusS is the union
of two disjoint treesTu = (Vu,Eu) andTv = (Vv, Ev). Let
ku = eu + 1,
kv = ev + 1,
where eu and ev are the excentricities of u and v with respect to the treesTu andTv
respectively. Now, we define
k = max{ku, kv},
γj (u) = max{dx : x ∈ Vu, dist(x, u) = j}, 1  j  k − 2,
γj (v) = max{dy : y ∈ Vv, dist(y, v) = j}, 1  j  k − 2
and
γj = max{γj (u), γj (v)}, 1  j  k − 2, (24)
where γj (u) = 0 for j > ku − 1 or γj (v) = 0 for j > kv − 1.
For the tree in (23) we have
du = dv =  = 4,
ku = 4, kv = 3, k = 4,
γ1(u) = 3, γ1(v) = 2, γ1 = 3,
γ2(u) = 2, γ2(v) = 1, γ2 = 2.
LetTk be the tree of k levels with only the vertices u and v in level 1, each of them
with degree , and such that, for j = 1, 2, . . . , k − 2, the vertices in level (j + 1)
have degree γj . The treeT4 obtained fromT in (23) is
u v
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Clearly,T is an induced subgraph ofTk . Hence λ1(T)  λ1(Tk) and µ1(T) 
µ1(Tk).
From Theorem 3, µ1(Tk) is the largest eigenvalue of the k × k matrix


1
√
γk−2 − 1√
γk−2 − 1 γk−2 √γk−3 − 1
√
γk−3 − 1 . . . . . .
.
.
. γ2
√
γ1 − 1√
γ1 − 1 γ1
√
− 1√
− 1 + 1


(25)
and from Theorem 6, λ1(Tk) is the largest eigenvalue of the k × k matrix


0
√
γk−2 − 1√
γk−2 − 1 0 √γk−3 − 1
√
γk−3 − 1 . . . . . .
.
.
. 0
√
γ1 − 1√
γ1 − 1 0
√
− 1√
− 1 1


.
(26)
We now apply Geršgorin’s theorem to these matrices obtaining the following upper
bounds for µ1(T) and λ1(T).
Theorem 8. Let T be a tree with largest vertex degree  and such that there exist
two adjacent vertices u and v with du = dv = . Let γj as in (24). Then
µ1(T) < max
{
max
2jk−2
{√
γj − 1 + γj +
√
γj−1 − 1
}
,
√
γ1 − 1 + γ1 +
√
− 1,+ 1 + √− 1
}
(27)
and
λ1(T) < max
{
max
2jk−2
{√
γj − 1 +
√
γj−1 − 1
}
,
√
γ1 − 1 +
√
− 1
}
.
(28)
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Example 3. LetT be the tree
u v
Then
u = v = 5 = , ku = eu + 1 = 4, kv = ev + 1 = 6, k = 6,
γ1 = max{3, 4} = 4, γ2 = max{2, 2} = 2, γ3 = max{1, 2} = 2,
γ4 = max{0, 2} = 2.
Hence the matrices in (25) and (26) are

1 1
1 2 1
1 2 1
1 2
√
3√
3 4 2
2 6


and 

0 1
1 0 1
1 0 1
1 0
√
3√
3 0 2
2 1


.
The new bounds (27) and (28) give µ1(T) < 8 and λ1(T) < 2 +
√
3. The bounds
of Stevanovic´ in (19) and (20) give µ1(T) < 5 + 2
√
4 = 9 and λ1(T) < 2
√
4 = 4.
Next we prove the bound (27) gives a better upper bound for µ1(T) than the
bound (19) of Stevanovic´ for any tree with two adjacent vertices u and v such that
du = dv = . It is clear that
O. Rojo / Linear Algebra and its Applications 414 (2006) 199–217 217√
γj − 1 + γj +
√
γj−1 − 1  + 2
√
− 1
for j = 2, . . . , k − 2,√
γ1 − 1 + γ1 +
√
− 1  + 2√− 1.
The inequality
1 
√
− 1
implies
+ 1 + √− 1  + 2√− 1.
Therefore, the bound (27) improves the bound (19). Moreover, one can easily see that
(28) improves the bound (20).
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