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Abstract
We prove that many representations ρ : Gal(K/K) → GL2(F3), where K is a CM field, arise from
modular elliptic curves. We prove similar results when the prime p = 3 is replaced by p = 2 or p = 5. As
a consequence, we prove that a positive proportion of elliptic curves over any CM field not containing a
5th root of unity are modular.
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1 Introduction
In this paper we take the first steps towards proving the modularity (as opposed to potential modularity)
of elliptic curves over CM fields (for example, imaginary quadratic fields). We say that an elliptic curve
E over a number field K is modular if either E has complex multiplication, or there exists a cuspidal,
regular algebraic automorphic representation π of GL2(AK) such that E and π have the same L-function.
This implies, for example, that the L-function L(E, s) has an analytic continuation to the whole complex
plane, and therefore that the Birch–Swinnerton-Dyer conjecture for E can be formulated unconditionally.
The modularity of all elliptic curves over a given number field is known to have profound Diophantine
consequences [Wil95, vKM, cS18].
As an illustration of our techniques, we prove:
Theorem 1.1 (Special case of Theorem 10.1). Let K be an imaginary quadratic field. Then a positive
proposition of elliptic curves over K are modular.
In fact, we give precise conditions that imply the modularity of an elliptic curve over any CM field
not containing a primitive 5th root of unity. It suffices to impose local conditions at finitely many places,
leading to the theorem stated above.
The first general results concerning modularity of elliptic curves over number fields were proved
in the case K = Q [Wil95, TW95]. In these works, the modularity of all semistable elliptic curves over
Q is established broadly following two steps. In the first step, modularity lifting theorems are proved for
2-dimensional Galois representations ρ : Gal(Q/Q) → GL2(Zp). These theorems state that if ρ satisfies a
list of conditions, chief among them that the residual representation ρ : Gal(Q/Q) → GL2(Fp) is already
known to arise from modular forms (say holomorphic of weight 2), then ρ also arises from modular forms.
Since modularity of an elliptic curve E is equivalent to modularity of any one of its associated p-adic Galois
representations ρE,p, this largely reduces the problem of showing modularity of E to proving modularity of
some ρE,p.
In the second step, modularity of ρE,p is proved to hold if p = 3. The first main observation is
that the Langlands–Tunnell theorem (which asserts the modularity of certain Artin representations with
soluble image) implies that ρE,3 arises from a holomorphic modular form of weight 1. Since any such form
is congruent to a form of weight 2, one can apply the previously established modularity lifting theorem to
deduce the modularity of E, provided that ρE,3 satisfies the technical conditions of the modularity lifting
theorem. In particular, it should be irreducible. For elliptic curves which do not satisfy this irreducibility
condition, a clever trick (the ‘3–5 switch’) is used to show that p = 5 works instead.
This two-pronged approach has proved very fruitful for studying the modularity of elliptic curves
over totally real number fields, leading to a number of impressive results. For example, we mention the
modularity of all elliptic curves over real quadratic fields [FLHS15], and the potential modularity of all
elliptic curves over totally real number fields, proved using Taylor’s ‘potential p–q switch’ [Tay02], which
supplants the second step described above in cases where the 3–5 switch is not applicable.
Recent progress in our understanding of the Galois representations attached to torsion classes in
the cohomology of arithmetic locally symmetric spaces has led to the possibility of studying the modularity
of elliptic curves over CM fields. We recall that a CM field is, by definition, a totally imaginary quadratic
extension of a totally real field. The simplest class of CM fields is that of the imaginary quadratic fields.
Two groups of authors have now proved modularity lifting theorems that have the potential to be applied to
proving the modularity of elliptic curves over CM fields [BCGP, ACC+]. Combined with Taylor’s technique
for verifying the potential modularity of a given residual representation, this leads to the potential modularity
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of all elliptic curves over CM fields [ACC+, Theorem 1.0.1] and even over an arbitrary quadratic extension
of a totally real field [BCGP, Theorem 1.1.4].
This naturally leads to the question of whether, for an elliptic curve E over a CM field K, one can
follow the same lines as Wiles by establishing e.g. the residual modularity of the modulo 3 representation
ρE,3, and then use this to prove modularity of E over its original field of definition. The following theorem,
which is a special case of one of the main theorems of this paper, affirms that this is the case:
Theorem 1.2. [Theorem 9.16] Let K be an imaginary quadratic field, and let ρ : GK → GL2(F3) be a
continuous homomorphism of cyclotomic determinant. Suppose that for each place v|5 of K, there exists a
Tate elliptic curve Ev over Kv such that ρ|GKv ∼= ρEv,3. Then there exists a modular elliptic curve E over
K such that ρ ∼= ρE,3.
In particular, ρ is modular, in the sense that it arises from a regular algebraic, cuspidal automorphic
representation of GL2(AK) of weight 2.
In fact, we prove a similar theorem where K is allowed to be any imaginary CM field such that
ζ5 6∈ K, and for mod 2 and mod 5 representations as well as mod 3 representations; see Theorem 9.16. We
use “Tate elliptic curve” as a synonym for “elliptic curve with split multiplicative reduction” and “weight 2”
as a synonym for “cohomological”. We note in particular that the local condition at the places v|5 of K in
Theorem 1.2 is always satisfied after passage to a soluble CM extension. We therefore expect that, combined
with base change, this theorem will have many applications to proving modularity of elliptic curves beyond
those presented in this paper.
As mentioned above, the modularity of a residual representation ρ : Gal(K/K)→ GL2(F3) can be
proved in the case that K is a totally real field using the Langlands–Tunnell theorem (see [Ser87, §5.3]).
The same chain of reasoning no longer applies when K is a CM field. Indeed, a PGL2(F3)-representation
can still be lifted to an Artin representation in characteristic 0, as in [Ser87], and the automorphy of this lift
proved using the Langlands–Tunnell theorem. However, there is no known method to construct congruences
between the resulting automorphic representation and one which is cohomological. More informally, one
does not know how to go from weight 1 to weight 2. Note that such a method would presumably also imply
the existence of Galois representations attached to algebraic Maass forms for GL2(AQ)! We must therefore
find a different route.
Our argument is inspired by the ‘3-5’ switch of Wiles, and in particular makes crucial use of the
fact that certain modular curves of low level can have infinitely many rational points (because they have
genus 0 or 1). A first approximation to the argument is that instead of using p = 3, we want to use
p = 2. Indeed, the mod 2 representation of an elliptic curve is always dihedral, if it is irreducible, and one
knows that automorphic induction can lead to cohomological automorphic representations, in contrast to
the automorphic representations asserted to exist by the Langlands–Tunnell theorem.
We therefore first prove a 2-adic automorphy lifting theorem for ordinary 2-adic Galois representa-
tions, which applies to the case of soluble (and therefore dihedral – see Proposition 2.2) residual image. This
takes up §§4 – 7 of the paper, the final statement being Theorem 7.1. Unfortunately, we must impose a local
condition at the places v|2 of K which precludes the existence of an ordinary, cohomological, dihedral lift of
the given dihedral residual representation. A weaker version of this condition is necessary to force the dihe-
dral locus in the ordinary deformation space to be sufficiently small, following a strategy of Skinner–Wiles
[SW01]. The stronger version that we impose further ensures that the ordinary Galois deformation problems
at the 2-adic places are formally smooth, a condition that we need in order to control the relevant global
Selmer groups. We therefore impose the condition that ρ extends to a representation of the Galois group
of the maximal totally real subfield K+ of K. Under this condition, we can verify the residual automorphy
by using automorphic induction in weight 1 over K+, passing to weight 2 over K+ (using Hida theory in
the same way as in [All14]), and then using base change to get the residual automorphy over K. This leads
to a modularity theorem for ordinary 2-adic Galois representations of Gal(K/K) that does not have any
assumption of residual modularity (but does have an assumption that the residual representation extends to
Gal(K/K+)).
This seems at first to be catastrophic for e.g. the proof of Theorem 1.2, since the condition that ρE,2
extends to Gal(K/K+) is a Diophantine condition on elliptic curves E over K. Note that the modular curve
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parameterizing elliptic curves E with fixed mod 2 and mod 3 representations (which is a twist of X(6)) has
genus 1, and often has no rational points at all. The key to getting around this is Lemma 9.6, which shows
that the main obstruction to the existence of rational points is the image of the discriminant of the elliptic
curve E in K×/(K×)6; this can be read off from the action of the Galois group on E[6] = E[2]× E[3].
In order to prove Theorem 1.2, we carefully construct a soluble CM extension L/K over which this
obstruction can be shown to vanish. This implies the modularity of ρ|GL , and then a further argument using
soluble base change and the rationality of X(3) gives the modularity of ρ itself. Similar arguments can then
be used to prove the analogue of Theorem 1.2 for the primes p = 2 and p = 5.
Structure of this paper
We now describe the contents of this paper. In §2 and §3 we establish some useful background results;
these can be omitted on a first reading. In §4 – §7 we develop Galois deformation theory, with particular
attention paid to p = 2, and prove our main 2-adic automorphy lifting theorem. The techniques used are a
mix of those of [All14] and [ACC+]. Two important novelties here are the use of non-neat level subgroups
(forced on us by the rather degenerate residual representations we use), which requires a vanishing theorem
for the non-Eisenstein part of the cohomology at torsion levels, and a modification of the Skinner–Wiles
patching argument where we must control what happens at multiple dimension 1 primes of the Hecke
algebra simultaneously. See Theorem 5.11 for the first statement and Proposition 6.15 for an illustration of
the latter technique.
In §8 we state some new modularity lifting theorems for ordinary p-adic Galois representations,
where p is odd. These are closer to the results of [ACC+], but again our need to deal with more degenerate
residual representations means we have to work a little harder. We relegate the proofs to an appendix, which
could be skipped on first reading, although they are necessary in order to achieve our main applications.
In §9 we carry out the ‘2–3 switch’ argument sketched above and prove Theorem 1.2 and its analogues.
Finally, in §10 we prove Theorem 1.1, which we hope will be the first of many applications of the results of
this paper to the problem of modularity of elliptic curves over CM fields.
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1.2 Notation
If K is a field, then we write GK for the absolute Galois group of K (with respect to a fixed choice of
separable closure Ks/K). If E is an elliptic curve over K and p is a prime not dividing the characteristic of
K, we write ρE,p : GK → GL2(Fp) for the Galois representation on E[p](Ks) determined by a fixed choice
of basis.
If K is a number field and v is a place of K, then we write Kv for the corresponding completion. We
will fix an embedding Ks → Ksv extending K → Kv. This choice determines an embedding GKv → GK . If
moreover v is a finite place then we write pv ⊂ OK for the corresponding prime ideal, OKv ⊂ Kv for the ring
of integers, ̟v ∈ OKv for a fixed choice of uniformizer, k(v) = OK/pv for the residue field, and qv = #k(v)
for the cardinality of the residue field. We write Frobv ∈ GKv for a geometric Frobenius lift at v. If p is a
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prime, we write ǫ : GK → Z×p for the p-adic cyclotomic character (the prime p will always be clear from the
context).
If A is a ring, and P is a prime ideal, then we will write A(P ) for the localization of A at P and AP
for the completion of this local ring. Similarly if M is an A-module, we write M(P ) for the localization at P
and MP for the completion with respect to the P -adic topology. If A is a local ring, then we write mA for
its maximal ideal.
Throughout this paper we use “complex” as a synonym for “cochain complex”, and identify any
naturally occurring chain complex C• with the cochain complex C
• defined by the formula Ci = C−i. If A is
a ring then we writeD(A) for the derived category of cochain complexes of A-modules, andD(A)+,D(A)− ⊂
D(A) for its full subcategories of bounded below (resp. bounded above) complexes. Every object of D(A)
with bounded above cohomology groups is isomorphic in D(A) to a bounded above complex of projective
A-modules. If A is a Noetherian commutative local ring, we define a minimal complex of A-modules to be
a bounded complex C of finite projective A-modules such that the differentials on C ⊗A A/mA are all 0.
If A is a complete Noetherian local ring, then we will write CNLA for the category of complete
Noetherian local A-algebras R with residue field A/mA. If G is a group scheme over A, then we write Ĝ for
the functor CNLA → Sets which sends R ∈ CNLA to the group ker(G(R)→ G(R/mR)).
If A is a discrete valuation ring with fraction field E, and M is an A-module, then we call M∨ =
HomA(M,E/A) the Pontryagin dual of M .
In situations where we have fixed a prime p, we will fix an algebraic closure Qp of Q, and call subfields
E ⊂ Qp which are finite over Qp coefficient fields. We will generally write O ⊂ E for the ring of integers of
a coefficient field, k for its residue field, and ̟ ∈ O for a choice of uniformizer. We call O a coefficient ring.
If L is a characteristic 0 local field and χ1, χ2 : L
× → C× are smooth characters, we write iGBχ2 ⊗
χ2 for the normalized induction of χ1 ⊗ χ2 from the upper triangular subgroup B ⊆ GL2(L) to G =
GL2(L). Specifically, this is the space of locally constant functions f : GL2(L) → C such that f(
(
a b
0 d
)
g) =
|ad |1/2χ1(a)χ2(b)f(g) for all
(
a b
0 d
) ∈ B and g ∈ G. Here |·| is normalized absolute value on L.
We write Zn+ for tuples of integers (λ1, . . . , λn) with λ1 ≥ · · ·λn. We write Zn+,0 ⊂ Zn+ for the subset
of (λ1, . . . , λn) with λ1 + · · ·+ λn = 0. We identify Zn+ ⊂ Zn with the set of dominant weights of GLn with
respect to the usual diagonal torus and upper triangular Borel subgroup.
If L is a non-archimedean local field, we write ArtL : L
× → GL for the Artin map normalized so that
uniformizers are taken to geometric Frobenii. If ρ : GL → GLn(Qp) is a potentially semistable representation,
we write WD(ρ) for the associated Weil–Deligne representation. If L has residual characteristic p, we say
that ρ is ordinary of weight λ ∈ (Zn+)HomQp (L,Qp) if there is a full flag 0 = Fil0 ⊂ · · · ⊂ Filn = Q
n
p stabilized
by ρ such that letting ψi : GL → Q×p be the character giving the action of ρ on Fili /Fili−1, we have
ψi ◦ArtL(x) =
∏
τ∈HomQp (L,Qp)
τ(x)−(λτ,n−i+1+i−1)
for all x in some open subgroup of O×L . If K is a number field and ρ : GK → GLn(Qp) is a continuous
representation, we say that ρ is ordinary of weight λ ∈ (Zn+)Hom(L,Qp) if for each place v|p of K, ρ|GKv is
ordinary of weight λv = (λτ )τ∈HomQp (Kv ,Qp)
.
LetK be a number field. If π is an irreducible admissible representation of GLn(AK), we say that π is
of weight λ if π∞ has the same infinitesimal character as the dual of the irreducible algebraic representation
of GLn(K ⊗Q C) of highest weight λ. Note that this reflects a different choice of normalisation to that
used in the introduction, which is adapted to classical holomorphic modular forms; thus “weight 2” in the
introduction corresponds to “weight 0” in the body of the paper.
If K is a CM number field and π is a cuspidal automorphic representation of GLn(AK) of weight
λ, then for each isomorphism ι : Qp → C, there exists a continuous semisimple representation rι(π) : GK →
GLn(Qp), characterized up to isomorphism by the characteristic polynomials of Frobenius elements at all but
finitely many places [HLTT16, Theorem A]. An elliptic curve E over K without complex multiplication is
modular if and only if there exists a cuspidal automorphic representation π of weight 0 and an isomorphism
ι : Qp → C such that ρE,p ⊗ ǫ−1 ∼= rι(π). See Lemma 9.1 for more discussion of this notion.
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2 Group theory
In this section, we prove some group theoretic lemmas and propositions that will be useful later.
2.1 Dihedral representations
We first collect some useful facts about dihedral Galois representations. Let K be a number field.
Definition 2.1. Let ρ : GK → GL2(F2) be a continuous representation. We say that ρ is dihedral if the
image of ρ(GK) in PGL2(F2) is isomorphic to a dihedral group.
Proposition 2.2. Let ρ : GK → GL2(F2) be a continuous representation. The following are equivalent:
1. ρ is irreducible and ρ(GK) is soluble.
2. ρ is dihedral.
3. There is an isomorphism ρ ∼= IndGKGL χ, where L/K is a quadratic extension and χ : GL → F
×
2 is a
continuous character such that χσ 6= χ, where σ ∈ Gal(L/K) is the non-trivial element.
In case 3, the extension L/K is uniquely determined by ρ.
Proof. It is clear that 3 ⇒ 2 ⇒ 1. To show that 1 ⇒ 3, we use the classification of finite subgroups of
PGL2(F2), which shows that any soluble, irreducible subgroup of PGL2(F2) is, after conjugation, contained
in the normalizer of the standard maximal torus of PGL2, and surjects onto the Weyl group of this torus.
In particular, ρ(GK) contains a unique index two subgroup, corresponding to a quadratic extension L/K,
and there is an isomorphism ρ|GL ∼= χ⊕ χσ. If χ = χσ then ρ preserves a line, so is reducible.
We recall (cf. [CS17]) that a representation ρ : GK → GL2(F2) is said to be decomposed generic
if there exists a prime l 6= 2 which splits in K and such that for each place v|l of K, ρ|GKv is unramified
and the eigenvalues αv, βv of ρ(Frobv) satisfy αv/βv 6= q±1v . (In fact, in characteristic 2 this just means that
αv 6= βv.)
Lemma 2.3. Let ρ : GK → GL2(F2) be dihedral and decomposed generic. Then for any m ≥ 1, ρ|GK(ζ2m )
is decomposed generic.
Proof. Let L/K denote the quadratic extension associated to ρ, and let L˜ denote the Galois closure of L/Q.
Let ψ = χ/χσ. If ρ is decomposed generic, then there exists g ∈ GL˜ such that for all h ∈ GQ, ψ
h
(g) 6= 1.
Indeed, we can just choose g to be in the conjugacy class of a Frobenius element at the prime l. Then
g2
m ∈ GL˜(ζ2m ) and for all h ∈ GQ, ψ
h
(g2
m
) 6= 1 (as ψ has odd order). Let E/Q be a Galois extension
containing the extension of L(ζ2m) cut out by ρ. Let l
′ be a prime unramified in E and with the conjugacy
class of Frobl′ in Gal(E/Q) equal to that of the image of g
2m . The existence of l′ implies that ρ|GK(ζ2m ) is
decomposed generic.
Lemma 2.4. Suppose that ρ : GK → GL2(F2) is dihedral but that the corresponding quadratic extension
L/K is not contained in K(ζ2m) for any m ≥ 1. Then for any m ≥ 1, ρ|GK(ζ2m ) is dihedral.
Proof. To show that ρ|GK(ζ2m ) is dihedral, it is enough to show that ρ(GK(ζ2m )) = ρ(GK). Equivalently,
that L/K and K(ζ2m) are linearly disjoint. The only possibilities for the intersection are L ∩K(ζ2m) = K
or L ∩ K(ζ2m) = L. In the first case we’re done; in the second, we get L ⊂ K(ζ2m), contradicting our
assumption.
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2.2 Continuous cochain cohomology
Let F be a local field of residual characteristic p and with ring of integers A. We review some facts about
continuous group cohomology for profinite groups acting continuously on topological A-modules. This is all
standard when F is a local field of characteristic 0 but we will also need these facts when F has characteristic
p. The proofs are the same as in the characteristic 0 case. We include them here for for lack of a reference.
Let Γ be a profinite topological group and let M be a topological A-module equipped with a con-
tinuous A-linear Γ-action. Then we can form the continuous cohomology groups Hi(Γ,M) computed using
continuous cochains (see [NSW08, Chapter II, §7], where these groups are denoted by Hicts(Γ,M)). In par-
ticular, the group H1(Γ,M) is given by the quotient Z1(Γ,M)/B1(Γ,M) where Z1(Γ,M) is the A-module
of continuous 1-cocycles (continuous functions f : Γ → M satisfying f(gh) = gf(h) + f(g)) and B1(Γ,M)
is the submodule of 1-cocycles of the form g 7→ gm−m for fixed m ∈ M . If the A-module M is further an
F -vector space, then so is Hi(Γ,M).
Let
0 //L //M //N //0
be a short exact sequence of topological A-modules equipped with continuous A-linear Γ-actions. If the
topology on L is induced from that on M and the map M → N has a continuous set-theoretic section, then
there is a long exact sequence of cohomology groups
· · · //Hi(Γ, L) //Hi(Γ,M) //Hi(Γ, N) //Hi+1(Γ,M) // · · · .
We have cup products as well as inflation, restriction, and corestriction satisfying all the usual properties (see
loc. cit.). In particular, we have the five term inflation-restriction exact sequence as well as the restriction-
corestriction formula.
The following is a special case of [NSW08, Corollary 2.7.6].
Proposition 2.5. Let t ∈ mA be nonzero. Assume that M is a finitely generated A-module and that
Hi−1(Γ,M/(tN )) is finite for all N ≥ 1. Then the natural map
Hi(Γ,M)→ lim←−
N
Hi(Γ,M/(tN )).
is an isomorphism.
Lemma 2.6. Let t ∈ mA be nonzero. Assume that M is a finitely generated A-module and let Y be a finitely
generated A-submodule of Hi(Γ,M). Then Hi(Γ,M)/Y contains no nontrivial t-divisible submodule.
Proof. Take xn ∈ Hi(Γ,M), n ≥ 0, such that xn ≡ txn+1 mod Y . We want to show that x0 ∈ Y . Let
g1, . . . , gr be cocycles representing generators for Y , and for each n ≥ 0, let fn be a cocycle representing xn.
Then for each n ≥ 0, then is an (i − 1)-cochain hn and elements anm ∈ A such that
fn = tfn+1 +
r∑
m=1
anmgm + dhn.
The space of continuous i-cochains of Γ with values in M is the inverse limit in n of the space of continuous
i-cochains of Γ with coefficients in M/(tn). So defining h =
∑
n≥0 t
nhn and am =
∑
n≥0 t
nanm, 1 ≤ m ≤ r,
we have f0 =
∑r
m=1 amgm + dh and x0 ∈ Y .
Proposition 2.7. Let t ∈ mA be nonzero. Assume that M is a finitely generated A-module and set V =
M ⊗A F .
1. Hi(Γ,M) is a finitely generated A-module if and only if Hi(Γ,M)/(t) is finite.
2. If M is t-torsion free and Hi(Γ,M/(t)) is finite, then Hi(Γ,M)/(t) is finite.
3. The canonical map Hi(Γ,M)⊗A F → Hi(Γ, V ) is an isomorphism.
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Proof. Assume thatHi(Γ,M)/(t) is finite. Let Y ⊆ Hi(Γ,M) be a finitely generatedA-submodule surjecting
onto Hi(Γ,M)/(t). Then Hi(Γ,M)/Y is t-divisible, so Y = Hi(Γ,M) by Lemma 2.6, proving part 1.
Part 2 follows easily from the long exact sequence in cohomology resulting from the short exact
sequence
0 //M
t //M //M/(t) //0.
We turn to part 3. Let Mtor ⊆ M be the mA-torsion (equivalently, the t-torsion) submodule of M .
Then M is finite, hence annihilated by some fixed power msA of mA. It follows that m
s
A also annihilates
Hi(Γ,Mtor) for every i ≥ 0. Considering the long exact sequences arising from
0 //Mtor //M //M/Mtor //0,
the natural map Hi(Γ,M) ⊗A F → Hi(Γ,M/Mtor) ⊗A F is an isomorphism. We are thus reduced to the
case that M is torsion free. We then consider the short exact sequence
0 //M //V //V/M //0.
Since V/M is discrete and Γ is compact, any (continuous) i-cocyle f : Γi → V/M takes only finitely many
values, so is annihilated by some power of mA. It follows that H
i(Γ, V/M)⊗A F = 0 for all i, so the natural
map Hi(Γ,M)⊗A F → Hi(Γ, V ) is an isomorphism.
2.3 Subgroups of GL2(FJtK)
Let F/F2 be a finite extension, and let A = FJtK, F = A[t
−1]. If R is a ring, let adR denote the R-module
of 2 × 2 matrices with entries in R, on which GL2(R) acts by conjugation, and let zR ⊂ adR denote the
scalar matrices. If R is a local ring and l ≥ 1 is an integer, then we write Γ(mlR) for the principal congruence
subgroup of SL2(R) of level l.
Lemma 2.8. Let Γ ⊂ GL2(A) be a compact subgroup with Zariski dense image in PGL2,F . Then H0(Γ, adA /zA) =
0.
Proof. It suffices to show that H0(PGL2(F ), adF /zF ) = 0. Let X ∈ adF map to H0(PGL2(F ), adF /zF ).
Then for all γ ∈ PGL2(F ), there exists zγ ∈ zF such that γXγ−1 − X = zγ . Choosing γ = diag(α, 1)
with α 6= 1, this forces X to be diagonal. Choosing γ =
(
1 α
0 1
)
with α 6= 0, this forces X ∈ zF . This
completes the proof.
Lemma 2.9. Let Γ ⊂ GL2(A) be a compact subgroup containing a non-trivial unipotent element, and with
Zariski dense image in PGL2,F . Then there exists g ∈ GL2(F ), a closed subfield F0 ⊂ F with F/F0 finite
and valuation ring A0 ⊂ A, and an integer l ≥ 1 such that Γ(mlA0) ⊂ g[Γ,Γ]g−1 ⊂ SL2(A0).
Proof. Let Γ′ denote the image of Γ in PGL2(F ). We apply [Pin98, Theorem 0.2] to Γ
′ to deduce the
existence of a subfield F0 ⊂ F with F/F0 finite, a linear algebraic group H over F0, and an isomorphism
ϕ : HF → PGL2,F with the following properties:
• We have Γ′ ⊂ ϕ(H(F0)).
• Let H˜ denote the simply connected cover of H , and let ϕ˜ : H˜F → SL2,F denote the induced isomor-
phism. Then the closure of [Γ,Γ] in SL2(F ) is an open subgroup of ϕ˜(H˜(F0)).
Since Γ contains a non-trivial unipotent element, so does Γ′ and hence so does H(F0). It follows that H
is split, hence we can identify H = PGL2,F0 and ϕ = Ad(g) for some g ∈ GL2(F ). Since SL2(F0) has a
unique GL2(F0)-conjugacy class of maximal compact subgroups, we can moreover assume that g[Γ,Γ]g
−1 ⊂
SL2(A0).
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Lemma 2.10. Let Γ ⊂ GL2(A) be a compact subgroup, and let ∆ ⊂ Γ be a closed normal subgroup with
Zariski dense image in PGL2,F . Then the map
coker(H1(Γ, zA)→ H1(Γ, adA))→ coker(H1(∆, zA)→ H1(∆, adA))
is injective.
Proof. It suffices to show that the mapH1(Γ, adA /zA)→ H1(∆, adA /zA) is injective. Its kernel isH1(Γ/∆, (adA /zA)∆),
and this is zero, by Lemma 2.8.
Lemma 2.11. Let Γ ⊂ GL2(A) be a compact subgroup containing a non-trivial unipotent element and with
Zariski dense image in PGL2,F . Then
coker(H1(Γ, zA)→ H1(Γ, adA))
has A-rank at most 1. If Γ is an open subgroup of SL2(A), then the rank equals 1, a non-t-torsion element
being given by the cocycle φ(g) = D(g)g−1, where D :M2(A)→M2(A) is the derivation given by the formula
D :
(
a(t) b(t)
c(t) d(t)
)
7→
(
a′(t) b′(t)
c′(t) d′(t)
)
(in other words, differentiate each matrix entry with respect to t).
Proof. We first show that the rank is at most 1. By Lemma 2.9 and Lemma 2.10, we can assume that there
exists g ∈ GL2(F ) and a subfield F0 ⊂ F with F/F0 finite and an integer l ≥ 1 such that Γ = gΓ(mlA0)g−1.
Let M = g adA g
−1 ⊂ adF . We can find an integer N ≥ 1 such that
tN adA ⊂M ⊂ t−N adA .
This implies that the multiplication by t2N endomorphism ofH1(Γ, adA)/H
1(Γ, zA) factors throughH
1(Γ,M)/H1(Γ, zA).
We are therefore free to replace Γ by g−1Γg. Since A0 → A is flat, we finally reduce to the case that
Γ = Γ(mlA) is a principal congruence subgroup of SL2(A).
We now use the cocycle computations done in the proof of [All14, Lemma 3.1.6]. We can summarise
these as follows. Let φ ∈ Z1(Γ, adA) be a cocycle. Then:
1. After multiplying φ by t3l and changing by a coboundary, we can assume that φ has the following
‘standard’ form: for all α ∈ 1 +mlA, x ∈ mlA, we have
φ
(
α 0
0 α−1
)
=
(
aα 0
0 aα
)
,
φ
(
1 x
0 1
)
=
(
ax bx
0 ax
)
,
and
φ
(
1 0
x 1
)
=
(
dx 0
bx dx
)
.
2. For φ in the above form, the image of φ in Z1(Γ, adA /zA) is uniquely determined by the function
bx : m
l
A → A, and the image of φ in Z1(Γ(m3lA), adA /zA) is uniquely determined by the value btl+1 .
This has the following consequence: if [φ], [φ′] ∈ H1(Γ, adA) are two cohomology classes which have non-
t-torsion image in H1(Γ, adA /zA), then their images in H
1(Γ(m3lA), adA /zA) must be proportional. The
composite map
coker(H1(Γ, zA)→ H1(Γ, adA))→ H1(Γ, adA /zA)→ H1(Γ(m3lA), adA /zA)
is a composite of two injections, so is injective. This proves the first assertion of the lemma.
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For the second, we now assume that Γ ⊂ SL2(A) is an open subgroup. It is easy to see that the given
formula for φ(g) defines an element of Z1(Γ, adA). We just need to check that its image in H
1(Γ, adA /zA)
is not t-torsion.
Suppose then for contradiction that there exists N ≥ 1 and X =
(
a b
c d
)
∈ adA such that for all
g ∈ Γ, we have tND(g)g−1 ≡ gXg−1−X mod zA. Considering an element of the form g = diag(1 + tk, (1 +
tk)−1) with k > l an even integer, we find that D(g) = 0, hence(
a (1 + t2k)b
(1 + t2k)−1c d
)
∈ zA.
This forces b = c = 0 and a = d, hence X ∈ zA and D(g)g−1 ∈ zA for all g ∈ Γ. Considering now an element
of the form g =
(
1 tk
0 1
)
with k > l an odd integer, we have
tND(g)g−1 =
(
0 tN+k−1
0 0
)
6∈ zA,
a contradiction. This completes the proof of the lemma.
Lemma 2.12. Let Γ ⊂ SL2(A) be an open subgroup, and let σ0 ∈ Γ be an element such that σ0 ∈ SL2(F) is
regular semisimple. Let [φ] ∈ H1(Γ, adA) be a class which has non-t-torsion image in H1(Γ, adA)/H1(Γ, zA).
Then for any open neighbourhood U of σ0 in Γ, there exists σ ∈ U such that φ(σ) 6∈ (σ − 1) adA.
Proof. After conjugating by an element of GL2(A), we can assume that σ0 is diagonal. Observe that
(σ0 − 1) adA ⊂ adA is then the rank 2 direct summand consisting of matrices with zero diagonal entries.
Let l ≥ 1 be an integer such that Γ(mlA) ⊂ Γ and such that for any z ∈ Z1(Γ, zA), we have z(g) = 0
for all g ∈ Γ(mlA). We will show that for any odd k > l, there exists τ ∈ Γ(mkA) such that if σ = σ0τ , then
φ(σ) 6∈ (σ − 1) adA. This will imply the result. If φ(σ0) 6∈ (σ0 − 1) adA, then we’re done. We can therefore
assume without loss of generality that φ(σ0) ∈ (σ0 − 1) adA. We are also free to replace φ by a multiple by
a non-zero element of A, and to change it by a coboundary. By Lemma 2.11, we can therefore assume that
φ(g) = D(g)g−1 + z(g), where D : M2(A) → M2(A) is the derivation given by differentiating each matrix
entry, and z ∈ Z1(Γ, zA).
Let k > l be an odd integer. If τ ∈ Γ(mkA), then φ(τ) = D(τ)τ−1 ≡ D(τ) mod mkA, and σ = τσ0 ≡
σ0 mod m
k
A, and φ(σ) = φ(τσ0) = φ(τ) +
τφ(σ0) ≡ φ(τ) + φ(σ0) mod mkA. We therefore just need to show
that we can choose τ such that φ(τ) mod mkA 6∈ (σ0 − 1) adA/(tk).
However, the possible values φ(τ) mod mkA = D(τ) mod m
k
A span a 3-dimensional F-vector subspace
of adA/(tk)[t]. Since (σ0−1) adA/(tk)[t] is 2-dimensional, there must exist a choice of τ satisfying the required
condition. This completes the proof.
Lemma 2.13. Let Γ ⊂ GL2(A) be a compact subgroup containing a non-trivial unipotent element, and with
Zariski dense image in PGL2,F . Let σ0 ∈ [Γ,Γ] be an element such that σ0 ∈ GL2(F) is regular semisimple.
Suppose that there exists a class [φ] ∈ H1(Γ, adA) which has non-t-torsion image in H1(Γ, adA)/H1(Γ, zA).
Then for any open neighbourhood U of σ0 in [Γ,Γ], there exists σ ∈ U such that φ(σ) 6∈ (σ − 1) adA.
Proof. By Lemma 2.9, there exists a subfield F0 ⊂ F with F/F0 finite, an element g0 ∈ GL2(F ), and an
integer l ≥ 1 such that we have
Γ(mlA0) ⊂ g0[Γ,Γ]g−10 ⊂ SL2(A0).
Let U be an open neighbourhood of σ0 in [Γ,Γ], and let M = g0 adA g
−1
0 ⊂ adF . After shrinking U , we can
assume that for any σ ∈ U , we have det(λ− σ) ≡ det(λ− σ0) mod (t). Choose an integer N ≥ 1 such that
tN adA ⊂M ⊂ t−N adA .
Let ψ denote the image of tNφ in Z1([Γ,Γ],M). By Lemma 2.12, we can find an element σ ∈ U such that
ψ(σ) 6∈ (σ − 1)M . We claim that this implies φ(σ) 6∈ (σ − 1) adA. Indeed, since σ is regular semisimple,
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(σ − 1) adA is an A-direct summand of adA, and (σ − 1) adA = (σ − 1) adF ∩ adA. We therefore have
φ(σ) ∈ (σ − 1) adA if and only if φ(σ) ∈ (σ − 1) adF . Since M ⊗A K = adA⊗AK = adF , we find that
φ(σ) ∈ (σ − 1) adA if and only if ψ(σ) ∈ (σ − 1)M . This completes the proof.
Proposition 2.14. Let Γ ⊂ GL2(A) be a compact subgroup containing a non-trivial unipotent element and
with Zariski dense image in PGL2,F . Suppose that Γ0 = im(Γ → PGL2(F)) is a dihedral group. Then for
any class [φ] ∈ H1(Γ, adA) which has non-t-torsion image in coker(H1(Γ, zA) → H1(Γ, adA)), there exists
σ ∈ [Γ,Γ] such that σ ∈ GL2(F) is regular semisimple and φ(σ) 6∈ (σ − 1) adA.
Proof. The odd dihedral group Γ0 has abelianization of order 2, and [Γ0,Γ0] contains regular semisimple
elements. Let σ0 ∈ [Γ,Γ] be an element whose image in GL2(F) is regular semisimple. By Lemma 2.13, we
can find an element σ ∈ [Γ,Γ] with the same image in GL2(F) as σ0 and such that φ(σ) 6∈ (σ − 1) adA. This
completes the proof.
3 Commutative algebra
In this short section we recall a few useful facts from commutative algebra.
Lemma 3.1. Let A be a ring and let C be a cochain complex of A-modules. Suppose that each group
Hi(C) is a finitely generated A-module, and that Hi(C) = 0 for all sufficiently large i. Then we can find a
quasi-isomorphism P → A, where P is a bounded above complex of finite free A-modules.
Proof. This is standard. After replacing C by its truncation, we can assume that C is bounded above. The
existence of P then follows from the existence of the Cartan–Eilenberg resolution (see e.g. [Wei94, §5.7]).
Lemma 3.2. Let A be a local ring, and let P be a bounded above complex of finite free A-modules. Then we
can find a direct summand subcomplex Q ⊂ P such that the inclusion Q→ P is a quasi-isomorphism and Q
is minimal, in the sense that the differentials in Q⊗A A/mA are all zero.
Proof. We recursively modify P so that the differentials di : P
i → P i+1 are zero modulo mA for each
i ≥ n. The existence of Q follows by Zorn’s lemma. Suppose that P has the property that the differentials
di : P
i → P i+1 are zero modulo mA for each i ≥ n. We can choose bases for Pn−1 and Pn so that dn−1 is
given by a block matrix of the form
dn−1 =
(
1s 0
0 M
)
,
where M has entries in mA. This determines a direct sum decomposition P
n−1 = Xn−1 ⊕ Y n−1, Pn =
Xn⊕ Y n, where dn−1 determines an isomorphism Xn−1 → Xn and satisfies dn−1(Y n−1) ⊂ mAY n. One can
check that if we let Q denote the complex with Qn−1 = Y n−1 and Qn = Y n, then Q ⊂ P is a direct summand
subcomplex such that the inclusion Q ⊂ P is a quasi-isomorphism, and the differentials di : Qi → Qi+1 are
zero modulo mA for each i ≥ n− 1.
Lemma 3.3. Let A → B be a homomorphism of Noetherian rings. Let C be a bounded complex of finite
free A-modules, and suppose given a map B → EndD(A)(C) of A-algebras. Let J ⊂ A be an ideal. Then we
have
SuppB/JB H
∗(C ⊗LA A/J) = SuppB H∗(C) ∩ SpecB/JB.
Proof. There is a spectral sequence
Ep,q2 = Tor
A
−p(H
q(C), A/J)⇒ Hp+q(C ⊗LA A/J),
dp,q2 : E
p,q
2 → Ep+2,q−12
of B-modules. If P ∈ SpecB − SuppB H∗(C), then Ep,q2 vanishes after localization at P , showing that
P 6∈ SuppB/JB H∗(C ⊗LA A/J). Suppose conversely that P ∈ SuppB H∗(C) ∩ SpecB/JB; we must show
that P ∈ SuppB/JB H∗(C ⊗LA A/J). Let q be the greatest integer such that Hq(C)(P ) 6= 0. Then
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Hq(C)(P )/JH
q(C)(P ) 6= 0, and Hq(C)(P )/JHq(C)(P ) = (E0,q2 )(P ) = (E0,q∞ )(P ) is a stable entry of the
spectral sequence after localization at P . Therefore Hq(C)(P )/JH
q(C)(P ) is a non-zero subquotient of
H∗(C ⊗LA A/J)(P ) and P ∈ SuppB/JB H∗(C ⊗LA A/J), as required.
Lemma 3.4. Let A be a Noetherian ring, and let M be a finite A-module. Let P ⊂ A be a prime ideal. We
recall (see §1.2) that AP denotes the completion of the local ring A(P ). Then:
1. If Q ⊂ AP is a minimal prime, then the pullback Q′ of Q to A is a minimal prime of A which
is contained in P . Every minimal prime of A which is contained in P arises in this way. If Q ∈
SuppAP MP , then Q
′ ∈ SuppAM .
2. Let M = im(M →M(P )). Then AssA(M) = AssA(P ) M(P ). In particular, if Q ∈ AssAM (e.g. if Q is
a prime minimal in the support of M), then Q ⊂ P .
Proof. The first part follows from the going down theorem and the equality AnnAP MP = (AnnAM)AP .
The second part follows from standard properties of associated primes (see [Sta19, Section 00L9]).
Lemma 3.5. Let R be a Noetherian ring, and let G be a (possibly non-abelian) finite group. Let C be a
complex of R[G]-modules such that H∗(C) is a finite R[G]-module. Then:
1. EndD(R[G])(C) is a finite R-module.
2. Suppose moreover that Hi(C) = 0 if i 6∈ [0, d]. Let A ⊂ EndD(R[G])(C) be a commutative R-subalgebra,
and let I = ker(A→ EndR[G](H∗(C)). Then Id+1 = 0.
Proof. For the first part we can assume, after translation and truncation, that C is concentrated in positive
degrees. We first show that if M is a finite R[G]-module and j ∈ Z, then HomD(R[G])(C,M [j]) is a finite
R-module, by showing using induction on i that HomD(R[G])(τ≤iC,M [j]) is a finite R-module for each i ≥ 0.
For each i ≥ 0 there is an exact triangle in D(R[G]):
τ≤iC → τ≤i+1C → Hi+1(C)[−(i + 1)]→ τ≤i(C)[1].
There is an associated exact sequence
HomD(R[G])(H
i(C)[−(i + 1)],M [j])→ HomD(R[G])(τ≤i+1C,M [j])→ HomD(R[G])(τ≤iC,M [j])
The first module in this sequence is a finite R-module, since it can be calculated as an Ext group between
finite R[G]-modules. By induction, we reduce to the case i = 0, in which case τ≤0C is isomorphic in D(R[G])
to a finite R[G]-module.
We now show by induction on i that HomD(R[G])(C, τ≤iC) is a finite R-module. The case i = 0
follows from the previous paragraph. In general, we use the exact sequence
HomD(R[G])(C, τ≤iC)→ HomD(R[G])(C, τ≤i+1C)→ HomD(R[G])(C,Hi(C)[−(i + 1)]).
This proves the first part of the lemma. For the second, let f0, . . . , fd ∈ I. We must show that f0 · · · fd = 0.
We show by induction on i ≥ 0 that τ≤if0 · · · fi = 0 in EndD(R[G])(τ≤iC). The case i = 0 follows immediately.
In general, we use the exact sequence
HomD(R[G])(τ≤i+1C, τ≤iC)→ HomD(R[G])(τ≤i+1C, τ≤i+1C)→ HomD(R[G])(τ≤i+1C,Hi+1(C)[−(i+ 1)]).
Let αi : τ≤iC → τ≤i+1C be the natural map. The exactness of this sequence implies that there is g ∈
HomD(R[G])(τ≤i+1C, τ≤iC) such that αi ◦g = τ≤i+1fi+1. Using the induction hypothesis τ≤if0 · · · fi = 0 and
the functorial nature of truncation, we find
0 = αi ◦ τ≤if0 · · · fi ◦ g = τ≤i+1f0 · · · fi ◦ αi ◦ g = τ≤i+1f0 · · · fi+1.
This completes the proof.
12
We now discuss ordinary parts. Let A be a complete Noetherian local ring. In [KT17] we defined
the ordinary part of a perfect complex of A-modules with respect to an endomorphism T . We now need to
extend this to complexes which are not necessarily perfect.
Proposition 3.6. Let A be a complete Noetherian local ring, and let C be a complex of A-modules such that
for each i ∈ Z, Hi(C) is a finitely generated A-module. Then:
1. Suppose that T ∈ EndD(A)(C) is an endomorphism such that A[T ] ⊂ EndD(A)(C) is a finite A-algebra.
Then there is a unique idempotent e ∈ A[T ] such that for all i ∈ Z, Hi(T ) acts invertibly on eHi(C)
and topologically nilpotently on (1 − e)Hi(C). Consequently, there is a canonical T -invariant direct
sum decomposition C = Cord ⊕ Cnon-ord in D(A) with the property that the composite
C → Cord → C
equals the idempotent e, that T acts invertibly on each Hi(Cord), and acts topologically nilpotently on
Hi(Cnon-ord).
2. Suppose that R ⊂ EndD(A)(C) is a finite A-algebra. Then for each maximal ideal m ⊂ R there is a
unique idempotent em ∈ R such that for all i ∈ Z, m lies in the support of emHi(C) and does not lie in
the support of (1−em)Hi(C). Consequently, there is a canonical R-invariant direct sum decomposition
C = ⊕mCm in D(A) with the property that for any maximal ideal m ⊂ R, the composite
C → Cm → C
equals em, and m is the only maximal ideal of R in the support of each non-zero group H
i(Cm).
Proof. This follows from the fact that the derived categoryD(A) is idempotent complete, as we now explain.
The second part is very similar to the first, so we justify only the first. Since A[T ] is a finite A-algebra, it
decomposes as a direct product A[T ] =
∏
iAi of complete local A-algebras. We let e denote the idempotent
corresponding to the product of those factors in which T is a unit. The idempotent completeness of D(A)
implies that there is a direct sum decomposition C = C1 ⊕ C2 in D(A) corresponding to e. In other words,
there are morphisms pi : C → Ci and ji : Ci → C such that pi ◦ ji = idCi , j1p1 + j2p2 = idC , and e = j1p1.
We claim that we can take Cord = C1 and C
non-ord = C2. We just need to check that for each i ∈ Z, T acts
invertibly on Hi(C1) and topologically nilpotently on H
i(C2).
However, it follows from the definition that for each i ∈ Z we have Hi(C) = Hi(C1)⊕Hi(C2), that
(1− e)Hi(C1) = 0, and eHi(C2) = 0. Since T is a unit in eA[T ] and topologically nilpotent in (1− e)A[T ],
the result follows.
4 Galois deformation theory
In this section we define and study some Galois deformation rings. In order to fix ideas, we recall the basic
definitions and theorems. We then go on to study some particular local deformation problems and the
global structure of certain Galois deformation rings. Throughout, we consider deformations of 2-dimensional
Galois representations without fixing determinants. Since we will ultimately be focused on the case p = 2,
we specialize to this case when it simplifies arguments.
4.1 Basics
Let K be a number field, let p be a prime, and let O be a coefficient ring. Let ρ : GK → GL2(k) be a
continuous, absolutely irreducible representation. Let Sp denote the set of p-adic places of K, and let S be
a finite set of finite places of K containing Sp and all the places at which ρ is ramified. We also fix for each
v ∈ S a ring Λv ∈ CNLO, and set Λ = ⊗̂v∈SΛv, the completed tensor product being relative to O.
Let v ∈ S. By definition, a local deformation problem at v is a representable subfunctor of the functor
Defv : CNLΛv → Sets of all liftings of ρ|GKv , which is invariant under the action of ĜL2 by conjugation (see
§1.2 for the notation ĜL2).
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A global deformation problem is a tuple
S = (K, ρ, S, {Λv}v∈S , {Dv}v∈S),
where for each v ∈ S, Dv is a local deformation problem at v. If R ∈ CNLΛ, we say that a continuous lifting
ρR : GK → GL2(R) of ρ is of type S if ρR is unramified outside S, and ρR ∈ Dv(R) for each v ∈ S. This
allows us to define DefS , the functor of all liftings of type S, and DefS , the functor of all deformations (i.e.
strict equivalence classes, or equivalently ĜL2(R)-conjugacy classes, of liftings) of type S. These functors
are representable, and we write RS , RS ∈ CNLO for the representing objects.
We also introduce the notion of T -framed lifting and T -framed deformation. Let T ⊂ S be a subset.
By definition, a T -framed lifting of ρ to R ∈ CNLΛ is a pair ({αv}v∈T , ρR), where αv ∈ ĜL2(R) for each
v ∈ T and ρR : GK → GL2(R) is a lifting of ρ. We say that the T -framed lifting is of type S if ρR is. Two
T -framed liftings ({αv}v∈T , ρR), ({α′v}v∈T , ρ′R) are said to be strictly equivalent if there exists β ∈ ĜL2(R)
such that α′v = βαv for each v ∈ T and βρRβ−1 = ρ′R.
We observe that if v ∈ T then the lifting αvρR|GKvα−1v of ρ|GKv depends only on the strict equiv-
alence class of the T -framed lifting. We call a strict equivalence class of T -framed liftings of ρ a T -framed
deformation. The functor DefTS : CNLΛ → Sets of T -framed deformations of type S is representable, and we
write RTS ∈ CNLΛ for the representing object.
4.2 Some local deformation problems
4.2.1 An ordinary deformation problem
Let v be a place of K dividing p, and suppose that ρ|GKv has the form
ρ|GKv (σ) =
(
1 α(σ)
0 1
)
for some ramified homomorphism α : GKv → k. We assume moreover that ζp ∈ Kv, and that α is the
Kummer character attached to an element β ∈ K×v of valuation not divisible by p; in particular, it has image
of order p. (One could define ordinary deformation problems much more generally, as is done for example
in [Ger18]. The reason for imposing these hypotheses is: the ramifiedness of α implies the representability
of the functor Dordv in the form defined below. The special form of α implies that the representing object is
in fact a formally smooth Λv-algebra.)
Let Λv = OJ(O×Kv )f × (O×Kv )f K, where (O×Kv )f denotes the maximal torsion-free quotient of O×Kv .
We identify (O×Kv )f with a quotient of the group IKv , via class field theory. We write φv,1, φv,2 : IKv → Λ×v
for the two universal characters.
We define a functor Dordv ⊂ Defv as follows: if R ∈ CNLΛv and if ρR : GKv → GL2(R) is a lifting
of ρ|GKv , then ρR ∈ Dordv (R) if and only if ρR is ĜL2(R)-conjugate to a lifting of the form
ρ′R(σ) =
(
ψv,1(σ) a(σ)
0 ψv,2(σ)
)
, (4.1)
where we have ψv,1|IKv = φv,1 and ψv,2|IKv = φv,2.
Proposition 4.1. The functor Dordv is a local deformation problem.
Proof. Let D′ ⊂ Dordv denote the subfunctor of upper-triangular liftings of the form (4.1), and let E ⊂
ĜL2 denote the subfunctor of lower-triangular matrices with 1’s on the diagonal. Then there is a natural
transformation D′ × E → Dordv , (ρ, u) 7→ uρu−1. Since D′ and E are obviously representable, to prove the
proposition it suffices to show that this natural transformation is an isomorphism, i.e. that it is bijective on
R-points for every R.
The surjectivity follows from the equality E(R)B̂(R) = ĜL2(R) for every R ∈ CNLΛv . To show
injectivity, it suffices to show the following statement: let R ∈ CNLΛv , and suppose that we have a lifting
ρR =
(
ψv,1(σ) a(σ)
0 ψv,2(σ)
)
,
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where we have ψv,1|IKv = φv,1 and ψv,2|IKv = φv,2. Suppose that there exists g ∈ ĜL2(R) such that we have
gρRg
−1 =
(
ψ′v,1(σ) a
′(σ)
0 ψ′v,2(σ)
)
,
where we have ψ′v,1|IKv = φv,1 and ψ′v,2|IKv = φv,2. Then g is upper triangular.
To prove this, we can assume that R is Artinian, and reduce to the case that mi+1R = 0 for some
i ≥ 1 and g = 1 +X for some X ∈M2(miR). Let us write
X =
(
A B
C D
)
.
Then we have for any σ ∈ GKv , we have
gρR(σ)g
−1 =
(
ψv,1(σ)− Ca(σ) (1 +A−D)a(σ)
0 ψv,2(σ) + Ca(σ)
)
.
Choose σ ∈ IKv such that α(σ) 6= 0. Then we have ψv,1(σ)−Ca(σ) = ψv,1(σ), by construction, hence C = 0,
showing that g is upper triangular. This completes the proof.
We write Rordv ∈ CNLΛv for the representing object of Dordv . The definition of Dordv implies that
there are uniquely determined characters ψv,1, ψv,1 : GKv → (Rordv )× with the property that the universal
lifting is ĜL2(R
ord
v )-conjugate to an upper-triangular one with diagonal characters ψv,1, ψv,1.
Proposition 4.2. Let R ∈ CNLΛv , and suppose given a lifting ρR : GKv → GL2(R) of ρ|GKv and charac-
ters ψ˜v,1, ψ˜v,2 : GKv → R× extending the respective pushforwards of φv,1, φv,2, all satisfying the following
conditions:
1. For all g ∈ GKv , we have det(X − ρR(g)) = (X − ψ˜v,1(g))(X − ψ˜v,2(g)).
2. For all g1, g2 ∈ GKv , we have (ρR(g)− ψ˜v,1(g1))(ρR(g2)− ψ˜v,2(g2)) = 0.
Then ρR is of type Dordv .
Proof. Choose g0 ∈ IKv such that α(g0) 6= 0. Let T = ρR(g0) − φv,2(g0) ∈ M2(R). Let f1, f2 denote the
standard basis of R2, and let e2 = f2, e1 = Te2. Then, using overline to denote reduction modulo mR, we
have e1 = f1 and e2 = f2. After conjugating ρR by an element of ĜL2(R), we can therefore assume that
e1 = f1 and e2 = f2.
In this case, we will show that ρR has the form
ρR(σ) =
(
ψ˜v,1(σ) a(σ)
0 ψ˜v,2(σ)
)
for all σ ∈ GKv . This will imply the truth of the proposition.
By hypothesis we have (T + φv,2(g0) − φv,1(g0))T = 0. This implies that T =
(
x 1
0 0
)
for some
x ∈ R. The relation
(ρR(σ) − ψ˜v,1(σ))(ρR(g0)− φv,2(g0)) = (ρR(σ)− ψ˜v,1(σ))T = 0
therefore implies that the first column of ρR(σ) is as claimed. The relation det ρR(σ) = ψ˜v,1(σ)ψ˜v,2(σ)
implies that the second column of ρR(σ) is as claimed.
Remark. We could generalize the proposition as follows: suppose given an injection f : R → S in CNLΛv ,
and suppose given homomorphisms ρR : GKv → GL2(R) and ψ˜v,1, ψ˜v,2 : GKv → S× such that f ◦ ρR
satisfies the hypotheses of the proposition. Then ρR is of type Dordv . Indeed, the proposition implies that
f ◦ ρR ∈ Dordv (S), which implies in turn that ρR ∈ Dordv (R) (because Dordv is representable).
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Proposition 4.3. Rordv is a formally smooth Λv-algebra of dimension 5 + 3[Kv : Qp].
Proof. It is easy to show that Rordv has dimension at least 5 + 3[Kv : Qp]. For example, we can appeal
to [Ger18, Lemma 3.7] to see that Rordv [1/p] is formally smooth of dimension 4 + 3[Kv : Qp] at the closed
point corresponding to the Tate module of an elliptic curve with split multiplicative reduction (and Tate
parameter q = β). The key point then is to show that Rordv /(mΛv ) has tangent space of dimension equal to
4 + [Kv : Qp]. The ring R
ord
v /(mΛv ) represents the functor CNLk → Sets of liftings of ρ to homomorphisms
ρR : GKv → GL2(R) which are ĜL2(R)-conjugate to one of the form
ρR(σ) =
(
ψv,1(σ) a(σ)
0 ψv,2(σ)
)
where the characters ψv,1, ψv,2 are unramified.
Let b ⊂ ad denote the subspace of upper-triangular matrices, and let b = t⊕ n denote its direct sum
decomposition into diagonal and nilpotent upper-triangular matrices. Then there are short exact sequences
of k[GKv ]-modules
0 //b //ad //ad /b //0
and
0 //n //b // t //0.
Let Lb ⊂ H1(Kv, b) denote the pre-image of the unramified subspace of H1(Kv, t). Let L denote the image
of Lb inside H1(Kv, ad), and let L1 denote the pre-image of L in Z1(Kv, ad) (the space of continuous 1-
cocycles). Then the tangent space to Rordv /(mΛv) is of dimension equal to dimk L1 = dimk L+ 2. We must
therefore show that dimk L = 2 + [Kv : Qp].
We fix a basis e, x, y, f of ad consisting of the matrices
e =
(
0 1
0 0
)
, x =
(
1 0
0 0
)
, y =
(
0 0
0 1
)
, f =
(
0 0
1 0
)
.
The map H1(Kv, b)→ H1(Kv, ad) has a 1-dimensional kernel, spanned by the class σ 7→ α(σ)(x−y−α(σ)e).
Since we have assumed that α is ramified, this does not intersect Lb (in fact, we have already used essentially
the same fact in the proof of Proposition 4.1). We thus have dimk L = dimk Lb. On the other hand, we have
dimk Lb = −1 + h1(Kv, n) + dimk(ker δ ∩H1ur(Kv, t)),
where δ : H1(Kv, t) → H2(Kv, n) is the connecting homomorphism. Using Tate duality, we can identify
the dual of δ with the connecting homomorphism δ∨ : H0(Kv, ad /b) → H1(Kv, t) attached to the exact
sequence
0 // t //ad /n //ad /b //0.
We have a formula
dimk(ker δ ∩H1ur(Kv, t)) = dimk(δ∨)−1(H1ur(Kv, t)⊥) + dimkH1ur(Kv, t)− dimkH2(Kv, n).
Putting these formulae together, and using Tate’s Euler characteristic formula, we get an equation
dimk L = −1 + h1(Kv, n)− h2(Kv, n) + dimk(δ∨)−1(H1ur(Kv, t)⊥) + dimkH1ur(Kv, t)
= 2 + [Kv : Qp] + dimk(δ
∨)−1(H1ur(Kv, t)
⊥).
The proof will thus be complete if we can show that dimk(δ
∨)−1(H1ur(Kv, t)
⊥) = 0. The 1-dimensional image
of δ∨ is spanned by the class of the cocycle σ 7→ α(σ)(x− y), so it is equivalent to ask that α∪φ 6= 0, where
φ : GKv → k is a non-trivial unramified character, or (using the explicit description of the cup product in
terms of the Artin map) that φ(ArtKv(β)) 6= 0. Since β has valuation not divisible by p, by hypothesis, we
see that this is non-trivial. This concludes the proof of the proposition.
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4.2.2 Level-raising deformation problems
Let v be a finite place of K such that qv ≡ 1 mod p and ρ|GKv is trivial. Let Λv = O. Given characters
χv,1, χv,2 : k(v)
× → O× which are trivial mod (̟), we define Dχvv to be the functor of liftings ρR : GKv →
GL2(R) of ρ|GKv such that for all σ ∈ IKv , the characteristic polynomial of ρR(σ) equals
(X − χv,1(Art−1Kv (σ)))(X − χv,2(Art−1Kv (σ))).
The following proposition needs no proof.
Proposition 4.4. The functor Dχvv is a local deformation problem.
We write Rχvv for the representing object. We note that the ring R
χv
v /(̟) is canonically independent
of χv = (χv,1, χv,2) (because the restriction of the functor Dχvv to CNLk ⊂ CNLO is independent of the choice
of χv).
In order to study the properties of the rings Rχvv , it is helpful to introduce as well a finite type model.
Let us write M for the O-scheme of matrices (P, S) satisfying detP 6= 0, detS 6= 0, and PS = SqvP . Fix a
generator σ ∈ k(v)×, and let Mχv ⊂ M denote the closed subscheme where the characteristic polynomial
of S equals
(X − χv,1(σ))(X − χv,2(σ)).
Lemma 4.5. Assume p = 2. Let R
1
v denote the reduced quotient of R
1
v. Then:
1. R
1
v is O-flat and equidimensional of dimension 5 and R
1
v/(̟) is generically reduced.
2. R1v has two distinct minimal primes Q1, Q2. Both quotients R
1
v/(Q1, ̟) and R
1
v/(Q2, ̟) have irre-
ducible spectrum of dimension 4.
3. We have dimR1v/(̟,Q1, Q2) = 3. In particular, each minimal prime of R
1
v minimal over ̟ contains
a unique minimal prime of R1v.
Proof. [Tho12, Lemma 3.15] shows that M1 has two irreducible components Z1, Z2, where Z1 is defined
by the relation S = 1, and Z2 is the closure of the open subscheme defined by the relation S 6= 1; that
these components (with their reduced scheme structure) are O-flat of dimension 5; and that the reduced
subschemes underlying the special fibres Z1,k and Z2,k are the distinct irreducible components of M1k, and
are generically reduced. Note that Z1 is smooth over O, while Z2 is smooth over O away from the closed
subscheme Z1,k ∩ Z2,k ⊂ Z2,k. In particular, if M1 denotes the nilreduction of M1, then M1k is generically
reduced.
The ring R1v can be identified with the completed local ring of M1 at the point x ∈ M1(k) corre-
sponding to the matrices P = S = 1. Then R
1
v/(̟) is generically reduced by [Sta19, Tag 033A]. To prove the
remainder of the lemma, we need to check that Z1, Z2, and Z1,k and Z2,k are still irreducible after passage
to completion. By [Tay08, Lemma 2.7] each prime of R1v minimal over ̟ is contained in a unique minimal
prime, and each minimal prime is contained in a prime minimal over ̟. If we can show that Z1,k and Z2,k
are irreducible after passage to completion then so too will be Z1 and Z2.
Since Z1,k is smooth over k, it has the desired property. We verify the analogous statement for
Z2,k by direct computation. By writing down matrices, we see that Z2,k can be identified with the open
subscheme of SpecR obtained by inverting (A2 +BC + 1), where
R = k[A,B,C,X, Y, Z]/(X2 + Y Z,BZ + CY ).
The point x corresponds to the ideal (A,B,C,X, Y, Z). By [Eis95, Corollary 5.5], the completion of Z2,k
at the point x will be integral if R is an integral domain. To show this, it suffices to show that ProjR is
integral, and this is easy to check directly.
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In the statement of the next proposition, we write c(R) for the connectedness dimension of a complete
Noetherian local O-algebra as in [Tho15, Definition 1.7]. It is defined by
c(R) = inf
C1,C2
{dimZ1∈C1,Z2∈C2 Z1 ∩ Z2},
where the infimum is over all partitions C1 ⊔ C2 of the set of irreducible components of SpecR into two
non-empty subsets.
Proposition 4.6. Suppose that p = 2. Suppose given a finite set R = {v1, . . . , vr} of finite places of K
such that for each v ∈ R, qv ≡ 1 mod p and ρ|GKv is trivial. Choose for each v ∈ R characters χv,1, χv,2 :
k(v)× → O× which are trivial mod (̟). Let AR = ⊗̂v∈RRχvv , the completed tensor product being over O.
Then c(AR/(̟)) = 4|R| − 1.
Proof. Since AR/(̟) depends only on the reduction modulo ̟ of the characters χv,i, we can assume that
χv,1 = χv,2 = 1 for each v ∈ R. By Lemma 4.5 and [Tho15, Lemma 1.4], there is a bijection between the
minimal primes of AR/(̟) and the set {1, 2}r. Suppose given a decomposition {1, 2}r = S1 ⊔ S2 into two
disjoint non-empty subsets. Then there exists I ∈ S1, J ∈ S2 such that I and J differ in exactly one entry. If
ZI , ZJ denote the corresponding irreducible components, then we have dimZI∩ZJ = 4(|R|−1)+3 = 4|R|−1.
This implies that c(AR/(̟)) = 4|R| − 1.
Lemma 4.7. Suppose that χv,1 6= χv,2. Let Rχvv denote the underlying reduced quotient of Rχvv . Then R
χv
v
is an O-flat domain of dimension 5. Moreover, Rχvv [1/p] is formally smooth over O[1/p].
Proof. This is part of [Tho15, Proposition 3.15].
Proposition 4.8. Suppose given a finite set R = {v1, . . . , vr} of finite places of K such that for each v ∈ R,
qv ≡ 1 mod p and ρ|GKv is trivial. Choose for each v ∈ R characters χv,1, χv,2 : k(v)× → O× which
are trivial mod (̟). Let AR = ⊗̂ORχvv . Let p ⊂ ARJX1, . . . , XgK be a prime ideal of dimension 1 and
characteristic p, and let A = ARJX1, . . . , XgK/p. Suppose that for each v ∈ R, the induced homomorphism
rp : GKv → GL2(A) is trivial. Let A′R = ARJX1, . . . , XgKp (localization and completion, cf. §1.2).
1. Suppose that for each v ∈ R, χv,1 = χv,2 = 1. Then each minimal prime of A′R is of characteristic 0,
and each prime of A′R minimal over (̟) contains a unique minimal prime of A
′
R.
2. Suppose that for each v ∈ R, χv,1 6= χv,2. Then A′R contains a unique minimal prime, which is of
characteristic 0.
Proof. This is an easier version of [Tho15, Lemma 3.40].
First assume that χv,1 = χv,2 = 1 for all v ∈ R. Let AR denote the nilreduction of AR. By Lemma 4.5
and [Tho15, Lemma 1.4], each minimal prime of AR has characteristic 0, each prime of AR minimal over
(̟) contains a unique minimal prime, and AR/(̟) is generically reduced. The same properties then hold
for ARJX1, . . . , XgK(p). Applying [Tho15, Proposition 1.6] to AR, we get the desired properties of A
′
R.
Now assume that χv,1 6= χv,2 for each v ∈ R. By Lemma 4.7 and [Tho15, Lemma 1.4], AR
has a unique minimal prime, which is of characteristic 0. The same is then true for ARJX1, . . . , XgK(p),
and the proof will be finished if we show that A′R[1/p] is a domain. The maps AR → ARJX1, . . . , XgK(p)
and ARJX1, . . . , XgK(p) → A′R are both regular, so AR → A′R is regular by [Sta19, Tag 07QI]. This then
implies that AR[1/p]→ A′R[1/p] is a regular ring map and since AR[1/p] is a regular ring (by Lemma 4.7),
[Sta19, Tag 033A] implies that A′R[1/p] is also a regular ring. Since rp : GKv → GL2(A) is trivial for each
v ∈ R, the pullback of p to AR is the maximal ideal mAR . So under the isomorphism ARJX1, . . . , XgK ∼=
AR⊗̂OOJX1, . . . , XgK, p corresponds to (mAR , q) ⊂ AR⊗̂OOJX1, . . . , XgK with q ⊂ OJX1, . . . , XgK a prime
ideal of dimension 1 and characteristic p. So repeatedly applying [Tho15, Proposition 3.16], we see that
SpecA′R[1/p] is connected. Since A
′
R[1/p] is regular with connected spectrum, it is a domain.
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4.2.3 Taylor–Wiles deformation problem
Let v be a finite place of K and let N ≥ 1 be an integer such that qv ≡ 1 mod pN and ρ|GKv = αv ⊕ βv is a
direct sum of distinct unramified characters. Let Λv = O. Then we define ∆v = (k(v)× × k(v)×)/pN ; this
group is isomorphic to (Z/pN )2.
The following lemma is well-known.
Lemma 4.9. Let R ∈ CNLO and ρR ∈ Dv (R). Then there are uniquely determined lifts Av, Bv : GKv → R×
of αv, βv such that ρR is ĜL2(R)-conjugate to Av ⊕Bv.
It follows that Rv has a structure of O[(k(v)× × k(v)×)(p)]-algebra, which comes from restricting
the pair of characters Av ◦ ArtKv , Bv ◦ ArtKv to k(v)×. We define DTW,Nv to be the deformation problem
which is represented by the quotient ring
RTW,Nv = R

v ⊗O[(k(v)××k(v)×)(p)] O[∆v].
If S = (K, ρ, S, {Dv}v∈S) is a deformation problem, then we call a Taylor–Wiles datum for S a tuple
(Q,N, {αv, βv}v∈Q), where:
1. Q is a finite set of finite places of K.
2. N ≥ 1 is an integer.
3. αv, βv : GKv → k× are continuous characters.
We require that the following conditions are satisfied:
1. Q ∩ S = ∅.
2. For each v ∈ Q, qv ≡ 1 mod pN .
3. For each v ∈ Q, ρ|GKv ∼= αv ⊕ βv is a direct sum of distinct unramified characters.
We call N the level of the Taylor–Wiles datum. If (Q,N, {αv, βv}v∈Q) is a Taylor–Wiles datum, then we
define the augmented deformation problem
SQ = (K, ρ, S ∪Q, {Λv}v∈S∪Q, {Dv}v∈S ∪ {DTW,Nv }v∈Q).
The deformation ring RSQ has a natural structure of O[∆Q]-algebra (where ∆Q =
∏
v∈Q∆v); by construc-
tion, ∆Q is a free Z/p
NZ-module of rank 2|Q|.
4.3 Geometry of deformation rings
We now define Selmer groups and dual Selmer groups, and use these to get coarse information about the size
of Galois deformation spaces. Suppose given a deformation problem S = (K, ρ, S, {Λv}v∈S , {Dv}v∈S). Let
T ⊂ S, and let ΛT = ⊗̂v∈TΛv. We let Rv ∈ CNLΛv denote the representing object of Dv (v ∈ S), and define
ATS = Λ⊗̂ΛT (⊗̂v∈TRv), the completed tensor products being over O. Then ATS ∈ CNLΛ. Note that there
is a canonical map of Λ-algebras ATS → RTS , corresponding to the natural transformation ((αv)v∈T , ρ) 7→
(αvρα
−1
v )v∈T at the level of T -framed liftings.
Suppose given an object A ∈ CNLΛ and a type S lifting ρA : GK → GL2(A). If B is a finite
A-module, we let ad ρB = ad ρ ⊗A B and we define a CNLΛ-algebra A ⊕ ǫB by ǫ2 = 0. Then for each
v ∈ S− T , the fibre of ρA under Dv(A⊕ ǫB)→ Dv(A) is naturally identified with a A-submodule L1v(ρB) ⊂
Z1(Kv, ad ρB), and we let Lv(ρB) be its image in H1(Kv, ad ρB). In the case that B is a finite A-algebra,
these A-modules inherit a compatible B-module structure.
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We define the groups HiS,T (ad ρB) to be the cohomology groups of the complex CS,T (ad ρB) which
is determined by the formula (cf. [Tho16, §5.3]; the differentials are defined as in loc. cit.):
CiS,T (ad ρB) =

C0(KS/K, ad ρB) i = 0;
C1(KS/K, ad ρB)⊕
⊕
v∈T C
0(Kv, ad ρB) i = 1;
C2(KS/K, ad ρB)⊕
⊕
v∈T C
1(Kv, ad ρB)⊕
⊕
v∈S−T C
1(Kv, ad ρB)/L1v(ρB) i = 2;
Ci(KS/K, ad ρB)⊕
⊕
v∈S C
i−1(Kv, ad ρB) i > 2.
Here Ci denotes the group of continuous inhomogeneous cochains with values in ad ρB . Note that if B
′ is
another finite A-module, an A-module map B → B′ induces A-module maps HiS,T (ad ρB) → HiS,T (ad ρB′)
for each i.
Proposition 4.10. Let A be a CNLΛ-algebra and let ρA be a type S lifting. Let B be a finite A-module
(resp. a finite A-algebra). Consider the CNLΛ-morphism R
T
S → A given by (ρA, (1)v∈T ). Assume that the
composite ATS → RTS → A is surjective. Let r = ker(RTS → A) and a = ker(ATS → A). There is a canonical
isomorphism of A-modules (resp. of B-modules)
HomA(r/(r
2, a), B) ∼= H1S,T (ad ρB).
Proof. Give A⊕ ǫB the ATS -algebra structure by ATS → A →֒ A⊕ ǫB. Let L1 be the set of T -framed liftings
(ρ, (αv)v∈T ) of ρ to A ⊕ ǫB with (ρ, (αv)v∈T ) mod ǫ = (ρA, (1)v∈T ), and let L denote the set of T -framed
deformations containing an element of L1. Then L is identified with the set of ATS -algebra homomorphisms
f : RTS → A⊕ǫB such that f mod ǫ is the map RTS → A given by (ρA, (1)v∈T ). The assumption that ATS → A
is surjective implies that we have a decomposition of A-algebras RTS/(r
2, a) ∼= A ⊕ r/(r2, a). It follows that
the restriction f 7→ f |r determines a bijection L → HomA(r/(r2, a), B).
Any T -framed lifting in L1 can be written uniquely as ((1 + ǫφ)ρA, (1 + ǫβv)v∈T ), with φ ∈
Z1(KS/K, adρB) and βv ∈ ad ρB. The condition that this lifting lies in Dv(A ⊕ ǫB) for v ∈ S − T is
equivalent to φ|GKv ∈ L1v(ρB). The condition that it give the trivial lift at v ∈ T is equivalent to the
condition
(1− ǫβv)((1 + ǫφ)ρA)|GKv (1 + ǫβv) = ρA|GKv .
Putting it another way, the elements of L are in bijection with the tuples (φ, (βv)v∈T ), where φ ∈ Z1(KS/K, ad ρB)
is such that φ|GKv ∈ L1v(ρB) for each v ∈ S − T , and βv ∈ ad ρB is such that for each v ∈ T we have the
equality
φ|GKv = (ad ρB|GKv − 1)βv.
Two tuples (φ, (βv)v∈T ) and (φ
′, (β′v)v∈T ) give rise to strictly equivalent T -framed liftings if and only if there
exists X ∈ ad ρB satisfying
φ′ = φ+ (1− ad ρB)X,
β′v = βv +X
for each v ∈ T . We then have bijections
HomA(r/(r
2, a), B) ∼= L ∼= H1S,T (ad ρB),
and chasing through the description of these bijections, the A-module (resp. B-module) structures coincide.
A special case of the above is A = B = k, which gives the usual cohomological description of the
relative tangent space. In this case, the trace pairing (X,Y )→ tr(XY ) on ad ρ is perfect, so for each v ∈ S,
we can define Lv(ρ)⊥ ⊂ H1(Kv, ad ρ(1)) to be the orthogonal complement of Lv(ρ) with respect to the Tate
duality pairing. We then define a group H1S⊥,T (ad ρ(1)) by the formula
H1S⊥,T (ad ρ(1)) = ker
(
H1(KS/K, ad ρ(1))→
∏
v∈S−T
H1(Kv, ad ρ(1))/Lv(ρ)⊥
)
.
The following result is proved exactly as in [Tho16, §5.3], using the fundamental duality theorems in local
and global Galois cohomology. (We use hi as a shorthand for dimkH
i.)
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Proposition 4.11. 1. There is a surjective map ATS JX1, . . . , XgK → RTS of ATS -algebras, where g =
h1S,T (ad ρ). If Rv is a formally smooth Λv-algebra for each v ∈ S − T , then the kernel of this map can
be generated by r elements, where r = h1S⊥,T (ad ρ(1)).
2. If v ∈ S, let ℓv = dimk Lv(ρ). Let δT = 1 if T is empty, and δT = 0 otherwise. Then we have the
formula
h1S,T (ad ρ) = h
1
S⊥,T (ad ρ(1))− h0(K, ad ρ(1))−
∑
v|∞
h0(Kv, ad ρ) +
∑
v∈S−T
(ℓv − h0(Kv, ad ρ)) + δT .
Corollary 4.12. Suppose that the following conditions are satisfied:
1. p = 2 and i ∈ K (in particular, K is totally imaginary).
2. For each v ∈ Sp, Dv = Dordv is of the type considered in §4.2.1.
3. For each v ∈ S − Sp, Dv = Dχvv for some χv = (χv,1, χv,2), as in §4.2.2. Write R = S − Sp.
Then:
1. For any irreducible component Z of SpecRS/(̟), we have dimZ ≥ [K : Q].
2. For any irreducible component Z of SpecRS , we have dimZ ≥ [K : Q] + 1.
3. Let C denote the set of irreducible components of SpecRS/(̟). Then For any partition C = C1 ⊔ C2
into two disjoint non-empty subsets, we can find Z1 ∈ C1, Z2 ∈ C2 such that dimZ1 ∩Z2 ≥ [K : Q]− 2.
Proof. Let T = S. Then each minimal prime of ATS/(̟) has dimension 4|T | + 3[K : Q]. According to
Proposition 4.11, there is an isomorphism RTS
∼= ATS JX1, . . . , XgK/(f1, . . . , fr), where g − r = −1− 2[K : Q].
It follows that each minimal prime of RTS/(̟) has dimension at least 4|T | − 1 + [K : Q] and each minimal
prime of RTS has dimension at least 4|T |+[K : Q]. Since RTS ∼= RSJY1, . . . , Y4|T |−1K, this implies the first two
assertions. For the third, we note that by Proposition 4.6, we have c(ATS/(̟)) = 4|T |+3[K : Q]− 1. It then
follows from [BR86, Theorem 2.4] that c(RTS/(̟)) ≥ 4|T |−1+[K : Q]−2, hence c(RS/(̟)) ≥ [K : Q]−2.
Remark. The lower bound on the dimension of SpecRS appearing in Corollary 4.12 is not expected to be
sharp, but rather 1 less than the sharp bound. This is due to the presence of the non-zero term h0(K, ad ρ(1)).
4.4 Selmer groups for truncated discrete valuation rings
Throughout this subsection, we suppose given a deformation problem S = (K, ρ, S, {Λv}v∈S, {Dv}v∈S) sat-
isfying the following:
• For each v ∈ Sp, Dv = Dordv is of the type considered in §4.2.1.
• If v ∈ S − Sp, then Λv = O.
• ζp ∈ K and i ∈ K if p = 2.
We set T = S − Sp.
We also suppose given a discrete valuation ring A ∈ CNLΛ and a type S lifting ρA : GK → GL2(A).
We fix nonzero t ∈ mA with p ∈ tA. For each N ≥ 1, let ρA/tN = ρA ⊗A A/tN . The trace pairing
(X,Y ) 7→ tr(XY ) is perfect on ad ρA/tN , so for each v ∈ Sp, we can let Lv(ρA/tN )⊥ ⊂ H1(Kv, ad ρA/tN (1))
be the orthogonal complement of Lv(ρA/tN ) with respect to the Tate duality pairing. We can then define
H1S⊥,T (ad ρA/tN (1)) = ker
H1(KS/K, adρA/tN (1))→ ∏
v∈Sp
H1(Kv, ad ρA/tN (1))/Lv(ρA/tN )⊥
 .
21
To ease notation in some of what follows, we set Lv(ρA/tN ) = 0 for v ∈ T .
The purpose of this subsection is to estimate the size of a certain cohomology groupH1SQN ,T
(ad ρA/tN )
assuming that the corresponding dual Selmer group HS⊥QN ,T
(ad ρA/tN (1)) is sufficiently small (Proposi-
tion 4.20 below).
Lemma 4.13. Let v ∈ Sp.
1. For any finite A-algebra B, L1v(ρB) ∼= B4+[Kv :Qp].
2. For any N ≥ 1, the natural map Lv(ρA)/tN → Lv(ρA/tN ) is an isomorphism.
Proof. Let f : Rordv → A be the CNLΛv -algebra morphism corresponding to ρA|GKv . For any finite A-algebra
B, the B-module L1v(ρB) equals the fibre of f under HomCNLΛv (Rordv , A ⊕ ǫB) → HomCNLΛv (Rordv , A). By
Proposition 4.3, Rordv
∼= ΛvJx1, . . . , x4+[Kv:Qp]K, so L1v(ρB) ∼= B4+[Kv :Qp].
Part 1 then implies there is a commutative diagram
(ad ρA)/t
N //L1v(ρA)/tN //Lv(ρA)/tN //

0
ad ρA/tN //L1v(ρA/tN ) //Lv(ρA/tN ) //0,
which implies part 2.
Let F denote the fraction field of A and set ad ρF/A = ad ρF / ad ρA. It is a divisible A-module with
continuousGK -action. The isomorphisms ad ρF/A[t
N ] ∼= ad ρA/tN give an isomorphismHi(KS/K, adρF/A) ∼=
lim−→N H
i(KS/K, ad ρA/tN ) and similarly for the local cohomology groups and with ad ρF/A(1)-coefficients.
We then define Lv(ρF/A) = lim−→N Lv(ρA/tN ) ⊂ H
1(Kv, ad ρF/A) for each v ∈ S,
H1S,T (ad ρF/A) = lim−→
N
H1S,T (ad ρA/tN ),
and
H1S⊥,T (ad ρF/A(1)) = lim−→
N
H1S,T (ad ρA/tN (1)).
Tate duality determines a perfect duality (for any v ∈ S):
H1(Kv, ad ρA)×H1(Kv, ad ρF/A(1))→ F/A,
and we write Lv(ρA)⊥ ⊂ H1(Kv, ad ρF/A(1)) for the orthogonal complement of Lv(ρA). Then Lv(ρA)⊥ =
lim−→N Lv(ρA/tN )
⊥ and there is an isomorphism
Lv(ρA)∨ ∼= H1(Kv, ad ρF/A(1))/Lv(ρA)⊥.
There are exact sequences∏
v∈T H
0(Kv, ad ρF/A) //H
1
S,T (ad ρF/A)
//H1(KS/K, ad ρF/A) //
∏
v∈S
H1(Kv ,ad ρF/A)
Lv(ρF/A)
and
0 //H1S⊥,T (ad ρF/A(1))
//H1(KS/K, adρF/A(1)) //
∏
v∈Sp
H1(Kv,ad ρF/A(1))
Lv(ρA)⊥
.
In particular, both H1S,T (ad ρF/A) and H
1
S⊥,T (ad ρF/A(1)) are cofinitely generated.
Lemma 4.14. 1. For any N ≥ 1, the natural map
H1(KS/K, ad ρA/tN )→ H1(KS/K, ad ρF/A)[tN ]
is an isomorphism.
22
2. For any v ∈ S, there is a nonnegative integer bv, depending only on ρA|GKv , such that for any N ≥ 1,
the natural map
H1(Kv, ad ρA/tN )
Lv(ρA/tN )
→ H
1(Kv, ad ρF/A)
Lv(ρF/A)
[tN ]
has kernel annihilated by tbv .
Proof. Applying cohomology to the exact sequence
0 //ad ρA/tN //ad ρF/A
tN //ad ρF/A //0
we obtain a surjection H1(KS/K, ad ρA/tN )→ H1(KS/K, adρF/A)[tN ] whose kernel is the cokernel of mul-
tiplication by tN on H0(KS/K, ad ρF/A). Since ρ is absolutely irreducible, H
0(KS/K, ad ρF/A) = F/A, the
submodule of diagonal matrices, on which multiplication by tN is surjective. This proves part 1.
Now fix some v ∈ S. We similarly have a surjection H1(Kv, ad ρA/tN )→ H1(Kv, ad ρF/A)[tN ] whose
kernel is the cokernel of multiplication by tN on H0(Kv, ad ρF/A). This A-module is cofinitely generated and
we let bv be such that t
bv annihilates the quotient of H0(Kv, ad ρF/A) by its maximal divisible submodule.
Then tbv also annihilates the cokernel of multiplication by tN on H0(Kv, ad ρF/A). If v /∈ Sp, then part 2
holds since Lv = 0 in this case. Now assume that v ∈ Sp, and set L1v(ρF/A) = lim−→N L
1
v(ρA/tN ). It follows from
Lemma 4.13 that the natural map L1v(ρA/tN ) → L1v(ρF/A)[tN ] is an isomorphism. Take γ ∈ Lv(ρF/A)[tN ],
and choose γ˜ ∈ L1v(ρF/A) lifting γ. Then tN γ˜ = dX with X ∈ ad ρF/A. Since ad ρF/A is divisible, there is
Y ∈ ad ρF/A with tNY = X . Then γ˜ − dY is another lift of γ and lies in L1v(ρF/A)[tN ] ∼= L1v(ρA/tN ). Its
image in Lv(ρA/tN ) then maps to γ, and Lv(ρA/tN ) → Lv(ρF/A)[tN ] is surjective. We can then apply the
snake lemma to the commutative diagram
0 //Lv(ρA/tN ) //

H1(Kv, ad ρA/tN ) //

H1(Kv,ad ρA/tN )
Lv(ρA/tN )
//

0
0 //Lv(ρF/A)[tN ] //H1(Kv, ad ρF/A)[tN ] // H
1(Kv,ad ρF/A)
Lv(ρF/A)
[tN ].
Lemma 4.15. 1. For any N ≥ 1, the natural map
H1(KS/K, ad ρA/tN (1))→ H1(KS/K, ad ρF/A(1))[tN ]
is an isomorphism.
2. For any v ∈ Sp and N ≥ 1, the natural map
H1(Kv, ad ρA/tN (1))
Lv(ρA/tN )⊥
→ H
1(Kv, ad ρF/A(1))
Lv(ρA)⊥ [t
N ]
is an isomorphism.
Proof. Since ζp ∈ K, we have ad ρ = ad ρ(1). The first part follows in the same way as the first part of
Lemma 4.14. The map in part 2 is Pontryagin dual to the map Lv(ρA)/tN → Lv(ρA/tN ), which is an
isomorphism by Lemma 4.13.
Lemma 4.16. Let N ≥ 1 be an integer.
1. There is a nonnegative integer b, depending only on S and ρA and not on N , such that H1S,T (ad ρA/tN )→
H1S,T (ad ρF/A)[t
N ] is injective with cokernel annihilated by tb.
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2. H1S⊥,T (ad ρA/tN (1))→ H1S⊥,T (ad ρF/A(1))[tN ] is an isomorphism.
Proof. We have a commutative diagram with exact rows
0 //H1S⊥,T (KS/K, ad ρA/tN (1))
//

H1(KS/K, ad ρA/tN (1)) //

∏
v∈Sp
H1(Kv ,ad ρA/tN (1))
Lv(ρA/tN )
⊥

0 //H1S⊥,T (KS/K, ad ρF/A(1))[t
N ] //H1(KS/K, adρF/A(1))[t
N ] //
∏
v∈Sp
H1(Kv,ad ρF/A(1))
Lv(ρA)⊥
[tN ].
Part 2 of the lemma then follows from Lemma 4.15 and a diagram chase.
We now turn to part 1. Let
H1S,T (KS/K, ad ρA/tN ) = ker
(
H1(KS/K, ad ρA/tN )→
∏
v∈S
H1(Kv, ad ρA/tN )/Lv(ρA/tN )
)
and similarly forH1S,T (KS/K, ad ρF/A). Let bv, v ∈ S, be as in part 2 of Lemma 4.14 and set b = maxv∈S{bv}.
There is a commutative diagram with exact rows
0 //H1S,T (KS/K, ad ρA/tN ) //

H1(KS/K, adρA/tN ) //

∏
v∈S
H1(Kv ,ad ρA/tN )
Lv(ρA/tN )

0 //H1S,T (KS/K, adρF/A)[t
N ] //H1(KS/K, ad ρF/A)[t
N ] //
∏
v∈S
H1(Kv,ad ρF/A)
Lv(ρF/A)
[tN ].
Lemma 4.14 and a diagram chase shows that H1S,T (KS/K, ad ρA/tN )→ H1S,T (KS/K, ad ρF/A)[tN ] is injective
with cokernel annihilated by tb. If T = ∅, we are finished. Otherwise, note that H0(K, ad ρA/tN ) = A/tN ,
the submodule of scalar matrices, is a direct summand of
∏
v∈T H
0(Kv, ad ρA/tN ), and similarly for ad ρF/A.
From this, it follows that we have equalities∏
v∈T H
0(Kv, ad ρF/A)
H0(K, ad ρF/A)
[tN ] =
∏
v∈T H
0(Kv, ad ρF/A)[t
N ]
H0(K, ad ρF/A)[tN ]
=
∏
v∈T H
0(Kv, ad ρA/tN )
H0(K, ad ρA/tN )
.
Part 1 then follows from from the commutative diagram with exact rows
0 //
∏
v∈T H
0(Kv,ad ρA/tN )
H0(K,ad ρ
A/tN
)
//H1S,T (ad ρA/tN ) //

H1S,T (KS/K, ad ρA/tN )
//

0
0 //
∏
v∈T H
0(Kv,ad ρF/A)
H0(K,ad ρF/A)
[tN ] //H1S,T (ad ρF/A)[t
N ] //H1S,T (KS/K, ad ρF/A)[t
N ].
Lemma 4.17. 1. Let h = corankAH
1
S,T (ad ρF/A). There is a nonnegative integer b, depending only on
S and ρA, such that for each N ≥ 1, there is an A-module map H1S,T (ad ρA/tN )→ (A/tN )h with kernel
and cokernel annihilated by tb.
2. Let q = corankAH
1
S⊥,T (ad ρF/A(1)). There is a nonnegative integer c, depending only on S and ρA,
such that for each N ≥ 1, there an injective A-module map (A/tN )q → H1S⊥,T (ad ρA/tN (1)) with
cokernel annihilated by tc.
Proof. Let c ≥ 0 be such that tc annihilates the quotient of H1S⊥,T (adF/A(1)) by its maximal divisible
submodule. Part 2 of the lemma holds with this choice of c by part 2 of Lemma 4.16. Let b1 ≥ 0 be such
that tb1 annihilates the quotient of HS,T (ad ρF/A) by its maximal divisible submodule. For each N ≥ 1,
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we can find a surjective A/tN -module map H1S,T (ad ρF/A)[t
N ] → (A/tN )h with kernel annihilated by tb1 .
By part 1 of Lemma 4.16, there is b2 ≥ 0 depending only on S and ρA, such that for each N ≥ 1,
H1S,T (ad ρA/tN )→ H1S,T (ad ρF/A)[tN ] is injective with cokernel annihilated by tb2 , Part 1 of the lemma then
with b = b1 + b2.
Lemma 4.18. Set δT = 1 if T is empty and δT = 0 otherwise. Let δA = 1 if A has characteristic p, and
δA = 0 if A has characteristic 0. For h = corankH
1
S,T (ad ρF/A) and q = corankH
1
S⊥,T (ad ρF/A(1)), we have
q − h = δA + [K : Q]− δT .
Proof. By Lemma 4.13, for any N ≥ 1 and v ∈ Sp,
|Lv(ρA/tN )|
|H0(Kv, ad ρA/tN )|
=
|L1v(ρA/tN )|
|ad ρA/tN |
= |A/tN |[Kv:Qp].
Using the fundamental duality theorems in local and global Galois cohomology, as in [Tho16, §5.3], we then
have
|H1S,T (ad ρA/tN )|
|H1
S⊥,T
(ad ρA/tN (1))|
=
|A/tN |δT−[K:Q]
|H0(K, ad ρA/tN (1))|
for all N ≥ 1. Applying Lemma 4.17, it only remains to show that corankAH0(KS/K, ad ρF/A(1)) = δA.
If A has characteristic p, then H0(K, ad ρF/A(1)) = H
0(K, ad ρF/A) ∼= A/tN is the submod-
ule of scalar matrices, since ρ is absolutely irreducible. If A has characteristic 0, then we claim that
H0(K, ad ρA/tN (1)) has cardinality bounded independently of N . Since F has characteristic 0, ǫ
2 6= 1.
This implies that there is no nontrivial map between the absolutely irreducible representations ρF and
ρF (1), so H
0(K, ad ρA(1)) = 0.
Applying cohomology to
0 //ad ρA(1)
tN //ad ρA(1) //ad ρA/tN (1) //0,
we see that H0(K, ad ρA/tN (1)) injects into the torsion submodule of H
1(KS/K, ad ρA(1)), which has cardi-
nality bounded independently of N .
Lemma 4.19. Let v be a prime of K at which ρA is unramified and such that ρ(Frobv) has distinct k-rational
eigenvalues. Then for any quotient B of A (e.g. B = A/tN or B = A), the B-module (ad ρB)
GFv is free of
rank 2, is a direct summand of ad ρB, and the map on cohomology
Hom(Gal(Kurv /K), (ad ρB)
GFv ) = H1(Kurv /Kv, (ad ρB)
GFv )→ H1(Kurv /Kv, ad ρB)
is an isomorphism.
Proof. This is a straightforward computation in a basis that diagonalizes ρB(Frobv).
Proposition 4.20. Let δA = 1 if A has characteristic p, and δA = 0 if A has characteristic 0. Let δT = 1
if T is empty and δT = 0 otherwise. Assume we are given an integer q ≥ [K : Q] − δT and an integer
c ≥ 0 satisfying the following property: for every integer N ≥ 1 there is a Taylor–Wiles datum (see §4.2.3)
QN = (QN , N, {αv, βv}v∈Q) of level N such that:
1. |QN | = q.
2. Defining the augmented deformation problem
SQN = (K, ρ, S ∪QN , {Λv}v∈S∪QN , {Dv}v∈S ∪ {DTW,Nv }v∈QN ),
there is an A-module map (A/tN )δA → HS⊥QN ,T (ad ρA/tN (1)) with kernel and cokernel annihilated by
tc.
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Then we can find a nonnegative integer b, depending only on S, ρA, and c, such that for each N ≥ 1, there
is an A-module map
H1SQN ,T
(ad ρA/tN )→ (A/tN )2q+δT−[K:Q]
whose kernel and cokernel annihilated by tb.
Proof. Define
H1S,T (KS/K, ad ρA/tN ) = ker
(
H1(KS/K, ad ρA/tN )→
∏
v∈S
H1(Kv, ad ρA/tN )/Lv(ρA/tN )
)
H1SQN ,T
(KS∪QN/K, ad ρA/tN ) = ker
(
H1(KS∪QN/K, ad ρA/tN )→
∏
v∈S
H1(Kv, ad ρA/tN )/Lv(ρA/tN )
)
There is an injective inflation map i : H1S,T (KS/K, ad ρA/tN ) → H1SQN ,T (KS∪QN/K, ad ρA/tN ) inducing an
injective map i′ : H1S,T (ad ρA/tN ) → H1SQN ,T (ad ρA/tN ), and we have a commutative diagram with exact
rows ∏
v∈T H
0(Kv, ad ρA/tN ) //H
1
S,T (ad ρA/tN )
//
i′

H1S,T (KS/K, ad ρA/tN )
//
i

0
∏
v∈T H
0(Kv, ad ρA/tN ) //H
1
SQN ,T
(ad ρA/tN ) //H
1
SQN ,T
(KS∪QN/K, ad ρA/tN ) //0.
In particular, coker(i′) ∼= coker(i).
Let q0 = corankAH
1
S⊥,T (ad ρF/A(1)) − δA. By Lemma 4.18 and part 1 of Lemma 4.17, there is b1,
depending only on S and ρA, and A-module maps fN : H1S,T (ad ρA/tN ) → (A/tN )q0+δT−[K:Q] with kernels
and cokernels annihilated by tb1 . Since A/tN is an injective A/tN -module (its Pontryagin dual, isomorphic
to itself, is a projective A/tN -module), we can extend fN to an A/t
N -module map f˜N : H
1
SQN ,T
(ad ρA/tN )→
(A/tN )q0+δT−[K:Q]. Say we can find a nonnegative integer b2, depending only on S, ρA, and c, and for each
N ≥ 1, an A/tN -module map gN : coker(i) → (A/tN )2q−q0 with kernel and cokernel annihilated by tb2 .
Then letting g˜N be the composite
H1SQN ,T
(ad ρA/tN )→ coker(i′) ∼= coker(i) gN−−→ (A/tN )2q−q0 ,
the resulting A-module maps
f˜N ⊕ g˜N : H1SQN ,T (ad ρA/tN )→ (A/t
N )2q+δT−[K:Q]
will have kernel and cokernel annihilated by tb1+b2 .
By the Poitou–Tate exact sequence, we have a commutative diagram with exact columns
0

0

H1S,T (KS/K, ad ρA/tN )
i //

H1SQN ,T
(KS∪QN/K, ad ρA/tN )

H1(KS∪QN/K, ad ρA/tN )

H1(KS∪QN/K, ad ρA/tN )
∏
v∈S
H1(Kv ,ad ρA/tN )
Lv(ρA/tN )
×∏v∈QN H1(Kv,ad ρA/tN )H1(Kurv /Kv ,ad ρA/tN ) //

∏
v∈S
H1(Kv,ad ρA/tN )
Lv(ρA/tN )

HS⊥,T (ad ρA/tN (1))
∨ //HS⊥QN ,T
(ad ρA/tN (1))
∨
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A diagram chase then shows that coker(i) ∼= ker(r∨) with r∨ the Pontryagin dual of the restriction map
r : H1S⊥,T (ad ρA/tN (1))→
∏
v∈QN
H1(Kurv /Kv, ad ρA/tN (1)).
So it suffices to show that there is b2, depending only on S, ρA, and c, and anA/tN -module map (A/tN )2q−q0 →
coker(r) ∼= ker(r∨)∨ with kernel and cokernel annihilated by tb2 . By the assumptions at the beginning of this
subsection, pN ∈ tNA, and by the definition of a Taylor–Wiles datum of level N , qv ≡ 1 (mod pN ) for each
v ∈ QN . So for each v ∈ QN , ad ρA/tN (1) = ad ρA/tN as GKv -modules and Lemma 4.19 implies that the
codomain of r is a free A/tN -module of rank 2q. By the assumptions of the lemma, there is a nonnegative
integer c and an A/tN -module map (A/tN )δA → H1
S⊥QN
,T
(ad ρA/tN (1)) with kernel and cokernel annihilated
by tc. By part 2 of Lemma 4.17 and the definition of q0, there is c1, depending only on S and ρA, and an
A/tN -module map (A/tN )q0+δA → H1S⊥,T (ad ρA/tN (1)) with kernel and cokernel annihilated by tc1 . We take
b2 = c+ c1. Since HS⊥QN ,T
(ad ρA/tN (1)) = ker(r), we can then find an A/t
N -module map (A/tN )q0 → im(r)
with kernel and cokernel annihilated by tb2 , hence an A/tN -module map (A/tN )2q−q0 → coker(r) with kernel
and cokernel annihilated by tb2 .
4.5 Nice primes, sweet primes, and their tangent spaces
We now fix a particular choice of global deformation problem
S = (K, ρ, S, {Λv}v∈S , {Dv}v∈S),
where:
• For each v ∈ Sp, Dv = Dordv is of the type considered in §4.2.1.
• For each v ∈ S − Sp, Λv = O.
• p = 2, i ∈ K, and ρ = IndGEGK χ is dihedral.
For each v ∈ Sp, there are universal characters ψv,1, ψv,2 : GKv → R×S extending those arising from the
Λv-algebra structure on RS . Throughout this subsection, if A is an RS-algebra, we let ρA denote the
pushforward of the universal type S-deformation to A. We say that ρA is dihedral if there exists a quadratic
extension E′/K such that ρA(GE′) is abelian; equivalently, if ρA(GE) is abelian.
Definition 4.21. Let p ⊂ RS be a prime. We say that p is a nice prime if it satisfies the following conditions:
1. The ring A = RS/p is a domain of dimension 1 and characteristic p.
2. There exists a place v ∈ Sp such that the quotient ψv,1/ψv,2 mod p has infinite order.
3. There is a nontrivial unipotent element in the image of ρp.
Definition 4.22. Let p ⊂ RS be a prime. We say that p is a sweet prime if it satisfies the following
conditions:
1. The ring A = RS/p is a domain of dimension 1 and characteristic 0.
2. There exists a place v ∈ Sp such that the quotient ψv,1/ψv,2 mod p has infinite order.
Lemma 4.23. Let p ⊂ RS be either a nice prime or a sweet prime. Then A = RS/p is a finite Λ-algebra
and ρp is not dihedral.
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Proof. The normalization of A is a DVR, and A/(mΛ) is a proper quotient of A. This quotient must therefore
be an Artinian local k-algebra. The completed version of Nakayama’s lemma then implies that A is a finite
Λ-algebra.
Assume for contradiction that ρp is dihedral, so that ρp(GE) is abelian. Then there exists a character
χ : GE → Frac(A)× such that ρp is GL2(A)-conjugate to IndGKGE χ. If v|2 is a place of K, then v is ramified
in E (by assumption: it is only in this case that Dordv is defined). Let w be the unique place of E lying
above v. There is an isomorphism ρp|GKv ∼= Ind
GKv
GEw
χ|GEw . Since the Jordan–Ho¨lder factors of ρp|GKv are
ψv,1 and ψv,2, we see that we must have ψv,1 = ψv,2. Since there is at least one place v|2 of K such that
ψv,1 6= ψv,2, this is the desired contradiction.
Lemma 4.24. Let p ⊂ RS be either a nice prime or a sweet prime, let A = RS/p and let H be a closed
normal subgroup of Γ = im(ρp) ⊂ GL2(A) such that Γ/H is abelian. Then the Zariski closure H of H
contains SL2.
Proof. Let Γ ⊂ GL2 denote the Zariski closure of Γ. Since ρp is absolutely irreducible, the connected
component Γ
0
of the identity is a connected reductive group. The image of Γ
0
in PGL2 contains a torus,
because it contains a semisimple element of infinite order. If Γ
0
has a root then it must equal PGL2. In this
case we’re done, since we have a chain of inclusions
H ⊃ [Γ,Γ] = [Γ,Γ] ⊃ [Γ0,Γ0] = [Γ0,Γ0] = SL2 .
It remains to rule out the possibility that Γ
0
is a torus. In this case, ρp becomes reducible when restricted to
the finite index subgroup ∆ = Γ ∩ Γ0 of Γ. Let l ⊂ Frac(A)2 be a line invariant under ∆, and let ∆′ denote
the stabilizer of l in Γ. Since ρp(∆) contains a semisimple element of infinite order, ρp|∆′ is a direct sum of
two distinct characters and ∆′ ⊂ Γ has index 2. This contradicts Lemma 4.23.
Lemma 4.25. Let A ∈ CNLΛ be a discrete valuation domain of characteristic 2 with fraction field F . Let
t be a uniformizer for A and let val be the normalized valuation on A. Let Γ be a subgroup of GL2(A) and
assume that there is a closed finite index subfield F0 of F and g ∈ GL2(F ) such that gΓg−1 contains an
open subgroup of SL2(F0). Let ad =M2(A) with adjoint Γ-action. There is a nonnegative integer d with the
following property:
For any Γ-stable subgroup M ⊆ ad (not necessarily an A-module), if M 6⊂ tm ad, then there is
X ∈ M with X /∈ td+m ad such that either val(tr(X)) < m + d or X = z1 + Y with val(z) < m + d and
Y ∈ tval(z)+1 ad.
Proof. This is [All14, Lemma 3.2.5]. In loc. cit., it is assume that Γ is the image of a certain Galois
representation, however the proof of loc. cit. only uses the fact that there is a finite index subfield F0
of Frac(A) such that a conjugate of Γ contains an open subgroup of SL2(F0), which we have taken as an
assumption here.
Lemma 4.26. Let ρA be a type S lifting of ρ to a characteristic p discrete valuation ring A ∈ CNLΛ and
let p ⊂ RS be the kernel of the induced map RS → A. Let t be a uniformizer for A, and for any N ≥ 1, let
ρA/tN = ρA mod t
N .
Fix v ∈ Sp and let κ′ : GKv → {±1} be the Kummer character attached to some θ ∈ K×v . Letting
zA/tN be the scalar matrices in ad ρA/tN , we again write κ
′ for the class in H1(Kv, zA/tN ) given by σ 7→
κ′(σ)1. We then let κ ∈ H1(Kv, ad ρA/tN ) be the image of κ′ under the natural map H1(Kv, zA/tN ) →
H1(Kv, ad ρA/tN ).
1. If the valuation of θ is even, then κ ∈ Lv(ρA/tN )⊥.
2. Assume the valuation of θ is odd and that ψv,1/ψv,2 mod p has infinite order. Then there is a nonneg-
ative integer c, depending on ρA|GKv but not on N , such that tmκ ∈ Lv(ρA/tN )⊥ only if m ≥ N − c.
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Proof. After conjugating ρA, we may assume that
ρA(σ) =
(
φ1(σ) β(σ)
φ2(σ)
)
with φi = ψv,i mod p. Let b ⊂ ad ρA/tN and n ⊂ b denote the submodules of upper triangular matrices
and upper triangular nilpotent matrices, respectively, and let t = b/n. Let Lb(ρA/tN ) ⊂ H1(Kv, b) be
the submodule of elements whose image in H1(Kv, t) lies in H
1
ur(Kv, t). Then Lv(ρA/tN ) is the image of
Lb(ρA/tN ) under H1(Kv, b)→ H1(Kv, ad ρA/tN ).
Let γ ∈ Lv(ρA/tN ), and choose a cocycle representing γ of the form
σ 7→
(
x(σ) y(σ)
w(σ)
)
(4.2)
The trace pairing with zA/tN annihilates the trace zero submodule ad
0 ρA/tN of ad ρA/tN (since p = 2), and
we have a GKv -equivariant isomorphism ad ρA/tN/ ad
0 ρA/tN → A/tN given by(
a b
c d
)
7→ a+ d,
so κ∪ γ = κ′ ∪ x+ κ′ ∪w. As an abelian group, A/tN is isomorphic to kN , so the explicit description of the
cup product in terms of the Artin map gives
κ ∪ γ = κ′ ∪ x+ κ′ ∪ w = x(ArtKv (θ)) + w(ArtKv (θ)).
If θ has valuation divisible by p, then this is trivial since x and w are unramified, so κ ∈ Lv(ρA/tN )⊥.
Now assume that θ has valuation not divisible by p. Under the trace pairing n is dual to ad ρA/tN /b,
so by local Tate duality we have an isomorphism of A/tN -modules H2(Kv, n) ∼= H0(Kv, ad ρA/tN /b)∨.
Since φ1/φ2 has infinite order, there is a nonnegative integer c, independent of N , such that t
c annihilates
H0(Kv, ad ρA/tN/b). Applying cohomology to the exact sequence
0 //n //b // t //0 ,
we find that the cokernel of H1(Kv, b) → H1(Kv, t) is annihilated by tc. It follows that tc annihilates the
cokernel of
Lb(ρA/tN )→ H1ur(Kv, t).
We can thus find γ ∈ Lb(ρA/tN ) and a cocycle representing γ as in (4.2) with w = 0 and x : GKv → A/tN
an unramified homomorphism such that tN−c−1x 6= 0. As θ has valuation not divisible by p, we find that
0 = tmκ ∪ γ = tmx(ArtKv(θ))
only if m ≥ N − c.
Lemma 4.27. Let A ∈ CNLΛ be a discrete valuation ring and let ρA : GK → GL2(A) be a type S lifting of
ρ such that the kernel of the induced map RS → A is a nice prime. Fix a non-zero element t ∈ mA. There
is an integer c ≥ 0, depending only on S and ρA, with the following property.
Let N ≥ 1 and let ρA/tN = ρA mod tN . Let QN be the set of finite places v of K that split in K(ζpN ),
are disjoint from S, have degree 1 over Q, and such that ρ(Frobv) has distinct eigenvalues. Let T ⊆ S − Sp,
let VN be any finite subset of QN , and let ShQN−VN be the kernel of the product of the restriction maps
H1S⊥,T (ad ρA/tN (1))→
∏
v∈QN−VN
H1(Fv, ad ρA/tN (1)).
Then there is an A/tN -module map fN : A/t
N → ShQN−VN whose kernel and cokernel is annihilated by tc.
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Proof. Since we are in characteristic 2, Tate twists are trivial and we drop them from the notation. We can
and do assume that t is a uniformizer. To ease notation, we write ad = ad ρA and adA/tN = ad ρA/tN . We
let z ⊂ ad be the submodule of diagonal matrices, and zA/tN = z⊗A A/tN the diagonal matrices in adA/tN .
We also write (ad /z)A/tN = (ad /z)⊗A A/tN = adA/tN /zA/tN .
Recall that i ∈ K, so there is a unique quadratic extension of K contained in the cyclotomic
extension. We let N0 ≥ 1 and ζ be a primitive pN0th root of unity such that K(ζ)/K is this quadratic
extension. By ensuring c ≥ N0, we can ad do assume that N ≥ N0 for the remainder of the proof. Let
κ′ζ : Gal(KS/K)→ zA/tN be the homomorphism that factors through Gal(K(ζ)/K) and sends its nontrivial
element to 1 ∈ zA/tN . Let κζ be the image of κ′ζ in H1(KS/K, adA/tN ). By part 1 of Lemma 4.26,
κζ ∈ HS⊥,T (adA/tN ). Moreover, since N ≥ N0 and every v ∈ QN splits in K(ζpN ), we have κζ ∈ ShQN−VN .
We let fN : A/t
N → ShQN−VN be the A/tN -module map given by f(1) = κζ . We claim that we can find an
integer c ≥ N0, depending only on S and ρA, such that the kernel and cokernel of fN is annihilated by tc.
We first treat ker(fN ). By Lemma 4.24, the Zariski closure of im(ρA) contains SL2, so Lemma 2.8
implies that H0(KS/K, ad/z) = 0. Applying cohomology to the exact sequence
0 //ad /z
tN //ad /z //(ad /z)A/tN //0 ,
we see that H0(KS/K, (ad ρ/z)A/tN ) injects into the t-power torsion of H
1(KS/K, ad /z) for any N ≥ 1. Let
c0 be the maximum of N0 and the order of the t-power torsion of H
1(KS/K, ad /z); it depends only S and
ρA. Then t
c0 annihilates H0(KS/K, (ad /z)A/tN ), hence also the kernel of
H1(KS/K, zA/tN )→ H1(KS/K, adA/tN ).
Since κ′ζ generates a free rank 1 submodule ofH
1(KS/K, zA/tN ) (assuming N ≥ N0), tc0 annihilates ker(fN ).
In order to treat coker(fN ), we proceed in steps. Fix some γ ∈ ShQN−VN . We want to show
that there is a positive integer c ≥ c0, depending only on S and ρA, such that tcγ ∈ im(fN ). Let K∞ =
∪n≥1K(ζpn) and let L be the subfield of KS fixed by ker(ρA|GK∞ ).
Claim 1. There is a positive integer c1, depending only on ρA, such that t
c1γ is contained in the image of
the inflation map H1(L/K, adA/tN )→ H1(KS/K, adA/tN ).
Proof. Let κγ be a cocycle representing γ. Since the projective image of ρ is a dihedral group of order 2n
with n odd and K(ζpN )/K is an extension of degree a power of 2, there is σ ∈ GK(ζpN ) such that ρ(σ) has
distinct eigenvalues. By Chebotarev density, we can find v ∈ QN − VN such that ρA/tN (σ) = ρA/tN (Frobv)
and κγ(Frobv) = κγ(σ). Since γ ∈ ShQN−VN ,
κγ(σ) = κγ(Frobv) ∈ (Frobv −1) adA/tN = (σ − 1) adA/tN .
Consider the restriction to
H1(KS/L, adA/tN )
Gal(L/K) = HomGal(L/K)(Gal(KS/L), adA/tN ),
and letMN = κ(GL). LetM be the inverse image ofMN in ad, it is a Γ-stable subgroup of ad. Let m ≥ 1 be
the smallest integer such that M 6⊂ tm ad. By Lemma 4.25, there is a positive integer c1, depending only on
Γ, and X ∈M such that either val(tr(X)) < m+ c1 or X = z1+Y with val(z) < m+ c1 and Y ∈ tval(z)+1 ad
(here val denotes the normalized valuation on A). Choose τ ∈ GL such that κγ(τ) = X mod tN . By
Chebotarev density, we can find w ∈ QN − VN such that ρA/tN (Frobw) = ρA/tN (τσ) = ρA/tN (σ) and
κγ(Frobw) = κγ(τσ). Then κγ(Frobw) ∈ (Frobw −1) adA/tN = (σ − 1) adA/tN . On the other hand,
κγ(Frobw) = κγ(τ) + κγ(σ) ∈ κγ(τ) + (σ − 1) adA/tN = κγ(τ) + (Frobw−1) adA/tN ,
and κγ(τ) = X mod t
N . Lemma 4.19 and the property of X imply that m+ c1 > N . So t
c1M ⊆ tN ad and
tc1κ|GL = 0.
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Set γ1 = t
c1γ, and identify γ1 with an element of H
1(L/K, adA/tN ). Let i : H
1(L/K, z) →
H1(L/K, ad) and iN : H
1(L/K, zA/tN )→ H1(L/K, adA/tN ) denote the maps on cohomology induced by the
respective inclusions z ⊂ ad and zA/tN ⊂ adA/tN .
Claim 2. There is a nonnegative integer c2, depending only on ρA, such that t
c2γ1 ∈ im(iN ).
Proof. Applying cohomology to the short exact sequence
0 //ad
tN //ad //adA/tN //0 ,
we have an injection H1(L/K, ad)/tN → H1(L/K, adA/tN ) whose cokernel injects into the t-power torsion
of H2(L/K, ad). Let d1 be the order of the t-power torsion of H
2(L/K, ad); it depends only on ρA. We can
then lift td1γ1 to a class α ∈ H1(L/K, ad). By commutativity of the diagram
H1(L/K, z)/tN
i mod tN //

H1(L/K, ad)/tN

H1(L/K, zA/tN )
iN //H1(L/K, adA/tN ),
it suffices to find a nonnegative integer d2, depending only on ρA, such that
td2α ∈ im(i) + tNH1(L/K, ad).
By Lemmas 4.24 and 2.8, (ad /z)Gal(L/K∞) = 0, so the inflation-restriction exact sequence gives an
injection H1(L/K, ad /z)→ H1(L/K∞, ad /z). Applying cohomology to
0 //z //ad //ad /z //0 ,
we see that coker(i) injects into the cokernel of j : H1(L/K∞, z) → H1(L/K∞, ad). By Lemma 2.11, the
A-rank of coker(j) is at most one, hence the same is true of coker(i). Let d3 be the order of the t-power
torsion in coker(i); it depends only on ρA. If the A-rank of coker(i) is zero, then t
d3α ∈ im(i), and we take
d2 = d3.
Assume that the A-rank of coker(i) is one, choose β ∈ H1(L/K, ad) such that β maps to a generator
of coker(i) modulo its t-power torsion. Multiplying β by a unit of A×, if necessary, we can find m ≥ 0
and δ ∈ H1(L/K, z) such that td3α = tmβ + δ. Since the kernel of ρA is a nice prime, Lemma 4.24 and
Proposition 2.14 yield σ ∈ Gal(L/K) such that:
• ρA(σ) ∈ [Γ,Γ], hence δ(σ) = 0.
• ρ(σ) has distinct eigenvalues.
• If κβ is a cocycle representing β, then κβ(σ) /∈ (σ − 1) adA.
There is a nonnegative integer d4 such that κβ(σ) /∈ (σ − 1) ad+td4+1 ad. By choosing σ and κβ so that d4
is minimal, it then depends only on ρA. By computing in a basis that diagonalizes ρA(σ), we further see
that tmκβ(σ) /∈ (σ − 1) ad+tm+d4+1 ad. The choice of κβ determines a choice of cocycle κα′ = tmκβ + δ for
α′ = td3α, and
κα′(σ) = t
mκβ(σ) /∈ (σ − 1) ad+tm+d4+1 ad .
By Chebotarev density, we can find v ∈ QN − VN such that ρA/tN (Frobv) = ρA/tN (σ) and such that
κα′(Frobv)−κα′(σ) ∈ tN ad. Since α′ lifts a multiple of γ ∈ ShQN−VN , it has trivial image in H1(Fv, adA/tN )
and
κα′(σ) ∈ κα′(Frobv) + tN ad ⊆ (Frobv −1) ad+tN ad = (σ − 1) ad+tN ad .
So m ≥ N − d4. Setting d2 = d3 + d4, we have
td2α = td4α′ = td4δ + tm+d4β ∈ im(i) + tNH1(L/K, ad),
which finishes the proof of Claim 2.
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Now set γ2 = t
c2γ1 = t
c1+c2γ. Let γ′2 ∈ H1(L/K, zA/tN ) be such that iN(γ′2) = γ2. The map fN
factors as fN = iN ◦ f ′N with f ′N : A/tN → H1(L/K, zA/tN ) given by f ′N (1) = κ′ζ . So to show some multiple
of γ2 lies in the image of fN , it suffices to show some multiple of γ
′
2 lies in the image of f
′
N .
Claim 3. There is a positive integer c3, depending only on S and ρA, such that tc3γ′2 is contained in the
image of f ′N .
Proof. Recall that K(ζ)/K is the unique quadratic cyclotomic extension and that E/K is the unique
quadratic extension such that ρ|GE is reducible. Our assumption on ρ|GKv for v|p implies that K(ζ) and
E are distinct. First assume that γ′2(Gal(L/E(ζ))) 6= 0. The image of γ′2 is an abelian group annihilated
by 2 and the image of ρ|GE contains elements with distinct (hence odd order) eigenvalues. So we further
have γ′2(Gal(L/E(ζpN ))) 6= 0 and we can find τ ∈ Gal(L/K(ζpN )) such that γ′2(τ) 6= 0 and ρ(τ) has distinct
eigenvalues. By Chebotarev density, we can then find a prime v ∈ QN−VN such that γ′2(Frobv) = γ′2(τ) 6= 0.
Then Lemma 4.19 implies that the restriction of γ′2 to H
1(Kv, adA/tN ) is nonzero, contradicting the fact
that iN(γ
′
2) = γ2 = t
c1+c2γ ∈ ShQN−VN .
So γ′2 must factor through Gal(E(ζ)/K). Since we are only interested in coker(f
′
N ), we may further
assume that γ′2 factors through Gal(E/K). Since the kernel of RS → A is a nice prime and iN (γ′2) ∈
H1S⊥,T (ad ρA/tN ), we can apply part 2 of Lemma 4.26 to find a nonnegative integer c3, depending only on S
and ρA, such that t
c3γ′2 = 0.
It follows from Claims 1, 2, and 3 that tc1+c2+c3γ ∈ im(fN). Taking c = max{c0, c1 + c2 + c3}, the
kernel and cokernel of fN is annihilated by t
c, which completes the proof of Lemma 4.27.
Lemma 4.28. Let A ∈ CNLΛ be discrete valuation ring of characteristic 0 with fraction field F and let
t be a uniformizer for A. Let ρA : GK → GL2(A) be a continuous representation unramified outside of
finite many places such that ρF = ρA ⊗A F is absolutely irreducible and the image of ρ(GK) in PGL2(F ) is
Zariski dense. Let K∞ = ∪n≥1K(ζpn) and L/K∞ be the extension cut out by ad ρA|GK∞ . Then the order
of H1(L/K, adρA/tN (1)) is bounded independently of N ≥ 1.
Proof. It suffices to prove that H1(L/K, ad ρA(1)) is finite, or that H
1(L/K, ad ρF (1)) = 0. Let L0/K be
the extension cut out by ad ρF . We may identify Gal(L0/K) with a compact, Zariski dense subgroup of
PGL2(F ). In particular, by [Pin98, Theorem 0.2], the closure [Gal(L0/K),Gal(L0/K)] of the commutator
subgroup has finite image in Gal(L0/K), and consequently L0 ∩K∞ is a finite extension of K.
Since F has characteristic 0, the restriction map H1(L/K, ad ρF (1)) → H1(L/L0 ∩K∞, ad ρF (1))
is injective, so we may assume without loss of generality that L0 ∩K∞ = K. We then have an isomorphism
Gal(L/K) ∼= Gal(L0/K)×Gal(K∞/K) and a Ku¨nneth decomposition
H1(L/F, ad ρF (1)) = H
0(L0/K, adρF )⊗H1(K∞/K, F (1))
⊕H1(L0/K, adρF )⊗H0(K∞/K, F (1)).
It is easy to see that
H0(K∞/K, F (1)) = H
1(K∞/K, F (1)) = 0.
This completes the proof.
Lemma 4.29. Let A ∈ CNLΛ be a discrete valuation ring of characteristic 0 and let t be a uniformizer for
A. Let ρA : GK → GL2(A) be a lift of ρ that is not dihedral. Let ad0 ρA and zA be the submodule of trace
zero matrices and the submodule of diagonal matrices, respectively, in ad ρA. There is a nonnegative integer
d, depending only on ρA, with the following property. If M ⊆ ad ρA is a GK-stable submodule and m ≥ 0 is
such that M ⊆ tm ad ρA but M 6⊆ tm+1 ad ρA, then either tmz ⊆M or tm+d ad0 ρA ⊆M .
Proof. Let F be the fraction field of A, and let ρF = ρA⊗F . There is a decomposition ad ρF = ad0 ρF ⊕ zF .
We first claim that ad0 ρF is an absolutely irreducible GK-representation. Otherwise, letting F be an
algebraic closure of F and ρF = ρF ⊗ F , there is a GK-stable line W ⊆ ad0 ρF . Let χ denote the character
giving the action of GK on W , and let L/K be the abelian extension cut out by χ. The restriction ρF |GL
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admits a nonscalar GL-equivariant endomorphism, so is reducible. Since ρF is irreducible (as ρ is absolutely
irreducible) and L/K is abelian, Clifford theory implies that ρF is dihedral, a contradiction.
Let Γ be the image of GK in GL(ad ρF ). We can find orthogonal idempotents e1, e2 ∈ F [Γ] such that
e1 ad ρF = zF and e2 ad ρF = ad
0 ρF . Clearing denominators, there is an integer c ≥ 0 such that tce1, tce2 ∈
A[Γ], and we have tce1 ad ρA ⊆ z and tce2 ad ρA ⊆ ad0 ρA. Hence tcM = tce1M ⊕ tce2M with tce1M ⊆ z
and tce2M ⊆ ad0 ρA. Since M 6⊂ tm+1 ad ρA, we have either tce1M 6⊂ tc+m+1z or tce2M 6⊂ tc+m+1 ad0 ρA.
If tce1M = t
c(M ∩ z) 6⊂ tc+m+1z then tmz ⊂ M . Otherwise, we have tce2M 6⊂ tc+m+1 ad0 ρA and
[Kis04, Lemma 6.3] implies there is a nonnegative integer d, such that td+c+m ad0 ρA ⊆ tce2M ⊆ tcM .
Lemma 4.30. Let A ∈ CNLΛ be a discrete valuation ring of characteristic 0 and let ρA : GK → GL2(A) be
a type S deformation of ρ such that the kernel of the induced map RS → A is a sweet prime. Fix t ∈ mA
with p ∈ tA. There is a positive integer c depending only on S and ρA with the following property.
Let N ≥ 1 and let ρA/tN = ρA mod tN . Let QN be the set of finite places v of K that split in
K(ζpN ), are disjoint from S, have degree 1 over Q, and such that ρ(Frobv) has distinct eigenvalues. Let
T ⊆ S − Sp and let VN be any finite subset of QN . The kernel of the product of the restriction maps
H1S⊥,T (ad ρA/tN (1))→
∏
v∈QN−VN
H1(Fv, ad ρA/tN (1)). (4.3)
is annihilated by tc.
Proof. We can assume that t is a uniformizer. Let κ be a cocycle representing an element in the kernel of
(4.3). Let K∞ = ∪n≥1K(ζpn), and let L/K∞ be the extension cut out by ad ρA|GK∞ . We also let LN be
the extension of K(ζpN ) cut out by ad ρA/tN |GK(ζ
pN
)
. Since K(ζpN )/K is a 2-power extension, we can and
do fix some σ ∈ GK(ζpN ) such that ρ has distinct eigenvalues. By Chebotarev density, we can find some
v ∈ QN − VN such that ρA/tN (Frobv) = ρA/tN (σ) and κ(Frobv) = κ(σ). Then since κ represents a class in
the kernel of (4.3) and pN ∈ tNA,
κ(σ) = κ(Frobv) ∈ (Frobv −1) ad ρA/tN (1) = (Frobv −1) ad ρA/tN = (σ − 1) ad ρA/tN .
Consider any τ ∈ Gal(KS/L). We can similarly find Frobw ∈ QN −VN such that ρA/tN (Frobw) = ρA/tN (τσ)
and κ(Frobw) = κ(τσ), so
κ(τσ) = κ(Frobw) ∈ (Frobw−1) ad ρA/tN = (τσ − 1) ad ρA/tN = (σ − 1) ad ρA/tN .
On the other hand, κ(τσ) = κ(τ) + κ(σ), so we conclude
κ(GL) ⊆ (σ − 1) ad ρA/tN .
Now κ|GL is an element of
H1(KS/L, adρA/tN (1))
Gal(L/K) = HomGK (Gal(KS/L), ad ρA/tN (1))
⊆ HomGK∞ (Gal(KS/L), ad ρA/tN ).
Let MN be the A/t
N -submodule of ad ρA/tN generated by κ(Gal(KS/L)), and let M be its inverse image
in ad ρA. Then MN ⊆ (σ − 1) ad ρA/tN and tN ad ρA ⊆ M ⊆ (σ − 1) ad ρA + tN ad ρA. Let 0 ≤ m ≤ N be
such that M ⊆ tm ad ρA but M 6⊆ tm+1 ad ρA. Since the kernel of RS → A is a sweet prime, Lemmas 4.24
and 4.29 yield a nonnegative integer c1, depending only on S and ρA, such that either tc1+mzA ⊂ M or
tc1+m ad0 ρA ⊂M . So either
tc1+mzA ⊂ (σ − 1) ad ρA + tN ad ρA
or
tc1+m ad0 ρA ⊂ (σ − 1) ad ρA + tN ad ρA.
By computing in a basis that diagonalizes σ, we see that either case implies c1 +m ≥ N . Thus, tc1MN = 0,
and the restriction of tc1κ to H1(KS/L, adρA/tN (1)) is trivial.
Then tc1κ represents a class in H1(L/K, ad ρA/tN (1)) by the inflation-restriction exact sequence.
By Lemma 4.28, there is a nonnegative integer c2, depending only on S and ρA, such that tc2 annihilates
H1(L/K, ad ρA/tN (1)). Taking c = c1 + c2, t
c annihilates any element in the kernel of (4.3).
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The following is [Kis04, Lemma 6.5] (loc. cit. only only treats the characteristic 0 case, but the
characteristic p case is the same.)
Lemma 4.31. Let A ∈ CNLΛ be a discrete valuation ring, and let M be a finite length A-module which is
generated by r elements for some positive integer r. Let {Mi}i∈I be a collection of finite length A-modules
and suppose there is an injective map M → ∏i∈I Mi. The we can find r distinct indices i1, . . . , ir ∈ I such
that the induced map M →∏rj=1Mij is injective.
Lemma 4.32. Let T = S − Sp and assume T 6= ∅. Let A1, . . . , An ∈ CNLΛ be discrete valuation rings, and
for each 1 ≤ i ≤ n, let ρAi : GK → GL2(Ai) be a type S lift of ρ such that the kernel of the induced map
RS → Ai is either a nice prime or a sweet prime. For each 1 ≤ i ≤ n, fix nonzero ti ∈ mAi with p ∈ tiAi.
Then for each 1 ≤ i ≤ n, we can find integers qi ≥ [K : Q] and ci ≥ 0, depending only on S and
ρAi , with the following property: for each integer N ≥ 1 and 1 ≤ i ≤ n, there is a Taylor–Wiles datum QiN
of level N satisfying:
1. Q1N , . . . , Q
n
N are disjoint and |QiN | = qi for each i. We set QN = ∪ni=1QiN .
2. Each v ∈ QN has degree 1 over Q.
3. If the kernel of RS → Ai is a nice prime, then there is an Ai/tNi -module map Ai/tNi → H1S⊥QN ,T (ad ρAi/tNi (1))
with kernel and cokernel annihilated by tci .
4. If the kernel of RS → Ai is a sweet prime, then HS⊥QN ,T (ad ρAi/tNi (1)) is annihilated by t
ci
i .
Proof. First, say the kernel of RS → Ai is a nice prime. Let ShQN be as in Lemma 4.27 (with VN = ∅).
Then for any Taylor–Wiles datum QN of level N , we have an inclusion ShQN ⊆ HS⊥QN ,T (ad ρAi/tNi (1)). So
by Lemma 4.27, there is a nonnegative integer d1, depending only on S and ρAi , and a map fQN : Ai/tNi →
H1
S⊥QN
,T
(ad ρAi/tNi (1)) with kernel annihilated by t
d1 . So in proving part 3, it only remains to show that the
cokernel of fQN is annihilated by t
d2 for some nonnegative integer d2 depending only on S and ρAi .
We induct on n ≥ 0, with the n = 0 case being vacuous. Say we have constructed Q1N , . . . , Qn−1N
with the desired properties, and set VN = ∪n−1i=1 QiN . Assume first that the kernel of RS → An is a nice prime.
To ease notation, write A = An and t = tn. Letting ShQN−VN ⊆ H1S⊥,T (ad ρA/tN (1)) be as in Lemma 4.27,
there is a nonnegative integer d3, depending only on S and ρA, and a map f : A/tN → ShQN−VN with kernel
and cokernel annihilated by td3 . Let F be the fraction field of A, and let qn = corankAH
1
S⊥,T (ad ρF/A(1))−1.
Note that qn ≥ [K : Q] by Lemma 4.18. By part 2 of Lemma 4.17, we can find a nonnegative integer d4,
depending only on S and ρA, and an injective A/tN -module map g : (A/tN )qn+1 → H1S⊥,T (ad ρA/tN (1)) with
cokernel annihilated by td4 . Then td4 im(f) ⊆ im(g) and the cyclic A/tN -module im(f)∩ im(g) is isomorphic
to A/tm for some N − d3− d4 ≤ m ≤ N . Lifting a generator of im(f)∩ im(g) to (A/tN )qn+1 and applying a
change of basis, if necessary, we can assume that im(f)∩ im(g) is contained in g(A/tN × 0×· · ·× 0). Letting
W = g(0× (A/tN )qn), we have:
(a) W can be generated by qn elements.
(b) The quotient of H1S⊥,T (ad ρA/tN (1)) by im(f) +W is annihilated by t
d3+2d4 . To see this, it suffices to
show that td3+d4 im(g) ⊆ im(f)+W , since the cokernel of g is annihilated by td4 . It then suffices to show
that td3+d4g(A/tN ×0) ⊆ im(f), which follows from the fact that A/tm ∼= im(f)∩ im(g) ⊆ g(A/tN ×0)
with m ≥ N − d3 − d4.
(c) The product of the restriction maps rW : W →
∏
QN−VN
H1(Kv, ad ρA/tN (1)) satisfies t
d3 ker(rW ) ⊆
im(f). Indeed, ker(rW ) ⊆ ShQN−VN and the cokernel of f : A/tN → ShQN−VN is annihilated by td3 .
Using (a) above and applying Lemma 4.31 to im(rW ), we find Q
n
N ⊂ QN , disjoint from VN = ∪n−1i=1 QiN ,
of cardinality qn such that im(rW ) injects into
∏
v∈QnN
H1(Kv, ad ρA/tN (1)). Using (b) and (c) above, it
then follows that fQnN : A/t
N → HS⊥
Qn
N
,T (ad ρA/tN (1)) has cokernel annihilated by t
2d3+2d4 . Setting QN =
34
∪ni=1QnN , the map fQnN factors as the composite of fQN : A/tN → HS⊥QN ,T (ad ρA/tN (1)) with the inclusion
HS⊥QN ,T
(ad ρA/tN (1)) ⊆ HS⊥
Qn
N
,T (ad ρA/tN (1)), so the cokernel of fQN is also annihilated by t
2d3+2d4 .
The case when the kernel of RS → An is a sweet prime is similar (and easier), appealing to
Lemma 4.30 instead of Lemma 4.27.
Lemma 4.33. Let A be a complete local integral domain of dimension 1 with normalization A˜, and let
t ∈ mA be nonzero. Assume we are given nonnegative integers b and h, and and for each integer N ≥ 1
a finitely generated A/tN -module MN and an A˜/t
N -module map (A˜/tN)h → MN ⊗A A˜ whose kernel and
cokernel are annihilated by tb. Then we can find a nonnegative integer a, depending only on b and A, and
for each N ≥ 1, an A/tN -module map (A/tN )h →MN whose kernel and cokernel are annihilated by ta.
Proof. Let d ≥ 0 be such that td annihilates the A-module A˜/A. Then for any A-module G, we have an
exact sequence
TorA1 (G, A˜/A)→ G→ G⊗A A˜→ G⊗A (A˜/A),
so G → G ⊗A A˜ has kernel and cokernel annihilated by td. In particular, this applies to MN → MN ⊗A A˜
and (A/tN )g → (A˜/tN )g. So,
im(td(A˜/tN )h →MN ⊗A A˜) ⊆ im(MN →MN ⊗A A˜),
and the composite (A/tN )h
td−→ (A˜/tN )h →MN ⊗A A˜ has image in im(MN → MN ⊗A A˜). We can lift this
composite to an A/tN -module map (A/tN )h →MN such that
(A/tN )h //
td

MN

(A˜/tN)h //MN ⊗A A˜
commutes. Then (A/tN )h →MN has kernel annihilated by tb+2d and cokernel by tb+3d.
Proposition 4.34. Let T = S−Sp, and let p1, . . . , pm (resp. q1, . . . , qn) be nice (resp. sweet) primes of RS .
Choose a representative ρS of the universal deformation, and let R
T
S → RS be the corresponding map. For
each P ∈ {p1, . . . , pm, q1, . . . , qn}, let PT denote the pre-image of P in RTS , and let Ploc denote the pre-image
of PT in A
T
S . We assume that T 6= ∅ and that ATS/Ploc = RS/P for each P ∈ {p1, . . . , pm, q1, . . . , qn}.
Then we can find integers q ≥ [K : Q] and g0 ≥ 0, and for each P ∈ {p1, . . . , pm, q1, . . . , qn}, an
integer aP ≥ 0 depending only on S and P , with the following property: for any integer N ≥ 1, there exists
a Taylor–Wiles datum QN of level N satisfying the following conditions:
1. |QN | = q.
2. Every v ∈ QN has degree 1 over Q.
3. Let P ∈ {p1, . . . , pm, q1, . . . , qn}. Let PN , PT,N denote the pre-images of P in RSQN and PT in RTSQN ,
respectively. Let A = RS/P and let t ∈ mA be nonzero with p ∈ tA. Then there exists an A/tN -module
map (A/tN )2q−[K:Q] → PT,N/(P 2T,N , Ploc, tN ) with kernel and cokernel annihilated by taP .
4. dimk(mRSQN
/(̟,m2RSQN
)) ≤ g0.
Proof. By Lemma 4.32, we can find
• an integer q = q1 + · · ·+ qn+m ≥ [K : Q], depending only on S and {p1, . . . , pm, q1, . . . , qn},
• for each P ∈ {p1, . . . , pm, q1, . . . , qn}, an integer cP ≥ 0, depending only on S and P ,
satisfying the following property: for every integer N ≥ 1, there is a Taylor–Wiles datum QN such that:
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• |QN | = q.
• For P ∈ {p1, . . . , pm}, letting A = RS/P and A˜ be its normalization, and choosing nonzero t ∈ mA,
there is an A˜/tN -module map A˜/tN → H1
S⊥QN
,T
(ad ρA˜/tN (1)) with kernel and cokernel annihilated by
tcP .
• For P ∈ {q1, . . . , qn}, letting A = RS/P and A˜ be its normalization, and choosing t ∈ mA with p ∈ tA,
the A˜/tN -module H1
S⊥QN
,T
(ad ρA˜/tN (1)) is annihilated by t
cP .
Then, for fixed P ∈ {p1, . . . , pm, q1, . . . , qm}, Proposition 4.20 gives an integer bP , depending only on S and
P , and an A˜/tN -module map
H1SQN ,T
(ad ρA˜/tN )→ (A˜/tN)2q−[K:Q] (4.4)
with kernel and cokernel annihilated by tbP . By Proposition 4.10,
H1SQN ,T
(ad ρA˜/tN )
∼= HomA(PT,N/(P 2T,N , Ploc, tN ), A˜/tN)
∼= HomA˜((PT,N/(P 2T,N , Ploc, tN)) ⊗A A˜, A˜/tN ).
So the Pontryagin dual of (4.4) gives an A˜/tN -module map
(A˜/tN)2q−[K:Q] → (PT,N/(P 2T,N , Ploc, tN ))⊗A A˜.
with kernel and cokernel annihilated by bP . Applying Lemma 4.33 concludes the proof.
Remark. In the above, we have tried to treat nice and sweet primes is as uniform a fashion as possible.
Since the dual Selmer groups for nice primes are more complicated, it is apparent that many of the above
arguments would simplify if we only considered sweet primes. Also, one would not need Lemma 4.33 as one
can just enlarge O.
On the other hand, if we only considered nice primes, then we could work with divisible coefficients,
as opposed to finite level coefficients, which would simplify some of the above by arguing via coranks. We
are forced to work with finite level coefficients when dealing with sweet primes because it is necessary for
the cyclotomic character to be locally trivial at the Taylor–Wiles places.
5 Cohomology of locally symmetric spaces
We first set up some general notation and establish routine lemmas for the cohomology groups of locally
symmetric spaces and the Hecke algebras that act on them. We then recall some results on Galois represen-
tations attached to the cohomology of these locally symmetric spaces for the group GLn over an imaginary
CM field, and then derive from these the similar results for the group PGLn over an imaginary CM field.
These results for PGL2 are necessary for our proof of Theorem 8.1, given in Appendix A. We then prove
a technical result (Theorem 5.11) showing that the cohomology groups we are interested in are nonzero in
only finitely many degrees after localizing at suitable maximal ideal of the Hecke algebra.
5.1 Generalities
We review some general constructions, referring the reader to [NT16] or [ACC+] for a more detailed summary.
Let p be a prime, and let O be a coefficient ring. Let R be a ring which is either O, E = Frac(O), or O/(̟c)
for some c ≥ 1. Let K be a number field. We assume that E is large enough that it contains the image of
every embedding K in Qp.
Let G be a split connected reductive group over OK . We write G∞ = G(A∞K ) and G∞ = G(K⊗QR).
If S is a finite set of finite places of K, we write GS = G(A∞,SK ), where A
∞,S
K is the ring of finite adeles
of K deprived of its S components, and GS =
∏
v∈S G(Kv); so G
∞ = GS × GS . We write J S for the
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set of open compact subgroups U =
∏
v Uv ⊂ G(ÔK) such that Uv = G(OKv ) for all v 6∈ S. When we
need to emphasize the group G, we will write J SG for J S . Any U ∈ J S decomposes as U = USUS with
US =
∏
v/∈S G(OKv ) ⊂ GS and US ⊆
∏
v∈S G(OKv ) ⊂ GS .
Let XG = G(K ⊗Q R)/U∞A(R), with U∞ a fixed maximal compact subgroup of G(K ⊗Q R) and A
the maximal Q-split torus in the centre of ResKQ G. We define a topological space XG = G(K)\(G(A∞K )×XG),
where in forming this quotient G∞ = G(A∞K ) is endowed with the discrete topology.
For any open compact subgroup U ⊂ G∞, and for any R[U ]-module M , finite free as R-module, we
write A(U,M) ∈ D(R) for the complex computing the U -equivariant cohomology H∗U (XG,M) of M on XG.
Similarly if N is an R[U ]op-module, finite free as R-module, then we write C(U,N) ∈ D(R) for the complex
computing the U -equivariant homology HU∗ (XG, N) of N on XG. (These can be defined as follows: let C
denote the complex of singular chains on XG with R-coefficients, and choose a quasi-isomorphism P → C,
where P is a bounded-above complex of projective R[U ]op-modules. Then C(U,N) = (P ⊗R N)U , and
A(U,M) = HomR(P,M)
U . Here P ⊗RN gets its natural structure of R[U ]op-module, while HomR(P,M) is
made into an R[U ]-module by the formula (u · f)(p) = uf(up) for an element u ∈ U . The reason for using
the ring R[U ]op here (rather than using the group structure to turn a R[U ]op-module into an R[U ]-module)
is that we will want to consider actions of monoids ∆ below when defining Hecke operators.) We remind the
reader of our convention in §1.2 for identifying cochain complexes and chain complexes. In particular, for
any i ∈ Z, Hi(C(U,N)) = HU−i(XG, N).
There is an isomorphism
H∗U (XG,M)
∼= ⊕g∈G(K)\G∞/UH∗(Γg,U ,M),
where by definition Γg,U = G(K) ∩ gUg−1 and the groups on the right-hand side are the usual group
cohomology. We note that if Γg,U contains p-torsion, then H
∗(Γg,U ,M) need not be a finitely generated R-
module (because it may be non-zero in infinitely many degrees, a phenomenon that can be observed already
in the case H∗(SL2(Z),F2)).
More generally, if V ⊂ U ⊂ G∞ are open compact subgroups with V normal in U , then we write
A(U/V,M) ∈ D(R[U/V ]) for the complex computing the V -equivariant cohomology ofM on XG as R[U/V ]-
modules, and C(U/V,N) ∈ D(R[U/V ]op) for the complex computing the V -equivariant homology of N on
XG as R[U/V ]-modules. (These can be computed in the same way as above.)
If we define N =M∨ = HomR(M,R), then there are isomorphisms (where ΓU/V denotes the functor
of U/V -invariants)
RΓU/VA(U/V,M) ∼= A(U,M) (5.1)
and
C(U/V,N)⊗LR[U/V ]op R ∼= C(U,N) (5.2)
in D(R) and
RHomR[U/V ]op(C(U/V,M
∨), R[U/V ]) ∼= A(U/V,M) (5.3)
in D(R[U/V ]).
We recall that if U is neat, then it acts freely on XG, and both H
∗
U (XG,M) and H
U
∗ (XG,M
∨) are
finite R-modules. In fact, in this case both A(U,M) and C(U,M∨) are perfect complexes of R-modules (as
follows from the existence of the Borel–Serre compactification of XG/U).
Lemma 5.1. Let U ⊂ G∞ be an open compact subgroup, and let M be an R[U ]-module, finite free as
R-module.
1. For each i ∈ Z, HiU (XG,M) and HUi (XG,M∨) are finite R-modules.
2. Suppose that R = O, E, or k. Then for each i ∈ Z there is a short exact sequence
0 //Ext1R(H
U
i−1(XG,M
∨), R) //HiU (XG,M)
//HomR(HUi (XG,M
∨), R) //0.
Proof. We have just remarked that, if U is neat, then the first part follows from the existence of the Borel–
Serre compactification. In general we can find a neat, normal open compact subgroup V ⊂ U and the finite
generation follows from the existence of the Hochschild–Serre spectral sequence. The second part is just the
universal coefficient theorem for equivariant (co)homology (i.e. isomorphism (5.3) in the case U = V .)
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We can define Hecke operators. Let S be some finite (possibly empty) set of finite places of K,
let U be an open compact subgroup of G∞ that decomposes as U = USUS with U ⊂ GS and US ⊂ GS ,
and let ∆S be a submonoid of GS which contains US. Then the set H(∆S , US) of compactly supported
US-biinvariant functions f : ∆S → Z forms an algebra under convolution, with the indicator function [US ]
of US as multiplicative identity. There is a canonical isomorphism H(∆S , US) ∼= H(∆S ×US , U). Let M be
an R[∆S × US ]-module, finite free as R-module; we view it as an R[U ]-module by restriction. Then there
are algebra homomorphisms
H(∆S , US)op → EndD(R)(C(U,M∨)) (5.4)
and
H(∆S , US)→ EndD(R)(A(U,M)). (5.5)
These can be defined as follows (cf. [ACC+, §2.1.8]): take the resolution P → C by a bounded above
complex of projective R[∆]op-modules. Then A(U,M) = HomR(P,M)
U is a complex of H(∆, U)-modules
and C(U,M∨) = (P⊗RM∨)U is a complex ofH(∆, U)op-modules, and the induced homomorphisms (5.4) and
(5.5) are independent of the choice of P . Moreover, the isomorphism (5.3) respects the action of H(∆, U)op
by endomorphisms of source and target.
More generally, if V = V SVS ⊂ U = USUS are open compact subgroups of G∞ with V S = US
and V normal in U , and M is an R[∆S × US]-module, finite free as R-module, then there are algebra
homomorphisms
H(∆S , US)op → EndD(R[U/V ])(C(U/V,M∨)) (5.6)
and
H(∆S , US)→ EndD(R[U/V ])(A(U/V,M)). (5.7)
For U ∈ J S , we write
TS = H(GS , US)⊗Z O,
which depends only on S and not on U . When we need to emphasize the group G, we will write TSG for
TS . This is a commutative O-algebra, because of our assumptions on G and US . If C is an object of an
O-linear category C and TS → EndC(C) is an O-algebra homomorphism, then we will write TS(C) for its
image. A typical use of this notation will be when C = A(U/V,M) ∈ D(R[U/V ]). We observe that there
are canonical surjective homomorphisms
TS(C(U/V,M∨))→ TS(C(U,M∨))
and
TS(A(U/V,M))→ TS(A(U,M))
and
TS(C(U/V,M∨))→ TS(A(U/V,M)).
Lemma 5.2. Let U, V ∈ J S be such that V ⊂ U is a normal subgroup and U/V is abelian. Let M be
an R[GS × US]-module, finite free as R-module. Then TS(A(U/V,M)) and TS(C(U/V,M∨)) are finite
R-algebras.
Proof. We just prove this for A(U/V,M), since the proof for C(U/V,M∨) is similar. We will apply Lemma
3.5. If U is neat, then A(U/V,M) can be represented in D(R[U/V ]) by a bounded complex of (finite
free) R[U/V ]-modules. This implies that EndD(R[U/V ])(A(U/V,M)) is a finite R-algebra, hence a fortiori
that TS(A(U/V,M)) is a finite R-algebra. In general, we can choose V ′ ∈ J S such that V ′ ⊂ V , V is
normal in U , and V ′ is neat. Then the cohomology groups H∗(A(U/V ′,M)) = H∗V ′(XG,M) are finitely
generated R[U/V ′]-modules, so Lemma 3.5 again implies that EndD(R[U/V ′])(A(U/V
′,M)) is a finitely gen-
erated R-module, hence that TS(A(U/V ′,M)) is a finite R-algebra. There is a surjective homomorphism
TS(A(U/V ′,M)) → TS(A(U/V,M)), which implies that TS(A(U/V,M)) is also a finite R-algebra, as re-
quired.
We find it useful to introduce a book-keeping device to keep track of the various Hecke algebras we
use later.
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Definition 5.3. We define a Hecke datum D for G to consist of a tuple D = (S, {(∆v, Uv)}v∈S , {Tv}v∈S),
where:
• S is a finite set of finite places of K, containing the p-adic places.
• For each v ∈ S, Uv ⊂ G(OKv ) is an open compact subgroup and ∆v ⊂ G(Kv) is a submonoid containing
Uv.
• Tv is a commutative O-algebra, endowed with an O-algebra homomorphism Tv → H(∆v, Uv)⊗Z O.
If D is a Hecke datum, then we define TD = TS ⊗O (⊗v∈STv), ∆D =
∏
v∈S ∆v ×
∏
v 6∈S G(Kv), and UD =∏
v∈S Uv ×
∏
v 6∈S G(OKv ).
We observe that if D is a Hecke datum and M is an O[∆D ]-module, then there are natural homo-
morphisms TD → EndD(O)(A(U,M)) and TD → EndD(O)(C(U,M∨)).
In §5.2, we recall facts about Galois representations associated to TD in the case of G = GLn for
certain D. It will be necessary for us to have similar results for G = PGLn (in fact, we only need the n = 2,
p odd case). We will deduce these properties from those of GLn by using the following proposition. Let G
ad
be the adjoint group of G and let Gder be the derived subgroup of G. These are both still split reductive
groups over OK . Let ZG denote the centre of G. For an open compact subgroup U ⊂ G∞ = G(A∞K ), we
let U denote its image in (Gad)∞ = Gad(A∞K ), and similarly for an open compact subgroup Uv ⊂ G(Kv)
or open submonoid ∆v ∈ G(Kv). Then for Uv ⊆ ∆v ⊆ G(Kv) an open compact subgroup and submonoid,
respectively, we have a ring homomorphism H(∆v, Uv)→ H(∆v, Uv) given by
f 7→
(
g 7→
∫
ZG(Kv)
f(gz)dz
)
,
which takes the double coset operator [UgU ] to the double coset operator [UgU ]. In particular, if D =
(S, {(∆v, Uv)}v∈S , {Tv}v∈S) is a Hecke datum for G, then we obtain a Hecke datum
D = (S, {(∆v, Uv)}v∈S , {Tv}v∈S)
for Gad with the corresponding algebra TD = T
S
Gad ⊗O (⊗v∈STv), monoid ∆D =
∏
v∈S ∆v ×
∏
v 6∈S G
ad(Kv),
and subgroup UD =
∏
v∈S Uv ×
∏
v 6∈S G
ad(OKv).
Proposition 5.4. Let U ⊂ G∞ be a compact open subgroup containing ZG(A∞K )c, the maximal compact
subgroup of ZG(A
∞
K ). Let R = E, O, or O/(̟c) for some c ≥ 1 and let M be an R[U ]-module which is finite
free as an R-module. Suppose that the centre of G is a split torus and that the order of the centre of Gder
(as a finite group scheme) is invertible in R. Then the map
H∗
U
(XGad ,M)→ H∗U (XG,M)
is injective.
Proof. Since the centre of G is a split torus, the map G∞ → (Gad)∞ is surjective (Hilbert 90). It therefore
suffices to show that for each g ∈ G∞, the map
H∗(Γg,U ,M)→ H∗(Γg,U ,M)
is injective. After replacing U with gUg−1, we are reduced to the case g = 1. For simplicity of notation, we
write Γ = Γ1,U and Γ = Γ1,U . We also set U
d = U ∩ (Gder)∞ and Γd = Γ1,Ud , so there are homomorphisms
Γd → Γ→ Γ. It suffices to show that the map
H∗(Γ,M)→ H∗(Γd,M)
is injective. This in turn will follow if we can show that the map f : Γd → Γ has kernel of finite order,
invertible in R, and normal image of finite index, also invertible in R.
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It follows from our assumption on the centre of Gder that Γd → Γ has kernel of finite order which
is invertible in R. The image f(Γd) is of finite index in Γ because the class of arithmetic subgroups is
preserved under isogeny. In fact, this image is normal with abelian quotient. Indeed, let g, h ∈ Γ. We
can lift these to elements g, h ∈ G(K), and write g = z1u1, h = z2u2 with zi ∈ ZG(A∞K ), ui ∈ U . Then
[g, h] = ghg−1h−1 = [u1, u2] lies in Γ
d, showing that [g, h] ∈ f(Γd).
Let n denote the order of the centre of Gder. The proof will be complete if we can show that
n(Γ/f(Γd)) = 0. Let g ∈ Γ. Looking at the cohomology sequence of the short exact sequence
1 //ZGder //G
der //Gad //1,
we see that gn lies in the image of Gder(K). If g ∈ G(K) is a pre-image of g, we can therefore write g = zu
with z ∈ ZG(A∞K ), u ∈ U , and gn = wh for some w ∈ ZG(K) and h ∈ Gder(K). Putting these two expressions
together gives h ∈ Gder(K)∩(ZG(A∞K ) ·U). Suppose we knew that Gder(K)∩(ZG(A∞K ) ·U) = Gder(K)∩U =
Γd. Then we could conclude that h ∈ Γd and gn = f(h), completing the proof of the proposition.
It therefore remains to show that Gder(K)∩(ZG(A∞K )·U) = Gder(K)∩U = Γd. It is here that we use
our assumption that U contains ZG(A
∞
K )
c. Let CG = G/G
der denote the cocentre of G, and let ν : ZG → CG
denote the canonical map; it is an isogeny of split tori. Let h ∈ Gder(K) ∩ (Zg(A∞K ) · U), and write h = zu
with z ∈ ZG(A∞K ), u ∈ U . Then ν(h) = 1 = ν(z)ν(u). We have ν(u) ∈ CG(A∞K )c, hence ν(z) ∈ CG(A∞K )c,
hence z ∈ ZG(A∞K )c, hence zu ∈ U , hence h ∈ Gder(K) ∩ U . This completes the proof.
Corollary 5.5. Let D = (S, {(∆v, Uv)}v∈S , {Tv}v∈S) be a Hecke datum for G such that UD contains
ZG(A
∞
K )
c, and let D be the corresponding Hecke datum for Gad. Let R = E, O or O/(̟c) for some
c ≥ 1 and let M be an R[∆D]-module which is finite free as an R-module. Suppose that the centre of G is a
split torus and that the order of the centre of Gder (as a finite group scheme) is invertible in R.
Then, letting TD(H
∗
U (XG,M)) denote the image of TD in EndR(H
∗
U (XG,M)) and letting TD(H
∗
U
(XGad ,M))
denote the image of TD in EndR(H
∗
U
(XGad ,M)), there is a surjective R-algebra homomorphism
TD(H
∗
U (XG,M))→ TD(H∗U (XGad ,M)).
Proof. This follows at once from Proposition 5.4.
5.2 Hecke algebras and Galois representations
We will assume throughout this section that K is a CM field with maximal totally real subfield K+ and
that every p-adic place of K+ splits in K. We fix a finite set of finite places S of K containing all the p-adic
places.
For a finite place v of K, we write Iv ⊂ GLn(OKv ) for the Iwahori subgroup defined by upper
triangular modulo ̟v matrices, and Iv(1) for its subgroup of unipotent modulo ̟v elements. More generally,
if we are given integers c ≥ b ≥ 0, then we write Iv(b, c) for the subgroup of GLn(OKv ) of matrices that
are upper triangular modulo ̟cv and upper triangular unipotent modulo ̟
b
v. If U ∈ J SGLn and v 6∈ S is a
finite place of K, then we will write U0(v) ∈ J S∪{v}GLn for the group with U0(v)v = Uv and U0(v)v = Iv, and
U1(v) ∈ J S∪{v}GLn for the group with U1(v)v = Uv and U1(v)v = Iv(1). We also make the same definition with
v replaced by a finite set S′ of finite places of K such that S ∩ S′ = ∅.
For each v /∈ S and 1 ≤ i ≤ n, we write Tv,i ∈ H(GLn(Kv),GLn(OKv)) for the double coset operator
Tv,i = [GLn(OKv )αv,iGLn(OKv )],
where αv,i = diag(̟1, . . . , ̟v, 1, . . . , 1) (̟v appearing i times). Then T
S
GLn
is generated over O by the
operators Tv,1, . . . ,Tv,n,T
−1
v,n for v /∈ S. We define the Hecke polynomial
Pv(X) = X
n +
n∑
i=1
(−1)iqi(i−1)/2v Tv,iXn−i ∈ H(GLn(Kv),GLn(OKv ))[X ].
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For any λ ∈ (Zn+)Hom(K,E), we define an O[
∏
v|pGLn(OKv )]-module Vλ, finite free as an O-module, by the
recipe of [Ger18, §2.2]. It is an O-lattice in the irreducible algebraic representation Vλ of (ResK/QGLn)E of
highest weight λ.
Given an open compact subgroup U ⊂ GLn(A∞K ), we let U be its image in PGLn(A∞K ). We use
similar notation for open compact subgroups Uv ⊂ GLn(Kv) as well as for monoids and elements. If
U ∈ J SGLn , then U ∈ J SPGLn . Say V ⊆ U ⊆ GLn(A∞K ) are open compact subgroups with V normal in U ,
that R = O or O/̟c for some c ≥ 1, and that M is an R[U ]-module, finite free as an R-module. Then we
have complexes A(V ,M) ∈ D(R) and A(U/V ,M) ∈ D(R[U/V ]) computing H∗
V
(XPGLn ,M), and complexes
C(V ,M∨) ∈ D(R) and C(U/V ,M∨) ∈ D(R[U/V ]) computing HV∗ (XPGLn ,M∨).
For each v /∈ S, we write Tv,1, . . . ,Tv,n ∈ H(PGLn(Kv),PGLn(OKv )) for the image of the operators
of the same name under the ring homomorphism H(GLn(Kv),GLn(OKv )) → H(PGLn(Kv),PGLn(OKv )).
It should be clear from the context whether we are in the GLn-case or PGLn-case, so we hope this does
not cause confusion. Note that Tv,n = 1 in H(PGLn(Kv),PGLn(OKv )), and TSPGLn is generated over O by
Tv,1, . . . ,Tv,n−1 for v /∈ S. We also again write
Pv(X) = X
n +
n∑
i=1
(−1)iqi(i−1)/2v Tv,iXn−i ∈ H(PGLn(Kv),PGLn(OKv ))[X ].
We let Zn+,0 ⊂ Zn+ be the subset of (λ1, . . . , λn) ∈ Zn+ with λ1+· · ·+λn = 0. If λ ∈ (Zn+,0)Hom(K,E) then the ac-
tion of the centre of (ResK/QGLn) on Vλ is trivial and Vλ admits a natural structure of O[
∏
v|p PGLn(OKv )]-
module, finite free as O-module.
Theorem 5.6. Let V ⊂ U be elements of J SGLn with V normal in U and U/V abelian. Let R = O or O/̟c
for some c ≥ 1 and let M be an R[US]-module, finite free as an R-module, such that M ⊗R k = Vλ ⊗O k for
some λ ∈ (Zn+)Hom(K,E). Let m be a maximal ideal of TS(A(U/V,M)). Suppose that S satisfies the following
condition:
• Let v be a finite place of K not contained in S, and let l be its residue characteristic. Then either S
contains no l-adic places and l is unramified in K, or there is an imaginary quadratic field K0 ⊆ K in
which l splits.
Then there exists a semisimple continuous representation ρm : GK → GLn(TS(A(U/V,M))/m), unramified
outside S, and such that for each v 6∈ S,
det(X − ρm(Frobv)) = Pv(X) mod m.
The same statement holds with A(U/V,M) replaced by C(U/V,M∨).
Proof. We will deduce this from [ACC+, Theorem 2.3.5] for A(U/V,M), the case of C(U/V,M∨) being
similar. We choose V ′ ∈ J SGLn such that V ′ ⊂ V , V is normal in U , and V ′ is neat. By Lemma 5.2, there is
a surjective homomorphism TS(A(U/V ′,M)) → TS(A(U/V,M)). We can therefore assume without loss of
generality that V = V ′ and V is neat. In this case H∗V (XGLn ,M) is a finite R-module, and its annihilator in
TS(A(U/V,M)) is nilpotent. It follows that m occurs in the support of H∗V (X,M); we can therefore assume
without loss of generality that U = V , in which case the existence of ρm follows from [ACC
+, Theorem
2.3.5]. (We note that the existence of ρm is almost contained in one of the main theorems of [Sch15]. Here
we are appealing to [ACC+], using our additional assumption on S, in order to be able to assert that ρm is
unramified outside S.)
Corollary 5.7. Assume that p ∤ n. Let V ⊂ U be elements of J SGLn with V normal in U and U/V abelian
and such that V contains Ô×K . Let R = O or O/̟c for some c ≥ 1 and let M be an R[US ]-module, finite
free as an R-module, such that M ⊗R k = Vλ ⊗O k for some λ ∈ (Zn+,0)Hom(K,E). Let m be a maximal ideal
of TS(A(U/V ,M)). Suppose that S satisfies the following condition:
• Let v be a finite place of K not contained in S, and let l be its residue characteristic. Then either S
contains no l-adic places and l is unramified in K, or there is an imaginary quadratic field K0 ⊆ K in
which l splits.
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Then for any maximal ideal m ⊂ TS(A(U/V ,M)), there exists a semisimple continuous representation
ρm : GK → GLn(TS(A(U/V ,M))/m), unramified outside S, and such that for each v 6∈ S,
det(X − ρm(Frobv)) = Pv(X) mod m.
The same statement holds with A(U/V ,M) replaced by C(U/V ,M∨).
Proof. We again prove this just for A(U/V ,M). As in the proof of Theorem 5.6, we can assume that V
is neat, so the annihilators of H∗V (XGLn ,M) and H
∗
V
(XPGLn ,M) in T
S(A(U/V,M)) and TS(A(U/V ,M)),
respectively, are nilpotent. The corollary then follows for A(U/V ,M) from Theorem 5.6 and Proposition 5.5.
We call a maximal ideal m of a TSGLn-algebra R of Galois type if R/m is finite and there exists a
continuous, semisimple representation ρm : GK → GLn(R/m) satisfying the conclusion of Theorem 5.6. If m
is of Galois type, we say that it is non-Eisenstein if ρm is absolutely irreducible. Appealing to Corollary 5.7,
we use the same terminology for TSPGLn -algebras.
We now want to state a result from [ACC+] that asserts the existence of Hecke algebra-valued Galois
representations and certain cases of local-global compatibility for them. To state the result, suppose given a
Hecke datum D = (S, {(∆v, Uv)}v∈S, {Tv}v∈S), where:
• S is a disjoint union S = Sp ⊔R ⊔ T .
• There is an integer c ≥ 1 such that for each v ∈ Sp, Iv(c, c) ⊂ Uv ⊂ Iv(0, c).
• For each v ∈ R, we have Iv(1) ⊂ Uv ⊂ Iv.
• For each v ∈ Sp, ∆v is the monoid ∪µ∈Zn+Iv diag(̟µ1v , . . . , ̟µnv )Iv .
• For each v ∈ R, ∆v = GLn(Fv).
• For each v ∈ T , ∆v = Uv.
• For each v ∈ Sp, Tv = O[((OKv/(̟cv))×)n][Uv,1, . . . ,Uv,n].
• For each v ∈ R, Tv = O[(K×v )n/(1 +̟vOKv)n].
• For each v ∈ T , Tv = O.
• For each v ∈ Sp, the homomorphism Tv → H(∆v, Uv) ⊗Z O sends each Uv,i to the Hecke operator
Uv,i = [Uvαv,iUv] and each z ∈ ((OKv/(̟cv))×)n to [Uv diag(z)Uv].
• For each v ∈ R, the homomorphism Tv → H(∆v, Uv) ⊗Z O is the one defined just before [ACC+,
Proposition 2.2.7] (where we have a map Tv → O[Ξv] in the notation there).
We note that following loc. cit. we can define group homomorphisms tv,i : K
×
v → T×v for each v ∈ R and
i = 1, . . . , n. If λ ∈ (Zn+)Hom(K,E), then we can define a monoid homomorphism χλ,v : (K×v )n ∩∆v → Tv for
each v ∈ Sp by the formulae
χλ,v(1, . . . , u, . . . , 1) = ǫ
1−i(ArtKv (u))
∏
τ∈Hom(Kv,E)
τ(u)−(w0λ)τ,i [Uv diag(1, . . . , u, . . . , 1)Uv]
for each u ∈ O×Kv and i = 1, . . . , n (with u occupying the ith position) and
χλ,v(αv,i) = ǫ
i(1−i)/2(ArtKv (u))Uv,i
for each i = 1, . . . , n.
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We let abuse notation by writing Vλ for the O-module Vλ, endowed with its twisted O[
∏
v∈Sp
∆v]-
action, as defined in [ACC+, §2.2.3]. Then there is a homomorphism
TD → EndD(O)(A(UD,Vλ))
and, by Proposition 3.6, there is a direct sum decomposition
A(UD,Vλ) = A(UD,Vλ)ord ⊕A(UD,Vλ)non-ord
in D(O) with the property that such that Up =
∏
v∈Sp
∏n
i=1 Uv,i acts invertibly on H
∗(A(UD,Vλ)ord) and
topologically nilpotently onH∗(A(UD ,Vλ)non-ord). Then each operatorUv,i has unit image in TD(A(UD ,Vλ)ord),
so the monoid homomorphism χλ,v extends uniquely to a homomorphism χλ,v = (χλ,v,1, . . . , χλ,v,n) :
(K×v )
n → TD(A(U,Vλ)ord)×.
We letD = (S, {(∆v, Uv)}v∈S , {Tv}v∈S) be the resulting Hecke datum for PGLn. If λ ∈ (Zn+,0)Hom(K,E),
then the twisted O[∏v∈Sp ∆v]-action on Vλ descends to O[∏v∈Sp ∆v]. Then there is again a homomorphism
TD → EndD(O)(A(UD,Vλ)),
a direct sum decomposition
A(UD,Vλ) = A(UD,Vλ)ord ⊕A(UD,Vλ)non-ord,
and an extension χλ,v = (χλ,v,1, . . . , χλ,v,n) : (K
×
v )
n → TD(A(U,Vλ)ord)× of the monoid homomorphism
χλ,v.
Theorem 5.8. Let D be a Hecke datum for GLn satisfying the above assumptions, and let m ⊂ TD(A(UD,Vλ)ord)
be a non-Eisenstein maximal ideal. Assume further:
• K contains an imaginary quadratic field in which p splits, and [K+ : Q] > 1.
• Let v be a finite place of K not contained in S, and let l be its residue characteristic. Then either S
contains no l-adic places and l is unramified in K, or there is an imaginary quadratic field K0 ⊆ K in
which l splits.
• For each v ∈ R, there is an imaginary quadratic field in K in which the residual characteristic of v
splits. R is stable under complex conjugation.
• ρm is decomposed generic.
Then there an integer δ ≥ 1 depending only on n and [K : Q], an ideal J ⊂ TD(A(U,Vλ)ord)m with
Jδ = 0, and and a continuous representation ρm : GK → GLn(TD(A(UD ,Vλ)ord)m/J) satisfying the following
properties:
1. For any v /∈ S, ρm is unramified at v and det(X − ρm(Frobv)) = Pv(X) mod J .
2. For each v ∈ R and g ∈ WKv , we have det(X − ρm(g)) =
∏n
i=1(X − tv,i(Art−1Kv (g))) mod J .
3. For each v ∈ Sp and g ∈WKv , we have det(X − ρm(g)) =
∏n
i=1(X − χλ,v,i(Art−1Kv(g))) mod J .
4. For each v ∈ Sp and each g1, . . . , gn ∈WKv , we have
(ρm(g1)− χλ,v,1(Art−1Kv (g1)))(ρm(g2)− χλ,v,2(Art−1Kv (g2))) · · · (ρm(gn)− χλ,v,n(Art−1Kv(gn))) = 0.
Proof. The theorem in the case that U is neat follows from [ACC+, Theorem 3.1.1] and [ACC+, Theo-
rem 5.5.1], together with an application of Carayol’s lemma ([CHT08, Lemma 2.1.10]). In general, we choose
a prime l > 3 not lying below any v ∈ S, and define a new Hecke datum D′ by adjoining the primes in
Sl = {v|l} to T and setting UD′,v = ker(GLn(OKv ) → GLn(k(v))) if v ∈ Sl. Then UD′ is a neat normal
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subgroup of UD and there is a natural homomorphism TD′ → TD. Arguing as in the proof of Lemma 5.2
with the second part of Lemma 3.5 shows that there is a homomorphism
TD′(A(UD′ ,Vλ)ord)m → TD(A(UD,Vλ)ord)m/I,
where I is an ideal satisfying IdimR XG+1 = 0. We deduce the existence of a Galois representation valued
with coefficients in a quotient of TD′(A(UD,Vλ)ord)m by a nilpotent ideal of bounded nilpotence degree.
Repeating this argument with a different choice of l and making another application of Carayol’s lemma
gives the desired result for the Hecke algebra TD(A(UD ,Vλ)ord)m.
Corollary 5.9. Let D be a Hecke datum for GLn as above such that UD contains Ô×K and let λ ∈
(Zn+,0)
Hom(K,E). Let D be the Hecke datum for PGLn determined by D and let m ⊂ TD(A(UD,Vλ)ord)
be a non-Eisenstein maximal ideal. Assume further:
• K contains an imaginary quadratic field in which p splits, p ∤ n, and [K+ : Q] > 1.
• Let v be a finite place of K not contained in S, and let l be its residue characteristic. Then either S
contains no l-adic places and l is unramified in K, or there is an imaginary quadratic field K0 ⊆ K in
which l splits.
• For each v ∈ R, there is an imaginary quadratic field in K in which the residual characteristic of v
splits. R is stable under complex conjugation.
• ρm is decomposed generic.
Then there an integer δ ≥ 1 depending only on n and [K : Q], an ideal J ⊂ TD(A(U,Vλ)ord)m with
Jδ = 0, and and a continuous representation ρm : GK → GLn(TD(A(UD,Vλ)ord)m/J) satisfying the following
properties:
1. For any v /∈ S, ρm is unramified at v and det(X−ρm(Frobv)) = Pv(X) mod J . In particular, det(ρm) =
ǫn(1−n)/2.
2. For each v ∈ R and g ∈ WKv , we have det(X − ρm(g)) =
∏n
i=1(X − tv,i(Art−1Kv (g))) mod J .
3. For each v ∈ Sp and g ∈WKv , we have det(X − ρm(g)) =
∏n
i=1(X − χλ,v,i(Art−1Kv(g))) mod J .
4. For each v ∈ Sp and each g1, . . . , gn ∈WKv , we have
(ρm(g1)− χλ,v,1(Art−1Kv (g1)))(ρm(g2)− χλ,v,2(Art−1Kv (g2))) · · · (ρm(gn)− χλ,v,n(Art−1Kv(gn))) = 0.
Proof. This follows from Theorem 5.8 and Proposition 5.4 using the same argument as in the proof of
Corollary 5.7. The fact that det(ρm) = ǫ
n(1−n)/2 follows from Chebotarev density since the constant term
of Pv(X) is q
n(n−1)/2
v for any v /∈ S.
Finally, we will need a result on the rational cohomology for PGLn analogous to [ACC
+, Theo-
rem 2.4.9] (we will actually only use PGL2 in what follows).
Theorem 5.10. Fix an isomorphism ι : Qp → C. Let U ∈ J SPGLn and let λ ∈ (Zn+,0)Hom(K,E).
1. Let π be a regular algebraic cuspical automorphic representation of PGLn(AK) of weight ιλ such that
(ι−1π)U 6= 0. The homomorphism TS → Qp associated to the Hecke eigenvalues of (ι−1π)U factors
through TS → TS(H∗
U
(XPGLn ,Vλ)).
2. Let q0 = [K
+ : Q]n(n − 1)/2 and l0 = [K+ : Q](n − 1). Let m ⊂ TS(H∗U (XPGLn ,Vλ)) be a maximal
ideal that is of Galois type and non-Eisenstein. Then
Hj
U
(XPGLn ,Vλ)m[1/p] 6= 0
only if j ∈ [q0, q0 + l0]; moreover if one of the groups in this range is nonzero, then they all are.
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3. Let m ⊂ TS(H∗
U
(XPGLn ,Vλ)) be a maximal ideal that is of Galois type and non-Eisenstein. If f :
TS(H∗
U
(XPGLn ,Vλ)m) → Qp is an O-algebra homomorphism, then there is a regular algebraic cuspi-
dal automorphic representation π of PGLn(AK) of weight ιλ such that f is associated to the Hecke
eigenvalues of (ι−1π)U .
Proof. The proof is similar to [ACC+, Theorem 2.4.9]. We give a sketch.
For part 1, it suffices to show that the C-valued H(PGLn(ASK), U
S
)-eigensystem for πU has ker-
nel in the support of H∗
U
(XPGLn , Vιλ). It similarly suffices to prove part 2 with H
∗
U
(XPGLn ,Vλ)m re-
placed by H∗
U
(XPGLn , Vιλ)m := H
∗
U
(XPGLn ,Vλ)m ⊗O,ι C. And for part 3, it suffices to show that C-valued
H(PGLn(ASK), U
S
)-eigensystem supported in H∗
U
(XPGLn , Vιλ)m equals one of a regular algebraic cuspidal
automorphic representation PGLn(AK) of weight ιλ.
There is a PGLn(A
∞
K )-equivariant decomposition (see [FS98, §2.2]):
H∗
U
(XPGLn , Vιλ)
∼=
⊕
Q∈C
H∗(g, U∞;AVιλ,{Q} ⊗C Vιλ)U .
In this formula, C is the set of associate classes of parabolic Q-subgroups of G := ResK/Q PGLn. The
right hand side is relative Lie algebra cohomology with g the Lie algebra of G, U∞ our fixed choice of
maximal compact subgroup of G(R), and AVιλ,{Q} a certain space of automorphic forms for G. We set
E{Q} = H
∗(g, U∞;AVιλ,{Q} ⊗C Vιλ). The summand with Q = G is the cuspidal cohomology,
E{G} ∼=
⊕
π
(π∞)U ⊗C H∗(g, U∞;π∞ ⊗ Vιλ)
where the summand runs over cuspidal automorphic representations of G(AQ) = PGLn(AK).
Let Q ⊂ G be a parabolic subgroup with Levi subgroup LQ. Let M ⊂ H(PGLn(ASK), U
S
)⊗ZC be a
maximal ideal in the support of EU{Q}. As in the proof of [ACC
+, Thoerem 2.4.9], [FS98, Proposition 3.3] im-
plies that M corresponds to the Hecke eigensystem for the (unnormalized) parabolic induction Ind
G(A∞Q )
Q(A∞
Q
) σ
∞
with σ a cuspidal automorphic representation of LQ(AQ). Moreover, letting L˜Q be the inverse image of LQ
in ResK/QGLn and viewing σ as a cuspidal automorphic representation of L˜Q(AQ) ∼=
∏r
i=1GLni(AK), we
have σ ∼= ⊗ri=1πi with πi a regular algebraic cuspidal automorphic representation of GLni(AK). By the main
theorem of [HLTT16], we have a Galois representation
rι(M) =
r⊕
i=1
rι(πi)⊗ ǫ−(ni+1+···+nr) : GK → GLn(Q)
unramified outside of S and such that for v /∈ S, the characteristic polynomial of rι(M)(Frobv) equals
Pv(X) mod M.
The direct summand H∗
U
(XPGLn , Vιλ)m of H
∗
U
(XPGLn , Vιλ) yields H(PGLn(ASK), U
S
)-equivariant
summands EU{Q},m of E
U
{Q}. If M is in the support of E
U
{Q},m, then we have an isomorphism rι(M)
∼= ρm.
Since we have assume ρm is irreducible, this implies that E
U
{Q},m = 0 for any proper parabolic subgroup
Q ⊂ G, so H∗
U
(XPGLn , Vιλ)m is a summand of the cuspidal cohomology. By [BW00, Chapter II, Proposition
3.1], the relative Lie algebra cohomology H∗(g, U∞;π∞ ⊗ Vιλ) vanishes unless π is regular algebraic of
weight ιλ. This finishes the proof of parts 1 and 3 of the proposition. For any such π, Clozel’s purity lemma
[Clo90, Lemma 4.9] implies that πv is a tempered principal series representation for each v|∞. Part 2 of the
proposition then follows from [BW00, Chapter III, Theorem 5.1].
5.3 Boundedness of cohomology for some non-neat subgroups
For the remainder of this section, we assume that G is either GL2 or PGL2. Abusing notation slightly, we
will often write down elements in PGL2 by writing them as 2× 2 matrices (i.e. lifts to GL2). We fix a prime
p and a finite set S of places of K containing all p-adic places.
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Theorem 5.11. Let U ∈ J S and let R = O or O/̟c for some c ≥ 1. Let M be an R[US]-module, finite free
as R-module, such that M ⊗R k = k. Let m ⊂ TS(A(U,M)) be a maximal ideal of residue field k. Suppose
that the following conditions are satisfied:
1. K contains a non-trivial pth root ζp of 1. If G = PGL2, then we assume that p is odd.
2. The maximal ideal m is non-Eisenstein.
3. If G = GL2, then we assume that U ∩ ZG(K) contains no non-trivial p-torsion.
Then:
1. The groups H∗U (X,M)m are zero outside of the range [0, dimRXG].
2. Let V ∈ J S be a normal subgroup of U such that U/V is abelian of p-power order. Then there exists
a maximal ideal n ⊂ TS(A(U/V,M)) such that ρn ∼= ρm, and C(U/V,M∨)n is a perfect complex of
R[U/V ]-modules equipped with a TS-equivariant isomorphism
C(U/V,M∨)n ⊗LR[U/V ] R ∼= C(U,M∨)m.
The rest of this section is devoted to the proof of this theorem. We observe that it suffices to prove
the first part of the theorem in the case M = k; this then implies the first part for any R, and the second
part follows from the first part and Lemma 3.2. Presumably a similar result is true under more general
hypotheses, but we just prove what we need.
We must first describe some preliminary results. We let Z ⊂ B ⊂ G be the diagonal maximal torus
and upper triangular Borel subgroup, respectively. For any v /∈ S, we let Tv denote the unramified Hecke
operator
Tv = [G(OKv ) diag(̟v, 1)G(OKv )] ∈ H(G(Kv), G(OKv )).
Lemma 5.12. Let k be an O-algebra field of characteristic different from p. Any p-torsion γ ∈ G(k) is
semisimple and conjugate to an element of Z(k).
Proof. If G = GL2, then this follows easily from the fact that k has characteristic different from p and
contains all pth roots of 1. Assume G = PGL2 and choose a lift γ˜ ∈ GL2(k) of γ. Then γ˜p = α ∈ k×, so
Xp − α and the characteristic polynomial of γ˜ have nontrivial greatest common divisor. Since p is odd and
k contains all pth roots of 1, Kummer theory implies that α is a pth power in k×. We can then assume that
γ˜p = 1 and we are reduced to the GL2 case.
Lemma 5.13. Let U ⊂ G∞ be an open compact subgroup, and suppose that U ∩ ZG(K) contains no non-
trivial p-torsion element. Then for all g ∈ G∞, every non-trivial elementary abelian p-subgroup of Γg,U has
rank 1.
Proof. Let P ⊂ Γg,U be a non-trivial elementary abelian p-subgroup and let γ ∈ P be a nontrivial element.
By Lemma 5.12 and our assumption on U , ZG(γ) is a maximal torus containing P and the map P →
(ZG(γ)/ZG)(K) is injective. Since G has semisimple rank 1 and K contains ζp, the p-torsion subgroup of
(ZG(γ)/ZG)(K) has rank 1.
For any open compact subgroup U ⊂ G(A∞K ), we define X(U) = G(A∞K )/U ×X . Then the group
G(K) acts on X(U) on the left, and there is a canonical isomorphism
H∗G(K)(X(U), k)
∼= H∗U (X, k).
This gives us another way to understand Hecke operators. For any η ∈ G(A∞K ), there is a diagram of spaces
associated to the Hecke operator [UηU ], where the maps are G(K)-equivariant and π1, π2 are the canonical
projections:
X(U ∩ η−1Uη)
π1
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
X(ηUη−1 ∩ U)ηoo
π2
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
X(U) X(U).
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We may define the unramified Hecke operator Tv on H
∗
G(K)(X(U), k) by the formula Tv = π2,∗ ◦ η∗ ◦ π∗1 ,
where η = diag(̟v, 1). Let ∆ ⊂ Z(K) be an order p subgroup not contained in ZG(K). Taking ∆-fixed
points gives rise to another similar diagram, where the maps are now Z(K)-equivariant:
X(U ∩ η−1Uη)∆
π′1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
X(ηUη−1 ∩ U)∆η
′
oo
π′2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
X(U)∆ X(U)∆.
The connected components of X(U) are in bijection with the set G(A∞K )/U . Let W∆,U = {g ∈ G(A∞K ) |
∆ ⊂ gUg−1}, a right U -set. Then X(U)∆ = W∆,U/U ×X∆ and so π0(X(U)∆) = W∆,U/U (note that X∆
is contractible, and equals the image of Z(K ⊗Q R) in X = G(K ⊗Q R)/U∞A(R)).
Lemma 5.14. Let U ∈ J S be such that U ∩ ZG(K) contains no p-torsion elements and let ∆ ⊂ Z(K) be
an order p subgroup not contained in the centre of G(K). Let r be the rank of G and let s be the Z-rank of
O×K . For any finite place v 6∈ S of K, and for all i > rs, the map h : HiG(K)(X(U), k)→ HiZ(K)(X(U)∆, k)
is equivariant for the action of Tv on the source and T
∆
v = π
′
2,∗ ◦ (η′)∗ ◦ (π′1)∗ on the target.
Proof. By definition, we have Tv = [UηU ], where η = diag(̟v, 1) ∈ G(Kv) ⊂ G∞. Let U0(v) = U ∩ η−1Uη
and U0(v) = ηUη−1 ∩ U ; this agrees with our previous notation for U0(v). We see that X(U0(v))∆ is a
union of connected components of π−11 (X(U)
∆). Similarly, X(U0(v))∆ is a union of connected components
of π−12 (X(U)
∆). Let X0 = π
−1
1 (X(U)
∆) − X(U0(v))∆, and let X0 = π−12 (X(U)∆) − X(U0(v))∆. Then η
restricts to an isomorphism ζ : X0 → X0, and we get a diagram by restriction of π1 and π2:
X0
p1
||②②
②②
②②
②②
X0
ζoo
p2
##●
●●
●●
●●
●●
X(U) X(U)∆.
Then h ◦ Tv − T∆v ◦ h = p2,∗ ◦ ζ∗ ◦ p∗1 ◦ ResG(K)Z(K) . Call this map β; we must show that β = 0 if i > rs. Since
β factors through HiZ(K)(X0, k), we see that it suffices to show that H
i
Z(K)(X0, k) = 0 if i > rs.
We compute HiZ(K)(X0, k). There is a Z(K)-equivariant bijection
π0(X0) = (W∆,U −W∆,U0(v))/U0(v).
If g ∈ W∆,U , let Zg,U = Z(K) ∩ gUg−1; it is a congruence subgroup of Z(K), therefore contains a free
abelian group of rank rs as a subgroup of finite index. We have an isomorphism
H∗Z(K)(X0, k)
∼=
∏
g∈Z(K)\(W∆,U−W∆,U0(v))/U0(v)
H∗(Zg,U0(v), k).
If Zg,U0(v) contains no p-torsion elements for each g ∈ W∆,U −W∆,U0(v), then these groups will be zero in
degrees i > rs, and this will complete the proof. This is now elementary: suppose that g ∈W∆,U −W∆,U0(v)
and γ ∈ Zg,U0(v). Fixing a generator δ ∈ ∆, g−1δg ∈ Uv = G(OKv ) and if x ∈ G(k(v)) denotes its reduction
modulo ̟v, then x /∈ B(k(v)). Similarly, we have g−1γg ∈ U0(v) and if y ∈ G(k(v)) denotes its reduction
modulo ̟v, then y ∈ B(k(v)).
Assume that γ is p-torsion. By our assumption on U , to prove γ = 1, it suffices to show that
γ ∈ ZG(K). Since v ∤ p and OKv contains all pth roots of 1, reduction modulo ̟v give isomorphisms
Z(OKv )[p] ∼= Z(k(v))[p] and ZG(OKv )[p] ∼= ZG(k(v))[p]. In particular, if y ∈ ZG(k), then γ ∈ ZG(K). If
y /∈ ZG(k), then y is regular semisimple by Lemma 5.12, and commutes with x. This forces x ∈ B(k(v)), a
contradiction.
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Lemma 5.15. Let δ ∈ GL2(K) be finite order and let U ⊂ GL2(A∞K ) be an open compact subgroup containing
Ô×K . Let δ and U denote the images of δ and U , respectively, in PGL2(A∞K ). Then for any h ∈ PGL2(A∞K )
such that δ ∈ hUh−1 and any lift g ∈ GL2(AK) of h, we have δ ∈ gUg−1.
Proof. There is z ∈ (A∞K )× such that δz = gug−1 for some u ∈ U , and it suffices to show that z ∈ Ô×K . If n
is the order of δ, we have zn = (gug−1)n. So zn, hence also z, lies in an open compact of (A∞K )
×.
Lemma 5.16. Suppose that U ∈ J S and that U contains a principal congruence subgroup of the form U(n),
for some non-zero ideal n ⊂ OK . Let ∆ ⊂ Z(K) be an order p subgroup not contained in the centre of
G(K). Then for any finite place v of K such that pv is principal, generated by an element πv ∈ OK such
that πv ≡ 1 mod pn, the operator T∆v − 2 acts as 0 on H∗Z(K)(X(U)∆, k).
Proof. Let η = diag(̟v, 1) ∈ G(Kv) ⊂ G∞. We begin by giving an explicit formula for T∆v . It is helpful to
write an element f ∈ H∗Z(K)(X(U)∆, k) as a tuple (fg)g∈Z(K)\W∆,U/U of elements fg ∈ H∗(Zg,U , k). Define
w =
(
0 1
1 0
)
∈ G(Kv) ⊂ G∞.
The map Z(K)\W∆,U0(v)/U0(v) → Z(K)\W∆,U/U is 2-to-1, with an element g having distinct pre-images
g and gw. A similar statement holds for U0(v). We find that we have for any f ∈ H∗Z(K)(X(U)∆, k) the
formula
(T∆v f)g = cores
Zgη,U0(v)
Zg,U
res
Zgη,U
Zgη,U0(v)
fgη + cores
Zgwη,U0(v)
Zg,U
res
Zgwη,U
Zgwη,U0(v)
fgwη.
We see that T∆v − 2 will act as 0 on H∗Z(K)(X(U)∆, k) provided that the following conditions hold:
• We have gη = g in Z(K)\W∆,U/U . Equivalently, there exist elements γ ∈ Z(K), u ∈ U such that
gη = γgu.
• We have gwη = g in Z(K)\W∆,U/U . Equivalently, there exist elements γ′ ∈ Z(K), u′ ∈ U such that
gwη = γ′gu′.
• The inclusions Zgη,U0(v) ⊂ Zgη,U and Zgη,U0(v) ⊂ Zg,U are equalities.
• The inclusions Zgwη,U0(v) ⊂ Zgwη,U and Zgwη,U0(v) ⊂ Zg,U are equalities.
We will show that these conditions do hold under the hypotheses of the lemma for any g ∈ W∆,U . We
therefore fix a choice of g ∈ W∆,U for the rest of the proof. We also fix a generator δ = diag(ζ, ζ′) ∈ ∆, with
ζ, ζ′ distinct pth roots of 1. We are free to replace g by any element with the same image in Z(K)\W∆,U/U .
To simplify calculations, we therefore assume that g has been chosen so that g−1v δgv = diag(ζ, ζ
′) in G(Kv),
or equivalently that gv ∈ Z(Kv). This implies that
Z(Kv) ∩ (gvηv)Uv(gvηv)−1 = Z(Kv) ∩ Uv = Z(Kv) ∩ U0(v)v = Z(Kv) ∩ (gvηv)U0(v)v(gvηv)−1.
The third point follows immediately from this. The fourth point follows in a very similar manner.
By Lemma 5.15, it suffices to prove the first and second points in the case of G = GL2, which we
assume for the remainder of the proof. For the first point, we note that it is equivalent to find γ ∈ Z(K)
such that η−1g−1γg ∈ U . We choose γ = (πv(δ − ζ′)− (δ − ζ))/(ζ − ζ′) = diag(πv, 1). We will show that in
fact η−1g−1γg ∈ U(n). It suffices to check this one place at a time. Since η−1v g−1v γgv = diag(̟−1v πv, 1), this
is immediate at the place v. If w 6= v is a finite place of K, then the w-entry of η−1g−1γg equals
g−1w γgw =
πv − 1
ζ − ζ′ g
−1
w δgw +
ζ − πvζ′
ζ − ζ′ .
Note that g−1w δgw lies in Uw ⊂ GL2(OKw ), by assumption. If w ∤ n then, since πv ≡ 1 mod p, the above
formula shows that g−1w γgw has entries in OKw and unit determinant, so lies in Uw = GL2(OKw ). If w|n
then, since πv ≡ 1 mod pn, we see that g−1w γgw is congruent to 1 modulo n and has unit determinant, so lies
in U(n)w. This establishes the first point above.
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The second point is very similar. We must find γ′ ∈ Z(K) such that wη−1wg−1γ′g ∈ U . We choose
γ′ = ((δ − ζ′) − πv(δ − ζ))/(ζ − ζ′) = diag(1, πv). A very similar calculation shows that this element does
the job. All points having been established, this completes the proof of the lemma.
Lemma 5.17. Let U ∈ J S be such that U ∩ZG(K) contains no non-trivial p-torsion elements. Let D be a
set of representatives for the action of NG(Z)/Z on the set of order p subgroups of Z(K) not contained in
the centre of G(K). Then the direct sum of restriction maps HiG(K)(X(U), k)→ ⊕∆∈DHiZ(K)(X(U)∆, k) is
injective for all i > dimRXG.
Proof. We describe these groups and the maps between them in more classical terms. We can decompose
H∗G(K)(X(U), k)
∼= ⊕g∈G(K)\G(A∞K )/UH∗(Γg,U , k).
On the other hand, we can decompose
H∗Z(K)(X(U)
∆, k) = ⊕g∈Z(K)\W∆,U/UH∗(Zg,U , k).
There is a natural map Z(K)\W∆,U/U → G(K)\G(A∞K )/U , and the fibre above the double coset of an
element g ∈ G(A∞K ) is identified with the set of Γg,U -conjugacy classes of G(K)-conjugates of ∆ which lie in
Γg,U . Thus the map in the lemma can be identified with a direct sum of maps
H∗(Γg,U , k)→
∏
P
H∗(ZΓg,U (P ), k),
where the product runs over the set of Γg,U -conjugacy classes of G(K)-conjugates P of some ∆ which are
contained in Γg,U .
On the other hand, the theory of Farrell cohomology (see [Bro82, Corollary X.7.4] and [Bro82,
X.3.4]) implies that when the elementary abelian p-subgroups of Γg,U have rank at most 1, the product of
restriction maps
Hi(Γg,U , k)→
∏
P
Hi(NΓg,U (P ), k)
is an isomorphism for each i > dimRXG (where the product runs over the set of Γg,U -conjugacy classes of
elementary abelian p-subgroups of Γg,U ). (We are using here that all the groups Γg,U and NΓg,U (P ) have
virtual cohomological dimension at most dimRXG.) Our hypotheses imply that any elementary abelian
p-subgroup P of Γg,U is G(K)-conjugate to a unique ∆ ∈ D. To finish the proof, we split into cases. If
p = 2, then each group P appearing in the product has order 2, and so satisfies NΓg,U (P ) = ZΓg,U (P ); in
this case, the map in the statement of the lemma is an isomorphism for i > dimRXG (not just injective).
If p is odd, then the index of ZΓg ,U (P ) in NΓg,U (P ) is prime to p (as it divides 2). The map
H∗(NΓg,U (P ), k)→ H∗(ZΓg,U , k) is therefore injective, giving the desired statement.
Combining these lemmas gives us the following proposition which, as we have already observed,
implies the truth of Theorem 5.11.
Proposition 5.18. Let the assumptions be as in Theorem 5.11. Then the groups Hi(A(U, k))m are zero
whenever i > dimRXG.
Proof. We spell out the details. Let n ⊂ OK be a nonzero ideal such that U(n) ⊂ U , and let K(pn)/K be
the ray class field of level pn. Combining Lemmas 5.12, 5.13, 5.14, 5.16, and 5.17, we see that if v ∤ pn is any
finite place of K that splits in K(pn), then Tv − 2 annihilates Hi(A(U, k)).
On the other hand, the image of ρm is an irreducible finite subgroup of GL2(k). First assume that
the projective image of ρ is nonabelian. Using the classification of irreducible subgroups of PGL2(k), we
can find g ∈ [im(ρ), im(ρ)] such that tr(g) 6= 2. If the projective image of ρ is abelian, then again using the
classification of irreducible subgroups of PGL2(k), it is isomorphic to the Klein 4-group and p > 2. Then
there is a nontrivial scalar element g ∈ [im(ρ), im(ρ)] with tr(g) 6= 2 (since p > 2). So in either case, we can
find σ ∈ GK(pn) such that tr ρm(σ) 6= 2. By the Chebotarev density theorem, there exists a finite place v 6∈ S
which splits in K(pn) and such that tr ρm(Frobv) 6= 2, and consequently Tv−2 is invertible on Hi(A(U, k))m.
The only possibility is therefore Hi(A(U, k))m = 0.
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6 An application of the Taylor–Wiles method
In this section we combine the results of §5 with the Taylor–Wiles method in order to prove (under restrictive
hypotheses) an R = T result for 2-adic Galois representations.
6.1 Set-up for the main technical automorphy lifting result
We use the setup of §5.1, specialized to the case G = GL2. In particular, we are given a CM field K, a prime
p, and a coefficient field E ⊂ Qp. We suppose that the following conditions hold:
• The prime p = 2.
• We are given ρ : GK → GL2(F2), a continuous, absolutely irreducible representation of soluble image.
• We assume that ρ is unramified away from the 2-adic places of K and that ρ is decomposed generic.
• For each place v ∈ S2, ρ|GKv satisfies the hypotheses of §4.2.1. In particular, it is ramified.
• There exists a place v0|2 of K such that the inclusion K →֒ Kv0 induces a bijection on 2-power roots
of unity. We write 2m for the number of 2-power roots of unity in K.
We suppose given the following data:
• A finite set R of finite places of K such that for each v ∈ R, ρ|GKv is the trivial representation. We
assume that [K+ : Q] > 8|R|+ 10.
• An isomorphism ι : Qp ∼= C and a cuspidal automorphic representation π of GL2(AK) which is
cohomological of weight 0, ι-ordinary, which satisfies rι(π) ∼= ρ, and which satisfies the following
additional conditions:
– For each place v ∈ R, there exists a non-trivial character χv : O×Kv → O× of 2-power order such
that ι−1πv ∼= iGBχ˜v,1 ⊗ χ˜v,2, where χ˜v,1|O×Kv = χv and χ˜v,2|O×Kv = χ
−1
v and χv 6= χ−1v .
– For each place v|2 of K, πv has an Iwahori-fixed vector.
– Let S = S2 ∪ R. We assume that for each place v ∈ S, there exists an imaginary quadratic
subfield of K in which the residue characteristic of v splits; and that for each place v 6∈ S, πv is
unramified. We assume as well that if l is a rational prime which ramifies in K, then there exists
an imaginary quadratic subfield of K in which l splits.
If c ≥ b ≥ 1 are integers, then we let U(b, c) = ∏v U(b, c)v ∈ J S be the open compact subgroup of G∞
defined as follows:
1. If v ∈ S2 and v 6= v0, then U(b, c)v = Iv(b, c) · (µ2∞(Kv) × µ2∞(Kv)), where µ2∞(Kv) × µ2∞(Kv) is
viewed as a subgroup of the diagonal matrices in GL2(Kv). Thus U(b, c)v is a subgroup of Iv(1, c).
2. If v = v0, then U(b, c)v = Iv(b, c) · (µ2∞(Kv0)× 1).
3. If v ∈ R, then U(b, c)v = Iv.
4. If v 6∈ S, then U(b, c)v = GL2(OKv ).
We note that U(c, c) ⊂ U(1, c) is a normal subgroup and there is a canonical isomorphism
U(1, c)/U(c, c) ∼=
∏
v∈S2
v 6=v0
(1 +̟vOKv )/(µ2∞(Kv), 1 +̟cvOKv)

2
× (1 +̟v0OKv0 )/(µ2∞(Kv0), 1 +̟cvOKv0 ))× (1 +̟v0OKv0 )/(1 +̟cv0OKv0 ).
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For any c ≥ 1 we define Λ1,c = O[U(1, c)/U(c, c)], and Λc to be the quotient of Λ1,c corresponding to the
quotient group (∏
v∈S2
(1 +̟vOKv )/(µ2∞(Kv), 1 +̟cvOKv )
)2
.
Let c0 ≥ 1 be the smallest integer such that there are no non-trivial roots of unity in Kv0 which are congruent
to 1 modulo ̟c0v0 . For any c ≥ c0, we define Λ0,c = O[U(c0, c)/U(c, c)]. We set Λ1 = lim←−c Λ1,c, Λ = lim←−c Λc,
and Λ0 = lim←−c Λ0,c. We observe that there are maps
Λ0 →֒ Λ1 ։ Λ,
that Λ0 and Λ are regular local O-algebras of dimension 1 + 2[K : Q], and that the composite map Λ0 → Λ
is injective. The reason for introducing these three algebras is that the complexes we use will naturally
be complexes of Λ1-modules; however, we will see that the cohomology groups will be Λ-modules, and the
complexes will be perfect only as complexes of Λ0-modules. We need all of these properties.
If x :
∏
v∈R k(v)
× → O× is a character which is trivial modulo ̟, then we write O(x) for the
O[U(1, 1)]-module, free of rank 1 over O, on which U(1, 1) acts through the projection U(1, 1)→∏v∈R Iv →∏
v∈R(k(v)
× × k(v)×) via the character x⊠ x−1. We thus have a complex for any c ≥ b ≥ 1:
A(U(1, c)/U(b, c),O(x)) ∈ D(Λ1,b),
which is equipped with an algebra homomorphism
TS [U2]→ EndD(Λ1,b)(A(U(1, c)/U(b, c),O(x))),
where by definition U2 =
∏
v∈S2
Uv (and Uv = Uv,1, in the notation of §5.2).
Lemma 6.1. For any c′ ≥ c ≥ 1, pullback induces a TS [U2]-equivariant morphism
A(U(1, c)/U(c, c),O(x))→ A(U(1, c′)/U(c, c′),O(x))
in D(Λ1,c). Consequently, there is an induced morphism of U2-ordinary parts
A(U(1, c)/U(c, c),O(x))ord → A(U(1, c′)/U(c, c′),O(x))ord
which is in fact an isomorphism.
Proof. This is a standard calculation in Hida theory. See either [KT17, §6.3] or [ACC+, §5.2] for a proof in
our context.
Let m ⊂ TS(A(U(1, 1), k)ord) be a maximal ideal. For any c ≥ b ≥ 1 and x as above there are
canonical surjective homomorphisms
TS(A(U(1, c)/U(c, c),O(x))ord)→ TS(A(U(1, 1), k)ord)
and
TS(A(U(1, c)/U(c, c),O(x))ord)→ TS(A(U(b, c)/U(c, c),O(x))ord)
which induce bijections on maximal ideals. We write abusively m for the corresponding maximal ideal of
TS(A(U(b, c)/U(c, c),O(x))ord). This in turns allows us to define localizations
A(U(1, c)/U(c, c),O(x))ordm , C(U(1, c)/U(c, c),O(x))ordm
with the property that for c′ ≥ c ≥ 1, there is a canonical isomorphism
C(U(1, c′)/U(c′, c′),O(x))ordm ⊗LΛ1,c′ Λ1,c ∼= C(U(1, c)/U(c, c),O(x))ordm
in D(Λ1,c). It follows that there is a canonical isomorphism for any c
′ ≥ c ≥ c0:
C(U(c0, c
′)/U(c′, c′),O(x))ordm ⊗LΛ0,c′ Λ0,c ∼= C(U(c0, c)/U(c, c),O(x))ordm
in D(Λ0,c).
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Lemma 6.2. Let c ≥ c0, and suppose that m is non-Eisenstein. Then C(U(c0, c)/U(c, c),O(x))ordm is a
perfect complex of Λ0,c-modules.
Proof. In fact, this is true even before projecting to ordinary parts. It follows from Theorem 5.11, after
observing that U(c0, c) ∩ ZG(K) contains no non-trivial 2-torsion. (This is the reason for defining U(c0, c)
in the way that we did.)
In the situation of the lemma we can, arguing as in [KT17, §6], pass to the limit to obtain, for any
character x :
∏
v∈R k(v)
× → O× which is trivial mod ̟, a minimal complex Fm,x of Λ0-modules with the
following properties:
• There is a Λ0-algebra homomorphism TS ⊗O Λ1 → EndD(Λ0)(Fm,x).
• For each c ≥ c0, there is a TS-equivariant isomorphism Fm,x⊗Λ0 Λ0,c ∼= C(U(c0, c)/U(c, c),O(x))ordm in
D(Λ0,c).
• There is an isomorphism
H∗(Fm,x) ∼= lim←−
c
H
U(c0,c)
−∗ (X,O(x))ordm
of TS ⊗O Λ1-modules.
It is possible, as in the statement of [KT17, Proposition 6.6], to give a list of properties which characterize
the complex Fm,x uniquely up to unique isomorphism in D(Λ0) (and hence uniquely up to isomorphism as
a complex of Λ0-modules). Since we won’t need these properties here, we have elected not to list them.
We now apply this construction to a particular choice of maximal ideal m, coming from our fixed
cuspidal automorphic representation π. Indeed, after possibly enlarging E, π determines (using e.g. [ACC+,
Theorem 2.4.9]) a homomorphism
TS(C(U(1, 1),O(χ−1))ord)→ E,
which sends Tv to its eigenvalue on ι
−1πUvv . The kernel of this homomorphism is contained in a unique
maximal ideal m ⊂ TS(C(U(1, 1),O(χ−1))), which is in the support of H∗U(1,1)(X, k)ord and which satisfies
ρm
∼= rι(π). By hypothesis, ρm is absolutely irreducible, so the above discussion defines complexes Fm,x ∈
D(Λ0). We define Tx to be the image of the homomorphism
TS ⊗O Λ1 → EndD(Λ0)(Fm,x).
Then Tx is a finite local Λ1-algebra and we write mx for its unique maximal ideal.
Theorem 6.3. The structural map Λ1 → Tx factors through the quotient Λ1 → Λ. We can find an ideal
Jx ⊂ Tx and a continuous homomorphism ρx : GK → GL2(Tx/Jx) satisfying the following conditions:
1. The ideal Jx is nilpotent: there exists an integer δ = δ(K) ≥ 1 depending only on K such that Jδx = 0.
2. We have ρx mod mx = ρm.
3. For each place v 6∈ S of K, ρx|GKv is unramified and we have
det(X − ρx(Frobv)) = X2 − TvX + qvSv.
4. For each place v ∈ S2, ρx|GKv is of type Dordv (see §4.2.1).
5. For each place v ∈ R, ρx|GKv is of type D
x−1v
v (see §4.2.2).
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Proof. Let T˜x denote the image of the homomorphism
TS [{Uv}v∈S2 ]⊗O Λ1 → EndD(Λ0)(Fm,x).
It contains Tx. For each place v ∈ S2, let φv,1, φv,2 : IabKv → Λ×1 be the tautological characters. It follows
from Theorem 5.8 that T˜x has a unique maximal ideal mT˜x and that we can find for each v ∈ S2 characters
ψ˜v,1, ψ˜v,2 : GFv → T˜×x , a nilpotent ideal J˜x ⊂ T˜x satisfying J˜δx = 0, where δ is an integer depending only on
K, and a continuous representation ρx : GK,S → GL2(T˜x) satisfying the following conditions:
• We have ρx mod mT˜x = ρm.
• For each place v 6∈ S of K, ρx|GKv is unramified and we have
det(X − ρx(Frobv)) = X2 − TvX + qvSv.
• For each place v ∈ S2, the restrictions ψ˜v,1|IFv and ψ˜v,2|IFv are equal to the respective pushforwards
of the characters φv,1 and φv,2 to T˜x/J˜x.
• For each place v ∈ S2, and for each gv ∈ GKv , the characteristic polynomial of ρx(gv) equals (X −
ψ˜v,1(gv))(X − ψ˜v,2(gv)).
• For each place v ∈ S2, and for each g1, g2 ∈ GKv , we have
(ρx(g1)− ψ˜v,1(g1))(ρx(g2)− ψ˜v,2(g2)) = 0
in M2(T˜x/J˜x).
• For each place v ∈ R, ρx|GKv is of type D
x−1v
v (see §4.2.2).
Let Jx = J˜x∩Tx. By Carayol’s lemma [CHT08, Lemma 2.1.10], we can moreover assume that ρx takes values
in GL2(Tx/Jx). To prove the theorem, it remains to show that for each place v ∈ S2, ρx|GKv is of type Dordv
(see §4.2.1). This will follow from Proposition 4.2 if we can show that for each v ∈ S2, the map Λ1,v → Tx
factors through the quotient Λ1,v → Λ; equivalently, if the characters φv,1 ◦ArtKv , φv,2 ◦ArtKv : O×Kv → T×x
are trivial on 2-power roots of unity. If v 6= v0 this is true by definition of Tx (i.e. by choice of the level
subgroups U(c0, c)v). If v = v0, then it is true for φv,1 ◦ArtKv for similar reasons.
It remains to observe that if ζ ∈ Kv0 is a 2-power root of unity, then the image of φv,2(ArtKv (ζ))
is trivial. To show this, it is enough to show that if ηv0 = diag(1, ζ) ∈ GL2(OKv0 ) then for any c ≥ c0,
the image of the diamond operator 〈ηv0〉 ∈ EndD(Λ0,c)(C(c0, c)/C(c, c),O(x)) is trivial. This in turn follows
from the two facts that ηv0 ∈ ZG(K)U(c, c) (because K and Kv0 have the same number of 2-power roots of
unity), and that ZG(K) ∩ U(c0, c) acts trivially on O(x) (by definition of O(x)).
Corollary 6.4. Define a global deformation problem
Sx = (K, ρ, S, {Λv}v∈S2 ∪ {O}v∈R, {Dxvv }v∈R ∪ {Dordv }v∈S2}).
Then there is a unique surjective morphism of Λ-algebras RSx → Tx/Jx with the property that for all v 6∈ S,
tr ρSx(Frobv) 7→ Tv.
Here is the main theorem of §6.
Theorem 6.5. The morphism RS1 → T1/J1 has nilpotent kernel.
Corollary 6.6. Suppose given a continuous representation τ : GK → GL2(Q2) satisfying the following
conditions:
1. τ is unramified outside S2 ∪R.
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2. For each place v ∈ R, τ |GKv is unipotently ramified.
3. For each place v ∈ S2, τ |GKv is ordinary of weight 0 and WD(τ |GKv ) is unipotently ramified.
4. There is an isomorphism τ ∼= ρ.
Then τ is automorphic: there exists an ι-ordinary, cuspidal automorphic representation σ of GL2(AK) of
weight 0 satisfying the following conditions:
1. σ is everywhere unipotently ramified, and is unramified outside S2 ∪R.
2. There is an isomorphism rι(σ) ∼= τ .
Proof of Corollary 6.6. This follows from Theorem 6.5 and [ACC+, Theorem 2.4.9].
The proof of Theorem 6.5 will be given in §6.2 below, using a patching argument. We must first
introduce some auxiliary objects (which depend on auxiliary sets of Taylor–Wiles places) which will play a
key role in the proof.
Let Q be a Taylor–Wiles datum for S1. We recall that by definition this means a finite set Q of
finite places of K, disjoint from S, together with the datum for each v ∈ Q of a pair αv, βv : GKv → k× of
unramified characters such that ρm
∼= αv ⊕ βv. We assume that each place of Q has residue characteristic
split in some imaginary quadratic subfield of K, and moreover that Q has level N +m, for some N ≥ 0; by
definition, this means that for each v ∈ Q, qv ≡ 1 mod 2N+m.
For any choice of x, we can define the auxiliary deformation problem
Sx,Q = (K, ρ, S, {Λv}v∈S2 ∪ {O}v∈R∪Q, {Dxvv }v∈R ∪ {Dordv }v∈S2 ∪ {DTW,Nv }v∈Q}),
together with a structure on RSx,Q of O[∆Q]-algebra, where ∆Q =
∏
v∈Q(k(v)
× × k(v)×)/(2N). For any
c ≥ b ≥ 1, we define subgroups UQ,1(b, c) ⊂ UQ,0(b, c) ⊂ U(b, c) as follows:
• UQ,1(b, c) =
∏
v UQ,1(b, c)v and UQ,0(b, c) =
∏
v UQ,0(b, c)v.
• If v 6∈ Q, then UQ,1(b, c)v = UQ,0(b, c)v = U(b, c)v.
• If v ∈ Q, then UQ,0(b, c)v = Iv and UQ,1(b, c)v is the kernel of the natural homomorphism Iv →
(k(v)× × k(v)×)/2N .
Then UQ,1(b, c) ⊂ UQ,0(b, c) is a normal subgroup and we can identify the quotient UQ,0(b, c)/UQ,1(b, c) with
∆Q.
In what follows, we write TS∪QQ = T
S∪Q⊗O⊗v∈QTv, where Tv is the ring associated to places v ∈ R
just before the statement of Theorem 5.8. We observe that TS∪QQ has a natural structure of O[∆Q]-algebra.
Lemma 6.7. 1. There exists a (unique) maximal ideal mQ,0 ⊂ TS∪Q(A(UQ,0(1, 1), k)ord) such that ρmQ,0 ∼=
ρm. The trace map
H∗(A(UQ,0(1, 1), k)
ord)mQ,0 → H∗(A(U(1, 1), k)ord)m
is surjective.
2. Let mQ,0,α ⊂ TS∪QQ (A(UQ,0(1, 1, ), k)ord) denote the ideal generated by mQ,0 and the elements Uv −
αv(Frobv), u − 1 (v ∈ Q, u ∈ (O×Kv )2/(1 + ̟vOKv)2 ⊂ T×v ). Then mQ,0,α is a maximal ideal with
residue field k and the composite map
H∗(A(UQ,0(1, 1), k)
ord)mQ,0,α ⊂ H∗(A(UQ,0(1, 1), k)ord)mQ,0 → H∗(A(U(1, 1), k)ord)m
(inclusion followed by trace) is an isomorphism.
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Proof. We just give the proof in the case that Q contains a single place v. The general case can be proved in
the same way. Let m′ denote the pullback of m to TS∪Q. Let η = diag (̟v, 1) and U
0
Q(1, 1) = ηUQ,0(1, 1)η
−1.
We consider the pullback
π∗1 : H
∗(A(U(1, 1), k)ord)m′ → H∗(A(UQ,0(1, 1), k)ord)m′ ,
the isomorphism
η∗ : H∗(A(UQ,0(1, 1), k)
ord)m′ → H∗(A(U0Q(1, 1), k)ord)m′
and the trace
π2,∗ : H
∗(A(U0Q(1, 1), k)
ord)m′ → H∗(A(U(1, 1), k)ord)m′
Then Tv = π2,∗ ◦ η∗ ◦ π∗1 , by definition. The definition of Taylor–Wiles datum implies that Tv mod m =
αv(Frobv) + βv(Frobv) 6= 0, and hence that Tv acts invertibly on
H∗(A(U(1, 1), k)ord)m′ = H
∗(A(U(1, 1), k)ord)m,
the equality of these two spaces being proved in the same way as in [KT17, Lemma 6.20]. It follows that π∗1
is injective and π2,∗ is surjective, and consequently that m
′ is the pullback of a uniquely determined maximal
ideal mQ,0 of T
S∪Q(A(UQ,0(1, 1), k)
ord). This establishes the first part of the lemma. To prove the second
part, we follow the proof of [CG, Lemma 3.5].
Let η′ = diag (1, ̟v); so we also have Tv = π1,∗ ◦ (η′)∗ ◦ π∗2 . We define maps
ψ : H∗(A(U(1, 1), k)ord)2m′ → H∗(A(UQ,0(1, 1), k)ord)m′
and
φ : H∗(A(UQ,0(1, 1), k)
ord)m′ → H∗(A(U(1, 1), k)ord)2m′
by ψ = (π∗1 , (η
′)∗ ◦ π∗2) and φ =
(
π1,∗
π2,∗◦η
∗
)
. The composite φ ◦ ψ is given by
φ ◦ ψ =
(
qv + 1 Tv
Tv Sv(qv + 1)
)
.
The determinant
det(φ ◦ ψ) = Sv(qv + 1)2 − T2v
≡ (αv(Frobv) + βv(Frobv))2 mod m′.
is nonzero modulo m′ by the definition of a Taylor–Wiles datum, so φ ◦ψ is an isomorphism and ψ identifies
H∗(A(U(1, 1), k)ord)2m′ with a direct summand of H
∗(A(UQ,0(1, 1), k)
ord)m′ .
A standard computation of the double cosets [GL2(OKv )ηGL2(OKv )] and [IvηIv] shows that π∗1 ◦
Tv = Uv ◦π∗1+(η′)∗ ◦π∗2 and that Uv ◦ (η′)∗ ◦π∗2 = π∗1 ◦ (qvSv). So the action of Uv on H∗(A(U(1, 1), k)ord)2m′
is given by the matrix (
Tv qvSv
−1 0
)
, (6.1)
which has characteristic polynomial X2 − TvX + qvSv ≡ (X − αv(Frobv))(X − βv(Frobv)) mod m′. Since
αv(Frobv) 6= βv(Frobv), by Hensel’s Lemma we can find Av, Bv ∈ TS∪Q(H∗(A(UQ,0(1, 1), k)ord)m′) such that
(Uv − Av)(Uv − Bv) = 0 on im(ψ). Then Uv − Bv is a projector (up to unit) from im(ψ)m′ to im(ψ)mQ,0,α .
Using (6.1), it is easy to see that (Uv−Bv)◦π∗1 : H∗(A(U(1, 1), k)ord)m′ → im(ψ) is injective, and it intersects
the kernel of Uv − Bv trivially. The similar claim holds with Bv replaced by Av by symmetry, so then by
counting dimensions we deduce that there is an isomorphism of TS∪Q-modules
H∗(A(U(1, 1), k)ord)m′ ∼= im(ψ)mQ,0,α .
We thus have a decomposition of TS∪Q-modules
H∗(A(UQ,0(1, 1), k)
ord)mQ,0,α = H
∗(A(U(1, 1), k)ord)m′ ⊕ ker(φ).
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To finish the proof, it suffices to show that ker(φ)[mQ,0,α] = 0. Another double coset computation give the
formula π∗1 ◦ π2,∗ ◦ η∗ = Uv + (wη)∗, where w = ( 0 11 0 ) ∈ GL2(OKv ). We showed above that π∗1 is injective on
H∗(A(U(1, 1), k)ord)m′ . So if f ∈ ker(φ), we have Uv(f) = −(wη)∗(f). On the other hand, if f is annihilated
by mQ,0,α, then Uv(f) = αv(Frobv)f and qvSv(f) = αv(Frobv)βv(Frobv)f . Thus, if f ∈ ker(φ)[mQ,0,α],
αv(Frobv)
2f = U2v(f) = ((wη)
2)∗(f) = Sv(f) = q
−1
v αv(Frobv)βv(Frobv)f.
By the definition of a Taylor–Wiles datum, this forces f = 0, concluding the proof.
There is are surjective algebra homomorphisms
TS∪Q(A(UQ,0(1, 1)/UQ,1(1, 1), k)
ord)→ TS∪Q(A(UQ,0(1, 1), k)ord),
and
TS∪QQ (A(UQ,0(1, 1)/UQ,1(1, 1), k)
ord)→ TS∪QQ (A(UQ,0(1, 1), k)ord),
and we write
mQ,1 ⊂ TS∪Q(A(UQ,0(1, 1)/UQ,1(1, 1), k)ord)
for the pullback of mQ,0 and
mQ,1,α ⊂ TS∪QQ (A(UQ,0(1, 1)/UQ,1(1, 1), k)ord)
for the pullback of mQ,0,α. We also write mQ,1,α abusively for the pullback of mQ,1,α to any of the algebras
TS∪QQ (A(UQ,0(1, c)/UQ,1(c, c),O(x)))ord. For any c ≥ 1, there are TS∪Q-equivariant isomorphisms
C(UQ,0(1, c)/UQ,1(c, c),O(x))ordmQ,1,α⊗LΛc[∆Q]Λc ∼= C(UQ,0(1, c)/UQ,0(c, c),O(x))ordmQ,0,α ∼= C(U(1, c)/U(c, c),O(x))ordm .
In exactly the same way as before, a limiting process now gives rise to a minimal complex Fm,x,Q of Λ0-
modules with the following properties:
• There is a Λ1[∆Q]-algebra homomorphism TS∪Q ⊗O Λ1[∆Q]→ EndD(Λ0[∆Q])(Fm,x,Q).
• For each c ≥ c0, there is a TS∪Q ⊗O Λ1-equivariant isomorphism
Fm,x,Q ⊗Λ0[∆Q] Λ0,c[∆Q] ∼= C(UQ,0(c0, c)/UQ,1(c, c),O(x))ordmQ,1,α
in D(Λ0,c[∆Q]).
• There is an isomorphism H∗(Fm,x,Q) ∼= lim←−
c
H∗(C(UQ,1(c, c),O(x))ordmQ,1,α ) of TS∪Q⊗OΛ1[∆Q]-modules.
• There is an isomorphism Fm,x,Q⊗Λ0[∆Q]Λ0 ∼= Fm,x of complexes of Λ0-modules which becomes TS∪Q⊗O
Λ1-equivariant when we consider the corresponding morphism in D(Λ0).
We define Tx,Q to be the image of the homomorphism
TS∪Q ⊗O Λ1[∆Q]→ EndD(Λ0[∆Q])(Fm,x,Q).
Then Tx,Q is a finite local Λ1[∆Q]-algebra and we write mx,Q for its unique maximal ideal.
Theorem 6.8. The structural map Λ1 → Tx,Q factors through the quotient Λ1 → Λ. We can find an
ideal Jx,Q ⊂ Tx,Q and a continuous homomorphism ρx,Q : GK → GL2(Tx,Q/Jx,Q) satisfying the following
conditions:
1. The ideal Jx,Q is nilpotent: there exists an integer δ = δ(K) ≥ 1 (same δ as in Theorem 6.3) depending
only on K such that Jδx,Q = 0.
2. We have ρx,Q mod mx,Q = ρm.
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3. For each place v 6∈ S of K, ρx,Q|GKv is unramified and we have
det(X − ρx,Q(Frobv)) = X2 − TvX + qvSv.
4. For each place v ∈ S2, ρx,Q|GKv is of type Dordv (see §4.2.1).
5. For each place v ∈ R, ρx,Q|GKv is of type D
x−1v
v (see §4.2.2).
6. For each v ∈ Q, ρx,Q|GKv is of type DTW,Nv (se §4.2.3). The two induced O[∆Q]-structures on
Tx,Q/Jx,Q (i.e. the canonical one and the one arising from the existence of ρx,Q as in §4.2.3) co-
incide.
Proof. The proof is essentially the same as that of Theorem 6.3, replacing R by R∪Q (see also the proof of
[ACC+, Proposition 6.5.11]). We note that the reason for using the problem DTW,Nv is that this is exactly
what forces the map Λ1 → Tx,Q to factor through the quotient Λ1 → Λ.
Corollary 6.9. There is a unique surjective morphism of Λ[∆Q]-algebras RSx,Q → Tx,Q/Jx,Q with the
property that for all v 6∈ S ∪Q, tr ρSx,Q(Frobv) 7→ Tv.
6.2 The proof of Theorem 6.5
We continue with the notation and assumptions of the previous section. We set C1 = Fm,1 and Cχ = Fm,χ.
We fix representatives ρS1 , ρSχ for the universal deformations of type S1 and Sχ that are the same modulo
(̟). If T is any finite set of finite places ofK, then these representatives determine augmentationsRTS1 → RS1
and RTSχ → RSχ of the universal T -framed deformation rings which are compatible with the canonical
isomorphisms RTS1/(̟)
∼= RTSχ/(̟) and RS1/(̟) ∼= RSχ/(̟).
We have constructed (Corollary 6.4) surjective Λ-algebra morphisms RS1 → T1/J1 and RSχ →
Tχ/Jχ, where the ideals J1, Jχ are nilpotent. This allows us to think of SpecT1 ⊂ SpecRS1 and SpecTχ ⊂
SpecRSχ as closed subspaces, which have equal intersection with the subspace SpecRS1/(̟) = SpecRSχ/(̟)
(apply Lemma 3.3 to the TS-equivariant isomorphism Cχ/(̟) ∼= C1/(̟)). We will say that a prime of RS1
(resp RSχ) is in the support of a T1 (resp. Tχ)-module M if it lies in the image of SuppT1 M in SpecRS1
(resp. of SuppT1 Mχ in SpecRSχ).
We write ℘ = ker(Λ0 → O) for the augmentation ideal of Λ0. We define H1 = im(H∗(C1) →
H∗(C1)(℘)), Hχ = im(H
∗(Cχ) → H∗(Cχ)(℘)). We write Tχ for the quotient of Tχ which acts faithfully on
Hχ.
Lemma 6.10. Hχ is a non-zero finite Λ0-module of dimension at least dimΛ0+1−2d = 2d+2, d = [K+ : Q].
If Q is a prime of Λ0 minimal in the support of Hχ, then Q ⊂ ℘.
Proof. Let C = Cχ. Then C(℘) is a bounded complex of finite free Λ0,(℘)-modules, and there is an isomor-
phism
H∗(C(℘) ⊗Λ0,(℘) E) ∼= HomE(H−∗U(c0,c0)(X,O(χ−1))ordm [1/p], E).
By [ACC+, Theorem 2.4.9]), these last groups are non-zero precisely in degrees in the range [−3d+1,−d] (they
are non-zero because π exists). We can therefore apply [CG, Lemma 6.2] to deduce that H∗(C(℘)) = Hχ,(℘)
has dimension at least
dimΛ0,(℘) − 2d+ 1 = dimΛ0 − 2d
as Λ0,(℘)-module, hence that Hχ has dimension at least dimΛ0+1− 2d as Λ0-module. This proves the first
claim of the lemma. The second claim follows immediately from the second part of Lemma 3.4.
For the statement of the next proposition, we recall from §4.5 that a prime p ⊂ RS1 is said to be nice
if RS1/p is of dimension 1 and characteristic p, there exists v ∈ S2 such that the quotient ψ˜v,1/ψ˜v,2 mod p
has infinite order, and there exists σ ∈ GK such that ρS1(σ) mod p is a non-trivial unipotent element. A
prime q ⊂ RSχ is said to be sweet if RSχ/q is of dimension 1 and characteristic 0, and there exists v ∈ S2
such that the quotient ψv,1/ψv,2 mod q has infinite order.
Proposition 6.11. Let p1, . . . , pl be nice primes of RS1 , and let q1, . . . , qk be the primes of RSχ [1/p] in the
support of H∗U(c0,c0)(X,O(χ−1))ordm [1/p]. Then q1, . . . , qk are sweet, and we can find the following:
1. A finite set of finite, prime-to-S places v1, . . . , vr of K such that, setting T = R ∪ {v1, . . . , vr}, each
map ATSχ → RTSχ → RSχ/pi and ATSχ → RTSχ → RSχ/qj is surjective. We set T = OJT1, . . . , T4|T |−1K.
2. An integer q ≥ [K : Q]. We set S∞ = Λ0JZ2qp K⊗̂OT and g = 2q − [K : Q]. We define a = ker(S∞ →
Λ0).
3. Complete Noetherian S∞⊗̂Λ0ATS1- and S∞⊗̂Λ0ATSχ-algebras R1,∞ and Rχ,∞ together with compatible
isomorphisms R1,∞/(a) ∼= RS1 , Rχ,∞/(a) ∼= RSχ , and R1,∞/(̟) ∼= Rχ,∞/(̟).
4. Bounded complexes D1 and Dχ of finite free S∞-modules together with S∞-algebras T1,∞ and Tχ,∞
and inclusions of S∞-algebras T1,∞ ⊂ EndD(S∞)(D1) and Tχ,∞ ⊂ EndD(S∞)(Dχ).
5. Isomorphisms D1⊗S∞ Λ0 ∼= C1 (sending T1,∞ into T1), Dχ⊗S∞ Λ0 ∼= Cχ (sending Tχ,∞ into Tχ) and
D1/(̟) ∼= Dχ/(̟) (sending the image of T1 to the image of Tχ).
6. Ideals J1,∞ ⊂ T1,∞ and Jχ,∞ ⊂ Tχ,∞ satisfying Jδ1,∞ = 0, Jδχ,∞ = 0, and surjective homomorphisms
R1,∞ → T1,∞/J1,∞ and Rχ,∞ → Tχ,∞/Jχ,∞ (same δ as in Theorem 6.3).
These can be chosen to satisfy the following additional conditions:
1. Let p ∈ {p1, . . . , pl}, and let p∞ denote the pullback of p to Rχ,∞, ploc the pullback of p to ATSχ . Then
we have
dimκ(p)(p∞/(p
2
∞, ploc))(p∞) ≤ g.
2. Let q ∈ {q1, . . . , qk}, and q∞ denote the pullback of q to Rχ,∞, qloc the pullback of q to ATSχ . Then we
have
dimκ(q)(q∞/(q
2
∞, qloc))(q∞) ≤ g.
Proof. We first note that each prime q1, . . . , qk is sweet. Indeed, ρSχ mod qi is Hodge–Tate regular by
Theorem 6.3, so ψv,1/ψv,2 mod qi has infinite order for each v ∈ S2.
We next fix a choice of set T . Each ring RSχ/pi and RSχ/qj is a finite Λ-algebra, hence a finite
ARSχ-algebra, which is topologically generated by the elements tr ρSχ(Frobv) (v 6∈ S). We therefore choose T
so that each of these quotient rings is generated as a Λ-algebra by the elements tr ρSχ(Frobv) (v ∈ T ). Then
the associated maps ATSχ → RSχ/pi and ATSχ → RSχ/qj are surjective. We can (by the prime avoidance
lemma) find an element t ∈ mΛ which has non-zero image in RSχ/pi for each i = 1, . . . , l and non-zero image
divisible by p in RSχ/qj for each j = 1, . . . , k. We fix this choice of element for the rest of the proof.
According to Proposition 4.34, we can find integers q ≥ [K : Q] = 2d and a ≥ 0 with the following
property: for any N ≥ 1, there exists a Taylor–Wiles datum QN of level N + m for RSχ satisfying the
following conditions:
• QN ∩ T = ∅ and |QN | = q. We let g = 2q − 2d.
• Let p ∈ {p1, . . . , pl}, and let pN , pTN , ploc denote the respective pre-images of p in RSχ,QN , RTSχ,QN and
ATSχ . Let A = RSχ/p. Then there exists a map
(A/tN )g → pTN/((pTN)2, ploc, tN )
with cokernel annihilated by ta.
• Let q ∈ {q1, . . . , qk}, and let qN , qTN , qloc denote the respective pre-images of q in RSχ,QN , RTSχ,QN and
ATSχ . Let A = RSχ/q. Then there exists a map
(A/pN)g → qTN/((qTN )2, qloc, pN )
with cokernel annihilated by pa.
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In order to construct the objects in the statement of the proposition, we will patch these objects for varying
Taylor–Wiles dataQN together. IfN ≥ 1, then we define SN = Λ0,N/(̟N )[(Z/pNZ)2q][T1, . . . , T4|T |−1]/(TN1 , . . . , TN4|T |−1),
a quotient of S∞. Fix an integer g0 ≥ 1 such that for any Taylor–Wiles datum QN with |QN | = q, RTSχ,QN
can be written as a quotient of OJZ1, . . . , Zg0K (for example, g0 = 2q+dimk(mRT
Sχ,QN
/(̟,m2
RT
Sχ,QN
) works).
Let s = dimkH
∗(C1 ⊗Λ0 k), and for N ≥ 1 let f(N) = 4dsl(SN ), where l(SN ) denotes the length of SN as
SN -module. We define a patching datum of level N ≥ 1 to consist of the following data:
• Bounded complexesD1,N andDχ,N of finite free SN -modules, together with an isomorphismD1,N/(̟) ∼=
Dχ,N/(̟).
• Isomorphisms ψ1 : D1,N ⊗SN Λ0,N/(̟N ) ∼= C1 ⊗Λ0 Λ0,N/(̟N ) and ψχ : Dχ,N ⊗SN Λ0,N/(̟N) ∼=
Cχ ⊗Λ0 Λ0,N/(̟N ) of complexes of Λ0,N/(̟N)-modules.
• An S∞⊗̂Λ0ATS1 -algebraR1,N such thatm
f(N)
R1,N
= 0, together with an isomorphismR1,N/(a) ∼= RS1/(mf(N)RS1 ).
• An S∞⊗̂Λ0ATSχ-algebraRχ,N such thatm
f(N)
Rχ,N
= 0, together with an isomorphismRχ,N/(a) ∼= RSχ/(mf(N)RSχ ).
If p ∈ {p1, . . . , pl}, then we write p(N) for the pre-image of (p,mf(N)RSχ ) in Rχ,N . If q ∈ {q1, . . . , qk},
then we write q(N) for the pre-image of (q,m
f(N)
RSχ
) in Rχ,N .
• An isomorphism η : R1,N/(̟) ∼= Rχ,N/(̟) of S∞⊗̂Λ0ATS1/(̟)-algebras.
• SN -algebrasT1,N and Tχ,N equipped with inclusions T1,N ⊂ EndD(SN )(D1,N ) and Tχ,N ⊂ EndD(SN )(Dχ,N )
of SN -algebras, together with ideals J1,N ⊂ T1,N and Jχ,N ⊂ Tχ,N such that Jδ1,N = 0 and Jδχ,N = 0.
• Surjective morphisms φ1 : R1,N → T1,N/J1,N and φχ : Rχ,N → Tχ,N/Jχ,N of S∞-algebras.
• For each p ∈ {p1, . . . , pl}, elementsXp,1, . . . , Xp,g ∈ p(N) such that p(N)/(p(N)2, ploc, Xp,1, . . . , Xp,g, tN )
is annihilated by ta.
• For each q ∈ {q1, . . . , qk}, elementsXq,1, . . . , Xq,g ∈ q(N) such that q(N)/(q(N)2, qloc, Xq,1, . . . , Xq,g, pN )
is annihilated by pa.
• A surjective homomorphism ζ : OJZ1, . . . , Zg0K → R1,N of O-algebras.
These data are required to satisfy the following conditions:
• The diagram
D1,N/(̟) //

Dχ,N/(̟)

C1 ⊗Λ0 Λ0,N/(̟) // Cχ ⊗Λ0 Λ0,N/(̟)
commutes.
• Let TN denote the image of T1,N in EndD(SN/(̟))(D1,N/(̟)). Then TN equals the image of Tχ,N
under the identification D1,N/(̟) = Dχ,N/(̟), and the diagram
R1,N/(̟)

// T1,N/(̟, J1,N) // TN/(J1,N , Jχ,N )
=

Rχ,N/(̟) // Tχ,N/(̟, Jχ,N ) // TN/(J1,N , Jχ,N )
commutes.
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Note that the function f(N) is defined so that any element x ∈ mT1,N satisfies xf(N) = 0 (and similarly for
Tχ,N ), cf. the first few lines of the proof of [KT17, Proposition 3.1].
We can make the collection of patching data of level N into a category by declaring a morphism
(D1,N , Dχ,N , R1,N , Rχ,N ,T1,N ,Tχ,N , J1,N , Jχ,N , (Xp,i)p,i, (Xq,j)q,j , ψ1, ψχ, η, φ1, φχ, ζ)
→ (D′1,N , D′χ,N , R′1,N , R′χ,N ,T′1,N ,T′χ,N , J ′1,N , J ′χ,N , (X ′p,i)p,i, (X ′q,j)q,j , ψ′1, ψ′χ, η′, φ′1, φ′χ, ζ′)
to be a tuple of isomorphisms
D1,N → D′1,N , Dχ,N → Dχ′,N , R1,N → R′1,N , Rχ,N → R′χ,N
which takes T1,N to T
′
1,N , Tχ,N to T
′
χ,N , J1,N to J
′
1,N , Jχ,N to J
′
χ,N , Xp,i to X
′
p,i, Xq,j to X
′
q,j , which inter-
twine ψ1, ψχ, η, φ1, φχ, ζ with ψ
′
1, ψ
′
χ, η
′, φ′1, φ
′
χ, ζ
′, and which are compatible with the various identifications
made modulo ̟.
Let D(N) denote the category of patching data of level N . For any N ≥ 1, D(N) has only finitely
many isomorphism classes of objects. For any M ≥ N ≥ 1, there is a functor D(M)→ D(N) which sends a
tuple
(D1,M , Dχ,M , R1,M , Rχ,M ,T1,M ,Tχ,M , J1,M , Jχ,M , (Xp,i)p,i, (Xq,j)q,j , ψ1, ψχ, η, φ1, φχ, ζ)
to a tuple
(D′1,N , D
′
χ,N , R
′
1,N , R
′
χ,N ,T
′
1,N ,T
′
χ,N , J
′
1,N , J
′
χ,N , (X
′
p,i)p,i, (X
′
q,j)q,j , ψ
′
1, ψ
′
χ, η
′, φ′1, φ
′
χ, ζ
′),
where:
• D′1,N = D1,M ⊗SM SN and D′χ,N = Dχ,M ⊗SM SN .
• R′1,N = R1,M/(mg0f(N)R1,M ) and R′χ,N = Rχ,M/(m
g0f(N)
Rχ,M
).
• T′1,N is the image of T1,M in EndD(SN )(D′1,N ), and T′χ,N is the image of Tχ,M in EndD(SN )(D′χ,N ).
• J ′1,N is the image of J1,M in T′1,N and J ′χ,N is the image of Jχ,M in T′χ,N .
• X ′p,i is the image of Xp,i and X ′q,j is the image of Xq,j .
• The maps ψ′1, ψ′χ, η′, φ′1, φ′χ, ζ′ are the obvious ones induced by passage to quotient. (Here we are using
the property of the function f(N) mentioned above.)
For any N ≥ 1, we can construct infinitely many patching data of level N by using the Taylor–Wiles
data whose existence is asserted at the beginning of the proof of this proposition. Indeed, if QM is such a
Taylor–Wiles datum of level M +m for some M ≥ 1, then we can define a patching datum
(D1,M , Dχ,M , R1,M , Rχ,M ,T1,M ,Tχ,M , J1,M , Jχ,M , (Xp,i)p,i, (Xq,j)q,j , ψ1, ψχ, η, φ1, φχ, ζ)
as follows. First choose an isomorphism ∆QM → (Z/pMZ)2q. Then make the following assignments:
• D1,M = Fm,1,QM ⊗Λ0[∆QM ] SM and Dχ,M = Fm,χ,QM ⊗Λ0[∆QM ] SM .
• R1,M = RTS1,QM /m
f(M)
RT
S1,QM
and Rχ,M = R
T
Sχ,QM
/m
f(M)
RT
Sχ,QM
.
• T1,M is the image of T1,QM⊗Λ0[∆QM ]SM in EndD(SM )(D1,M ), and Tχ,M is the image of Tχ,QM⊗Λ0[∆QM ]
SM in EndD(SM )(Dχ,M ).
• J1,M is the image of J1,QM in T1,M and Jχ,M is the image of Jχ,QM in Tχ,M .
• The elements Xp,i and Xq,j can be chosen to be any ones satisfying the necessary conditions; their
existence is asserted by Proposition 4.34 (see the beginning of the proof of this proposition).
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• The maps ψ1, ψχ, η, χ1, φ1, φχ, ζ arise from the tautological ones by passage to quotient. (Once again
we are using the property of the function f(N) mentioned above.)
By allowing M to vary and taking image under the functors D(M) → D(N), we obtain infinitely many
patching data of each level N ≥ 1. Since each category D(N) has only finitely many isomorphism classes of
objects, we can diagonalize and pass to the limit to obtain the following objects:
• Bounded complexesD1,∞ andDχ,∞ of finite free S∞-modules, together with an isomorphismD1,∞/(̟) ∼=
Dχ,∞/(̟).
• Isomorphisms ψ1 : D1,∞ ⊗S∞ Λ0 ∼= C1 and ψχ : Dχ,∞ ⊗S∞ Λ0 ∼= Cχ of complexes of Λ0-modules.
• An S∞⊗̂Λ0ATS1 -algebra R1,∞, together with an isomorphism R1,∞/(a) ∼= RS1 .
• An S∞⊗̂Λ0ATSχ -algebra Rχ,∞, together with an isomorphism Rχ,∞/(a) ∼= RSχ .
• An isomorphism η : R1,∞/(̟) ∼= Rχ,∞/(̟) of ATSχ/(̟)-algebras.
• S∞-algebrasT1,∞ and Tχ,∞, together with inclusions T1,∞ ⊂ EndD(S∞)(D1,∞) and Tχ,∞ ⊂ EndD(S∞)(Dχ,∞)
of S∞-algebras and ideals J1,∞ ⊂ T1,∞ and Jχ,∞ ⊂ Tχ,∞ such that Jδ1,∞ = 0 and Jδχ,∞ = 0.
• Surjective morphisms φ1 : R1,∞ → T1,∞/J1,∞ and φχ : Rχ,∞ → Tχ,∞/Jχ,∞ of S∞-algebras.
• A surjective homomorphism ζ : OJZ1, . . . , Zg0K → R1,∞. In particular, both R1,∞ and Rχ,∞ are
complete Noetherian local O-algebras.
• If p ∈ {p1, . . . , pl}, then let p∞ ⊂ R1,∞ denote the pre-image of p ⊂ RS1 . Then we are given elements
Xp,1, . . . , Xp,g ∈ p∞ such that p∞/(p2∞, ploc, Xp,1, . . . , Xp,g) is annihilated by ta.
• If q ∈ {q1, . . . , ql}, then let q∞ ⊂ Rχ,∞ denote the pre-image of q ⊂ RSχ . Then we are given elements
Xq,1, . . . , Xq,g ∈ q∞ such that q∞/(q2∞, qloc, Xq,1, . . . , Xq,g) is annihilated by pa.
These objects satisfy the following conditions:
• The diagram
D1,∞/(̟) //

Dχ,∞/(̟)

C1 ⊗Λ0 Λ0/(̟) // Cχ ⊗Λ0 Λ0/(̟)
commutes.
• Let T∞ denote the image of T1,∞ inside EndD(S∞/(̟))(D1,∞/(̟)). Then T∞ equals the image of
Tχ,∞ under the identification D1,∞/(̟) = Dχ,∞/(̟), and the diagram
R1,∞/(̟)

// T1,∞/(̟, J1,∞) // T∞/(J1,∞, Jχ,∞)
=

Rχ,∞/(̟) // Tχ,∞/(̟, Jχ,∞) // T∞/(J1,∞, Jχ,∞)
commutes.
The proof is now complete on setting D1 = D1,∞ and Dχ = Dχ,∞.
Corollary 6.12. In the situation of Proposition 6.11, let H1,∞ = H
∗(D1), Hχ,∞ = H
∗(Dχ). Let ℘∞ ⊂ S∞
denote the pullback of ℘, and let Hχ,∞ = im(Hχ,∞ → Hχ,∞,(℘∞)). Let Tχ,∞ denote the quotient of Tχ,∞
which acts faithfully on Hχ,∞. Then:
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1. Hχ,∞ is a non-zero O-flat finite S∞-module which is concentrated in cohomological degree −d. Every
prime of S∞ minimal in the support of Hχ,∞ has dimension 1 + 2d+ 2q + 4|T |.
2. Let p ∈ {p1, . . . , pl}, and suppose that p∞ ∈ SpecTχ,∞ (viewed as a closed subspace of SpecRχ,∞).
For example, this is true if p ∈ SpecTχ, viewed as a closed subspace of SpecRSχ . Suppose that for
each v ∈ R, ρp|GKv is the trivial representation (where ρp : GK → GL2(RSχ/p) is a representative of
the tautological deformation). Then:
(a) SpecRχ,∞,p∞ is irreducible and SpecRχ,∞,p∞ = SpecTχ,∞,p∞ = SpecTχ,∞,p∞ . In particular,
there is a unique minimal prime Q ∈ SpecTχ,∞ that is contained inside p∞, and any prime ideal
of Rχ,∞ which is contained inside p∞ is in the image of SpecTχ,∞.
(b) Hχ,∞,(Q) is non-zero exactly in cohomological degree −d.
Proof. The same argument as in the proof of Lemma 6.10 implies that Hχ,∞ is a non-zero O-flat finite
S∞-module of dimension at least
dimS∞ − (2d− 1) = 1 + 2d+ 2q + 4|T |.
If we can show that its dimension is exactly 1+2d+2q+4|T |, then [CG, Lemma 6.2] will show that Hχ,∞ is
moreover concentrated in cohomological degree −d, and that Hχ,∞,(℘∞) is a Cohen–Macaulay S∞-module.
Since AssS∞ Hχ,∞ = AssS∞,(℘∞) Hχ,∞,(℘∞), this will show that each prime of S∞ minimal in the support of
Hχ,∞ has the same dimension (and moreover that Hχ,∞ has no embedded primes). It will suffice to show
that
dimS∞,(℘∞) Hχ,∞,(℘∞) ≤ 2d+ 2q + 4|T |.
We will in fact show that dimTχ,∞,(℘∞) ≤ 2d + 2q + 4|T |. We note that Tχ,∞,(℘∞) is a semi-local
ring, its maximal ideals q∞ being in bijection with the primes q ∈ {q1, . . . , qk} of RSχ [1/p] which are in the
support of H∗U(c0,c0)(X,O(χ−1))ordm [1/p]. If q ∈ {q1, . . . , qk}, then we can find, by construction, a surjective
morphism
ATSχ,qlocJX1, . . . , XgK → Rχ,∞,q∞ .
Since dimATSχ,qloc = 4|T |, and dimTχ,∞,q∞ ≤ dimRχ,∞,q∞ , it follows that
dimTχ,∞,q∞ ≤ dimATSχ,qlocJX1, . . . , XgK = 4|T |+ 2q − 2d.
This completes the proof of the first part of the corollary.
The proof of the second part is similar. Let p be as in the statement of the corollary. By construction,
we can find a surjection ATSχ,plocJX1, . . . , XgK → Rχ,∞,p∞ of ATSχ,ploc-algebras. According to Proposition 4.8,
the ring ATSχ,plocJX1, . . . , XgK has irreducible spectrum (here we are using our hypothesis that ρp|GKv is
trivial for each v ∈ R).
There are surjective homomorphisms
ATSχ,plocJX1, . . . , XgK → Rχ,∞,p∞
and
Rχ,∞,p∞ → Tχ,∞,p∞/(Jχ,∞)
and
Tχ,∞,p∞/(Jχ,∞)→ Tχ,∞,p∞/(Jχ,∞).
By the first part of the corollary, dimATSχ,plocJX1, . . . , XgK = dimTχ,∞,p∞/(Jχ,∞). It follows that each of
these surjective homomorphisms has nilpotent kernel, and that SpecRχ,∞,p∞ = SpecTχ,∞,p∞ is irreducible.
In particular, there is a unique minimal prime of Tχ,∞ contained inside p∞ (use e.g. Lemma 3.4). This shows
(a).
To show (b), let Q be the unique minimal prime of Tχ,∞ which is contained in p∞. Then Q is a
minimal prime in the support of Hχ,∞. Let Q0 denote the pullback of Q to S∞. Then Q0 ∈ AssS∞ Hχ,∞,
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hence Q0 ⊂ ℘∞ (Lemma 3.4 again), hence Hχ,∞,(Q0) = Hχ,∞,(Q0) is concentrated in cohomological degree
−d. Since Hχ,∞,(Q) is a localization of Hχ,∞,(Q0), this implies that Hχ,∞,(Q) = Hχ,∞,(Q) is concentrated in
cohomological degree −d, as desired.
Lemma 6.13. Let I ⊂ RSχ/(̟) be an ideal such that dimRSχ/I ≥ 2d − 2 and RSχ/I is a finite Λ-
algebra. Then there exists a nice prime p ⊂ RSχ such that I ⊂ p and for each v ∈ R, ρp|GKv is the trivial
representation.
Proof. Let Λ denote the completed group algebra of the quotient of (
∏
v∈S2
(O×Kv )f )2 by the closure of
the diagonally embedded units O×K ∩ U(c0, c0). Then the map Λ → RSχ/(̟) factors through the quotient
Λ→ Λ (consider determinants). Let σ ∈ GK be an element such that ρm(σ) has order 2, and let tσ, dσ ∈ RSχ
denote the trace and determinant of σ in the universal deformation. Let Z ⊂ SpecΛ/(̟) denote the image
of SpecRSχ/(I, {mχvRv}v∈R, tσ, dσ−1); letW ⊂ SpecΛ/(̟) denote the subspace determined by the equations
ψv,1 = ψv,2 for each v ∈ S2. To prove the lemma, it suffices to show that dimZ > dimW .
We have dimW = d + 1 + δK (where δK is the Leopoldt defect of K) and dimZ ≥ 2d − 4 − 4|R|
(because of our assumption that RSχ/I is a finite Λ-algebra). The proof will therefore be complete if we can
show that 2d − 4 − 4|R| > d + 1 + δK . Using the result ([Wal84, Theorem 1.1]) that δK < d/2, it suffices
to show that d/2 > 5 + 4|R|. This follows from our hypotheses (we have assumed at the start of §6.1 that
d > 10 + 8|R|).
Corollary 6.14. There exists a nice prime p of RSχ in the support of Hχ such that for each v ∈ R, ρp|GKv
is the trivial representation.
Proof. By Lemma 6.10, the ring Tχ is a finite Λ-algebra of dimension at least 2d + 2, hence Tχ/(̟, Jχ)
is a finite Λ-algebra of dimension at least 2d + 1. We apply Lemma 6.13 to the corresponding quotient of
RSχ .
Proposition 6.15. Define a graph as follows: the vertices are the minimal primes of RSχ/(̟), and the edges
between two vertices Q,Q′ correspond to the nice primes p ⊃ (Q,Q′) with the property that for each v ∈ R,
ρp|GKv is the trivial representation. Then this graph is connected. Moreover, RSχ is a finite Λ-algebra.
Proof. Let p1 ⊂ RSχ be a nice prime which is in the support of Hχ (which exists by Corollary 6.14), and let
Q1 ⊂ RSχ/(̟) be a minimal prime contained inside p1. Let Q2, . . . , Qm denote the other minimal primes
of RSχ/(̟), and suppose for contradiction that the graph in question is not connected. After re-ordering
Q2, . . . , Qm, we can assume that Q1, . . . , Qk are the vertices in a connected component of the graph.
By Corollary 4.12, we can find Q ∈ {Q1, . . . , Qk}, Q′ ∈ {Qk+1, . . . , Qm} such that dimRSχ/(Q ∩
Q′) ≥ 2d − 2. If we can show that RSχ/Q is finite over Λ, then Lemma 6.13 will imply the existence of a
nice prime connecting Q and Q′, a contradiction. We will show in fact that RSχ/Qi is finite over Λ for each
i = 1, . . . , k. This will also imply that RSχ/(̟) is a finite Λ-algebra, hence that RSχ is a finite Λ-algebra
(by the completed version of Nakayama’s lemma).
Let p2, . . . , pl be nice primes such that the edges p1, . . . , pl span the connected component {Q1, . . . , Qk}.
We apply Proposition 6.11 to the set {p1, . . . , pl} of nice primes in order to obtain objects Dχ, Hχ,∞, Hχ,∞,
Rχ,∞. We show by induction on the length of a shortest path between Q1 and Qi that Qi,∞, the pullback
of Qi to Rχ,∞, is in the image of SpecTχ,∞ in SpecRχ,∞. This will imply that Rχ,∞/Qi,∞ is a finite
S∞-algebra, hence that Rχ,∞/(Qi,∞, a) = RSχ/Q is a finite Λ-algebra, as desired.
We first treat the base case i = 1. By part 2(a) of Corollary 6.12, any prime of Rχ,∞ which is
contained inside p1,∞ is in the image of SpecTχ,∞. This applies in particular to Q1,∞.
We now treat the induction step. Suppose after renumbering that Q1,∞, . . . , Qi,∞ have been shown
to be in the image of SpecTχ,∞, and let p ∈ {p1, . . . , pl} be a nice prime linking Qi and Qi+1. Then p∞ is
in the image of SpecTχ,∞, so applying part 2(a) of Corollary 6.12 once more shows that Qi+1,∞ is also in
the support. This completes the proof.
Corollary 6.16. Any minimal prime Q ⊂ RS1 is contained in a nice prime p with the property that for
each place v ∈ R, ρp|GKv is the trivial representation.
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Proof. If Q ⊂ RS1 is a minimal prime, then dimRS1/(Q,̟) ≥ 2d (by Corollary 4.12). Therefore the corollary
follows from the fact that RSχ/(̟) = RS1/(̟) is a finite Λ-algebra, together with Lemma 6.13.
We can now complete the proof of Theorem 6.5. Let p1 be a nice prime of RSχ which is in the
support of Hχ, and let Q1 be a minimal prime of RSχ/(̟) which is contained inside p1. Let Q2, . . . , Qk be
the remaining minimal primes of RSχ/(̟). By Proposition 6.15, we can find nice primes p2, . . . , pl0 such
that p1, . . . , pl0 span the graph of minimal primes of RSχ/(̟) and such that for each p ∈ {p1, . . . , pl0} and
for each v ∈ R, ρp|GKv is the trivial representation. By Corollary 6.16, we can find nice primes pl0+1, . . . , pl
of RSχ/(̟) = RS1/(̟) such that each minimal prime Q ⊂ RS1 is contained in one of pl0+1, . . . , pl.
We apply Proposition 6.11 to the set of nice primes {p1, . . . , pl} to get the associated objects D1, Dχ,
R1,∞, Rχ,∞. Let Qi,∞ denote the pullback of Qi to Rχ,∞. By repeated application of part 2(a) of Corollary
6.12 as in the proof of Proposition 6.15, we find that each prime Qi,∞ is in the support of Hχ,∞ as Rχ,∞-
module. Consequently, for any nice prime p ∈ {p1, . . . , pl} with pullback p∞ ⊂ Rχ,∞/(̟) = R1,∞/(̟), we
have p∞ ∈ SpecTχ,∞.
Let Pχ be any minimal prime of Tχ,∞,(p∞)/(̟), and letQχ be the unique minimal prime of Tχ,∞,(p∞).
Then dimTχ,∞,(Pχ) = 1, dimTχ,∞,(Pχ)/(̟) = 0, and QχTχ,∞,(Pχ) is the unique minimal prime of Tχ,∞,(Pχ).
There are short exact sequences of Tχ,∞-modules for every q ∈ Z:
0 //Hq(Dχ)/(̟) //Hq(Dχ/(̟)) //Hq+1(Dχ)[̟] //0.
After localizing at Pχ, we obtain short exact sequences
0 //Hq(Dχ)(Pχ)/(̟) //H
q(Dχ/(̟))(Pχ)
//Hq+1(Dχ)(Pχ)[̟] //0.
According to part 2(b) of Corollary 6.12, we have Hq(Dχ)(Qχ) = 0 if q 6= −d and H−d(Dχ)(Qχ) 6= 0. Note
that a finite Tχ,∞,(Pχ)-module M is of finite length if it is ̟
∞-torsion; and for any such M , we have an
equality
lengthTχ,∞,(Pχ)(M/(̟)) = lengthTχ,∞,(Pχ)(M [̟]).
It follows that we have an equality∑
i∈Z
(−1)i lengthTχ,∞,(Pχ)(H
i(Dχ/(̟))(Pχ)) = (−1)d lengthTχ,∞,(Pχ) H
−d(Dχ)
free
(Pχ)
/(̟),
where the superscript ‘free’ denotes the quotient by the ̟∞-torsion subgroup. By Nakayama’s lemma, this
length is non-zero since
H−d(Dχ)
free
(Pχ)
[̟−1] = H−d(Dχ)(Pχ)[̟
−1] = H−d(Dχ)(Qχ)
is non-zero. Note that Tχ,∞,(Pχ)[̟
−1] = Tχ,∞,(Qχ).
The minimal prime Pχ of Tχ,∞/(̟) corresponds to a minimal prime P1 of T1,∞/(̟). A similar line
of reasoning shows that the groups Hq(D1)(P1) are not all ̟
∞-torsion. Indeed, they would otherwise be of
finite length as T1,∞,(P1)-modules, implying that we have∑
i∈Z
(−1)i lengthT1,∞,(P1)(H
i(D1/(̟))(P1)) =
∑
i∈Z
(−1)i lengthTχ,∞,(Pχ)(H
i(Dχ/(̟))(Pχ)) = 0,
contradicting what we have just seen. It follows that there is a prime Q1 ⊂ P1 of T1,∞ of characteristic 0.
Let us recap. We have shown that for any nice prime p ∈ {p1, . . . , pl}, and for any minimal prime
P1 of T1,∞/(̟) which is contained in p∞, there is a prime Q1 ⊂ T1,∞ of characteristic 0 such that Q1 ⊂ P1.
It follows that for any minimal prime P ′1 of T1,∞,p∞/(̟), there is a prime Q
′
1 ⊂ T1,∞,p∞ of characteristic 0
such that Q′1 ⊂ P ′1.
We now use this to finish the proof of the theorem. Let Q ⊂ RS1 be any minimal prime. We will
show that Q ∈ SpecT1. By construction, we can find a nice prime p ∈ {p1, . . . , pl} such that Q ⊂ p (viewing
p as a prime of RS1/(̟)). We have surjective maps
ATS1,plocJX1, . . . , XgK → R1,∞,p∞
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and
R1,∞,p∞ → T1,∞,p∞/(J1,∞).
We consider the action of ATS1,plocJX1, . . . , XgK on H
∗(D1)p∞/(J1,∞); it will be enough to show that this
action is nearly faithful, in the sense that its support contains every minimal prime of ATS1,plocJX1, . . . , XgK
(see [Tay08, Definition 2.1]).
The support contains the whole of SpecATS1,plocJX1, . . . , XgK/(̟) (by comparison with the χ situa-
tion). Let Q1 be a minimal prime of A
T
S1,ploc
JX1, . . . , XgK, and let P1 be a prime of A
T
S1,ploc
JX1, . . . , XgK mini-
mal over (̟,Q1). By Proposition 4.8, P1 has height 1 andQ1 is the unique prime ideal of A
T
S1,ploc
JX1, . . . , XgK
properly contained in P1. Our work so far shows that the image of SpecT1,∞,p∞ in SpecA
T
S1,ploc
JX1, . . . , XgK
contains a prime Q′1 ⊂ P1 of characteristic 0. We must have Q1 = Q′1; and this completes the proof.
7 Deduction of the main 2-adic automorphy lifting theorem
We can now state the first main theorem of this paper.
Theorem 7.1. Let K be a CM number field, and let ρ : GK → GL2(Q2) be a continuous representation
satisfying the following conditions:
1. ρ is decomposed generic.
2. ρ is dihedral. We write L/K for the quadratic extension corresponding to ρ.
3. ρ extends to a homomorphism ρ′ : GK+ → GL2(F2).
4. For all but finitely many places v of K, ρ|GKv is unramified.
5. For each place v|2 of K, ρ|GKv is ordinary of weight 0 and WD(ρ|GKv ) is unipotently ramified. Equiv-
alently, there is an isomorphism
ρ|GKv ∼
(
αv ∗
0 ǫ−1βv
)
,
where αv, βv are unramified characters. Moreover, v is ramified in L and Lv = Kv(
√
β), where β ∈ K×v
has odd valuation. Finally, the extension Kv(
√−1)/Kv is unramified.
Then ρ is automorphic: there exists an isomorphism ι : Q2 ∼= C and a cuspidal automorphic representation
π of GL2(AK), cohomological of weight 0 and ι-ordinary, such that ρ ∼= rι(π).
We make some remarks on the hypotheses in the above theorem. The first condition is used in the
proof of local-global compatibility in [ACC+]. The second and third conditions ensure that we can verify the
residual automorphy of ρ by using automorphic induction over K+. The fourth condition is a necessary one
for Galois representations to be related to automorphic forms. The fifth condition ensures that the variable
weight local lifting rings at 2 are smooth. It is similar to imposing a ‘tre`s ramifie´e’ type condition.
We will deduce Theorem 7.1 from the following result, which is essentially a reformulation of Corol-
lary 6.6.
Theorem 7.2. Let K be a CM number field, and let ρ : GK → GL2(Q2) be a continuous representation
satisfying the following conditions:
1. −1 is a square in K.
2. ρ is decomposed generic.
3. ρ is dihedral.
4. For all but finitely many places v of K, ρ|GKv is unramified. For every finite place v ∤ 2 of K, ρ|GKv
is unipotently ramified.
65
5. For each place v|2 of K, ρ|GKv is ordinary of weight 0, WD(ρ|GKv ) is unipotently ramified, and there
is an isomorphism
ρ|GKv ∼
(
1 ψv
0 1
)
,
where ψv : GKv → F2 cuts out a quadratic extension of Kv of the form Kv(
√
β), where β ∈ K×v has
odd valuation.
6. There exists a place v0|2 of K such that the embedding K →֒ Kv0 is bijective on 2-power roots of unity.
7. There exists an isomorphism ι : Q2 ∼= C and a cuspidal automorphic representation π of GL2(AK)
satisfying the following conditions:
(a) π is cohomological of weight 0 and ι-ordinary. If v|2, then πv is unipotently ramified.
(b) There is an isomorphism rι(π) ∼= ρ.
(c) Let R denote the set of prime-to-2 places of K at which π or ρ is ramified. If v ∈ R, then ρ|GKv
is trivial and there is an isomorphism ι−1πv ∼= iGBχv,1 ⊗ χv,2, where χv,1, χv,2 : K×v → Z
×
p are
characters such that χv,1|O×Kv = χv,2|
−1
O×Kv
, χv,1|O×Kv ≡ 1 mod mZp , and χv,1|O×Kv 6= χv,2|O×Kv .
(d) For each rational prime l which is either even or which lies below a place of R, or which is ramified
in K, there exists an imaginary quadratic subfield of K in which l splits.
8. We have [K+ : Q] > 10 + 8|R|.
Then ρ is automorphic.
Proof of Theorem 7.1. Let K ′/K be a soluble CM extension in which the 2-adic places of K are unramified,
and such that ρ|GK′ is decomposed generic. Then the following properties hold:
• ρ|GK′ satisfies the assumptions of Theorem 7.1.
• If ρ|GK′ is automorphic, then so is ρ (by soluble descent).
Indeed, K ′/K must in this case be linearly disjoint from the extension of K cut out by ρ. In proving the
theorem we are therefore free to replace K by K ′ and ρ by ρ|GK′ . We will make several such reductions.
If v ∈ S2, let mv denote the number of 2-power roots of unity in Kv, and let m be the greater of 4
and min{mv|v ∈ S2}. Then each place v ∈ S2 is unramified in the extension K(ζm)/K. After replacing K
by K(ζm), we can therefore assume moreover that the following conditions are satisfied:
• −1 is a square in K.
• There exists a place v0|2 of K such that the embedding K →֒ Kv0 is bijective on 2-power roots of
unity.
Here are are applying Lemma 2.3 and Lemma 2.4 in order to see that ρ remains decomposed generic and
dihedral after replacing K by K(ζm). Henceforth we will only make base changes in which the primes of K
above 2 split, in order to avoid disturbing the above condition on roots of unity.
Let l0 be a rational prime which is decomposed generic for ρ (note that this forces l0 ≡ 1 mod 4).
After a soluble base change in which the 2-adic and l0-adic places ofK split, we can assume that the following
additional conditions is satisfied:
• Each place of K at which ρ is ramified is split over K+.
• For each finite place v ∤ 2 of K, either ρ is unramified at v and vc or ρ|GKv is trivial, ρ|GKvc is trivial,
and ρ|GKv , ρ|GKvc are unipotently ramified and qv ≡ qvc ≡ 1 mod 4.
Let ρ+ denote the extension of ρ to GK+ , and let R denote the set of prime-to-2 places of K such that ρ|GKv
or ρ|GKvc is ramified. By Lemma 7.3 below, we can find a finite set T of finite places of K+ and a cuspidal
automorphic representation π+ of GL2(AK+) satisfying the following conditions:
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• For each v ∈ T , v ∤ 2 and v does not lie below a place of R or a place dividing l0. Moreover, π+v is not
a twist of the Steinberg representation.
• π+ is cohomological of weight 0 and ι-ordinary, and rι(π+) ∼= ρ+.
• For each place v|2 of K+, π+v is unipotently ramified.
• For each place v of K+ below a place of R, there is an isomorphism ι−1π+v ∼= iGBχv,1 ⊗ χv,2, where
χv,1, χv,2 : (K
+
v )
× → Z×p are characters such that χv,1|O×
K
+
v
≡ χv,2|O×
K
+
v
≡ 1 mod m
Zp
and χv,1|O×
K
+
v
=
χv,2|−1O×
K
+
v
but χv,1|O×
K
+
v
6= χv,2|O×
K
+
v
.
• For any finite place v of K+ not dividing T , 2, or R, π+v is unramified.
After a further soluble CM base change, we can assume that T is empty and that [K+ : Q]/4 > 10 + 8|R|.
After adjoining two imaginary quadratic fields to K and replacing R by the set of places dividing
R, we can assume moreover that the following two conditions are satisfied:
• [K+ : Q] > 10 + 8|R| (which replaces the assumption [K+ : Q]/4 > 10 + 8|R|).
• Let S = R∪{v|2}. If l is a rational prime lying below an element of S, or which is ramified in K, then
there exists an imaginary quadratic subfield of K in which l splits.
To see this, let Σ denote the set of rational primes lying below an element of R, or ramified in K, together
with 2 and l0. Let p be a prime such that p ≡ −1 mod l for all l ∈ Σ and such that p ≡ −1 mod 8. Let
E1 = Q(
√−p). Then each prime of Σ splits in E1. Let q, r be primes not in Σ such that q ≡ 1 mod 8,
r ≡ −1 mod 8, q ≡ −1 mod p, r ≡ 1 mod p and q ≡ r ≡ 1 mod l0, and let E2 = Q(√−qr). Then p splits in
E2, q splits in Q(
√−1) ⊂ K, and r splits in E1 (use quadratic reciprocity). Moreover the primes 2 and l0
split in E1 and E2. We can therefore replace K by the compositum K · E1 ·E2.
We have now reduced ourselves to a situation where all of the hypotheses of Theorem 7.2 are satisfied.
This completes the proof.
Lemma 7.3. Let K be a totally real field such that [K : Q] is even, and suppose given a continuous
representation ρ : GK → GL2(F2) and a finite set R of finite places of K satisfying the following conditions:
1. ρ is absolutely irreducible and its image is soluble. We write L/K for the unique quadratic extension
contained in the field cut out by ρ.
2. For each place v|2 of K, v is ramified in L and ρ|GKv is non-trivial and factors through the group
Gal(Lv/Kv). Moreover, Lv has the form Lv = Kv(
√
β), where β ∈ K×v has odd valuation.
3. For each place v ∤ 2 of K, ρ|GKv is unramified.
4. For each place v ∈ R, ρ|GKv is trivial and qv ≡ 1 mod 4.
Suppose given moreover another finite set of places Σ of K, not containing any 2-adic place of K or any
place of R. Let ι : Q2 ∼= C be an isomorphism. Then we can find a finite set T of finite places of K and a
cuspidal automorphic representation π of GL2(AK) satisfying the following conditions:
1. π is cohomological of weight 0 and ι-ordinary.
2. For each place v|2 of K, πv is unipotently ramified.
3. For each v ∈ T , v ∤ 2 and v 6∈ R ∪ Σ. Moreover, πv is not a twist of the Steinberg representation.
4. For each place v ∤ 2 of K such that v 6∈ R ∪ T , πv is unramified.
67
5. For each place v ∈ R, there is an isomorphism ι−1πv ∼= iGBχv,1 ⊗ χv,2, where χv,1, χv,2 : K×v → Z
×
2 are
smooth characters such that χv,1|O×Kv ≡ χv,2|O×Kv ≡ 1 mod mZ2 and χv,1|O×Kv = χv,2|
−1
O×Kv
, but such that
χv,1|O×Kv 6= χv,1|
−1
O×Kv
.
6. There is an isomorphism rι(π) ∼= ρ.
Proof. Arguing along the same lines as in [All14, Lemma 5.1.2], we can find a cuspidal automorphic repre-
sentation π0 of GL2(AK) which satisfies the following conditions:
• π0 is cohomological of weight 0 and ι-ordinary.
• There is an isomorphism rι(π0) ∼= ρ.
• For each place v ∈ R ∪ Σ, π0,v is unramified.
• Let T denote the set of places v 6∈ R∪Σ∪ {v|2} of K at which πv is ramified. Then T for each v ∈ T ,
ρ(Frobv) is regular semisimple.
Indeed, it is enough to find a lift ρ : GK → GL2(Q2) with the following properties:
• ρ is totally odd and has finite dihedral image.
• For all v ∈ R ∪Σ, ρ|GKv is unramified.
• Let T denote the set of places v 6∈ R ∪ Σ ∪ {v|2} of K such that ρ|GKv is ramified. Then T for each
v ∈ T , ρ(Frobv) is regular semisimple.
Then we can appeal, as in [All14, Lemma 5.1.2], to the existence of a Hida family containing the weight 1
form associated to ρ. To construct ρ, we fix an isomorphism ρ ∼= IndGKGL χ for a character χ : GL → k×, and
let χ : GL → O× denote the Teichmu¨ller lift of χ (therefore of odd order). If IndGKGL χ is totally odd, then
we’re done: take ρ = IndGKGL χ. Otherwise, let Σ∞ denote the set of places of K at which Ind
GK
GL
χ is not
odd; then each place of Σ∞ splits in L. Applying Lemma 7.4 to χ/χ
σ (where σ ∈ Gal(L/K) denotes the
non-trivial element) and possibly enlarging O, we can find a finite set T0 of finite places of L and a character
ξ : GL → O× with the following properties:
• For each v ∈ T0, v is split over K, prime to 2, and ρ(Frobv) is regular semisimple.
• ξ ≡ 1 mod (̟) and ξ is unramified outside T0.
• Let v be a real place of K split in L, and let c, c′ ∈ GL be complex conjugations at the two real places
of L above v. Then χξ(c)χξ(c′) = −1.
We can then take ρ = IndGKGL χξ.
By switching to a definite quaternion algebra and using types, in the same way as in the proof of
[CHT08, Lemma 3.4.1], we can find a cuspidal automorphic representation π of GL2(AK) which satisfies the
following conditions:
• π is cohomological of weight 0 and ι-ordinary.
• For each place v|2 of K, πv is unipotently ramified.
• There is an isomorphism rι(π0) ∼= ρ.
• For each place v ∈ R, there is an isomorphism ι−1πv ∼= iGBχv,1 ⊗ χv,2, where χv,1, χv,2 : K×v → Z
×
2
are smooth characters such that χv,1|O×Kv ≡ χv,2|O×Kv ≡ 1 mod mZ2 and χv,1|O×Kv = χv,2|
−1
O×Kv
, but
such that χv,1|O×Kv 6= χv,1|
−1
O×Kv
. (Here we are using the condition qv ≡ 1 mod 4 in order to ensure the
existence of characters of O×Kv of order 4.)
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• For all v 6∈ R ∪ T ∪ {v|2}, πv is unramified.
We note that this kind of argument requires the choice of a ‘sufficiently small’ level subgroup: this can
be achieved by making the level small at primes of T . (If T is empty, just adjoint any place v such that
ρ(Frobv) is regular semi-simple.) The proof is complete on noting that if v ∤ 2 and πv is a twist of the
Steinberg representation, then the characteristic polynomial of ρ(Frobv) must have a repeated root (because
qv ≡ 1 mod 2).
Lemma 7.4. Let L/K be a quadratic extension of number fields, and let χ : GL → C× be a non-trivial
continuous character of odd order. Let Σ be a set of finite places of K, and let Σ∞ be a set of real places
of K which split in L. Then we can find a finite set T0 of finite places of L and a continuous character
ξ : GL → C× with the following properties:
1. No place of T0 lies above a place of Σ.
2. If v ∈ T0, then v is split over K, χ is unramified at v and χ(Frobv) 6= 1.
3. The character ξ has 2-power order.
4. Let v ∈ Σ∞, and let c, c′ ∈ GL be complex conjugations at the two real places of L lying above v. Then
ξ(c)ξ(c′) = −1.
5. Let v be a real place of K split in L and not lying in Σ∞, and let c, c
′ ∈ GL be the complex conjugations
at the two real places of L lying above v. Then ξ(c) = ξ(c′) = 1.
6. The character ξ is unramified away from T0.
Proof. We may assume without loss of generality that Σ contains all places of K above which χ is ramified
and all the 2-adic places of K. Let u1, . . . , ur be representatives for the non-trivial classes of O×L /(O×L )2. We
choose for each i = 1, . . . , r a finite place vi of L with the following properties:
• vi does not lie above a place of Σ.
• vi is split over K.
• χ(Frobvi) 6= 1.
• vi is inert in L(√ui)/L.
This is possible by the Chebotarev density theorem, since χ has odd order. We set T0 = {v1, . . . , vr}. Then
if u ∈ O×L and, for each v ∈ T0, the image of u in k(v)× is a square, then u ∈ (O×L )2. Class field theory
implies the existence of a character ξ with the desired properties.
8 Automorphy lifting theorems for p > 2
Theorem 7.1 is the main technical input for our applications to the modularity of elliptic curves. We will
also need the following automorphy lifting theorem, valid for odd primes p.
Theorem 8.1. Let p be an odd prime, let K be a CM number field, and let ρ : GK → GL2(Qp) be a
continuous representation satisfying the following conditions:
1. ρ is decomposed generic and ρ|GK(ζp) is absolutely irreducible.
2. det ρ = ǫ−1.
3. For all but finitely many places v of K, ρ|GKv is unramified.
4. There exists λ ∈ (Z2+,0)Hom(K,Qp) such that ρ is ordinary of weight λ.
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5. There exists an isomorphism ι : Qp ∼= C and a cuspidal, ι-ordinary, cohomological automorphic repre-
sentation π of PGL2(AK) such that rι(π) ∼= ρ.
6. If p = 5 and the projective image of ρ(GK(ζ5)) is conjugate to PSL2(F5), we assume further that the
extension of K cut out by the projective image of ρ does not contain ζ5.
Then ρ is automorphic: there is a cuspidal automorphic representation Π of PGL2(AK), cohomological of
weight ιλ and ι-ordinary, such that ρ ∼= rι(Π).
We prove this theorem in Appendix A. It is not directly implied by the automorphy lifting theorems
of [ACC+] because they contain the following two additional hypotheses:
• ρ(GK(ζp)) is enormous ([ACC+, Definition 6.2.28]),
• there is σ ∈ GK −GK(ζp) such that ρ(σ) is scalar.
The second bullet point is problematic because we need to allow ζ3 ∈ K in the p = 3 case (see Proposi-
tion 9.11 below). This will force us to deal with non-neatness issues similar to those in §6 and we again use
Theorem 5.11.
The first bullet point is problematic because the Galois representations associated to elliptic curves
generically satisfy ρ(GK(ζp)) = SL2(Fp), which isn’t enormous when p = 3, 5. We recall that for a finite
field k of characteristic p, letting ad0 denote the trace 0 matrices in M2×2(k), a subgroup H ⊆ GL2(k) is
enormous if it satisfies the following:
1. H has no non-trivial p-power order quotient.
2. H0(H, ad0) = H1(H, ad0) = 0.
3. For any simple k[H ]-submodule W ⊆ ad0, there is a regular semisimple h ∈ H such that Wh 6= 0.
The group SL3(F3) ⊂ GL2(F3) is not enormous because it admits a quotient of order 3. The group SL2(F5) ⊂
GL2(F5) is not enormous because H
1(SL2(F5), ad
0) 6= 0. In both cases, the group in question satisfies the
remaining properties of the definition (see [BLGG13, Appendix A]).
To handle p = 3 and ρ(GK(ζ3)) = SL2(F3), we work with fixed determinant deformation problems.
The point here is that the order 3 quotient of SL2(F3) is only problematic in showing the existence of
sufficiently many Taylor–Wiles primes because of the scalar subspace k ⊂ ad ρ of the adjoint representation.
Fixing determinants results in ad0 ρ coefficients in the Galois cohomology, avoiding this issue with the
centre. Because we fix determinants, we work with the locally symmetric spaces for PGL2, as opposed to
GL2, appealing to Corollaries 5.7 and 5.9 for the requisite Galois representations and their local properties.
The non-vanishing ofH1(SL2(F5), ad
0) is more problematic, and we can only treat the case when the
projective image of ρ|GK(ζ5) is conjugate to PSL2(F5) under the additional assumption that the extension ofK
cut out by the projective image of ρ does not contain ζ5. The point here is that one can still show the existence
of sufficiently many Taylor–Wiles primes because the image of H1(KS/K, ad
0 ρ(1)) in H1(KS/K(ζ5), ad
0 ρ)
does not contain H1(SL2(F5), ad
0). This is the source of our assumption that ζ5 /∈ K in many of the main
theorems of this paper.
9 The 2-3 switch
In this section we establish our main results, including Theorem 9.16, which asserts the existence of modular
elliptic curves with prescribed mod p Galois representations over CM fields for p = 2, 3 or 5.
Let K be a CM field. We recall that we say an elliptic curve E over K is modular if either E has
CM, or there exists a cuspidal, regular algebraic automorphic representation π of GL2(AK), a prime p, and
an isomorphism ι : Qp → C such that ρE,p ⊗ ǫ−1 ∼= rι(π).
We call π the automorphic representation corresponding to E. The following lemma shows that this
is a robust notion.
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Lemma 9.1. Let K be a CM field, and let E be a non-CM modular elliptic curve. Then:
1. π is uniquely determined by E. Moreover, π has weight 0.
2. For every prime p and every isomorphism ι : Qp → C, there is an isomorphism rι(π) ∼= ρE,p ⊗ ǫ−1.
3. For every prime p and every isomorphism ι : Qp → C, and every finite place v ∤ p of K, there is an
isomorphism
WD(ρE,p ⊗ ǫ−1)F−ss ∼= recTKv (πv).
Proof. If π, π′ are cuspidal, regular algebraic automorphic representations of GL2(AK), both associated to
E, then for all but finitely many places v of K, we have πv ∼= π′v. Strong multiplicity one then implies that
we have π ∼= π′.
By the Chebotarev density theorem, for any prime p and any isomorphism ι : Qp → C, we have
ρE,p ⊗ ǫ−1 ∼= rι(π) (note that rι(π) is semisimple by definition; the irreducibility of ρE,p is a theorem of
Serre [Ser98]). By [ACC+, Lemma 7.1.8], there exists p, ι such that for each place v|p of K, rι(π)|GKv is
crystalline of Hodge–Tate weights HTτ (rι(π)) = {λι−1τ,1 + 1, λι−1τ,2} for each τ ∈ HomQp(Kv,Qp) (where
π is of weight λ ∈ (Z2+)Hom(K,C)). Since the Hodge–Tate weights of ρE,p ⊗ ǫ−1 are {0, 1} (for any τ), this
shows that π is necessarily of weight λ = 0.
This proves the first two parts of the lemma. For the third, we use the [Var14, Theorem 1], which
shows (with notation as in the statement of the lemma) that
WD(ρE,p ⊗ ǫ−1|GKv )F−ss ≺ recTKv(πv).
Here we recall that ‘≺′ means that the representations agree up to semisimplification, and (since we working
with 2-dimensional representations) if the right-hand Weil–Deligne representation has trivial N , then so does
the left-hand side. It remains to show that if v ∤ p is a place such that recTKv (πv) has non-trivial N , then
WD(ρE,p ⊗ ǫ−1|GKv )F−ss also has non-trivial N . This is a consequence of purity.
Corollary 9.2. Let K be a CM field, and let E be a non-CM modular elliptic curve. Let π be the corre-
sponding automorphic representation of GL2(AK). Suppose that there exists a rational prime p such that for
each place v|p of K, EKv has potentially multiplicative reduction. Then for any isomorphism ι : Qp → C, π
is ι-ordinary.
Proof. Under these hypotheses, Lemma 9.1 implies that for each place v|p of K, πv is a twist of the Steinberg
representation. By [Ger18, Lemma 5.1.5], π is ι-ordinary for any ι : Qp ∼= C.
The argument that follows is inspired by the ‘3-5’ switch of Wiles [Wil95, Theorem 5.2]. We begin
with some preliminary lemmas.
Lemma 9.3. Let K be an imaginary CM field, and let n ≥ 2 be an integer. Let a ∈ K satisfy NK/K+(a) = 1,
and let Ka denote the splitting field of x
n − a. Then Ka/K is a soluble CM extension.
Proof. Let C denote the norm 1 torus of K/K+; thus it is a form of Gm over K
+, and the map [n] : C → C
has degree n. For any place v|∞ of K+, C(K+v ) is isomorphic to S1, and the map [n] : C(K+v )→ C(K+v ) is
surjective, with kernel of order n. We find that for any a ∈ C(K+) = kerNK/K+ , the field K+([n]−1(a)) is
totally real. Since Ka = K ·K+([n]−1(a)), we find that Ka is CM.
N. Fakhruddin has shown us a generalization of Lemma 9.3 which gives a necessary and sufficient
criterion on a for the field Ka to be CM.
Corollary 9.4. Let K be an imaginary CM field, and let n ≥ 2 be an integer. Let a ∈ K, and let L/K
denote the splitting field of the polynomial xn − a/ac. Then L/K is a soluble CM extension and there exists
z ∈ L+ such that a ≡ z mod (L×)n.
Proof. The extension L/K is soluble and CM, by Lemma 9.3. Let β ∈ L be such that βn = a/ac. Then
NL/L+(β) = ββ
c is a totally positive element of L+, and (ββc)n = 1. It follows that ββc = 1, and hence
(by Hilbert 90) there exists b ∈ L× such that bc/b = β. Then the element z = abn lies in L+.
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If E is an elliptic curve over a field K, then we write ∆E ∈ K×/(K×)12 for the discriminant of E.
Lemma 9.5. Let K be a number field, and let E, A be elliptic curves over K. Let YE denote the (fine)
moduli space of pairs (F, ϕ), where F is an elliptic curve and ϕ : F [6] → E[6] is a symplectic isomorphism
(i.e. respecting Weil pairings). Define YA similarly. Then:
1. Let VE ⊂ PSp(E[3]) ⊂ Aut(YE) denote the 2-Sylow subgroup (more precisely, the K-group with
VE(K) equal to the 2-Sylow subgroup of PSp(E[3])(K).) Define VA similarly. Suppose that ∆E ≡
∆A mod (K
×)3. Then there is an isomorphism YE/VE ∼= YA/VA over K.
2. Let CE ⊂ PSp(E[2]) ⊂ Aut(YE) denote the 3-Sylow subgroup (more precisely, the K-group with
CE(K) equal to the 3-Sylow subgroup of PSp(E[2])(K).) Define CA similarly. Suppose that ∆E ≡
∆A mod (K
×)2. Then there is an isomorphism YE/CE ∼= YA/CA over K.
Proof. Both parts are similar, so we just prove the first part. Let T3(E) denote the set of partitions of
P(E[3](K)) into 2-element subsets. According to [FY17, Lemma 4.1], there is a GK-equivariant bijection
between T3(E) and the set of cube roots of ∆E in K. The same is true for T3(A). Choose λ ∈ K× such
that λ3∆E = ∆A. Multiplication by λ determines a GK-equivariant bijection between the set of cube roots
of ∆E and the set of cube roots of ∆A, hence a GK-equivariant bijection fλ : T3(E)→ T3(A).
We can choose a symplectic isomorphism f : E[3]K → A[3]K such that the induced map T3(E) →
T3(A) is equal to fλ. Let us use an overline to denote base change to the algebraic closure K. We can define
a map Y E → Y A by the formula (F, ϕ) 7→ (F, f ◦ ϕ). Since VE ⊂ PSp(E[3]) is the subgroup which acts
trivially on T3(E), we see that the map Y E/VE(K) → Y A/VA(K) is defined over K, hence determines a
map YE/VE → YA/VA.
Lemma 9.6. Let K be a number field, and let A,E be elliptic curves over K such that ∆A ≡ ∆E mod (K×)6
and E[3] is irreducible. Then there exists an elliptic curve F over K such that ∆F ≡ ∆A mod (K×)6, and
there are (symplectic) isomorphisms F [2] ∼= A[2] and F [3] ∼= E[3].
Proof. Let XA, XE denote the compactified moduli space of elliptic curves with symplectic level 6 structure
given either by A[6] or E[6], respectively. Let X denote the compactified moduli space of elliptic curves with
symplectic level 6 structure given by A[2]×E[3]. Thus XA, XE and X are smooth, projective, geometrically
connected curves of genus 1 over K which all become isomorphic over K. With notation as in Lemma 9.5,
let V = VE and C = CA; then there are isomorphisms
XA/VA ∼= X/V
and
X/C ∼= XE/CE .
It follows that the quotients X/V and X/C have K-rational points (because XA and XE do). Taking pre-
images, we find that X has K-rational divisors of degree 4 and 3, hence a K-rational divisor of degree 1.
Since X has genus 1, there is a canonical isomorphism X ∼= Pic1(X). It follows that X has a K-rational
point. Since we have assumed that E[3] is irreducible, it follows that this K-rational point must correspond
to an elliptic curve F over K with the required properties (in other words, none of the cusps of X are defined
over K).
Let p be a prime, letK be a number field, and let ρ : GK → GL2(Fp) be a continuous homomorphism
of cyclotomic determinant. Let V be the Fp[GK ]-module on which ρ acts. A choice of isomorphism ι0 :
∧2V ∼= µp determines a modular curve Yρ parameterizing pairs (E, ι) where E is an elliptic curve and ι is
an isomorphism ι : V ∼= E[p] such that ∧2ι = ι0 (where we identify ∧2E[p] ∼= µp using the Weil pairing).
Lemma 9.7. Let K be a number field, and let p ∈ {2, 3, 5}. Let ρ : GK → GL2(Fp) = GL(V ) be a
homomorphism of cyclotomic determinant, and fix a choice of ι0 : ∧2V ∼= µp. Let q 6= p be a prime. Let S be
a finite set of finite places of K, and suppose given for each v ∈ S a non-empty open subset Ωv ⊂ Yρ(Kv). Let
K ′/K be a finite extension. Then we can find an elliptic curve E over K satisfying the following conditions:
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1. There is an isomorphism ι : V ∼= E[p] such that ∧2ι = ι0.
2. For each v ∈ S, (EKv , ι) ∈ Ωv.
3. ρE,q(GK′(ζq)) = SL2(Fq).
4. There exists a prime l which splits in K ′ and which is decomposed generic for ρE,q.
5. For each place v|l of K, E has good reduction at v and the isomorphism class of the reduction (as a
curve over k(v) = Fl) is independent of the choice of v.
Proof. There is an isomorphism between Yρ and an open subset of the projective line over K. In particular,
it has infinitely many K-rational points. By [Ser08, Proposition 3.2.1], the set of points in Yρ(K) for
which the associated representation ρE,q|GK′(ζq) does not have image SL2(Fq) is a thin set. By the Hilbert
irreducibility theorem (e.g. in the form of [Ser08, Theorem 3.5.3]), we can find infinitely many points in
Yρ(K) corresponding to pairs (E, ι) with the following properties:
• For each v ∈ S, (EKv , ι) ∈ Ωv.
• ρE,q(GK′(ζq)) = SL2(Fq).
To prove the lemma, it suffices to show that we can enlarge S so that the existence of l follows from the
above conditions. We recall that by definition, the rational prime l is decomposed generic for ρE,q if l splits
in K and for each place v|l of K, ρE,q|GKv is generic (in the sense that it is unramified, and the eigenvalues
of ρE,q(Frobv) are not in ratio q
±1
v mod q). It therefore suffices to show that there exists a rational prime l
satisfying the following conditions:
• Let M/K ′(ζp7q) denote the extension cut out by ρ. Then l splits in M .
• For each v ∈ S, v ∤ l. Moreover, l is prime to pq.
• There exists an integer a ∈ [−2√l, 2√l] prime to l such that the polynomialX2−aX+l has discriminant
prime to q, is a product of two linear factors in Zp[X ], and the two roots α, β ∈ Zp satisfy α ≡ β ≡
1 mod p.
Indeed, it follows that we can find an elliptic curve El over Fl such that ρEl,p is the trivial representation
and ρEl,q(Frobl) is regular semisimple. If we adjoin each place v|l to S and choose Ωv to be such that each
point x ∈ Ωv corresponds to an elliptic curve Ex over Kv with good reduction isomorphic to El, then any
elliptic curve E as above will automatically have the property that ρE,q is decomposed generic.
We claim that any sufficiently large prime l which splits inM will do the job. We just need to justify
the existence of a. By the Chinese remainder theorem, it suffices to note that if a ∈ Z, l ≡ 1 mod p7 is a
prime, and a ≡ 2+ p4 + p6 mod (p7), then Hensel’s lemma implies that the polynomial X2 − aX + l factors
in Zp[X ], and the two roots α, β ∈ Zp satisfy α ≡ β ≡ 1 mod p (in fact, there is a unique root congruent to
1− p2 mod (p7)). This completes the proof.
Lemma 9.8. Let K be a number field, and let z ∈ K× be an element which is not a square. Then there
exists a thin set Ω ⊂ K with the following property: let a ∈ K − Ω. Then:
1. The quantity β(a) = − 427a3 − 116×27z is not a square in K. Let b =
√
β, and let L = K(b).
2. Let f(x) = x3 + ax+ b ∈ L[x]. Then f(x) is irreducible and disc f is not a square in L. Consequently,
the splitting field of f(x) over L is an S3-extension of L.
Proof. We consider the tower of affine varieties
Y → X → A1K ,
where A1K = SpecK[a], X is the curve in the (a, b)-plane given by the equation z = −16(4a3+27b2), and Y
is given by the equation x3 + ax + b = 0. It is clear that both morphisms Y → X and X → A1K are finite
and dominant, and hence X , Y are K-schemes of dimension 1. We claim that Y is geometrically irreducible.
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We first show why this claim implies the truth of the lemma. Let E = K(
√
z). Then YE → A1E
is generically a Galois cover of degree 6. Indeed, it suffices to check that Aut(YE/A
1
E) contains elements of
order 2 and 3. The cover YE → XE has an automorphism of order 3 because the discriminant of x3+ ax+ b
is a square. On the other hand, (a, b, x) 7→ (a,−b,−x) is an element of Aut(Y/A1K) of order 2. By [Ser08,
Proposition 3.3.1], there is a thin set ΩE ⊂ E = A1K(E) such that for all a0 ∈ E − ΩE , a0 has 6 pre-images
in Y (E) on which Gal(E/E) acts transitively. Equivalently, β(a0) is not a square in E, and if b0 is a square
root and L = E(b0), then the polynomial f0(x) = x
3 + a0x+ b0 ∈ L[x] is irreducible.
By [Ser08, Proposition 3.2.1], Ω = ΩE ∩ K ⊂ K = A1K(K) is a thin set. We claim that this Ω
satisfies the conclusion of the proposition. Indeed, if a0 ∈ K − Ω, then β(a0) is not a square in K and, if
L = K(b0), then the polynomial f(x) = x
3 + a0x+ b0 ∈ L[x] is irreducible. We just need to justify why z is
not a square in L. However, if z is a square in L then L = K(
√
z) = E, implying that a0 has a pre-image in
X(E). This contradicts the defining property of ΩE .
It remains to justify our claim that Y is geometrically irreducible. It can be given equivalently by
the equation
F (x) = (x3 + ax)2 +
4
27
a3 +
1
16× 27z = 0
in the (a, x)-plane. It therefore suffices to show that F (x) is irreducible in C(a)[x] (after extending scalars
along some embedding K →֒ C). Let G(y) = y3 + 2ay2 + a2y + 427a3 + 116×27z ∈ C[a][y] be such that
G(x2) = F (x). It even suffices to show that G(y) is irreducible in C(a)[y]. Indeed, if this is so and if y is a
square in C(a)[y]/(G(y)), then the norm of y, namely −( 427a3 + 116×27z), is a square in C(a); and this is a
contradiction.
To show the irreducibility of G(y) in C(a)[y], it suffices to show that G(y) has no root in C(a). If
y0 ∈ C(a) is a root, then y0 ∈ C[a], as G is monic, and y0 divides 427a3+ 116×27z in C[a]. On the other hand,
the relation
y0(y0 + a)
2 = −( 4
27
a3 +
1
16× 27z)
implies that y0 equals (
4
27a
3 + 116×27z) up to squares in C(a). Together these two facts imply that y0 equals
4
27a
3 + 116×27z up to C
×-multiple, hence that a satisfies a degree 9 equation over C. This is false, so we see
that G(y) is irreducible in C(a)[y] and hence that Y is geometrically irreducible, as desired.
Corollary 9.9. Let K be a number field, and let z ∈ K× be an element which is not a square. Let S be a
finite set of places of K, and let K ′/K be a finite extension. Let T ⊂ S be a subset such that for each v ∈ T ,
ordv z > 0. Then we can find an element a ∈ K with the following property: let β = − 427a3− 116×27z. Then:
1. β is not a square in K, and each place of S splits in L = K(b), where b =
√
β.
2. Let M/L denote the splitting field of f(x) = x3 + ax+ b. Then Gal(M/L) = S3.
3. There exists a rational prime l not dividing any element of S such that l splits in LK ′ and for each
place v|l of L, v is unramified in M and Frobv ∈ Gal(M/L) has order 3.
4. Let A denote the elliptic curve over L given by the equation y2 = x3 + ax + b. Then for each place v
of L lying over an element of T , ALv acquires split multiplicative reduction over Lv(
√−1).
Proof. Let notation be as in the proof of Lemma 9.8. The corollary follows from the lemma and from [Ser08,
Theorem 3.5.3], provided we can show that the following points:
• For any place v of K, there is a non-empty open subset Ωv ⊂ Kv such that for any a ∈ Ωv, a has 2
pre-images in X(Kv); in other words, the fibre above a is totally split.
• For any place v of K such that ordv z > 0, there is a non-empty subset Ωv ⊂ Kv such that for any
a ∈ Ωv, a has two pre-images in X(Kv), and for each pre-image b, the elliptic curve given by the
equation y2 = x3 + ax+ b acquires split multiplicative reduction over Lv(
√−1).
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• There exists a prime l split in K ′(√z) and not dividing any place of S such that for each place v|l of
K, there is a non-empty open subset Ωv ⊂ Kv with the following property: for any a ∈ Ωv, a has two
pre-images in X(Kv), and each of these points is inert in Y (Kv), defining an unramified extension of
Kv of degree 3.
The first point is clear: X is a punctured elliptic curve, so its set of Kv-points is non-empty and stable under
multiplication by −1. We can choose Ωv to be the image of a suitable open subset of X(Kv) in A1K(Kv).
For the second point, it is enough to find a single pair (a, b) ∈ X(Kv) such that the elliptic curve
y2 = x3 + ax + b has split multiplicative reduction. Indeed, then we can choose Ωv to be any sufficiently
small open neighbourhood of the point a in Kv. (Note that the other pre-image of a in X(Kv) is (a,−b),
which gives a quadratic twist of a curve with split multiplicative reduction.) To find such a pair, choose
q ∈ (̟v) such that ∆(q) = z (possible since ∆ = q + O(q2) ∈ ZJqK), and let (a, b) be the co-ordinates of
some short Weierstrass equation of the elliptic curve of Tate parameter q.
For the third point, we spread out Y , X to schemes over A1OK [1/N ] defined by the same equations
(for some integer N ≥ 1). It suffices to know that for any sufficiently large prime l split in K ′(√z), and for
each place v|l of K, there exists a point a0 ∈ A1OK [1/N ](k(v)) which is split in X(k(v)) and inert in Y (k(v));
then we can choose Ωv to be the pre-image of a0 in A
1
OK[1/N ]
(OKv ). This follows from [Ser12, Proposition
9.15].
Lemma 9.10. Let K be an imaginary CM number field, and let E be an elliptic curve over K satisfying
the following conditions:
1. The representation ρE,3 is decomposed generic, and ρE,3(GK(ζ3)) is conjugate to SL2(F3).
2. Let ∆E ∈ K× denote the discriminant of a Weierstrass equation of E. Then ∆E ∈ (K+)× · (K×)6.
3. For each place v|3 of K, EKv is a Tate curve and ordv∆E ≡ 2 or 4 mod 6.
4. For each place v|2 of K, EKv is a Tate curve and ordv∆E ≡ 3 mod 6, and the extension Kv(
√−1)/Kv
is unramified.
Then E is modular.
Proof. Let us write ∆E = zw
6 with z ∈ K+, w ∈ K. We can assume that for each place v|2, 3 of K,
ordv z > 0. Let l be a prime which is decomposed generic for ρE,3. Consider the cubic equation
b2 = − 4
27
a3 − 1
16× 27z = β(a),
where β(a) ∈ K+[a]. Giving a rational point (a, b) on this curve is equivalent to giving a Weierstrass equation
y2 = x3 + ax+ b with discriminant z.
Let S be the set of places of K+ dividing 2, 3, l, or ∞. By Corollary 9.9, we can find an element
a0 ∈ K+ with the following properties:
• The element β(a0) is not a square in K+. Let b0 be a square-root, and let K+0 = K+(b0), K0 = K(b0).
• Each place of S splits in K+0 . In particular, K+0 is a totally real quadratic extension of K+, and K0 is
a CM field, and each place v of K dividing 2, 3 or l splits in K0.
• Let f(x) = x3 + a0x+ b0 ∈ K+0 [x]. Then the splitting field M of f(x) over K+0 has Galois group S3.
• There exists a rational prime q split in K0 such that for each place v|q of K+0 , v is unramified in M
and Frobv ∈ Gal(M/K+0 ) has order 3.
• Let A0 denote the elliptic curve over K0 defined by the equation y2 = x3 + a0x + b0. Then for each
place v|2, 3 of K0, A0 acquires split multiplicative reduction over K0,v(
√−1).
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By construction, the discriminant of A0 equals z, so satisfies ∆A0 ≡ ∆E mod (K×0 )6. We observe that the
following conditions are satisfied:
• ρA0,2 : GK0 → GL2(F2) is decomposed generic and surjective, and extends to a homomorphism GK+0 →
GL2(F2). (It is decomposed generic because of the existence of the prime q, which splits in K0. It is
surjective because otherwise K0 = K(
√
z), which would contradict the fact that the primes of K above
2 split in K0 but ramify in K(
√
z).)
• ρE,3|GK0 is decomposed generic.
• For each place w|2 of K0, ordw∆A0 ≡ 3 mod 6.
• For each place w|3 of K0, ordw∆E ≡ 2 or 4 mod 6.
By Lemma 9.6, we can find an elliptic curve A over K0 with the following properties:
• ρA,2 ∼= ρA0,2.
• ρA,3 ∼= ρE,3|GK0 .
• ∆A ≡ ∆E mod (K×0 )6.
Let w be a 2-adic place of K0. Then ordw∆E ≡ 3 mod 6, and so ρE,3|GK0,w is unramified (EK0,w is a
Tate curve). It follows that A must be semistable at w. Since ordw∆A is odd, we see that A in fact has
multiplicative reduction, and ρA,2|GK0,w has image of order 2 and cuts out the ramified quadratic extension
K0,w(
√
∆A)/K0,w. We now see that all of the hypotheses of Theorem 7.1 are satisfied for the representation
ρA,2 ⊗ ǫ−1, and hence that A is a modular elliptic curve.
Now let w be a 3-adic place of K0. Then ordw∆A0 ≡ 0 mod 2, so ρA0,2|GK0,w ∼= ρA,2|GK0,w is
unramified (A0 acquires split multiplicative reduction over an unramified extension of K0,w). We claim
this forces A to have potentially multiplicative reduction. Indeed, if A has potentially good reduction then
ρA,2(IK0,w) has order m dividing 4, and this integer satisfies m ordw∆A ≡ 0 mod 12, which contradicts the
fact that ordw∆A is prime to 3.
Using Corollary 9.2 to verify ordinariness, we now see that all of the hypotheses of Theorem 8.1
are satisfied for the representation ρE,3|GK0 ⊗ ǫ−1, and hence that EK0 is a modular elliptic curve. The
modularity of E itself now follows by soluble descent (i.e. [ACC+, Proposition 6.5.13]).
Proposition 9.11. Let K be an imaginary CM number field, and let E be an elliptic curve over K. Suppose
that the following conditions are satisfied:
1. For each place v|2 of K, EKv is a Tate curve, the extension Kv(
√−1)/Kv is unramified, ordKv ∆E ≡
3 mod 6, and ∆E/∆
c
E ∈ (K×v )2.
2. For each place v|3 of K, EKv is a Tate curve, ordKv ∆E ≡ 2, 4 mod 6, and ∆E/∆cE ∈ (K×v )3.
3. Let L = K(ζ12, (∆E/∆
c
E)
1/6). Then ρE,3|GL is decomposed generic and ρE,3(GL(ζ3)) is conjugate to
SL2(F3).
Then E is modular.
Proof. By Corollary 9.4, ∆E ∈ (L+)×(L×)6. Our hypotheses imply that for each place w|2 of L, ordw∆E ≡
3 mod 6 and for each place w|3 of L, ordw∆E ≡ 2, 4 mod 6. We see that the hypotheses of Lemma 9.10
apply to EL, and hence that EL is modular. The modularity of E itself follows by soluble descent.
Proposition 9.12. Let K be an imaginary CM number field, and let ρ : GK → GL2(F5) be a continuous
homomorphism of cyclotomic determinant. Let Kavoid/K be a finite Galois extension. Then we can find a
soluble CM extension L/K and an elliptic curve E over L, all satisfying the following conditions:
1. The elliptic curve E is modular.
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2. The extension L/K is linearly disjoint from Kavoid/K.
3. For each place w|5 of L, ELw is a Tate curve.
4. There is an isomorphism ρ|GL ∼= ρE,5.
Moreover, if ρ is decomposed generic, then we can assume that ρ|GL is decomposed generic.
Proof. We choose L/K to be a soluble CM extension satisfying the following conditions:
• For each place w|2, 3, 5 of L, ρ|GLw is trivial and w is split over L+.
• For each place w|2 of L, the extension Lw(
√−1)/Lw is unramified.
• L/K is linearly disjoint from Kavoid/K.
• If ρ is decomposed generic, then we choose a prime number q > 5 which is decomposed generic for ρ,
and ask moreover that q split in L.
By Lemma 9.7, we can find an elliptic curve E over L with discriminant ∆E ∈ L× satisfying the following
conditions:
• There is an isomorphism ρE,5 ∼= ρ|GL .
• ρE,3(GL(ζ3)) = SL2(F3).
• There exists a rational prime l > 5 split in L(ζ12) such that l is decomposed generic for ρE,3 and for
each prime w|l of L, the elliptic curve E has good reduction at w, with reduced curve over k(w) = Fl
independent of the choice of w. In particular, ∆E/∆
c
E ∈ (L×w)12 for each w|l.
• For each place w|2 of L, ordw∆E ≡ 3 mod 6 and ∆E/∆cE ∈ (L×w)2.
• For each place w|3 of L, ordw∆E ≡ 2 mod 6 and ∆E/∆cE ∈ (L×w)3.
Let L′ = L(ζ12, (∆E/∆
c
E)
1/6). We see that the modularity of E follows from Proposition 9.11, provided
we can show that ρE,3(GL′(ζ3)) is conjugate to SL2(F3) and ρE,3|GL′ is decomposed generic. The first
requirement follows from the observation that the order 3 quotient of ρE,3(GL(ζ3)) cuts out the cyclic degree
3 extension L(ζ3,
3
√
∆E)/L(ζ3) which is ramified at 3, while the ramification index of L
′/L at the 3-adic
primes is prime to 3, because ∆E/∆
c
E is a cube locally. The second requirement follows since l splits in L
′
and is decomposed generic for ρE,3.
Proposition 9.11 therefore implies the modularity of EL′ , and the modularity of E itself follows by
soluble descent.
Corollary 9.13. Let K be an imaginary CM number field and let E be an elliptic curve over K satisfying
the following conditions:
1. ρE,5|GK(ζ5) is absolutely irreducible. If ρE,5(GK(ζ5)) = SL2(F5), then ζ5 6∈ K.
2. For each place v|5 of K, EKv is ordinary (i.e. has good ordinary reduction or potentially multiplicative
reduction).
3. ρE,5 is decomposed generic.
Then E is modular.
Proof. By Proposition 9.12, we can find a soluble extension CM extension L/K and a modular elliptic curve
A over L all satisfying the following conditions:
• ρE,5|GL(ζ5) is absolutely irreducible. If ρE,5(GL(ζ5)) = SL2(F5), then ζ5 6∈ L.
• For each place w|5 of L, ALw is a Tate curve.
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• There is an isomorphism ρE,5|GL ∼= ρA,5 and these representations are decomposed generic.
Say p = 5 and ρE,5(GL(ζ5)) = SL2(F5). Since ζ5 /∈ L, det(ρE,5) has order 2 or 4. In the former case,
the projective image of ρE,5 is PSL2(F5), and in the latter, [L(ζ5) : L] > [PGL2(F5) : PSL2(F5)]. In either
situation, ζ5 is not contained in the extension cut out by the projective image of ρE,5. Theorem 8.1 then
implies the modularity of EL. The modularity of E then follows by soluble descent.
Proposition 9.14. Let p ∈ {2, 3} and let K be an imaginary CM field such that ζ5 6∈ K, and let ρ :
GK → GL2(Fp) be a continuous homomorphism of cyclotomic determinant. Let Kavoid/K be a finite Galois
extension. Then we can find a soluble CM extension L/K and an elliptic curve E over L, all satisfying the
following conditions:
1. The elliptic curve E is modular.
2. The extension L/K is linearly disjoint from Kavoid/K.
3. For each place w|p of L, ELw is a Tate curve.
4. There is an isomorphism ρ|GL ∼= ρE,p.
Moreover, if ρ is decomposed generic, then we can assume that ρ|GL is decomposed generic.
Proof. We choose L/K to be a soluble CM extension satisfying the following conditions:
• For each place w|p, 5 of L, ρ|GLw is trivial.
• L/K is linearly disjoint from Kavoid(ζ5)/K.
• If ρ is decomposed generic, then we choose a prime q > 5 which is decomposed generic for ρ, and ask
that q split in L.
By Lemma 9.7, we can find an elliptic curve E over L satisfying the following conditions:
• There is an isomorphism ρE,p ∼= ρ|GL .
• For each place w|p, 5 of L, ELw is a Tate curve.
• ρE,5 is decomposed generic and ρE,5|GL(ζ5) is absolutely irreducible.
Corollary 9.13 now implies that E is modular. This completes the proof.
Corollary 9.15. Let K be an imaginary CM number field such that ζ5 6∈ K, and let E be an elliptic curve
over K satisfying the following conditions:
1. ρE,3|GK(ζ3) is absolutely irreducible.
2. For each place v|3 of K, EKv is ordinary.
3. ρE,3 is decomposed generic.
Then E is modular.
Proof. By Proposition 9.14, we can find a soluble extension CM extension L/K and a modular elliptic curve
A over L all satisfying the following conditions:
• ρE,3|GL(ζ3) is absolutely irreducible.
• For each place w|3 of L, ALw is a Tate curve.
• There is an isomorphism ρE,3|GL ∼= ρA,3, and these representations are decomposed generic.
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Theorem 8.1 then implies the modularity of EL (using Corollary 9.2 to verify the ordinariness of the au-
tomorphic representation giving rise to ρE,3|GL ∼= ρA,3). The modularity of E then follows by soluble
descent.
Theorem 9.16. Let K be an imaginary CM number field such that ζ5 6∈ K, let p ∈ {2, 3, 5}, and let
ρ : GK → GL2(Fp) be a continuous representation of cyclotomic determinant. Suppose that the following
conditions are satisfied:
1. If p ∈ {2, 3}, then for each place v|5 of K, there exists a Tate curve Ev over Kv such that ρ|GKv ∼= ρEv,p.
2. If p = 5, then for each place v|3 of K, there exists a Tate curve Ev over Kv such that ρ|GKv ∼= ρEv ,p.
Then there exists a modular elliptic curve E over K satisfying the following conditions:
1. If p ∈ {2, 3} (resp. if p = 5), then for each place v|5 (resp. each place v|3) of K, EKv is a Tate curve.
2. There is an isomorphism ρE,p
∼= ρ.
Proof. If p ∈ {2, 3}, then we apply Lemma 9.7 to find an elliptic curve E over K satisfying the following
conditions:
1. For each place v|5 of K, EKv is a Tate curve.
2. ρE,5 is decomposed generic and ρE,5|GK(ζ5) is absolutely irreducible.
3. There is an isomorphism ρE,p
∼= ρ.
Corollary 9.13 implies the modularity of E, hence the statement in the theorem. The argument is very
similar in the case p = 5, except we use the prime 3 and appeal instead to Corollary 9.15.
10 Application to modularity of elliptic curves
Let K be a number field. If X > 0, then we write OK,X for the set of α ∈ OK such that for every
embedding σ : K →֒ C, |σ(α)| < X . We write EX for the set of pairs (a, b) ∈ OK,X4 × OK,X6 with
∆(a, b) = −16(4a3 + 27b2) 6= 0. If (a, b) ∈ EX , then we write Ea,b for the elliptic curve over K given by the
equation y2 = x3 + ax+ b.
Theorem 10.1. Suppose that K is a CM field and ζ5 6∈ K. Then a positive proportion of elliptic curves
over K are modular. More precisely, we have
lim inf
X→∞
|{(a, b) ∈ EX | Ea,b is modular }|
|EX | > 0.
Theorem 10.1 is an easy consequence of the following result.
Proposition 10.2. Suppose that K is a CM field and ζ5 6∈ K. Then we can find a finite set S of finite
places of K, together with for each v ∈ S a (non-empty) open compact subset Uv ⊂ OKv ×OKv , such that
for any (a, b) ∈ EX ∩ (
∏
v∈S Uv), Ea,b is modular.
Proof. We use Corollary 9.15. We need to show that we can choose S and Uv so that for any (a, b) ∈
EX ∩ (
∏
v∈S Uv), Ea,b satisfies the conditions of that corollary.
To this end, we choose for each v ∈ S3 an ordinary elliptic curve Ev over k(v). We choose a prime
l > 3 split in K(ζ3) and for each v ∈ Sl an elliptic curve Ev over k(v) = Fl such that ρEv,3(Frobv) is regular
semisimple. We fix places w1, w2 of K split in K(ζ3) and elliptic curves Ew1 , Ew2 over k(w1) and k(w2)
respectively such that ρEw1 ,3(Frobv) has order 4 and ρEw2 ,3(Frobv) has order 6.
We let S = S3 ∪ Sl ∪ {w1, w2} and for each v ∈ S, define Uv to be any non-empty open compact
subset consisting of pairs (a, b) ∈ OKv ×OKv which define an elliptic curve with good reduction isomorphic
to Ev over k(v).
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It follows by construction that if (a, b) ∈ EX ∩ (
∏
v∈S Uv), and E = Ea,b, then EKv is ordinary for
each v ∈ S3 and ρE,3 is decomposed generic. Since any subgroup of SL2(F3) containing an element of order
4 and an element of order 6 equals SL2(F3), we see that ρE,3(GK(ζ3)) = SL2(F3). Thus E satisfies all the
conditions of Corollary 9.15. This completes the proof.
A Automorphy lifting for p > 2: proofs
In this appendix we prove Theorem 8.1.
A.1 Galois deformation theory, fixed determinant case
We first need to set up Galois deformation theory in the fixed determinant case (in contrast to §4, where
we did not fix determinants). We again let K be a number field. We take an odd prime p and let O be
a coefficient ring with residue field k. We will primarily be interested in the case that K is an imaginary
CM field. We fix a continuous, absolutely irreducible representation ρ : GK → GL2(k) and a character
ψ : GK → O× such that
det ρ = ψ.
Let Sp denote the set of p-adic places of K, and let S be a finite set of finite places of K containing Sp and
all the places at which ρ is ramified. We also fix for each v ∈ S a ring Λv ∈ CNLO and set Λ = ⊗̂v∈SΛv, the
completed tensor product being relative to O.
In this section, a global deformation problem is a tuple
S = (K, ρ, ψ, S, {Λv}v∈S , {Dv}v∈S),
where for each v ∈ S, Dv is a local deformation problem at v. If R ∈ CNLΛ, we say that a continuous lifting
ρR : GK → GL2(R) of ρ is of type S if ρR is unramified outside S, det ρR = ψ, and ρR ∈ Dv(R) for each
v ∈ S. We can then define liftings and deformations, as well as their T -framed versions, as in §4.1.
Because we work with fixed determinants for our global deformations, we will always consider local
deformation problems Dv that are subfunctors of the local deformation problems Dψv , where Dψv is the
deformation problem consisting of lifts ρ of ρ|GKv with det ρ = ψ|GKv . Abusing notation slightly, we will
simply write det ρ = ψ. We let Rψv denote the quotient of R

v representing Dψv . When the place v is
understood, we will write ρ and ρψ for the universal Rv and R
ψ
v valued lifts, respectively.
We let ad ρ be the space M2(k) of 2 × 2 matrices with entries in k with adjoint GK -action and let
ad0 ρ be the trace zero subspace.
A.1.1 Ordinary deformations
Fix a prime v ∈ Sp. We assume that ρ|GKv is trivial. LetO×Kv (p) be the maximal pro-p quotient ofO×Kv , which
we identify with a quotient of IKv via class field theory. We similarly identify the pro-p completion K
×
v (p)
of K×v with a quotient of GKv . Fix a minimal prime q ⊂ OJO×Kv (p)K. We then take Λv = OJO×Kv (p)K/q, and
we write φ : IKv → Λ×v for the universal character.
Set Λ˜v = OJK×v (p)K⊗̂OJO×Kv (p)KΛv and set R˜
ψ
v = R
ψ
v ⊗Λv Λ˜v. The character φ naturally extends to
a character φ˜ : GKv → Λ˜×v . We define R˜ψ,det,ordv to be the maximal quotient of R˜ψv over which the relations
det(X − ρψ(g)) = (X − φ˜(g))(X − ψφ˜−1(g))
and
(ρψ(g1)− φ˜(g1))(ρψ(g2)− ψφ˜−1(g2)) = 0
hold for all g, g1, g2 ∈ GKv . We then define Rψ,det,ordv to be the image of the Λv-algebra homomorphism
Rψv → R˜ψ,det,ordv .
Then Rψ,det,ordv classifies a local deformation problem that we denote by Dψ,det,ordv .
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Proposition A.1. Assume that p > 2, that [Kv : Qp] > 4 and that ρ|GKv is trivial. Let Z ⊆ SpecΛv be the
closed subscheme defined by φ2 = ψ|IKv . Let f : SpecRψ,det,ordv → SpecΛv be the structure map.
1. There is a unique irreducible component C′ of SpecRψ,det,ordv dominating SpecΛv. It has dimension
4 + 2[Kv : Qp].
2. Let C′ be an irreducible component of SpecRψ,det,ordv which does not dominate SpecΛv. Then C
′ ⊆
f−1(Z) and C′ has dimension at most 2 + 2[Kv : Qp].
Proof. We deduce this from [ACC+, Proposition 6.2.12], which treats the non-fixed determinant (and arbi-
trary rank) case. Let µpr be the torsion subgroup of O×Kv (p). Enlarging O if necessary, we can assume that
O contains a primitive prth root of unity. The minimal primes of OJO×Kv (p)K, resp. of OJO×Kv (p)×O×Kv (p)K,
are then in bijection with characters η : µpr → O×, resp. pairs (η1, η2) of characters ηi : µpr → O×.
Let η : µpr → O× be the character corresponding to our fixed minimal prime q ⊂ OJO×Kv (p)K, and we
let q′ ⊆ OJO×Kv (p) × O×Kv(p)K be the minimal prime corresponding to the pair (η, η−1ψ|µpr ). We then set
Λ′v = OJO×Kv (p) × O×Kv (p)K/q′, and let φ1, φ2 : IKv → (Λ′v)× be the resulting universal characters. Set
Λ˜′v = OJK×v (p) × K×v (p)K ⊗OJO×Kv (p)×O×Kv (p)K Λ
′
v and R˜

v = R

v ⊗Λ′v Λ˜′v. The characters φ1, φ2 naturally
extends to characters φ˜1, φ˜2 : GKv → (Λ˜′v)×. Define R˜det,ordv to be the maximal quotient of R˜v over which
the relations
det(X − ρ(g)) = (X − φ˜1(g))(X − φ˜2(g))
and
(ρ(g1)− φ˜1(g1))(ρ(g2)− φ˜2(g2)) = 0
hold for all g, g1, g2 ∈ GKv . We then define Rdet,ordv to be the image of the Λv-algebra homomorphism
Rv → R˜det,ordv .
Let K×v (p)
f and O×,fKv be the maximal torsion free quotients of K×v (p) and O×Kv , respectively, and
let Ψ : GKv → OJK×v (p)f K and Φ : IKv → OJO×,fKv K be the tautological characters (trivial on the torsion
subgroups of GabKv and IKabv /Kv , respectively). Let ρ : GKv → GL2(Rψ,det,ordv ) and ρ′ : GKv → GL2(Rdet,ordv )
be the universal lifts. There is a commutative diagram
Rdet,ordv
g //Rψ,det,ordv ⊗̂OOJK×v (p)f K
Λ′v
OO
h //Λv⊗̂OOJO×,fKv K,
OO (A.1)
where g is induced by the lift ρ⊗Ψ and h by the pair of characters (φΦ, φ−1ψ|IKvΦ). We claim that g and
h are isomorphisms. Since p > 2, for any CNLΛv -algebra R and character χ : GKv → R× that is trivial
modulo mR, there is a unique square root character χ
1/2 : GKv → R×. On universal objects, the inverse to
g is then given by
ρ′ 7→ (ρ′ ⊗ ((det ρ′)−1ψ)1/2, ((det ρ′)ψ−1)1/2),
and the inverse to h by
(φ1, φ2) 7→ (φ1(φ−11 φ−12 ψ|IKv )1/2, (φ1φ2ψ−1|IKv )1/2).
Since OJO×,fKv K and OJF×v (p)f K are power series rings over O in [Kv : Qp] and 1 + [Kv : Qp] variables,
respectively, the proposition now follows from [ACC+, Proposition 6.2.12].
A.1.2 Level raising deformations
Let v be a finite place of K such that qv ≡ 1 mod p and ρ|GKv is trivial. Let Λv = O.
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Given a character χv : k(v)
× → O× which is trivial mod (̟), we define Dψ,χvv ⊂ Dψv to be the
functor of liftings ρR : GKv → GL2(R) of ρ|GKv such that det ρR = ψ and for all σ ∈ IKv , the characteristic
polynomial of ρR(σ) equals
(X − χv(Art−1Kv (σ)))(X − χ−1v ψ(Art−1Kv(σ))).
Then Dψ,χvv is a local deformation problem, and we write Rψ,χvv for the representing object. As in §4.2.2,
the ring Rψ,χvv /(̟) is canonically independent of χv.
Lemma A.2. 1. Assume that χ = ψ|IKv = 1. Then Rψ,1v is equidimensional of dimension 4 and every
minimal prime has characteristic 0. Further, every prime of Rψ,1v minimal over ̟ contains a unique
minimal prime of Rψ,1v .
2. Assume that χ2v 6= ψ|IKv . Then Rψ,χvv has a unique minimal prime and has dimension 4. Its minimal
prime has characteristic 0.
Proof. Let Rχvv be the quotient of R

v representing liftings ρR : GKv → GL2(R) of ρ|GKv such that for all
σ ∈ IKv , the characteristic polynomial of ρR(σ) equals
(X − χv(Art−1Kv (σ)))(X − χ−1v ψ(Art−1Kv(σ))).
A twisting argument similar to (but easier than) that in the proof of Proposition A.1, shows that Rχvv
∼=
Rψ,χvv ⊗̂OOJ(K×v /O×Kv )(p)K ∼= Rψ,χvv JXK. The lemma then follows from [Tay08, Proposition 3.1].
A.1.3 Formally smooth deformations
Lemma A.3. Assume that v ∤ p and that H2(Kv, ad
0 ρ) = 0. Then Rψv is formally smooth over Λv of
relative dimension 3.
Proof. This is standard.
A.1.4 Taylor–Wiles deformations
Let v be a finite place of K and let N ≥ 1 be an integer such that qv ≡ 1 mod pN and ρ|GKv = αv ⊕ βv is
a direct sum of distinct unramified characters. Let Λv = O. Then we define ∆v = k(v)×(p), the maximal
p-power quotient of k(v)×.
As in §4.2.3, there is a uniquely determined lift Av : GKv → (Rψv )× of αv such that the universal
determinant ψ lift ρψ : GKv → GL2(Rψv ) is ĜL2(Rψv )-conjugate to Av ⊕ A−1v ψ. Consequently, Av ◦ ArtKv
gives Rψv the structure of an O[∆]-algebra. If S = (K, ρ, ψ, S, {Dv}v∈S) is a deformation problem, then we
call a Taylor–Wiles datum for S a tuple (Q,N, {αv, βv}v∈Q), where:
1. Q is a finite set of finite places of K.
2. N ≥ 1 is an integer.
3. αv, βv : GKv → k× are continuous characters.
We require that the following conditions are satisfied:
1. Q ∩ S = ∅.
2. For each v ∈ Q, qv ≡ 1 mod pN .
3. For each v ∈ Q, ρ|GKv ∼= αv ⊕ βv is a direct sum of distinct unramified characters.
We call N the level of the Taylor–Wiles datum. If (Q,N, {αv, βv}v∈Q) is a Taylor–Wiles datum, then we
define the augmented deformation problem
SQ = (K, ρ, ψ, S ∪Q, {Λv}v∈S∪Q, {Dv}v∈S ∪ {Dψv }v∈Q).
The deformation ring RSQ has a natural structure of O[∆Q]-algebra (where ∆Q =
∏
v∈Q∆v); by construc-
tion, ∆Q surjects onto (Z/p
NZ)|Q|.
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A.2 Geometry of fixed determinant deformation rings
Suppose given a deformation problem S = (K, ρ, ψ, S, {Λv}v∈S , {Dv}v∈S) with Dv ⊆ Dψv for reach v ∈ S.
Let T ⊂ S, and let ΛT = ⊗̂v∈TΛv. We let Rv ∈ CNLΛv denote the representing object of Dv (v ∈ S), and
define ATS = Λ ⊗ΛT (⊗̂v∈TRv), the completed tensor product being over O. Then ATS ∈ CNLΛ and there
is a canonical map of Λ-algebras ATS → RTS , corresponding to the natural transformation ((αv)v∈T , ρ) 7→
(αvρα
−1
v )v∈T at the level of T -framed liftings.
For each v ∈ S, the map c 7→ (1+ǫc)ρ defines an isomorphismZ1(Kv, ad0 ρ) ∼= HomCNLΛv (Rψv , k[ǫ]/(ǫ2)).
We let L1v ⊆ Z1(Kv, ad0 ρ) be the subspace corresponding to the tangent space of Rv, and let Lv be its image
in H1(Kv, ad
0 ρ). We have the complex of [Tho16, §5.3]:
CiS,T (ad
0 ρ) =

C0(KS/K, ad ρ) i = 0;
C1(KS/K, ad
0 ρ)⊕⊕v∈T C0(Kv, ad ρ) i = 1;
C2(KS/K, ad
0 ρ)⊕⊕v∈T C1(Kv, ad0 ρ)⊕⊕v∈S−T C1(Kv, ad0 ρ)/L1v i = 2;
Ci(KS/K, ad
0 ρ)⊕⊕v∈S Ci−1(Kv, ad0 ρ) i > 2,
with differential given by (φ, (ψv)v)) 7→ (∂φ, (φ|GKv−∂ψv)v), and whose cohomology we denote byHiS,T (ad0 ρ).
Since we are assuming p > 2, the trace pairing (X,Y )→ tr(XY ) defines a perfect pairing on ad0 ρ.
For each v ∈ S, we let L⊥v ⊂ H1(Kv, ad0 ρ(1)) be the orthogonal complement of Lv with respect to the Tate
duality pairing, and then define a group H1S⊥,T (ad
0 ρ(1)) by the formula
H1S⊥,T (ad
0 ρ(1)) = ker
(
H1(KS/K, ad
0 ρ(1))→
∏
v∈S−T
H1(Kv, ad
0 ρ(1))/L⊥v
)
.
The following result, as with Proposition 4.11, is proved exactly as in [Tho16, §5.3].
Proposition A.4. 1. There is a surjective map ATS JX1, . . . , XgK → RTS of ATS -algebras, where g =
h1S,T (ad
0 ρ). If Rv is a formally smooth Λv-algebra for each v ∈ S−T , then the kernel of this map can
be generated by r elements, where r = h1S⊥,T (ad
0 ρ(1)).
2. If v ∈ S, let ℓv = dimk Lv. Let δT = 1 if T is empty, and δT = 0 otherwise. Then we have the formula
h1S,T (ad
0 ρ) = h1S⊥,T (ad
0 ρ(1))− h0(K, ad0 ρ(1)) + δT − 1 + |T |
−
∑
v|∞
h0(Kv, ad
0 ρ) +
∑
v∈S−T
(ℓv − h0(Kv, ad0 ρ)).
Lemma A.5. Assume that ρ|GK(ζp) is absolutely irreducible. If p = 5 and the projective image of ρ(GK(ζ5))
is conjugate to PSL2(F5), we assume further that the extension of K cut out by the projective image of ρ
does not contain ζ5.
Let q ≥ h1S⊥,T (ad0 ρ(1)). Then for any N ≥ 1, there is a Taylor–Wiles datum (Q,N, {αv, βv}v∈Q)
of level N such that
1. |Q| = q,
2. each v ∈ Q has degree 1 over Q,
3. h1
S⊥QN
,T
(ad0 ρ(1)) = 0.
Proof. It suffices to show that for any cocycle κ representing a nonzero element of H1S⊥,T (ad
0 ρ(1)), we can
find a place v /∈ S of K such that
• v has degree 1 over Q and splits in K(ζpN ),
• ρ(Frobv) has distinct eigenvalues,
83
• the image of κ in H1(Kv, ad0 ρ) is nonzero.
The primes of degree 1 in K have Dirichlet density 1. So applying Chebotarev density, it suffices to show
that for every κ representing a nonzero element of H1S⊥,T (ad
0 ρ(1)), we can find σ ∈ GK(ζpN ) such that
• ρ(σ) has distinct eigenvalues,
• κ(σ) /∈ (σ − 1) ad0 ρ(1).
This can be accomplished by arguing as in the proof of [DDT97, Theorem 2.49] (with [BLGG13, Appendix
A] as a useful additional reference).
Proposition A.6. Assume that K = K+K0 with K
+ totally real and K0 an imaginary CM field. Assume
that ρ|GK(ζp) is absolutely irreducible. If p = 5 and the projective image of ρ(GK(ζ5)) is conjugate to PSL2(F5),
we assume further that the extension of K cut out by the projective image of ρ does not contain ζ5.
Take T = S and let q ≥ h1S⊥,T (ad0 ρ(1)). Then for any N ≥ 1, there is a choice of level N
Taylor–Wiles datum (Q,N, {αv, βv}v∈Q) such that
1. |Q| = q,
2. for each v ∈ Q, the rational prime below v splits in K0,
3. there is a surjective CNLΛ-morphism A
T
S JX1, . . . , XgK → RTSQN with g = q − 3[K
+ : Q]− 1 + |T |.
Proof. We apply Lemma A.5 and obtain a Taylor–Wiles datum (Q,N, {αv, βv}v∈Q) of level N such that
• |Q| = q,
• eavh v ∈ Q has degree 1 over Q,
• h1SQN ,T (ad
0 ρ(1)) = 0.
Since v ∈ Q has degree 1 over Q, it split in K0. By choice of out Taylor–Wiles datum, Proposition A.4
implies that there is a surjective CNLΛ-morphism A
T
S JX1, . . . , XgK → RTSQN with
g = −h0(K, ad0 ρ(1))− 1 + |T | −
∑
v|∞
h0(Kv, ad
0 ρ) +
∑
v∈Q
(h1(Kv, ad
0 ρ)− h0(Kv, ad0 ρ)).
Now h0(K, ad0 ρ(1)) = 0 since ρ|GK(ζp) is absolutely irreducible and∑
v|∞
h0(Kv, ad
0 ρ) = 3[K+ : Q]
since K is imaginary CM. Finally, since qv ≡ 1 mod p and ρ(Frobv) has distinct eigenvalues for each v ∈ Q,
a straightforward computation using the local Euler characteristic shows that∑
v∈Q
(h1(Kv, ad
0 ρ)− h0(Kv, ad0 ρ)) = q.
A.3 An application of patching
We use the setup and notation of §§5.1 and 5.2, specialized to the case G = PGL2. We fix the isomorphism
of the diagonal maximal torus of PGL2 with Gm by diag(a, d) 7→ ad−1, and identify Z≥0 with Z2+,0 by
λ 7→ (λ,−λ). Throughout this subsection, we assume given the following data:
• An odd prime p and a CM number field K.
84
• A finite set of finite places S of K containing the p-adic places Sp, and a (possibly empty) subset
R ⊂ S − Sp.
• A continuous representation ρ : GK → GL2(Fp) with det(ρ) = ǫ−1.
• An isomorphism ι : Qp ∼= C and a cohomological cuspidal automorphic representation π of PGL2(AK).
We let µ ∈ ZHom(K,Qp)≥0 be such that π has weight ιµ.
We assume that our data satisfies the following hypotheses:
• For each v ∈ Sp, [Kv : Qp] > 4.
• If l is a rational prime lying below some v ∈ S or ramifying in K, then there exists an imaginary
quadratic subfield of K in which l splits.
• ρ is decomposed generic and ρ|GK(ζp) is absolutely irreducible. If p = 5 and the projective image
of ρ(GK(ζ5)) is conjugate to PSL2(F5), we assume further that the extension of K cut out by the
projective image of ρ does not contain ζ5.
• ρ|GKv is the trivial representation for each v ∈ R.
• If S = Sp ∪R, then ζp ∈ K.
• If S 6= Sp ∪R, then for each v ∈ S − (Sp ∪R), v is unramified over Q with residual characteristic > 2
and H2(Kv, ad
0 ρ) = 0.
• ρ ∼= rι(π).
• π is ι-ordinary, πIv(1)v 6= 0 for each v ∈ Sp, πIvv 6= 0 for each v ∈ R, and πv is unramified for each v /∈ S.
Theorem A.7. Let the notation and hypothesis be as above, and suppose given a lifting ρ : GK → GL2(Qp)
of ρ and a weight λ ∈ (Z≥0)Hom(K,E) satisfying the following conditions:
1. det(ρ) = ǫ−1.
2. For each v|p, we have an isomorphism
ρ|GKv ∼
(
ψv ∗
0 ǫ−1ψ−1v
)
,
where the character ψv : GKv → Q
×
p satisfies
ψv(σ) =
∏
τ∈HomQp (Kv,Qp)
τ(Art−1Kv(σ))
λτ
for all σ ∈ IKv .
3. For each v|p and p-power root of unity u ∈ O×Kv , we have
∏
τ∈HomQp (Kv ,Qp)
τ(u)λτ−µτ = 1.
4. For each v 6∈ S, ρ|GKv is unramified.
5. For each v ∈ R, ρ|GKv is unipotently ramified.
Then there is a cuspidal automorphic representation Π of PGL2(AK), cohomological of weight ιλ and ι-
ordinary, such that ρ ∼= rι(Π).
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We first establish some preliminaries. Recall we have a coefficient field E/Qp with ring of integers
O and residue field k. We E is taken large enough so that it contains all embedding of K into Qp and so
that ρ can be defined over k.
If c ≥ b ≥ 0 are integers with c ≥ 1, then we let U(b, c) = ∏v U(b, c)v ∈ J S be the open compact
subgroup of G∞ = PGL2(A
∞
K ) defined as follows:
• If v ∈ Sp, then U(b, c)v = Iv(b, c).
• If v ∈ R, then U(b, c)v = Iv.
• If v ∈ S − (Sp ∪R), then U(b, c)v = ker(PGL2(OKv )→ PGL2(k(v))).
• If v 6∈ S, then U(b, c)v = PGL2(OKv ).
We define Λ1,c = O[U(1, c)/U(c, c)] and Λ1 = lim←−c Λ1,c. We fix the isomorphism∏
v∈Sp
(1 +̟vOKv)/(1 +̟cvOKv) ∼= U(1, c)/U(c, c),
given by (xv)v∈Sp 7→ g with gp = 1 and gp = (diag(xv , 1))v∈Sp . Under this isomorphism Λ1 ∼= ⊗̂v∈SpΛ1,v
with Λ1,v = OJO×Kv (p)K, the completed tensor product being taken over O.
For a tuple of integers λ = (λτ ) ∈ ZHom(K,E), there is an O-algebra surjection Λ → O induced by
the character
∏
v∈Sp
O×Kv(p)→ O× given by
(uv)v∈Sp 7→
∏
v∈Sp
∏
τ∈HomQp (Kv,E)
τ(uv)
λτ ,
and wet let pλ ⊂ Λ1 denote its kernel. If M is an O-module, we will also write M(λ) for the Λ1-module
M ⊗O Λ1/pλ.
For any λ ∈ ZHom(K,E)≥0 , we have the O[U(0, 1)]-module Vλ. If x :
∏
v∈R k(v)
× → O× is a character
which is trivial modulo ̟, then we write Vλ(x) = Vλ⊗OO(x) where O(x) is the O[U(0, 1)]-module on which
U(0, 1) through the projection U(0, 1)→∏v∈R Iv →∏v∈R(k(v)××k(v)×)/k(v)× via the character x⊠x−1.
We thus have a complex for any c ≥ b ≥ 1:
A(U(1, c)/U(b, c),Vλ(x)) ∈ D(Λ1,b),
which is equipped with a Λ1,c-algebra homomorphism
TS ⊗O Λ1,c → EndD(Λ1,b)(A(U(1, c)/U(b, c),Vλ(x))).
A standard calculation in Hida theory (c.f. [KT17, §6.3] or [ACC+, §5.2]) yields the following lemma.
Lemma A.8. For any c′ ≥ c ≥ 1, pullback induces a TS ⊗O Λ1[{Uv}v∈Sp ]-equivariant morphism
A(U(1, c)/U(c, c),Vλ(x))→ A(U(1, c′)/U(c, c′),Vλ(x))
in D(Λ1,c). Consequently, there is an induced morphism of Up-ordinary parts
A(U(1, c)/U(c, c),Vλ(x))ord → A(U(1, c′)/U(c, c′),Vλ(x))ord
which is in fact an isomorphism.
Proposition A.9. For any λ ∈ ZHom(K,E)≥0 and integers c ≥ r ≥ 1, there is a TS ⊗ Λ1-equivariant isomor-
phism in D(Λ1,c/̟
r):
A(U(1, c)/U(c, c),Vλ(x)/̟r)ord ∼= A(U(1, c)/U(c, c),O(x)/̟r)ord ⊗O O(−λ).
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Proof. Let eλ : Vλ → O(−λ) be the projection onto the lowest weight space, and let Kλ = ker(eλ); it is a
free O-module. Let
∆ = PGL2(A
S
K)×
∏
v∈Sp
∆v ⊆ PGL2(AS−SpK )
be the sub-monoid with ∆v = ∪n≥0Iv(0, c) diag(̟nv , 1)Iv(0, c) for each v ∈ Sp. Then
0 //Kλ/̟r //Vλ/̟r //O(−λ)/̟r //0
is an exact sequence of O/̟r[∆]-modules and we obtain an exact triangle
A(U(1, c)/U(c, c),Kλ/̟r) //A(U(1, c)/U(c, c),Vλ/̟r) //A(U(1, c)/U(c, c),O(−λ)/̟r)
in D(Λ1,c/̟
r), equivariant for TS [{Uv}v∈Sp ]. Since diag(̟v, 1) is nilpotent on Kλ/̟r for each v|p, Propo-
sition 3.6 implies that on Up-ordinary parts
A(U(1, c)/U(c, c),Vλ/̟r)ord //A(U(1, c)/U(c, c),O(−λ)/̟r)ord ∼= A(U(1, c)/U(c, c),O/̟r)ord ⊗O O(−λ)
is an isomorphism in D(Λ1,c/̟
r).
By Theorem 5.10, Proposition A.9, and our assumptions on ρ and the cuspidal auotmorphic repre-
sentation π, there is a non-Eisenstein maximal ideal
m ⊂ TS(A(U(1, 1),Vµ/̟)ord) ∼= TS(A(U(1, 1), k)ord)
with ρm
∼= ρ. For any c ≥ b ≥ 1, weight λ ∈ ZHom(K,E)≥0 , and tuple of characters x as above, there is a
canonical surjective homomorphism
TS(A(U(1, c)/U(c, c),Vλ(x))ord)→ TS(A(U(1, 1), k)ord)
which induces a bijection on maximal ideals. We write abusively m for the corresponding maximal ideal of
TS(A(U(1, c)/U(c, c),Vλ(x))ord). This in turns allows us to define localizations
A(U(1, c)/U(c, c),Vλ(x))ordm , C(U(1, c)/U(c, c),Vλ(x)∨)ordm
with the property that for c′ ≥ c ≥ 1, there is a canonical isomorphism
C(U(1, c′)/U(c′, c′),Vλ(x)∨)ordm ⊗LΛ1,c′ Λ1,c ∼= C(U(1, c)/U(c, c),Vλ(x)∨)ordm
in D(Λ1,c).
Lemma A.10. Suppose that m is non-Eisenstein. Then C(U(1, c)/U(c, c),Vλ(x)∨)ordm is a perfect complex
of Λ1,c-modules.
Proof. If S − (Sp ∪R) is non-empty, then U(1, c) is neat by the choice of U(1, c)v for v ∈ S − (Sp ∪R), and
the proposition follows from [ACC+, Lemma 2.1.7]. If S = Sp ∪R, then ζp ∈ K and the proposition follows
from Theorem 5.11.
As in §6, the arguments of [KT17, §6] (and using Proposition A.9) allow us to construct a minimal
complex Fm,x of Λ1-modules such that:
• There is a Λ1-algebra homomorphism TS ⊗O Λ1 → EndD(Λ1)(Fm,x).
• For any λ ∈ ZHom(K,E)≥0 , there is a TS ⊗O Λ1-equivariant isomorphism in D(O):
Fm,x ⊗Λ1 Λ1/pλ ∼= C(U(1, 1),Vλ(x)∨)ordm ⊗O Λ1/pλ.
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• There is an isomorphism of TS ⊗O Λ1-modules:
H∗(Fm,x) ∼= lim←−
c
H
U(1,c)
−∗ (X,O(x))ordm
Attached to the weight µ ∈ ZHom(K,E)≥0 , we defined the prime ideal pµ ⊂ Λ1. The prime ideal pµ
contains a unique minimal prime ℘ ⊂ Λ1, which pulls back to unique minimal primes ℘v ⊂ Λ1,v for each
v ∈ Sp. We set Λv = Λ1,v/℘v for each v ∈ Sp, and Λ = ⊗̂v∈SpΛv ∼= Λ1/℘, the completed tensor product
being taken over O. Finally, we define Tx to be the image of the homomorphism
TS ⊗O Λ1 → EndD(Λ)(Fm,x ⊗Λ1 Λ).
We now define a global deformation problem
Sx = (K, ρm, ǫ−1, S, {Λv}v∈Sp ∪ {O}v∈S−Sp , {Dǫ
−1,ord
v }v∈Sp ∪ {Dǫ
−1,x
v }v∈R ∪ {Dǫ
−1
v }v∈S−(Sp∪R)),
where Dǫ−1,ordv is as in §A.1.1, and Dǫ
−1,x
v is as in §A.1.2. We have a corresponding universal (fixed determi-
nant) deformation ring RS , which is a Λ-algebra.
Proposition A.11. There is an integer δ = δ(K), depending only on K, a nilpotent ideal Jx ⊂ Tx with
Jδx = 0, and a unique Λ-algebra surjection RSx → Tx/Jx with the property that for all v 6∈ S, tr ρSx(Frobv) 7→
Tv.
Proof. This is similar to Corollary 6.4, using Corollary 5.9 instead of Theorem 5.8.
Let (Q,N, {αv, βv}v∈Q) be a Taylor–Wiles datum for S1 (see §A.1.4). We assume that each place of
Q has residue characteristic split in some imaginary quadratic subfield of K. For any choice of x as above,
(Q,N, {αv, βv}v∈Q) is also a Taylor–Wiles datum for Sx and we can define the auxiliary deformation problem
Sx,Q = (K, ρm, ǫ−1, S∪Q, {Λv}v∈Sp∪{O}v∈(S−Sp)∪Q, {Dǫ
−1,ord
v }v∈Sp∪{Dǫ
−1,x
v }v∈R∪{Dǫ
−1
v }v∈(S∪Q)−(Sp∪R)),
together with a structure on RSx,Q of a O[∆Q]-algebra, where ∆Q =
∏
v∈Q k(v)
×(p). For any c ≥ b ≥ 1, we
define subgroups UQ,1(b, c) ⊂ UQ,0(b, c) ⊂ U(b, c) as follows:
• UQ,1(b, c) =
∏
v UQ,1(b, c)v and UQ,0(b, c) =
∏
v UQ,0(b, c)v.
• If v 6∈ Q, then UQ,1(b, c)v = UQ,0(b, c)v = U(b, c)v.
• If v ∈ Q, then UQ,0(b, c)v = Iv and UQ,1(b, c)v is the kernel of the homomorphism Iv → k(v)×(p) given
by composing
(
a b
c d
)
7→ ad−1 mod (̟v) with the projection k(v)× → k(v)×(p).
Then UQ,1(b, c) ⊂ UQ,0(b, c) is a normal subgroup and we can identify the quotient UQ,0(b, c)/UQ,1(b, c) with
∆Q.
In what follows, we write TS∪QQ = T
S∪Q⊗O⊗v∈QTv, where Tv is the ring associated to places v ∈ R
just before the statement of Theorem 5.8.
Lemma A.12. 1. There exists a (unique) maximal ideal mQ,0 ⊂ TS∪Q(A(UQ,0(1, 1), k)ord) such that
ρmQ,0
∼= ρm. The trace map
H∗(A(UQ,0(1, 1), k)
ord)mQ,0 → H∗(A(U(1, 1), k)ord)m
is surjective.
2. Let mQ,0,α ⊂ TS∪QQ (A(UQ,0(1, 1), k)ord) denote the ideal generated by mQ,0 and the elements Uv − αv,
u− 1 (v ∈ Q, u ∈ (O×Kv )2/(1 +̟vOKv)2 ⊂ T×v ). Then mQ,0,α is a maximal ideal with residue field k
and the composite map
H∗(A(UQ,0(1, 1), k)
ord)mQ,0,α ⊂ H∗(A(UQ,0(1, 1), k)ord)mQ,0 → H∗(A(U(1, 1), k)ord)m
(inclusion followed by trace) is an isomorphism.
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Proof. This is proved in the same way as Lemma 6.7.
There are surjective algebra homomorphisms
TS∪Q(A(UQ,0(1, 1)/UQ,1(1, 1), k)
ord)→ TS∪Q(A(UQ,0(1, 1), k)ord),
and
TS∪QQ (A(UQ,0(1, 1)/UQ,1(1, 1), k)
ord)→ TS∪QQ (A(UQ,0(1, 1), k)ord),
and we write
mQ,1 ⊂ TS∪Q(A(UQ,0(1, 1)/UQ,1(1, 1), k)ord)
for the pullback of mQ,0, and
mQ,1,α ⊂ TS∪QQ (A(UQ,0(1, 1)/UQ,1(1, 1), k)ord)
for the pullback of mQ,0,α. We also write mQ,1,α abusively for the pullback of mQ,1,α to any of the algebras
TS∪QQ (A(UQ,0(1, c)/UQ,1(c, c),Vλ(x))ord). For any c ≥ 1 and λ ∈ ZHom(K,E)≥0 , there are TS∪Q-equivariant
isomorphisms
C(UQ,0(1, c)/UQ,1(c, c),Vλ(x))ordmQ,1,α⊗LΛc[∆Q]Λc ∼= C(UQ,0(1, c)/UQ,0(c, c),Vλ(x))ordmQ,0 ∼= C(U(1, c)/U(c, c),Vλ(x))ordm .
As before, a limiting process gives rise to a minimal complex Fm,x,Q of Λ1[∆Q]-modules with the following
properties:
• There is a Λ1[∆Q]-algebra homomorphism TS∪Q ⊗O Λ1[∆Q]→ EndD(Λ1[∆Q])(Fm,x,Q).
• There is an isomorphism H∗(Fm,x,Q) ∼= lim←−
c
H∗(C(UQ,1(c, c),O(x))ordmQ,1,α ) of TS∪Q⊗OΛ1[∆Q]-modules.
• There is an isomorphism Fm,x,Q⊗Λ1[∆Q]Λ1 ∼= Fm,x of complexes of Λ1-modules which becomes TS∪Q⊗O
Λ1-equivariant when we consider the corresponding morphism in D(Λ1).
We define Tx,Q to be the image of the homomorphism
TS∪Q ⊗O Λ1[∆Q]→ EndD(Λ[∆Q])(Fm,x,Q).
Then Tx,Q is a finite local Λ[∆Q]-algebra and we write mx,Q for its unique maximal ideal.
Proposition A.13. There is an integer δ = δ(K), the same one as in Proposition A.11, a nilpotent ideal
Jx,Q ⊂ Tx,Q with Jδx,Q = 0, and a unique Λ[∆Q]-algebra surjection RSx,Q → Tx,Q/Jx,Q with the property
that for all v 6∈ S ∪Q, tr ρSx,Q(Frobv) 7→ Tv.
Proof. This is proved in the same was as Corollary 6.9.
We now have enough in place to prove Theorem A.7.
Proof of Theorem A.7. The proof follows that of [ACC+, Theorem 6.6.2]. Enlarging E if necessary, we can
assume that ρ takes values in GL2(O) and that E contains a primitive pth root of 1. Then ρ corresponds
to a homomorphism f : RS1 → O. Assumption 3 of Theorem A.7 implies that pλ : Λ1 → O factors through
Λ. We will show that ker f is in the support of H∗(Fm,1 ⊗Λ1 Λ). This will then imply that ker f is in the
support of H∗(C(U(1, 1),V∨λ )ordm ⊗O Λ1/pλ)[1/p], hence in the support of
HomE(H
∗
U(1,1)(XPGL2 ,Vλ)m[1/p], E(λ)).
The conclusion of the theorem will then follow from Theorem 5.10.
Since E contains a primitive pth root of 1, for each v ∈ R, we can choose a character χv : O×Kv → O×
that is trivial modulo ̟ with χ2v 6= 1. We write χ for the tuple (χv)v∈R as well as for the induced character∏
v∈R Iv → O×. For each integer N ≥ 1, let (QN , N, {αN,v, βN,v}v∈QN ) be a choice of Taylor–Wiles datum of
level N as in Proposition A.6. For convenience, we write S1,Q0 = S1 and Fm,1,Q0 = Fm,1, and similarly with χ
in place of 1. Then our choice of χ, Proposition A.6, the properties of Fm,χ,QN above, and Propositions A.11
and A.13, imply that the following data, for integers N ≥ 0, satisfy the setup of [ACC+, §6.4.1]:
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• q = h1(KS/K, ad0 ρm(1)), g = q − 3[K+ : Q]− 1 + |S|, and δ is as in Proposition A.11.
• T is a power series over Λ in 4|S| − 1 many variables, ∆∞ = Zqp, and S∞ = T J∆∞K. We view S∞ as
an augmented Λ-algebra and let a∞ be the augmentation ideal.
• Rloc = ASS1 and R
′loc = ASSχ . We let R∞ and R
′
∞ be power series rings over R
loc = ASS1 and
R
′loc = ASSχ , respectively, in g variables.
• ∆N = ∆QN .
• CN = Fm,1,QN ⊗Λ1[∆N ] Λ[∆N ] and C′N = Fm,χ,QN ⊗Λ1[∆N ] Λ[∆N ]. We take TN = T1,QN and T ′N =
Tχ,QN .
• RN = RS1,QN and R′N = RSχ,QN .
• IN = J1,QN and I ′N = Jχ,QN .
Then the results of [ACC+, §6.4] (in particular, Propositions 6.4.16 and 6.4.17 of loc. cit.) yield:
• Perfect complexes C∞ and C′∞ in D(S∞) with an isomorphism
C∞ ⊗LS∞ S∞/̟ ∼= C′∞ ⊗LS∞ S∞/̟ (A.2)
in D(S∞/̟), and isomorphisms C∞ ⊗LS∞ S∞/a∞ ∼= C0 and C′∞ ⊗LS∞ S∞/a∞ ∼= C′0 in D(Λ).
• S∞-subalgebras T∞ ⊂ EndD(S∞)(C∞) and T ′∞ ⊂ EndD(S∞)(C′∞) whose images in EndD(S∞/̟)(C∞⊗LS∞
S∞/̟) and EndD(S∞/̟)(C
′
∞ ⊗LS∞ S∞/̟) are identified via (A.2).
• Nilpotent ideals I∞ ⊂ T∞ and I ′∞ ⊂ T ′∞, and S∞-algebra surjections R∞ → T∞/I∞ and R′∞ →
T ′∞/I
′
∞. Moreover, the actions of R∞/̟
∼= R′∞/̟ (induced from T∞ and T ′∞, respectively) on
H∗(C∞ ⊗LS∞ S∞/̟)/I∞ and H∗(C′∞ ⊗LS∞ S∞/̟)/I ′∞ are identified via (A.2).
• S∞-algebra isomorphisms R∞/a∞ ∼= R0 and R′∞/a∞ ∼= R′0, and S∞-algebra maps T∞ → T0 and
T ′∞ → T0 such that the composite R∞ → T∞/I∞ → T0/(I0, I∞) agrees with the composite R∞ →
R0 → T0/(I0, I∞) and similarly for the prime counterparts.
By Proposition A.1, choice of χ, Lemma A.2, and Lemma A.3, the rings R∞ and R
′
∞ satisfy:
• dimR∞ = dimR′∞ = dimS∞ − [K+ : Q] and dimR∞/̟ = dimR′∞/̟ = dimS∞ − [K+ : Q]− 1.
• Each generic point of SpecR∞/̟ of maximal dimension is the specialization of a unique generic point
of dimension dimR∞, and SpecR
′
∞ has a unique generic point of dimension dimR∞. Further, any
generic points of SpecR∞, SpecR
′
∞, SpecR∞/̟ which are not of maximal dimension have dimension
< dimS∞ − [K+ : Q]− 1.
• ker f ⊂ R0 ∼= R∞/a∞ ⊂ SpecR∞ lies in an irreducible component of maximal dimension (since the
weight λ is regular).
Finally, using Theorem 5.10, we also have:
• The dimension 1 characteristic 0 prime p = (pµ, a∞) ⊂ S∞ satisfies H∗(C∞ ⊗LS∞ S∞/p)[1/p] 6= 0, and
these groups are nonzero only for degrees in an interval with length [K+ : Q].
We have thus satisfied all the set-up and assumptions of [ACC+, §6.3.1 and Assmption 6.3.2], and we can
apply [ACC+, Corollary 6.3.9] to deduce that ker f is in the support of
H∗(C∞ ⊗LS∞ S∞/(pλ, a∞))[1/p] ∼= H∗(C(U(1, 1),V∨λ )ordm ⊗O Λ1/pλ)[1/p].
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A.4 The main automorphy lifting theorem for p > 2
We can now complete the proof of Theorem 8.1. For the reader’s convenience, we first recall the statement.
Theorem A.14 (Theorem 8.1). Let p be an odd prime, let K be a CM number field, and let ρ : GK →
GL2(Qp) be a continuous representation satisfying the following conditions:
1. ρ is decomposed generic and ρ|GK(ζp) is absolutely irreducible.
2. det ρ = ǫ−1.
3. For all but finitely many places v of K, ρ|GKv is unramified.
4. There exists λ ∈ (Z2+,0)Hom(K,Qp) such that ρ is ordinary of weight λ.
5. There exists an isomorphism ι : Qp ∼= C and a cuspidal, ι-ordinary, cohomological automorphic repre-
sentation π of PGL2(AK) such that rι(π) ∼= ρ.
6. If p = 5 and the projective image of ρ(GK(ζ5)) is conjugate to PSL2(F5), we assume further that the
extension of K cut out by the projective image of ρ does not contain ζ5.
Then ρ is automorphic: there is a cuspidal automorphic representation Π of PGL2(AK), cohomological of
weight ιλ and ι-ordinary, such that ρ ∼= rι(Π).
Proof. It suffices to prove that ρ ∼= rι(Π) for Π a cuspidal automorphic representation GL2(AK), cohomo-
logical of weight ιλ and ι-ordinary, since rι(Π) = ǫ
−1 implies that Π has trivial central character.
We follow the proof of [ACC+, Theorem 6.1.2], using soluble base change to reduce to Theorem A.7.
Let L/K(ζp) be the extension cut out by ρ|GK(ζp) . If F/K is any finite soluble extension, we let πF denote
the base change of π to F . Choose a finite set V of finite places of K satisfying:
• For any proper extension L′/K contained in L, there is some v ∈ V not splitting in L′.
• There ia a rational prime q 6= p such that ρ is decomposed generic for q, and V contains all q-adic
places of K.
• For each v ∈ V , v ∤ 2p and both ρ and π are unramified at v.
For any finite Galois extension F/K in which every v ∈ V splits, ρ|GF decomposed generic and ρ(GF (ζp)) =
ρ(GK(ζp)). We choose a solvable Galois CM extension F0/K satisfying:
• Every v ∈ V splits in F .
• For every finite place w of F0, πIwF0 6= 0.
• For every finite prime-to-p place w of F0, either ρ|GF0,w is unramified, or ρ|GF0,w is unipotently ramified,
qw ≡ 1 mod p, and ρ|GF0,w is trivial.
• For each w|p in F0, ρ|GF0,w is trivial and [F0,w : Qp] > 4.
• For each v|p in K and w|v in F0,
ρ|GKv ∼
(
ψv ∗
0 ǫ−1ψ−1v
)
,
where the character ψv|IKv : IKv → Q
×
p agrees with the character
σ 7→
∏
τ∈HomQp (Kv,Qp)
τ(Art−1Kv(σ))
λτ,1
on the whole of the inertia subgroup IF0,w ⊆ IKv .
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• Let µ ∈ Hom(F0,Qp) be such that ιµ is the weight of πF0 . Then for each v|p in K, w|v in F0, and
p-power root of unity u ∈ F0,w, we have
ψv(ArtF0,w(u)) =
∏
τ∈HomQp (F0,w,Qp)
τ(u)µτ,1 .
Choose an imaginary quadratic field Fa in which 2, p, and any rational prime lying below a place of V all
split. Then set Fb = Q(
√−pb) with pb a prime satisfying pb ≡ 1 mod 4 and pb ≡ −1 mod l for any l lying
below a place where either ρ|GF0 or πF0 are ramified or that ramifies in F0Fa. Now set Fc = Q(
√−pc) where
pc ≡ 1 mod 4pb is a prime. By quadratic reciprocity, pb splits in Fc and pc splits in Fb. We can further
assume these choices are made so that F = F0 · Fa · Fb · Fc is disjoint over Q from the extension cut out by
ρ|GF0 . Then F/K is a solvable CM extension satisfying:
• Let R be the set of prime-to-p finite places of F at which either ρ|GF or πF is ramified. Let Sp be the
set of p-adic places of F and let S′ = Sp ∪R. Then if l is a rational prime lying below a place of S′ or
which is ramified in F , there is an imaginary quadratic subfield of F in which l splits.
If ζp /∈ F , then by [DDT97, Lemma 4.11] and Chebotarev density there is a prime v0 ∈ F with the following
properies: v0 is unramified in F and has degree 1 over Q, qv0 6≡ 1 mod p, ρ|GF is uramified at v0, and the
ratio of the eigenvalues of ρ(Frobv0) does not equal q
±1
v0 . Then H
2(Fv0 , ad
0 ρ) ∼= H0(Fv0 , ad0 ρ(1))∨ = 0, and
v0 splits in any quadratic subfield of F . We then set S = S
′ ∪ {v0}. If ζp ∈ F , then we set S = S′.
We have now satisfied the setup and hypotheses of Theorem A.7, so we deduce that there is a
cuspidal automorphic representation ΠF of GL2(AF ) that is ι-ordinary and cohomlogical of weight ιλF ,
where λF ∈ (Z2+,0)HomQp (F,Qp) is defined by λF,τ ′ = λτ if τ ′|K = τ . By [ACC+, Proposition 6.5.13] and
[Ger18, Lemma 5.1.6], we have a descent of ΠF to a cuspidal automorphic representation Π of GL2(AK),
cohomological of weight ιλ and ι-ordinary, such that ρ ∼= rι(Π).
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