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For Else & Willy
It is the facts that matter, not the proofs. Physics can progress without
the proofs, but we can’t go on without the facts ... if the facts are right, then
the proofs are a matter of playing around with the algebra correctly.
Richard Phillips Feynman
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Kurzdarstellung
Die Arbeit befasst sich mit der Entwicklung der molekularen Elektronik und insbesondere
mit der Prüfung der Verwendbarkeit von anorganischen Quantenpunkten und organischen
Molekülen für diesen Bereich. Quantenpunkte aus Halbleitermaterialien besitzen eine
grosse Bandbreite von Eigenschaften. Es wird untersucht, wie die Eigenschaften durch
die Kopplung von Quantenpunkten unterschiedlicher Materialien modifiziert werden kön-
nen. Eine Idee besteht in der lokalen Trennung von Ladungsträgern um die schnelle
Rekombination von Exzitonen zu vermeiden, welche in organischen Solarzellen häufig
ein Problem darstellt. Als weitere Materialklasse werden molekulare Ladungstransfer-
dimere untersucht. Auf dem Weg zu nutzbaren Bauelementen sind das Schalt- und Gle-
ichrichtverhalten wichtige Eigenschaften, daher sind sie von besonderem Interesse. Ins-
besondere die Frage des Ladungstransfers in Bezug auf das Gleichrichten wurde schon
in den 1970ern vorgeschlagen, konnte aber bisher immer nur mit begrenztem Erfolg re-
alisiert werden. Schon um die Jahrtausendwende wurde gezeigt, dass Systeme mit einer
zu starken Kopplung zu einer Symmetrisierung der Strom-Spannungs-Kennlinie führen.
Bei beiden Systemen wird jeweils die elektronische Struktur im Sinne der Dichtefunktion-
altheorie berechnet. Zusätzlich wird jeweils der Ladungstransport zwischen Goldkontakten
mittels Nichtgleichgewichts-Greenschen Funktionen berechnet. Für die Systeme gekoppel-
ter Quantenpunkte wird gezeigt, wie die Transporteigenschaften mittels Gatespannun-
gen eingestellt werden können. In der vorliegenden Arbeit wird gezeigt, dass es auch
im Fall schwach gekoppelter Ladungstransferdimere zu weitgehend symmetrischen Strom-
Spannungs-Kennlinien kommt und es auch für diese Systeme nur zu einem schwachen
Gleichrichtverhalten kommt.
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Short version
The work discusses the development of molecular electronics based on the possibility of
the usage of anorganic quantum dots and organic molecules as basis material. Of special
interest are the properties of semiconductor quantum dots and their modification due
to the coupling of quantum dots from different materials. Eventually these are proper
candidates to avoid the fast recombination of excitons which is a problem in many organic
photovoltaic materials, by local separation of charge carriers. Another materials class
investigated are the so called charge transfer dimers. On the way to usable molecular
building blocks switching and rectification behavior are important properties, therefore
they were of special interest in the investigation. Especially the usage of charge transfer
materials in rectification was already suggested in the 70’s, but could be realized till
now only with a quiet limited success. Already around the millennium it was shown
that a too strong coupling between the components leads to a resymmetrization of the
I-V-characteristics. For all systems the electronic structure was investigated by means
of density functional theory. Additional the charge transport in between gold leads was
computed based on non equilibrium Greens functions. For the system of coupled quantum
dots it is shown how the combination of several gates can be used to adjust the transport
properties. This work shows that the rectification effect within weakly coupled charge
transfer systems stays also small because also in this case a resymmetrization of the I-V-
characteristics takes place.
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1
Introduction
Electricity has changed the life of humanity dramatically. Till the development of the elec-
tric generator around 1830’s by Faraday, which enabled the production of larger quantities
of electronic currents, very little was known about electronics, the very few effects known,
had no large scale application. [1] Most of the working force came from human and work-
ing animals. Only some applications like milling and mining used wind and hydro power
quiet early. But due to there nature these are only available in some places and mostly
fluctuate in time. These started to change with the development of the steam engine by
Newcomen, Watt and others in the 17th century. [2, 3] This first portable power source
was the last missing part for the following fast transformation from mechanical over ther-
modynamical and shortly after electric energy, which is now called industrial revolution.
Till the complete electrification there was a big advantage for places with hydro power or
easy access to coal. Electricity allowed to do most of the work wherever it is required,
which made electricity very attractive.
During the 20th century electricity became widespread and it started to get miniaturized.
It started additional the process to produce not only goods but to process data itself.
After the end of world war II microelectronics took over. Especially the invention of the
transistors and with it the introduction of semiconductor technology accelerated up the
miniaturization.
The Fairchild Semiconductor employer Gordon Moore proposed the law named after him,
that the miniaturization will continue doubling the number of transistors on a given area
every 12months, later adapted 18months. [4] This was more thought as some short term
every estimation. It turned out that Moore’s law still holds for over 50 years now.
In the year 2015 first customer devices with 14 nm wire-width was introduced by Intel. [5]
The size of such elements comes close to the distance when electrons could tunnel due to
their quantum mechanic nature. This is one of the reasons why people started to think
about new approaches to design electronics.
The general approach of most devices is top down which means one starts from a large
”block” of silicon structure to realize the wanted structure. A relatively easy question to
ask is, why not putting small pieces together to form your functionality, the so called bot-
tom up technique. The consequent application has the potential to only use the required
number of atoms for each piece and therefore also to realize smaller units over all. This
idea is also not new, it was already brought up by Richard Feynman [6] in the 1960’s.
For a complete understanding it is necessary not only to manufacture small building blocks,
but also understand the physical nature of these materials. Finally we need materials were
we are able to control the structure on the atomic level. Molecules were an obvious choice
since chemists had learned for decades how to produce molecules in beneficial structures.
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In the result a number of specific molecules is already fabricated in large quantities for
medical and chemical purposes. Compared to the complexity of molecules needed for
medical treatment, the molecules discussed for molecular electronic building are rather
simple. This makes them cheap and easy to fabricate, overall molecules seem to be good
candidates to serve us electronic components.
But nevertheless this new technology requires as lot of research and development steps.
Most of the molecules were developed and characterized with respect to there reactions,
electromagnetic spectra and biological or medical impact on organisms. So one has to find
the right molecules needed for your functionality. The molecules have to be arranged in a
way to realize the wanted functionalities. One way to precisely position a molecule it to
use scanning tunneling microscope (STM). These experimental technique is very useful for
basic research, but also limited to it. The second tool for the experimental investigation
of single molecules is the so called mechanical controlled break junction (MCBJ). For this
technique the concrete orientation of the molecule is uncertain therefore the results have
to be statistically evaluated.
The remaining feasible method of production for electronic device containing molecular
components is based on intrinsic property of some molecules to assemble themselves. Pro-
duction of molecular devices is a field of research on its own.
In this thesis I will mainly focus on the aspects switching and rectification within molecular
organic charge transfer systems. These are candidates for the application in molecular
electronic devices. In the first part I will give a short introduction in the development of
molecular electronics, what was achieved so far and how to continue in the future.
Chapter
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Molecular Electronics
2.1 From micro electronics to molecular electronics
The first computers were developed for example by Zuse, Turing and John von Neumann,
were based on relays and vacuum tubes in the 1930th and 40th. [7, 8] These machines were
large and very error-prone and also were consuming a lot of energy. There are more and
more applications, like, weather forecast, ballistics, nuclear reactions to mention only few,
there was a high motivation to improve the devices. The basic idea for the transistor was
already proposed in 1927 but could not be realized at that point of time. [9] First devices
which had a comparable functionality to the transistor were developed in connection to
the production of the first radar systems. [10]
The next big improvement followed with the invention of the semiconductor transistor by
John Bardeen, Walter Brattain and William Shockley. [11] Also the Nobel committee saw
the high potential and awarded the Nobel prize in physics in 1956 to the inventors. [12]
In the following years the miniaturization of electronic components continued. Now all
basic structures like transistors, diodes and so were integrated and are produced litho-
graphically in large numbers. That allowed for the continuous miniaturization. Observing
this developed Gordon Moore wrote his famous paper in the year 1975 describing the devel-
opment of the past years. [4] Moore’s law became the guideline and therefore self-fulfilling
prophecy for the microelectronics industry.
Independent of this success story the laws of physics can not be ignored and it is not
possible to continue to make things smaller forever. Beside the technological problems,
if the barrier between to neighboring wires gets to thin, their quantum mechanic nature
allows electrons to tunnel.
Since the logic realized by gates and the underlying transistors is based on the assumption
of deterministic behavior, tunneling would cause logic errors.
Up to a certain extend errors can be corrected if one adds additional building blocks for
error correction. It compensates partially the size reduction and increases the complexity
of the whole system. Nevertheless such a correction mechanism does not solve the problem
on a fundamental level.
One approach to solve this problem is molecular electronics. Already in 1959 Richard
Feynman suggested the usage of molecules as building blocks for electronic systems. [6]
That idea was picked up by Aviram & Ratner in 1974 who suggested a toy model for a
molecular rectifier. [13] The importance of rectifier and steps towards its realization are
discussed in the next section (see 2.2).
At this time, there was no experimental method to measure/investigate/visualize molecules
in contact or molecules on surfaces. Also there was no real way of measuring the charge
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flow through a specific molecule. The whole situation changed with the development of
STM by Binning and Rohrer working for IBM in Rüschlikon in the 1980’s. [14, 15, 16, 17]
Based on the concept of STM many different scanning microscopes were developed. An
overview and some history, for example that the initial STM paper was refused by journals
twice, can be found in the article of Gerber and Lang. [18] Today this technology together
with methods (e.g. atomic force microscopy (AFM)) allow to study objects in atomic or
even subatomic resolution. [19, 20]
All these techniques allowed to place individual atoms in an specific place. Some of the
first works come from the developers at IBM, which are the IBM logo in 1989 or the ring
of iron atoms in 1993. [21, 22, 23, 24, 25] Nevertheless devices that are based on structures
where single atoms have to be placed by an STM will remain complicated and expensive.
No practical applications seem possible until a complete reliable automation will work.
Prototypes of switches, transistors and so on were synthesized. [26, 27, 28, 29, 30]
Mechanical controlled break junction (MCBJ) is another way to investigate transport
behavior of different materials.[31, 32, 33] The first step is to fabricate a very thin wire.
The wire is afterwards connected both ends to controlled movable electrodes. In a third
step the electrodes are bent until the wire breaks. Finally, molecules which are under
investigation are placed on top of the broken wire. One can now slowly open and close
the gap between the two electrodes, while one observes if there is a connecting molecule
between them. If there is a connection a current-voltage curve can be measured. After
the measurement of many of such current-voltage characteristics for the same setup they
can be evaluated statistically. All measurements in which more than one molecule is in
the gap, have to be sorted out, if single molecule transport properties are evaluated. The
development of these experimental techniques smoothed the path towards devices based
on single molecules.
Chemists started already the search for molecules which seem to be candidates for the
application on molecular electronics devices. If combined in the right way also traditional
analysis methods for example spectroscopy and chromatography allow to identify good
candidates for such devices. Following this path researchers realized different molecular
building blocks on the basis of molecules. Prototypes of switches, transistors and so on
were synthesized quit early.
Actually the oldest field of organic electronics, is the field of organic polymers. These
polymers (e.g. polyacetylene, polyaniline) consist mainly of hydrocarbons. Therefore they
have large band gaps, which makes them insulating. Starting from the 1960’s people
tried to produce conductive and later also semiconductive polymers. For the syntheses of
conductive polymers the Nobel prize in chemistry in the year 2000 was awarded to Alan
J. Heeger, Alan G. MacDiarmid, and Hideki Shirakawa. [34, 35] These polymers were the
basic material from which the organic light emitting diode (OLED) was derived. The
second class of investigated materials for organic electronics are charge transfer materials.
These two materials classes are especially important for the development of organic solar
cells and OLED’s. In this field products are already in application or close to it. Appli-
cations based on these materials are easier to fabricate, which might be based on the fact
that the position of each individual molecule does not matter in detail. That allows cheap
and easy fabrication techniques, such as spin-coating. OLED displays are already several
year used in mobile phones.
In the case of organic photovoltaic there is still a problem that the active material has
to be strictly encapsulated from the surrounding in order to avoid fast oxidation, which
destroys the functionality.
In the history we developed this electronic building blocks, which offer the needed basic
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functionality. These were combined to form circuits, enable logic functionalities, and
realize technical devices.
The electronic building blocks were miniaturized continuously. Additionally it was started
to integrate multiple building blocks or whole circuits into one unit. The units itself were
than further miniaturized.
Research shows that the building of organic/-inorganic interfaces is quite complicated and
leads to additional effects. For example one has to control the alignment of the energetic
states between both parts. [36, 37]. This suggests that one should try to build large organic
building blocks to minimize these effects.
Independent on how big the building blocks may become it will still not be reasonable to
position them ’by hand’. To puzzle together a large number of building blocks one can
design them in a way, that the elements will arrange them self in the correct way if the
right conditions are imposed.
One problem that remains is the complicated behavior of organic/inorganic interfaces. In
order to reduce the problem it is possible to reduce the number of interfaces needed. This
can be done by having as many as possible molecular building blocks connected within a
mainly organic framework and only to connect this organic system in few places to classic
metallic leads.
In the next section a small overview of the state of the art molecular electronics is pre-
sented, were details of rectification and switching within organic systems are provided. A
open question to be answered, might be how rectification and switching in organic systems
works. This thesis aims to give answers to this question.
2.2 Rectification
Rectification describes a system which is selective in the way how it handles electrons
moving through it, depending on the electron flow direction. An inner barrier has to act
at least partially against an outer potential which drives charges in one direction. That is a
very important property for the formation of microelectronic building blocks. In principle
one has to realize a different potential of going in one or the other direction. For example
this is realized in all semiconductor diodes in form of p-n-junctions.
If one wants to transform the existing building blocks of micro electronics to molecular
electronics it is required to find rectification in molecular systems. As already mentioned
before the idea to use charge transfer systems to realize rectification in molecular systems
goes back to the 1970’s. [13] It is thereby one of the oldest proposed molecular electronics
devices besides from conductive polymers. The proposed toy models were promising, thus
one could believe, that rectification might be an easily to establish property. This expecta-
tion has failed in many attempts since the first proposal of this toy model. [38, 39] Around
the millennium Ratner and coworkers showed that for bridged charge transfer systems
always a resymmetrization occurs leading to dramatically reduced rectification. [40, 41]
A possible solution for this problem is based on the reduction of the interaction strength
of the components. This can mean to use charge transfer systems as basic materials which
are only bonded by the coulomb forces between the constituents. A very simple device of
this kind can be constructed by two derivatives of phenol with different electronegativity.
Tsuji et al. investigated the electronic structure of simple aromatic rings forming transfer
dimers as well as their transport properties. [42, 43] These have an asymmetric electronic
structure and rectification can be observed. A comparable charge transfer and also a
very asymmetric electronic structure around the Fermi level was found in some mixed
molecular crystals. [44] In our investigations we wanted to understand in detail the effect
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of such an electronic structure on the transport properties. Since the electronic structure
can be modeled by only one dimer of constituents the dimer was chosen as a model system
to investigate hetero junctions and the transport properties derived from the materials
system. We found rectification in that system, which was higher than of most molecular
diodes reported so far. [45] The focus of this work was now to investigate which conditions
lead to rectification and how rectification can be optimized.
The main question is, if weakly coupled charge transfer complexes allow for better recti-
fication.
2.3 Switching
In principle switching is a fundamental basis to realize logic operations in a mathematical
sense using electronic devices. For switching, one needs to be able to change between two
different states of conductance. First switches used in information processing were still
mechanic building blocks. As for example in the first computer of Konrad Zuse the Z1. [46]
Since the device was very sensitive to mechanical disturbances, Zuse changed the second
design to an electromechanic approach using relays. [46]
The American counterpart designed by John von Neumann was already one step further,
combining a large number of vacuum tubes with only a few relays. One of the first
computer systems was called Electronic Numerical Integrator and Computer (ENIAC)
and was mainly used for meteorological, ballistic as well as calculations for the Manhattan
project. [47, 48, 8, 7]
The next important step was the development of semiconductor transistors, as already
discussed in the general introduction. It became the dominant technique for the next
decades and in combination with lithography it allowed for miniaturization.
If we now look at the question of switching with respect to molecular electronics, one can
see that there is again a broad field of investigated concepts. The switching can be in-
duced by different impulses (e.g. electric potentials), light or certain chemical components
that can bind to a specific position and depending on these position showing different
properties. [49, 29, 50, 51]
All of these mechanism have their preferred applications. For integrated electronics an
electronic switching is of course the most practicable approach. Other approaches may
more interesting for an application in sensors.
A switch is the basis of a transistor and therefore for many applications implementing logic
in electronic devices. Most devices realized till now use a lot of space for the separation
of the functional units. Also the interaction between metallic leads and organic parts is
complicated. This destroys in principle some advantages one hoped to get from molecular
electronics. One approach to counter that is to try to build larger functional organic units
which reduces the number of needed organic-inorganic interfaces or here maybe better
called organic-classic interfaces. The disadvantage of this approach is that not only the
behavior of one molecule but whole units of many molecules must be understood.
Chapter
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Theoretical background
Molecular switches are extended quantum systems. To investigate them it is required to
solve the Schrödinger equation for the given system. For many reasons this is practically
not possible, thus several approximations are needed. These approximations and there
imitations will be discussed in the following sections.
3.1 Density functional theory
A quantum mechanic system can be described by the Schrödinger equation. [52]
ih
∂
∂t
Ψ = HˆΨ . (3.1)
It describes the quantum mechanic wave function Ψ which is dependent on the space
variables ri and also on the time t. To studies of the ground state of quantum systems
one reduces the equation quiet often to the so called time independent Schrödinger if the
Hamilton operator Hˆ is not explicitly time dependent.
HˆΨ = EΨ (3.2)
Hˆ = Tˆ + Uˆ + Vˆext . (3.3)
This means for a solution of the wave function for a given Hamiltonian is connected to an
energy value E. The Hamiltonian itself can be split in Tˆ the kinetic energy operator, Uˆ
the potential energy operator and Vˆext an external potential operator. In case of a purely
electronic Hamiltonian of N electrons it has the following form:
Hˆ = −12
N∑
i
∆i +
1
2
N∑
i
N∑
j ̸=i
1
|r i − r j | +
N∑
i
vext (ri) . (3.4)
N is the number of electrons and ri/j are the coordinates of the electrons. Most commonly
the external potential vext is derived using the Born-Oppenheimer approximation [53]. The
Born-Oppenheimer approximation is based on the assumption, that interaction between
electrons and atomic cores is dominated by the Coulomb interaction. Due to the equal
charge of electrons and protons, the forces between the atomic cores and its corresponding
electrons will be always comparable. Since the rest mass of protons is about 1836 times
as large than the one of electrons, their moment of inertia is always higher than those of
electrons. This results in a much lower relaxation time of electrons, which means that
they could follow the movements of atomic cores more or less instantly. The Schrödinger
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equation can be separated and the electronic part is solved within the potential of the
cores in their equilibrium positions:
Vˆext =
1
2
M∑
i̸=j
ZiZj
|R i −R j | −
M∑
i
M∑
j
Zj
|r i −R j | . (3.5)
Thereby M is the total number of atomic cores in the system, Zi/j is the charge number
and Ri/j the coordinate of each core. Within this approximation systems containing only
one electron can be solved exactly.
For larger systems further approximations have to be applied. One approach is the wave
function based (quantum chemical) methods. Another option is to only take only the
resulting electron density into account. Methods based on this assumption are called
density functional theories. In this work the author will mainly focus on them.
The first attempt to develop a density dependent method was the approach of Thomas [54]
and Fermi [55] in 1927/28. Unfortunately the method is not able to describe the electronic
structure of atoms, there size or bonds and therefore it is not relevant for practical calcu-
lations in the field of electronic structure theory. On the other hand in the field of nuclear
matter theory it is still used today for some applications,because it can for example be
expanded to more than one type of fermions. Examples can be found in the following
papers [56, 57, 58].
In the field of electronic structure theory continuously new approaches and corrections
were developed in the following years. Most of them are not included in modern quantum
theory books but one can study them in old quantum theory books from the time before
1964, for example Gombas from 1949. [59] The proof of the Hohenberg-Kohn theorem in
the year 1964 was a key moment for the development of electronic structure theory.
3.1.1 Hohenberg-Kohn theorem
In the year 1964 Hohenberg and Kohn have shown, that the external potential Vˆext in equa-
tion (3.5) is determined by the ground state electron density of the quantum system. [60]
Also the wave functions in Schrödinger’s equation 3.2 are a functional of that external po-
tential. So all wave functions correspond to a specific electron density distribution. The
proof showed that the ground state electron density is given by the wave function of the
lowest energy. This directly relates the ground state energy and the ground state electron
density by following relation :
E [n (r)] ≥ E [n0 (r)] = E0 (3.6)
In this context, E0 is the ground state energy, n0 is the ground state density. The energy
can now be minimized with respect to the ground state density. Therefore the kinetic
energy Tˆ and potential energy Uˆ are separated from the external potential Vˆext:
E [n (r)] = min
Ψ→n
〈
Ψ
∣∣∣Tˆ + Uˆ + Vˆext∣∣∣Ψ〉 (3.7)
= F [n (r)] +
∫
n (r) vext (r) dr . (3.8)
With an universal functional F [n (r)] independent of the external potential vext. The
functional F [n (r)] can describe any quantum system:
F [n (r)] = min
Ψ→n
〈
Ψ
∣∣∣Tˆ + Uˆ ∣∣∣Ψ〉 . (3.9)
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The energy can be expressed by:
E [n (r)] =
〈
Ψminn
∣∣∣Tˆ + Uˆ + Vˆext∣∣∣Ψminn 〉 ≥ E0 . (3.10)
The wave function Ψminn represents the wave function with the minimal energy for a
system.
Due to the variational principle of Ritz the energy can of course not be lower than the
minimum energy and for a non degenerate state not equal. Therefore the energy related
to the ground state density has always to be smaller that the energy related to the density
of any test function:
E [n0 (r)] ≥
〈
Ψ0
∣∣∣Tˆ + Uˆ + Vˆext∣∣∣Ψ0〉 = E0 . (3.11)
So the minimization of the energy with respect to the electron density n (r) leads to the
minimal energy for the system [61, 62]:
E0 = min
n
(E [n (r)]) = E [n0 (r)] . (3.12)
That is the relation of energy and electron density. On this basis the properties of the
system can be calculated from the electron density. That reduces the dependency from
the 3N variables for the coordinates of a N electron system to only 3 coordinates of the
electron density. One could expect that the reduction of complexity significantly lowers
the computational costs, in the most cases.
3.1.2 Kohn-Sham Equations
In the previous section it was shown that the energy of the system depends on the electron
density. For a many electron system all its electronic properties depend on the many
electron wave function of the system. In order to solve practical problems it is required
to relate the interacting multi electron wave function of a quantum system to its electron
density. This is not a trivial problem, since a N particle particle wave function depends
on 3N coordinates.
In the year 1965 Walter Kohn and Lu Jeu Sham showed how to relate a interacting
system of N electrons through a system N non interactive systems including exchange
and correlation. [63]
Therefore an auxiliary system of non-interacting single electron wave functions ϕi (r) is
introduced, that reproduces by definition the same electron density n (r) as the system of
the interacting multi electron wave function:
n (r) =
occ∑
i
|ϕi (r)|2 . (3.13)
The kinetic energy can be written:
Ts [n (r)] =
occ∑
i
∫
ϕ∗i (r)
(
−12∆r
)
ϕi (r) dr . (3.14)
All the ϕi (r) are single electron wave functions and the sum is over all occupied states.
The system of N independent Kohn-Sham-equations [63] can be solved self-consistently.
Which leads to solutions in the following form:[
−12∆r + veff (r)− µ
]
ϕi (r) = ϵi ϕi (r) . (3.15)
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Here ϵi is the Kohn-Sham energy eigenvalue and µ is a Lagrange parameter within the
system. The Kohn-Sham ansatz can now be included into the energy expression aiming
to derive an expression for the effective Potential veff :
E [n (r)] = Ts [n (r)] +
∫
n (r) vext (r) dr+
∫
n (r)n (r′)
|r− r′| dr dr
′ + Exc [n (r)] , (3.16)
Exc [n (r)] = F [n (r)]− Ts [n (r)]−
∫
n (r)n (r′)
|r− r′| dr dr
′ , (3.17)
∂Ts [n (r)]
∂n (r) + vext (r) +
∫
n (r′)
|r− r′|dr
′ + ∂Exc [n (r)]
∂n (r) − µ = 0 . (3.18)
Exc is the so called exchange correlation functional. The equations can be used to get veff
explicitly:
veff (r) = vext (r) +
∫
n (r′)
|r− r′|dr
′ + vxc ([n (r)] , r) . (3.19)
The parameter µ is equal to the Fermi energy EF and corresponds to the electrochemical
potential of the molecule. The exchange correlation potential can than be calculated as:
vxc ([n (r)] , r) =
∂Exc [n (r)]
∂n (r) (3.20)
The equations (3.13),(3.14) and (3.19) have to be solved self consistently. The solution
converges to the ground state density, since the effective potential veff depends on the
density n (r) which depends on the wave function ϕ (r). The resulting wave functions
them self are dependent again on the effective potential veff . Figure 3.1 sketches how the
self-consistent loop is processed.
3.1.3 Exchange-Correlation Energy Functionals
Obviously it is challenging to represent the electron-electron-interaction in a system of
equations which always represent only one non interactive electron. Especially there is no
straight forward way to determine the exchange correlation functional Exc [n (r)] .
The first idea in that direction came from Eugene Wigner in the 1930’s, when he suggested
to treat the electron density in each point equivalent to an uniform electron gas in the
same point. [64, 65] This was the basis for the later developed local density approximation
(LDA) approximations of the exchange correlation functional:
ELDAxc [n (r)] =
∫
n (r) ϵLDAxc [n (r)] dr (3.21)
=
∫
n (r)
(
ϵLDAx [n (r)] + ϵLDAc [n (r)]
)
dr . (3.22)
ϵLDAxc [n] is the exchange correlation energy and a function of the electron density of the
system. The exchange part ϵLDAx , can be exactly evaluated through:
ϵLDAx [n] = −
3
4
e2
π
kf (3.23)
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Initial guess
n(r)
Calculate effective potential
veff (r) = vext(r) + vHartree[n(r)] + vx[n(r)]
see eqn. 3.19
Solve KS equation[
−12∇2 + veff (r)
]
ϕi(r) = ϵiϕi(r)
see eqn. 3.15
Calculate electron density
n(r) =
occ∑
i
|ϕi(r)|2
see eqn. 3.13
Self-consistent?
No
Yes
Output quantities
Energy, forces, stresses, eigenvalues,…
Figure 3.1: The self consistent loop for the solution of the Kohn-Sham equations. In case
of a spin-dependent calculation the equations have to be solved two times in parallel for
both spin directions.
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and is called exchange functional. Where kf = 3
√
3nπ2 is the radius of the Fermi sphere
and directly related to the electron density. If this exchange functional is be plugged into
the Kohn-Sham-equations, the exchange potential vLDAx can be calculated:
vLDAx [n] =
d
dn
(
nϵLDAx [n]
)
= −34e
2
( 3
π
) 1
3
n
1
3 . (3.24)
As complicated part remains to obtain the correlation part ϵLDAc . No analytical expression
for this term is known. All expressions are numerical approximations.
The LDA expression for exchange and correlation is correct in case of the homogeneous
electron gas. For quantum systems with only slowly changing electron density the error in
the binding energy is limited to 1% to 2%. In general LDA tends to overestimate the bond
strength. That means the calculated bond lengths are normally too short (overbinding).
To describe systems with faster changes in the electron density, people tried to include the
change of electron density within the exchange correlation functional. A very successful
approach is the so called Generalized gradient approximation (GGA) [66]. This GGA
includes additional to the local electron density the gradient of the local electron density.
EGGAxc [n (r)] =
∫
f [n (r) ,∇n (r)] dr (3.25)
This idea of the construction of GGA is of course not unique. At different times people have
suggested different ways to combine n (r) and ∇n (r) into one functional f [n (r) ,∇n (r)].
Some examples can be found in literature. [67, 68, 69, 70] One can optimize such a func-
tional towards different parameters of a system, such as total energy, bond lengths, energy
levels, ionization energy and many others, unfortunately not all at the same time. One
of the most widely used functional of this class is the Generalized gradient approximation
named after John Perdew, Kiron Burke and Michael Ernzerhoff (PBE) functional which is
optimized to reproduce the total energy of the quantum system. [69, 70] Compared to the
trends observed within the LDA functional, the PBE functional tends to predict bonds
too weak and therefore makes them too long (underbinding).
Another class of exchange correlation functionals are the so called hybrid functionals. They
are based on the idea, that Hartree-Fock provides exact exchange but no correlation. So
the assumption is to mix results of quantum chemical methods and density functional
methods to get things right. Two well known representatives of these class are the Becke-
3-parameter-Lee-Yang-Parr (B3LYP) functional [71, 72, 73] or the Hybrid functional of
Heyd Scuseria Ernzerhoff (HSE) [74]. By construction, these functionals deliver good
results for the properties, which are included in the fitting data set. But there is no
systematic way of how other values are influenced by different mixing scenarios. This
makes calculations based on such functionals not really ab initio any more. Through
strategic combinations of different calculations some properties can be calculated more
accurately. These include always models with mixing parameters which are fitted to
experimental values or quantum chemical methods of higher order like the golden standard
Coupled Cluster Singles, Doubles(and Triples) (CCSD(T)).
A relatively new approach is the so called strongly constrained and appropriately normed
semilocal density functional (SCAN) functional by Sun and coworkers. [75] The original
idea of the GGA’s was to rescale the LDA exchange in order to describe certain properties
better. In the case of the SCAN functional the authors collected all the known constraints
which a proper functional should fulfill. Compared to the hybrid exchange correlation
functionals this can avoid the introduction of arbitrary parameters. It allows for results
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comparable to the ones from hybrid calculations at computational cost of a metaGGA
calculation. In this work no hybrid or meta Generalized gradient approximation (meta-
GGA) functionals will be used, because of the high numerical effort and comparability to
the NRLMOL code.
3.1.4 Basis sets
Given the results of the section about the Kohn-Sham equations (see 3.1.2), the electron
wave function will be described as a system of N one-electron wave functions. In this
section, suitable choices for such one electron wave functions are discussed. Each one elec-
tron wave functions ϕ (r) can be expanded in terms of basis functions χ and corresponding
weighting factors c:
ϕi (r) =
∞∑
j=1
cij χj (r) . (3.26)
One can categorize basis sets into localized and non-localized basis sets. In the case of
non-localised basis sets the aim is to describe the electronic structure with basis functions
associated to the crystal. Localized basis functions are assigned to individual atoms. Also
mixed basis sets are available, were electron density is partly described on the one hand
with localized and on the other hand non-localized basis functions.
3.1.4.1 Localized basis functions
In localized basis sets the basis function χj (r) = Y (Φ,Θ) R (r) is separated into a spher-
ical harmonic angular part Y (Φ,Θ) and a radial part R (r). Thereby Φ, Θ and r are the
spherical representation of the vector r. The atomic wave function should decay with e−αr
to represent the correct asymptotic behavior for atomic orbitals. The approximation of
Slater type orbital (STO) for the the radial part does so.
RSTOn (r) = Arn−1 e−α r (3.27)
In this formula A is a normalization factor, n is the main quantum number and α is a
contraction factor. In all the calculations one has to integrate the wave functions. With the
STO’s one faces the problem that these integrals can not be calculated analytically. [76]
In 1950 Samuel Francis Boys [77] suggested to use Gaussian functions instead of Slater
functions. Following this idea one can derive so called Gaussian type orbital (GTO):
RGTOn,l (r) = Ar2n−2l−2 e−α r
2
. (3.28)
Again A is a normalization factor, n is the main quantum number, l the angular quantum
number and α is a contraction factor. The GTOs have nice properties because they can
be integrated analytically and the product of two Gaussian functions is again a Gaussian
function. In contrast to STOs the GTOs do not decay with the desired behavior. One can
overcome this problem somehow by combing more than one GTO. These combination of
GTO derived basis functions are called contracted Gaussian type orbital (CGTO):
ϕCGTO =
∞∑
j=1
αj χ
GTO
j . (3.29)
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Other types of localized basis sets are for example Wannier functions, Foster-Boys, Edminster-
Rüdenberg and Löwdin orbitals. [78] An advantage of localized orbitals is that they can
be used to handle some of the inherent difficulties of DFT. One of these errors is the so
called delocalization error which is connected to the self-interaction error. Very brief that
means that since DFT deals with an electron density, it happens that electrons interact
with them self. [79] Within a local basis the included self interaction can be calculated and
the result corrected. Most self interaction correction (SIC) corrections are numerically
demanding because they result in an individual correction for each orbital. An promising
approach to solve these difficulties is the newly introduced Fermi Löwdin orbital based
self interaction correction (FLOSIC). [80, 81, 82, 83, 84, 85] There the self interaction er-
ror (SIE) is corrected on a fixed set of self consistently determined localized set of Fermi
Löwdin orbitals (FLO). They will be not discussed in detail, because they do not play a
major role in this work.
3.1.4.2 Projector augmented wave with frozen core approximation
The projector augmented wave (PAW) method [86, 87, 88, 89] combines elements from
the linear augmented plane wave (LAPW) method and the pseudo potential approach.
In a projector augmented wave basis set localized and non-localized basis functions are
combined in one basis set.
It is possible to gain the full wave function while the potential is computed from the charge
density. The space is split in two parts. One around the atoms, describing the electron
density locally, the so called augmentation sphere. The second in the space between the
augmentation regions were a plane wave approach is used.
The size of the augmentation spaces can vary for example by different elements, isotopes,
charge states. In the program used the augmentation spaces of each atom consist of all
its electrons except its valance electrons. States inside the augmentation region are com-
puted with methods that are designed to calculate atoms and molecules. This approach
avoids the very dense grids that are needed to model regions with large density differences
properly with pure plane waves. In order to have a consistent solution for the quantum
system the solutions in both regions of space have to fit together at the boundaries. For
a smooth transition the function characteristics and the derivations of the functions have
to be equal at the boundary. In PAW this transition is solved by a linear operators which
transform all the wave functions between their existences in both regions:
Ψn (r) = Tˆ Ψ˜n (r) , (3.30)
Tˆ = 1 +
∑
a
∑
i
(
|ϕai ⟩ −
∣∣∣ϕ˜ai 〉) ⟨p˜ai | , (3.31)
Ψn (r) is the all-electron wave function, Ψ˜n (r) is the pseudo potential wave function and
Tˆ is the linear transformation operator and n is the wave function index, dependent on
the k-vector, band index and spin index. The transformation operator T˜ is given in terms
of atom-centered all electron partial waves ϕai (r) the corresponding smooth partial waves
ϕ˜ai (r) and the projector function p˜ai (r). Thereby atom a is at the position Ra.
ϕai (r) = ϕ˜ai (r) , |r−Ra| > rac (3.32)
Defining property of atom-centered functions is that all-electron partial waves and smoothed
pseudo potential partial waves are equal outside of the atom-centered augmentation space
of radii rac
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〈
p˜ai1|ϕ˜ai2
〉
= δi1i2 (3.33)
The projector functions are localized inside the augmentation region and orthogonal to
the pseudo potential partial wave.
The electrons within the augmentation region are described as a so called frozen core.
Especially if a calculation includes heavy elements the number of electrons in the calcula-
tion includes dramatically. On the other side it is known that the binding of neighboring
atoms is mainly dominated by the valence electrons. The electrons energetically below
the valence electrons are in a so called closed shell configuration. Aim of the frozen core
approximation [87] is to reduce the numerical cost of such configurations. So one goes away
from an all electron calculation and treats the electrons within the closed shell differently.
Given this approximation, not all electrons are treated explicitly anymore. Since these
electrons have nearly zero interaction with atomic cores beside their own and electrons
belonging to them. Within the frozen core approximation the electrons in the closed shell
are not included in the electrons treated explicitly in the calculation of the system. Closed
shell sub systems are treated as if we are looking on isolated atoms. So one only has to
perform an all-electron calculation on each isolated atom to determine the contribution
of the core electrons. The computational effort to do so is really low. If the condition
holds that the interaction with neighboring atoms is small the error compared to full all
electron computations is small. Closed shell electrons form a stable unit and the wave
functions of the valence electrons are orthogonal to the wave functions of the closed shell
electrons. That leads to no interaction between them, so that they an be easily combined.
All together this leads to a calculation with an accuracy close to an all electron calculation
but with a numerical effort only slightly above a pseudo potential calculation.
3.1.5 Harmonic approximation
The result of such a calculation are the so called harmonic modes of a given structure.
Together with the reaction to external electric fields, represented by the dipole moments
and the polarizability, Vibrational spectra, such as IR or Raman, can be calculated.
The calculation of harmonic modes is also used for the dynamical stability analysis of
structures. Vibrational unstable structures are characterized by imaginary frequencies
in the spectrum. This should always be checked in predicting the existence of certain
compounds. The reason is that even energetically stable structures can be vibrationally
instable. Spectra itself are important in comparison to experimental measurements or in
prediction of coming measurements.
The method works in the following way. To find the eigenmodes the system is disturbed
by applying displacements to individual atoms and evaluating the resulting changes to
the total energy of the system. From the collective response to all possible displacements
the system of eigenmodes can be calculated. The Dipole moments are calculated by
calculations on undisturbed structure but with different static electric fields applied. All
these calculations result in small changes to the total energy of the system. From them
the amplitude of the modes in the different spectra can be computed, for details see the
paper of Porezag and Pederson. [90]
3.2 Theory of transport
In this chapter the electron transport through a given system (e.g. nano structures) is
explained in detail. A short literature overview indicates, that there is no general theory
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Figure 3.2: Schematic model of the transport device with a scattering region in between
two leads.
for all kind of materials. There are two main categories which depend on the strength
of the interaction between the described quantum system and the classic leads it interact
with. In case of weak coupling the most common approach is to use the so called quantum
master equations. [91, 92, 93, 94]
In case of strong coupling one can use the approach of the Non equilibrium Greens function
(NEGF). This method is used in the following and described in detail in the following
section 3.2.1.
A good overview about transport calculations is given in the review of Zimbovskaya and
Pederson. [95]
3.2.1 Non equilibrium Green functions transport
A device for a NEGF transport calculation consists always of three parts. Two leads for
source and drain region at the sides and a scattering region in between, see Figure 3.2.
To start a transport calculation one needs a converged ground state calculation for the
whole device and for the leads. From that one can calculate the Greens function of the
device Hamiltonian and the self energies of both leads. Transport takes place if a bias
is applied between the source and the drain lead. The self energies (see eqn. 3.45) will
directly depend on the bias voltage applied to them. This leads to different left and right
chemical potentials for the two leads, see figure 3.3a. The potential gradient is the driving
force for the charge transport. During the calculation of the current for different bias
voltages the self energies of the leads change and have to be adjusted accordingly. For
each voltage configuration the transmission function (see eqn. 3.46) has to be solved self
consistent again. In general energy levels of the molecular system which are energetically
situated in between the potentials of the leads can contribute to the electronic transport
at the related bias voltage. The number of these levels defines the number of available
transport channels for electrons to pass through the system. This can be understood as
an electron jumping from the source lead on one of the levels in the molecule and from
there to the drain lead, see figure (b). That kind of transport can lead to a diverse current
voltage behavior around the Fermi level. In metal devices for example the current voltage
behavior is linear, and also known as ohmic behavior. This might lead to steps in the
calculated current, when a new energy level is entering the transport relevant voltage
interval.
To calculate the transport properties the Hamiltonian is needed. One way is to take the
Hamiltonian from a previous DFT calculation. With my notation and description of the
method I follow the implementation paper for the grid based projector augmented wave
(GPAW) code, by Chen et al.. [96] Many details of the equations can be also found in the
paper by Brandbyge et al.. [97]
H = −12 ∇
2 + veff +
∑
aij
|pai ⟩∆Haij ⟨pai | (3.34)
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Figure 3.3: Figure (a) show the splitting of the Fermi level when an voltage is applied. The
height and color represents the Fermi level at different positions in space. The quadrilater-
als in the middle stand for energetic levels of the molecule in between the leads. Molecular
level which are located energetically between the potentials of the leads could contribute
to the electron transport in an efficient way. From the potential difference results a force
to equalize the electro-chemical potential. The result are jumping probabilities between
the different states that allow a dynamic equilibrium. Obviously this lead to an charge
flow along the potential gradient. (b).
The resulting matrix of the Hamiltonian operatorH has a block matrix structure. Thereby
the blocks correspond to the left lead, the central region and the right lead.HLL HLC 0HCL HCC HCR
0 HRC HRR
 (3.35)
Next to the main diagonal are blocks describing the interaction between neighboring parts.
An applied external voltage V acts as a disturbance on the Hamiltonian and modifies him
proportional to the overlap S of the regions:
HLC → HLC + eV SLC, (3.36)
HLL → HLL + eV SLL. (3.37)
Inherent to these equations is the condition, that there is no overlap between the wave
functions of both leads. If that is not the case for the calculated system, the calculation
can converge to an wrong result. To ensure that the scattering region has to be chosen
large enough. Finally the transport should be described as a Greens function for the whole
system. In detail one is talking about a retarded Greens function Gr of the following form:
Gr(ϵ) = [ϵ S −HCC − ΣrL (ϵ)− ΣrR (ϵ)]−1 . (3.38)
Where ΣrL/R[− represent the self energies describing leads and the coupling between leads
and scattering regions. From here the lesser Greens function can be derived, while Ga (ϵ)
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is the advanced Greens function conjugated to the retarded Greens function Gr(ϵ).
G< (ϵ) = Gr (ϵ) Σ< (ϵ) Ga (ϵ) + (1 +GrΣr) G<0 (1 + ΣaGa) . (3.39)
The lesser Greens function G< (ϵ) has a ladder term being non-zero for bound states
and vanishing for extended states. This Greens function could be included in the pseudo
density matrix of the projector augmented wave function framework:
D = 12πi
∮
C
[Gr (z)−Ga (z)] dz + i2π
EF+eV/2∫
EF−eV/2
G<
(
ϵ†
)
dϵ− 2πΘi
∑
i
Gr (ϵi) , (3.40)
were Θ = kB T and C is the contour of the integral. With that one can compute the non
equilibrium electron density in the following way:
n˜ (r) =
∑
νµ
DνµΦν (r) ∗ Φµ (r) +
∑
a
n˜ac . (3.41)
With the atomic basis set function Φv and n˜ac as the atomic pseudo core density. All
quantities with a tilde above are so called smoothed properties with respect to properties
on the base of all electron calculations:
ρ˜ (r) = n˜ (r) +
∑
a
∑
l,m
Qalm gˆ
a
lm (r) , (3.42)
Qalm are multipole moments and gˆalm shape functions. Thereby also the charge density
contribution of the positively charged atomic nuclei are included. The effective Potential:
v˜ = v˜coul + v˜xc +
∑
a
v˜a (3.43)
satisfies the Poisson equation under the assumption that v˜XC and v˜a are the exchange
correlation potential and the zero potential. The zero potential v˜a is chosen in a way that
it vanishes outside of the augmentation sphere of the respective atom.
The preceding equations can and have to be solved in a self consistent way following the
scheme:
D → ρ˜ → v˜ → H → D . . . .
This includes the self consistent solution of the Greens function describing the scattering
region of the transport device.
From a proper converged solutions, complex properties like the flowing current can be
calculated.
I (V ) = 1
π
∫ ∞
−∞
[fL (ϵ)− fR (ϵ)]Tr
[
Gr (ϵ) ΓL (ϵ) G (ϵ)† ΓR (ϵ)
]
dϵ (3.44)
with the self energies of the leads being
ΓL/R (ϵ) = i
(
ΣrL/R (ϵ)− ΣrL/R (ϵ)†
)
. (3.45)
There is also a more graphic interpretation. The integrated current is equivalent to the
integral over the energy and bias voltage dependent transmission probability through the
scattering region, the so called transmission function T (ϵ, V ).
T (ϵ, V ) = Tr
[
G(ϵ)ΓL(ϵ)G(ϵ)†ΓR(ϵ)
]
. (3.46)
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Figure 3.4: The loop for the self consistent solution of the NEGF formalism. [99]
It can be understood as the transmission probability of an electron having an energy ϵ
under an applied bias (and gate) voltage V .
This current is than calculated as the integral over the transmission function T (ϵ, V ) for
a given voltage V
I(V ) = 2e
2
h
∫ µR
µL
T (ϵ, V )dϵ . (3.47)
Thereby the electronic chemical potentials µL/R are connected to the applied bias voltage
via V = (µL − µR)/e (e elementary charge) [98]. The current is calculated by integrating
the self-consistent transmission function within the bias-dependent energy window spanned
by µL/R.
The following graphic summarizes the most important equations of the NEGF procedure.
Overall the NEGF formalism is a quiet power full theoretical tool for the description of
non-equilibrium properties in a strong coupling regime.

Chapter
4
Computational details and software
packages
In this chapter all the software used, will be shortly described. Also the general settings
which were used will be mentioned.
4.1 NRLMOL
Naval Research Laboratory Molecular Orbital Library (NRLMOL) is an code for finite
systems. [100, 101, 102, 103, 68, 90, 104, 105, 106] The investigated systems (molecules or
atomic clusters) are considered to be surrounded by vacuum after a given cutoff radius.
NRLMOL uses an optimized Gaussian basis set [107], numerically precise variational in-
tegration and an analytic solution of Poisson’s equation to accurately determine the self-
consistent potentials, secular matrix, total energies and Hellmann-Feynman-Pulay forces.
The exchange correlation is modeled by GGA [108, 70] in the form of Perdew-Burke-
Enzerhof (PBE) [69]. The geometry relaxation was terminated once forces below 0.05 eV/
per atom have been reached.
Any NRLMOL calculation was performed as an all-electron calculation, thus all calcula-
tions of this kind treat all electrons in the system explicitly.
4.2 Avogadro
Avogadro is an open source (os) chemical structure editor. [109] It offers a graphical user
interface (GUI) designed to model systems from scratch or to modify existing chemical
structures in several input formats (e.g. xyz-format).
4.3 XCrysden
Xrcysden is a software to visualize chemical structure, wave functions and densities. The
tool is a light-weight software and can deal with a lot of different file formats. This os tool
can be downloaded freely from the internet. [110, 111]
4.4 ASE
This is a python based framework for atomic simulations. [112] It can prepare input and
read output files for many atomic structure codes. Further it can be used to create or
modify atomic structures.
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4.5 GPAW
The code package gpaw was used for the calculation of device structures and also for the
transport calculations. GPAW offers SZP and DZP basis sets.[88] For the core electrons a
so called frozen core approximation is applied. [113, 89] Also for all the calculations with
GPAW the PBE exchange correlation functional from Perdew, Burke and Enzerhoff was
used. [69]
For most of the calculations a realspace grid spacing of around 0.2Å is used. It was
tested to optimize structures including van der Waales corrections in the formulation of
Tkatchenko and Scheffler. [114]
4.6 JMOL
The program jmol is an open source program for the visualization of 3-D atom structures
and also wave functions. One can rotate and zoom into the data to get a better under-
standing or to select the point of view which is most relevant for proceeding. The final
pictures of atomic structures were rendered using the povray library. [115]
4.7 matplotlib
This is a python library for plotting data in 2 or 3 dimensions. [116] Everything can be
scripted in the python programming language. So large data sets or subsets of them can
be easily processed. Also numerical evaluations are possible for example by using numpy.
The program comes also with a GUI to select the relevant areas. Finally produced graphics
can be exported in most common file formats (e.g. .png, .pdf).
4.8 Open Babel
Open Babel is a open source software library for the transformation of chemical structures
between many different file formats. [117] Therefore it is very useful if one wants to com-
bine different methods and program packages. The library is also integrated in different
programs, for example Avogadro (see section 4.2).
4.9 Calculations
As already discussed in the theory chapter (see chapter 3) this work includes two types
of calculations. The optimization of structures and their description of their electronic
structure is performed in the form of DFT calculations. In case of structures that were
constructed from scratch a preoptimization using force fields, as implemented in the in
the Avogadro program (see sec. 4.2) was applied. On the basis of that the structure can
be optimized by means of DFT. Afterwards the properties of the resulting structure are
evaluated.
To perform transport calculations the investigated structures have to be positioned in
between leads to contact them. In this specific case gold leads are used. For the device
formation different relaxation procedures were performed, they are described and discussed
in the modeling (see chapter 5) and results chapter (see chapter 6).
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4.9.1 DFT calculations
This calculation allows the analysis of the density of states of the device structure and
thereby to study the modification which come from the leads added to the molecule.
That is important to ensure that the investigated transport is dominated by the involved
molecule. For example asymmetric transport can be also caused by an asymmetric cou-
pling to the leads where the current is going in and out the molecular system. Since we
are looking for potentials building blocks that can be used in an all organic environment
we try to minimize the influence of such effects.
The exchange correlation is modeled by GGA [108, 70] in the form of Perdew-Burke-
Enzerhof (PBE) [69]. The relaxation was terminated once forces below 0.05 eV/ per atom
have been reached.
4.9.2 Transport Calculations
Within this work transport means transport of electrons. This will be evaluated by the
NEGF’s method. NEGF are used for the description for transport through strongly cou-
pled systems. In this regard the distinction of weakly and strongly coupled transport
systems refers to the coupling between the lead and the scattering region of the trans-
port device. For all the calculations discussed in this work this crossover lies between
gold layers of the lead. Within this gold layers strong coupling should be justified. This
distinction should be not mixed up with the strong and weak coupling as discussed later
in the transport part where strong and weak coupling between components within the
scattering region is discussed. For a more detailed description of the method the reader is
referred to section 3.2.1.
To calculate transport the transmission curves for different discrete bias voltages have to
be evaluated. In this work we investigate the voltage range from −2V to 2V with 64
points for the positive and negative voltage range. For every bias voltage the transmission
function is computed in the energy window of interest. The resulting transmission function
is integrated to get the current for each voltage.
In some cases an additional gate voltage is applied perpendicular to the transport direction.
That could be done over the whole or parts of the investigated scattering region and
modifies the transmission probabilities. Within this work, gate electrodes are not modeled
on an atomic level. Instead the potential is modified in the region where the gate should
be applied.

Chapter
5
Modeling
In this chapter the author will cover some aspects of how to reliably calculate certain
properties. A special focus will be on how to produce comparable results for different
investigated systems and how to evaluate properties like the charge transfer.
5.1 Modeling of devices
In this section a device means always a structure to perform transport calculations on.
This consists of a functional unit in the center.On both sides of which contacts have to
be attached. In our case all contacts consist of gold (111) planes. A contact consists of
all gold atoms at one side of the functional unit. Looking back on the transport theory
part (see sec. 3.2), that includes the gold atoms in the leads as well as the one that are
included in the scattering area.
There is no general way how molecules will bind to a gold surface. So the positions have
to be optimized if one wants to find realistic positions. Such optimizations are called
relaxation and there are two types, constrained and unconstrained. In an unconstrained
relaxation the forces on all atoms of the system are minimized. While in an constrained
relaxation a part of the atoms is fixed or only minimized in specific directions.
In order to achieve a good device structure the combination of functional unit and contact
have to be relaxed. Thereby the lead atoms can obviously not included since they consist
of infinite periodic bulk gold.
That means at least the atoms in the outer layer in the scattering region have to be fixed.
In principle one would like to do a relaxation of the scattering region were all atoms could
move orthogonal to the contact plane. Unfortunately this is impractically due to available
options in the used software package GPAW (see sec. 4.5).
Therefore a more complex scheme was adopted. The general idea is to find first the
equilibrium distance towards both leads separately. A first approach is shown in figure 5.1.
The discussion shows some disadvantages which lead to the modified build up process that
was later used for the devices in this thesis.
In the first step the molecules are always attached to only one lead. Thereby the polycyclic
aromatic hydrocarbon (PAH) was placed flat in z-direction on top of a gold lead. The
size of the lead was chosen such that if the gold lead is periodically continued in x and
y direction there will be no strong interaction between the PAH in the neighboring cells.
Additionally, there is the limitation of the atomic simulation environment (ASE) frame
work that the number of gold layers in the y-direction have to be even. The resulting
structure was relaxed using periodic boundary conditions in x- and y-direction. In z-
direction the structure is not periodic, instead there is added a vacuum of 10Å on both
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Figure 5.1: Stepwise buildup of the device structure for the transport calculation is pre-
sented. The gold leads are presented as black blocks, while the polycyclic aromatic hydro-
carbon (PAH) is shown in blue and the Tetracyanoquinodimethane (TCNQ) derivative
in green. In each step the region which is included in the relaxation is marked with a
dashed red box. In the 1. step there is only a fixed gold surface. On that the molecular
dimer is relaxed with the PAH in direction to the gold surface, while this surface is kept
fixed (step 2). In phase 3 the dimer is relaxed again but also the upper 2 gold layers are
allowed to move. In step 4 the second gold lead is positioned on top of the TCNQ. The
correct distance is computed by a second run of the steps 1 to 3 with the TCNQ in the
dimer towards a single gold surface. Now the structure is relaxed with the second gold
lead completely fixed. In the final relaxation in step 5 the molecular dimer and the upper
two gold layers of both gold leads are allowed to move. This stepwise buildup process is
also applied for the transport devices with the coupled quantum dots.
sides. The Van der Waals interaction is included in the form suggested by Tkatchenko and
Scheffler. [114] In the first relaxation step the positions of all the gold atoms were fixed to
find the position were the organic system can bind the gold surface best.
After the best configuration for this structure is found the relaxation is restarted allowing
also the upper two gold layers to move. This allows the lead and the organic system
to interact with each other. Given this relaxation step one can understand how and in
which distance the charge transfer dimer binds to the gold surface. In order to find the
equilibrium distance and position for the TCNQ on the gold slab, the steps till step 3
here have to be repeated with the charge transfer dimer turned upside down. After the
relaxation of the second structure is finished, it is possible to build a complete device
structure with independent knowledge of size and positioning on both sides. In case of
a device structure, that is symmetric in transport direction, the second gold slab can be
just added in the same distance as the first one.
Due to constraints of the used code, which does not allow for a global relaxation the device
generation turns out to be very complex process. A specific problem is that the framework
does not allow to relax the whole device structure in transport direction. One would have
to completely unrestrict all gold atoms, which might lead to problems if the backside of
the lead ends up being not fitting to a continuous bulk.
The second lead is added parallel to the fixed gold layers in the first lead and in the
determined height to represent its correct bond distance. One also has to make sure that
x and y position of the gold atoms in the upper lead are equivalent to the lower once,
since otherwise the upper and lower gold layer are not compatible when the final device is
calculated with periodicity in transport direction. Another source of error is to combine
different device parts while flipping one of the gold slabs and revering its stacking. That
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Figure 5.2: Stepwise buildup of the device structure for the transport calculation is pre-
sented for the case of reduced steps. The gold leads are presented as black blocks, while
the PAH is shown in blue and the TCNQ derivative in green. In each step the region
which is included in the relaxation is marked with a dashed red box. In the 1. step there
is only a fixed gold surface at. On that the molecular dimer is relaxed with the PAH side
towards the gold surface, while this surface is fixed (step 2). In step 3 the second gold
lead is positioned on top of the TCNQ. The correct distance is computed by a second run
of the steps 1 and 2 with the TCNQ side of the dimer towards a single gold surface. Now
the structure is relaxed with both gold leads fixed. This stepwise buildup process is also
applied comparably for the transport devices with the coupled quantum dots.
creates stacking faults, which have to be avoided. In the next relaxation step the gold
atoms of the second lead are fixed. The final relaxation step is done with all the atoms of
the charge transfer dimer and the upper two layers of each gold lead unrestricted.
This buildup process was than applied to several transport system. By doing so the
following is observed.
1. In contrast to free dimer structures its components do not remain flat.
2. For some structures the gold surface is modified significantly.
The first effect can be understood to a certain degree by the interaction of the surface
with the dimer.
The second effect undermines the assumptions of our model, to investigate a single dimer
on a large gold surface. In such a setting the isolated dimer should not change the surface
significantly. The result is that the results of different dimers can not be compared, since
one does not compare properties of the dimers but properties of the dimers and some
disturbed gold surface. Due to the numerical effort it is problematic to extend the gold
along the x and y-axis until that effect disappears.
An alternative approach is to check how much the device structure and its properties
change if the gold atoms are not relaxed. Therefore the device preparation procedure was
shortened that steps including the relaxation of parts of the gold lead (steps 3 to 5 ) were
skipped. That means completely excluding steps 3 and 5 and changing step 4 so that only
the dimer is relaxed in between the two gold leads. The modified buildup procedure is
presented in figure 5.2.
Since the gold atoms are all fixed now, they could not be distorted anymore. Even so the
device might be not relaxed that optimal anymore, it is now possible to gain equivalent
device structures for different charge transfer dimers. Now also the results of subsequently
following transport calculations should be comparable. Summarizing one can say, that
since in all devices the large majority of atoms is determined by the gold crystal structure
and its periodicity all possible device structures will turn out quiet similar.
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5.2 Choosing the number of gold layers for transport calculations
In all transport calculations discussed in this work the actual device is modeled between
gold leads. A section of them is part of the scattering region. This means this part
is modeled together with the molecular device structure. In both directions along the
transport direction semi-infinite leads of gold are coupled to the scattering region. That
means the leads are extended periodically and the goal of this section is to discuss the
dimensions of the gold slab to choose for the calculations. Assuming the transport direction
is along the z-axis, the dimensions in x and y direction are normally determined by the size
of the device the transport calculation should be performed on. This is the case because
always a part of the atoms have than to be included in the scattering region which lets
the number of atoms there grow very fast. As main parameter, that could be modified,
remains the number of gold layers in z-direction. If one does only include the number of
layers from the scattering region of the device model, the properties of bulk gold could not
be recovered. For example the Fermi energy appears to be smaller than the one of bulk
gold. On the other hand a transport calculation with more gold atoms in the scattering
region is computational very demanding.
To investigate this effect the author checked the convergence of the results against the
number of gold layers, using planar layers of 4 by 4 gold atoms. The test showed that in
z-direction about 9 layers of gold are needed to fully resemble the gold bulk properties.
This high number of layers was especially numerically not affordable for the charge transfer
dimer systems. Since in this calculations also the x and y directions are larger one can
hope that a lower number of layers in z-direction is still adequate. The following shows
that the number of layers in z direction can not be chosen arbitrarily.
Further one needs to verify, that no defects are introduced while constructing the devices.
The transport direction in the investigated devices are in z-direction on top of an (111)
gold surface. In this direction exist 3 independent layer. Given this result, the number
of gold layers in z-direction has to be chosen in bunches of three, to avoid stacking fault
formation. One has to make sure that the periodic continuation of the simulation cell does
not introduce staking faults in the calculation. Therefore the next possible lower number
of gold layers in z-direction is six layers of gold. This is used in the transport calculations
in this thesis.
To get representative results the periodic section of the leads is modeled to have the crystal
structure of gold. This saves computational time and one does not get effects from the
different relaxations of different devices. Such staking faults will introduce additional un-
realistic states in between highest occupied molecular orbital (HOMO)/lowest unoccupied
molecular orbital (LUMO) or conducting and valence band so called in-gap states, which
will for example influence the transport properties.
5.3 Calculation of charge transfer
The classical way to calculate charge transfer within DFT is to calculate the structure of
the charge transfer systems and its constituents on the same position on the same mesh
and subtract the resulting electron densities in order to see how charges are shifted. The
author evaluated different ways to calculate the charge transfer between the components
of the charge transfer dimers.
Thereby it was investigated if experimental approaches to determine the charge trans-
fer, can be used in theory. The main idea of the first method is based on the charge
transfer dependent shift of spectroscopic lines. In theory this can be realized quiet easy,
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because the receiving partner of the charge transfer can be artificially charged stepwise
by a growing amount of additional charge. Than the charge transfer dependence of the
spectroscopic lines can be analyzed. Further, the full spectra for all the charge transfer
dimers is calculated. For each mode that is present in both spectra, the charge transfer
can be evaluated on the basis of its charge transfer dependence. Ideally the charge transfer
can be determined for several modes independently and the result is similar.
The second experimental method is to evaluate the equilibrium bond lengths within the
charge transfer dimer. As in the previous method the first step is to create reference data
for the bond lengths by artificially charging part of the charge transfer dimer. The charge
transfer is than determined by comparison to the bond lengths in the dimer.
In the following the methods will be discussed in detail.
5.3.1 Charge transfer from bond length
Another approach was already used to experimentally evaluate the charge transfer crystals
containing TCNQ derivatives as one of there components. It is based on the changes of
the bond lengths within the TCNQ molecule. In the experimental paper they evaluate the
bond lengths they measured by X-Ray in the molecular crystals.[118, 119] They identified
that the change in the different C C bond lengths correlates with the charge transfer
between the TCNQ derivative and its partner (see figure 5.3).
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Figure 5.3: In the TCNQ derivative the different type C-C bonds are marked. The lengths
of these bonds are used in order to calculate the charge transfer between the components of
the charge transfer dimers. This method is a theoretical adaption of which was suggested
and applied in experimental papers. [118, 119]
In an similar way the method can be applied in theory. Therefore one calculates the ground
state of the TCNQ derivative for the neutral and several charged forms. In this situation
on should relax the charged species because in the crystal structure they are also in an
relaxed state. So one gains the bond lengths from which a calibration curve for the charge
transfer in dependence of the suggested ratio of bond lengths can be determined. [118, 119]
The ratio given by:
CT ∼ b+ d
c
, (5.1)
it includes the three outer C C bond lengths and corresponds to the amount of charge
transfer to the TCNQ derivative that takes place. The most inner bond length a seems to
be only weakly related to the charge transfer. Afterwards, one evaluates the bond lengths
in the computed dimers and determines their charge transfer from the calibration curve.
For charge transfer dimers one can compare the theoretical computed bond lengths with
measured values from experimental crystal structures.
5.3.2 Charge transfer via shift of IR modes
In experimental works it is quiet common to estimate charge transfer between certain
components by the change of position of IR active modes. [120, 121] IR spectroscopy is a
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technique to analyze chemical compounds, which is easy to apply, and therefore widely
used.
Especially, the work of Chappell et al. [121] discusses how the C N stretching modes (see
Fig: 5.4) in different charge transfer salts containing TCNQ depend on the charge transfer
within the material. Within the charge transfer salts investigated in the paper its authors
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Figure 5.4: The streching mode of the C N (marked in green) in the TCNQ is related
to the charge transfer within a charge transfer complex.
find a clear trend to link the shift in the C N stretching mode to a corresponding charge
transfer.
Since the calculation of IR modes is well established within DFT [90] the author used this
approach similarly for theoretical investigations. For the evaluation of the charge transfer,
a reference is necessary. In the first step one has to identify modes that can be used for the
quantification of the charge transfer. The material consists of two components of which one
looses and one gains charge during the charge transfer. For that reason vibrational modes
that are possible in both components can give an unclear trend and should be avoided.
Therefore, in the investigated systems mainly the modes involving nitrogen remain. A
positive side effect is that one only has to calculate the smaller component in different
charge states in order to understand how the modes react to the charge transfer. From
this a calibration function for each mode can be derived. Therefore the acceptor, in case
of this work the TCNQ or F4TCNQ molecule, is stepwise charged to carry up to one full
additional electron. For each of the calculations the relevant modes were identified. The
data for all the peaks the shift seems to be linear with the charge transfer. For each mode
a linear charge transfer calibration curve was fitted.
In the next step the IR spectra of all the charge transfer dimers are calculated. For each
of the chosen modes the position is evaluated. Then the related calibration curve allows
to determine the charge transfer. When all these steps where done one can find the charge
transfer for each dimer on each investigated line. If one assumes that the infared (IR)
shift of all investigated modes is dominated by the charge transfer one would expect, that
for each dimer all calibration curves give the same result. Of course small derivations can
be explained for example by the fitting procedure. Another source of errors is that in all
calculations is that a vibrational spectrum is the summarized information of all modes.
So energetically close modes can not always be clearly distinct. That can lead to problems
in the identification of the correct modes and also to shifts in the position of vibrational
modes.
Some paper [122, 123, 44, 119] suggest a empirical, slightly different formula
CT = 2(ν0 − νcomplex)
ν0(1− ν
2
1
ν20
)
, (5.2)
were ν0 is the IR mode without charge transfer, ν1 is the IR mode with a full electron of
charge transfer, the spectra of the anion, and νcomplex is the IR mode within the charge
transfer dimer. For all modes the author checked, both formulas give similar results.
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5.3.3 Charge transfer via density differences
The most obvious and direct way to calculate charge transfer within DFT is to calculate the
electronic density for the charge transfer dimer and there respective components individual.
Thereby one has to make sure that all calculations take place on the same grid and on
the same grid points, which are suitable for the calculation of the dimer system. Then
the densities of the two dimer components can be subtracted from the density of the
dimer system. The resulting grid of density changes is evaluated by summation, for one
component the sum from its side till the plane in the middle to the other component
represents the charge transfer to/from itself. Due to charge conservation the sum over the
remaining grid should give the same number with the opposite sign. Since standard DFT
trends to delocalize electronic density to much, there is a large uncertainty in the accuracy
of this method. Commonly the method will lead to a higher charge transfer than what
could be measured.

Chapter
6
Results and Discussion
The two main systems that are discussed in part of this thesis are isolated and coupled
quantum dots as well as molecular charge transfer systems. Firstly, the quantum dots
and there properties in electronic structure and transport are investigated. Continuing,
the presentation and discussion on electronic and transport properties of molecular charge
transfer systems follows.
6.1 Quantum dots
In general quantum dots are in a first approximation more or less spherical conglomerates
of 103 to 109 atoms. A simple quantum dot consists of one material system. Also more
complicated configurations with different materials are possible. In the case of two ma-
terials two common structures are discussed: core-shell structures and coupled quantum
dots. As the names already suggest in a core-shell structure two materials are combined
in the way that one forms a core and the other material system forms a shell around it.
Thereby direct interaction from the outside is only possible with the shell material. In
case of the coupled quantum dots two material systems combined along an interface.
As this is a theoretical work there are two main motivations to investigate quantum dots.
The first case is to really calculate the properties of the quantum dots itself to understand
them as such. On the other hand quantum dots can be used as a theoretical model system
to describe the properties of a bulk structure.
Within theoretical calculations there are two main ways to construct quantum dots. The
first is to cut out a part of a crystal structure and calculate it. In order to get reliable
results for the bulk one has to stepwise increase the size of the calculated structure and
achieve a convergence in the resulting properties. Another difficulty in the approach is
that by cutting out parts of the crystal structure, also the bonds are truncated. This
leads to so called surface states which strongly modify the electronic structure. Therefore,
one saturates the outer layer of the quantum dots with hydrogen atoms to omit surface
states. One approach is the saturation by the use of charged pseudo-H atoms, which
allows to achieve charge neutrality on the outside. [124] If one wants to avoid the additional
afford of having the additional passivation atoms, one could try to construct appropriate
corresponding quantum dots, that do not require passivation.
6.1.1 Artificial quantum dots
As mentioned above clusters are a way to compute properties of materials. In general
these computed properties represent only the properties of the investigated cluster. The
33
34 CHAPTER 6. RESULTS AND DISCUSSION
energetical and dynamical stability of the clusters needs to be determined. Ideally all
atoms should be saturated, thus no broken bonds are left on the surface of the cluster.
These clusters do not necessarily have the same symmetry and/or crystal structure as the
corresponding bulk material. Therefore, these model clusters might not be used to model
bulk properties. Their respective properties need to be analyzed very carefully, whether
one has a bulk-like material or if one has a completely different system. Nevertheless,
in some cases also the structures can be used to understand certain properties of the
bulk material. These models are computational cheap, which means one can treat larger
systems or treat the systems with more complex methods.
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6.1.2 GaN cluster
Properties of GaN were already described intensively by theory and experiment. [125, 126,
127, 128, 129, 130, 131, 132, 133] The successful production of GaN enabled the produc-
tion of blue and subsequently also white light emitting diode (LED). This development
was awarded with the noble prize in physics of the year 2014 to Akasaki, Amano and
Nakamura. [134] The material is widely used for example in optoelectronics, high-power
high-frequency applications and in LED light sources. Compared to other semiconductors
like silicon or gallium arsenide gallium nitrite remains complicated to fabricate. They
have to be build up ’atom by atom’ with procedures like hydride vapor phase epitaxy
(HVPE), high temperature vapor phase epitaxy (HTVPE) or metalorganic vapor phase
epitaxy (MOVPE) [135, 136]. In contrast to crystal growth following Czochralski process,
these procedures lead to more defects in the produced material. [137] Also cleaning pro-
cesses like for example zone melting can not be applied to GaN because they destroy the
material. [138] This leads to the point, that there are no real volume crystals, all crystals
have to be grown on foreign substrates and will contain relatively many foreign atoms.
Nevertheless, these materials are used in applications. Therefore, defects have to be un-
derstood in order to model the material well and to interpret experimental measurements
correctly.
The common theoretical approach is to include defects within super cells of the mate-
rial and investigate how the properties change, compared to the pure material. Thereby
relatively large super cells are needed. Following the paper of Kristian Thygesen and
coworkers for the simulation of point defects at least a 4x4x4 super cell should be used
which results in 256 atoms in the case of GaN. [139] Nevertheless, there are many papers
published, discussing defects in GaN, for example [140, 131, 141] dealing with cells of 96
or 128 atoms. In principle the correct way of analyzing the results would be to slowly
increase the number of atoms till the properties converge.
This chapter tries to qualitatively describe the electronic structure of GaN within finite
size clusters. One needs to derive model systems, which represent the bonding situation in
the GaN crystal structure. Overall this model systems needs to fulfill following constraints:
1. The chemical formula has the form GaiNi
2. All atoms have 3neighbors and therefore 3bonds.
( This is the number of bonds nitrogen aims for.)
3. All bonds connect different types of atoms.
4. A sphere like structure is preferred.
5. There should not be broken bonds.
6. The clusters are charge neutral.
Obeying all these rules lead to the following series of clusters with 8, 12, 16, 20 and
24 atoms. Except for the 24 atom case these clusters are unique. All these clusters were
constructed from scratch using the Avogadro program (see section 4.2) and there geometry
was relaxed to get the correct ground state properties. To ensure that the structures are
also dynamically stable the vibrational spectra for all of them was calculated. Due to
computational effort the symmetry of the clusters is not further investigated. It requires
the relaxation of geometries with possible symmetries and the comparison of resulting
energies to decide the most stable one. Even for very few atoms that can be hard to
distinguish as the work on small cobalt-molybdenum clusters showed. [142] The following
table 6.1 summarizes the properties of these clusters, then they are discussed in more
detail. For all structures the author presents the structure and the density of states
(DOS), which account for many electronic properties in a compact way.
With the growing cluster size there is an increase of binding energy per atom. The ioniza-
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tion potential (IP) and the electron affinity (EA) were calculated with the ∆-SCF method.
Therefore the total energy with one electron more and less has to be computed. From the
differences of the resulting energies
IP = E(N − 1)− E(N) (6.1)
and
EA = E(N + 1)− E(N) (6.2)
are determined. Additionally, these values can be interpreted as corrected HOMO and
LUMO values. One can calculate a HOMO-LUMO-gap from their difference
EFG =IP− EA . (6.3)
In theory the HOMO-LUMO-gap is defined by the difference between the Kohn-Sham
eigenvalues of the HOMO and the LUMO eigenstates.
EHLG =ϵHOMO − ϵLUMO (6.4)
This gap is normally underestimated by DFT. [143, 144] In the following subsections all
pictures of GaN clusters have the same color code were gallium atoms are brownish and
nitrogen atoms are blue.
6.1.2.1 Ga4N4
The Ga4N4 cluster is the smallest cluster that could be formed except from the also possible
dimer. The cluster forms a cubic structure with one atom at each corner. Thereby all
sides have the same length of 2.0Å and the angles are 87 ◦ to 92 ◦. In Fig. 6.1 the structure
of the cluster is displayed. The binding energy of this cluster is 2.84 eV/atom.
The density of states is presented in Fig. 6.2.
The DFT HOMO-LUMO gap is very small and so the orbitals nearly overlap as in a metal.
One can see that the region of the DOS near the gap is dominated by p-states of Ga and
N. A common problem of many DFT calculations is that the d- orbitals are not localized
enough. In some cases that problem can be successfully treated for example by the so
called LDA+U approach. [145] Some authors also applied the approach to calculations on
GaN. [146] Thereby an negative value of U is applied to the p-states of the nitrogen atoms.
The author thinks this should not be done, even if it would improve some properties since
the physical motivation in the introduction of U applies only to d-orbitals and positive
values of U.
Table 6.1: Table of the properties of the investigated GaN clusters.
Cluster Etot (Ha) Eb (eV/ atom) IP (eV) EA (eV) EFG (eV) EHLG (eV)
Ga -1924.5675 0.00 5.90 0.34 5.56 0.002
N -54.5355 0.00 14.91 -0.28 15.19 4.170
Ga4N4 -7917.2459 -2.84 7.96 3.05 4.91 0.280
Ga6N6 -11876.0391 -3.22 7.66 3.09 4.57 0.480
Ga8N8 -15834.8016 -3.36 7.47 2.78 4.69 1.030
Ga10N10 -19793.5335 -3.41 7.36 2.68 4.69 1.370
Ga12N12 -23752.4970 -3.70 7.54 2.64 4.90 1.700
6.1. QUANTUM DOTS 37
Figure 6.1: Structure of the GaN cluster with 8 atoms (4N and 4Ga). The cluster forms
a nearly cubic structure with 6 equal quadrilateral sides.
Figure 6.2: DOS of the Ga4N4 cluster. One can see nearly no HOMO-LUMO gap. The
LUMO, which is dominated by states of Ga, comes very close to the HOMO compared to
the other clusters.
To make sure the structure is really stable, the dynamic stability has to be evaluated
and therefore the vibrational spectra of the quantum dot is calculated. The vibrational
spectra shows modes at 100, 159, 195, 217, 343, 370, 391, 437, 446, 462, 491, 536 and
569 cm−1. There are only positive modes, which indicates the structure is dynamically
stable. Following the same building principle it is possible to add more atoms.
6.1.2.2 Ga6N6
Adding two atoms of Ga and N each results in the next cluster with the formula Ga6N6.
Thereby two hexagons lie parallel to each other and form 6 quadrilaterals in between them.
The geometrical optimization lead the energetically stable clusters. In each hexagon both
kinds of atoms alternate in the hexagon and orient in a way that there counterpart is on
the opposite hexagon (see Fig. 6.3). This configuration contains bonds of two different
lengths (1.92Å within the hexagon and 2.05Å in between the hexagons) and different
angles from (82 ◦ to 140 ◦) in between them. The bond energy goes up to 3.22 eV/atom.
The electronic structure of the calculated structure is summarized in its DOS displayed in
figure 6.4. The main difference to the previous structure is that the HOMO-LUMO gap
opens slightly.
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Figure 6.3: Structure of the GaN cluster with 12 atoms, 6 N and 6 Ga each. Thereby the
atoms form 2 hexagons and 6 quadrilaterals.
Figure 6.4: In the DOS of the Ga6N6 cluster it is visible that the HOMO-LUMO gap
starts slowly to open. Nevertheless the gap is still very small. As for all these clusters the
largest contribution comes from the p states of the involved atoms.
Qualitatively the gap is quite close to the one we observed for the smallest cluster. There
are many states below the Fermi level and only some directly above. Calculations of
the vibrational frequencies do not show imaginary modes, so the structure is dynamically
stable. The calculated spectra shows peaks at 71, 76, 137, 186, 227, 252, 278, 364, 389,
416, 446, 459, 500, 524, 571, 612, 621 and 668 cm−1.
6.1.2.3 Ga8N8
For the next cluster the surface area changes from an hexagon to an octagon. The resulting
structure after relaxation is displayed in Fig. 6.5. This configuration contains bonds of
two different lengths, (1.88Å within the octagon and 2.07Å in between the octagons) and
different angles of 115 ◦ and 155 ◦ within the octagons and 84 ◦ and 94 ◦ to the connections
between them. The bond energy increases to 3.36 eV/atom compared to the previous
cluster.
The HOMO-LUMO-gap is again slightly larger then the one of the previous cluster, the
structural parameters adapt to the new geometrical situation. Also in Fig. 6.6 one can
see that the changes in the DOS compared to the previous cluster are small and only the
peaks near the band gap shift accordingly to the opening of the gap.
Furthermore the calculated vibrational spectra contains the following modes 68, 105, 119,
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Figure 6.5: Structure of the GaN cluster containing 16 atoms, of which are 8N and 8Ga
each. These form 8 quadrilaterals and 2 octagons.
Figure 6.6: DOS of the Ga8N8 cluster is displayed. For this cluster a clear bad gap of
about 1 eV can be seen.
151, 204, 223, 247, 335, 346, 394, 430, 440, 456, 490, 520, 693, 738 and 780 cm−1. All
determined frequencies are positive and so the structure is dynamically stable.
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6.1.2.4 Ga10N10
Another 2 atoms are added to both sides of the prism so that the basic structure changes
to a decagon prism. The bonds within the decagon have a length of 1.86Å and the one
in between the two are 2.08Å. The angles of the decagon are 124 ◦ and 163 ◦, the one to
the side are 84 ◦ and 93 ◦. The bond energy was determined to be 3.41 eV/atom. Only
atoms of different elements come together. The structure resulting from the relaxation
is presented in figure 6.7. This cluster has a large asymmetry between the growing area
Figure 6.7: Structure of the GaN cluster with 20 atoms consists of 10 N atoms and 10 Ga
atoms. These form 10 quadrilaterals and 2 decagons.
in two dimensions but still has about the same height as the smallest cluster. One can
see that the electronic gap calculated by the ∆-SCF method is not growing anymore by
going from the Ga8N8 to the Ga10N10 cluster. Nevertheless the band gap gained from the
Kohn-Sham orbitals and the bond energy is still increasing.
Figure 6.8: DOS of the Ga10N10 cluster is presented. The states around the gap are mainly
dominated by p-states of the nitrogen atoms.
The calculated vibrational spectra shows peaks at 41, 80, 99, 112, 131, 141, 148, 203, 230,
317, 345, 360, 389, 410, 428, 463, 500, 756, 761, 807 and 840 cm−1. From that follows
again the vibrational stability of this cluster. By adding another 4 atoms it is possible to
construct the next larger cluster again with higher symmetry.
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6.1.2.5 Ga12N12
By adding another 4 atoms and going to the next cluster it is possible to reorder the atoms
and come back again to an symmetric structure. With 24 atoms a spherical dot can be
build. The atoms form a spherical structure were each atom has 3 bonds to neighbors of
the opposite atomic kind. On the surface of the dot the atoms form 6 quadrilaterals and
8 hexagons.
Figure 6.9: A GaN cluster can also be constructed from 24 atoms, 12 N and 12 Ga each.
Thereby the surface consists of 6 quadrilaterals and 8 hexagons. All atoms have only
bonds to the opposite kind.
In case of this large 24 atom cluster the HOMO-LUMO-gap is comparable to the gap
standard DFT calculations give in bulk calculations.
Figure 6.10: DOS of the Ga12N12 cluster. Like for bulk GaN the HOMO and LUMO
states are dominated by the p-states, d-states play a minor role there.
Also this dot is dynamically stable, which means there calculated spectra shown no nega-
tive frequencies. The vibrational spectra shows peaks at 100, 122, 135, 143, 191, 205, 446,
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470, 490, 500, 553, 563, 664, 701, 763, 778 cm−1
By looking on the electronic structure it turns out that for very small clusters nearly
no HOMO-LUMO-gap could be found. Which means that this kind of clusters are not
suitable for the description of the properties of bulk GaN. In case of the large 24 atom
cluster the HOMO-LUMO-gap is comparable to the gap of standard DFT-calculation for
the bulk material.
For the cluster also the Raman spectra was computed, see Fig. 6.11, it shows 9 parallel
modes of which 5 have a perpendicular character, too. Possibly these can be used for an
experiential identification or distinction between different GaN nano dots.
Figure 6.11: The Raman spectra of the Ga12N12 cluster is presented. One can see that all
the modes have a parallel and some a perpendicular character, too.
Figure 6.12 gives an overview of the electronic levels in all the investigated GaN quantum
dots. It allows for an direct comparison of the relative orientation of the levels with respect
to the vacuum level. One can observe an systematic increase in the electron affinity while
the ionization potential stays relatively constant.
In Fig. 6.13 the computed absorption spectrum for the quantum dots is presented. One
can see how the absorption edge converges with growing cluster size. In general there are
changes in the beginning and shape of the main absorption peak while the high energy
tails stay comparable.
Even so GaN cluster do not represent the structure of GaN crystals, some of its properties
can be reproduced quiet well. The larger GaN dots have enough inner space within the
sphere so that it can be model systems for interstitial atoms in an GaN lattice. On the
other hand one can try to use the same structure for the description of other semiconductor
systems. The direct discussion on quantum dot properties is easier, because one does not
need to worry if the quantum dot is a correct model system for the bulk material.
Artificial GaN clusters of this type were already discussed in literature. [147, 148, 149] The
authors of those paper find similar structures with comparable properties. Even so there
is no direct application of these structures, they can be at least used as model systems
for two types of simulation. Especially the larger clusters can be used to model foreign
interstitial atoms within the lattice. This might be used for the discussion of qualitative
changes in the electronic structure.
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Figure 6.12: The electronic levels of all the GaN clusters around the Fermi level is com-
pared in the picture. All the structures are aligned along the vacuum level. The Fermi
level is marked with in red. One can see that for these isolated quantum clusters the
HOMO-LUMO-gap growth with a growing size of the clusters.
Figure 6.13: Absorption spectra of all the GaN clusters. One can see how the spectra
evolve towards the larger cluster.
Still one has to keep in mind that such simulation relates to very high concentrations
of interstitial atoms. For an realistic description the calculation of the defect has to be
embedded into a region of undisturbed GaN model. This can be done for example in
an Anderson impurity model. [150] Nevertheless the results should be evaluated since the
model system has different symmetries than the defects occurring in real bulk crystals.
6.1.3 Other and coupled semiconductor dots
Semiconductor dots are discussed as active component in photovoltaic devices. [151] It
was shown that these dots can be fabricated in a controlled way and that for example
there band gap can be adjusted and scales with there size. [152] The coupling of differ-
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ent quantum dots offers also the opportunity to solve a long standing problem, of charge
carrier recombination, which is present in many organic solar cell materials. In detail, it
exists a large variety of organic and quantum components having an electronic structure,
which allows for the absorption of photons from (solar) light and the formation of exci-
tons. But often the excitons formed, are strongly bond and annihilate them self fastly by
recombination. The effect behind the problem and how coupled quantum dot can be part
of a solution is discussed with the electronic structure of the investigated quantum dots.
Already in the work of Dalui et al. it was shown that in case of coupled quantum dots the
electronic structure can be chosen such so that the HOMO is located on one dot while the
LUMO is located on the other dot. [151]
In this work only a smaller model system are considered. Here we realized this effect using
small buckyball like clusters. Thereby all bonds are always saturated and no broken bonds
have to be considered.
As in the case of GaN (see sec. 6.1.2.5) the structure consists of 24 atoms forming a
spherical structure consists of 6 quadrilaterals and 8 hexagons. Each atom has 3 bonds
with atoms of the other partner element in the compound.
In the following the author will discuss the cases of CdS and ZnSe. The structures after
relaxation for the CdS cluster (see Fig. 6.14) and for the ZnSe cluster (see Fig. 6.15) are
presented. Compared to the corresponding GaN cluster the shape of these clusters are less
regular since these two materials have the slight tendency to form CdS or ZnSe dimers,
which than form the larger structure. The cadmium atoms are displayed in beige, sulfur
atoms in yellow, zinc atoms in gray and selenium atoms in orange.
Figure 6.14: Structure of the CdS cluster with 24 atoms, 12 S and 12Cd each. Thereby
the surface consists of 6 quadrilaterals and 8 hexagons. All atoms have only bonds to the
opposite type.
Since the properties of isolated clusters was already discussed in the section about GaN
cluster (see section 6.1.2), this section should mainly focus on effects triggered by the
combination of different materials. [153, 154] If one wants to couple these quantum dots
together the coupling can be varied by how they are oriented towards each other. They
can share only a corner, an edge, a quadrilateral face or a hexagonal face. Because of the
steric instability coupling over only one corner was not considered. Especially the weak
coupling over one edge (see Fig. 6.16) and the strong coupling over an hexagonal plane
are discussed (see Fig. 6.17).
The resulting electronic structure properties for all quantum dots are summarized in
Tab. 6.2. One can see a weak type II heterojunction character of the coupled dots, since
the HOMOs for CdS and ZnSe are nearly equal. A hetero structure in this regard is the
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Figure 6.15: Structure of the ZnSe cluster with 24 atoms, 12 Se and 12Zn each. Thereby
the surface consists of 6 quadrilaterals and 8 hexagons. All atoms have only bonds to the
opposite type.
Figure 6.16: Structure of the coupled CdS-ZnSe cluster with 48 atoms, 12 Zn, 12 Se, 12 S
and 12Cd each, if the two spheres are coupled along one edge.
Figure 6.17: Structure of the coupled CdS-ZnSe cluster with 48 atoms, 12 Zn, 12 Se, 12 S
and 12Cd each, if the two spheres are coupled at one of their hexagonal faces each.
physical combination of two semiconductor material, which leads to a common electronic
stucture of different character. Type II heterojunction means that the level structure
around the Fermi level is steplike so that the HOMO of the combined structure comes
from one component and the LUMO from the other. [155] Another notation for that is
staggered gap. In contrast to that in a type I structure the HOMO and LUMO of the
combined structure come from only one component, a straddling gap. The third option,
the broken gap or type III means, that the gaps of both components have no overlap.
To understand the new features of coupled dots one can look at the resulting Kohn-Sham
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Table 6.2: Electronic properties of the single and coupled quantum dots with IP ionization
potential, EA electron affinity, EFG gap from the difference between IP and EA, EHLG the
HOMO-LUMO gap. All values are given in eV.
IP EA EFG EHLG
CdS 7.58 2.10 5.48 2.77
ZnSe 7.60 1.92 5.68 2.90
weak 7.14 2.38 4.76 2.61
strong 7.03 2.39 4.64 2.40
Figure 6.18: The HOMO and LUMO of the different coupled quantum dots is presented
together with energy level diagram of the coupled and uncoupled quantum dots around
the Fermi level. All energy level diagrams were aligned along their Fermi level. The
HOMO and LUMO are spatially separated for both cases of the coupled quantum dots.
The HOMO is localized in the ZnSe dot whereas the LUMO will be found in the CdS dot.
The isosurface corresponds to an isovalue of 0.015√e/a30.
orbitals. For both dots the orbitals corresponding to the HOMO and LUMO level are
displayed in Fig. 6.18.
It is easily visible that in both cases each of the orbitals is mainly localized at one of the
quantum dots. And that the HOMO is localized at the ZnSe-part while the LUMO sits
on the CdS-part of the coupled quantum dot. This includes a small spacial separation of
these levels.
Here the considered application as photovoltaic material can be discussed. A photovoltaic
material has to be able to absorb photons. An absorbed photons leads to an excitation
in the electronic states of the system. Thereby an electronic jumps on an higher elec-
tronic level and leaves behind a hole. The combination of an excited electron and its
associated hole is called an exciton. In the absorption process of the photon always an
exciton with the same energy as the photon is created. The exciton is electromagnetically
bond and undisturbed the excitons are anihilated after a typical relaxtion time. Since in
photovoltaics one wants to use the created electron-hole pairs to provide electric power
the relaxation of excitons is an unwanted effect which reduces the efficiency of the energy
conversion. In a solid state semiconductor material the excited electron and hole can be
very close to each other. Than they form a strongly bond exciton. The stronger the
bonding of the excition the lower is the chance of it contributing to the energy production.
The main difference to other quantum systems is that due to the electronic properties of
the coupled dot system there is a lower limit for the size of an exciton.
To reduce this effect the electron and the corresponding hole of which the exciton consists,
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have to be separated. The excitation with lowest energy is given by the electron transfer
from HOMO to LUMO level. This is equivalent to an exciton with the electron located
at the LUMO and the hole located at the HOMO.
In case of a photovoltaic application the absorbed photons lead to a local charge carrier
separation, the formation of an exciton. An strongly bond exciton annihilates fast. Ac-
cording to the Coulomb law the forces between the components of the exciton decay with
their distance squared (1/∥r∥2). Therefore, a spacial separation inherent to the electronic
structure of the photovoltaic material could help to minimize excitonic recombination
losses.
In addition the electronic properties of several different quantum dots were discussed.
Continuing, the transport behavior of coupled quantum dots is discussed while they are
placed in between gold leads under consideration of a applied bias voltage.
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CdS ZnSe Au (111)Au (111)
strong
weak
ΣRΣL scattering region
Figure 6.19: Structure of the weak (top) and strong (bottom) coupled CdS/ZnSe quantum
dot between gold leads. On the right side is ZnSe (gray/orange) and on the left one
CdS (beige/yellow). Additional the regions described by their self energy and the scattering
region as used in the transport calculation are marked.
6.2 Transport through coupled quantum dots
Two configurations of the coupled quantum dots are placed in between two planar gold
leads to study the transport behavior. Due to the symmetric nature of the spherical
dots the area in which they can couple to the leads is similar on both sides for both
configurations. The details of the build-up process of transport devices are described in
the corresponding modeling section (see 5.1).
The resulting configurations of these investigations are comparable. In Fig. 6.19 the
relative positioning of the dots and the leads is displayed as well as which atoms are
considered to be part of the scattering region. Subsequently the remaining atoms form
the semi infinite leads and are included through their self energies Σ into the NEGF
formalism.
On the basis of the optimized device structure the transport characteristics is computed.
More details are given in computational details section 4.9.2. The presented current voltage
characteristics are displayed for bias voltages ranging from −1.5V to 1.5V.
Comparing the conductivities for the two models, there is obviously a significant differences
of almost two orders of magnitude (see also Fig. 6.22). The current through the strongly
coupled dots is higher than through the weakly coupled dots for a given bias voltage.
Additionally, the I-V curves are asymmetric with respect to changing the sign of the
bias voltage. That means the model junction offers some rectification behavior. This
asymmetry origins from the fact that the electronic states close to the Fermi energy of the
each lead are located on mainly on one of the coupled quantum dots. Similar criterion
has been exploited to design molecular rectifiers earlier [13, 45] in donor acceptor type
molecules.
An important tool to tune properties of electronic building blocks is the application of
gate voltages. In the following section the effect of gates on transport through coupled
quantum dots is discussed.
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Figure 6.20: The current-voltage curve of two coupled quantum dots placed in between
two gold leads. The coupling strength between the coupled dots is varied.
6.2.1 Applying gate voltages
The application of gate voltages within microelectronic devices, is a well known practice in
semiconductor technology especially to switch conductivity. To investigate the influence
of gate voltages to the device of coupled quantum dots three potential gate regions were
identified and investigated. These are a gate along both dots (VG,dots) or the application
of a gate voltage parallel to only one of the dots (VG,CdS or VG,ZnSe), which are sketched
in figure 6.21.
CdS ZnSe
VG,dots
VG,CdS VG,ZnSe
lea
d
lea
d
Figure 6.21: Possible regions where different gate voltages (VG) can be applied to the
device structure. Applying a gate to only to one quantum dots allows to shift the energy
levels. This enables not only a level matching between the respective dot and lead but
also between both dots.
In principle such a gate can be modeled on the atomic level in the form of a third lead.
That can for example also consist of gold atoms to which the corresponding gate voltage is
applied. An calculation with gates on the atomic level increases the computational effort
dramatically. One reason is that the additional gate lowers the symmetry. Additional to
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not having periodic boundary condition in z- direction one has to give up them in x- or
y-direction. That is the case because the gate should be only applied to one side of the
device. Using periodic repetition replicates the gate on the other side of the device. An
additional effect of reducing periodicity is that the normal leads (left and right) have to
be extended. This is due to the fact that they should represent a lead of bulk gold. In
the investigated device structure this is supported by the periodicity in x- and y-direction.
To realize a non periodic lead structure with the same properties would require a larger
number of gold layers in x- and y- direction that would increase the numerical effort.
Therefore, the gate calculations presented in the following include the gate voltage in
form of their impact. That means in the modification of the potential in the region of the
gate lead. Typically, envisaged applications of coupled quantum dots are also applications
as switching devices. Thus, we investigated the I-V characteristics of the two coupled dot
systems for different setups of gate electrodes. Additionally, it is possible to clarify the
origin of the effects seen in the I-V characteristics.
Figure 6.22: Current-Voltage curve corresponding to model device shown in Fig 6.19. The
current is plotted on a logarithmic scale. In case of the weakly coupled quantum dot
the current is about one order of magnitude smaller and slightly unsymmetrical for the
change of direction of the bias voltage. For the strong coupled dot the gate does not change
much. In contrast to that for the weak coupling dot the current increases systematically
and reaches nearly the strong coupling dots.
A gate setup where the gate voltage is applied to both dots simultaneously will change the
energy levels of the coupled dot system relative to energy levels in the contacts. Thus the
main effect of such an setup is the change of the dot - contact coupling. A second setup
where the gate is only applied to one dot of the coupled dot system is used to investigate
the effect of shifting the energies of the levels in the CdS dot while keeping the ZnSe levels
(almost) constant. In the latter setup the main effect is the change in coupling strength
between the individual dots in the junction.
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Figure 6.23: Current-Voltage dependence with gate over CdS dot. Applying the gate
voltage of both dots has a smaller impact then the respective gate application to only
one of them/dot. That means for example switching effect can be better achieved in this
configuration.
The main results of this investigation together with schematic drawings of the respective
junctions are shown in Figures 6.22 and 6.23. In our study gate voltages between −8V
and 8V have been applied.
In general the effect of applying a gate voltage over both dots (VG,dots) in the coupled
systems is small. The effect is even negligibly small for the strongly coupled dots (see
Fig. 6.22). In contrast to that, the impact of applying a gate voltage on just the CdS dot
is huge. As can be seen in Fig. 6.23, the current changes up to one order of magnitude
upon application of the gate voltage. Further, the asymmetry of the I-V curve of the
weakly couple dots is amplified. Changing the coupling between the coupled dot systems
and the gold contacts has very little effect on the I-V curves. Thus the major effects
that are responsible for the transport characteristics arise from the different electronic
coupling between the individual dots. Qualitatively, a selected preparation of junctions
with coupled dots in different bonding configuration would enable tuning of the junction
properties. Moreover the application of a gate voltage, especially for the weakly coupled
configuration, would allow for the design of switching applications.
In the following a overview of possible gate configurations and the resulting current- voltage
characteristics is presented. In general the effect of a gate voltage applied to only one dot
leads to larger changes in the current voltage curve than the application of a gate voltage
to both dots. But even the application of an asymmetric gate does not lead to a completely
different behavior such as a strong rectification effect. The figures 6.24 and 6.25 show two
representations of the same data, on a linear and one time as well as on the logarithmic
scale. The logarithmic representation allows to see small derivations at low voltages much
better. In general one can argue that a gate voltage of only 2V is too small to have a
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significant impact on the transport characteristics. While the application of high gate
voltages smooths out differences in the electronic structure of the different structures. In
general the strongly coupled quantum dots allow for higher conductivity compared to the
weakly coupled dots.
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(a) Gate over both dots (b) Gate over both dots
(c) Gate over the CdS dot (d) Gate over the CdS dot
(e) Gate over the ZnSe dot (f) Gate over the ZnSe dot
Figure 6.24: Current voltage characteristics through the strong and weak coupled dots
with different gates on the logarithmic scale. The gate for each configuration is specified.
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(a) Gate over both dots (b) Gate over both dots
(c) Gate over the CdS dot (d) Gate over the CdS dot
(e) Gate over the ZnSe dot (f) Gate over the ZnSe dot
Figure 6.25: Current voltage characteristics through the strong and weak coupled dots
with different gates. The gate for each configuration is specified.
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6.3 Charge transfer dimers
In the introduction the idea of using charge transfer dimers as possible rectifier was in-
troduced (see ch. 2). In this chapter also the difficulties for the realization of such devices
were discussed. We were motivated by the production of mixed crystals of Picene and
F4TCNQ. From the theoretical point of view we wanted to unterstand the color changes
observed in the formation reaction and their origin in the electronic structure. [44] Since
the resulting electronic structure around the Fermi level was asymmetric with respect to
the distribution of energic states we were interested in the resulting transport character-
istics. The transport calculation of this system showed a significant rectification effect for
the picene-F4TCNQ dimer system. This system consists of two parts, bond by a charge
transfer, these are one donor and one acceptor. Our first results for this system were
published in the paper of Hahn et al. in 2015. [45]
The following properties make this system especially interesting:
• molecular diode behavior
• new materials class
• simple formation reaction
The TCNQ and its derivatives are in general electron acceptors. Donors like picene can
for example be found in group of polycyclic aromatic hydrocarbon (PAH) within the
chemical compounds. To understand the effect and how it can be influenced the donors
and acceptors are varied.
All the components for the charge transfer dimers were constructed and firstly relaxed
as isolated system. In principle for all these components are wellknown chemicals. That
means they were often synthesized and are known to be stable. To make sure that our
models are dynamically stable the author calculated their vibrational spectra. For no
substance negative vibrational modes were observed and therefore they are dynamically
stable.
6.3.1 Variation of donors
The picene consists of 4 carbon rings in some kind of zigzag structure. The author studies
this molecule in comparison to other PAHs. These differ in the number of carbon six rings
and there relative orientation. In this study PAHs with 4 to 7 carbon rings are considered.
In some cases PAHs have the same number of rings arranged in different shapes.
These investigated molecules differ already in their appearance. For example the color,
were there is a group of black/grayish and of orange/yellowish substances, for example
see [44]. This indicates that their HOMO-LUMO gap differs. For the black ones nearly all
light is absorbed, which means their gap is small .
The PAH’s are a great playground to study different properties of chemical systems of finite
size. For real applications one also has to check their biological impact, because some of
the systems can be a health risk. Specifically, they are suspected to cause cancer. [156]
The table 6.3 lists the resulting molecular properties for the relaxed donor molecules.
6.3.2 Variation of acceptors
In the last decades uncountable publication have been pulished considering the TCNQ
molecule, its properties and possible applications. For example it is a component of the
charge transfer salt TTF-TCNQ which is an important organic semiconductor. [157] One
of our research questions is if the magnitude of the charge transfer within the charge
transfer dimer is an important property for the transport characteristics of the system.
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(a) picene (b) tetracene
(c) pentacene (d) chrysene
(e) perylene
(f) coronene
(g) zethrene
Figure 6.26: Overview of possible donor molecules. They have in common that they are
planar and have aromatic electron systems. These group of chemicals is called polycyclic
aromatic hydrocarbon (PAH).
The charge transfer between the components will also always induce a dipole. Thereby one
has in principle two degrees of freedom, these are the absolute strength and the direction
of the dipole.
6.3.2.1 Variation of the electronegativity
From the acceptor F4TCNQ we could derive different weaker electron acceptors. This
means to vary the between hydrogen and fluorine in the TCNQ molecule. One can sub-
stitute one, two, three or all 4 fluorine by hydrogen. The configurations with all or none
substituted are unique. In the other cases exist more than one possible configuration. The
electronegativity of the molecule growths mainly with the fluorine content. In the case of
dimers with TCNQ and F4TCNQ the dipole is orthogonal to the plane of the dimer.
6.3.2.2 Breaking of symmetry
For substitutions of one, two or three fluorine atoms, the symmetry of the TCNQ molecule
is reduced. In other cases than the symmetric substitution of two hydrogen also the
direction of the dipole will change. By combining such a modified acceptor with a donor it
is possible to change the dipole moment with respect to the transport direction. This allows
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us to study different dipole orientations. That also influences the reaction to additional
perpendicular gate voltages. Within that one has to keep in mind that such investigation
is more of theoretical nature, because it is not sure if all such compounds can be easily
synthesized by chemists.
6.3.2.3 Investigated acceptors
The acceptor can be modified by substitution of hydrogen in the TCNQ by fluorine.
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Figure 6.27: Possible acceptor molecules on the basis of TCNQ. Only the first two are
discussed in detail. The others are mainly presented for completeness and as inspiration
for further research. Especially in case of the broken symmetry in (d) and (e) an additional
dipole moment within there molecular plane modifies the properties.
In the case of the F2TCNQ it is also possible to have the fluorine atoms substituted
in an asymmetric way to the TCNQ basis. Such substitutions can be hard to realize
experimentally. The variations of F2TCNQ are not discussed in detail in this work and
therefore remain as options for future research. Of course there exist more substitutions
for example F1TCNQ and F3TCNQ which are always asymmetric. The author focused
on the two cases without (TCNQ) and with maximal flourine (F4TCNQ) substitution.
Their molecular properties are also summarized in table 6.3.
6.3.3 Properties of charge transfer dimers
In the following, the resulting structures for the charge transfer dimers, if both constituents
are relaxed together, are presented. Since the components in all dimers interact on a
relatively large common surface it is expected that Van der Waals interaction plays a
role. To include them the empirical correction to DFT from Grimme was used. [158] The
components are stacked on top of each other so that the normal vector of their molecular
plane is oriented along the z axis. All figures of charge transfer dimers share the same
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Table 6.3: Electronic properties of the components forming the charge transfer dimers IP,
EA, EFG gap from the difference between IP and EA, EHLG the HOMO-LUMO gap. All
values are given in eV.
IP EA EFG EHLG
TCNQ 8.99 3.65 5.34 1.43
F4TCNQ 9.23 4.04 5.19 1.35
chrysene 7.13 0.51 6.63 2.94
coronene 6.98 0.69 6.29 2.85
picene 6.97 0.64 6.33 2.93
perylene 6.58 1.11 5.46 1.85
zenthrene 6.10 1.60 4.49 1.18
tetracene 6.51 1.24 5.26 1.62
pentacene 6.10 1.60 4.49 1.18
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Figure 6.28: View on the x-y-plane of the chrysene-F4TCNQ dimer and from the side is
displayed. The F4TCNQ is half on top of one of the inner chrysene rings so that its arms
lie above the inner and the outer ring. In that way there is a large contact area but all
the atoms can avoid each other.
color code, with carbon atoms in gray, hydrogen atoms in white, nitrogen atoms in blue
and fluorine atoms displayed in green.
Looking on these structures after relaxation one can observe that they fall into two cate-
gories. The first category are structures oriented such that the rings of both components
have the same orientation in the x-y plane. Thereby the TCNQ derivative is shifted by
approximately by half of a carbon six ring. This happens because in all dimers the atoms
avoid to be directly on top of each other. In the second category one ring of each com-
ponent dominates the dimer formation process. Thereby these two dominant carbon six
rings position themselves on top of each other. While doing so, they rotate in the x-y
plane so that they nevertheless avoid having C-atoms positioned directly on top of each
other. The individual charge transfer structures resulting from relaxation are shown and
discussed. For all coupled charge transfer dimers two views are presented, one from the
top and one from the side.
In case of chrysene and F4TCNQ, there are two molecules of approximately the same size.
The atoms in both molecules avoid each other so that no atom is directly on top of each
other (see Fig. 6.28), so the structure falls into category I.
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Figure 6.29: View on the x-y-plane of the coronene-TCNQ dimer and from the side. The
TCNQ is positioned such that its ring is on top of the inner ring and one of the outer rings
of the coronene molecule. The arms of the TCNQ are on top of the neighboring rings. All
atoms avoid being directly on top of each other.
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Figure 6.30: View on the x-y-plane of the coronene-F4TCNQ dimer and from the side. The
F4TCNQ is positioned such that its ring is on top of the inner ring and one of the outer
rings of the coronene molecule. The arms of the F4TCNQ are on top of the neighboring
rings. All atoms avoid being directly on top of each other.
In the case of coronene, the combination with TCNQ and F4TCNQ was investigated.
In both cases the TCNQ derivative is positioned such that its ring is on top of the inner
ring and one of the outer rings of the coronene molecule (see Fig. 6.29 for coronene-TCNQ
and Fig. 6.30 for coronene-F4TCNQ). The arms of the TCNQ are on top of the neighboring
rings. All atoms avoid being directly on top of each other and both fall into category I.
The next combination is the already discussed combination of picene and F4TCNQ (see
Fig. 6.31). The resulting structure shown in figure 6.31 is similar to the one found in the
literature. [44, 45] Picene-dimers in combination with both TCNQ derivatives fall into
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Figure 6.31: View on the x-y-plane of the picene-F4TCNQ dimer and from the side. Both
molecules have the same dimension in the y-direction. The relative orientation of the
molecules is identical to the configuration in the picene-TCNQ dimer.
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Figure 6.32: View on the x-y-plane of the picene-TCNQ dimer and from the side. In this
dimer the carbon rings are shifted by half a carbon ring so does the atoms successfully
avoid lying on top of each other. The configuration if nearly identical to the one of the
picene-F4TCNQ dimer.
category I. The TCNQ derivative is positioned on top in between of the two central rings
of the picene molecule. By this half ring shift in the x-y-plane all atoms can avoid each
other. The picene-TCNQ dimer is shown in figure 6.32.
There are two linear PAH, which consists of four or five aromatic carbon six rings. Both
are combined with F4TCNQ each. In case of tetracene the configuration is different from
the other cases because the ring of the F4TCNQ is positioned on top of the second ring of
tetracene, figure 6.33. Still the atoms avoid being on top of each other. The configuration
for pentacene (see figure 6.34) is similar to the one before with tetracene (see figure 6.33).
The only difference is that the ring of the F4TCNQ is positioned above the central carbon
ring of pentacene. This means both configurations belong to category II. The pairings of
perylene with TCNQ (fig. 6.35) and F4TCNQ (fig. 6.36) are quiet similar and both belong
to category II.
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Figure 6.33: The view on the x-y-plane of the tetracene-TCNQ dimer and from the side
is presented. It can be observed, that the ring of the TCNQ orients it self on top of one
of the tetracene rings, but avoids to have C-atoms directly on top of each other.
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Figure 6.34: View on the x-y-plane of the pentacene-F4TCNQ dimer and from the side is
presented here. The central carbon rings of both components are shifted on top of each
other. Again they are rotated such, that not two atoms are directly on top of each other.
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Figure 6.35: View on the x-y-plane of the perylene-TCNQ dimer and from the side. The
ring of the TCNQ is positioned on top of the central ring of the perylene molecule. Again
the carbon atoms in both rings avoid being directly on top of each other.
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Figure 6.36: View on the x-y-plane of the perylene-F4TCNQ dimer and from the side is
displayed here. The ring of the F4TCNQ is positioned on top of the central ring of the
perylene molecule. Again the carbon atoms in both rings avoid being directly on top of
each other.
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Figure 6.37: Zethrene-F4TCNQ dimer is again in category I with a shift of about half
a benzene ring. On the x-y-plane of the zethrene-F4TCNQ dimer and from the side.
The ring of the F4TCNQ is positioned in between the two central rings of the zethrene
molecule.
Figure 6.38: Energy level diagrams for dimers of different polycyclic aromatic hydrocarbon
with F4TCNQ, calculated with NRLMOL. The energy levels are aligned along the vacuum
level. The red lines mark the Fermi level.
In both cases central rings of perylene and of the TCNQ derivative are positioned on top
of each other while the atoms avoid being directly on top of each other. The ring of the
F4TCNQ is positioned central over the two middle rings of the zethrene in order to form
the zethrene-F4TCNQ dimer (see Fig. 6.37). So the zethrene-F4TCNQ dimer falls into
category I.
The energy level diagrams of the pairings with F4TCNQ relative to the vacuum level
are presented in figure 6.38. The Fermi levels of the different structures are relatively
similar. In all cases the HOMO-LUMO-gap is reduced dramatically by combining the two
constituents of the charge transfer dimer. For the pairings with TCNQ the band gap is
slightly larger than for the corresponding combination with F4TCNQ.
In contrast IP’s and EA’s are always a bit smaller. The complete values for all combinations
can be found in table 6.4.
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Table 6.4: Electronic properties of the charge transfer dimers IP ionization potential, EA
electron affinity, EFG gap from the difference between IP and EA, EHLG the HOMO-LUMO
gap. All values are given in eV
IP EA EFG EHLG
chrysene-F4TCNQ 7.60 3.66 3.94 0.65
coronene-F4TCNQ 7.46 3.60 3.86 0.76
coronene-TCNQ 7.34 3.28 4.07 0.92
picene-F4TCNQ 7.37 3.60 3.77 0.68
picene-TCNQ 7.19 3.31 3.87 0.72
perylene-F4TCNQ 6.95 3.82 3.13 0.02
perylene-TCNQ 6.84 3.47 3.37 0.06
zenthrene-F4TCNQ 6.49 3.63 2.86 0.20
tetracene-F4TCNQ 7.01 3.62 3.39 0.33
pentacene-F4TCNQ 6.56 3.64 2.92 0.02
Table 6.5: DFT density based charge transfer between the PAH’s and F4TCNQ in the
upper and with TCNQ in the lower part. The values are given in parts of electrons e− and
Ångström Å. There is always the comparison of the free dimer and of the device structure
with the dimer as he relaxes between the gold leads.
dimer CT device (e−) CT free (e−) IDD device (Å) IDD free (Å)
chrysene 0.21 0.14 2.70 3.20
coronene 0.21 0.17 2.83 3.15
picene 0.26 0.15 2.70 3.18
pentacene 0.42 0.32 2.82 3.31
perylene 0.31 0.22 2.83 3.25
tetracene 0.38 0.26 2.65 3.23
zethrene 0.48 0.36 2.90 3.16
perylene - 0.18 - 3.23
coronene 0.21 0.17 2.83 3.15
picene 0.23 0.14 2.78 3.31
The next table 6.5 summarizes the charge transfer values directly gained from the DFT
densities and the inter dimer distance (IDD) in the free dimers and for the dimers placed
in between the gold leads. The free IDD’s vary by about 0.15Å between 3.15Å to 3.31Å.
Placing the charge transfer dimer between gold leads reduces the inner distance. There the
spread is a bit larger around 0.25Å and range from 2.65Å to 2.9Å. But this phenomenon
will be discussed in the transport part (see section 6.4).
One basic hypothesis is that the rectification in the charge transfer dimer arises from
the charge transferred along the transport axis while the formation of the charge transfer
dimer. Connected to that is the idea that the amount of charge transferred influences the
strength of the rectification. To verify these ideas the charge transfer of the investigated
systems is evaluated. The methods to do so are described in the modeling section, see
section 5.3. In case of the density based method two different approaches are compared.
These are on the one hand calculations on the isolated dimer and on the other hand on
the device structure.
For all investigated structures the calculated charge transfer increases a bit when cal-
culating for the free and than for the device configuration. The increase of on average
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Table 6.6: Charge transfer calibration on the basis of the bond lengths in TCNQ and
F4TCNQ.
molecule a (Å) b (Å) c (Å) d (Å) cb+d CT (e−)
TCNQ 1.363 1.442 1.400 1.423 0.4887 0
TCNQ−0.25 1.366 1.436 1.408 1.420 0.4930 0.25
TCNQ−0.5 1.370 1.432 1.416 1.417 0.4936 0.5
TCNQ−0.75 1.374 1.429 1.426 1.416 0.4970 0.75
TCNQ− 1.379 1.425 1.435 1.413 0.5056 1
F4TCNQ 1.369 1.443 1.399 1.425 0.4877 0
F4TCNQ−0.25 1.372 1.438 1.408 1.425 0.4919 0.25
F4TCNQ−0.5 1.375 1.434 1.414 1.421 0.4951 0.5
F4TCNQ−0.75 1.378 1.430 1.423 1.420 0.4993 0.75
F4TCNQ− 1.380 1.425 1.430 1.418 0.5029 1
0.09 electrons can be understood by the decrease of the IDD, which leads to a stronger
interaction between the components. That itself shows that the result within the method
is stable if for all calculations are done on the same grid points.
The second option to determine charge transfer is on the basis basis of the bond lengths in
the TCNQ component. This is done by stepwise charging the component and relaxing the
structure for each step. A charge transfer below one is expected. Therefore the molecule
was charged with up to one additional electron in steps of 0.25 electrons. Each time the
bond length in the relaxed structure were evaluated. The author always worked with the
average length of all possible bonds according to the procedure (see section 5.3). The
resulting values are displayed in table 6.6.
From these data a linear function relating charge transfer (CT) and bond lengths for each
TCNQ and F4TCNQ can be fitted. For TCNQ the fit of the charge transfer in relation to
the bond length coefficients leeds to the equation:
CT = 58.942 c
b+ d − 28.710 . (6.5)
In case of the charged F4TCNQ the result is:
CT = 66.043 c
b+ d − 32.217 . (6.6)
With the bond lengths of the acceptors inside the charge transfer dimers one can estimate
there charge transfer. Now the charge transfer within the charge transfer dimer can be
determined. Therefore the bond lengths within the acceptor components in all the relaxed
dimer structures have to be evaluated. The resulting values can be found in table 6.7. Each
charge transfer is evaluated using the acquired calibration functions.
For the dimer perylene-F4TCNQ [119] and picene-F4TCNQ [44] we can do a direct com-
parison for the charge transfer since it is part of this work and also reported in literature.
This theoretical work computed a charge transfer 0.31 e−1 while the experimental paper
of Hu et al. reports a value of 0.30 e−1. In case of the picene-F4TCNQ the derivation is
larger since this work computed 0.14 e−1, while in literature 0.19 e−1 are reported. Given
that the structures are not equal the agreement is reasonable.
If one compares the charge transfer values for the free dimers resulting from the density
difference and the bond length method one can see that the values resulting form the
bond length method are on average a bit larger than the ones resulting from the density
differences. A possible explanation is that DFT delocates the density too much, which
leads to a too equal distribution of the density and therefore to a lower charge transfer.
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Table 6.7: Bond length and charge transfer in TCNQ and F4TCNQ within different charge
transfer dimers
molecule a (Å) b (Å) c (Å) d (Å) cb+d CT (e−1)
chrysene-F4TCNQ 1.368 1.440 1.400 1.425 0.4887 0.06
coronene-F4TCNQ 1.370 1.438 1.405 1.424 0.4908 0.20
pentacene-F4TCNQ 1.372 1.433 1.412 1.421 0.4949 0.47
perylene-F4TCNQ 1.370 1.435 1.407 1.422 0.4925 0.31
picene-F4TCNQ 1.369 1.439 1.403 1.425 0.4899 0.14
tetracene-F4TCNQ 1.371 1.436 1.407 1.423 0.4922 0.29
zethrene-F4TCNQ 1.373 1.432 1.414 1.421 0.4957 0.52
coronene-TCNQ 1.365 1.438 1.404 1.420 0.4910 0.23
perylene-TCNQ 1.363 1.439 1.403 1.421 0.4905 0.20
picene-TCNQ 1.363 1.439 1.402 1.422 0.4900 0.17
Table 6.8: Spectroscopic wave number of IR modes in TCNQ in dependence of there partial
charge transfer. Thereby the modes 3, 4 and 10 can be identified as modes involving the
nitrogen atoms.
Molecule CT (e−1) mode 1 (cm−1) 2 (cm−1) 3 (cm−1) 4 (cm−1) 5 (cm−1)
TCNQ 0.00 46.427 80.056 128.172 207.810 460.652
TCNQ−0.25 0.25 42.255 77.538 125.292 204.181 462.958
TCNQ−0.5 0.50 36.288 74.233 120.667 198.902 464.886
TCNQ−0.75 0.75 27.635 70.046 115.445 191.818 466.440
TCNQ− 1.00 10.954 64.676 108.909 182.810 467.616
Molecule CT (e−1) mode 6 (cm−1) 7 (cm−1) 8 (cm−1) 9 (cm−1) 10 (cm−1)
TCNQ 0.00 843.210 966.261 1340.028 1518.059 2227.224
TCNQ−0.25 0.25 836.419 963.272 1322.724 1518.534 2224.115
TCNQ−0.5 0.50 829.118 960.209 1305.186 1519.661 2221.198
TCNQ−0.75 0.75 821.310 956.435 1287.695 1520.913 2218.501
TCNQ− 1.00 812.949 952.492 1270.493 1522.534 2216.044
6.3.3.1 Charge transfer from the IR - Spectra
In order to use the IR-spectra to discuss charge transfer in the system one should chose
modes which are unique to one component of the charge transfer complex. For the systems
investigated here these are the modes involving the nitrogen in the TCNQ or respective
F4TCNQ. These modes can be identified in the spectra of the single molecule and moni-
tored while the molecule is stepwise charged. Thereby one has to be careful that the mode
does not change its character since modes can switch their position within the spectra.
Possible modes in the spectra of TCNQ and F4TCNQ and their shifts due to charging of
the molecules are discussed in the following. In table 6.8 the possible modes of the TCNQ
spectra for stepwise charging the molecule are summarized.
For all these vibrational modes the change with the formal charge can be fitted as linear
functions. Thereby a is the slope and b the absolute value, when the function has the form
CT = a · wave number of mode+ b . (6.7)
The parameters of the fitted equations are displayed in the table 6.9. For the TCNQ most
modes shift towards smaller wave numbers, while two shift to larger wave numbers. There
is a relatively large spread in the slopes. The same procedure can be applied for the modes
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Table 6.9: Parameters for the fitted linear charge transfer curves for spectroscopic modes
in the TCNQ molecule. The slope a is given in cm·e−1 and the absolute value b in e−1.
mode slope a absolute value b
1 -0.027 1.384
2 -0.064 5.191
3 -0.051 6.569
4 -0.039 8.179
5 0.141 -65.129
6 -0.033 27.844
7 -0.072 69.999
8 -0.014 19.242
9 0.213 -323.955
10 -0.089 198.598
Table 6.10: Spectroscopic wave number of IR modes in F4TCNQ in dependence of there
partial charge transfer. The modes 3, 10, 11 and 12 are related to the Nitrogen atoms.
Molecule CT (e−1) mode 1 (cm−1) 2 (cm−1) 3 (cm−1) 4 (cm−1) 5 (cm−1) 6 (cm−1)
F4TCNQ 0.00 31.913 100.991 159.143 242.912 313.184 557.100
F4TCNQ−0.25 0.25 27.147 99.974 154.029 236.466 311.477 553.398
F4TCNQ−0.5 0.50 22.801 98.531 147.718 228.337 309.666 549.337
F4TCNQ−0.75 0.75 16.395 96.611 140.173 218.404 307.765 544.916
F4TCNQ− 1.00 -13.389 94.236 131.186 206.438 305.734 540.107
Molecule CT (e−1) mode 7 (cm−1) 8 (cm−1) 9 (cm−1) 10 (cm−1) 11 (cm−1) 12 (cm−1)
F4TCNQ 0.00 1366.075 1508.176 1550.373 2204.420 2204.683 2229.549
F4TCNQ−0.25 0.25 1347.725 1509.923 1552.217 2199.427 2199.692 2226.418
F4TCNQ−0.5 0.50 1329.442 1512.105 1554.488 2194.855 2195.125 2223.568
F4TCNQ−0.75 0.75 1311.335 1514.758 1557.061 2190.686 2190.973 2220.854
F4TCNQ− 1.00 1293.497 1517.924 1559.861 2186.908 2187.234 2218.533
of the F4TCNQ molecule (see Tab. 6.10). Due to the additional Fluorine atoms two more
vibrational modes are possible.
Also for this modes the charge transfer towards the F4TCNQ molecule can be fitted in
dependence of the shift of the vibrational modes. For the resulting linear fit curves see
table 6.11.
Already for the slightly more complex molecule the result is more complicated, since there
are two additional modes for this system. While most of the modes shift to lower wave
numbers, again two of them shift to larger wave numbers.
On the basis of the fitted curves the charge transfer for all the investigated charge transfer
dimers can be evaluated. So there is a charge transfer value for each charge transfer dimer
for each of the chosen IR modes. As each of the charge transfer dimers can obviously only
have a unique charge transfer the evolution for all the IR modes should end up more or
less close to one value.
While evaluating the IR modes in the TCNQ derivative as well as in the charge transfer
dimers one has to make sure that the character of the modes is equal. In the following the
author will discuss the charge transfer resulting from the IR-modes including the nitrogen
atoms, since these should be the ones least influenced by modes in the donor molecule.
The results for dimers containing F4TCNQ are presented in table 6.12, the once for TCNQ
dimers are displayed in table 6.13.
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Table 6.11: Fitted charge transfer curves for the F4TCNQ dimers. The slope a is given in
cm·e−1 and the absolute value b in e−1.
mode slope (a) absolute value (b)
1 -0.018 0.835
2 -0.144 14.667
3 -0.035 5.686
4 -0.027 6.635
5 -0.134 42.039
6 -0.059 32.733
7 -0.014 18.809
8 0.101 -152.887
9 0.104 -161.672
10 -0.057 125.528
11 -0.025 125.936
12 -0.029 201.373
Table 6.12: Charge transfer resulting from the IR modes in F4TCNQ within different
charge transfer dimers
molecule mode (cm−1) CT (e−1) mode (cm−1) CT (e−1) mode (cm−1) CT (e−1) mode (cm−1) CT (e−1)
chrysene 149.807 0.38 2205.624 -0.09 2206.797 -0.14 2229.922 0.20
coronene 150.410 0.36 2197.960 0.35 2198.956 0.30 2224.131 0.47
pentacene 149.863 0.38 2185.234 1.07 2188.231 0.92 2216.245 1.18
perylene 146.307 0.51 2188.883 0.86 2193.359 0.62 2219.115 0.92
picene 151.283 0.33 2199.175 0.28 2201.393 0.17 2225.009 0.39
tetracene 151.719 0.31 2192.979 0.63 2196.299 0.46 2222.417 0.62
zethrene 147.974 0.45 2183.527 1.17 2184.412 1.15 2212.960 1.48
Table 6.13: Charge transfer resulting from the IR modes in TCNQ within different charge
transfer dimers
molecule mode (cm−1) CT (e−1) mode (cm−1) CT (e−1) mode (cm−1) CT (e−1)
coronene 111.446 0.92 223.756 -0.54 2222.344 0.42
perylene 128.417 0.06 211.845 -0.07 2220.214 0.61
picene 109.160 1.03 214.835 -0.19 2223.588 0.31
The dimer spectra is the sum of all possible IR modes of both components. In contrast to
that the calibration spectra are only calculated for one component. If modes of the second
component are close to the mode that is investigated it can be complicated to evaluate
the mode correctly. That is for example the case if the modes connected to the bonds of
the bond lengths analysis should be evaluated since aromatic carbon-carbon bonds exist
in both constituents of the charge transfer dimers.
It is easy to see that the results for the same molecular dimer differ dramatically for the
evaluation of different IR modes. Some of the resulting charge transfers lie even outside
the calibration range of transferring between non and one electron from the PAH to the
TCNQ derivative. That means the shift of IR modes is no general method to distinguish
the charge transfer between components of the charge transfer dimers. Not even for a
subset of modes there is no clear correlation to the charge transfer resulting from other
methods.
In summary one can say, that the shift of all or certain IR modes is no proper measure
for charge transfer in a charge transfer dimer.
To conclude the discussion about the charge transfer it is fair to say, that charge transfer
is not easy to compute within DFT. Nevertheless the evaluation of electron densities and
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the analysis of changing bond lengths give consistent results. Shifting IR modes can be
probably used as an indication that a charge transfer takes place, but they do not allow
for a reliable quantification of it.
What the author finds is a large spread for different modes. In some cases they do nearly
cover the whole investigated range. Clearly that result is not useful in order to understand
charge transfer. Mainly there are two possible explanations. On the one hand it could be
that there is a proper way to determine which modes to choose in order to get a reliable
result for charge transfer. The author does not yet know a method to do so. It can
be noted however that their exist publications successfully applying the method and get
realistic values for the charge transfer. However even there is normally not argued why a
specific mode was analyzed. It is a potential field for additional research.
In the works of Chappell et al. [121] and of Moldenhauer et al. [120] charge transfer was
successfully determined by the shift of IR modes in solid state structures. Since IR spectra
are determined by the local the method should be transferable to molecular structures.
In summary it can be said, the author tried three different approaches to determine charge
transfer in the investigated systems. The calculation on the basis of the electronic den-
sities and changing bond lengths lead to comparable results which seem to be physically
meaningful.
It is not completely sure what contributes to the failure of the IR mode method. Several
potential sources of error were identified. Especially in the theoretical adoption of the
method one should be very careful in order to achieve reliable results. The question which
modes are usable are maybe also relevant for the application in experimental setups.
To get an ideal assumption on how good the quality of results one should ideally compare
the result for a constructed system and for the crystal structure of a similar system, which
is known.
After computing the electronic properties of the charge transfer dimers, the device struc-
tures can be determined and the transport properties investigated.
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6.4 Transport through charge transfer dimers
In the paper of Hahn, Liebing and Kortus the authors discussed the mechanism of the
asymmetric transport within the charge transfer dimer of picene and F4TCNQ. [45]
The central question of the stability of the determined asymmetric I-V occurs, given the
fact that other investigated systems do not show this behavior. A special question was
why the asymmetric I-V curve is stable even so for many other investigated systems the
curves get resymmetrizied.
In contrast to previously investigated systems now weakly coupled charge transfer dimers
were analyzed.
Figure 6.39: Current parallel and perpendicular to the picene-F4TCNQ charge transfer
dimer within two gold leads. In the case of the perpendicular calculation, the asymmetry
between positive and negative bias voltage is reduced dramatically. This indicates the
origin of the asymmetry in the charge transfer between the dimer components.
Further it is studied whether the properties of the molecular system can be seen in the
transport characteristics. A closer look on many systems with rectification shows that
often an asymmetric coupling to the leads on both sides of the device are in fact the
reason of the rectification effect, for example see Batra et al.. [159] Nevertheless, this kind
of rectification is interesting and should be studied.
All the devices were constructed in the way described in the modeling section 5.1. Depend-
ing on there size the number of gold layers in the x and y direction had to be adjusted.
The resulting device structures are displayed in figure 6.40.
All studied molecular systems are exposed to the same conditions therefore result in sim-
ilar device structures. Relaxation of the device structures delivers in all cases a reduced
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Figure 6.40: Device structures of charge transfer dimers between gold contacts. Since the
gold leads are more or less fixed for all the devices the resulting device structures are also
similar. In all devices the atoms are displayed with the following color code: carbon in
gray, hydrogen in white, nitrogen in blue, fluorine in green and gold in golden.
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Figure 6.41: Overview of the I-V characteristics of the different dimer devices on a linear
scale. In general the behavior is relatively similar for all the different charge transfer
dimers. For very small bias voltages the achieved current is a bit higher for combinations
containing coronene. For positive bias voltages also dimers including picene show different
trends as other studied structures.
distance between both components of the charge transfer complex. On average the com-
ponents come closer to each other 0.43Å. Comparing charge transfer calculations of the
free dimer and the device structure an increase of on average 0.09 e−1 can be observed.
The individual properties of the studied device structures are listed in table 6.5 in the
properties section.
The devices displayed in figure 6.40 are used to conduct the NEGF transport calculations.
The numerical details are summarized in the computational details and theory section (see
sections 3.2 and 4.9.2). Between the two leads bias voltages in the range between −2.0V
to 2.0V are applied. For each chosen bias voltage the corresponding Greens functions are
calculated self-consistently. From that the transmission function is computed. The current
for a given bias voltage can be determined by integration of the transmission function.
Some values are not converged, thus for some I-V curves not the complete range from of
bias voltages from −2.0V to 2.0V is shown.
In the following the author presents an overview of all the current-voltage curves, on a
linear (see figure 6.41) and on a logarithmic scale (see figure 6.42). Than some of the
devices are discussed more in detail.
As it is easy to see, the transport curves of all the different charge transfer dimers look
quiet similar. This is reflected in the fact that the transport curves do mainly not show
HOMO-LUMO-gaps anymore. In the linear representation of the I-V curve a gap would
show up as a plateau around for low bias voltages.
The calculations of the molecular geometries delivered for all structures HOMO-LUMO-
gaps. The closing of these gaps seems to be based of the interaction of the gold leads
with the molecular structure. A possible cause is the formation of hybrid orbitals of the
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Figure 6.42: Overview of the I-V characteristics of the different dimer devices on a loga-
rithmic scale. One can see the spread of possible values.
molecule and the gold leads.
In the logarithmic representation (see fig. 6.42) it is even more clear that over a large
voltage range the devices behave very similar.
The calculated rectification values for all transport curves are visualized in figure 6.43.
As one can see in figure 6.43, for some bias voltages all charge transfer combinations
show some kind of rectification behavior. For different bias voltage the rectification of
coronene-F4TCNQ and pentacene-F4TCNQ even changes its sign. Since there is always
a charge transfer towards the TCNQ derivative, one can conclude that the rectification is
not directly related to the observed charge transfer.
When comparing the line shapes in the transport (for example fig. 6.41) and rectification
(for example fig. 6.43) it is obvious that the rectification curve has larger fluctuations than
the transport curve. This is mainly caused by the way the rectification is constructed
from two different current voltage curves by dividing there values at the same absolute
voltage value by one another. By doing so small differences between the two data sets are
highlighted. Therefore, not simultaneously changing slopes of the currents lead to spikes
in the rectification curve.
In order to analyze these trends more detailed the author discusses specific charge transfer
dimer pairs which are close to each other. On the one hand there is picene-F4TCNQ and
picene-TCNQ which differ only in the number of flourine atoms in the acceptor molecule.
On the other hand there is tetracene-F4TCNQ and pentacene-F4TCNQ. Thereby the
acceptor is completely equal while the donor consists of a linear arrangement of four or
respective five carbon six rings.
6.4.1 Flourine content in charge transfer dimers
Picene-TCNQ and picene-F4TCNQ can be used to discuss the influence of the total number
of flourine atoms on the calculated transport properties.
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Figure 6.43: Overview about the rectification behavior of the different dimer devices.
The rectification of the studied devices reaches values from 0.6 to 2.1. For coronene and
pentacene the rectification changes its sign. For non of the charge transfer dimers a high
rectification above ten or hundred can be achieved. Also in the case of weak coupling
charge transfer dimers the transport curve in more or less symetricized as it was already
observed for strongly coupled charge transfer dimers.
(a) Logarithmic (b) Linear
Figure 6.44: Current-voltage characteristic for picene with TCNQ and F4TCNQ. For
voltages below 1V the behavior is similar. For higher voltages F4TCNQ allows transport
of higher currents.
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Figure 6.45: Rectification ratio for picene with TCNQ and F4TCNQ. For voltages below
1V the behavior is similar.
(a) Logarithmic (b) Linear
Figure 6.46: Current voltage characteristics for F4TCNQ with tetracene and pentacene.
The conductivity through the dimer with pentacene is higher than through tetracene.
In figure 6.44 the conductivity through charge transfer dimers for voltages up to 2V is
displayed. The current voltage characteristics looks very similar independent of which
acceptor molecule was used. Only for voltages with |VB| > 1V the combination of picene
and F4TCNQ has a higher conductivity.
An assumption which should be analyzed during this thesis whether a higher charge trans-
fer between the components influence or increase the asymmetry in the calculated I-V
curves. The results of this analysis is presented in figure 6.45.
As one can see from table 6.5 the change of the resulting charge transfer between the two
charge transfer dimers is rather small even so an acceptor with higher electronegativty is
used. Also the computed rectifications are similar. Looking for the rectification of charge
transfer dimer with a nominally higher charge transfer like zethrene-F4TCNQ even a lower
rectification is found.
6.4.2 Change in length of the donor in charge transfer dimers
The relative surface occupied by the charge transfer dimer layer is smaller.
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Figure 6.47: Rectification ratio for F4TCNQ with tetracene and pentacene. For voltages
above 0.5V the rectification ratios for tetracene are increased.
The calculated current through the F4TCNQ with tetracene and pentacene is displayed
in figure 6.46. The pentacene shows a slightly higher currents compared to tetracene.
The corresponding rectification curves are displayed in figure 6.47.
Tetracene starts with a rectification around zero increases significantly and reaches a
plateau of R=1.5 for bias voltages above 0.75V. In the case of pentacene the rectification
starts around 1 grows up to 1.25 at a voltage of 0.5V, afterwards it stabilizes at 0.75 for
voltages above 0.75V.
The transport is largely independent of the size of the molecule. In a classical picture
one could argue that there are certain possible connections per charge transfer pair. Due
to its larger size obviously a pair of pentacene F4TCNQ covers a larger area than one of
tetracene-F4TCNQ.
One can see from these two previous examples it is not trivial to explain the differences even
for a pair of systems with a distinct difference. As already discussed in the theory section
DFT underestimates the HOMO-LUMO-gap. This can be corrected by the application
of higher levels of theory. Obviously the correction for different systems is not equal. So
starting from a different level of theory could mean starting from a different electronic
structure. That can lead to a different transport curve and thereby explain the differences
between systems.
Several other groups which discussed the differences in of transport devices normally com-
pare aromatic and antiaromatic systems. [160, 161, 162] Even there the differences in the
transmission between different states change only in small energy windows.
Nevertheless the new results have to be put into context to the old ones.
6.4.3 Classification of previous results
Looking back on our work of Hahn et al. it turns out that there is a discrepancy especially
in the maximum of the rectification. [45] To clarify the difference the author went back to
the structure which was found in the relaxation to perform the transport calculation in
this referenced paper. If one redoes the calculation with the new version of the GPAW
code the current voltage characteristics is much smoother than in the calculation before.
Additionally the rectification is reduced to the range of other charge transfer dimers.
The strong rectification of about 14 following from the transport curves in figure 6.39
vanished. [45]
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This can be partially explained by a mayor code update of the transport code mainly by
Dr. Torsten Hahn of our group. That included an improvement of the complex integration
which is required in each step of the self-consistent solution of the transmission function.
Especially the numeric stability was improved by increasing the number of stencils in the
numeric integration. Thereby, the convergence of the transmission function was improved.
The change in self-consistent can lead to the convergence to a different result. Also in the
integration of the transmission function the number of stencils for the numerical interaction
was improved. This lead to a smoothing of the calculated transport curves.
In summary, a large variety of charge transfer dimers lead over all to relatively similar
transport curves. Of course there remain some unexplained differences in the transport
behavior of different charge transfer dimers.
6.4.4 Final remarks on charge transfer transport
The author worked on computing comparable results for all the different charge transfer
dimers. Due to their different size they require different dimensions in x and y for the
gold leads. Since the dimers try to achieve different equilibrium distances from an gold
surface and have different equilibrium distances within itself, it is not possible to construct
a standardized transport device. Also the orientation on a gold surface is not equal.
It turned out that allowing the gold surface to relax, let to unphysical behavior as discussed
in the modelling section. Therefore it was excluded. A side effect is the reduction of the
number of parameters, so that the comparability of the results can be better controlled.
Nevertheless, the resulting variety of current-voltage curves can not be explained in a
systematic way. This means the curves can be used to talk about the general behavior of
weakly bond charge transfer dimers. Some ideas on how it might be possible to distinguish
between the transport properties of different weak charge transfer dimers are mentioned
in the Outlook chapter, see chapter 8.

Chapter
7
Conclusion
Low dimensional quantum systems allow to study the complex nature of quantum effects
while keeping the number of free parameters to control as low as feasible. If there is a
too high number of free parameters it raises the risk to choose the values of parameters
according to expectations. Another risk of many parameters is that the result of different
calculations should still be comparable.
In the first part I investigated the properties of isolated and coupled quantum dots from
semiconductor materials, such as GaN, CdS and ZnSe.
It could be shown, that small dynamically stable clusters without dangeling bonds can be
constructed for all materials. Since they do not have the same symmetry and structure as
in the crystal structure, they can not be used as model systems for all properties of the
crystal structure.
In case of GaN it is possible to electronically recover some properties of a GaN periodic
bulk calculation with only 24 atoms. Since the model system has a spherical shape, it can
be also used to model interstitial atoms.
For the coupled CdS-ZnSe quantum dots it could be shown, that the properties of smaller
and larger quantum dots are related and can be interpolated to a certain extend. [163, 154]
Nevertheless, small model systems allow for investigations which are not possible without
them. An example are self-consistent quantum transport calculations of coupled quantum
dots. Without the constructed model systems they are not computationally feasible at
the moment. The calculation of the model system enables for a qualitative understanding
of the transport characteristics.
It is shown, that additional gate voltages allow to fine tune transport properties. Also
switching between conducting and non conducting states is possible.
Further, I investigated systematically possible modifications to the material class of charge
transfer material. [44, 45, 164, 165] This allows to study the influence on material and
transport properties.
These low dimensional quantum systems allow to study the complex nature of quantum
effects while keeping the number of parameters to control within an acceptable limit.
In summary many of the materials show asymmetric transport, but the observed rectifi-
cation is weaker than the first calculations suggested.[45] The author discussed possible
causes for the discrepancies in the discussion section (Sec 6).
It turns out, that the applied method is not precise enough to distinguish the differences
between the investigated individual charge transfer dimers.
I showed how for a system with easily adjustable sizes of quantum dots and different
possible gates to transport properties can be tuned in an very smooth way.
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In principle the idea of molecular electronics is to go a step further in the miniaturization
of microelectronic.
Using weak coupling charge transfer dimers one can achieve a minor rectification. There-
fore they are rather weak candidates for rectifiers within molecular electronics building
blocks. This is in agreement with the behavior observed for the strongly coupled charge
transfer dimers.
It was shown, that for the weak coupling within a charge transfer dimer the transport
curve gets symmetrized, if the gold leads are allowed to relax in an unphysical way. That
is the case if small molecules significantly change a quasi infinite gold surface.
Since there are no experimental measurements yet it is not clear, if the controllable model
system is still comparable to a realistic system.
On the level of DFT strong rectification also on the basis of weak coupling charge transfer
dimers could be excluded. This continues the work of Ratner et al. which started the work
with the idea of rectification via charge transfer in a toy model in 1974. [13]. The next
step was in 2001, when it could be shown, that for strong coupling charge transfer dimers
the transport curve gets symmetrized. [166]
Now we could show, that also in case of weakly bond charge transfer dimers detected
rectifications remain rather small. No clear correlation between rectification and charge
transfer can be observed.
Nevertheless, there is a certain amount of rectification within charge transfer dimers. For
the moment there is no obvious way how to tune that.
Weakening the coupling between the components of the charge transfer dimer does only let
to rectification ratios of up to about 2. Variation of the charge transfer of up to 0.5 elctrons
does neither have a systematic nor significant influence on the rectification behavior.
Does and dont’s in construction of quantum structures
• do not build stacking faults
– right number of gold layers
– do not allow wrong planes to meet as periodic continuation
• before rotating blocks of atoms always check the symmetry
Does and dont’s in transport calculations
• try to include enough gold layers in the simulation of your leads.
Chapter
8
Outlook
The results and procedures presented in this work offer many opportunities to extend and
improve the work.
As known one of the general problems of DFT is the band gap problem. We used the
relatively old exchange functional PBE. To go over to Becke-Jones or hybrid functionals
can improve the results, but as discussed in the theory section (see Sec. 3.1.3) this adds also
more complexity and sources of error to the calculation, since it adds more parameters,
which have to be treated carefully.
8.1 Isolated semiconductor quantum dots
Isolated semiconductor quantum dots could be computed with more precise theoretical
methods in order to describe and understand their properties. Beside that remain other
options were clusters can be used as a tool to understand related structures. Defect
structures can be modeled within finite size clusters. Especially, for the spherical clusters
including hollow space can be used to inhabit additional foreign atoms as kind of interstitial
atoms. An interesting research question is if finite size clusters can describe bulk materials.
Therefore, in dependence of the investigated material general rules on how clusters should
be constructed, have to be found. There are numerous works on that topic (see ”embedding
clusters”).
8.2 Coupled quantum dots
Obviously, one can also calculate these systems on higher level of theory like GW, coupled
cluster, etc.. Here tuning by going to different material combinations is definitive an
option. This can be combined with one option in the previous section of finding general
which and how clusters of specific materials can be constructed.
8.3 Correction of Au-lead-molecule interaction
One of the results already extensively discussed is the fact that the allowance of the upper
gold layers to relax within the device structure leads to significant geometric changes and
to an electronic structure which is not meaningful under the required assumptions. For
example that there are only few molecules on a large surface, which should not be able
to change their properties in a significant way. Additional gold is a noble metal, that
rarely forms bonds to other elements, beside for example thiol-groups. A possible way to
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achieve that to keep the Au atoms in the device structure always fixed and to allow only
the molecular system to adapt to the surface.
8.4 Transport schemes
8.4.1 General note on transport
In principle any method delivering a better energetic structure can be used as a starting
point for NEGF calculation. Obviously methods with a clear theoretical basis should be
preferred.
As already discussed for the electronic structure it is known that DFT calculations contain
errors for example in the HOMO-LUMO-gap, as already discussed before. Since the
transport calculations are based on the DFT calculations, it is clear that the errors of
one calculation step influence the next calculation step. An approach to reduce the errors
in the transport calculation is, to calculate the electronic structure on a higher level of
theory. Therefore, Strange and Thygesen adapted a transport scheme on the basis of GW
calculations. [167]
8.4.2 Transport scheme on the basis of FLOSIC
In the last years schemes to generally improve the results by removing the self interaction
error were developed. [80, 81, 82, 83, 84, 85] It leads to a self consistent improvement of the
eigenvalues and also the band gap. The electronic properties of some of the constituents
of the charge transfer dimers were already calculated with the new method. There one
can see that properties are systematically improved. To perform transport calculations
the Hamiltonian of the quantum mechanic device is split into lead regions and a scat-
tering region. Therefore, the subsystems have to be localized in the mentioned regions.
Within the FLOSIC calculation the Kohn-Sham wave functions of the DFT calculation
are transformed into a set of localized Fermi-Löwdin orbitals. Therefore, the result of a
FLOSIC calculation can be easily used as input for NEGF transport calculations. From
the better describtion of the HOMO-LUMO gap should lead to more precice results for
the conductivity especially for small bias voltages VB.
So the new scheme can be a very interesting approach to develop DFT and NEGF transport
calculations further. Some steps have to be taken to implement the method for device
calculations.
1. extension of FLOSIC method to periodic boundary conditions
2. testing of the FLOSIC procedure with f-electrons, to describe gold leads
3. modeling of devices and leads using the FLOSIC method
4. resulting FLOSIC wave functions for the device and leads have to be feed into NEGF
algorithm
5. evaluation of modified transport properties
Realizing these steps can improve electronic levels around the Fermi level (especially the
HOMO) and could also influence resulting transport properties.
8.5 Further material screening
Another step is to search for combinations of materials that could optimize the combined
properties. Either to improve the strength of the effect or to realize it in a smaller volume
or on a smaller area. In general such complex organic materials offer the opportunity to
avoid the use of metals to realize certain functionality.
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This can reduce the dependence on the availability of specific material.
It could lead to different desirable properties:
• reduction of material cost
• easier to recycle due a lower number of elements in the mixture
• less dependency on the producer of certain materials
8.6 Charge transfer dimers and molecular diodes
In general the idea of molecular diodes through charge transfer dimers remains. But the
area of possible realization has shrunk significantly.
Possible steps to continue the research are:
• variation of donors and acceptors over a broader range of molecular properties
• find an easy model to describe transport characteristics (tight binding)
• calculate transport on the basis of an electronic structure from high level calculations
• magnetic contacts ( spin dependent transport )
• building layer model systems
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