Abstract. We show, at the prime 2, that the Picard group of invertible modules over E hC 2 n is cyclic. Here, En is the height n Lubin-Tate spectrum and its C 2 -action is induced from the formal inverse of its associated formal group law. We further show that E hC 2 n is GrossHopkins self-dual and determine the exact shift. Our results generalize the well-known results when n = 1.
Introduction
Let E n be the height-n Lubin-Tate spectrum with coefficient ring
This spectrum is constructed by using the theory of formal groups (see Section 2.1 for more details). When p = 2, the spectrum E n has a C 2 -action that is induced from the formal inverse of its associated formal group law via the Goerss-Hopkins-Miller theorem [GH04a, Rez98a] . Our main object of interest in this work will be the homotopy fixed point spectrum E hC2 n . When n = 1, there is an equivalence between E hC2 1 and KO ∧ 2 , the 2-completed real K-theory. The real Bott periodicity implies that E and is isomorphic to Z/8. Using C 2 -equivariant homotopy theory, Hahn and Shi [HS17] have recently computed the homotopy fixed point spectral sequence of E hC2 n for all heights n ≥ 1. In particular, they show that the theory E hC2 n is 2 n+2 -periodic. In this paper, we generalize the Picard group results in [MS16] to all higher heights.
Theorem 3.12. For n ≥ 1, the Picard group Pic(E hC2 n ) ∼ = Z/2 n+2 and is generated by ΣE hC2 n .
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In [HG94] , Gross and Hopkins investigated a certain type of duality in the K(n)-local category that is analogous to the Grothendieck-Serre duality in algebraic geometry. Namely, for a K(n)-local spectrum X, define IX = F (M n X, I Q/Z ).
Here, M n X denotes the n-th monochromatic layer of X and I Q/Z is the Brown-Comenetz dualizing spectrum. When n = 1, it is well-known that IE hC2 1
(see [HS14, Sec. 9 ] for example). Using Theorem 3.12, we show that more generally, IE hC2 n is always self-dual up to a shift. More specifically, we prove that IE hC2 n Σ 4+n E hC2 n . In fact, this equivalence can be refined to a C 2 -equivariant equivalence:
Theorem 4.14. The Gross-Hopkins dual IE n is C 2 -equivariantly equivalent to Σ 4+n E n .
In the process of proving Theorem Theorem 4.14, we compute the Morava module of IE hF n for any finite subgroup F of the Morava stabilizer group. Our computation is valid for all primes p. Although we do not use this in our main computations, we include this as it may be of independent interest to the readers. Finally, in Section 6, we show that our computations, when combined with forthcoming work of Beaudry-Goerss-Hopkins-Stojanoska [BGHS18] and Barthel-Beaudry-Goerss-Stojanoska [BBGS18] , imply that the exotic part of the K(n)-local Picard group is always non-trivial when p = 2, see Theorem 6.5.
Outline of proof. We now provide an outline of proof for our main theorems. To compute the Picard group, we use the techniques that are developed by Mathew and Stojanoska in [MS16] . More specifically, there is a descent spectral sequence that is associated to the Galois extension E hC2 n → E n . Using this spectral sequence, we compute the homotopy groups of a certain Picard spectrum pic(E hC2 n ), which has the property that π 0 pic(E hC2 n ) ∼ = Pic(E hC2 n ). In a certain range, the Picard spectral sequence concides with the usual homotopy fixed point spectral sequence for E hC2 n . Moreover, Mathew and Stojanoska have shown that in a more restricted range, differentials can be imported from the homotopy fixed point spectral sequence to the Picard spectral sequence.
In the additive spectral sequence, there are n non-trivial differentials. Using formulas in [MS16] , we see that each of these differentials has kernel Z/2 in the 0-stem of the Picard spectral sequence. This, together with some low dimensional calculations, shows that the Picard group has order at most 2 n+2 . However, we also know that this is the lower bound by periodicity. Therefore, the Picard group must have order exactly 2 n+2 . We will then give two proofs for the Gross-Hopkins dual IE hC2 n . The first proof relies extensively on techniques from C 2 -equivariant homotopy theory, as well as a recent result of Devalapurkar, which states that IE hC2 n ∈ Pic(E hC2 n ). The second proof is more computational in nature. We set up a series of spectral sequences and completely compute the homotopy fixed point spectral sequence for IE hC2 n . This computation uses a technique called the "geometric boundary theorem", which has been studied by Behrens in Appendix A.
Background
We begin with the necessary background on Lubin-Tate spectra, Gross-Hopkins duality, and C 2 -equivariant homotopy theory.
2.1. Lubin-Tate spectra and chromatic homotopy. We recall (e.g., from [Rez98b] ) that given a perfect field k of characteristic p > 0 and a formal group F over k of height n, then there exists a Lubin-Tate spectrum E(k, F ) with formal group the universal deformation of F . The coefficients of E(k, F ) are given by
where |u i | = 0 and |u| = 2, and W(k) denotes the Witt vectors of the field k. Note that this is a complete local ring with maximal ideal I n = (p, u 1 , . . . , u n−1 ). For concreteness, we always work with k = F p n and F the Honda formal group law with p-series [p](x) = x p n . We denote the associated spectrum by E n .
Let S n denote the group of automorphisms of the Honda group law over F p n , and let G n = S n Gal(F p n /F p ). Lubin-Tate theory implies that G n acts on (E n ) * and the Goerss-HopkinsMiller theorem improves this to show that G n acts on the spectrum E n via E ∞ -ring maps [GH04b] . In this paper we are particularly interested in the C 2 -action on E n when p = 2, arising from the formal inverse of the Honda formal group law, and the associated homotopy fixed point spectrum E hC2 n . Here the C 2 -action on (E n ) * is particularly simple; if we let τ denote the generator of C 2 , then τ * (u i ) = u i and τ * (u k ) = (−1) k u k . As noted in the introduction, when n = 1 there is an equivalence between E hC2 1 and 2-complete real K-theory. We let L n denote the Bousfield localization functor with respect to E n . The Bousfield class E n admits a decomposition
where K(n) denotes the n-th Morava K-theory [HS99] . Given a K(n)-local spectrum X, the natural version of homology to define is
This is not always I n -adically complete as an E * -module (although see [GHMR05, Sec. 2] for conditions that ensure this), but it is always L-complete, see [HS99, Prop. 8.4 ], where L-completion denotes the zero-th derived functor of I n -adic completion. It also obtains an action of G n via the action on (E n ) * , which is twisted, in the sense that if g ∈ G n , a ∈ (E n ) * and x ∈ E ∨ * X, then
We call any such L-complete E * -module with this twisted G n -action a Morava module, see
If M is a Morava module, we let map cts (G n , M ) denote the group of continuous maps from 2.2. Gross-Hopkins duality. Let I Q/Z denote the Brown-Comenetz spectrum [BC76] , and let I Q/Z X = F (X, I Q/Z ) denote the Brown-Comenetz dual of a spectrum X, characterized by π * I Q/Z X ∼ = Hom(π − * X, Q/Z). For a K(n)-local spectrum X, the Gross-Hopkins dual of X, denoted IX is defined as IX = F (M n X, I Q/Z ), i.e., as the Brown-Comenetz dual of M n X, where M n X is the fiber of the natural map L n X → L n−1 X. We write I = IS 0 ; it follows that IX = F (X, I). Following Gross and Hopkins, Strickland [Str00] has studied the properties of I in some detail. In order to state what we need, we recall that there is a determinant map det :
If M is a Morava module, then we write M det for the same E * -module with the G n -action twisted by det. With this is mind, we have the following [Str00, Thm. 2], which relies extensively on the work of Gross and Hopkins [HG94] .
Theorem 2.2 (Strickland).
There is an isomorphism of Morava modules
This implies that I is invertible in the K(n)-local category. In fact, when p n, this implies that I Σ n 2 −n S det , where S det is the determinantal sphere, a K(n)-locally invertible spectrum with E ∨ * S det ∼ = E * det . We return to this connection more in Section 6.
Remark 2.3. Note that for any finite subgroup F ⊂ G n there is an equivalence
hF . Indeed, since the Tate spectrum E tF n vanishes K(n)-locally, see [GS96] , and because I is K(n)-local, we obtain the following chain of equivalences:
Therefore, there is no ambiguity if we simply write IE hF n . We will also need to know that there is an isomorphism
which is proved by Strickland [Str00] . In [BBS17, Prop. 2.1] the authors show that the homotopy fixed point spectral sequence computing π * (I Q/Z ) hH is Pontryagin dual to the homotopy orbits spectral sequence computing π * (X hH ). We restate this here.
Lemma 2.5 (Barthel-Beaudry-Stojanoska). Let G be a finite group and X a G-spectrum. Then the homotopy fixed point spectral sequence of I Q/Z X is Pontryagin dual to the homotopy orbit spectral sequence of X. 
2.3. The monochromatic layer of the sphere and Morava E-theory. Recall that the Gross-Hopkins dual of Morava E-theory is the Brown-Comenetz dual of M n E n . In this section, we give an alternative description of the monochromatic layer of E-theory.
To begin, let I k be the ideal (p, v 1 , . . . , v n ) in E * , where
We make the convention that I 0 is the zero ideal, so that E n /I 0 E n .
We recall that we can inductively define spectra E n /I ∞ k by cofiber sequences (2.6)
Applying M n to these cofiber sequences, and noting that M n (v
The main goal of this section is to prove that this is an equivariant equivalence.
Proposition 2.7. There is an equivalence
∞ n − → M n E n compatible with the G n -action on both sides.
To make this precise, we need to specify how G n acts. We will in fact show that
∞ n is defined as the homotopy limit of the generalized Moore spectra of type n (see [HS99, Sec. 4 .1]). Here the action of G n is given by acting only on E n , where it acts in the usual way. Moreover, the map will be the identity on E n , and hence equivariant.
Proof of Proposition 2.7. By construction, the spectrum S 0 /I ∞ n fits into the telescope tower of the p-local sphere spectrum S 0 as follows:
Consider the cofiber sequence
. After applying π * (E n ⊗ −), we claim that all the connecting homomorphisms induced by the dashed arrows in the telescope tower are trivial. This is because the connecting homomorphisms are maps of (
* for k < n, after applying the n-th monochromatic layer we have
Hence, we have a weak equivalence
After smashing with E n , we produce a G n -equivariant map
where the action is entirely on E n . Because L n is a smashing localization, we have [GM95] , and [Gre17] .
We will work in the category of genuine C 2 -spectra. It follows that for a C 2 -spectrum X we can define homotopy groups π C2 x+yσ X indexed on RO(C 2 ) = {x + yσ | x, y ∈ Z}, where σ denotes the sign representation of C 2 . We will use Hu and Kriz's convention of writing π C2 X for RO(C 2 )-graded homotopy groups, and π C2 * X when we grade only over the integers. We denote by π e * X the underlying homotopy groups of X if there is any potential confusion. We also recall that the equivariant and non-equivariant homotopy groups can be combined into a Mackey functor, which we write as π * X.
Following Hill-Meier [HM17, Def. 3.1] we say that a C 2 -spectrum X is strongly even if π kρ−1 X = 0, and π kρ X is a constant Mackey functor for all k ∈ Z, where ρ = 1 + σ denotes the real regular representation. As in [GM17] if X is strongly even, and e ∈ π 2k X, we let e denote its counterpart in π C2 2ρ X. Example 2.8. Let M U R denote the real bordism spectrum considered by Araki and Hu-Kriz [HK01] . This is a strongly even C 2 -spectrum [HM17, App. A]. Similarly, as a C 2 -spectrum, E n is strongly even [HS17, Thm. 6.8]. The key input for this is the existence of a
The following lemma of Greenlees [Gre17, Lem. 1.2] will prove useful.
Lemma 2.9 (Greenlees). A C 2 -spectrum X is strongly even if and only if it is underlying even and π C2 * ρ−i X = 0 for i = 1, 2, 3.
Consider the contractible free C 2 -space EC 2 and the joinẼC 2 , which fit together in a cofiber sequence
We can then construct the following diagram of cofiber sequences for any
where
Here the notation X Φ is justified because C 2 has prime order, and hence the C 2 -fixed points of X Φ compute the geometric fixed points.
Passing to C 2 -fixed points we obtain the following diagram of cofiber sequences (2.10)
where the bottom cofiber sequence is the norm sequence.
Definition 2.11. A C 2 -spectrum X is cofree if the map X → X h = F (EC 2+ , X) is an equivalence.
As explained in [HM17, Sec. 2.2.1] if X is simply a spectrum with a C 2 -action, then F (EC 2+ , X) is a genuine equivariant spectrum. In fact, by [HM17, Thm. 2.4] if X is a commutative ring spectrum with a C 2 -action via commutative ring maps, then F (EC 2+ , X) is an equivariant commutative ring spectrum. The conditions on X are satisfied when X = E n by the GoerssHopkins-Miller theorem [GH04b] . We use this to view E n as a genuine C 2 -equivariant spectrum with the property that
n . Associated to the norm sequence are spectral sequences
In fact, these can be made into RO(C 2 )-graded spectral sequences computing π C2 X h , π C2 X h and π C2 X t , respectively. By looking only at the integer degrees of these spectral sequence, we recover the standard spectral sequences. Although this seems like more work, it may be the case that the differentials are easier to describe, or to compute, in the RO(C 2 )-grading. This is especially true in light of the large work on computation in C 2 -equivariant homotopy theory, pioneered by Hu and Kriz [HK01] , and later by Hill, Hopkins, and Ravenel [HHR16] .
The Picard group of E hC2 n
In this section we use the descent techniques of Mathew and Stojanoska to compute the Picard group Pic(E hC2 n ).
3.1. The RO(C 2 )-graded homotopy fixed point spectral sequence for E n . Once again, we let E n denote Morava E-theory at the prime 2. Hahn and Shi have shown [HS17, Thm. 1.2] that there is a equivariant map from M U R → E n , which induces a map of spectral sequences
Using this Hahn and Shi [HS17, Thm. 6.2] were able to fully compute the RO(C 2 )-graded HFPSS for E n .
Theorem 3.1 (Hahn-Shi).
(1) The E 2 -term of the RO(C 2 )-graded homotopy fixed point spectral sequence for E n is
Here the classes have bidegrees |ū i | = (0, 0), |ū| = (ρ, 0), |u 2σ | = (2 − 2σ, 0) and |a σ | = (−σ, 1).
(2) The classesū 1 , . . .,ū n−1 ,ū ±1 , and a σ are permanent cycles. All the differentials in the spectral sequence are determined by the differentials
and multiplicative structures.
Remark 3.2. Working non-equivariantly it is not hard to compute the E 2 -term of the homotopy fixed point spectral sequence computing E hC2 n , however determining the differentials directly seems difficult. The use of RO(C 2 )-grading is helpful in determining these, as the differentials in the spectral sequence for M U R are fully understood by work of Hu and Kriz [HK01] . survives the homotopy fixed point spectral sequence. We demonstrate this spectral sequence for n = 2 in Figure 1 . The case of n = 3 can be found in [HS17] . We note that in both these cases we have π k E hC2 n = 0 for k ≡ −3, −2, −1 (mod 2 n+2 ). This holds for arbitrary n, and is in fact the only such gap in the spectral sequence.
Proof. By Example 2.8 E n is strongly even as a C 2 -spectrum. We can now apply Lemma 2.9 and Equation (2.12) to deduce that π
It remains to show that, modulo periodicity, this is the only such gap of three zero terms. Note that π k E hC2 n = 0 for k ≡ 0 (mod 4), so this is the longest such possible gap of zeros.
We will show that there is no such other gap by exhibiting permanent cycles in the homotopy fixed point spectral sequence. It follows from Theorem 3.1 that the classesū
This means there can be no such gap for 1 ≤ k ≤ 2 n+1 . Similarly, the classesū
for 1 ≤ i ≤ 2 n − 2 survive and give permanent cycles in π k E hC2 n for 2 n+1 + 1 ≤ k ≤ 3 · 2 n − 2. Because we always have non-zero classes for k ≡ 0 (mod 4) we see that there is gap for 0 ≤ k ≤ 3 · 2 n .
In general, for 1 ≤ j ≤ n, the classes (
for 1 ≤ i ≤ 2 n+2−j − 2 survive, and contribute non-zero classes in
Inductively, we see there is no gap in
In particular, taking n = j, we see there is no gap for 0 ≤ i ≤ (2 n − 1) · 4, i.e, from 0 ≤ i ≤ 2 n+2 − 4. By the 2 n+2 -periodicity of π * E hC2 n we are done.
Remark 3.5. It may be useful to give the following visual guide to identifying these permanent cycles. For j = 1 we have a line of slope 1 and length 2 n+1 − 2 beginning from position (1, 1) in the spectral sequence. For j = 2 we have a line of slope 1 and length 2 n − 2 beginning in position (2 n+1 + 1, 1). For j = 3 we have a line of slope 1, and length 2 n−1 − 2 beginning in position (3 · 2 n + 1, 1), and so on. See Figure 1 for the case n = 2 and [HS17, Fig. 7 ] for the case n = 3.
= 0 is related to the Gap Theorem of Hill-Hopkins-Ravenel [HHR16] , and presumably one can also prove it via the slice filtration.
This gives rise to the following important corollary.
Corollary 3.7. Suppose that X Σ E hC2 n for some integer (which is only uniquely determined modulo 2 n+2 ). If π j X = π j+1 X = π j+2 X = 0, then = j + 3. 3.2. The Picard spectral sequence. We briefly review the techniques introduced in [MS16] which we will use to compute the Picard group of E hC2 n -modules, which we denote Pic(E hC2 n ). We recall that for any E ∞ -ring spectrum E, there exists a connective spectrum pic(R) with the property that
There is a faithful C 2 -Galois extension E hC2 n → E n , see [HMS17, Prop. 3.6] , and the techniques of [MS16] then apply to show that there is an equivalence of connective spectra
where τ ≥0 denotes the connective cover. In particular, there is a Picard spectral sequence
whose abutment for t = s is the Picard group Pic(E hC2 n ). Note that for t ≥ 2 the Picard spectral sequence is just a shift of the ordinary integer graded homotopy fixed point spectral sequence. We call this the stable range of the spectral sequence. Since we are interested in terms contributing to π 0 pic(E n ) hC2 , we should look at classes in the (−1)-stem of the additive spectral sequence. By degree reasons these must have the form
in bidegree (−1, 4 − 1), where ≥ 1. The reader should compare the following to the proof of [HS17, Lemma. 6.9].
Proposition 3.8. The only classes in the stable range that can contribute to
Proof.
(1) The d 3 -differentials are generated by
and hence all the classes with ≡ 1 (mod 2) die on the E 3 -page of the additive spectral sequence. By the comparison tool [MS16, 5.2.4] we can import these d 3 -differentials whenever the classes lie in filtration degree greater than 4, i.e., when 4 − 1 ≥ 4. We conclude we can import all these d 3 -differentials except the differential originating in filtration degree 3 (corresponding to = 1). The remaining classes are the targets of a d 3 -differential. Since ≥ 1, we can import all these d 3 -differentials. The remaining classes have the form
with ≡ 0 (mod 2).
(2) The d 7 -differentials are generated by
and hence the classes with ≡ 2 (mod 4) die on the E 7 -page of the additive spectral sequence. By the comparison tool we can import these d 7 -differentials whenever the classes lie in filtration degree greater than 8, i.e., when 4 − 1 ≥ 8. We conclude we can import all these d 7 -differentials except the differential originating in filtration degree 7 (corresponding to = 2). The remaining classes are the targets of a d 7 -differential. Since ≥ 1, we can import all these d 7 -differentials. The remaining classes have the form
with ≡ 0 (mod 4).
(3) For 0 < k < n, the d 2 k+1 −1 -differentials are generated by
and hence the classes with ≡ 2 k−1 (mod 2 k ) die on the E 2 k+1 −1 -page of the additive spectral sequence. By the comparison tool we can import these d 2 k+1 −1 -differentials whenever the classes lie in filtration degree greater than 2 k+1 , i.e., when 4 − 1 ≥ 2 k+1 . We conclude we can import all these d 2 k+1 −1 -differentials except the differential originating in filtration degree 2 k−1 (corresponding to = 2 k−1 ). The remaining classes are the targets of a d 2 k+1 −1 -differential. Since ≥ 1, we can import all these d 2 k+1 −1 -differentials. The remaining classes have the form
and hence the classes with ≡ 2 n−1 (mod p n ) die on the E 2 n+1 −1 -page of the additive spectral sequence. By the comparison tool we can import these d 2 n+1 −1 -differentials whenever the classes lie in filtration degree greater than 2 n+1 , i.e., when 4 −1 ≥ 2 n+1 . We conclude we can import all these d 2 n+1 −1 -differentials except the differential originating in filtration degree 2 n (corresponding to = 2 n−1 ). The remaining classes are the targets of a d 2 n+1 −1 -differential. Since ≥ 1, we can import all these d 2 n+1 −1 -differentials. The targets are just copies of F 2 n and hence die after these differentials.
It follows that the only possible contributions to the Picard spectral sequence in the stable range are those classes in filtration degree 2 k − 1 for 1 ≤ k ≤ n as claimed.
We now determine the differentials for these classes in the Picard spectral sequence.
Proposition 3.9. In the zero stem, and the stable range of the Picard spectral sequence for pic(E n ) hC2 , there is a group of order at most 2 in filtration degree
Proof. We recall from [MS16, Thm. 6.1.1] that the first differential outside the stable range in the Picard spectral sequence is given by
where we abuse notation and denote by x the same class in the Picard and additive homotopy fixed point spectral sequences.
For 1 ≤ k ≤ n − 1 the additive differential that we could not import is given by
By (3.10) the corresponding differential in the Picard spectral sequence is given by
This is zero wheneverū
, we see that there are precisely two solutions, namely f = 0 and f =ū k , and hence the kernel generates a group of order 2.
The final differential is similar. The additive differential we can not import originates on a copy of F 2 n . Explicitly, letting ξ ∈ F 2 n the additive differential is
This is zero whenever ξ +ξ 2 = 0, i.e, when ξ = 0 or ξ = 1. The kernel is thus Z/2, as claimed.
We have now computed the stable range of the Picard spectral sequence. We are left with computing H 0 (C 2 , Pic(E n )) and 
Proof. The usual periodic resolution shows that for any abelian group A, the first group cohomology H 1 (C 2 , A), where C 2 acts trivially on A, is given by the 2-torsion elements of A. A simple computation shows that in any integral domain R, the only non-trivial element with multiplicative order 2 is −1. Indeed, suppose x is such an element, then (x − 1)(x + 1) = x 2 − 1 = 0, so that x = 1 or x = −1. In particular, in the multiplicative group of units R × , the only non-trivial 2-torsion element is −1, so that H * (C 2 , R × ) ∼ = Z/2 generated by −1. The lemma then follows by taking R = E 0 .
Putting this altogether, we obtain the calculation of Pic(E hC2 n ).
Theorem 3.12. At the prime 2, and for any height n, there is an isomorphism
Proof. Recall that E hC2 n is 2 n+2 -periodic, so that this is a minimum bound on the order of the Picard group. On the other hand, we have computed that we have at most:
• A group of order 2 in filtration degree 0.
• A group of order 2 in filtration degree 1.
• A group of order 2 in filtration degrees 2 k − 1 for 1 ≤ k ≤ n.
Together we see that we have a group of order at most 2 n+2 . Since this is also a lower bound, we conclude that Pic(E hC2 n ) ∼ = Z/(2 n+2 ) generated by ΣE hC2 n .
We demonstrate the Picard spectral sequence for n = 2 in Figure 2 .
4. The Gross-Hopkins dual of E hC2 n -first proof
In this section we calculate the Gross-Hopkins dual IE hC2 n . We begin with an analysis of the Morava module of E hF n for any finite subgroup F ⊆ G n . We then show that E hC2 n is self-dual up to a shift. By Corollary 3.7 to determine this shift we must find the gap in the homotopy groups of IE hC2 n . We do this by showing that a certain C 2 -equivariant spectrum is strongly even. × . The differentials shown in red are those that cannot be imported from the additive spectral sequence.
4.1. The Morava module of IE hF n . In this section we calculate E ∨ * IE hF n as a Morava module, at any height n and for any finite subgroup F ⊂ G n . We will not actually use this in our main computation, but include it as it may be of independent interest. In fact, under some conditions, one can use this to determine that IE hF n is self-dual up to some suspension (as well as giving some control over what that suspension is), see Corollary 4.7 below.
To begin, we need the following results regarding homotopy fixed points and orbits in the K(n)-local category. Recall that the K(n)-local category has colimits, and they are given by taking the colimit in spectra, and then applying K(n)-localization again.
Lemma 4.1. Let G be a finite group, and let X be a spectrum with a G-action.
(1) There is an equivalence
(1) Recall that X hG can be defined as the colimit X hG = colim G X. The result then follows from the fact that K(n)-localization is left adjoint to the inclusion of K(n)-local spectra in all spectra, and the description of colimits in the K(n)
The result follows from the observation that X hG is defined as the limit
Proof. Since I is dualizable in the K(n)-local category (see the proof of Prop. 17 of 
Finally, since E ∨ * E ∼ = map cts (G n , E * ), we see that E ∨ * E det ∼ = map cts (G n , E * ) det , which is equivalent to map cts (G n , E * det ), where map cts (G n , E * ) is always given the diagonal G n -action. Proposition 4.3. For any finite subgroup F ⊂ G n , there is an equivalence of Morava modules
Proof. Consider the homotopy fixed point spectral sequence
where the F -action is on IE n .
Let us identify the abutment (L K(n) (E ⊗ IE n )) hF more carefully. Using Lemma 4.1 and the fact that homotopy orbits commute with smash product, there are equivalences
This identifies the abutment as E ∨ * (IE hF n ). By Lemma 4.2 there is an isomorphism of Morava modules E ∨ * (IE n ) Σ −n map cts (G n , E * det ). This identifies the E 2 -term of the above spectral sequence as
By the proof of [DH04, Lem. 4.20], this vanishes for s > 0, and so the spectral sequence collapses to show that E
Now using [DH04, Prop. 6.3] there is an equivalence
where the last equivalence follows because we give map cts (G n /F, E * ) the diagonal G n -action.
4.2.
The case F = C 2 . We now specialize to the case of interest, where the prime is 2, and F = C 2 . In this section, we show that IE hC2 n is self dual up to a shift, which is congruent to n (mod 4). We begin by showing that it is self-dual up to some shift. for some integer k, which is only uniquely determined modulo 2 n+2 .
Proof. In [Dev17, Thm. 5.9] Devalapurkar proves that for any finite subgroup F (and at any prime p) the K(n)-local Anderson dual L K(n) I Z E hF n (see [HS14] or [Sto12] ) is in Pic(E hF n ). We actually do not need to know anything about Anderson duality -since E hF n is E(n)-local, by [Sto12, Eq. (4)] we have that IE hF n ΣL K(n) I Z E hF n . Specializing to our case of F = C 2 and p = 2 we deduce that IE hC2 n ∈ Pic(E hC2 n ). It follows from Theorem 3.12 that IE hC2 n Σ k E hC2 n for some k.
By (2.4) we have π * IE ∼ = Σ −n E * det as Morava modules. We wish to know the structure of E * det as a E * [C 2 ]-module.
Proof. Let τ denote the generator of C 2 , then det(τ ) = (−1) n (it can be computed as the determinant of a n × n diagonal matrix with -1 along the diagonal). It follows that, in E * det , we have
In particular, if n ≡ 0 (mod 2), then C 2 is in the kernel of the determinant, so that the equivalence
On the other hand, if n ≡ 1 (mod 2), then u is invariant under the C 2 -action. Multiplication by u then gives the C 2 -equivariant equivalence E * det ∼ = Σ 2 E * .
By Proposition 4.3 we deduce the following.
Proposition 4.6. There is an equivalence of E * [C 2 ]-modules
Corollary 4.7. The Gross-Hopkins dual IE hC2 n Σ k E hC2 n for some integer k ≡ n (mod 4), which is only uniquely determined modulo 2 n+2 .
Proof. Recall again that E ∨ * (E hC2 ) map cts (G n /C 2 , E * ). An argument similar to that given on the bottom of page 286 of [GHMR15] shows that the element (u 2σū 2 ) j ∈ H 0 (C 2 , E * ) gives rise to an isomorphism E
for some k ∈ Z. By Proposition 4.6 and the previous paragraph we deduce that k ≡ −n + 1 − (−1) n (mod 4). A simple calculation shows that −n + 1 − (−1) n ≡ n (mod 4), and we are done.
Remark 4.8. Let p be odd, n = p − 1, and let F ⊂ G p−1 denote the maximal finite subgroup of G p−1 . In [BBS17, Prop. 4.13] it is shown that there is an isomorphism of E * [F ]-modules E * det ∼ = Σ 2pj E * , where j = −n/2(n − 2). Using the same type of arguments above, and the computation of the Picard group of E hF n -modules [HMS17] , one can deduce that IE hF n
where k ≡ −n − pn(n − 2) (mod 2pn 2 ), a result also obtained in [BBS17] . In [BBS17, Thm. 4.18] it is shown that k = np 2 + n 2 , and indeed we have that −n − pn(n − 2) + 2pn 2 = np 2 + n 2 .
4.3. The calculation of the Gross-Hopkins dual. In this section we will compute the GrossHopkins dual I(E hC2 n ). By the previous section we know that it is self-dual up to some suspension. Since K(n)-locally the norm map (E n ) hC2 → E hC2 n is an equivalence, it follows that (IE n ) hC2 I(E hC2 n ). Hence, by Proposition 3.4 it suffices to find j such that
It follows immediately from the definitions that
so it suffices to find when
We recall previously that we have constructed E n /I ∞ k inductively by cofiber sequences
Our key computational input is the following. Proposition 4.9. As a cofree C 2 -spectrum, E n /I ∞ n is strongly even, and hence
The proof of this relies on the following lemma, which is due to Lennart Meier.
Lemma 4.10 (Meier). Suppose that f : X → Y is a morphism of strongly even C 2 -spectra, with cofiber C. If f e * : π e * X → π e * Y is injective, then C is strongly even as well. Proof. Recall that we must show that π kρ−1 C = 0 and that π kρ C is a constant Mackey functor for all k ∈ Z. We observe that by Lemma 2.9 we have that X and Y are underlying even (i.e., π e 2k−1 X = π e 2k−1 Y = 0 for all k ∈ Z) and π C2 * ρ−i X and π C2 * ρ−i Y are zero for i = 1, 2, 3. We first show that π * ρ−1 C = 0, i.e., that π C2 * ρ−1 C and π e * ρ−1 C are both trivial. The long exact sequence in homotopy and that the fact that X and Y are strongly even, so that in particular π C2 * ρ−2 X = 0, shows that π C2 * ρ−1 C = 0, so we just need to show that π e * ρ−1 C ∼ = π e 2 * −1 C = 0. This follows from the long exact sequence in homotopy, and the assumption that f e * : π e 2 * −2 X → π e 2 * −2 Y is injective. Finally, to see that π * ρ C is a constant Mackey functor, we observe that it is the cokernel of the induced map f * : π * ρ X → π * ρ Y .
Proof of Proposition 4.9. We prove inductively that E n /I ∞ k is strongly even for 0 ≤ k ≤ n. The base case is the claim that E n is strongly even, which is proved by Hahn and Shi, see Example 2.8. Assume inductively that E n /I ∞ k−1 is strongly even. The property of being strongly even is closed under filtered colimits, and so v
on underlying homotopy groups. We see that the conditions of Lemma 4.10 are satisfied, and so the cofiber E n /I ∞ k is strongly even as a C 2 -spectrum. The claim about homotopy groups then follows from Lemma 2.9 and Equation (2.12) in the case k = n.
Using Proposition 2.7 we see that the homotopy orbit spectral sequence for (M n E n ) hC2 is just a shift by −n of the homotopy orbit spectral sequence for (E n /I ∞ n ) hC2 , so we obtain the following corollary.
Corollary 4.11. We have π i (M n E n ) hC2 = 0 for i = −3 − n, −2 − n, −1 − n.
Putting this altogether we obtain our computation of IE This has an equivariant refinement.
Proof. This is essentially the same argument as given in [HS14, Thm. 8.2]. By (2.4) and periodicity there is a non-equivariant equivalence π * (Σ 4+n E n ) ∼ = π * (IE n ). In the usual way, see for example [HS14, Prop. 2.2], there is non-equivariant equivalence of spectra Σ 4+n E n − → IE n , which is nonetheless an E n -module map. Let d : S 4+n → IE n be the spectrum map adjoint to this. Now consider the C 2 -cofiber sequence
which gives rise to an exact sequence
It suffices to show that d ∈ [S 4+n , IE n ] maps to zero in [S 3+n+σ , IE n ] C2 . But by periodicity and Equation (2.12) π
n . By Theorem 4.12 this group is isomorphic to π −2 E hC2 n which is trivial by Proposition 3.4.
The Gross-Hopkins dual of E hC2 n -second proof
In this section we give a second proof of the computation of IE hC2 n . We do this by giving a complete computation of the homotopy fixed point spectral sequence. More specifically , we will compute IE hC2 n by first computing the C 2 -Tate spectral sequence of E n /I ∞ k inductively on k. This approach has the advantage that it does not require knowledge of the Picard group of E hC2 n . The base case, when k = 0, is an easy consequence of the calculations of Hahn and Shi given in Theorem 3.1. For the inductive step, we will transfer differentials along maps of spectral sequences that are induced from the cofiber sequence
To transfer these differentials, in the appendix we prove a version of the generalized geometric boundary theorem of Mark Behrens, see Theorem A.5.
Once we have computed the C 2 -Tate spectral sequence of E n /I ∞ n , we can immediately determine the C 2 -homotopy fixed point spectral sequence of I n E n by using Lemma 2.5 and Proposition 2.7. The computation of the HFPSS(IE hC2 n ), together with the E hC2 n -module structure on IE hC2 n , will imply that IE hC2 n Σ n+4 E hC2 n .
5.1. Computations. We start with the following consequence of the computations of Hahn and Shi described in Theorem 3.1.
Proposition 5.1. Let u := u σū and α := a σū . The E 2 -page of the integer-graded C 2 -Tate spectral sequence of E n is E s,t
where the bidegrees (s, t − s) of the elements are the following:
All the differentials are determined via multiplicative structures by the differentials
This will be the starting point to compute k = 1 case of the following theorem, which we will prove in this section. We make the convention u n = 1 so that the differentials can be described as
All the differentials are α-linear and are determined by the following differentials:
(1) for 1 l < k,
(2) for k l n,
Setting n = k in Theorem 5.2 produces the following corollary:
All the differentials are α-linear and are determined by the differentials
Remark 5.4. Despite the complexity of the formulas, the differentials are obtained by repeatedly using Theorem A.5 to move differentials in the C 2 -Tate spectral sequence of E n in a regular pattern. The pattern can be seen Example 5.5, where the entire computation is given for the case n = 2.
Proof of Theorem 5.2. The E 2 page can be computed directly. To prove the differentials, we will use induction on k. The base case, when k = 1, can be deduced from Proposition 5.1. For this, consider the cofiber sequence E n → 2 −1 E n → E n /I ∞ 1 . By Proposition 5.1, the differentials in the C 2 -Tate spectral sequence of E n are determined by the differentials
The E 2 pages form a long exact sequence with connecting morphism ∂ as follows
By the classical geometric boundary theorem, e.g., Theorem A.5 with r = 1, we have the differentials
The C 2 -Tate spectral sequence of 2 −1 E n vanishes at the E 2 -page so the connecting morphism ∂ is an isomorphism. Therefore, we have
Multiplying these differentials by the cycles u 2 l+1 m ∈ E 2 l+1 −1 produces the differentials
This finishes the computation for the k = 1 case. Now, suppose that Theorem 5.2 holds for k. To prove the theorem for k + 1, consider the cofiber sequence
. The differentials in the Tate spectral sequence of E n /I ∞ k are given by the inductive assumption. By natuality, the differentials in the Tate spectral sequence of v
The above turns out to be all the differentials. By inspection, we see that after taking these differentials, E k+1 2 vanishes and the spectral sequence collapses. By natuality, the follow differentials exist in the Tate spectral sequence of E n /I ∞ k+1 :
These differentials determine all the differentials up to the E 2 k+1 -page. This proves all the differentials in (1).
To prove the differentials in (2), by the inductive assumption, we have the following differentials in the Tate spectral sequence of E n /I ∞ k :
We will now apply Theorem A.5 with r = 2 l+1 − 1, r = 2 l+1 − 1, and
The maps i, p come from the sequence
It follows from Theorem A.5 that d r z = z . Therefore, we have the differentials
The differentials in (2) follow directly from these differentials. This completes the inductive step. Figure 3 . The E 3 page of C 2 -Tate spectral sequence of E 2 /p ∞ .
Example 5.5. In this example, we show the inductive computation from the C 2 -Tate spectral sequence of E 2 to the C 2 -Tate spectral sequence of E 2 /I ∞ 2 . The input is the C 2 -Tate spectral sequence of E 2 (see the n = 2 case in Proposition 5.1). We use figures to show the computational results. We warn the reader that the meaning of the dots are not explained and can be different (e.g., the black dots in Figure 3 The first step is to compute C 2 -Tate spectral sequence of E 2 /p ∞ via the cofiber sequence
The connecting morphism on E 2 page is an isomorphism and all differentials follows from the classical geometric boundary theorem. We omit the detail and show the result in Figure 3 and Figure 4 . It vanishes from the 8 th page. The next step is to compute the C 2 -Tate spectral sequence of
). The C 2 -Tate spectral sequence of the first term (E 2 /p ∞ ) is computed in the first step, and the C 2 -Tate spectral sequence of the second term (v 1 −1 E 2 /p ∞ ) follows from the naturality of the spectral sequence map induced by
We show the result in Figure 5 ; note that it vanishes from the 4 th page (since d 3 is multiplication by u 1 , and u 1 becomes a unit in
. From the naturality of the spectral sequence map induced by
, we have the d 3 -differential as claimed in Theorem 5.2, which is shown in Figure 6 . However, neither the naturality nor the connecting morphism on the E 2 page gives the desired d 7 . Here we need to apply Theorem A.5 for r = 3 to prove the desired d 7 . We show the result in Figure 7 . We mark the corresponding x, x in Figure 3 and Figure 4 , y 1 , y 1 , y 2 , y 2 in Figure 5 , and z, z in Figure 6 and Figure 7.
5.2. The homotopy orbit spectral sequence for (M n E n ) hC2 . The description of the Tate cohomology groups immediately implies an identification of (most) of the E 2 -term of the homotopy orbit spectral sequence via the isomorphism
for s ≤ 2. Moreover, the differentials in the Tate spectral sequence determine the differentials in the homotopy orbit spectral sequence. Along with a small computation for the lower homology groups, we thus determine the homotopy orbit spectral sequence for E n /I ∞ n from Corollary 5.3. Theorem 5.6. The homotopy orbit spectral sequence of E n /I ∞ n has E 2 -page
where the (s+t, s)-bidegrees are |u| = (2, 0) and |a| = (−1, 1). All the differentials are determined by the following differentials:
Note that Theorem 5.6 also determines the homotopy orbit spectral sequence of (M n E n ) hC2 , as the two spectral sequences differ by a shift of −n by Proposition 2.7. By using Lemma 2.5, we have a complete description of the homotopy fixed point spectral sequence of (IE n ) hC2 , and can deduce the following, giving our alternative proof of Theorem 4.12. Theorem 5.7. There is an equivalence IE hC2 n
Proof. This result is a consequence of the previous computations, once we carefully keep track of the indicies.
Recall that E hC2 n is 2 n+2 -periodic. By Proposition 4.6 we that there is an equivalence of
This implies that the E 2 -page of HFPSS(IE hC2 n ) isomorphic to the E 2 -page of HFPSS(E hC2 n ) up to a shift congruent to −4 (mod n). In the proof of Theorem 5.6, all differentials are given by shifting differentials in HFPSS(E hC2 n ) in regular patterns. Corollary 5.3 shows that in C 2 -Tate SS of M n E n , the E 2 page has towers of slope 1 every other degree 4. They support d 3 -differentials to kill the next tower, so half of the towers are gone, and leftovers are towers of slope 1 every other degree 8. This pattern will repeat and is the same as the pattern in C 2 -Tate SS of E n . Therefore, our computation has shown that HFPSS(IE hC2 n ) has the exact same pattern as HFPSS(E hC2 n ) up to a shift number, denoted by k. The permanent cycle on 0-line of the HFPSS(IE hC2 n ) will produce a map f :
n . In the usual way, after smashing this with E hC2 n and using the E hC2 n -module structure on IE hC2 n we deduce that
induces an isomorphism on homotopy groups and hence a weak equivalence. To determine this shift number, it suffices to determine the shift for the longest differentials, which are the d 2 n+1 −1 -differentials.
In the arguments below, all the bi-degrees are of the form (stem, filtration). More specifically, the bi-degrees are (t − s, s) for the homotopy fixed point spectral sequence and (t + s, s) for the homotopy orbit spectral sequence.
In HFPSS(E hC2 n ), we have the differential on the class u
In HFPSS((E n /p ∞ ) hC2 ), this differential is transferred to
by Theorem A.5. In HFPSS((E n /p ∞ ) hC2 ), this differential is transferred to
by Theorem A.5. Continuing this argument, we see that in HFPSS((E n /I ∞ n ) hC2 ), this differential has been transferred to
which can be rewritten as
In the Tate spectral sequence of (E n /I ∞ n ) hC2 , this implies the existence of a differential
Of course, this differential can also be seen directly from Theorem 5.2. This differential implies the differential
in the homotopy orbit spectral sequence of (E n /I ∞ n ) hC2 . This differential implies the differential
the homotopy orbit spectral sequence of (M n E n ) hC2 because Proposition 2.7 implies the spectral sequences agree up to a shift by −n. Finally, by Lemma 2.5, we deduce the differential
in the homotopy fixed point spectral sequence of IE hC2 n . This proves the desired (n+4)-shift.
The exotic part of the K(n)-local Picard group
In this section, we outline one reason for being interested in the calculation of the GrossHopkins dual of E hC2 n , which is to prove that there are non-trivial 'exotic' elements in the K(n)-local Picard group.
Remark 6.1. Here we rely strongly on forthcoming work of Beaudry, Goerss, Hopkins, and Stojanoska [BGHS18] and Barthel, Beaudry, Goerss, and Stojanoska [BBGS18] . Of course, the cautious reader may therefore want to consider Theorem 6.5 below as conditional until those results appear.
Let Pic n denote the Picard group of K(n)-locally invertible spectra. A remarkable result, proved in [HMS94] , is that a K(n)-local spectrum X is in Pic n if and only if E ∨ * X ∼ = E * as E * -modules (up to suspension). We can then consider the subgroup κ n ⊂ Pic n of those invertible spectra for which there is an isomorphism of Morava modules E ∨ * X ∼ = E * . An argument with the K(n)-local Adams spectral sequences shows that whenever p n, κ n is trivial -if E ∨ * X ∼ = E * as Morava modules, then we must have X L K(n) S 0 . In other cases however, it is possible that κ n = 0. For example, when n = 1 and p = 2, then κ 1 ∼ = Z/2, generated by Σ 2 L K(1) DQ, where L K(1) DQ is the K(1)-localization of the dual of the question-mark complex, see [GH16, p. 650] . In fact, using the calculation of I 1 E hC2 1
, we can prove that there must be some non-trivial element in κ 1 (of course, this does not identify it explicitly). In order to explain this, we recall that E ∨ * I ∼ = Σ n 2 −n E ∨ * det as Morava modules. When n = 1, this simplifies to the statement that E ∨ * I ∼ = Σ 2 E * . It follows that we must have that I S 2 ⊗ P , where P ∈ κ 1 (here, we work K(1)-locally, so S 2 really means L K(1) S 2 and ⊗ refers to the K(1)-local tensor product). The computation of IE hC2 1
implies that κ 1 = 0, as we now explain.
Example 6.2. The n = 1 version of our main theorem is that IE hC2 1
. Since I is K(n)-locally invertible, it is in particular dualizable in the K(n)-local category, so that IE . Now suppose that there were no exotic elements in the K(1)-local Picard group when n = 1, p = 2, so that we would have I S 2 . This would imply that
, which contradicts the calculation in the previous paragraph. We see that we must have I Σ 2 X, where X ∈ κ 1 is an exotic element in the K(1)-local Picard group such that X ⊗ E hC2 1
; indeed, X L K(1) DQ has this property.
Our calculation of IE hC2 n is the first step in generalizing these methods to higher heights. The problem of determining the duals DE hF n for finite subgroups F ⊂ G n is under investigation by Beaudry, Goerss, Hopkins, and Stojanoska [BGHS18] .
2 In the case of F = C 2 they prove the following (which is known when n = 1, see Example 6.2 above).
When p is odd it is well-known how to produce a spectrum S det such that E * S det ∼ = E * det see e.g., [GH16] . In the case p = 2 such a spectrum has been constructed by Barthel, Beaudry, Goerss, and Stojanoska [BBGS18] with the following properties.
Theorem 6.4 (Barthel-Beaudry-Goerss-Stojanoska). There is a spectrum S det such that E
n . With these two results and our main result, we easily see that κ n = 0.
Theorem 6.5. When p = 2 we have κ n = 0 for all n ≥ 1.
Proof. This is similar to Example 6.2. We suppose by way of contradiction that κ n = 0, so that
n , using Theorem 6.3 we deduce that
n . On the other hand, Theorem 6.4 implies that Σ
n . This is a contradiction, and implies that there must be a non-trivial element P ∈ κ n , such that P ⊗ E Proof. This follows directly from our construction of D(s, r).
Remark A.4. In Proposition A.3, the choice of the map f : Σ t D(s, r) → X • is not unique. More specifically, the map is determined by a choice of lifts of x tox ∈ π t−1 X s+r and of x tõ x ∈ π t (X s /X s+r ). By a standard procedure, we can find representatives (x 1 , x 1 ) of (x, x ) on the E 1 -page. Given these representatives, there is a bijection between liftsx of x 1 and im(π t (X s+1 /X s+r ) → π t (X s /X s+r )).
Similarly, there is a bijection between liftsx of x 1 with im(π t (X s+r+1 ) → π t (X s+r )) ∩ ker(π t X s+r → π t X s ).
This provides an algebraic description of the choices of f . By an abuse of notation, we will denoted the above four maps by g 1 , · · · , g 4 , respectively. We will construct g 1 , · · · , g 4 such that the following diagram is commutative: Finally, a choice of the lift of y 1 would produce g 4 by the universal property of D(s, r). This completes the proof of the theorem.
