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Abstract. In this paper we prove that the basis number of the Cartesian
product of paths, cycles and theta graphs with Tenets is exactly 3. However,
if we apply Theorem 4.1 of Ali and Marougi [3], which gives a general upper
bound of the Cartesian product of disjoint connected graphs, we find that the
basis number of these graphs is less than or equal to 4.
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§1. Introduction
Throughout this paper we consider only finite connected simple graphs. For
the undefined terminology we refer the reader to [17].
It is well known that any graph G is associated with a q-dimensional vector
space over the finite field Z2, say (Z2)
q, where q is the order of the edge-
set, E (G), of the graph G. If E (G) = {e1, e2, . . . , eq}, then every subset S
⊂ E (G) corresponds to a vector v ∈ (Z2)
q such that the i-th component is 1
if ei ∈ S and 0 if ei /∈ S. Since the edges are used to define the vector space,
some authors call this space the edge space. The subspace of the edge space
consisting of all the cycles and the edge-disjoint union of cycles is called the
cycle space of G and it is denoted by C (G). The cycle space of a connected
graph has dimension given by dimC (G) = q − p + 1, where p is the order
of the vertex-set of G. A basis B of C (G) in which every edge of G occurs
in at most k cycles of B is called a k-fold basis. The minimum nonnegative
integer, b(G), such that C (G) has a b(G)-fold basis is called the basis number
of G. In 1937 S. MacLane [18] proved that a graph G is planar if and only
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if b(G) ≤ 2. After that, the subject of basis number was left aside until the
end of 1981 when Schemeichel [19] determined the basis number of the com-
plete graphs Kn and the complete Bipartite graphs Kn,m, also he proved the
existence of graphs of arbitrary basis numbers. Then, Banks and Schemeichel
[11] proved that the basis number of the n-cube is 4. Since 1981, many papers
appeared that focus on finding the basis number of certain classes of graphs
that obtained from different kinds of products on graphs (like the Cartesian
product, the strong product, the semi-strong product, the Lexicographic (or
the composition) product, or the semi-composition product ), see [1–10] and
[12–16].
Definition 1.1. The Cartesian product of the graphs G 1 = (V1, E1) and
G2 = (V2, E2) is the graph G = G1 ×G2 with vertex set V (G) = V1 × V2 and
edge set
E (G) = {(u1, v1) (u2, v2) : u1 = u2 and v1v2 ∈ E2 or v1 = v2 and u1u2 ∈ E1} .
It is clear that dim C (G1 ×G2) = |V (G1)| |E (G2)| + |V (G2)| |E (G1)| −
|V (G1)| |V (G2)|+ 1.
The following is Theorem 4.1 in Ali and Marougi [3] in which he found
an upper bound of the basis number of the Cartesian product of two disjoint
connected graphs.
Theorem 1.1. If G and H are connected disjoint graphs, then
b (G×H) ≤ max {b (G) +4 (TH) , b (H) +4 (TG)}
where TH and TG are spanning trees of H and G, respectively, such that
the maximum degrees 4 (TH) and 4 (TG) are minimum with respect to all
spanning trees of H and G. Also, they cited a reference in [4] where they have
proved the following result.
Theorem 1.2 G×H is nonplanar if G and H are any graphs with 4 (G) ≥ 2
and 4 (H) ≥ 3.
The following Lemma of Jaradat-Alzoubi-Rawashdeh [15] will be used fre-
quently in our proofs.
Lemma 1.1. Let S1, S2 be sets of cycles of a graph G, and suppose that
both S1and S2 are linearly independent, and E (S1) ∩ E (S2) induces a forest
in G (with the possibility that E (S1) ∩E (S2) = φ). Then S1∪ S2 is linearly
independent.
The main purpose of this paper is to prove that the basis number of the
Cartesian product of paths, cycles and theta graphs with Tenets is exactly 3.
However, if we apply the above Theorem of Ali and Marougi, Theorem1.1, we
find that the basis number of these graphs is less than or equal to 4.
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§2. The Main Results
In this section, Pn = 12 · · · n is a path on n vertices and n − 1 edges and
Cn = 12 · · · n1 is a cycle on n vertices and n edges. The theta graph θn is
a graph obtained from the graph of Cn by adding a new edge that joins two
nonadjacent vertices of Cn. We consider the tenet graph, T2m+1; m ≥ 3, as
a graph consisting of a center vertex a and two concentric m-cycles Cu and
Cv in addition to m paths of the form auivi for each i = 1, 2, . . . ,m; where
Cu = u1u2 . . . umu1 is the inner cycle and Cv = v1v2 . . . vmv1 is the outer
cycle. Our object is to prove that the basis number of the graphs Pn×T2m+1,
Cn × T2m+1 and θn × T2m+1 is 3.
Since |V (Pn × T2m+1)| = n (2m + 1) and |E (Pn × T2m+1)| = 6nm + n −
2m−1, we have dimC (Pn × T2m+1) = 4nm−2m, where C (Pn × T2m+1) is the
cycle space of the graph Pn × T2m+1.
Theorem 2.1 For each n ≥ 2 and m ≥ 3, we have b(Pn × T2m+1) = 3.
Proof. It is clear that 4 (Pn) ≥ 2, if n ≥ 3, and 4 (T2m+1) ≥ 3, if m ≥ 3, so by
Theorem 1.2 the graph of Pn × T2m+1 is nonplanar. For the case when n = 2,
it is easy to see that the graph P2 × T2m+1 is nonplanar. Then by MacLane’s
Theorem we have b(Pn × T2m+1) ≥ 3, for all the graphs with n ≥ 2 and m ≥ 3.
To prove that b(Pn × T2m+1) ≤ 3, it is sufficient to exhibit a 3-fold ba-
sis for the cycle space of the graph Pn × T2m+1, which will be denoted by
B (Pn × T2m+1).
For each i = 1, 2, . . . , n, let T (i) = {i} × T2m+1, then it is clear that T
(i)
is a copy of the planar graph T2m+1. Define B
(i) to be the basis of C
(
T (i)
)
that consists of all the boundaries of the finite faces of the planar graph T (i),
then B (T ) =
n⋃
i=1
B(i) is linearly independent subset of C (Pn × T2m+1) because
E
(
B(i)
)
∩E
(
B(j)
)
= ∅ for all i 6= j with 1 ≤ i, j ≤ n.
If i is odd and 1 ≤ i ≤ n− 1, then define Bio = B
v
io ∪ B
u
io where
Bvio = {(i, vj) (i, vj+1) (i + 1, vj+1) (i + 1, vj) (i, vj) : 1 ≤ j ≤ m− 1}
and
Buio = {(i, uj) (i, vj) (i + 1, vj) (i + 1, uj) (i, uj) : 1 ≤ j ≤ m} ∪ {Ca} ,
where Ca = (i, a) (i, u1) (i + 1, u1) (i + 1, a) (i, a) is a 4-cycle.
If i is even and 1 ≤ i ≤ n− 1, then define Bie = B
v
ie ∪ B
u
ie
Bvie = {(i, vj) (i, vj+1) (i + 1, vj+1) (i + 1, vj) (i, vj) : 1 ≤ j ≤ m− 1} ∪ {Cm} ,
where Cm = (i, v1) (i, vm) (i + 1, vm) (i + 1, v1) (i, v1) is a 4-cycle, and
Buie = {(i, uj) (i, uj+1) (i + 1, uj+1) (i + 1, uj) (i, uj) : 1 ≤ j ≤ m− 1}
∪ {(i, a) (i, um) (i + 1, um) (i + 1, a) (i, a)} .
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For each odd i with 1 ≤ i ≤ n−1, the set Bvio is linearly independent because
it is the set of all the boundaries of the finite faces of the planar subgraph
i (i + 1) × Pv which is a basis of the subspace C (i (i + 1)× Pv), where Pv is
the path v1v2 . . . vm. The cycles of the set B
u
io\ {Ca} are edge disjoint, so they
are linearly independent and Ca is linearly independent with them because it
contains the edge (i + 1, a) (i, a) which doesn’t occur in any cycle of Buio\ {Ca},
so Buio is linearly independent. Moreover, E (B
v
io)∩E (B
u
io) is a forest of paths
of order 2, thus by Lemma 1.1 we conclude that Bio is linearly independent
set of cycles in C (Pn × T2m+1) for each odd i where 1 ≤ i ≤ n− 1.
For each even i with 1 ≤ i ≤ n − 1, it is clear that Bvie consists of all
the boundaries of the finite faces of the planar graph i (i + 1) × Pv, which
form a basis of C (i (i + 1)× Pv), in addition to the cycle Cm. The cycle Cm
contains the edge (i, v1) (i, vm) which doesn’t occur in any cycle of B
v
ie\ {Cm},
so it is linearly independent with the cycles of Bvie\ {Cm}, then B
v
ie is linearly
independent. Also, Buie is linearly independent set of cycles because its cycles
are the boundaries of all the finite faces of the planar graph i (i + 1) × Pau
where Pau is the path u1u2 . . . uma. It is clear that E (B
v
ie)∩E (B
u
ie) = ∅, then
Bie = B
v
ie ∪B
u
ie is linearly independent set of cycles in C (Pn × T2m+1) for each
even i where 1 ≤ i ≤ n− 1.
Define B (V ) =
n−1⋃
i=1
Bi, where Bi = Bio if i is odd and 1 ≤ i ≤ n − 1,
and Bi = Bie if i is even and 1 ≤ i ≤ n − 1, then to prove that B (V ) is
linearly independent we can use induction on n; if n = 2, then B (V ) = B1
is linearly independent. Suppose that for n = k the set
k−1⋃
i=1
Bi is linearly
independent, then for n = k + 1the set
k⋃
i=1
Bi is linearly independent because
E
(
k−1⋃
i=1
Bi
)
∩E (Bk) is a forest, this is obtained by applying Lemma 1.1. Thus
B (V ) is linearly independent set of cycles in C (Pn × T2m+1).
Now, define B (Pn × T2m+1) = B (T ) ∪ B (V ). Every linear combina-
tion of cycles from B (V ) contains an edge either of the form (i, a) (i + 1, a),
(i, vj) (i + 1, vj+1) or (i, uj) (i + 1, uj) which don’t occur in any cycle of B (T ),
and so it cannot be obtained as a linear combination of cycles from B (V ),
therefore B (T )∪B (V ) = B (Pn × T2m+1) is linearly independent set of cycles
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in C (Pn × T2m+1). Also, note that
|B (Pn × T2m+1)| = |B (T )|+ |B (V )| =
∣∣∣∣∣
n⋃
i=1
B(i)
∣∣∣∣∣ +
∣∣∣∣∣
n−1⋃
i=1
Bi
∣∣∣∣∣
=
n∑
n=1
∣∣∣B(i)∣∣∣ +
n−1∑
n=1
|Bi| = n (2m) + (n− 1) (2m)
= 4mn− 2m = dimC (Pn × T2m+1) ,
therefore B (Pn × T2m+1) is a basis of the cycle space of the graph of
Pn × T2m+1. It is easy to verify that B (Pn × T2m+1) is a 3-fold basis of
C (Pn × T2m+1). 
It is clear that |V (Cn × T2m+1)| = |V (Cn)| |V (T2m+1)| = n (2m + 1) =
2nm+n and |E (Cn × T2m+1)| = |V (Cn)| |E (T2m+1)|+|E (Cn)| |V (T2m+1)| =
n (4m) + n (2m + 1) = 6nm + n. Then dimC (Cn × T2m+1) = (6nm + n) −
(2nm + n) + 1 = 4nm + 1.
Theorem 2.2 For each n ≥ 3 and m ≥ 3, we have b(Cn × T2m+1) = 3.
Proof. The graph of Cn × T2m+1 is nonplanar because it contains the
nonplanar subgraph Pn × T2m+1. Then by MacLane’s Theorem we have
b(Cn × T2m+1) ≥ 3 for each n ≥ 3 and m ≥ 3. On the other hand, to prove
that b(Cn × T2m+1) ≤ 3, we will exhibit a 3-fold basis for C (Cn × T2m+1).
Define B (Cn × T2m+1) = B (Pn × T2m+1) ∪ {C
a} ∪ Bu ∪ Bv ∪ {Cm}, where
B (Pn × T2m+1) is the basis of the subspace C (Pn × T2m+1) which was ob-
tained in Theorem 2.1 where Ca and Cm are n-cycle and they are defined as
follows:
Ca = (1, a) (2, a) · · · (n, a) (1, a) ,
Cm = (1, v1) (2, v1) · · · (n, v1) (1, v1)
and the sets of cycles Bu and Bv are defined as follows:
Bu = {(1, uj) (2, uj) · · · (n, uj) (1, uj) : j = 1, 2, . . . ,m} ,
Bv = {(n, vj) (n, vj+1) (1, vj+1) (1, vj) (n, vj) : j = 1, 2, . . . ,m− 1} .
It is clear that Bv contains all the boundaries of the finite faces of the
planar graph n1 × Pv, where Pv is the path v1v2 . . . vm, which form a ba-
sis of the subspace C (n1× Pv). Thus B
v is linearly independent. Since Cm
contains the edge (1, v1) (2, v1) which doesn’t occur in any cycle of B
v, the
set Bv ∪ {Cm} is linearly independent because Cm cannot be obtained as a
linear combination of cycles from Bv. Note that every cycle in Bv ∪ {Cm}
contains one or two edges of the form (1, vj) (n, vj) which don’t occur in any
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cycle of B (Pn × T2m+1), thus it is linearly independent with all the cycles
of B (Pn × T2m+1), then B (Pn × T2m+1) ∪ B
v ∪ {Cm} is linearly indepen-
dent set of cycles in C (Cn × T2m+1). Now, every cycle in {C
a} ∪ Bu, say
C, contains an edge of the form (n, a) (1, a) or (n, uj) (1, uj); 1 ≤ j ≤ m
which doesn’t occur in any other cycle of B (Cn × T2m+1) \ {C}. Therefore
B (Pn × T2m+1) ∪ B
v ∪ {Cm}∪ {Ca} ∪ Bu = B (Cn × T2m+1) is linearly in-
dependent set of cycles in C (Cn × T2m+1). Since B (Cn × T2m+1) is linearly
independent set and |B (Cn × T2m+1)| = 4mn + 1 = dim C (Cn × T2m+1), we
conclude that B (Cn × T2m+1) is a basis of C (Cn × T2m+1). It is easy to verify
that B (Cn × T2m+1) is a 3-fold basis by following its construction. 
In the following Theorem we consider θn as a graph obtained from the cycle
graph Cn by adding the edge st that joins the nonadjacent vertices s and t
of Cn. Without loss of generality we assume that s < t . Since |V (θn)| = n
and |E (θn)| = n + 1, it is easy to find that |V (θn × T2m+1)| = 2nm + n and
|E (θn × T2m+1)| = (n + 1) (2m + 1) + n (4mn) = 6mn + n + 2m + 1. Thus
dimC (θn × T2m+1) = 4mn + 2m + 2.
Theorem 2.3 For each n ≥ 4 and m ≥ 3, we have b(θn × T2m+1) = 3.
Proof. The graph of θn × T2m+1 is nonplanar because it contains the nonpla-
nar subgraph Pn × T2m+1. Then applying MacLane’s Theorem implies that
b(θn × T2m+1) ≥ 3 for all n ≥ 4 and m ≥ 3. To prove that b(θn × T2m+1) ≤ 3
we must exhibit a 3-fold basis for C (θn × T2m+1). We define B (θn × T2m+1) =
B (Pn × T2m+1) ∪ B
v ∪ {Cm} ∪ {Ca} ∪ Bu ∪ Bst where
Bst = {(s, uj) (s + 1, uj) · · · (t, uj) (s, uj) : 1 ≤ j ≤ m}
∪ {(s, vj) (s + 1, vj) · · · (t, vj) (s, vj) : 1 ≤ j ≤ m}
∪ {(s, a) (s + 1, a) · · · (t, a) (s, a)} ,
and B (Pn × T2m+1) and B
v ∪ {Cm} are the same sets that were defined in
Theorem 2.2 and the set of cycles Bu is defined by the set
Bu = {(1, uj) (2, uj) · · · (s, uj) (t, uj) · · · (n, uj) (1, uj) : j = 1, 2, . . . ,m} ,
and the cycle Ca is defined by
Ca = (1, a) (2, a) · · · (s, a) (t, a) · · · (n, a) (1, a) .
It is clear that every cycle, say C, in Bst contains an edge of the form
(t, uj) (s, uj), (t, vj) (s, vj) or (t, a) (s, a) which doesn’t occur in any cycle of
(B (Pn × T2m+1) ∪ B
v ∪ {Cm} ∪ Bst) \ {C}, thus B (Pn × T2m+1)∪B
v∪{Cm}∪
Bst is linearly independent. The cycles of {C
a} ∪ Bu are linearly indepen-
dent with the cyles of B (Pn × T2m+1) ∪ B
v ∪ {Cm} ∪ Bst for the same rea-
sons which were mentioned in the proof of Theorem 2.2. Moreover, note
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that |B (θn × T2m+1)| = 4mn + 2m + 2 =dimC (θn × T2m+1). Therefore,
B (θn × T2m+1) is a basis of C (θn × T2m+1) and it is easy to verify that this
basis is a 3-fold basis for C (θn × T2m+1). 
References
[1] Ali, A. A.. The basis number of the direct product of paths and cycles, Ars.
Combin. 27, 155–163, (1989).
[2] Ali, A. A.. The basis number of complete multipartite graphs, Ars. combin, 28,
41–49, (1989).
[3] Ali, A. A. and Marougi, G. T.. The basis number of the Cartesian product of
some graphs. The J. of Indian Math. Soc. 58, no. 1–4: 123–134, (1992).
[4] Ali A. A. and Marougi, G. T.. The basis number of the Cartesian product of
some special graphs. Mu’tah Lil-Buhooth Wa Al-Dirasat (Series B: Natural and
Applied Sciences and Physics). 8(2), 83–100, (1993).
[5] Alsardary, A. S. and Wojciechowski, J.. The basis number of the powers of the
complete graph, Discrete Math. 188, no. 1–3, 13–25, (1998).
[6] Alzoubi, M. Y.. On the basis number of graphs, M.Sc thesis, Yarmouk university,
(1992).
[7] Alzoubi, M. Y. and Jaradat, M. M. M.. The basis number of the composition of
Theta graphs with some graphs, Ars. combin, 79, 107–114, (2006).
[8] Alzoubi, M. Y. and Jaradat, M. M. M.. The basis number of the composition
of theta graphs with stars and wheels, Acta Math. Hungar. 103 no. 4, 201–209,
(2004).
[9] Alzoubi, M. Y. and Jaradat, M. M. M.. On the basis number of the composition
of different ladders with some graphs, I.J.M.M.S. 2005(12), 1861–1868, (2005).
[10] Alzoubi, M. Y. and Al-Ta’ani R. R.. The basis number of the lexicographic
product of different ladders with paths and cycles. To appear in Kyungpook
Math. J..
[11] Banks, J. A. and Schmeichel, E. F.. The basis number of n-Cube, J. Combin.
Theory ser. B 33 no. 2, 95–100, (1982).
[12] Hailat, M. Q. and Alzoubi, M. Y.. The basis number of the composition of
graphs, Istnbul Univ. Fen Fak. Mat. Der. 53, 43–60, (1994).
[13] Jaradat, M. M. and Alzoubi, M. Y.. An upper bound of the basis number of the
lexicographic product of graphs, Australas. J. Combin. 32, 305–312, (2005).
236 M. Y. M. ALZOUBI
[14] Jaradat, M. M. and Alzoubi, M. Y.. On the basis number of the semi-strong
product of bipartite graphs with cycles, Kyungpook Math. J., 45, no.1, 45–53,
(2005).
[15] Jaradat, M. M., Alzoubi, M. Y. and Rawashdeh, E. A.. The basis number of the
Lexicographic product of different ladders, SUT Journal of Mathematics 40, no.
2, 91–101, (2004).
[16] Jaradat, M. M., Rawashdeh, E. A. and Alzoubi, M. Y.. The Basis Number of
the Semi-Composition Product of Graphs I, Turkish Journal of Mathematics. 29
, 349–364, (2005).
[17] Jonathan Gross and Jay Yellen. Graph Theory and Its Applications, CRC Press
New York, (1999).
[18] MacLane, S. F.. A combinatorial condition for planar graphs, Fundamenta Math.
28, 22–32, (1937).
[19] Schemeichel, E. F.. The basis number of graphs, J. Combin. Theory ser. B 30,
no 2, 123–129, (1981).
Department of Mathematics
Yarmouk University
Irbid-Jordan
E-mail: maref@yu.edu.jo
