Here we continue the study of the initial value problem for the third order Benjamin-Ono equation in the weighted Sobolev spaces
Introduction
In recent years, the initial value problem for Benjamin-Ono(BO) equation of deep water, ∂ t u + ∂ x (2Hu x + u 2 ) = 0 has been investigated by many authors [1, 4, 5, 7, 8] . Iorio [5] established the wellposedness of the above BO equation in H 2 γ , where γ ∈ [0, 1], by using Kato's theory of linear evolution equations of "hyperbolic type". Ponce [7] proved the global wellposedness of the BO equation in H s , s ≥ 3/2. In [3] , the authors obtained the global existence and uniqueness both in the usual Sobolev space H s and weighted Sobolev spaces H s γ for the third order BO equation 
(X, Y ). If X = Y we write B(X) instead of B(X, Y ). As usual [A, B] will indicate the commutator of two linear operators(not necessarily continuous).
The BO equation arises in the study of unidirectional propagation of nonlinear dispersive waves or long nonlinear sausage-wave propagation in a magnetic slab in an incompressible plasma of the solar atmosphere, and presents the interesting fact that operrators modelling the dispersive effect in the BO equation or the effect of derivative nonlinearity in (1.1) are nonlocal. In [3, 5] , the authors have shown that
2 ) solves equation (1.1) or the BO equation if and only if u ≡ 0, and pointed out in [3] that this phenomena are caused by the nonlocal terms modelling the equations. The papers [1, 7] are devoted to the proof of the well-posedness of the global solutions to the initial value problem of the BO equation in H s , for s ≥ 3 2 . Many physicists such as Ruderman (see [8] and references therein) have used this equation to study the wave propagation in a magnetically structured atmosphere and found its solutions in the form of periodic waves of permanent shape numerically. As the high order approximation of the BO equation, the third order BO equation (1.1) is interesting in its own rights and therefore it is of importance to study its well-posedness whether mathematically or physically considered. I would here like to apologize if I miss citing other papers on the BO equation.
Our aim here is to investigate the global well-posedness of problem (1.1), (1.2) in the weighted Sobolev spaces H s γ as done in [5] for the BO equation. Our main result is as follows: 
where s ≥ 6.
In fact, we shall show that the map φ → u is globally Lipschitz. In our cases, it is difficult to apply Kato's theory of linear evolution equations of "hyperbolic type" because of the appearance of the derivative nonlinear nonsmooth terms. The proof in this paper is very technical and long. In the following two sections we shall finish the proof of Theorem 1.1 by presenting a series of statements.
Preliminary results
In this part, a series of lemmas are given for the purpose of proving Theorem 1.1. The lemmas below are established following the same lines as those of [5] .
with A p independent of , 1 < p < ∞. For details and further results of this kind see Calderon [2] and P.238 of Stein [9] . The following well-known Gagliardo-Nirenberg's inequality will be unexplainedly used throughout the paper. Lemma 2.2. For f ∈ H m (R) and p ≥ 2, then we have
Proof. (2.1) has been well-known. To prove (2.2), noting that
We get by using the Cauchy-Schwartz inequality
which gives (2.2) for the case d=0. By using (2.1) and (2.3) we get
which finishes the proof of (2.2).
It should be pointed out that inequality (2.2) can be used to improve the uniqueness result for the smallness case of the initial data in [3] .
) for all t > 0, s ≥ 0 and satisfies the estimate
is locally integrable with respect to t. Moreover the map t ∈ (0, ∞) → S µ (t)φ is continuous with respect to the topology of H s+λ γ .
Proof. Due to [3] , where the Lemma is established in the case of
where
. The result then follows by combining (2.5) with the formulas
and the estimate 0 ≤ ξ
The statement in the Lemma is now an easy consequence of the Riesz-Thorin interpolation theorem.
We are now in position to establish a local existence for the following parabolic regularized problem
and µ > 0. Let T be a positive number and consider the set
which becomes a complete metric space when provided with the distance obtained from the sup norm. Note that if f ∈ X γ,s (T ), then by Lemma 2.3 it is not difficult to show that one can choose T > 0 such that the map
In view of the uniqueness and regularity results established in [3] we have Corollary 2.4.
Let µ > 0 be fixed. From now on, unless otherwise specifed, we write u = u µ for simplicity. The next step is to establish global existence in H s γ , s ≥ 4 and γ ∈ [0, 1]. This has already been done in [3] in the cases γ = 0 and γ = 1 (the result for γ = 1 will be re-obtained below from a slightly different point of view). In order to obtain global estimates for the H s γ norm of the solution it suffices to study what happens in L 2 γ since the H s result was proved in [3] . Now, by Corollary 2.4 and integration by parts, at least formally we have
In order to extend the local solution to the whole time interval [0, T ], for any fixed T > 0 we must estimate the right-hand side of (2.8). For this purpose we need the following Lemmas. Lemma 2.5.
where C is a generic constant. Proof. By definition, for u ∈ S(R)(the Schwartz space) we have
which combines a limiting argument to yield the result.
where C(γ) is a constant depending only on γ. The same results are true if
Proof. A simple limiting argument shows that it suffices to prove (2.11) for f ∈ S(R). Assume therefore that this is the case and integrate by parts to obtain for k = 1
It is easy to verify that the expressions inside the square brackets in all the three ingegrals are bounded of x. By this remark and the Cauchy-Schwartz inequality we obtain
Now, we have
which finishes the proof. For the general case, a similar argument yields
where p j (x) is bounded in x. So the result follows.
where C(γ) > 0 depends only on γ.
Proof. Similar to the proof of (2.9), it suffices to prove (2.12) for f ∈ S(R). If this is the case, then we have
which gives (2.12). By (2.2), (2.9), (2.11) and (2.12) we obtain
This finishes (2.13).
Lemma 2.8.
where C(γ) depends only on γ.
Proof. First observe that it suffices to prove (2.14) in case of f ∈ S(R). Now
For the second commutator in (2.15) we have
For the first commutator in (2.15) we integrate by parts once to obtain
From (2.15)-(2.17) we know that it follows from (2.18) that
which finishes the proof. From the proof above we see that (2.14) holds for all f ∈ L 2 . Lemma 2.9.
where C(γ) ≥ 0 depends only on γ.
Proof. First note that it suffices to prove (2.19) for f ∈ S(R). Evidently
[ω γ , H∂ 
In view of Lemma 2.6 the first term on the right-hand side of (2.22) satisfies
, so it remains to bound the second. Since ω γ is bounded if and only if γ ∈ [0, 1 2 ], in this case ω γ is Lipschitz. Hence, by Lemma 2.1 we have
where A > 0 is a generic constant, γ ∈ [0, 1 2 ]. In the case of γ ∈ ( , 1] we integrate by parts once in (2.22) to get
, 1], it is not difficult to verify that K(x, y) is a Hilbert-Schmidt kernel. Thus
where C > 0 is a generic constant, γ ∈ (
, 1]. Now the result of the lemma follows from (2.20)-(2.26).
Now we are in position to estimate each term in the right-hand side of (2.8) as follows:
Considering R 1 -R 9 ) and (2.8) we obtain
By [3] we know that ||u(t)|| s is bounded uniformly for t in any fixed interval [0, T ] and µ varying in any bounded interval. That is, 
where C(µ, γ, T, ||φ|| γ,4 ) has the same property as that of (2.27). Now we return to the global existence result. If µ > 0, the global existence result follows from (2.27) and (2.28).The existence result in the case µ = 0 can be proved by the standard limiting argument.
Proof of uniqueness. Here the proof is reproduced from [3] . Let u, v be two solutions to problem (2.6), (2.7) with the initial data φ(x), ψ(x) ∈ H s , respectively. Putting w = u − v, then w satisfies the following equation
For µ > 0 fixed, the uniqueness result follows from the standard energy estimate. So in the following we only give the proof for µ = 0. From (2.29), a direct calculation of (2.29) and use of Lemma 2.2 yield
Now it is not difficult to find that
where K 4 (u) = u 3 + 3uHu x + 3H(uu x ) − 4u 2x . The bound for the term in the right-hand side of (2.33) is carried out as follows. where C depends in an nondecreasing way on its arguments.
Proof. By the assumptions of the Lemma we know that w satisfies problem (2.29), (2.30 
