Abstract. The objective of many scientific studies is to evaluate the effect of a treatment on an outcome of interest ceteris paribus. Instrumental variables (IVs) serve as an experimental handle, independent of potential outcomes and potential treatment status and affecting potential outcomes only through potential treatment status. We propose marginal and nested structural models using IVs, in the spirit of marginal and nested structural models under no unmeasured confounding. A marginal structural IV model parameterizes the expectations of two potential outcomes under an active treatment and the null treatment respectively, for those in a covariate-specific subpopulation who would take the active treatment if the instrument were externally set to each specific level. A nested structural IV model parameterizes the difference between the two expectations after transformed by a link function and hence the average treatment effect on the treated at each instrument level. We develop IV outcome regression, IV propensity score weighting, and doubly robust methods for estimation, in parallel to those for structural models under no unmeasured confounding. The regression method requires correctly specified models for the treatment propensity score and the outcome regression function. The weighting method requires a correctly specified model for the instrument propensity score. The doubly robust estimators depend on the two sets of models and remain consistent if either set of models are correctly specified. We apply our methods to study returns to education using data from the National Longitudinal Survey of Young Men.
Introduction
The objective of many scientific studies is to evaluate the effect of a treatment on an outcome of interest ceteris paribus (with all other things being equal). In an observational setting including a randomized experiment with partial compliance, treatment status is not controlled by the researcher but selected by individual subjects themselves, depending on various background variables (or covariates). Therefore, direct comparisons of observed outcomes between the treatment groups may reflect not only the treatment effect but also differences due to their background differences as a result of treatment selection. It is essential to address selection bias for drawing causal inference from observational data.
Instrumental variable (IV) methods are useful in the presence of unmeasured confounding where some covariates underlying selection bias are unmeasured. Such methods require us to find IVs satisfying unconfoundedness and exclusion restriction, as formulated in terms of potential outcomes and potential treatment status in Angrist, Imbens, and Rubin (1996) and Robins (1989 Robins ( , 1994 . Each method makes additional assumptions and identifies specific treatment parameters. The conventional IV method (e.g. Wooldridge 2002 ) has been widely used in econometrics since Wright (1928) . This method allows us to estimate average treatment effects for continuous outcomes, but implicitly assumes that individual treatment effects are homogeneous, independent of the treatment and instrument given the covariates (Heckman 1997) . Robins (1989 Robins ( , 1994 proposed additive and multiplicative structural mean models to estimate average treatment effects on the treated for continuous and positivevalued outcomes respectively. These models involve dimension-reduction assumptions weaker than that of homogeneous treatment effects. To handle dichotomous outcomes, Robins and Rotnitzky (2004) and Vansteelandt and Geotghebeur (2003) developed two-stage methods using jointly a logistic structural mean model and models for nuisance parameters. See Section 2 for a more detailed review.
The purpose of this article is to extend the structural mean models of Robins (1989 Robins ( , 1994 and Vansteelandt and Geotghebeur (2003) and develop corresponding estimation methods. In Section 3, we propose marginal and nested structural IV models, in the spirit of marginal and nested structural models of Robins (1998 Robins ( , 1999a under the assumption of no unmeasured confounding. A marginal structural IV model parameterizes the expectations of two potential outcomes under an active treatment and the null treatment respectively, given the potential treatment status equal to the active treatment if the instrument were externally set to each specific level and given a certain subset of all the covariates involved in the IV unconfoundedness assumption. A nested structural IV model parameterizes the difference between the two expectations after transformed by a link function. This different is, in the transformed scale, the average treatment effect for those in a covariate-specific subpopulation who would take the active treatment if the instrument were externally set, which we refer to as the average treatment effect on the treated at each instrument level.
The subset of covariates adjusted for in the structural models can be specified in a flexible manner. If the subset of covariates includes all the covariates, then the nested structural model coincides with the additive, multiplicative, or logistic structural mean model of Robins (1989 Robins ( , 1994 and Vansteelandt and Geotghebeur (2003) in the case where the link is the identity, log, or logit function. On the other hand, if the subset of covariates contains only a constant, then the nested structural model parameterizes the average treatment effect on the treated at each instrument level in the overall population. This simple choice is desirable, not only because inferences at the population level are useful, but also because specifications of such structural models are relatively easy, free of any covariates. In general, the structural models allow us to adjust for single or multiple covariates and investigate heterogeneous treatment effects associated with those covariates.
In Section 4, we develop IV outcome regression, IV propensity score weighting, and doubly robust methods for estimation, in parallel to those for structural models under no unmeasured confounding (see Tan 2008) . The regression method requires correctly specified models for the treatment propensity score (i.e. the conditional probability of the treatment given the instrument and covariates) and the outcome regression function (i.e. the conditional expectation of the observed outcome given the treatment, instrument, and covariates). The weighting method requires a correctly specified model for the instrument propensity score (i.e. the conditional probability of the instrument given the covariates). The doubly robust estimators depend on both sets of models and remain consistent if either set of models are correctly specified. Furthermore, we extend the three methods to use over-identifying estimating equations by the generalized method of moments (Hansen 1982) .
In Section 5, we present a simulation study to evaluate the performances of our methods. In Section 6, we apply our methods to study returns to education using data from the National Longitudinal Survey of Young Men. We adopt the counterfactual or potential outcomes framework for defining causal effects and formulating IV assumptions (Angrist et al. 1996; Robins 1989 Robins , 1994 . For 
Framework and review
The basic conditions for IVs are formulated as
We think of Z as an experimental handle such that (A1) Z is independent of the potential treatment status and the potential outcomes given X, and (A2) different levels of Z result in different treatment status and, through and only through this effect, different outcomes of interest. However, assumptions A1-A2 yield only bounds, but no point identification, for the ATE (Balke and Pearl 1997; Manski 1990) . It is desirable to formulate additional structural assumptions on (D z , Y d ) and consider alternative average causal effects. We discuss briefly one approach along this line, but focus on the second approach as our main subject.
Monotonicity assumption. The approach of Angrist et al. (1996) requires the monotonicity assumption that for x ∈ X and z, z ∈ Z, D z ≤ D z for all units in
In the case of D = {0, 1}, if the monotonicity assumption holds in addition to A1-A2, then the average treatment
.
Various estimation methods have been proposed by exploiting this identification result (see Tan 2006a and references therein). In the case of D = {0, 1, ..., K−1} with K > 2,
.., K − 1, although a weighted average of these average treatment effects is identified by the IV estimand (Angrist and Imbens 1995) .
Homogeneity assumptions and structural mean models. Additive and multiplicative structural mean models of Robins (1989 Robins ( , 1994 represent another approach, which handles polytomous treatments and continuous and count outcomes but relies on homogeneity or dimension-reduction assumptions. See Hernan and Robins (2006) for a detailed discussion of homogeneity assumptions and identification issues. To illustrate the main point, suppose that D = {0, 1} and for x ∈ X and some z, z ∈ Z,
Then the average treatment effects on both sides of (1) are identified by the IV esti-
See equation (3) below. A limitation of assumption (1) in the presence of unmeasured confounding beyond X is that the average treatment effects are likely to differ between the subpopulation who takes treatment when Z = z and the subpopulation who takes treatment when Z = z , even with fixed X = x. This limitation can be relaxed by employing broader dimension-reduction assumptions than (1).
We distinguish two types of dimension-reduction assumptions embedded in a structural model to ensure identification and facilitate estimation respectively. Consider an additive structural mean model (Robins 1989 (Robins , 1994 )
where g(d, z, x; α) is a known function and α is a vector of parameters such that
This model is equivalent to the conditional mean independence model on x to overcome the curse of dimensionality for estimation of α. The coexistence of the two types of assumptions in model (2) makes it difficult to disentangle and evaluate the appropriateness of these assumptions, in the presence of high-dimensional X.
For dichotomous outcomes, additive or multiplicative structural mean models are not suitable, because these models may fail to guarantee response probabilities between 0 and 1. To address this issue, consider a logistic structural mean model (Robins and Rotnitzky 2004; Vansteelandt and Goetghebeur 2003) Ψ
where Ψ is the logit function, g(d, z, x; α) is a known function, and α is a vector of
Model (4) is equivalent to the conditional mean independence model
by the equivalence of (2) and (3). Therefore, dimension-reduction assumptions are needed in model (4) in a similar manner as in model (2) Robins (1994) derived RAL estimators of α by assuming a correctly specified parametric model for P (Z|X). This assumption always holds in a randomized experiment, where Z is the assigned treatment and P (Z|X) is known. In contrast, for model (4), it is generally not feasible under this assumption alone to obtain RAL estimators of α (Robins and Rotnitzky 2004) . Vansteelandt and Goetghebeur (2003) derived RAL estimators of α under correctly specified parametric models for P (Z|X) and E(Y |D, Z, X). A drawback of this method is that the parametric model for 
Structural models
We propose marginal and nested structural models using IVs under assumptions A1-A2 and refer to them as marginal and nested structural IV models, in the spirit of marginal and nested structural models of Robins (1998 Robins ( , 1999a under the assumption of no unmeasured confounding, that is,
Let V be a subvector of the covariates X, which can be a constant or X itself. A marginal structural IV (mean) model parameterizes the expectations of Y 0 and
where Ψ is a link function, c (d, z, v; θ) and c 1 (d, z, v; θ 1 ) are known functions, 
Model (7) is less restrictive than models (5) and (6) jointly. In fact, models (5) and (6) are equivalent to models (5) and (7) or to (6) and (7).
We call the left side of (7) the average treatment effect on the treated at the IV level z of treatment d in the subpopulation {V = v} in the scale of Ψ,
If Ψ is the identity, log, or logit function, then ∆ z (d, v; Ψ) indicates the average treatment effect on the treated in the additive, multiplicative, or odds ratio scale. Note that ∆ z (d, v; Ψ) appears similar to but conceptually differs from either
. These differences are the average treatment effects for those in {V = v} who are observed to take treatment d and, respectively, who are observed to have IV level z and take treatment d.
indicates the average treatment effect for those in {V = v} who would take treatment d if Z were externally set to z. This treatment parameter is well suited in the IV framework because Z is an experimental handle that can potentially be manipulated.
The nested structural model (7) parameterizes ∆ z (d, v; Ψ) for V a subvector of X and hence generalizes models (2) and (4), which parameterize ∆ z (d, x; Ψ) for the identity and logit links Ψ respectively.
In the case where V is a constant, model (7) parameterizes the overall average treatment effect on the treated, 
and marginal and nested structural models similar to (5), (6), and (7) (5), (6), and (7), but point out that the results are similarly applicable to the general case.
Identification
The structural models (5) and (7) are concerned about the full data (
and X. We first characterize restrictions imposed by models (5) and (7) on the observed data (Y, D, Z, X), and then discuss dimension-reductions assumptions needed for identification and estimation as in Section 2.
Observed-data restrictions. We provide in Lemma 1 two observed-data representations of the expectations of functions of (Y D z , D z , X) (see the Appendix for a proof).
The first representation involves the conditional expectations of functions of (Y, D)
given (Z, X), whereas the second involves the conditional probability of Z given X. 
Lemma 1. Under assumptions A1-A2, it holds that
and, if Z is discrete and p(z|X) > 0 almost surely,
where η (y, d, v) is an arbitrary function such that the conditional expectations exist.
We derive conditional moment restrictions of models (5) and (7) on the full data and obtain the resulting restrictions on the observed data by Lemma 1. Model (5)
where φ (d, z, v) is an arbitrary function. Given model (5), model (7) yields that
where c
See the relationship between (2) and (3). Similarly, model (7) implies that
where c (8), (9), and (10) immediately lead to Theorem 1.
Theorem 1. (i) Let
Under assumptions A1-A2, model (5) implies that
(ii) Under assumptions A1-A2 and model (5), model (7) implies that
We provide in Corollary 1 unconditional moment restrictions due to Theorem 1, but in a more general form to allow that Z is continuous and p(z|x) is a probability density function in equations (12) and (14).
Corollary 1. Let P * (z|v) be an arbitrary transition distribution on Z from V, which may differ from P (z|v), the conditional distribution of Z given V.
and equivalently
where p * (z|v) is the probability density or mass function of P * (z|v).
(ii) Let
where
Under assumptions A1-A2 and model (5), model (7) implies that
The equations hold if τ
We recognize a fundamental difference in the nature of models (5) and (7). The
is not. To see the issue, let V ≡ v and suppose that Z is of size J and D is of size K. Model (5) places KJ restrictions on the observed data by Theorem 1(i), and ad-
is identifiable even without dimension-reduction assumptions. In contrast, model (7) places only (J −1) restrictions on the observed data by Theorem 1(ii). If
is completely nonparametric or is linear in d but otherwise nonparametric, then model (2) and (4), a major advantage of using model (7) is to adjust for a low-dimensional subvector V of X, and therefore reduce the complexity of dimension-reduction assumptions of the second type or even remove the existence of such assumptions in special cases where V is a constant or discrete with a few levels.
Estimating equations in Corollary 1 involve expectations of functions of (Y, D)
given (Z, X) or the probability density or mass function of Z given X. Dimensionreduction assumptions are needed on these unknown functions to obtain consistent, RAL estimators of θ and θ 1 . For estimation of θ 1 , our estimation strategy is to combine (13) or (14) with (11) or (12) under the additional assumption that model (5) is correctly specified, except for where Ψ is the identity link or where Ψ is the log link and τ ⊕ 1,full is replaced by τ ⊗ 1,full (see Section 4). For the logit link Ψ, this strategy is similar to that of Vansteelandt and Goetghebeur (2003) for model (4), and hence has the drawback that a misspecified model (5) can be incompatible with model (7). Nevertheless, a desirable feature of using models (5) and (7) is to adjust for a low-dimensional subvector V of X, and reduce the possibility of misspecification of model (5) or even avoid such a possibility by specifying model (5) nonparametrically in special cases where V is a constant or discrete with a few levels.
Further identification
We point out two further implications of Theorem 1(ii) and use them in Section 4.5. 
Inference
We consider models (5) and (7) jointly as a marginal structural model. The motivation Suppose that an independent and identically distributed (iid) sample of n units is
.., n, are iid from the joint distribution of (Y, D, Z, X). We develop three estimation methods and refer to them as IV outcome regression, IV propensity score weighting, and doubly robust estimation, in parallel to those for marginal and nested structural models of Robins (1998 Robins ( , 1999a under no unmeasured confounding (see Tan 2008 and references therein). Furthermore, we extend the three methods to use over-identifying estimating equations by the generalized method of moments (Hansen 1982) .
Throughout, assume that Z = {0, 1, ..., J − 1} and D = {0, 1, ..., K − 1}. In principle, our methods can be extended to handle continuous instruments and treatments.
It is interesting to investigate these extensions in future work.
IV outcome regression
In the outcome regression method, we postulate parametric models for the treatment propensity score P (D = d|Z, X) and the outcome regression function E(Y |D = d, Z, X), and employ estimating equations (11) for estimation of θ in model (5) and estimating equations (13) for estimation of θ 1 in model (7).
Consider the following generalized linear models
where π (d, z, x; γ) and µ(d, z, x; α) are known functions and γ and α are vectors of parameters. For (15), a multinomial logistic model can be specified among other regression models for polytomous responses (e.g. McCullagh and Nelder 1988) .
We propose the following three-step procedure. Throughout Section 4, let φ(d, z, V) 
IV propensity score weighting
In the weighting method, we postulate a parametric model for the instrument propensity score P (Z = z|X), and employ estimating equations (12) for estimation of θ in model (5) and estimating equations (14) for estimation of θ 1 in model (7).
Consider the following generalized linear model
where p(z|x; ν) is a known function and ν is a vector of parameters. Models (15) and (17) are regression models both parameterizing conditional probabilities, but dealing with different response and explanatory variables.
We propose the following three-step procedure in parallel to Procedure 1.
Procedure 2. (i) Computeν as a solution toẼ[s(ν)] = 0 with s(ν) = p(Z|X; ν)/∂ν p(Z|X; ν) .
(ii) Computeθ as a solution toẼ[τ ps (θ;ν)] = 0 with
(iii) Computeθ 1 as a solution toẼ[τ 1,ps (θ 1 ,θ;ν)] = 0 with
See Section 4.4 for a discussion of asymptotic properties of Procedure 2.
Doubly robust estimation
Propensity score weighting can be augmented by outcome regression to enhance efficiency and robustness. We propose the following three-step procedure, which depends on both models (15)- (16) and model (17).
Procedure 3.
(i) Computeγ andα as in Procedure 1(i). Computeν as in Procedure 2(i).
(ii) Computeθ =θ(b) as a solution toẼ[τ aug (θ;α,γ,ν)] = 0 with 
and hence ξ 1 = ζ 1 − τ 1,or , and b 1 is an m 1 ×m 1 matrix.Consider the choices of b 1 : I 1 ,β 1 , andβ 1 , the same as I,β, andβ with τ ps replaced by τ 1,ps , ξ by ξ 1 , and ζ by ζ 1 throughout.
The estimatorsθ andθ 1 are sequentially constructed in Procedure 3. Alternatively, consider the following simultaneous procedure. Procedure 3 corresponds to the special case where b jt is block-diagonal with blocks b and b 1 .
Procedure 4. (i) Computeγ andα as in Procedure 1(i). Computeν as in Procedure 2(i).
(ii) Compute (θ,θ 1 ) = (θ,θ 1 )(b jt ) as a solution toẼ[τ jt,aug (θ, θ 1 ;α,γ,ν)] = 0 with
where b jt is an m jt × m jt matrix and m jt = m + m 1 . Consider the choices of b jt :
I jt ,β jt , andβ jt , the same as I,β andβ with τ ps replaced by τ jt,ps = (τ ps , τ 1,ps ) , ξ by ξ jt = (ξ , ξ 1 ) , and ζ by ζ jt = (ζ , ζ 1 ) throughout.
See Section 4.4 for a discussion of asymptotic properties of Procedures 3-4.
M-estimators and GMM
The 
Equivalently, the expansion ofθ can be derived by stacking the estimating equations for ψ and ϑ (see Carroll, Ruppert, Stefanski, Crainiceanu 2006, Section A.6.6 ). This setup accommodates all the estimatorsθ andθ 1 in Procedures 1-4.
Suppose that model (5) (15)- (16) are correctly specified for Procedure 1, (ii) model (17) is correctly specified for Procedure 2, or (iii) models (15)- (16) 
where IF(ψ) is the influence function ofψ. For Procedure 3 with b =β, τ asy (ϑ; ψ)
is given by the right side of (18) 
The estimatorsθ(I),θ(β), andθ(β ) in Procedure 3 have the following properties of efficiency and robustness (see Tan 2008 for a related discussion). First, the three estimators are doubly robust in that they remain consistent if models (15)- (16) Similar results are applicable if model (7) is of interest. Then ϑ = θ 1 and ψ includes θ in addition to (α, γ) or ν or both. For Procedures 1-3, the assumptions onψ and τ (ϑ;ψ) are satisfied provided that the associated models (15)- (16) or model (17) is correctly specified and, furthermore, model (5) If models (5) and (7) jointly are of interest, then ϑ = (θ, θ 1 ) and ψ is the same as in the situation where model (5) is of interest. The joint estimators (θ,θ 1 )(I jt ), (θ,θ 1 )(β jt ), and (θ,θ 1 )(β jt ) in Procedure 4 are doubly robust and locally efficient, and (θ,θ 1 )(β jt ) is intrinsically efficient. In the case of the identity link Ψ, the three estimators are still doubly robust even if model (5) is misspecified.
GMM and testing. Consider the general case where τ (ϑ;ψ) is a p × 1 (p ≥ m)
vector of asymptotically unbiased estimating functions. We apply the generalized method of moments (GMM) (Hansen 1982 ) with a modification to accommodate the variation ofψ. Letθ be a minimizer ofQ(ϑ) andQ(ϑ) be the GMM statistiĉ
Theorem 2. Under regularity conditions (Hansen 1982) , the following results hold.
( m . An important application of this procedure is to test (7) or equivalently
This test remains valid provided that the associated models (15)-(16) or model (17) is correctly specified, even if model (5) is misspecified. Robins (1994) , Robins and Rotnitzky (2004) , and Vansteelandt and Goetghebeur (2003) proposed procedures with similar robustness for testing the more restrictive null hypothesis that
The adequacy of a model specification can be tested in the presence of overidentifying estimating equations (Hansen 1982) . Suppose that there exist p (> m) estimating functions τ (ϑ;ψ), associated with p linearly independent functions φ 1 (z, V).
Consider the null hypothesis H 0 : model (7) is correctly specified. By Theorem 2(iii), an asymptotically valid test at level 5% is to reject H 0 ifQ(θ) exceeds the 95% quantile of χ 2 p−m . Consider the simple specification of model (7): 
Further inference
So far, we employ estimating equations in Corollary 1 to draw inferences about 
where q(v; ) is a known function and is a vector of parameters. Let Second, we propose a method of sensitivity analysis to examine the estimates of where T or , T ps , and T aug are the same as τ or , τ ps , and τ aug with τ
We computeθ 
where γ 1 (z) = −1, −.5, .5, or 1 for z = 0, 1, 2, or 3, γ 2 = −.2, κ = 1, ∆ = .5, and This simulation setup is motivated by econometric models in the study of returns to education (see Section 6). There are two interesting features. First, U is an unmeasured confounder related to both D and (7) is not correct, but closely captures the true curves in Figure 1 . We specify (15) as a logistic regression model with the linear terms of (Z, X) and (16) 
Data analysis
To study the causal relationship between education and earnings is of persistent interest in economics (see Griliches 1977; Card 2001) . A fundamental difficulty is that education levels are not randomly assigned, but self-selected by individuals. We analyze the data used in Card (1995) and Tan (2006a) (15) and (16) is assessed by residual plots as in usual regression analysis, whereas that of model (17) is assessed by checking the balance of X between the 4 instrument groups after instrument propensity score weighting (see Tan 
Appendix
Proof of Lemma 1. 
