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In this paper, we propose simple but eﬀective two diﬀerent fuzzy wavelet networks (FWNs)
for system identiﬁcation. The FWNs combine the traditional Takagi–Sugeno–Kang (TSK)
fuzzy model and discrete wavelet transforms (DWT). The proposed FWNs consist of a set
of if–then rules and, then parts are series expansion in terms of wavelets functions. In the ﬁrst
system, while the only one scale parameter is changing with it corresponding rule number,
translation parameter sets are ﬁxed in each rule. As for the second system, DWT is used com-
pletely by using wavelet frames. The performance of proposed fuzzy models is illustrated by
examples and compared with previously published examples. Simulation results indicate the
remarkable capabilities of the proposed methods. It is worth noting that the second FWN
achieves high function approximation accuracy and fast convergence.
 2005 Elsevier Inc. All rights reserved.
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The Fourier transform and wavelet transform decompose a signal into a set of spe-
cial basis functions that are sinusoid and wavelet functions, respectively. The sinus0888-613X/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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ized in time and therefore they have inﬁnite energy. If the signal has sharp transitions,
Fourier transform requires a very broad spectrum of frequencies. Thus to get a rea-
sonably faithful reconstruction of a signal from its Fourier components may require
more information than is needed to describe the original signal. On the other hand,
the wavelet expansion gives a time-frequency localization of the signal. This speciﬁ-
cation means most of the energy of the signal is well represented by a few set of wave-
let basis functions. Thus, they can be more economical than a Fourier transform.
Wavelet basis functions are typically designed so that one can readily separate smooth
components and detailed components. This can help in signal identiﬁcation where the
detailed components may be discarded without serious degradation of the signal [1,2].
It is well known that functions can be represented as a weighted sum of orthogonal
basis functions. Orthogonal functions play an important role in issues function
approximation and process modeling [3,4]. Orthogonal basis functions allow simple
calculation of expansion coeﬃcients and have a Parsevals theorem [2] that allows a
partitioning of the signal energy in the wavelet transform domain.
Recently, the combination of soft computing and wavelet theory has lead to a
number of new techniques: wavelet networks [5,6,14], fuzzy wavelet [7,3,8]. In the sim-
plest version, a wavelet network corresponds to a three-layer perceptron using wave-
lets as activation functions [9]. A number of other methods use wavelet coeﬃcients as
input to conventional neural network [1]. Some authors used orthogonality of the
functions for system identiﬁcation [1,3,4]. Chunshien Li et al. [10] has presented a
soft computing system based on fuzzy set theory and wavelet multiresolution analy-
sis for the feature extraction of signals. Another work from Daniel et al. [7] has pro-
posed a fuzzy wavelet network, inspired by the theory of multiresolution analysis of
wavelet transforms and fuzzy concepts for approximating arbitrary nonlinear
functions.
Wavelet networks have been used for modeling from input–output data. Any func-
tion can be approximated to any prescribed accuracy with a ﬁnite sum of wavelets by
using wavelet transform. According to the wavelet network models [7,5], the main
problem is selection of wavelet bases. Daniel et al. [7] propose amethod to select wave-
lets. In their work, fuzzy concepts are integrated with wavelet neural network, and
translation parameters of wavelets and shape of membership functions are trained
for reducing the number of wavelet bases and improving the generalization capability.
In this paper, we propose two approaches related the improving function approx-
imation accuracy in based on the fuzzy wavelet network. In the ﬁrst proposed FWN,
each rule corresponding to a DWT consists of single scaling parameter, it changes
simply with each fuzzy rule number, and translation parameter sets are ﬁxed in each
rule, while the second FWN uses DWT completely. For both model, we modify the
TSK fuzzy model such that then parts of each fuzzy rule constructed by using dis-
crete wavelet expansion. For the latter an algorithm is used for simultaneous setting
of free parameters of the FWNs, which are wavelet coeﬃcients and membership
functions centers and standard deviations. The goal of the FWNs is to improve
the function approximation accuracy with fast convergence and reduce the adjusted
free parameter number in function learning.
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given in Sections 2 and 3, respectively. Section 4 describes the architecture of pro-
posed FWNs. Section 5 discusses the optimization of the proposed FWNs structures.
Section 6 describes how the wavelet bases and fuzzy rule number are chosen. Section
7 gives tutorial examples, and ﬁnally, we compare the performance of our models
with the performance of previously published examples.2. Takagi–Sugeno–Kang fuzzy system
TSK fuzzy models are suitable to model a large class of nonlinear systems. TSK
fuzzy system is given in the following form of IF-THEN rules:
Rj : IF x1 is Aj;1 AND x2 is Aj;2 AND . . . xn is Aj;n;
THEN yj ¼ aj;0 þ aj;1x1 þ    þ aj;nxn ð1Þ
where Rj represents the jth fuzzy inference rule, xi and Aj,i are the premise fuzzy vari-
ables and fuzzy sets with Gaussian membership functions. The rule consequents rep-
resent linear equations which are linear in the parameters aj,i.
The output of the TSK fuzzy system with M rules is aggregated as
y ¼
XM
j¼1
ðaj;0 þ aj;1x1 þ    þ aj;nxnÞ/jðxÞ ð2Þ
with the fuzzy basis functions /j. The fuzzy basis functions /j are
/jðxÞ ¼
Qn
i¼1liðxiÞPM
j¼1
Qn
i¼1liðxiÞ
ð3Þ
where lj is the membership function of Aj,i. Gaussian membership function is
ljðxÞ ¼ expðððx xcj;iÞ=rj;iÞ2Þ ð4Þ
where xcj,i denote the centers and rj,i denote the standard deviation for membership
function associated with rule j. The TSK fuzzy model is based on a fuzzy partition of
input space and it can be viewed as expansion of a piecewise linear partition [11].3. Discrete wavelet transform
A wavelet system is a set of building blocks to construct or represent an any func-
tion f(t) that could be written
f ðtÞ ¼
X1
k¼1
ck2
j0=2uð2j0 t  kÞ þ
X1
k¼1
X1
j¼j0
dj;k2
j=2wð2jt  kÞ ð5Þ
as a series expansion in terms of the scaling function uk(t) and wavelets wk,j(t). In this
expansion, ck coeﬃcients are referred to as approximation coeﬃcient at scale j0 and it
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ferent scales. The DWT coeﬃcients consist of both cks and dj,ks.
The ﬁrst summation in Eq. (5) gives a function that is a low resolution or coarse
approximation of f(t). The variables j and k are integers that scale and translate the
mother function to generate a family of discrete wavelets. The scale index j indicates
the wavelets width, and location index k gives its position. For each increasing index
j in the second summation, a higher or ﬁner resolution function is added, which adds
increasing detail [2]. Because any function can be represented by using coeﬃcients in
linear combination of the wavelet functions, system identiﬁcation can be performed
using just the correspondence wavelet coeﬃcients. The main problem of the wavelet
networks is the selection of wavelet bases. To improve the approximation accuracy,
large numbers of wavelet bases are required for the wavelet reconstruction of non-
linear dynamics. In this respect, wavelet analysis is similar to the Fourier analysis.4. Takagi–Sugeno–Kang fuzzy model with discrete wavelet transform
In this section, the structure and functions of the proposed FWNs are described.
The FWN consists of a set of fuzzy rules. For practical implementations, inﬁnite
wavelet frames must be truncated into ﬁnite sets. The optimal size of the constructed
FWNs is determined for each illustrated examples by taking into consideration per-
formance of the models. Its details are described in next section.
4.1. The ﬁrst proposed FWN
The ﬁrst fuzzy model proposed in this paper has a form as follows:
Rj : IF x1 is Aj;1 AND x2 is Aj;2 AND . . . xn is Aj;n;
THEN yj ¼
XL
k¼L
dj;k
Yn
i¼1
2j=2wð2jxi  kÞ ð6Þ
For each rule, the same translation parameter sets are used. Each rule is being
summation of (2 · L + 1) terms and contains dj,k parameters in the THEN parts.
Scale parameter is changed with rule number in each rule. The total free unknown
parameter number is 2 · n ·M +M · (2 · L + 1), where M and n are fuzzy rule
number and variable number of function that will be learned. The same structure
used by Daniel et al. [7] and translation parameters are tuned in their work. How-
ever, here translation parameters are not tuned and they are selected integers for tak-
ing advantages of the rigorous approximation theory of wavelet basis function
expansion.
By applying fuzzy product inference engine, singleton fuzziﬁer, center average
defuzziﬁer, and Gaussian membership functions process, the output y becomes
y ¼
PM
j¼1
Qn
i¼1lj;iðxiÞyj;iðxiÞPM
j¼1
Qn
i¼1lj;iðxiÞ
ð7Þ
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dard deviations and, wavelet expansion coeﬃcients of dj,k. The translation parame-
ters sets are taken from L to +L value. When the translation parameters are
increased too much, the approximation accuracy is changed very slowly. However,
very good performance can be obtained with limited number of translation param-
eters. Although, in [7], the authors used translation parameter as a free parameter to
reduce the network size, our fuzzy system give better accuracy with the less number
of unknown parameters used for training without tuning the translation parameters.
In this work, our task is to design the fuzzy wavelet system y(x) in the form of
Eq. (7) such that the matching error
E ¼ 1
2
XN
p¼1
ðyðxpÞ  ypdÞ2 ð8Þ
is minimized. Where, N is the length of input–output pairs and ypd is desired output
value at xp. That is, task is to determine the free parameters such that E of (8) is min-
imized. To determine these parameters, fuzzy system is represented as a feedforward
network. Levenberg–Marquardt (LM) algorithm Fletcher strategy is used for tuning
these parameters. The LM method incorporates a technique for dealing with related
to singularity in the matrix [JTJ], J is the Jacobian matrix, and eﬀective algorithm for
small residual problems [12,13].
Speciﬁcally, to determine the parameters for the ﬁrst proposed FWN, the algo-
rithm is summarized in the following.
Step 1: Structure determination and initial parameter setting. Choose the fuzzy
wavelet system in the form of (7) and determine the M, L. Specify the initial
parameters dj,k(0), xcj,i(0), rj,i(0).
Step 2: Present input and calculate the output of the fuzzy wavelet system. For a
given input–output pair (xp; yp), p = 1,2, . . .N, and at the qth stage of train-
ing, q = 0,1,2, . . . , present xp to the input layer of the fuzzy wavelet system
in (7) and compute the output of Fig. 1. That is, compute
zj ¼
Yn
i¼1
expðððxi xcj;iðqÞÞ=rj;iðqÞÞ2Þ ð9Þ
b ¼
XM
j¼1
zj ð10Þ
gj ¼
XL
k¼L
dj;kðqÞ
Yn
i¼1
2j=2wð2jxi  kÞ ð11Þ
a ¼
XM
j¼1
zjgj ð12Þ
y ¼ a=b ð13Þ
Fig. 1. The architecture of the FWN.
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Step 4: Repeat by going to Step 2 with q = q + 1, until the error E is less than a pre-
scribed number e, or until the q equals a prescribed number.
4.2. The second proposed FWN
The second proposed fuzzy model is used discrete wavelet transform completely
except scaling function due to the every wavelet has not scaling function in analytical
form [2]. The following form of IF-THEN rules is given below:
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THEN yj ¼
XL
k¼L
fkðxÞ ð15Þ
where
fkðxÞ ¼
XK
m¼0
dj;k;m
Yn
i¼1
2m=2wð2mxi  kÞ ð16Þ
By integrating the wavelet theory into the TSK fuzzy system, the proposed fuzzy
system becomes as in the same Eq. (7). The second proposed FWN has diﬀerent
structure and each rule consists of (K + 1) · (2 · L + 1) wavelet functions. For this
structure, where M, L, and K are ﬁxed, dj,k,m, xcj,i, and rj,i are free parameters, con-
sequently the total free unknown parameter number is 2 · n ·M +M ·
((2 · L + 1) · (K + 1)). The designing fuzzy system is now equivalent to determining
these parameters. Fuzzy system representation as a feedforward network helps us by
determining these parameters. These parameters are tuned by using the same algo-
rithm, which was described in the ﬁrst proposed FWN, but expression (11) is re-
placed with
gj ¼
XL
k¼L
XK
m¼0
dj;k;mðqÞ
Yn
i¼1
ð2m=2wð2mxi  kÞÞ ð17Þ
where L and K determine the size of the wavelet for jth rule. For proposed FWNs,
Mexican Hat wavelet function w(x) = (1  2x2)exp(x2) was selected as our wavelet
function. Network representation of the proposed fuzzy system is shown in Fig. 1.
As shown in Fig. 1 fuzzy systems have a mathematical model that resembles that
of a three-layer network, fuzziﬁcation, fuzzy inference, and defuzziﬁcation.5. Optimizing fuzzy wavelet systems
Wavelets represent a special class of functions that can generate bases in func-
tional vector spaces. If the numbers of wavelets or fuzzy rules are increased in the
FWNs, it results in more parameters and more computation, but gives better
approximation accuracy. In this respect, the proposed FWNs are similar to the Fou-
rier series. On the other hand, it cannot be generalized in the fuzzy system with prod-
uct inference engine, singleton fuzziﬁer, center average defuzziﬁer, and Gaussian
membership function and TSK fuzzy system. In all simulations presented below,
the following procedure was used for each network:
1. The system parameters were trained by LM algorithm; training was terminated
when the error on the test set was beginning to increase.
2. The sampled valued of given function or system is normalized in between 1 and
+1.
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between 0 and 1. Only the membership functions standard deviation parameters
are initialized to 1.
4. The performance index has been taken from [5,7] for Examples 1–3 as below:
J ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
j¼1ðyi  ydi Þ2PN
j¼1ðydi  yÞ2
vuut ð18Þ
where N is the number of elements of the test set, ydi is the desired output for ith
sample of data, y is the corresponding fuzzy system output and y is the average
value of desired output. For Example 4, a diﬀerent measure is used to compare
the result with previous approaches. The measure is deﬁned as mean square error
(MSE).
The epoch number was not provided in [7]. They used the extended Kalman ﬁlter
(EKF) algorithm and least squares estimation to adjust parameters of FWN. Learn-
ing procedure may aﬀect the performance of the networks. Zhang and Benveniste [4]
used the gradient method to adjust all parameters of the wavelet network. This may
trap their network in a local minimum error and cause slow training [7,14]. Daniel
et al. [7] and Junghui et al. [14] used two-stage optimization scheme. This learning
procedure leaded to fast training in their networks.
The underlying problem of Daniel et al.s FWN may be following reasons. The
wavelet expansion is constructed by using integer translation and integer scaling
parameters in general. Daniel et al. [7] considered translation parameter as free
parameters. The adjusted translation parameter may disturb the discrete wavelet
transform rigorous structure. In other words, adjusted parameters may cause over-
lap of wavelet function on the space location. This may trap their network in a
local minimum error or may overﬁt the data. In addition to this, scaling values
that were used in their network may not be at high enough resolution. there
may be also incompleteness problem [26,29] in their FWN. The completeness of
fuzzy sets and rule structures should also be considered to guarantee that every
data point has a response output. Completeness of fuzzy systems consists of two
main factors: completeness of fuzzy partitions and completeness of fuzzy rule
structure. If one of the two conditions is violated, the fuzzy rule system is
incomplete, which implies that the fuzzy system will provide no output in some
cases.
Since one of the goals of this study is to train the networks with lesser-unknown
free parameter for reducing computational eﬀort, ﬁrstly we have taken into consid-
eration the number of unknown free parameters used in the training. After the min-
imum required parameter size was determined, training of the FWNs were stopped
when the performance index on the test set was beginning to rise in order to avoid
the network losing the generalization ability. The epoch numbers are given in the
each example of Section 7. Four simulation examples are provided to illustrate the
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second example of Section 7, the purpose of the comparison is only to show the pos-
sible advantages of integration of fuzzy and the discrete wavelet expansion based on
the diﬀerent resolutions and similarity with Fourier series in representing a signal. If
the resolution is increased by using higher scales (j), the wavelet expansion allows a
more accurate local description and separation of signal characteristics. In the ﬁrst
FWN, resolution increases with increasing fuzzy rules. For this reason fuzzy rule
number becomes more eﬀective on the performance of the ﬁrst FWN. In the second
FWN, the resolution level and fuzzy rule number can be considered independently.
This ability was seen in the learning time and high performance index in the illus-
trated examples.6. Selecting wavelets and fuzzy rules
The proposed FWNs structure size is proportional to fuzzy rule number and se-
lected total number of wavelet function. Total number of wavelet functions and fuzzy
rules, namely free parameter number, used in the proposed FWNs are changed with
respect to function that will be learned. However, if the proposed FWNs is considered
as Fourier series, the determining the required wavelet functions and fuzzy rule num-
ber does not become diﬃcult task. To show this capability of the both FWNs, the fol-
lowing ﬁgures that show the performance index versus parameter size were plotted.
Firstly, conventional and TSK fuzzy systems were considered and the performanceFig. 2. Performance index versus parameter size for Example 1 in conventional fuzzy system.
Fig. 3. Performance index versus parameter size for Example 1 in TSK fuzzy system.
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about 500 epochs. Parameter size was increased by increasing fuzzy rule number (M).
Fig. 2 indicates that the largerM does not give better approximation accuracy in con-
ventional fuzzy system with product inference engine, singleton fuzziﬁer, center aver-
age defuzziﬁer. From Fig. 2, we can see that the optimal model contains 39
parameters for Example 1, which will be described in the next section. TSK fuzzy sys-
tem gives the similar result, as shown in Fig. 3. As the shown in Figs. 2 and 3 deter-
mining the size of the system is diﬃcult to improve the system performance. This often
leads to an unnecessarily big network structure and increases computational eﬀort.
However, the presented two FWNs allow making an analogy between FWN and
Fourier series where the higher frequency terms contain detail of the signal by observ-
ing the number of unknown parameters in the FWNs. It allows improving the
approximation accuracy by increase only the number of parameters. This can be seen
in Figs. 4 and 5 for 200 epoch and all initial parameters are kept ﬁxed for all systems.
The similar case can be seen in Figs. 6–8 for Example 2. So before we decide the suf-
ﬁcient size of the proposed FWNs, we observe the training of both networks for dif-
ferent network size obtained by changing the value of L, K, and M, and then
performance index versus number of parameters were plotted. After that, we can
decide the size of the FWNs from the number of parameters corresponding to the
performance index we need by using such these ﬁgures.
The ﬁrst example were trained by using the ﬁrst proposed FWN with 27 unknown
parameters which are constituted by taking as M = 3 and L = 3 in the algorithm
Fig. 4. Performance index versus parameter size for Example 1 in ﬁrst presented FWN.
Fig. 5. Performance index versus parameter size for Example 1 in second presented FWN.
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the second FWN to compare with other training algorithms. The second algorithm
Fig. 6. Performance index versus parameter size for Example 2 in conventional fuzzy system.
Fig. 7. Performance index versus parameter size for Example 2 in ﬁrst presented FWN.
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K = 6, and L = 2 in Eq. (16). If both FWNs are trained with insuﬃcient number
Fig. 8. Performance index versus parameter size for Example 2 in second presented FWN.
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posed FWNs cannot achieve high function approximation accuracy.
For the second example, the ﬁrst proposed FWN used here contains 91 ﬁtting
parameters, of which 28 are fuzzy membership function parameter and 63 are wave-
let weightings, namely M is 7 and L is 4. The second FWN was constructed with
{M = 1, K = 6, L = 2}. In the same way, both FWNs structure are determined for
the third and the fourth examples. The third example were trained with {M = 10,
L = 7} for the ﬁrst FWN, and {M = 6, K = 10, L = 1} for the second FWN. In
the ﬁnal examples, the ﬁrst and second FWN were constructed with {M = 2,
L = 7} and {M = 1, K = 5, L = 2}, respectively.
For the proposed FWNs, there are diﬀerent model structure combinations, which
can give the same number of unknown parameters. Although the number of param-
eters is the same for diﬀerent structures, their performances are not the same. Only
fuzzy rule number and number of wavelets can be adapted for each system to im-
prove the approximation accuracy. As shown in the results, to improve the approx-
imation accuracy, larger number of wavelets or fuzzy rules is not required for our
FWNs and very few fuzzy rules are used. Since the fuzzy rule number increases con-
siderably the number of unknown free parameter, we notice to keep fuzzy rules down
for both FWNs. When we determine the proposed FWNs model order, fuzzy rule
number is ﬁxed ﬁrstly, and then the number of wavelets is changed to decide where
the wavelet expansion is truncated. Consequently, this procedure gives us an oppor-
tunity to keep under the size of the networks with required performance index and
help us to choose the value of L, K, and M. If the wavelet expansion is truncated
arbitrary, function approximation accuracy may lead to large errors.
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In the present section, we demonstrate the eﬀectiveness of the presented FWNs on
examples, which studied in [7,5,14]. The given all results for the presented FWNs are
obtained by selecting a model which is give the better performance index with think-
ing of lesser the number of parameters than the other works. If the models perfor-
mance is not adequate, we increase the number of parameters by changing the
number of fuzzy rules or wavelets, reset the initial weights, and retrain. If the models
performance is better than we need, we wish the reduce model complexity, then we
decrease the number of parameters.
Example 1 (Approximation of piecewise function). The ﬁrst example is the approx-
imation of a single variable given by
f ðxÞ ¼
2.186x 12.864 10 6 x < 2
4.246x 2 6 x < 0
10 expð0.5x 0.5Þ sinðxð0.03xþ 0.7ÞÞ 0 6 x < 10
8><
>:
ð19Þ
This example was ﬁrst proposed in [5], which is one of the important papers on wave-
let networks. The networks are learned with 200 sampled points and the results are
tested on 200 points. Table 1 shows the performance comparison of our fuzzy mod-
els and with other models. A blank space indicates that the data was not provided in
the reference. Fig. 9 shows that desired and predicted values for training data. The
performance of the both proposed fuzzy wavelet network structure is better to that
of other wavelet neural networks in Zhang [5], Daniel et al. [7] and Junghui et al.
[14]. As shown in Table 1, the fast algorithms associated with wavelet bases are
gained.Example 2 (Approximation of two variable function). The process to be modeled is
simulated by a function of two variables [5,7]. The expression of this function is
given by
f ðxÞ ¼ ðx21  x22Þ sinð0.5x1Þ; 10 6 x1; x2 6 10 ð20ÞTable 1
Comparison of the proposed FWNs models with other works for Example 1
Method Number of unknown
parameters
Epoch number Performance
index J
The ﬁrst proposed fuzzy wavelet network 27 300 0.00228
The second proposed fuzzy wavelet network 37 10 0.00957
FWN [7] 28 – 0.0210
Wavelet neural network [5] 22 10,000 0.05057
Wavelet neural network [14] 23 25 0.0480
Fig. 10. Example 2: The comparison of outputs between original function (solid line) and the second
proposed FWN (dotted line); their diﬀerences can only be seen on a ﬁner scale.
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Fig. 9. Example 1: The comparison of outputs between original function (solid line) and the ﬁrst proposed
FWN (dotted line).
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output and the ﬁrst proposed FWN output. Obviously, the performance of our
Table 2
Comparison of the proposed FWNs models with other works for Example 2
Method Number of unknown
parameters
Epoch number Performance
index J
The ﬁrst proposed fuzzy wavelet network 91 800 0.00908
The second proposed fuzzy wavelet network 39 10 0.0002052
FWN [7] 117 – 0.0147
Wavelet neural network [5] 442 40,000 0.03395
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be seen in Table 2, the second proposed FWN decreases the performance index sig-
niﬁcantly with lesser parameters.Example 3 (Prediction of the Mackey–Glass time series). The one-step ahead fore-
casting capabilities of our proposals are tested using the high dimensional chaotic
system generated by the Mackey–Glass delay differential equationdxðtÞ
dt
¼ 0.2xðt  sÞ
1þ x10ðt  sÞ  0.1xðtÞ ð21Þwhere s > 17 and x(0) = 1.2, 1200 data were obtained. We choose four point values
in the series are used to predict the value of the next time point. We use the ﬁrst 500
points to construct the input–output pairs and the designed FWNs system is then
used to predict the remaining 700 points. Fig. 11 shows the predicted values and pre-
diction errors for the second presented FWN. Their differences can only be seen on a
ﬁner scale. After 500 epochs, we had the performance indexes of (18) for the ﬁrst and
second FWNs are 0.02572 and 0.00352, respectively. The ﬁrst and second FWN,
respectively used here contains 230 and 246 ﬁtting parameters.Example 4 (Box and Jenkins gas furnace process modeling). This section applies
FWNs to nonlinear system identiﬁcation, using the well-known Box and Jenkins
gas furnace data which well known and frequently used as a benchmark example
for testing identiﬁcation algorithms. This is a time series data for a gas furnace pro-
cess with gas ﬂow rate x(t) as the input and CO2 concentration f(t) as the output. A
dynamic process model is extracted to predict f(t) using the six candidate input vari-
ables {x(t  1), x(t  2), x(t  3), f(t  1), f(t  2), and f(t  3)}. The data set con-
tains 296 {x(t), f(t)} data pairs; after converting the data so that each training data
point consists of {f(t), f(t  1), f(t  2), f(t  3), x(t  1), x(t  2), x(t  3)}, the
number of effective data points reduces to 293. The ﬁrst 145 pairs were used for
training the FWNs while remaining 148 pairs were used validating the identiﬁed
model. The ﬁrst and second FWN used here two fuzzy rules and total number of
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Fig. 11. Example 3: (a) Mackey–Glass time series from t = 124 to 1323 and one step ahead prediction
(which is indistinguishable from time series here). (b) Prediction error.
318 E. Karatepe, M. Alcı / Internat. J. Approx. Reason. 40 (2005) 302–322ﬁtting parameters are 54 and 42, respectively. Fig. 12 illustrates the generalization
test for the second FWN. After 500 epochs, the results are MSE = 0.000011 for
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Fig. 12. Example 4: (a) Comparison of actual output values (solid line) with the predicted output (dashed
line) values for the 6-input initial model for the second FWN. We train on the ﬁrst 145 points and predict
the next 148. (b) Prediction errors.
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along with earlier work.
Table 3
Comparative results for diﬀerent modeling approaches of Box and Jenkins gas furnace process
Model Number of inputs Number of rules Mean square error
Box and Jenkins [15] taken from [28] 6 – 0.202
Tong [16] taken from [28] 2 19 0.469
Pedryez [17] 2 81 0.320
Xu [18] 2 25 0.328
Sugeno and Yasukawa [19] 3 6 0.190
Sugeno and Tanaka [20] 6 2 0.068
Wang and Lagari [21] 6 2 0.066
Zikidis and Vasilakos [22] 6 2 0.064
Lin and Cunningham [23] 5 4 0.071
Kim et al. [24] 6 2 0.055
Tzafestas and Zikidis [25] taken from [28] 6 2 0.049
ANFIS [26] 2 25 0.00073
Kim and Kasabov [27] 2 15 0.00042
NeuroFAST [28] 6 1 0.06544
NeuroFAST [28] 6 15 0.00040
NeuroFAST [28] 6 20 0.00001
The First FWN 6 2 0.000011
The Second FWN 6 2 0.000009
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In this paper, we proposed a two type of network called FWN that has been intro-
duced for the function approximation from input–output observations. The pre-
sented FWNs combine TSK fuzzy models with wavelet transform by taking
advantage of the properties of discrete wavelet frames. Simulation results demon-
strate that the proposed FWNs are quite eﬀective in identiﬁcation applications.
Although wavelets translation parameters are not included as a free parameters
for the illustrated examples, our models have high function approximation accuracy
and fast convergence. The results also show that large number of wavelets is not re-
quired to get very good approximation accuracy. In summary, we can build a fuzzy
wavelet network model with simple structure, less training time, and adjustable
performance.
There are no design procedures or even guidelines on determining the fuzzy rule
number for function learning, in other words how many free parameters need to ob-
tain desired approximation accuracy of fuzzy systems. Using more number of free
parameters is not meant to improve the accuracy of model. This inspires us to look
for novel algorithms to solve, at least, part on nonlinear puzzle. This ambiguous
structure determination was overcame by making the analogy between the series
expansion of wavelet and Fourier series where the higher frequency terms contain
the detail of the signal especially in the second proposed FWN. It is shown that,
the function approximation accuracy of both proposed FWNs increases with
increasing number of wavelet in discrete wavelet expansion.
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