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Kurzfassung
Inhalt der vorliegenden Arbeit ist die Entwicklung eines Verfahrens fu¨r die multiskali-
ge Synthese und Analyse von Bildtexturen mit speziellen Anwendungen im Bereich der
Kartographie und Fernerkundung. Der entwickelte Algorithmus kann, ausgehend von
einem Bildauschnitt, der eine beliebige, natu¨rliche Textur darstellt, eine visuell a¨hnliche
Textur jeder vorgebenen Gro¨ße erzeugen. Die Synthese erfolgt dabei u¨ber ein Texturmo-
dell, das implizit durch die Texturprobe gebildet wird, ohne Kenntnis des eigentlichen
Texturentstehungsprozesses. Die praktische Anwendung der Textursynthese liegt in der
Erzeugung ku¨nstlicher Luftbilder fu¨r mobile Navigationsaufgaben. Gleichzeitig la¨ßt sich
das zugrundeliegende Texturmodell fu¨r die u¨berwachte Segmentierung und Klassifikati-
on von Bildtexturen in Fernerkundungsdaten einsetzen und stellt damit eine Basistech-
nologie fu¨r Umweltu¨berwachungsaufgaben oder eine automatische Aktualisierung von
Geoinformationssystemen.
Der Algorithmus nutzt ein statistisches Markov-Zufallsfeld-Texturmodell, das geeignet
ist, sowohl regelma¨ßige als auch stochastische Texturen zu beschreiben. Der eigentliche
Syntheseprozeß besteht aus Bilda¨hnlichkeitsmessungen zwischen lokalen Umgebungen
der Synthesepositionen und der Texturprobe. Das Verfahren u¨bertra¨gt kleine zusam-
menha¨ngende Blo¨cke von der Texturprobe auf das Syntheseprodukt und erha¨lt damit den
lokalen Texturzusammenhang bei hoher Ausfu¨hrungsgeschwindigkeit. Durch den Einsatz
einer Auflo¨sungspyramide werden alle auftretenden Strukturgro¨ßen gleichwertig verar-
beitet. Die Synthese erlaubt Randbedingungen und erzeugt kachelbare Ergebnisse. Eine
Auswertung der Nutzungsstatistik der Texturprobe zur Laufzeit und getrennte Farbver-
arbeitung erho¨hen die Synthesequalita¨t gegenu¨ber anderen Ansa¨tzen. Ein mehrschichti-
ges Beschleunigungskonzept ermo¨glicht durch Ausnutzung von Hardware-beschleunigter,
paralleler Vektorverarbeitung und Vektorquantisierung hohe Syntheseraten fu¨r die an-
wendungsspezifische Verarbeitung großer Texturen.
Stichwo¨rter: Textur, Synthese, Segmentierung, Markov-Zufallsfelder, MRF, Fernerkun-
dung, Luftbilder
vAbstract
This work describes a novel, multi-scale texture processing algorithm, which is applied
for synthesis of aerial images and segmentation of remote sensing data. The algorithm
was designed for the tileless generation of large images of arbitrary size from small
sample images of natural textures. The synthesised texture shows features that are
visually similar to the sample over a wide frequency range. The synthesis utilises an
implicit texture model provided by the texture sample itself and has no knowledge about
the original texture creation process. Practical applications of the algorithm include
synthesis of artifical aerial images for mobile navigation purposes and supervised texture
classification of remote sensing data as a base technology for environmental monitoring
and automatic update of geographic information systems.
The algorithm is based on a Markov random field (MRF) texture model which is suita-
ble for representing regular as well as stochastic textures. The actual synthesis process
measures the similarity of local neighbourhoods at the synthesis position and the texture
sample. Small texture patches are copied from the sample to the synthesis surface, thus
preserving the local texture coherence, while achieving a high texturing rate at the same
time. As an extension to the MRF texture model a multi-scale image pyramid captures
and reproduces texture features over a wide frequency range. The synthesis allows in-
corporation of the original texture sample and produces tileable results. An evaluation
of the samples’ usage statistic during runtime and separate colour processing increase
the synthesis quality compared to previous techniques. A multilayer acceleration scheme
provides hardware accelerated parallel vector operations and vector quantisation which
enables the handling of large textures for the desired applications.
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Textur“ hat seinen Ursprung im lateinischen textura und heißt wo¨rtlich
u¨bersetzt Gewebe, Weben oder Struktur. Er ist eng mit dem Begriff
”
Struktur“ ver-
bunden, im lateinischen structura: Zusammensetzung, Aufbau. Die Struktur beschreibt
in einem gro¨ßeren Rahmen die Beziehungen zwischen Objekten und deren Anordnung.
Die Textur hingegen bezieht sich auf visuelle oder haptische Eigenschaften einer Ober-
fla¨che und legt gleichzeitig die lokale Struktur fest. Texturen werden mit Attributen wie
Weichheit, Rauheit, Feinheit, Grobheit, Ko¨rnigkeit, Richtung, Regularita¨t, Zufa¨lligkeit,
etc. beschrieben [49] [43]. Diese sprachlichen Bezeichnungen fu¨r die visuelle, haptische
bzw. taktile Auspra¨gung von Texturen sind aber nicht pra¨zise genug, um eine allgemeine,
formale Definition abzuleiten.
Die vorliegende Arbeit widmet sich der Reproduktion von Bildtexturen, den zugrunde-
liegenden Texturmodellen und Aspekten der Bildanalyse mit Hilfe der Textur. In der
digitalen Bildverarbeitung bezeichnet der Begriff der Bildtextur Bilder von natu¨rlich
texturierten Oberfla¨chen bzw. simulierte Muster, die Texturen natu¨rlicher Oberfla¨chen
approximieren [42]. Diese Bilder werden entweder durch Filterung und Abtastung einer
analogen Vorlage, wie z.B. Foto, Druck oder Bild eines optischen Systems, gewonnen
oder direkt im Bildverarbeitungssystem erzeugt. Die Abbildung einer natu¨rlichen Ober-
fla¨chentextur liefert eine Bildtextur, die im Rechner als grauwertige, farbige oder allge-
mein mehrkanalige, zweidimensionale Matrix von Signalwerten aus einer beschra¨nkten
Signalwertmenge vorliegt. Entscheidend fu¨r die Charakteristik der Bildtextur sind der
Aufnahmesensor und die Beleuchtung, welche die Wiedergabe einer bestimmten, realen
Textur sehr unterschiedlich beeinflussen. Die speziellen Eigenschaften, die eine Textur
von einem beliebigen Bild unterscheiden, werden in einem Texturmodell erfaßt.
Bildtexturen lassen sich durch elementare Grundbestandteile und deren ra¨umliche An-
ordnung definieren. Diese Texturelemente werden als Texton [60] [61] oder Texel [51]
bezeichnet. Ein Texel wird in der Bildmatrix durch eine spezifische Gruppierung von
Bildelementen (picture elements, Pixel) dargestellt. Historisch gesehen, wurde in re-
gelma¨ßige und stochastische Texturen unterteilt [49]. Regelma¨ßige Bildtexturen werden
durch eine bestimmte Menge unterschiedlicher Texel und eine geeignete Positionierungs-
vorschrift gebildet. Stochastische Texturen haben sehr kleine Texel oder auch nur Pixel,
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deren Anordnung nicht deterministisch ist, so daß sich keine Positionierungsvorschrift
angeben la¨ßt. Die Grenzen zwischen diesen Extremen sind jedoch fließend, natu¨rliche
Texturen sind eine Mischung aus regelma¨ßiger und stochastischer Textur, wie in Abbil-
dung 1.1 dargestellt.
Abbildung 1.1: Natu¨rliche Texturen aus [12]: stochastisch (D100), regelma¨ßig (D101)
und Mischformen (D103, D111).
Anstatt fu¨r beide Bildtexturklassen unterschiedliche rechnergestu¨tzte Beschreibungen
einzufu¨hren, mu¨ssen geeignete Texturmodelle gleichzeitig die stochastische Komponen-
te und die Regelma¨ßigkeit erfassen. So kann eine Textur z.B. als Texelhierarchie mit
ra¨umlicher Selbsta¨hnlichkeit, d.h. statistischer Wiederholung der Texel, dargestellt wer-
den. In der Literatur finden sich zahlreiche Ansa¨tze fu¨r die Beschreibung von Bildtextu-
ren in Form von physikalischen [98] [104] [105], fraktalen [34] [69], statistischen [25] [82]
[37] [54] [109] [85] oder statistisch-deterministischen [35] Modellen.
Statistische Bildmodelle umfassen prinzipiell die Menge aller Bilder und sind deshalb
auch geeignet, jede beliebige Bildtextur zu modellieren. Der Bildraum ist unvorstellbar
groß, jedoch wird nur ein winziger Bruchteil durch natu¨rliche Texturen gebildet [64] [88].
Gleichzeitig wird angenommen, daß sich biologische Sehprozesse im Laufe der Evolution
an die statistischen Merkmale der beobachteten Signale angepaßt haben [4] und daher
eine direkte Verbindung zwischen Sehen und Bildstatistik existiert. Damit die statisti-
sche Bildmodellierung handhabbar wird, mu¨ssen eingeschra¨nkte Texturmodelle wie z.B.
Markov-Zufallsfelder [38] verwendet werden. Grundlegende Arbeiten zur statistischen
Charakterisierung von Texturen sind von Julesz [59] erbracht worden, der postuliert hat,
daß sich Texturen durch die Betrachtung der Statistik der Ordnung N > 0 unterscheiden
lassen. Daraus folgt, daß Texturen, die dieselbe Auspra¨gung gewisser statistischer Merk-
male haben, von einem menschlichen Beobachter als identisch bzw. a¨hnlich angesehen
werden. Fu¨r die Modellierung einer Textur genu¨gt es also, die
”
richtigen“ statistischen
Merkmale fu¨r die Modellbildung zu identifizieren und die Parameter dieser Merkmale
durch Analyse einer Texturprobe zu bestimmen.
Das statistische Texturmodell kann anschließend fu¨r die Synthese einer beliebig dimen-
sionierten Bildtextur eingesetzt werden, die der Modelltextur visuell a¨hnlich ist und
gleichzeitig keine Diskontinuita¨ten aufweist. Eine andere Anwendung des Texturmodells
ist die Segmentierung, d.h. das Unterteilen eines Bildes in unterschiedliche Bildregionen,
1.2 Textursynthese - Stand der Technik 3
die nach dem visuellen Versta¨ndnis zusammengeho¨rig sind, d.h. die gleiche homogene
Bildtextur aufweisen.
Die Mo¨glichkeiten zur Erzeugung und Variation von Texturen sind unbegrenzt. Um den-
noch eine Vergleichbarkeit von Texturverarbeitungsalgorithmen zu erreichen, existieren
de facto Standards in Form von Texturkatalogen, die Proben von unterschiedlichsten,
natu¨rlichen Texturen zur Verfu¨gung stellen. Wichtigste Vertreter sind das Fotoalbum von
Brodatz [12] und der digitale
”
VisTex“ Katalog [81]. Diese Quellen sind auch die Grund-
lage fu¨r die Texturbeispiele dieser Arbeit, die den Schwerpunkt auf die Reproduktion
von Texturen - der Textursynthese - legt. Ein universeller Textursynthese-Algorithmus
ermo¨glicht eine Vielzahl von Anwendungen, wie Restauration, Kompression und Segmen-
tierung von Bildern oder auch Oberfla¨chentexturierung von dreidimensionalen Objekten,
um realistisch wirkende, virtuelle Welten zu erzeugen. Die speziellen Anwendungen der
vorliegenden Arbeit liegen im Bereich der Verarbeitung von Fernerkundungsdaten fu¨r
die Synthese ku¨nstlicher Luftbilder und der Klassifikation von Luftbildtexturen.
1.2 Textursynthese - Stand der Technik
Die Aufgabe einer Textursynthese kann wie folgt beschrieben werden: Bildtextur sei
definiert als ein visuelles Muster, gebildet aus den Signalwerten an diskreten Stu¨tzstel-
len eines unendlichen Gitters. Aus einer endlichen Stichprobe dieser Textur sollen andere
Stichproben derselben unendlichen Textur erzeugt werden. Notwendige Voraussetzung
ist, daß die Probe groß genug ist, um die Stationarita¨t und die elementaren Texel zu
erfassen. In den folgenden Abschnitten sollen unterschiedliche Klassen von Verfahren
vorgestellt werden, die eine Textursynthese ermo¨glichen.
1.2.1 Prozedurale Algorithmen
Eine prozedurale Synthese erzeugt eine Textur nicht auf Basis einer Texturprobe, sondern
generiert sie mit einem mathematischen Algorithmus [80]. Grundlage dieser Ansa¨tze sind
meist Basisfunktionen mit spezieller Rauschcharakteristik, wie z.B. das Perlin-Rauschen
[30], die jedem Bildelement einen zufa¨lligen Signalwert zuordnen, wobei zwischen den
Signalwerten unterschiedlicher Elemente Korrelationen bestehen. Die Rauschfunktionen
bestimmen das Maß an Zufa¨lligkeit fu¨r die Initialisierung der mathematischen Algorith-
men, welche die prozedurale Erzeugung von Texturen wie Gras, Wasser, Schnee, Wolken,
Sterne, Feuer, Holz oder Marmor durchfu¨hren. Die prozeduralen Texturen sind keine
natu¨rlichen Texturen, sondern approximieren diese mehr oder weniger befriedigend. Die
Berechnungen sind sehr zeitaufwendig und mu¨ssen in Fließkommadarstellung erfolgen
[53]. Historisch gesehen, sind diese Verfahren in der Computergrafik entstanden und
erlaubten erstmals, die Oberfla¨che von dreidimensionalen Objekten als Kontinuum zu
texturieren. Zuvor wurde die Oberfla¨che durch Abbildung von Ausschnitten natu¨rlicher
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Texturen (texture mapping) bebildert, um diese detaillierter und komplexer wirken zu
lassen, als ihre Geometrie es eigentlich festlegt.
Mit prozeduraler Textursynthese ko¨nnen nur bestimmte Texturklassen erzeugt werden.
Die Verfahren sind nicht allgemein anwendbar und erzielen keine realistisch wirkenden
Texturen, so daß sie nicht der Ausgangspunkt fu¨r eine weitere Entwicklung sein ko¨nnen.
1.2.2 Physikalische Simulation
Verfahren dieser Klasse erzeugen Texturen direkt durch Simulation eines physikalischen
Entstehungsprozesses. Insbesondere natu¨rliche Muster von Fell, Schuppen, Panzern,
Schneckengeha¨usen und Haut lassen sich durch Diffusions-/Reaktionsprozesse oder zel-
lulare Texturierung ku¨nstlich erzeugen [98] [104] [105]. Auch Erosionsprozesse an Ober-
fla¨chen von Metallen oder Mineralien lassen sich durch Simulation eindrucksvoll repro-
duzieren [29] [28]. Natu¨rliche Texturen werden allerdings durch sehr unterschiedliche
physikalische Prozesse erzeugt, deren Beschreibung nur in speziellen Fa¨llen mo¨glich ist.
Daher decken diese Verfahren nur einen kleinen Teil mo¨glicher Texturen ab und ko¨nnen
insbesondere fu¨r die Beschreibung von Objekten in Fernerkundungsdaten, wie fu¨r die
Anwendungen in Kapitel 5 beabsichtigt, nicht eingesetzt werden.
1.2.3 Kachelung und Texture Patching
Die Kachelung von Texturen ist die einfachste Methode, um aus einer vorgegebenen
Texturprobe eine gro¨ßere Ausgabetextur zu synthetisieren. Eine Kachelung durch wie-
derholtes Aneinandersetzen der Texturprobe fu¨hrt im allgemeinen zu Diskontinuita¨ten
an den U¨berga¨ngen zwischen zwei Teilstu¨cken, die nur durch torodiale Anschlußbe-
dingungen des oberen und unteren sowie linken und rechten Randes der Texturprobe
vermieden werden ko¨nnen. Diese Randbedingungen werden von natu¨rlichen Texturen
meistens nicht erfu¨llt und ko¨nnen bei einfacher Herangehensweise nur durch Spiegelung
oder U¨berblendung approximiert werden. Durch die Kachelung werden außerdem die




Texture Patching“ (u¨bersetzt: Aneinandersetzen von Texturausschnitten) ist an
das Prinzip der Kachelung angelehnt. Diese Verfahren kopieren zufa¨llig oder aufgrund
von Randbedingungen ausgewa¨hlte, große Blo¨cke der Originaltextur und optimieren die
Anschlußbedingungen [106] [31] [70] [27]. Beim Image Quilting [31] u¨berlappen sich die
kopierten Blo¨cke auf der Ausgabetextur. In den U¨berlappungsbereichen werden Schnit-
te berechnet, die fu¨r optimale Anschlußbedingungen der Texturblo¨cke sorgen. Dies ge-
schieht durch Aufstellen und Minimierung einer Kostenfunktion fu¨r Anschlußfehler. Auf-
grund des unterschiedlichen Schnittverlaufs ergeben sich beliebig berandete, aneinander
anschließende Texturregionen (texture patches). In einem finalen Nachverarbeitungs-
schritt werden die U¨berga¨nge zwischen den Patches optimiert. Obwohl das Image Quil-
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ting kein aufwendiges Texturmodell beno¨tigt, erreicht es bei geringem Rechenaufwand
qualitativ hochwertige Ergebnisse, die mit anderen aktuellen Verfahren konkurrieren
ko¨nnen.
1.2.4 Synthese durch Merkmalsanpassung
Fu¨r die Synthese mit Merkmalsanpassung werden Texturen durch eine festgelegte Menge
von (statistischen) Merkmalen modelliert. Der Syntheseprozeß versucht, ein rauschinitia-
lisiertes Bild in eine Textur zu u¨berfu¨hren, indem die ausgewa¨hlten Merkmale von Aus-
gabetextur und Texturprobe schrittweise aneinander angepaßt werden. Alle bekannten
Methoden verwenden eine steuerbare Auflo¨sungspyramide fu¨r eine frequenzabha¨ngige
Adaption von Referenz- und Ausgabetextur. Die einzelnen Auflo¨sungsstufen der Py-
ramiden werden richtungsgefiltert, um die Merkmalsanpassung in Abha¨ngigkeit von R
verschiedenen Richtungskomponenten der Eingangstextur durchzufu¨hren. Die frequenz-
und orientierungsabha¨ngige Verarbeitung von Merkmalen entspricht nach dem heutigen
Erkenntnisstand dem menschlichen Wahrnehmungsprozeß [103] [5] [72]. Das erste Ver-
fahren von Heeger und Bergen [54] betrachtet ausschließlich die Histogrammverteilungen
in den richtungsgefilterten Frequenzba¨ndern. Mit diesem Ansatz ko¨nnen stochastische
Texturen sehr gut reproduziert werden; sta¨rker strukturierte Texturen, wie z.B. Bilder
von Mauerwerk, werden durch die Histogramme allein nicht ausreichend beschrieben.
De Bonet [9] erweitert den Ansatz durch Beru¨cksichtigung der Abha¨ngigkeiten struktu-
reller Merkmale u¨ber die einzelnen Auflo¨sungsstufen hinweg. Dabei nutzt das Verfahren
eine Kachelung der Texturprobe, die unter Erhaltung der Merkmale schrittweise ran-
domisiert wird. Dieses Verfahren kann eine Vielzahl von Texturen wiedergeben, liefert
aber wie [54] die besten Ergebnisse fu¨r stochastische Texturen. Die Arbeiten von Por-
tilla und Simoncelli [92] [84] [85] betrachten statistische Merkmale ho¨herer Ordnung
mit Wavelet-Koeffizienten. Durch die Modellierung lokaler Nachbarschaftsbeziehungen
wird eine vergleichsweise hohe Synthesequalita¨t sowohl fu¨r stochastische als auch fu¨r
regelma¨ßige Texturen erzielt.
1.2.5 Markov-Zufallsfelder
Zufallsfelder ermo¨glichen die Repra¨sentation von Bildern bzw. Texturen in Form ei-
nes Wahrscheinlichkeitsmodells. Markov Zufallsfelder (Markov Random Fields - MRF)
beschra¨nken sich fu¨r die Beschreibung von Texturen auf lokale und stationa¨re Zufallspro-
zesse [25] [82] [109] [79] [32]. Stationa¨r bedeutet, daß die Nachbarschaftsumgebung eines
beliebigen Bildelements der Textur an jeder Bildposition a¨hnlich aussieht, d.h. vergleich-
bare Signalwertverteilungen aufweist. Lokal bedeutet, daß der Signalwert eines Bildele-
ments auf Basis seiner Nachbarschaftsumgebung gescha¨tzt werden kann und dabei un-
abha¨ngig von den Signalwerten des restlichen Bildes ist, siehe auch Grundlagen MRF
Abschnitt 2.4.
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Anhand der Texturprobe werden die statistischen Abha¨ngigkeiten zwischen Paaren (Sta-
tistik 2. Ordnung) oder auch Gruppen von Bildelementen (Statistik ho¨herer Ordnung)
des Markov-Zufallsfeldes ermittelt und parametrisch, z.B. mit Gibbs-Potentialen [42]
[109] oder nicht-parametrisch in Form von mehrdimensionalen Histogrammen [79], als
Texturbeschreibung abgelegt und fu¨r den eigentlichen Syntheseprozeß abgetastet.
Markov Zufallsfelder stellen eine gute Approximation fu¨r eine Vielzahl von Texturen
dar und liefern im allgemeinen gute Syntheseergebnisse. Neuere Ansa¨tze mit MRF-
Texturmodellen verzichten auf die explizite Darstellung der statistischen Abha¨ngigkeiten
innerhalb einer lokalen Nachbarschaftumgebung und messen die Wahrscheinlichkeiten
fu¨r das Auftreten eines Signalswertes direkt durch Bildvergleich zwischen Syntheseum-
gebung und Texturprobe [32] [101] [52]. Diese Verfahren sind a¨ußerst rechenintensiv und
wurden, obwohl bereits 1981 in [36] vorgeschlagen, erst durch leistungsfa¨hige Rechner-
systeme realisierbar.
Die bekannten Implementationen sind sehr unterschiedlich und zum Teil Mischformen
verschiedener Textursynthesemethodiken. So nutzt [101] zusa¨tzlich Auflo¨sungspyrami-
den, um die Gro¨ße der lokalen Nachbarschaftsumgebung effektiv zu erho¨hen und gleich-
zeitig lokale und globale Merkmale der Texturprobe zu reproduzieren. In [3] und [55]
wird das MRF-Texturmodell um eine Signalwert-Pra¨diktion erweitert, die das Verfah-
ren um Gro¨ßenordnungen beschleunigt. Die Pra¨diktion beruht auf der Annahme, daß
es eine hohe Wahrscheinlichkeit dafu¨r gibt, daß benachbarte Bildelemente der Synthese
aus benachbarten Bildelementen der Texturprobe stammen und daher direkte Kopier-
vorga¨nge ohne Messung der Wahrscheinlichkeitsverteilung zula¨ssig sind. Das Verfahren
u¨bertra¨gt gro¨ßere zusammenha¨ngende Gebiete und kann daher auch als Hybridverfahren
von MRF und
”
Texture Patching“ angesehen werden.
1.3 Grenzen der beschriebenen Verfahren
Prozedurale Algorithmen und physikalische Simulation ko¨nnen nur bestimmte Klassen
von Texturen erzeugen und sind nicht geeignet, Vorgaben in Form einer Texturprobe fu¨r
die Synthese direkt zu verarbeiten. Sie erfordern eine aufwendige, manuelle Anpassung
des zugrundeliegenden Modells an die visuelle Erscheinung jeder Texturprobe, was fu¨r
die meisten Texturen nicht mo¨glich ist, und sind daher fu¨r weitergehende Entwicklungen
ungeeignet.
Aus der Klasse der Syntheseverfahren mit Merkmalsanpassung sind die neuesten Imple-
mentationen in der Lage, eine Vielzahl von unterschiedlichen Texturen mit einer ver-
gleichsweise hohen Synthesequalita¨t zu reproduzieren. Die Merkmalsanpassung basiert
auf einem statistischen Texturmodell, das durch eine Auswahl von geeigneten Merkmalen
definiert wird. Es mu¨ssen die Merkmale identifiziert und modelliert werden, die fu¨r den
menschlichen Sehprozeß relevant, d.h. fu¨r die visuelle Unterscheidbarkeit von Texturen
verantwortlich sind. Da die Funktionen des Sehapparates noch nicht vollsta¨ndig verstan-
1.4 Lo¨sungsansatz 7
den sind, ist es schwierig, die
”
richtigen“ Merkmale zu bestimmen. Im Zuge der Verbes-
serung dieser Verfahrensklasse wurde die Menge der Merkmale immer weiter vergro¨ßert
und damit auch die Komplexita¨t erho¨ht, was letztlich einen hohen Rechenaufwand nach
sich zieht. Die neueste Entwicklung [85] steht als MATLAB-Code zur Verfu¨gung [83] und
konnte in den direkten Vergleich mit anderen Verfahren gestellt werden. Generell zeigt
sich, daß bei bestimmten Texturen unterschiedliche Frequenzanteile durchmischt werden
und hochfrequente Strukturen durch Gla¨ttung von Ecken und Kanten zum Teil verloren
gehen, was auch von [101] bemerkt wurde. Diese Verfahrensklasse kann insbesondere
den Vergleich mit neueren MRF-Algorithmen weder in punkto Synthesegeschwindigkeit
noch in der Synthesequalita¨t bestehen.
Texture Patching Algorithmen u¨berzeugen mit hohen Texturierungsgeschwindigkeiten
durch Blocktransfer, weisen aber auch einige Nachteile auf. Zum einen ist die unter-
liegende Blockstruktur nicht zu jedem Texturtyp
”
kompatibel“ und kann zu Artefak-
ten an den Blocku¨berga¨ngen fu¨hren, die auch durch einen optimierten Schnitt [31] oder
U¨berblendung [70] nicht ausgeglichen werden ko¨nnen. Zum anderen modellieren die Ver-
fahren die globale Struktur der Eingangstextur nicht. Durch den Blocktransfer wird die
lokale Statistik erhalten, die Reproduktion der niedrigen Frequenzen der Globalstruktur
wird aber durch die Breite der U¨berlappzone bei der Ausrichtung der Blo¨cke festgelegt.
Wird die U¨berlappzone vergro¨ßert oder die Blockgro¨ße verkleinert, geht das Texture
Patching in ein MRF-Verfahren ohne Auflo¨sungshierarchie u¨ber.
Alle Markov-Zufallsfeld-Texturmodelle reproduzieren prinzipbedingt nur die Texturei-
genschaften, die von der betrachteten Nachbarschaftsumgebung umschlossen werden.
Globale Strukturen, welche die Gro¨ße des Markov-Zufallsfelds u¨berschreiten, liegen au-
ßerhalb des Texturmodells und werden daher nicht erfaßt. Die MRF-Verfahren, die eine
explizite, parametrische Beschreibung der statistischen Abha¨ngigkeiten innerhalb des
Zufallsfeldes nutzen, um diese fu¨r den Syntheseprozeß abzutasten, sind sehr langsam,
da sie iterativ arbeiten und sich keine sinnvolle Konvergenzbedingung aufstellen la¨ßt
[32]. Neuere MRF-Algorithmen, die nicht parametrisch mit Bildvergleichen arbeiten, er-
lauben zum einen die Reproduktion von Statistik ho¨herer Ordnung, zum anderen ist
es mo¨glich, Auflo¨sungspyramiden zu integrieren, um einen gro¨ßeren Frequenzbereich bei
der Strukturreproduktion zu erfassen [101]. Nachteil dieser Verfahren ist, daß sie in jedem
Syntheseschritt immer nur ein Bildelement erzeugen und daher extrem rechenintensiv
sind. Die bekannten Verfahren neigen außerdem zu Selbstwiederholung bestimmter Tex-
turelemente.
1.4 Lo¨sungsansatz
Fu¨r die vom Stand der Technik ausgehende Entwicklung eines neuen Textursynthesever-
fahrens steht die Synthesequalita¨t im Vordergrund. Betrachtet man die zum Teil sehr gu-
ten Ergebnisse der unterschiedlichen, bekannten Verfahren, wird schnell deutlich, daß die
Markov-Zufallsfeld-Texturmodelle die besten Resultate produzieren. Dies gilt insbeson-
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dere fu¨r neuere Implementationen, die auf eine explizite, parametrische Darstellung der
Feldstatistik verzichten und implizit mit Bildvergleichen arbeiten [32] [101]. Daher sind
diese Ansa¨tze die Basis fu¨r den Entwurf eines neuen, verbesserten Syntheseverfahrens.
Der fortwa¨hrende Bildvergleich von Syntheseumgebung und Texturprobe ero¨ffnet die
Mo¨glichkeit, nicht nur einzelne Bildelemente, sondern kleine Bildblo¨cke zu u¨bertragen,
so daß eine Mischform aus
”
Texture Patching“ und MRF-Modell entsteht. Die Synthese
von Bildblo¨cken schafft den Vorteil, automatisch die lokalen Textureigenschaften zu er-
halten [31] [70]. Anders als beim Image Quilting [31] sollen aber keine optimalen Schnitte
in der U¨berlappzone von großen Blo¨cke erfolgen, sondern die Blockgro¨ße als Regler fu¨r die
Synthesegeschwindigkeit dienen. Das Verfahren soll im Gegensatz zu [101] eine Synthese
unter Randbedingungen mit einem Durchlauf ausfu¨hren. Dabei sollen kachelbare Ergeb-
nisse erzeugt und Strukturen u¨ber einen großen Frequenzbereich reproduziert werden
ko¨nnen. Die letzten drei Punkte erfordern den Einsatz einer Auflo¨sungspyramide [101]
und eines lokal-abha¨ngigen, variablen Markov-Zufallsfelds [32]. Die Beschleunigung des
Verfahrens wird in Verbesserung zu [101] mit einer mehrschichtigen Strategie erzielt, die
neben einer geeigneten Vektorquantisierung die Parallelisierungsfa¨higkeiten moderner
Rechnerarchitekturen ausnutzt, um hohe Syntheseraten erzielen zu ko¨nnen. Die Verar-
beitung von mehrba¨ndigen Farbtexturen kann bei gleicher oder ho¨herer Qualita¨t durch
Dekomposition und einen Nachverarbeitungsschritt beschleunigt werden. Eine kontinu-
ierliche Auswertung der U¨bertragungsstatistik wa¨hrend der Synthese unterdru¨ckt die
Selbstwiederholungsprobleme, die bei anderen Verfahren [32] [101] beobachtet werden.
Gleichzeitig ero¨ffnet die Untersuchung geeigneter Bildvergleichsmetriken und der Ar-
beitsweise des Algorithmus einen neuen Ansatzpunkt fu¨r die Verfahrensbeschleunigung.
Im folgenden Kapitel 2 werden einige grundlegenden Aspekte zu den Themen Auflo¨-
sungspyramiden, Bilda¨hnlichkeit, Statistik und Markov-Zufallsfelder behandelt. Die Im-
plementation des Algorithmus mit der Umsetzung der einzelnen Anforderungspunkte
sowie die Optimierung der Verfahrensparameter werden in Kapitel 3 beschrieben, gefolgt
von Syntheseergebnissen in Kapitel 4. In den Kapiteln 3 und 4 werden nur homogene,
natu¨rliche Texturen aus den bereits erwa¨hnten Bildkatalogen [12] und [81] verwendet,
um eine Vergleichbarkeit mit den Ergebnissen anderer Literaturquellen herzustellen und
die Universalita¨t des Algorithmus zu demonstrieren.
Eine hohe Synthesequalita¨t und Ausfu¨hrungsgeschwindigkeit ist die Voraussetzung fu¨r
die im Anwendungskapitel 5 beschriebene Synthese ku¨nstlicher Luftbilder und die Tex-
tursegmentierung von Fernerkundungsdaten, die das breite Einsatzspektrum des ent-
wickelten Algorithmus veranschaulichen.
2 Grundlagen
In den folgenden vier Abschnitten werden in kurzer Form einige Grundlagen erla¨utert,
die das theoretische Geru¨st fu¨r die Algorithmik des Textursyntheseverfahrens bilden.
Dazu za¨hlen die Auflo¨sungspyramide, die genutzt wird, um ein breites Spektrum an
Texturfrequenzen zu reproduzieren, die Messung der Bilda¨hnlichkeit als Kernfunktion
des Verfahrens und statistische Methoden, die eine wesentliche Rolle bei den Vergleichs-
verfahren fu¨r Textursynthese und -segmentierung spielen. Das Kapitel endet mit einer
kurzen Einfu¨hrung in statistische Bildmodelle, die auf das hier verwendete Markov-
Zufallsfeld und dessen unterschiedliche Realisierungen fu¨hrt.
2.1 Die Auflo¨sungspyramide
Eine Auflo¨sungspyramide ist eine in der graphischen Datenverarbeitung ha¨ufig verwen-
dete Repra¨sentationsform eines digitalen Bildes. Sie besteht aus L Auflo¨sungsstufen Il,
wobei I0 - die unterste Stufe der Pyramide - das Bild selbst ist. Eine Stufe Il+1 wird
durch Filterung und Unterabtastung von Il erzeugt (Reduktion). Ordnet man die ein-
zelnen Stufen zentriert u¨bereinander an, ergibt sich eine Pyramide wie in Abbildung
2.1.
Abbildung 2.1: Auflo¨sungspyramiden. Links schematisch die Pyramide einer 8× 8 Bild-
matrix, rechts eine typische Textur in 3 Auflo¨sungsebenen.
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In der Praxis wird u¨blicherweise eine Halbierung der Grenzfrequenz und Unterabtastung
mit Faktor 2 zwischen zwei aufeinanderfolgenden Stufen durchgefu¨hrt. Dabei reduziert
sich die Bildfla¨che von Il auf ein Viertel in Il+1. Andere Abtastfaktoren werden prak-
tisch nicht benutzt, da sie eine aufwendige Konvertierung unterschiedlicher Bildraster
erfordern. Um Aliasing-Artefakte zu verhindern, muß Il vor der Unterabtastung tief-
paßgefiltert werden. Das Filter muß symmetrisch und normiert sein, um richtungsun-
abha¨ngig zu filtern und Grauwertverschiebungen zu verhindern. Da er in der Pyramide
mehrfach hintereinander verwendet wird, sollte er bei Reihenschaltung seine Tiefpaß-
Charakteristik nicht a¨ndern und einem einfach angewendeten Tiefpaßfilter mit sta¨rkerer
Filterwirkung entsprechen. Diesen Anforderungen genu¨gt ein Gauß-Filter, das außerdem
kantengla¨ttend wirkt, dafu¨r aber kein U¨berschwingen an Bildkanten (Ringing) aufweist.
Eine einfache Approximation eines Gaußfilters ist der Filterkern
~g = (0.05, 0.25, 0.4, 0.25, 0.05) (2.1)
der als 5× 5 Filtermatrix
w(i, j) = ~gt ∗ ~g (2.2)






w(i, j)Il(2 · x+ i, 2 · y + j). (2.3)
Um die Fensteroperation der Faltung vollsta¨ndig zu definieren, werden die Bildra¨nder
von Il gespiegelt. Gleichung 2.3 beinhaltet u¨ber die Adressierung 2·x und 2·y gleichzeitig
die Unterabtastung, d.h. fu¨r die Bildkantenla¨ngen gilt:
dx(Il+1) = dx(Il)/2 dy(Il+1) = dy(Il)/2. (2.4)
Um Zuordnungsprobleme in der spa¨teren Anwendung zu vermeiden, sollten dx(Il) und
dy(Il) fu¨r alle l gerade Zahlen sein. Durch die Quantisierung der Pixelkoordinaten und
den Abtastfaktor 2 gehen ungeradzahlige Pixelzeilen an den Bildra¨ndern verloren.
Die gesamte Pyramide wird durch wiederholtes Anwenden von Filterung mit Unterab-
tastung (Reduktion) erzeugt.
2.2 Bilda¨hnlichkeit
Viele analysierende Verfahren der digitalen Bildverarbeitung erfordern einen Vergleich
von Bildern oder Bildausschnitten und eine Berechenbarkeit der Bilda¨hnlichkeit. Prin-
zipiell existieren beliebig viele Mo¨glichkeiten, ein A¨hnlichkeitsmaß zu definieren. Ein
geeignetes Maß muß aber dem Versta¨ndnis des menschlichen Betrachters entsprechen
und la¨ßt sich nur durch genauere Untersuchung des menschlichen Sehens und Erkennens
ableiten, was eine Aufgabe der visuell-kognitiven Wissenschaften ist.
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Nach heutiger Auffassung gliedert sich das Sehen und Erkennen in zwei Phasen - dem
pra¨attentiven und dem attentiven Prozeß. Beim pra¨attentiven Prozeß wird die Szene
als Ganzes erfaßt und stark ausgepra¨gte Merkmale, wie Kanten und deren Orientierung,
Kontraste, Farben und Bewegungen wahrgenommen. Dieser Vorgang erfolgt parallel und
mit kurzer Verzo¨gerung. In der attentiven Phase wird eine
”
Region-of-interest“ auf die
Merkmale der ersten Phase gerichtet. Hierbei werden kleinere Details wahrgenommen
und Objekte oder Regionen segmentiert. Der Wahrnehmungsprozeß der attentiven Phase
ist stark durch den Erfahrungsschatz des Individuums gepra¨gt und eher als subjektiv
zu bezeichnen. Daher ist die Modellierung des Sehens und Erkennens mit dem Ziel
einer Berechenbarkeit eines Bildeindrucks eine a¨ußerst komplizierte Aufgabe, die nach
heutigem Stand der Technik nicht gelo¨st ist.
Ein geeigneter Ansatz ist die frequenz- und orientierungsabha¨ngige Verarbeitung von
Merkmalen der pra¨attentiven Phase, z.B. Kanten und Farben um ein Maß fu¨r die
A¨hnlichkeit von Bildregionen berechnen zu ko¨nnen [5] [67] [8] [87]. Der Aufwand fu¨r
die Berechnung derartiger Merkmale ist allerdings enorm und wird meist nur fu¨r einzel-
ne Bildvergleiche durchgefu¨hrt. Das in dieser Arbeit entwickelte Verfahren beruht auf der
Berechnung von Tausenden bis mehreren Millionen Bilda¨hnlichkeiten und ist daher auf
einfache, schnell zu berechnende A¨hnlichkeitsmaße wie z.B. die L1 oder L2-Norm ange-
wiesen, deren Eigenschaften im Rahmen der Beschreibung des Algorithmus in Abschnitt
3.5.3 diskutiert werden.
2.3 Statistische Texturmerkmale
Fu¨r die Charakterisierung einer Textur ko¨nnen statistische Methoden eingesetzt werden
[59], beispielsweise durch Berechnung statistischer Merkmale lokaler Nachbarschaftsum-
gebungen. Der Begriff der Statistik n-ter Ordnung bezeichnet die Anzahl der an der
Bildung eines Merkmals beteiligten Bildelemente, die zueinander feste, relative Positio-
nen haben.
Im Fall der Statistik 1. Ordnung wird von einem Bildelement und der korrespondierenden
Umgebung ausgegangen. Typische Merkmale sind die Momente und zentralen Momente







(s− µ1)kp(s) 0 ≤ p(s) ≤ 1,
N∑
s=1
p(s) = 1 (2.5)
Dabei ist p(s) die relative Ha¨ufigkeit des Signalwerts s (µ1: Mittelwert, σ2: Varianz).
Statistik 2. Ordnung berechnet die Signalabha¨ngigkeiten zwischen jeweils zwei Bildele-
menten (Pixelpaare, Cliquen, siehe Abbbildung 2.2) innerhalb einer Nachbarschaft, die
in den sogenannten Co-occurence-Matrizen dargestellt werden. Fu¨r jede Clique ergibt
sich eine eigene Matrix, deren Gro¨ße durch die Grauwertdynamik bestimmt wird. So er-
gibt sich bei einer Dynamik von 8 Bit und damit 256 Graustufen eine Matrix der Gro¨ße
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256×256. In der Praxis wird u¨blicherweise eine Quantisierung auf 32 oder weniger Grau-
wertstufen vorgenommen, um den Rechen- und Darstellungsaufwand zu begrenzen. In
einer grundlegenden Arbeit hat Haralick [50] Vorschla¨ge fu¨r geeignete statistische Merk-
male zur Beschreibung von Texturen gemacht, die aus den Co-occurence-Matrizen ermit-
telt werden ko¨nnen. Diese sogenannten 14 Haralick-Momente umfassen unter anderem
Kontrast, Homogenita¨t, Entropie und Korrelation.
Abbildung 2.2: Cliquen zur Bestimmung von Statistikmomenten 2. Ordnung.
Analog zur Statistik 2. Ordnung wird die Statistik 3. Ordnung durch Cliquen definiert,
die aus drei Bildelementen mit fester, relativer Position innerhalb einer Nachbarschafts-
umgebung bestehen. Der Beschreibungsaufwand erho¨ht sich signifikant, da nun dreidi-
mensionale Co-occurence-Matrizen erstellt werden mu¨ssen und mehr Mo¨glichkeiten fu¨r
die Bildung einer dreielementigen Clique existieren. Dies ist ein Grund, warum diese
Darstellungsform in der Verfahrensentwicklung selten genutzt wird. Ein weiterer Aspekt
ist die niedrige Empfindlichkeit des menschlichen Sehapparates auf entprechende statisti-
sche Merkmale, die dazu fu¨hrt, daß bestimmte Texturen, die sich lediglich in Momenten
ho¨herer Statistiken unterscheiden, vom Menschen nicht differenziert werden ko¨nnen, sie-
he Beispiel in Abschnitt 5.2. Generell gilt diese Ununterscheidbarkeit allerdings nicht
[19] [20] [62].
In der Literatur sind weitere Methoden fu¨r die Bestimmung statistischer Texturmerkmale
beschrieben, eine U¨bersicht gibt [103]. Rechentechnisch weniger aufwendig ist z.B. die
Berechnung von Textur-Energie-Merkmalen nach Laws [68]. Dazu werden zuna¨chst die
sogenannten
”
Mikrostatistiken“ der Textur durch Faltung mit einem Satz verschiedener
5× 5-Faltungsmasken erzeugt. Anschließend wird durch eine Fensteroperation lokal die
Energie der Ergebnisse gemessen und daraus Merkmalsvektoren zusammengestellt. Laws
hat einen Satz von 25 Merkmalen definiert und exemplarisch demonstriert, daß diese
leistungsfa¨higer als die Haralick-Momente sein ko¨nnen [68].
2.4 Markov-Zufallsfelder
Das in den folgenden Kapiteln beschriebene Verfahren nutzt ein Markov-Zufallsfeld
(Markov Random Field, MRF) als Texturmodell. An dieser Stelle sollen zuna¨chst in
Anlehnung an [42] einige grundlegende Begriffe erla¨utert werden.
Die Repra¨sentation von Bildern erfolgt durch Gitter von Bildpunkten. Das endliche,
rechteckige und regelma¨ßige Gitter R ist eine geordnete Menge von Gitterpunkten mit
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den Koordinaten (m,n) und einer Gro¨ße von M Zeilen und N Spalten:
R = [(m,n) : m = 0, ...,M − 1; n = 0, ..., N − 1]. (2.6)
In Kurzschreibweise sollen die Koordinaten (m,n) mit i bezeichnet werden. Ein Bild
s besteht aus einem Gitter, dem fu¨r jeden Gitterpunkt i Werte si einer endlichen Si-
gnalmenge U zugeordnet werden. Im folgenden werden nur grauwertige Bilder s mit
8Bit-Dynamik und 256 Graustufen betrachtet:
s = [si : i ∈ R; si ∈ U = {0, ..., 255}]. (2.7)
Ein Zufallsfeld Z mit Elementen Zi, die zufa¨llig aus den si gewa¨hlt wurden, kann als
Wahrscheinlichkeitsmodell fu¨r Bilder betrachtet werden [24]:
Z = [Zi : i ∈ R]. (2.8)
Wenn S die Menge aller mo¨glichen Bilder s ist, kann ein Zufallsfeld Z durch eine diskrete
Verteilungsfunktion beschrieben werden, welche die Wahrscheinlichkeiten P (Z = s) wie-
dergibt. Dabei gilt fu¨r alle s ∈ S, daß die Einzelwahrscheinlichkeiten P (Z = s) ≥ 0 sind
und
∑
s∈S P (Z = s) = 1 ist. Jedes P (Z = s) ist extrem klein, da die Ma¨chtigkeit von S
aufgrund der Kombinatorik |S| = |U||R| sehr groß ist. Es muß nun ein Weg gefunden wer-
den, aus gegebenen Wahrscheinlichkeiten P (Z = s) ein Bildmodell aufzustellen, das die
Wahrscheinlichkeitsverteilung anna¨hernd reproduziert, d.h. hohe Wahrscheinlichkeiten
fu¨r die gewu¨nschten Bilder und eine Wahrscheinlichkeit nahe 0 fu¨r alle anderen Bilder
liefert. Dazu sollen nun die bedingten Wahrscheinlichkeiten fu¨r Signalwerte einzelner
Bildelemente Zi des Zufallsfeldes bei bekannter Feldumgebung betrachtet werden.
Sei nun Ri das Gitter R vermindert um das Element i. Ebenso sind Zi das Zufallsfeld
Z ohne Element Zi und s
i das Bild s ohne si. Die bedingte Wahrscheinlichkeit P (Zi =
u|Zi = si), daß das Element Zi des Zufallsfelds den Wert u hat, kann bei Annahme von
festen Werten si fu¨r den Rest des Bildes nach der Bayes’schen Formel berechnet werden
[58]:
P (Zi = u|Zi = si) = P (Zi = u ∧ Z
i = si)
P (Zi = si)
. (2.9)
Fu¨r die Summe u¨ber alle Werte der Signalmenge gilt:
∑
u∈U P (Zi = u|Zi = si) = 1.
Da die Umgebung Zi des Elements Zi alle u¨brigen Punkte des Gitters beinhaltet, verlangt
das Aufstellen einer geeigneten Verteilungsfunktion die Beru¨cksichtigung von sehr vielen
Variablen, was zu einem sehr komplexen und schwer handhabbaren Problem fu¨hrt. Eine
Vereinfachung wa¨re eine Dekomposition der Berechnung in voneinander unabha¨ngige
Teile, falls dieses mo¨glich ist (Markov-Eigenschaft). Dazu sollen nun nur die Nachbarn j
des Gitterpunktes i beru¨cksichtigt werden, deren Signalwerte sj einen Einfluß auf die be-
dingte Wahrscheinlichkeit P (Zi = u|Zi = si) haben. Gibt es eine derartige Untermenge
von Gitterpunkten j, la¨ßt sich das Problem der Berechnung der bedingten Wahrschein-
lichkeiten dekomponieren. Der Einfluß der Elemente sj auf Zi wird auch als Interaktion
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benachbarter Bildelemente (pixel interaction) bezeichnet. Die Menge der Nachbargitter-
punkte j von i ist die Nachbarschaft Ni, die Menge aller Ni das Nachbarschaftssystem
NS [7].
Ein Markov-Zufallsfeld (MRF) ist ein Zufallsfeld fu¨r das die Menge aller Ni eine Unter-
menge des Gitters R ist [24], d.h. fu¨r die Ma¨chtigkeiten gilt:
|i ∪Ni| < |R| ∀i ∈ R. (2.10)
Markov-Eigenschaft bedeutet Unabha¨ngigkeit von Komponenten zu einigen anderen,
was im Falle des Markov-Zufallsfeldes als Bildmodell mit Lokalita¨t gleichzusetzen ist:
die bedingte Wahrscheinlichkeit P (Zi = u|Zi = si) fu¨r das Auftreten eines Signalwertes
u an der Stelle i ha¨ngt nicht von dem ganzen Bild, sondern nur von den Signalwerten si
der begrenzten Nachbarschaft Ni ab.
Beispiele fu¨r Nachbarschaftsumgebungen Ni sind in Abbildung 2.3 dargestellt. In der
Praxis werden aufgrund der Berechnungskomplexita¨t nur kleine Markov-Zufallsfelder
betrachtet. Ein Verfahren fu¨r die Abscha¨tzung der optimalen Gro¨ße der Nachbarschaft
in Abha¨ngigkeit der betrachteten Textur wird in [96] vorgestellt.
Abbildung 2.3: Nachbarschaftsumgebungen. Symmetrisch und kausal (rechts, im Sinne
einer spalten- und zeilenweisen Verschiebung).
Die Realisierung eines Markov-Zufallsfeld-Texturmodells kann u¨ber unterschiedliche An-
sa¨tze erfolgen. Viele Verfahren setzen direkt das Konzept der interagierenden Pixelpaare
(Cliquen) um. Das Clifford-Hammersley Theorem besagt, daß jedes Markov-Zufallsfeld
durch eine Gibbs-Wahrscheinlichkeitsverteilung beschrieben werden kann [7]. Die Inter-
aktion der Cliquen wird mit (Gibbs-)Potentialen dargestellt. Diese Repra¨sentationsform
der Markov- bzw. Gibbs-Zufallsfelder wird z.B. von [42], [109] und [33] verwendet. Die
Interaktionsstruktur, also die geometrische Anordnung der Cliquen, und die Sta¨rke der
Potentiale werden aus einer Texturprobe ermittelt und bilden das parametrische Wahr-
scheinlichkeitsmodell der Textur. Fu¨r Textursynthese oder -segmentierung wird das Mo-
dell in einem iterativen Prozeß abgefragt. Ein nicht-parametrisches Modell [79] stellt an-
hand einer Texturprobe Co-occurence-Matrizen (2D-Signalhistogramme) fu¨r die Cliquen
auf, siehe Abschnitt 2.3, die direkt fu¨r eine Scha¨tzung der bedingten Wahrscheinlichkeit
P (Zi = u|Zi = si) genutzt werden ko¨nnen.
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Neben diesen Ansa¨tzen mit expliziter Repra¨sentation der Cliquen und der ihnen zugeord-
neten Verteilungsfunktionen in parametrischer oder nicht-parametrischer Form werden
in neueren Literaturquellen [32] [101] [52] Ansa¨tze verfolgt, die ein MRF-Texturmodell
u¨ber direkte Bildvergleiche realisieren. Diese werden im folgenden als implizite Model-
le bezeichnet und sollen genauer beschrieben werden, da sie die Grundlage fu¨r den im
Rahmen dieser Arbeit entwickelten Algorithmus sind.
Aus einer Texturprobe I0, die Teil der unendlichen Textur I∞ ist, soll eine visuell a¨hnliche
Textur Isyn synthetisiert werden. Das Markov-Zufallsfeld wird mit Hilfe einer konstan-
ten, quadratischen Nachbarschaft Ni mit der ungeraden Breite WN um die mo¨glichen
Gitterpunkte i beschrieben. Um den Signalwert u an einer Stelle i zu bestimmen, muß,
wie oben beschrieben, die bedingte Wahrscheinlichkeit P (Zi = u|Zi = si) bei gegebener
Nachbarschaftsumgebung berechnet werden. Dazu wird anhand von I∞ die Menge K(i)
aller Bildelemente k erzeugt, deren Nachbarschaften Nk identisch mit Ni sind:
K(i) = {k ∈ I∞|∆(Nk,Ni) = 0} (2.11)
∆ ist eine Funktion, welche die visuelle A¨hnlichkeit zweier gleich großer Bildausschnit-
te mißt. Die bedingte Wahrscheinlichkeitsverteilung fu¨r die Signalwerte u an der Po-
sition i kann dann aus dem Histogramm der Menge K(i) gescha¨tzt werden. Da die
unendliche Textur I∞ nicht bekannt ist, sondern nur ein Ausschnitt I0 zur Verfu¨gung
steht, kann es sein, daß die Menge K(i) leer ist, weil ∆ 6= 0 ∀k. Daher wird zuna¨chst
∆(Nk,Ni) = min. gesucht und anschließend die Menge Ki mit einem Schwellwert ² und
∆ ≤ min. + ² definiert. Die meisten Verfahren verzichten auf die explizite Berechnung
und Abtastung des Histogramms von K(i) und setzen ² ≡ 0, d.h. K(i) wird einelemen-
tig. Diese Vorgehensweise widerspricht dem theoretischen Ansatz, fu¨hrt in der Praxis
insbesondere fu¨r kleine Texturproben I0 aber zu vergleichbaren Ergebnissen.
Prinzipiell kann mit der geschilderten Methode nur ein Loch von der Gro¨ße eines Bildele-
ments verschlossen werden. Um die eigentliche Textursynthese durchfu¨hren zu ko¨nnen,
werden bei der Berechnung der Funktion ∆ immer nur die bereits definierten Bildele-
mente der Nachbarschaft Ni genutzt und alle anderen Elemente maskiert.
Ein implizites MRF-Modell besticht durch eine vergleichweise einfache Realisierung, da
es ausschließlich mit Bildvergleichen und ohne komplexe, parametrische Darstellung in-
teragierender Cliquen auskommt. Gleichzeitig ist es vollsta¨ndiger als ein explizites Mo-
dell, weil innerhalb der Nachbarschaftsumgebung Statistiken ho¨herer Ordnung erfaßt
werden. Nachteilig ist der hohe Rechenaufwand durch die ha¨ufige Messung der Umge-
bungsa¨hnlichkeit fu¨r die Synthese jedes einzelnen Bildelements.
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3 Algorithmus fu¨r die Textursynthese
Der folgende Hauptteil der Arbeit beschreibt die Konzeption und Implementierung des
Algorithmus. Basierend auf den Vorgaben aus Abschnitt 1.4 wird ein Textursynthesever-
fahren mit implizitem Markov-Zufallsfeld-Texturmodell entwickelt. Die Implementation
des Verfahrens und damit auch der prinzipielle Ablauf einer Synthese ist abha¨ngig von
der gestellten Aufgabe. In der Praxis ergeben sich meist zwei typische Szenarien:
• Eine
”
leere“, d.h. zuna¨chst undefinierte Fla¨che, soll mit einer Textur gefu¨llt werden.
• Eine Fla¨che ist zum Teil mit einer Textur initialisiert, die als Ausgangspunkt fu¨r
eine Synthese dienen kann.
Im zweiten Fall kann die bestehende Information zum Beispiel eine Kante einer Tex-
tur sein, die in eine bestimmte Richtung erweitert werden soll. U¨blicherweise werden
aber Teilstu¨cke von Texturen auf der Ausgabefla¨che verteilt und dann miteinander
”
ver-
wachsen“ oder aber auch Lo¨cher in einer bestehenden Textur verschlossen, siehe auch
Abschnitt 4.2.
Die Anwendungsfa¨lle unterscheiden sich also in der Initialisierung der Eingangsdaten.
Zuna¨chst soll der allgemeinere Fall einer Synthese mit Randbedingungen in Form einer
teil-initialisierten Textur dargestellt werden. Die Synthese einer vollsta¨ndig undefinierten
Fla¨che wird dann in Abschnitt 3.4 beschrieben. Abbildung 3.1 zeigt einen Bildausschnitt
I0 einer unvollsta¨ndigen Textur. Die schwarze Fla¨che des Bildes I0 ist undefiniert und
soll im Verlauf der Textursynthese vervollsta¨ndigt werden.
Die grundlegende Idee ist, zusammenha¨ngende Blo¨cke aus der wohldefinierten Referenz-
textur auf die undefinierten Bereiche zu u¨bertragen. Die Auswahl des jeweils optimalen
Blocks erfolgt aufgrund seiner Nachbarschaftsumgebung - an eine undefinierte Stelle des
Bildes wird der Block der Referenztextur u¨bertragen, dessen unmittelbare Nachbarschaft
der Nachbarschaft an der Syntheseposition am a¨hnlichsten ist.
Diese Vorgehensweise entspricht dem impliziten Markov-Zufallsfeld Ansatz fu¨r die Syn-
these einzelner Bildelemente: Ein Pixel PReferenz der Referenztextur la¨ßt sich gut an
einer Position XSynthese einfu¨gen, wenn die Nachbarschaftsumgebung N(PReferenz) der
zugeho¨rigen Nachbarschaftsumgebung N(XSynthese) a¨hnlich ist, siehe Abschnitt 2.4. Al-
lerdings verarbeitet der Algorithmus nicht einzelne Bildelemente, sondern zusammen-
ha¨ngende Texturinformation in Form eines Blocks um PReferenz. Die Synthese findet
somit in der Texeldoma¨ne und nicht in der Pixeldoma¨ne wie bei anderen Ansa¨tzen
statt.
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Abbildung 3.1: Synthesekomponenten: Texturausschnitt auf undefiniertem, schwarzen
Hintergrund, Syntheseblo¨cke (dunkelgrau in B), Referenzblo¨cke (weiß
in A), symmetrische Blocknachbarschaften (weiße Gitter von A und B),
variable Nachbarschaftmaske (hellgrau/C in den Blocknachbarschaften).
Fu¨r die Darstellung des Algorithmus wird als erstes die Synthese einer einzelnen Auf-
lo¨sungsstufe betrachtet. Die multiskalige Erweiterung des Verfahrens mittels einer Auf-
lo¨sungspyramide wird im darauf folgenden Abschnitt 3.3 beschrieben. Zuna¨chst mu¨ssen
aber die verschiedenen Darstellungsformen und Zusatzinformationen, die im Laufe der
Synthese entstehen, erla¨utert werden, um die Eigenschaften der Textursynthese beschrei-
ben und diskutieren zu ko¨nnen.
3.1 Ein- und Ausgabedaten
Abbildung 3.2 zeigt die unterschiedlichen Informationen, die wa¨hrend einer Synthese
verarbeitet bzw. erzeugt werden. Oben abgebildet sind die Eingangsdaten in Form von
unvollsta¨ndiger Textur und Arbeitsmaske. Die zu bearbeitenden Texturen sind bei die-
sem Verfahren zuna¨chst grauwertig, d.h. ein Pixel kann durch ein Byte, entsprechend
256 Graustufen, repra¨sentiert werden. Die Behandlung von Farbtexturen wird in Ab-
schnitt 3.8 beschrieben. Die Arbeitsmaske markiert die zu bearbeitende Region und die
Texturreferenz. Unten in Abbildung 3.2 sind die Syntheseprodukte dargestellt. Links das
Syntheseergebnis, dann eine Kopierkarte und die Fla¨chennutzungsu¨bersicht. Die Kopier-
karte kodiert fu¨r jeden Punkt auf der synthetisierten Fla¨che die urspru¨nglichen Koor-
dinaten in den Referenzdaten. Die x- und y-Koordinaten werden wa¨hrend der Synthese
in zwei separaten Bildern abgelegt und fu¨r die Darstellung in der Kopierkarte als roter
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und gru¨ner Kanal eines RGB-Bildes auf den Wertebereich von jeweils [0..255] normiert.
Die Kopierkarte visualisiert unter anderem das Syntheseverhalten des Algorithmus. Die
Fla¨chennutzungsu¨bersicht gibt Aufschluß u¨ber die verwendeten Pixel, bzw. Blo¨cke der
Texturreferenz. Fu¨r jeden von der Referenz auf die Synthesefla¨che u¨bertragenen Block
werden in der Fla¨chennutzungskarte Za¨hler an den korrespondierenden Pixelpositionen
inkrementiert. Nach der Synthese kann diese Nutzungsstatistik - z.B. wie hier als grau-
wertiges Bild auf [0..255] normiert - einen Hinweis auf die Gleichma¨ßigkeit der Nutzung
der Referenztextur geben. Den Kopier- und Fla¨chennutzungskarten kommen somit be-
sondere Bedeutungen zu, die in den Abschnitten 3.6.6 und 3.7 behandelt werden.
Abbildung 3.2: Syntheseinformation. Oben: unvollsta¨ndige Textur und Arbeitsmaske,
unten: synthetisierte Textur, Kopierkarte und Fla¨chennutzung.
3.2 Synthese einer Auflo¨sungsstufe
3.2.1 Strategie
Im ersten Schritt muß eine Strategie fu¨r das blockweise Texturieren der undefinierten
Fla¨che entwickelt werden. Ein Ansatz fu¨r eine geeignete Strategie la¨ßt sich aus der Be-
trachtung eines Puzzlespieles ableiten. Dort werden nicht wahllos oder in einem ra-
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sterorientierten Verfahren die Puzzleteilchen aneinandergesetzt, sondern zuerst Bereiche
gefu¨llt, die am meisten Umgebungsinformation, d.h. fertige Puzzleabschnitte aufweisen.
Jedes zusa¨tzlich (korrekt) angebrachte Puzzlestu¨ck verbessert die Information fu¨r das
Ansetzen weiterer Teilchen. Analog zu dieser
”
Puzzle“-Strategie soll auch der Textu-
rierungsalgorithmus arbeiten. Das Verfahren muß mit der Synthese dort beginnen, wo
die Nachbarschaftsumgebung eines Syntheseblocks am besten definiert ist. Nach jedem
einzelnen Syntheseschritt werden diese optimalen Positionen neu bestimmt und das Ver-
fahren fortgefu¨hrt, bis die gesamte undefinierte Fla¨che vervollsta¨ndigt ist.
3.2.2 Identifikation der Syntheseblo¨cke
I0 aus Abbildung 3.1 wird zuna¨chst in nicht u¨berlappende Blo¨cke Bi mit ungerader
Blockkantenla¨nge WB zerlegt. In der Praxis ist WB ∈ [3, 5, 7, 9, 11]. Auch eine Pixel-
synthese mit WB = 1 kann durchgefu¨hrt werden und ermo¨glicht so den Vergleich mit
a¨lteren Verfahren, die pixelbasiert arbeiten. Im na¨chsten Schritt wird aus der Menge
der Bi eine Liste der Syntheseblo¨cke L{Bsynu } erzeugt, in die alle Blo¨cke Bi eingetragen
werden, die ganz oder teilweise undefinierte Textur aufweisen. Die vier dunkelgrauen,
von einem weißen Gitter eingeschlossenen Blo¨cke in Abbildung 3.1 (B) sind beispiels-
weise Kandidaten fu¨r die Liste L{Bsynu }. Die weißen Gitter markieren die Geometrie der
verwendeten Nachbarschaft N . Es handelt sich um eine symmetrische, quadratische Pi-
xelnachbarschaft des eingeschlossenen Blocks N(Bsynu ) mit Breite WN . Diese Blocknach-
barschaften beinhalten sowohl definierte als auch undefinierte (hier: schwarze) Pixel. Die
Liste L{Bsynu } wird nun absteigend nach der Anzahl der definierten Pixel P def (N(Bsynu ))
der Nachbarschaftsumgebung jedes Listenelements sortiert. Am Anfang der Liste stehen
nach der Sortierung die Syntheseblo¨cke, deren Nachbarschaft am besten beschrieben ist.
3.2.3 Bestimmung der Referenztextur
Im na¨chsten Schritt muß die Referenzinformation fu¨r die Textursynthese identifiziert
werden. Das Verfahren ermo¨glicht die Nutzung von zwei unterschiedlichen Quellen fu¨r
Referenztextur. Zum einen kann ein Bild einer Referenztextur zusammen mit einer Se-
lektionsmaske von außen vorgegeben werden, zum anderen kann auch die unvollsta¨ndige
Textur selbst als Quelle dienen. Die Bildmaske, die den undefinierten, zu synthetisie-
renden Bereich kennzeichnet (schwarze Fla¨che in Abbildung 3.1), definiert umgekehrt -
invertiert - den Bereich, der als Referenz genutzt werden kann. In diesem Fall du¨rfen
jedoch nur Blo¨cke Brefj verwendet werden, deren Nachbarschaft N(B
ref
j ) vollsta¨ndig in
der wohldefinierten Referenztextur liegt. Die Position dieser Blo¨cke wird pixelgenau ver-
waltet, um alle in der Synthese auftretenden Anschlußbedingungen erfu¨llen zu ko¨nnen.
Sechs Beispiele fu¨r Referenztexturblo¨cke sind in Abbildung 3.1 (A) weiß gekennzeich-
net. Wie bereits bei den Syntheseblo¨cken steht die symmetrische Nachbarschaft N(Brefj )
stellvertretend fu¨r den Block Brefj .
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3.2.4 Syntheseschleife
Die Syntheseschleife beginnt mit der Bestimmung der Nachbarschaft N des ersten Syn-
theseblocks Bsyn0 der Blockliste L{Bsynu }. Diese Nachbarschaft N(Bsyn0 ) wird mit den
Nachbarschaften aller Referenzblo¨cke N(Brefj ) verglichen und der Referenzblock auf
die Syntheseposition Bsyn0 u¨bertragen, der die a¨hnlichste Nachbarschaft besitzt. Das
A¨hnlichkeitsmaß ist eine Funktion F (N(Bsyn0 ), N(B
ref
j )) - ausgedru¨ckt durch eine Ab-
standsmetrik -, deren globales Minimum die optimale Referenznachbarschaft und da-
mit den optimalen Referenzblock kennzeichnet. In den Abschnitten 2.2 und 3.5.3 wird
na¨her auf geeignete Abstandsmaße eingegangen - fu¨r alle folgenden Synthesebeispiele
wird zuna¨chst die L1-Norm verwendet. Der Block B
syn
0 wird aus der Blockliste L{Bsynu }
entfernt und die Listenpositionen aller zu Bsyn0 geometrisch benachbarten Blo¨cke B
syn
∆(0)
aktualisiert. Geometrisch benachbart bedeutet in diesem Fall Evaluierung der L∞-Norm
mit einem Abstand ∆max(WB,WN). Letzteres ist notwendig, da die Synthese ein dy-
namischer Prozeß ist. Durch die Synthese des Blocks Bsyn0 wurde unter Umsta¨nden die
Anzahl der definierten Pixel der Nachbarschaften N(Bsyn∆(0)) und somit auch die Sor-
tierung vera¨ndert. Die Syntheseschleife wird fortgesetzt, bis alle Blo¨cke aus der Liste
L{Bsynu } entfernt wurden und damit alle undefinierten Bereiche von I0 gefu¨llt worden
sind.
Das Sortierkriterium P def (N(Bsynu )) bewirkt, daß im Sinne der zugrundeliegenden Stra-
tegie immer die Blo¨cke als erste synthetisiert werden, welche die am besten definierte
Nachbarschaft aufweisen. Dieses Verhalten des Algorithmus ist in Abbildung 3.3 ver-
anschaulicht. Die beiden Blo¨cke in den Ecken des fehlenden Rechtecks werden als erste
erzeugt. Das Rechteck wa¨chst zu und bildet mit der kantigen Begrenzung im linken
Bildbereich den Kondensationskeim fu¨r den weiteren Fortschritt der Synthese.
Um die sta¨ndige Neusortierung der Liste zu beschleunigen, kann diese in eine Hash-
Tabelle mit P def (N(Bsynu )) als Hash-Schlu¨ssel u¨berfu¨hrt werden. Eine spatiale Indexta-
belle, welche die Elemente der Hash-Tabelle indiziert, kann die Identifikation von benach-
barten Blo¨cken (Bsyn∆(u)) deutlich effizienter gestalten. Sie verbessert die Listenverwaltung
dadurch, daß der Suchprozeß, dessen Laufzeit von der Anzahl der Listenelemente und
somit quadratisch von der Bildgro¨ße abha¨ngt, durch eine konstante Bearbeitungszeit er-
setzt wird. Die konstante Bearbeitungszeit ergibt sich aus der direkten Indizierung aller
relevanten Listenelemente.
3.2.5 Alternative Strategie
Fu¨r bestimmte Anwendungen ist es sinnvoll, die
”
Puzzle“-Strategie in einer modifizierten
Form zu verwenden. Anstatt das Texturwachstum von einem oder mehreren optimalen
Kondensationskeimen ausgehen zu lassen, ko¨nnen bestehende Texturfla¨chen von den
Ra¨ndern ausgehend gleichma¨ßig erweitert werden. Fu¨r die Abarbeitung der Synthese-
blockliste L{Bsynu } bedeutet dies, daß alle Blo¨cke nacheinander synthetisiert werden,
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Abbildung 3.3: Synthesesequenz. Jeweils links: Kopierkarte, rechts Syntheseprodukt.
deren Nachbarschaft ein Mindestmaß an definierten Pixeln besitzt. Als minimale Beset-
zung kann z.B. 1/4 der Gesamtzahl der Nachbarschaftspixel gewa¨hlt werden, was einem
Eckpunkt in der bereits bestehenden Textur entspricht. Der Ablauf erfolgt dabei ohne
Neusortierung der Liste nach Synthese eines einzelnen Blocks. Erst wenn keine Block-
nachbarschaft das Besetzungskriterium mehr erfu¨llt, wird die Liste entsprechend des
aktuellen Synthesezustands neu geordnet.
Diese alternative Strategie kommt ohne die speicherintensive, spatiale Indextabelle aus
und erho¨ht die Synthesegeschwindigkeit durch deutlich weniger Sortierungsla¨ufe. Die
Ergebnisse erreichen in etwa die Qualita¨t der
”
Puzzle“-Strategie.
3.2.6 Behandlung der Bildra¨nder
Wie in Abbildung 3.1 zu sehen, sind die Nachbarschaftsumgebungen der Syntheseblo¨cke
nicht immer vollsta¨ndig definiert. Dies gilt an den Kantenbereichen der zu erweiternden
Texturstu¨cke und insbesondere auch an den vier Bildra¨ndern von I0. Wu¨rde man diesen
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Sachverhalt ignorieren und den Vergleich der Blocknachbarschaften auch mit undefi-
nierten Pixeln durchfu¨hren, wa¨re der Syntheseprozeß nicht kausal, da auf Information
zugegriffen wird, die zum jeweiligen Zeitpunkt noch nicht vorhanden ist. Um Kausalita¨t
der Synthese zu gewa¨hrleisten, wird daher mit einer variablen Maske gearbeitet, die fu¨r
den Nachbarschaftsvergleich die undefinierten Pixel von Synthese- und Referenzblock-
Nachbarschaft maskiert. In Abbildung 3.1 sind zwei Beispiele fu¨r variable Masken in
hellgrau (C) eingezeichnet. Die Bezeichnung
”
variabel“ beschreibt, daß die Form der
Maske fu¨r jeden einzelnen Syntheseblock neu bestimmt werden muß, da sie sich aus
der Historie des bisherigen Syntheseverlaufs ableitet und nicht allein aus der initialen
Arbeitsmaske berechnet werden kann.
Die Bildra¨nder ko¨nnten prinzipiell mit der gleichen Methode behandelt werden. Sehr
viel eleganter ist es jedoch, die Bildfla¨che I0 als Torus zu betrachten. Durch Modulo-
Operation beim Koordinatenzugriff
(x, y) = (x mod Iwidthl , y mod I
height
l ) (3.1)
erha¨lt man torodiale Anschlußbedingungen, d.h. linker und rechter, sowie oberer und
unterer Bildrand sind identisch. Eine Blocknachbarschaft, die links aus dem Bild her-
ausragt, adressiert dann Pixel an dem rechten Bildrand. Durch das Synthetisieren auf
einer Torusoberfla¨che ergibt sich ein weiterer entscheidender Vorteil: das Synthesepro-
dukt la¨ßt sich an sich selbst anschließen, um noch gro¨ßere Fla¨chen u¨ber eine Kachelung
zu formen, siehe Abschnitt 4.2.
3.3 Synthese mit einer Auflo¨sungspyramide
Alle Synthesealgorithmen, die implizit oder explizit mit Markov-Zufallsfeld-Texturmo-
dellen arbeiten, haben das Defizit, daß sie nur Strukturen in der Gro¨ße des Analysefen-
sters korrekt wiedergeben ko¨nnen. Dies gilt auch fu¨r das in Abschnitt 3.2 beschriebene
Verfahren. Um globale Textureigenschaften zu erfassen, mu¨ssen die Dimensionen des
Nachbarschaftsfensters auf das gro¨ßte wiederzugebende Texturmerkmal angepaßt wer-
den.
Fu¨r die Qualita¨t der Synthese mit Randbedingungen in Form von teil-texturierten Ober-
fla¨chen, die vervollsta¨ndigt werden sollen, hat die Gro¨ße des Nachbarschaftsfensters eine
weitere Bedeutung. Sie bestimmt den Abstand, u¨ber den verschiedene Texturteile anein-
ander angeglichen werden ko¨nnen und muß so gewa¨hlt werden, daß das Fenster fehlende
Bereiche zwischen Texturregionen u¨berbru¨cken kann, um ein optimales - geschlossenes -
Syntheseergebnis zu erhalten.
Die aus diesen beiden Punkten folgende Forderung nach großen Nachbarschaftsfenstern
hat den Nachteil, daß sich der Rechenaufwand dramatisch erho¨ht.
Eine bessere Methode ist die getrennte Verarbeitung von niedrigen und hohen Fre-
quenzanteilen der Textur in einer Auflo¨sungspyramide. Dabei werden die globalen Merk-
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male einer Textur in einer niedrigen Auflo¨sungsstufe optimal reproduziert und diese
”
gro-
be“ Textur beim Fortschreiten von niedrigen zu hohen Auflo¨sungsstufen immer weiter
verfeinert. Die effektive Fenstergro¨ße der Auflo¨sungspyramide bestimmt sich durch die
Fenstergro¨ße in der niedrigsten Auflo¨sungsstufe multipliziert mit der 2er-Potenz der An-
zahl der folgenden Auflo¨sungsstufen in der Pyramide:W effN = WN ·2L−1. Eine Pyramide
mit sechs Auflo¨sungsstufen erreicht somit ein 25 = 32-fach gro¨ßeres Nachbarschaftsfen-
ster.
Fu¨r den Algorithmus bedeutet dies, daß die zu bearbeitende, unvollsta¨ndige Textur und
die optionale Texturreferenz in eine Pyramide zerlegt werden und die niedrigste Auflo¨-
sungsstufe der Pyramide mit einer einfachen Synthese, wie in Abschnitt 3.2 beschrie-
ben, erstellt wird. Alle weiteren Pyramidenebenen werden ebenso verarbeitet, jedoch
muß die quadratische, symmetrische Blocknachbarschaft fu¨r eine Verbindung zwischen
den aufeinanderfolgenden Auflo¨sungsstufen erweitert werden, um die Syntheseergebnisse
der jeweils vorhergehenden Auflo¨sungsstufe zu beru¨cksichtigen. Auf diese Weise werden
niederfrequente Strukturen u¨ber die Pyramidenstufen propagiert und bleiben bis zur
ho¨chsten Auflo¨sungsstufe erhalten.
3.3.1 Erzeugung der Pyramide
Abbildung 3.4: Filterung. I0 Eingangsdaten, I3 Gauß-gefiltert, I3 Gauß-gefiltert mit
Maskenverarbeitung.
Die im Grundlagenkapitel 2 beschriebene Methode zur Erstellung einer Auflo¨sungspy-
ramide eignet sich gut fu¨r die frequenzabha¨ngige Zerlegung einer vollsta¨ndig definierten
Referenztextur, wie z.B. in Abbildung 2.1 rechts zu sehen. Fu¨r die Synthese mit Randbe-
dingungen mu¨ssen aber auch Bilddaten mit unvollsta¨ndigen Texturen in eine Pyramide
zerlegt werden. Dort genu¨gt eine Behandlung der Bildkanten durch Spiegelung nicht, da
sich auch innerhalb der Bildfla¨che Berandungen der Texturfla¨chen befinden, die durch
eine Arbeitsmaske beschrieben werden, siehe Abbildungen 3.2 und 3.4. Wendet man die
in Abschnitt 2.1 beschriebene Erzeugung einer Bildpyramide auf derartige Eingangsda-
ten an, werden an den Begrenzungen der Texturfla¨chen Anteile des Hintergrundes mit
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Anteilen der Textur vermischt. Da der Hintergrund typischerweise schwarz ist, fu¨hrt dies
zu einer Abdunkelung und Ausdehnung der Texturfla¨chenra¨nder in den Pyramidenstufen
Il>0, siehe Abbildung 3.4 Mitte.
Um die Vermischung von Hintergrund und Textur in den Randbereichen zu verhindern,
wird parallel zur Gauß’schen Filterung die Arbeitsmaske ausgewertet, die den Verlauf
der Texturra¨nder kennzeichnet. Nicht definierte Anteile im Term Il der Gleichung 2.3
werden, wenn mo¨glich, durch Spiegelung erzeugt oder es wird anstelle der Faltung mit
2.2 eine Mittelwertbildung durchgefu¨hrt. In Abbildung 3.4 rechts ist ein Ergebnis einer
Filterung mit gleichzeitiger Maskenverarbeitung dargestellt.







Abbildung 3.5: Symmetrische, multiskalige Blocknachbarschaft.
Um die Ergebnisse einer Pyramidenstufe Il+1 mit niedrigerer Auflo¨sung bei der Synthese
von Il nutzen zu ko¨nnen, muß das bisher verwendete symmetrische Nachbarschaftssystem
um eine multiskalige Komponente erweitert werden. Grundsa¨tzlich muß diese Erweite-
rung nur die jeweils niedrigere Auflo¨sungsstufe Il+1 beru¨cksichtigen, da diese durch die
hierarchische Anordnung die Textur/Frequenz-Informationen aller niedrigeren Auflo¨-
sungsstufen Ik>l beinhaltet. Ein erweitertes Nachbarschaftssystem ist in Abbildung 3.5
dargestellt.
Beide Anteile der Nachbarschaftsumgebung haben immer ungerade Kantenla¨ngen WN
undW erwN . Die Gro¨ße des Anteils in Auflo¨sungsstufe Il+1 wird so angepaßt, daß sie gro¨ßer
gleich der Fla¨che des Anteils in Il ist. Da Il+1 durch Unterabtastung mit Faktor 2 aus
Il hervorgegangen ist, ergibt sich die Tabelle 3.1 fu¨r die Kantenla¨ngen WN und W
erw
N .
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Stufe Il Stufe Il+1 Pixelanzahl
(p1 = WN ×WN) (p2 = W erwN ×W erwN ) (= p1 −W 2B + p2;WB = 3)
5× 5 3× 3 25
7× 7 5× 5 65
9× 9 5× 5 97
11× 11 7× 7 161
13× 13 7× 7 209
15× 15 9× 9 297
Tabelle 3.1: Multiskalige Nachbarschaftsgro¨ßen und Gesamtzahl der Pixel einer Nach-
barschaft bei einer Syntheseblockgro¨ße von WB = 3.
Beim A¨hnlichkeitsvergleich einer Synthese- mit allen Referenznachbarschaften werden
die Distanzmaße beider Nachbarschaftsanteile separat berechnet. Die Gewichtung der
Anteile zueinander kann vom Anwender festgelegt werden. Standardma¨ßig wird versucht,
eine Gleichgewichtung entsprechend der Fla¨chenverha¨ltnisse der beiden Nachbarschafts-
anteile zu erreichen.
Abbildung 3.6: Multiskalige Textursynthese.
Abbildung 3.6 zeigt die Synthese von vier aufeinanderfolgenden Auflo¨sungsstufen zusam-
men mit der korrespondierenden Kopierkarte. Die Kopierkarten zeigen sehr deutlich, daß
die Synthese nicht nur einzelne Texturblo¨cke u¨bertra¨gt, sondern daß diese Blo¨cke gro¨ßere
zusammenha¨ngende Texturregionen formen. Dabei bleiben die initial definierten Gebiete
u¨ber die Auflo¨sungshierarchie erhalten. Die Randbereiche bzw. die U¨berga¨nge zwischen
zwei benachbarten Texturbereichen werden von Stufe zu Stufe immer weiter verfeinert.
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3.3.3 Koordinatenquantisierung
Durch die effiziente Repra¨sentation der Ein- und Ausgabetextur in einer Pyramide wird
die Synthese sowohl in Qualita¨t als auch in der Ausfu¨hrungsgeschwindigkeit verbessert.
Der Zugriff auf die Teilba¨nder der Pyramide mit einer erweiterten Nachbarschaftsumge-
bung erfordert allerdings eine genaue Betrachtung von mo¨glichen Quantisierungsproble-
men. Wie im Grundlagenabschnitt 2.1 beschrieben, wird eine niedrigere Auflo¨sungsstufe
der Pyramide durch Tiefpaßfilterung mit Halbierung der Grenzfrequenz und Unterabta-
stung mit Faktor 2 konstruiert. Bei der Unterabtastung geht keine Information verloren
- nach dem Abtasttheorem la¨ßt sich das tiefpaßgefilterte Bild durch U¨berabtastung und
Interpolation fehlerfrei rekonstruieren. An dieser Stelle deutet sich aber ein erstes Pro-
blem fu¨r die Nutzung der erweiterten Nachbarschaftsumgebung an. Aus Effizienzgru¨nden
arbeitet der Erweiterungsanteil direkt auf den niedrig aufgelo¨sten, unterabgetasteten
Bilddaten Il+1, wobei auf eine zeitaufwendige Interpolation verzichtet wird. Daher gibt
es eine direkte, feste Zuordnung von Bildpunkten Pa = (xa, ya) in Il und zugeho¨rigen
Bildpunkten Pb = (xb, yb) in Il+1 durch (xb, yb) = (xa/2, ya/2). Dabei sind xa, ya, xb, yb
ganzzahlige Koordinaten. Der Quantisierungsfaktor 2 bei der Koordinatenberechnung
bewirkt, daß eine Verschiebung eines Nachbarschaftsanteils in Il um 1 nur an jeweils
geraden Koordinaten (xa, ya) zu einer Verschiebung des Erweiterungsanteil in Il+1 fu¨hrt.
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Abbildung 3.7: Koordinatenquantisierung. Oben Texturquelle, unten Syntheseposition.
Eindimensionale Darstellung der Koordinaten [a, b] mit b = a/2.
Anhand der Abbildung 3.7 soll eine mo¨gliche Auswirkung der festen Zuordnung zwischen
Il und Il+1 erla¨utert werden. Es genu¨gt die Betrachtung des eindimensionalen Problems
in der Notation 2[2a,2b] mit derselben Bedingung 2b = 2a/2. Der Syntheseprozeß
soll zuna¨chst aufgrund der A¨hnlichkeit der Nachbarschaftsumgebungen ein Pixel von
R[17, 8] der Referenz auf die Koordinate S[48, 24] der Ausgabetextur kopiert haben.
Wenn dieses Pixel Teil einer zusammenha¨ngenden Region wa¨re, sollte nun das Pixel
R[18, 9] der Referenz angeschlossen, d.h. auf S[49, 24] der Ausgabetextur kopiert werden.
Fu¨r den Nachbarschaftsvergleich wird nun die Umgebung um S[49, 24] gebildet und mit
allen Referenznachbarschaften verglichen. Der Erweiterungsanteil der Nachbarschaft um
28 3 Algorithmus fu¨r die Textursynthese
Sb = 24 in Il+1 korrespondiert, da sich aufgrund der Quantisierung die Koordinate Sb
nicht gea¨ndert hat, am besten mit Rb = 8 der Referenz. Das am besten passende Pixel
der Referenz liegt jedoch in R[18, 9], so daß es abha¨ngig von der Referenztextur unter
Umsta¨nden eine andere Referenz-Position gibt, die aufgrund der gewichteten Bewertung
der beiden Nachbarschaftsanteile eine bessere Gesamtbewertung erha¨lt. Ein derartiger
Wechsel in der Position der Referenzquelle kann sich nun bei jedem weiteren Vorru¨cken
der Syntheseposition wiederholen und fu¨hrt zu Oszillationen, die in der Kopierkarte
sichtbar werden.
Abbildung 3.8: Quantisierungsoszillationen der multiskaligen Synthese. Links Referenz-
textur (S01, 64 × 64), Mitte: gesto¨rtes Syntheseergebnis (80 × 80) mit
in der Kopierkarte sichtbaren Oszillationen, rechts: Resultat mit Pa-
rita¨tskontrolle und sta¨rkeren Kantenartefakten.
Fu¨r bestimmte Texturen konnten diese Oszillationen der multiskaligen Synthese tatsa¨ch-
lich beobachtet werden. In zwei Dimensionen zeigt sich der Wechsel der Texturquelle
in Form von neben- oder untereinander angeordneten Ba¨ndern, bzw. schachbrettartig
strukturierten Fla¨chen in der Kopierkarte, siehe Abbildung 3.8 Mitte. Das abwechselnde
Kopieren aus zwei unterschiedlichen Referenztexturbereichen fu¨hrt bei einigen Texturen
zu einer Verschlechterung der Syntheseergebnisse.
Ein Ansatz zur Vermeidung der Quantisierungsartefakte ist eine Parita¨tskontrolle beim
Vergleich von Referenz- und Synthesenachbarschaft. Die Koordinatenparita¨t des Nach-
barschaftsanteils in Il wird gepru¨ft und fu¨r den A¨hnlichkeitsvergleich nur Referenznach-
barschaften mit derselben Parita¨t zugelassen. Dabei gibt es vier unterschiedliche Werte:
x-Koordinate gerade oder ungerade kombiniert mit y-Koordinate gerade bzw. ungera-
de. Diese vier Mo¨glichkeiten erhalten die Parita¨tswerte 1, 2, 3, 4. Durch Anwendung der
Randbedingung gleicher Parita¨t in Synthese und Referenz verschwinden die Oszillatio-
nen, wie in Abbildung 3.8 rechts dargestellt. Gleichzeitig wird die Zahl der Nachbar-
schaftsvergleiche auf ein Viertel reduziert und die Synthese um Faktor 4 beschleunigt.
Nachteil der Parita¨tsbedingung ist, daß durch die Einschra¨nkung der mo¨glichen Textur-
referenzquellen weniger Anschlußmo¨glichkeiten fu¨r Pixel bzw. Blo¨cke gefunden werden
ko¨nnen und somit die U¨berga¨nge zwischen zusammenha¨ngenden Regionen ein gro¨beres
Erscheinungsbild mit sta¨rkerer Kantenbildung zeigen. Fu¨r eine optimale Synthesequa-
lita¨t muß abha¨ngig von der jeweiligen Textur entschieden werden, ob der Einsatz einer
Parita¨tskontrolle sinnvoll ist oder nicht.
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3.4 Initialisierung der Vollsynthese
Am Anfang des Kapitels 3 wurde beschrieben, daß die Textursynthese in Abha¨ngigkeit
des Verwendungszwecks mit unterschiedlich initialisierten Eingangsdaten arbeitet. Zu-
na¨chst wurde der allgemeinere Fall einer teil-initialisierten Textur erla¨utert und dabei die
Komponenten Texturblock, symmetrische Blocknachbarschaft, Referenztextur, Arbeits-
und variable Maske, Auflo¨sungspyramide, sowie Kopierkarte und Nutzungsstatistik ein-
gefu¨hrt.
(a) (b) (c) (d)
Abbildung 3.9: Initialisierung der Vollsynthese. a) Referenztextur, b) prinzipielle Anord-
nung der Initialisierungsstreifen, c) Synthesebeginn an Offset (0, 0) und
d) Rauschinitialisierung.
Die Textursynthese einer undefinierten Fla¨che mittels einer Referenztextur - im fol-
genden Vollsynthese genannt - ist ein Spezialfall der Synthese mit Randbedingungen.
Prinzipiell beno¨tigt auch die Vollsynthese eine Initialisierung der Ausgabefla¨che, da
ein Nachbarschaftsvergleich zwischen Referenz und Syntheseposition nur erfolgen kann,
wenn zumindest ein Anteil der Blocknachbarschaft an der jeweiligen Syntheseposition
mit Texturinformation definiert ist. Im einfachsten Fall ko¨nnen dies zwei schmale Tex-
turstreifen in Breite des halben Nachbarschaftsfensters sein, wie in Abbildung 3.9 b) zu
sehen. Diese Anordnung ermo¨glicht den spalten- und zeilenweisen Aufbau der Textur
mit einer vereinfachten L-fo¨rmigen Blocknachbarschaft, siehe Abbildung 3.10. Durch die
Definition der Randbereiche ist die Blocknachbarschaft an jeder Syntheseposition kausal,
da bei spalten- und zeilenweisem Vorru¨cken der Syntheseposition nur auf bereits definier-
te Textur zugegriffen wird. Daher kann auch auf die variable Maske der symmetrischen
Blocknachbarschaft verzichtet werden.
Die Position des horizontalen und vertikalen Initialisierungsstreifens ist beliebig - sie defi-
niert lediglich den Offset des Startpunktes der Synthese, die wie beschrieben mit torodia-
len Anschlußbedingungen arbeitet. Soll die Synthese an der Nullposition des Bildes be-
ginnen, mu¨ssen die Streifen an den rechten und unteren Bildrand verschoben werden, sie-
he Abbildung 3.9 c). Beide Streifen ko¨nnen im Verlauf der Synthese auch u¨berschrieben







Abbildung 3.10: L-fo¨rmige, multiskalige Blocknachbarschaft fu¨r die Vollsynthese.
werden, was insbesondere dann sinnvoll ist, wenn sie aus mehreren Teilstu¨cken zusam-
mengesetzt wurden und sichtbare Kantenu¨berga¨nge aufweisen. Die aufwendige manuelle
Pra¨paration der Ausgabefla¨che mit Bildstreifen la¨ßt sich durch eine Rauschinitialisierung
ersetzen. Anstatt Streifen der Referenztextur auf die Ausgabefla¨che zu kopieren, kann ei-
ne zufa¨llige Textur basierend auf den Referenzdaten erzeugt werden. Beno¨tigt wird eine
Rauschquelle, die die Histogramm-Verteilung der Referenztextur aufweist. Eine einfa-
che Realisierung ist das Adressieren der Menge der Referenztextur-Bildpunkte mit einer
gleichverteilten Rauschquelle und direktes Kopieren auf die Synthesevorlage, siehe Abbil-
dung 3.9 d). Die Grauwertverteilung der Referenztextur bleibt damit zwar erhalten, die
Struktur geht jedoch verloren - sie wird erst im Verlauf der Synthese wiederhergestellt.
Abbildung 3.11: Vollsynthese. Zwischenergebnisse und Kopierkarte.
Abbildung 3.11 zeigt Momentaufnahmen des Ablaufs einer multiskaligen Synthese der
Textur aus Abbildung 3.9 links mit vier Auflo¨sungsstufen. Dargestellt sind die Zwischen-
ergebnisse der ho¨chsten Auflo¨sungsstufe, die Nachbarschaftsumgebung (u¨berho¨ht) und
die finale Kopierkarte.
3.5 Einfluß und Optimierung der Verfahrensparameter 31
Das Initialisieren mit strukturfreiem, Histogramm-angepaßtem Rauschen anstelle von
Texturstreifen bewirkt ein nicht-deterministisches Entstehen der Textur mit hohen Va-
riationsmo¨glichkeiten. Gleichzeitig sorgt es jedoch fu¨r ein hohes Maß an Sto¨rungen in
unmittelbarer Na¨he der Rauschstreifen, da selten gro¨ßere zusammenha¨ngende Gebie-
te der Texturreferenz kopiert werden. Ursache hierfu¨r ist, daß der Nachbarschaftsver-
gleich von Texturreferenz und Syntheseposition, bedingt durch die Rauschwerte in der
Nachbarschaft der Syntheseblo¨cke, immer wieder zu anderen, optimal anschließenden
Blo¨cken aus der Texturreferenz fu¨hrt. Sobald der Syntheseprozeß sich von dem horizon-
talen Rauschstreifen entfernt und auf bereits synthetisierte,
”
richtige“ Textur zugreift,
werden wieder gro¨ßere zusammenha¨ngende Gebiete u¨bertragen und die hochfrequen-
ten Sto¨rungen verschwinden. Da die Rauschinitialisierung nur wenige Bildzeilen bzw.
-spalten belegt, sind die beschriebenen Artefakte fu¨r den Gesamtprozeß nicht relevant
und ko¨nnen bei Bedarf auch nachtra¨glich abgeschnitten werden.
3.5 Einfluß und Optimierung der Verfahrensparameter
In diesem Abschnitt soll die Auswirkung der Variation aller in der Beschreibung des
Algorithmus eingefu¨hrten Parameter und Gro¨ßen auf den Syntheseprozeß detailliert dis-
kutiert werden. Neben der Einzelbetrachtung werden auch die Abha¨ngigkeiten zwischen
den Parametern beschrieben und Regeln fu¨r die Bestimmung der problemspezifisch op-
timalen Arbeitspunkte aufgestellt.
3.5.1 Nachbarschaft und Bildpyramide
Fu¨r die hier beschriebene, implizite Markov-Zufallsfeld Methode gilt wie fu¨r alle MRF-
Ansa¨tze, daß die exakte Reproduktion der Merkmale der Texturreferenz im Synthesepro-
zeß von der Gro¨ße der verwendeten Nachbarschaftsumgebung abha¨ngt. Wie in Abschnitt
3.3 beschrieben, muß die Breite WN des (symmetrischen) Nachbarschaftsfensters N so
gewa¨hlt werden, daß N das gro¨ßte wiederzugebende Texturmerkmal vollsta¨ndig erfaßt.
Der Einfluß der Gro¨ße WN auf die einfache Vollsynthese mit einer Auflo¨sungsstufe ist in
Abbildung 3.12 dargestellt.
Die niedrigste Frequenz und damit gro¨ßte Wellenla¨nge im oberen Beispiel in Abbildung
3.12 betra¨gt in etwa 40 Pixel. Man sieht sehr deutlich, wie die globale Struktur der
Synthese sich in Abha¨ngigkeit von der Fenstergro¨ße immer weiter dem Original anna¨hert.
Analog dazu a¨ußert sich die Vera¨nderung von WN in der Kopierkarte durch sta¨rker
zusammenha¨ngende Regionen. Je gro¨ßer das Fenster, desto ho¨her ist der Anteil der
zusammenha¨ngenden Fla¨chen, was dazu fu¨hrt, daß die globale Anordnung der Textur
immer besser wiedergegeben wird. Die visuelle Qualita¨t der Syntheseergebnisse nimmt
bei sehr großem WN wieder ab, wie in Abbildung 3.12 rechts (WN = 41) zu sehen.
Bei weiterer Erho¨hung der Fenstergro¨ße tendiert der Algorithmus dazu, immer wieder
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Abbildung 3.12: Einfache Synthese mit einer Auflo¨sungsstufe. Referenztexturen (D111,
D62; 256 × 256), Ergebnisse (320 × 320) mit WN = 3, 5, 9, 17, 41 und
Kopierkarten.
identische Referenzregionen an sich selbst anzuschließen. Ein Grund fu¨r dieses Verhalten
liegt in der zunehmenden Beschra¨nkung der Referenztexturfla¨che, da, wie in Abschnitt
3.2.3 erla¨utert, das Nachbarschaftsfenster vollsta¨ndig innerhalb der Texturreferenz liegen
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muß. Ein weiterer Grund fu¨r die Repetitionen und Maßnahmen zur Beseitigung der
Ursachen werden ausfu¨hrlich in Abschnitt 3.7 diskutiert.
Abbildung 3.13: Synthese mit Auflo¨sungspyramide. Ergebnisse (D111,D62; 320 × 320)
mit WN = 5, L = 1, 2, 3, 4, 5 und Kopierkarten.
Die Ergebnisse der einfachen Textursynthese sollen nun den Resultaten einer multis-
kaligen Textursynthese gegenu¨bergestellt werden. In Abschnitt 3.3 wurde beschrieben,
wie sich die effektive Gro¨ße des Nachbarschaftsfensters einer Pyramide berechnen la¨ßt:
W effN = WN · 2L−1, wobei L die Anzahl der Pyramidenstufen ist. Abbildung 3.13 zeigt
eine multiskalige Synthese mit WN = 5 und Variation von L. Die Darstellung veran-
schaulicht den großen Vorteil einer Synthese mit Auflo¨sungspyramide. Trotz des ver-
gleichsweise kleinen Nachbarschaftsfensters von WN = 5 werden die globalen Strukturen
schon bei einer Pyramidentiefe von L = 4 =⇒ W effN = 40 deutlich besser reproduziert
als bei jedem Ergebnis aus Abbildung 3.12.
Der Gewinn durch den Einsatz der Auflo¨sungspyramide a¨ußert sich aber nicht nur in
der Qualita¨t, sondern auch in der Berechnungszeit, da die Gro¨ße der Nachbarschaft
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WN die Rechenzeit quadratisch beeinflußt, die gro¨ßere Fla¨che der Auflo¨sungspyrami-
de aber nur linear eingeht. Fu¨r eine Abscha¨tzung des Laufzeitfaktors soll von einer
großen Textur ausgegangen werden, d.h. die unterschiedliche Ausdehnung der Randbe-
reiche kann vernachla¨ssigt werden. Dann gilt, daß fu¨r eine einfache Vollsynthese mit
einer Auflo¨sungsstufe, WN = 17 und einer Syntheseblockgro¨ße WB = 1 aufgrund der
L-fo¨rmigen Nachbarschaft (172 − 1)/2 = 144 Nachbarschaftspixel verglichen werden
mu¨ssen. Bei einer multiskaligen Synthese mit vier Auflo¨sungsstufen L = 4,WN = 5 bzw.
W effN = 40 ergeben sich aufgrund der erweiterten Nachbarschaftsumgebung nach Tabel-
le 3.1 (52 − 1)/2 + 32 = 21 zu vergleichende Nachbarschaftspixel. Die Gesamtfla¨che der
hier verwendeten Auflo¨sungspyramide ist immer kleiner als 4/3 der Fla¨che der ho¨chsten
Auflo¨sung. Der Rechenaufwand reduziert sich daher um einen Faktor 144/21 ∗ 3
4
≈ 5.
Die multiskalige Synthese beno¨tigt bei sichtbar besserer Qualita¨t durch die gro¨ßere, ef-
fektive Nachbarschaft also nur 20 Prozent der Rechenzeit und ermo¨glicht dadurch die
Verarbeitung von sehr großen Texturen, wie sie die Anwendungen in Kapitel 5 erfordern.
Im folgenden wird daher ausschließlich die multiskalige Textursynthese betrachtet. Die
multiskalige Synthese mit einer Auflo¨sungspyramide besteht, wie in Abschnitt 3.3 be-
schrieben, aus zwei aufeinander aufbauenden Schritten. Als erstes wird die Pyrami-
denstufe mit der niedrigsten Auflo¨sung IL−1 mit einer einfachen Synthese erzeugt. An-
schließend erfolgt die Verfeinerung des niedrig aufgelo¨sten Syntheseergebnisses IL−1 mit
ho¨herfrequenten Anteilen der folgenden Auflo¨sungsstufen u¨ber eine Synthese mit er-
weiterter Nachbarschaft N . Wie mu¨ssen die Parameter der beiden Teilschritte fu¨r ein
optimales Ergebnis gewa¨hlt werden?
Eine sinnvolle Obergrenze fu¨r L bestimmt sich aus der Bildgro¨ße der Eingangsdaten.
In der Pyramidenstufe IL−1 mit der niedrigsten Auflo¨sung muß genu¨gend Bildmateri-
al fu¨r die einfache Synthese mit Fenstergro¨ße WN vorhanden sein. Auch hier entsteht
ansonsten, bedingt durch die notwendigen Randbereiche fu¨r die Referenztextur, eine Re-
petierung weniger Texturelemente, siehe Abbildung 3.13 unten rechts (L = 5). Fu¨r die
einfache Synthese der niedrigsten Auflo¨sungsstufe IL−1 gilt prinzipiell alles, was bisher im
Zusammenhang mit der Variation vonWN diskutiert wurde, siehe Abbildung 3.12, wobei
WN ≤ 11 sein sollte. Wird ein gro¨ßeres WN beno¨tigt, um die globale Struktur geeignet
zu reproduzieren, sollte aus Effizienzgru¨nden nicht WN , sondern die Anzahl der Auflo¨-
sungsstufen L erho¨ht werden. Eine weitere Bedingung fu¨r die Wahl von WN und damit
auch L ergibt sich aus der Gro¨ße der Syntheseblo¨cke. Da die Nachbarschaftsumgebung
N den zu u¨bertragenen Synthese- bzw. Referenzblock einschließt und repra¨sentiert, muß
fu¨r die Bestimmung des Distanzmaßes der Parameter WN gro¨ßer WB gewa¨hlt werden.
Abgeleitet aus der Minimalbedingung WB = 1,WN = 3 wird WN ≈ 3 ·WB gewa¨hlt.
Fu¨r den zweiten Schritt - die stufenweise Verfeinerung von IL−1 u¨ber die Auflo¨sungs-
pyramide - reicht theoretisch eine erweiterte Nachbarschaft N mit WN = 5 fu¨r Il und
W erwN = 3 fu¨r Il+1 aus (s. Tabelle 3.1), da die Grenzfrequenz bei aufeinanderfolgenden
Pyramidenstufen halbiert wurde und das 3×3-Fenster die ho¨chste auftretende Frequenz
in der niedrigen Auflo¨sungsstufe Il+1 erfassen kann. Abbildung 3.14 zeigt, daß die globale
Struktur der niedrigsten Auflo¨sungsstufe IL−1 beim Synthetisieren der ho¨herfrequenten
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Abbildung 3.14: Synthese von D62 mit WN = 5,W
erw
N = 3. Ergebnisse skaliert auf
320× 320, Auflo¨sungsstufen l = 3, 2, 1, 0 und Kopierkarten.
Abbildung 3.15: Synthese von D62 mit WN = 11,W
erw
N = 7. Ergebnisse skaliert auf
320× 320, Auflo¨sungsstufen l = 3, 2, 1, 0 und Kopierkarten.
Auflo¨sungsstufen erhalten bleibt und die U¨berga¨nge zwischen den zusammenha¨ngenden
Gebieten kontinuierlich durch neue, kleinere Regionen verbessert werden. Durch die
verha¨ltnisma¨ßig kleine, kurzreichweitige Nachbarschaftsumgebung mit WN = 5 und
W erwN = 3 ergeben sich fu¨r die Optimierung der Regionenu¨berga¨nge vielfa¨ltige Aus-
wahlmo¨glichkeiten fu¨r die Texturquelle. Dies erkla¨rt die große Anzahl der kleinen Tex-
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turregionen zwischen den gro¨ßeren zusammenha¨ngenden Fla¨chen in der Kopierkarte.
Wird ausgehend von derselben, niedrigsten Auflo¨sungsstufe IL−1 die Reichweite der er-
weiterten Nachbarschaft N erho¨ht, z.B. auf WN = 11,W
erw
N = 7, siehe Abbildung 3.15,
wird durch das gro¨ßere Fenster der globale Zusammenhang der Elemente besser erfaßt,
gleichzeitig aber die Auswahlmo¨glichkeiten in der Referenztextur sta¨rker beschra¨nkt.
Man spricht hier auch von dem
”
Fluch der Dimensionalita¨t“ (curse of dimensionality)
[100] [55]: bei gegebener Texturreferenz endlicher Gro¨ße ist fu¨r ein kleines Fenster um
die Syntheseposition die Wahrscheinlichkeit, mehrere a¨hnliche Nachbarschaftsumgebun-
gen zu finden, ho¨her, als fu¨r ein großes Fenster, welches das Erscheinungsbild genauer
festlegt. Der Wechsel in der Texturquelle erfolgt hier seltener und abrupter, was Dis-
kontinuita¨ten zur Folge hat. Das Syntheseverfahren modelliert die U¨berga¨nge zwischen
den zusammenha¨ngenden Fla¨chen nicht durch Einfu¨gen kleinerer Texturregionen, son-
dern durch Verschiebung der Grenzen der großen, zusammenha¨ngenden Fla¨chen, siehe
Abbildung 3.15. Diese Verschiebung erfolgt automatisch so, daß ein optimaler U¨bergang
zwischen den jeweils angrenzenden Fla¨chen erreicht wird. Das Verhalten des Verfahrens
entspricht damit der Berechnung eines optimalen Schnitts zwischen zwei u¨berlappenden
Regionen, wie es z.B. beim Image Quilting [31] durchgefu¨hrt wird.
Ein weiterer Parameter der multiskaligen Synthese ist der Gewichtungsfaktor fu¨r die
Erweiterung des Nachbarschaftssystems N , siehe Abschnitt 3.3.2. In der Praxis wird
standardma¨ßig eine Gleichgewichtung beider Anteile eingestellt, d.h. der Erweiterungs-
anteil wird mit dem Quotienten der Pixelzahl beider Anteile multipliziert. Dieser Para-
meter kann aber auch frei gewa¨hlt werden. Es ist mo¨glich, durch niedrigere Gewichtung
der Nachbarschaftserweiterung die Wiedergabe der lokalen Strukturen zu verbessern -
insbesondere die erwa¨hnten U¨berga¨nge zwischen den großen, zusammenha¨ngenden Tex-
turregionen aus den niederfrequenten Auflo¨sungsstufen. Gleichzeitig nimmt dann aber
die globale Koha¨renz ab. Andererseits kann eine sta¨rkere Betonung auf die exakte Repro-
duktion der globalen Texturmerkmale gelegt werden, was im Gegenzug zu versta¨rktem
Auftreten von Artefakten in der lokalen Struktur fu¨hrt, wie z.B. starke Gradienten an
dem U¨bergang zwischen zwei Texturfla¨chen. Vorteilhafterweise werden Artefakte an den
U¨berga¨ngen zwischen Texturregionen beim Fortschreiten der Synthese u¨ber die aufein-
anderfolgenden Auflo¨sungsstufen der Pyramide abgeschwa¨cht.
Abbildung 3.16 zeigt eine Variation des Gewichtungsfaktors. Bei einer 4-fachen Ver-
sta¨rkung des Erweiterungsanteils wird die globale Struktur der niederfrequenten Auf-
lo¨sungsstufe IL−1, links im Bild, positionsgenau wiedergegeben. Dies gilt insbesondere
fu¨r die beiden dunkleren Texturmerkmale im unteren Bildbereich. Gleichzeitig zeigen
sich Artefakte in der lokalen Struktur - die U¨berga¨nge zwischen den einzelnen, zusam-
menha¨ngenden Regionen sind erkennbar. Bei Gleichgewichtung mit Faktor 1 werden die
lokalen Fortsetzungen der Textur deutlich besser synthetisiert und durch einen Faktor 0.5
nochmals optimiert. Letzteres fu¨hrt allerdings zu einer Vera¨nderung der urspru¨nglichen
globalen Anordnung, was bei einer multiskaligen Synthese nicht erwu¨nscht ist.
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Abbildung 3.16: Gewichtung der Nachbarschaftsanteile. Referenztextur (D104, 256 ×
256), Auflo¨sungsstufe l = 3 skaliert auf 320 × 320 als Basis, Synthe-
seergebnisse mit WN = 7, L = 4 und Gewichtungsfaktoren 4.0, 1.0, 0.5.
3.5.2 Texelgro¨ße
Wie in Abschnitt 3.2 beschrieben, u¨bertra¨gt der Synthesealgorithmus nicht einzelne Pi-
xel von der Texturreferenz auf die Ausgabefla¨che, sondern kleine, zusammenha¨ngende
quadratische Blo¨cke. Der Vorteil dieses Ansatzes ist, daß durch die U¨bertragung einer
kompakten Pixelgruppe die lokale Koha¨renz innerhalb des Blocks erhalten bleibt. Im Ver-
gleich zu einer Pixelsynthese bedeutet dies niedrigeres Bildrauschen, weil eine sta¨rkere
Kontinuita¨t bei der Positionswahl in der Texturquelle besteht. Es wurde bereits gezeigt,
daß das Verfahren fu¨r die Reproduktion der Globalstruktur gro¨ßere, zusammenha¨ngende
Regionen aus der Referenz kopiert. Innerhalb dieser Regionen liefern Block- und Pixel-
transfer identische Ergebnisse. Grundsa¨tzlich verringert der Blocktransfer aber die late-
rale Auflo¨sung der Kopierkarte und damit auch die Auswahl der Anschlußmo¨glichkeiten
in den U¨bergangszonen zwischen den großen Regionen, was in Form von Kantenarte-
fakten sichtbar werden kann. Diese Artefakte werden bei einer multiskaligen Synthese
von einer Auflo¨sungsstufe zur na¨chsten verringert und sind in der ho¨chsten Auflo¨sung
meist nur in der feinen Detailinformation auszumachen. Abbildung 3.17 zeigt ausgehend
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von der gleichen niedrigen Auflo¨sungsstufe I3 eine Variation der Texelgro¨ße bei gleicher
Nachbarschaftsgro¨ße WN = 11. Die Wahl einer optimalen Blockgro¨ße WB ha¨ngt von
der Auspra¨gung und der Gro¨ße der zu synthetisierenden Textur zusammen. Inhomogen
strukturierte Texturen erfordern eine kleinere Blockgro¨ße, regelma¨ßige sowie stochasti-
sche Texturen ko¨nnen mit gro¨ßeren Transferblo¨cken erzeugt bzw. qualitativ verbessert
werden, siehe Abbildung 3.18.
Abbildung 3.17: Variation der Texelgro¨ße. Auflo¨sungsstufe l = 3 skaliert auf 320×320 als
Basis, Syntheseergebnisse mit L = 4,WN = 11,WB = 1, 3, 5, 7 (D111,
D62).
Neben der lokalen Koha¨renz der Syntheseblo¨cke ist der wesentliche Vorteil der Block-
basierten Synthese die ho¨here Ausfu¨hrungsgeschwindigkeit. Schon bei einer Blockgro¨ße
von 3×3 wird das Verfahren gegenu¨ber einer Pixelsynthese um fast eine Gro¨ßenordnung
beschleunigt. In der Praxis hat sich gezeigt, daß die meisten Texturen ohne signifikanten
Qualita¨tsverlust mit einer Blockgro¨ße von 3× 3 oder 5× 5 synthetisiert werden ko¨nnen,
was gegenu¨ber anderen Verfahren eine Beschleunigung von Faktor 9 bzw. 25 ermo¨glicht.
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Abbildung 3.18: Variation der Texelgro¨ße bei regelma¨ßigen und zufa¨lligen Texturen. Re-
ferenzdaten (D11, D55, D4, D28, 256× 256), Synthese (320× 320) mit
L = 4, WN = 11, WB = 1, 3, 5, 7.
3.5.3 Metriken
Im Grundlagenkapitel Abschnitt 2.2 wurde der Begriff der Bilda¨hnlichkeit eingefu¨hrt und
in Abschnitt 3.2 in Form eines berechenbaren Distanzmaßes zur Messung der A¨hnlichkeit
von zwei Blocknachbarschaften verwendet. Das Distanzmaß ist essentieller Bestandteil
des impliziten MRF-Ansatzes, da zur Bestimmung des optimal passenden Texturblocks
fu¨r eine beliebige Syntheseposition die Umgebung dieser Position mit den Umgebungen
aller Referenztexturblo¨cke verglichen werden muß.
Fu¨r das Verfahren stellt sich nun das Problem, eine Vorschrift zur Messung der A¨hnlich-
keit zweier Bildregionen zu entwickeln, welche die Berechnung jedes einzelnen Abstands
so effizient wie mo¨glich gestaltet. Eine Referenztextur der Gro¨ße 1000 × 1000 erfordert
rund eine Million Distanzmaßberechnungen fu¨r die Synthese eines einzelnen Blocks. Die
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Forderung nach Effizienz bedeutet auch, daß Zugesta¨ndnisse bezu¨glich der optimalen
Anpassung an die Eigenschaften des menschlichen Sehapparats gemacht werden mu¨ssen.
Dies bedingt letztlich schlechtere, visuelle Resultate der Textursynthese, die prinzipiell
eine ho¨here Qualita¨t liefern ko¨nnte, was momentan fu¨r die Verarbeitung von großen
Texturen aber nicht realisierbar ist.
Ein ha¨ufig verwendetes Maß zum Bestimmen der A¨hnlichkeit von zwei Bildregionen
ist der euklidische Abstand, die L2-Norm. Bei der Berechnung wird die Summe der
quadratischen Grauwertdifferenzen der Pixel bestimmt - je kleiner die L2-Norm, desto
a¨hnlicher sind sich die Blocknachbarschaften N(Bsyn) und N(Bref ):
L2(N(B
syn), N(Bref )) =
√√√√ l∑
i=0
(P syni − P refi )
2
. (3.2)
Die L2-Norm ist keine befriedigende Approximation fu¨r den menschlichen Seh- und Er-
kennungsprozeß, da Kantenverla¨ufe und Positionen von Ecken nicht empfindlich genug
detektiert werden. Fu¨r die Synthese bedeutet dies, daß starke Gradienten der Texturre-
ferenz im Ergebnis nicht exakt genug aneinander angeschlossen und fortgesetzt werden,
was insbesondere bei der Reproduktion von stark strukturierten, regelma¨ßigen Struk-
turen zum Tragen kommt. Entscheidender Vorteil der L2-Norm ist die einfache Bere-
chenbarkeit. Da nur ein relatives Abstandsmaß beno¨tigt wird, kann auf das Radizieren
verzichtet und L22 ausschließlich mit Multiplikationen und Additionen bestimmt werden.
Eine weitere, einfache Realisierung eines Distanzmaßes ist die Anwendung der im Be-
reich der Videokodierung beliebten L1-Norm, d.h. Berechnung der Summe der absoluten
Grauwertdifferenzen der Pixel in der Nachbarschaftsumgebung:
L1(N(B
syn), N(Bref )) =
l∑
i=0
|P syni − P refi |. (3.3)
Die Bestimmung von L1 beno¨tigt wegen der Betragsbildung mehr Rechenzeit als die
von L2. Moderne Mikroprozessoren sind aber mit Befehlserweiterungen ausgestattet,
die eine parallele Verarbeitung des Summationsterms aus Gleichung 3.3 durchfu¨hren
ko¨nnen, siehe Abschnitt 3.6.2.
Im Versuch zeigt sich, daß die L2-Norm, die eine Grauwertdifferenz quadratisch ”
be-
straft“, zu einem ha¨ufigeren Wechsel der Texturquelle in den Referenzdaten fu¨hrt, siehe
auch [52]. In der Kopierkarte a¨ußert sich dieses Verhalten durch kleinere, zusammen-
ha¨ngenden Regionen, die gleichma¨ßiger verteilt sind. Die L1-Norm erzeugt ein sta¨rker
ausgepra¨gtes Patchwork - damit aber auch eine visuell bessere Qualita¨t, da gro¨ssere,
zusammenha¨ngende Bereiche u¨bertragen werden. Abbildung 3.19 vergleicht die Synthe-
seprodukte von L1- und L2-Norm.
Im direkten Vergleich sind sich die Ergebnisse recht a¨hnlich. Bei der multiskaligen Syn-
these erzielt L1 sowohl bei regelma¨ßigen als auch stochastischen Strukturen geringe Vor-
teile. Durch die sta¨rker zusammenha¨ngenden Regionen der L1-Norm sind im Ergebnis
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Abbildung 3.19: L1/L2-Norm. Referenztexturen (D26, D55, D111; 256× 256), Synthese
L1 und Kopierkarte, L2 und Kopierkarte (WN = 7,WB = 3, L = 4).
Abbildung 3.20: L1/L2-Norm. Referenztextur (D94, 200×200), Synthese (300×300) von
L1 und L2 (WN = 21,WB = 1, L = 1), Referenztextur (S01, 128×128),
Synthese (300× 300) von L1 und L2 (WN = 7,WB = 1, L = 2).
weniger Kantenfragmente vorhanden, was fu¨r ein ruhigeres Erscheinungsbild und gerin-
geres Rauschen als bei L2 sorgt. In den Untersuchungen ließ sich nur fu¨r wenige Texturen
bei geringer (effektiver) Breite vonWN ein Vorteil fu¨r die L2-Norm herausarbeiten. Zwei
Beispiele sind in Abbildung 3.20 gezeigt. Beide Metriken genu¨gen nicht dem Anspruch,
ein optimales Maß fu¨r visuelle Bilda¨hnlichkeit zu sein. Dennoch ermo¨glichen sie eine
befriedigende Wiedergabe von unterschiedlichen Texturtypen.
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3.6 Beschleunigung
In der bisherigen Darstellung des Algorithmus wurde mit Ausnahme der Parita¨tskontrol-
le zur Kompensation von Quantisierungsartefakten in Abschnitt 3.3.3 und der Vera¨nde-
rung der Texelgro¨ße in Abschnitt 3.5.2 noch keine Methodik beschrieben, die zu einer
Beschleunigung des Verfahrens fu¨hrt. Die vorgestellte Synthese arbeitet mit implizitem
Texturmodell, daher entfa¨llt der Analyseschritt, den andere Verfahren fu¨r die explizi-
te Modellbildung ausfu¨hren mu¨ssen. Die Laufzeit wird mit nahezu 100 Prozent durch
den A¨hnlichkeitsvergleich von Nachbarschaftsumgebungen bestimmt. Die Ausfu¨hrungs-
geschwindigkeit des Vergleichs ist somit ein Ausgangspunkt fu¨r weitere Optimierungen.
Zuna¨chst sollen jedoch alle Faktoren, welche die Rechenzeit beeinflussen, abgescha¨tzt
werden. Durch die Gro¨ße der Blocknachbarschaft (' W 2N) wird die Laufzeit des einzel-
nen Nachbarschaftsvergleichs festgelegt. Die Gesamtzahl der Nachbarschaftsvergleiche
ha¨ngt linear von den Gro¨ßen der Referenztextur und der undefinierten Fla¨che der Aus-
gabetextur ab. Die Laufzeit des Verfahrens ist also von der Ordnung O(W 2N Iref Isyn).
Durch den Einsatz einer Auflo¨sungspyramide konnteWN im Vergleich zur einfachen Syn-
these um mehr als eine Gro¨ßenordnung reduziert und das Verfahren um einen Faktor
gro¨ßer Hundert beschleunigt werden. Da die Gro¨ße des Syntheseergebnisses festgelegt
ist, kann eine weitere Geschwindigkeitssteigerung nur u¨ber die Gro¨ße der Referenztextur
oder rein technische Verbesserungen in der Implementierung erfolgen. Die technischen
Aspekte Vektordarstellung und mehrstufige Parallelisierung werden in den folgenden
Abschnitten diskutiert. Anschließend werden Methoden fu¨r die Vektorquantisierung und
den effizienten Zugriff auf die Referenztextur betrachtet. Als letztes wird eine Analyse
des impliziten Texturmodells durchgefu¨hrt, welches eine weitere Mo¨glichkeit zur Verfah-
rensbeschleunigung aufzeigt.
3.6.1 Vektordarstellung
Fu¨r die Synthese jedes einzelnen Texturblocks muß ein Vergleich der multiskaligen Block-
nachbarschaft mit allen Nachbarschaftsumgebungen der Texturreferenz durchgefu¨hrt
werden. Dieser Vorgang wird sta¨ndig wiederholt und erfordert fu¨r die Bestimmung des
Distanzmaßes eine zeitaufwendige, direkte Adressierung der Pixelzeilen der Referenz-
nachbarschaften im Bild. Die Anordnung der Nachbarschaftsumgebungen im linearen
Speicher bedingt außerdem einen fragmentierten Speicherzugriff. Die erste Optimierung
fu¨r die Berechnung der Distanzmaße ist daher eine Transformation der zweidimensiona-
len Blocknachbarschaften der Texturreferenz in eindimensionale Vektoren, wie in Abbil-
dung 3.21 dargestellt.
Jede einzelne multiskalige Blocknachbarschaft N(Brefj ) wird einmal ermittelt und beide
Nachbarschaftsanteile in einem linearen Vektor ~N(Brefj ), kurz
~N refj , gespeichert. Die-
se bilden die Menge der Nachbarschaftsvektoren N = { ~N refj }, die in einem zusam-
menha¨ngenden Speicherblock abgelegt wird. Wa¨hrend des Syntheseprozesses wird eben-
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Abbildung 3.21: Multiskalige Blocknachbarschaft als linearer Vektor.
so die aktuelle Synthesenachbarschaft in einen linearen Vektor ~N syn transformiert und
dann in der Vektormenge N nach dem Vektor ~N refj mit dem kleinsten Abstand zu
~N syn gesucht. Bei jeder einzelnen Abstandsmessung werden die beiden Anteile der mul-
tiskaligen Blocknachbarschaft in dem Referenzvektor als zwei Teilvektoren behandelt,
die Abstandsmaße unabha¨ngig voneinander bestimmt und gewichtet addiert, siehe Ab-
schnitte 3.3.2 und 3.5.1. Die variable Maske der Synthese mit Randbedingungen, siehe
Abschnitt 3.2.6, wird ebenfalls als linearer Vektor dargestellt und maskiert vor der Be-
rechnung jedes Distanzmaßes die nicht definierten Komponenten. Da die Texturreferenz
bei dieser Repra¨sentationsform nur einmal direkt im Bild ermittelt werden muß, konn-
te eine Geschwindigkeitssteigerung von ungefa¨hr einer Gro¨ßenordnung erzielt werden.
Nachteil der expliziten Erzeugung von N ist der hohe Speicherbedarf, der abha¨ngig von
der Gro¨ße der Nachbarschaftsumgebung und der Referenztextur ist. Fu¨r eine typische
Referenztextur von 2000× 2000 Bildelementen und WN = 9,W erwN = 5 werden ungefa¨hr
500 Megabyte beno¨tigt!
3.6.2 Parallele Vektorverarbeitung
In Abschnitt 3.5.3 wurde die Anwendung der L1- und L2-Metrik als A¨hnlichkeitsmaß
beschrieben. Der Unterschied der beiden Distanzmaße in der Synthesequalita¨t ist gering
bei leichten Vorteilen fu¨r die L1-Norm fu¨r bestimmte Referenztexturen. Die Auswahl des
A¨hnlichkeitsmaßes richtet sich daher nach rein implementativen Gesichtspunkten.
Moderne Prozessoren verfu¨gen neben den u¨blichen Registern und Befehlssa¨tzen u¨ber
Erweiterungen, die speziell auf Anwendungen der digitalen Signalverarbeitung zuge-
schnitten sind, wie z.B. AltiVecTM [74], MMXTM [73] oder auch VIS [94]. Bei diesen Er-
weiterungen handelt es sich um Parallelarchitekturen mit kurzer Vektorla¨nge. Sie stellen
eine Zwischenstufe zwischen den sequentiell arbeitenden Systemen und den Parallelar-
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chitekturen mit langen Vektoren der Supercomputer dar. Die Verarbeitung von langen
Vektoren mit Hunderten von Elementen findet Anwendung im wissenschaftlichen Be-
reich, kurze Vektorla¨ngen werden ha¨ufig in Multimedia-Applikationen beno¨tigt.
Die Prozessorerweiterungen ermo¨glichen es, einen Befehl auf mehrere Datenelemente
gleichzeitig auszufu¨hren (SIMD - single instructions, multiple data). Die Parallelarchitek-
turen mit kurzer Vektorla¨nge sind 64 oder 128 Bit breit und erlauben die parallele Verar-
beitung von 8 bzw. 16 Byte-Werten in einem Taktzyklus. Zu den parallelen Operationen
za¨hlt unter anderem die Berechnung der Summe der absoluten Absta¨nde der Vektor-
komponenten. Aufgrund dieser hardwareunterstu¨tzten Parallelisierungsmo¨glichkeit wird
in der hier entwickelten Textursynthese die L1-Norm favorisiert.
Auf der verwendeten PC-Hardware kommt die von Intel r© eingefu¨hrte MMXTM-Be-
fehlserweiterung zum Einsatz, die auf allen x86-Prozessoren verfu¨gbar ist. Die MMXTM-
Erweiterung bietet acht 64Bit-Datenregister und 57 assoziierte Assemblerbefehle, insbe-
sondere die hier verwendete Berechnung der L1-Norm. Da jede Komponente eines Nach-
barschaftsvektors ~N ein grauwertiges Pixel mit einem Byte Gro¨ße repra¨sentiert, kann ein
64Bit-Register acht Vektorkomponenten parallel verarbeiten. Prinzipiell ist die Berech-
nung der L1-Norm fu¨r die Textursynthese ein Anwendungsfall fu¨r Parallelarchitekturen
mit langen Vektoren - typische Vektorla¨ngen reichen von 20 bei kleinen Nachbarschaften
WN bis zu 200 oder mehr bei großen Syntheseblo¨cken WB und daraus resultierendem
großenWN . Fu¨r MMX
TM mit kurzer Vektorla¨nge wird die L1-Norm der Nachbarschafts-
vektoren daher sequentiell in 8 Byte-Blo¨cken berechnet und die Zwischensummen ad-
diert. Dabei muß die Identita¨t von MMXTM- und Fließkomma-Registern beru¨cksichtigt
werden, die eine gleichzeitige Nutzung der Parallelisierungsoperationen und Fließkom-
maberechnungen unmo¨glich macht. Letzteres ist fu¨r das Syntheseverfahren aber nicht
kritisch, da z.B. die Gewichtungsoperation in Fließkommadarstellung erst nach der L1-
Norm Berechnung erfolgt.
Durch den Einsatz einer 8fach-parallelen L1-Norm Berechnung sollte sich auch der Syn-
thesealgorithmus um mindestens Faktor 8 beschleunigen lassen. Der Faktor kann prin-
zipiell noch gro¨ßer sein, da die parallele Verarbeitung in drei Taktzyklen erfolgt (Teil-
vektoren laden, L1-Norm, Zwischensumme) und sequentiell achtmal fu¨nf Taktzyklen
(zwei Vektorkomponenten laden, Differenz, Vorzeichen, Zwischensumme) beno¨tigt wer-
den. Aufgrund der reinen Berechnungszyklen wa¨re also theoretisch eine Beschleunigung
um Faktor 13 denkbar. Tatsa¨chlich wird aber nur ein kleinerer Faktor zwischen 2 und 8
gemessen, der durch die Vektorla¨nge und die Gesamtsystemleistung beeinflußt wird.
Fu¨r beide Berechnungsarten - parallel und sequentiell - bestimmt die Vektorla¨nge das
Verha¨ltnis von Rechen- und Speicherzugriffsoperationen zu Anzahl der Operationen fu¨r
die Ablaufsteuerung. Die Ablaufsteuerung besteht aus Funktionsaufruf, Schleifen und
Za¨hlern fu¨r die Vektorkomponenten, Vektorunterteilung bei paralleler Verarbeitung,
Gewichtung der Vektoranteile, sowie bedingten Sprungbefehlen bei der sequentiellen
Verarbeitung. Fu¨r die absolute Laufzeit einer L1-Norm Berechnung gilt: je ku¨rzer der
Vektor, desto ho¨her der Anteil an Steuerungsoperationen und desto geringer der Ge-
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winn durch schnellere Ausfu¨hrung der eigentlichen Berechnung. Abbildung 3.22 zeigt
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Abbildung 3.22: Beschleunigung der L1-Norm-Berechnung durch parallele Vektorverar-
beitung mit unterschiedlicher Vektorla¨nge. Messung bei 3GHz-System-
takt und kleiner, vollsta¨ndig gecachter Vektormenge N .
Eine weitere Begrenzung fu¨r die Parallelisierung des Synthesealgorithmus ist die effektive
Speicherbandbreite, die fu¨r die U¨bertragung von Nachbarschaftsvektoren zur Verfu¨gung
steht. Die Rechenleistung kann durch parallele Verarbeitung nur dann signifikant gestei-
gert werden, wenn dem Rechenwerk kontinuierlich eine ausreichende Datenmenge zur
Verarbeitung zur Verfu¨gung steht. Der Systemspeicher gliedert sich bei PC-Hardware
in die drei Teilbereiche Firstlevel-Cache, Secondlevel-Cache und Hauptspeicher. Die Ca-
chespeicher arbeiten mit Systemtakt, der Hauptspeicher wird mit eigenem Takt u¨ber
ein externes Speicherinterface angebunden. Bei einem Rechner mit 3GHz Systemtakt
und 64Bit Datenbus ergibt sich fu¨r die Cachespeicher ein theoretischer Datendurch-
satz von 24GB/s. Da alle Speicher Latenzzeiten beim Zugriff haben und unterschiedlich
weit von dem Rechenwerk entfernt sind, werden diese theoretischen Werte in der Praxis
nicht erreicht. Beim Lesezugriff auf den kleinen Firstlevel-Cache werden 11GB/s, auf
den gro¨ßeren Secondlevel-Cache 8GB/s gemessen. Die theoretische Bandbreite des z.Zt.
schnellsten und hier verwendeten PC-Speicherinterfaces betra¨gt 6.4GB/s (200MHz Sy-
stemtakt, 64Bit-Datenbus, 4 U¨bertragungen pro Signalflanke), wobei in einer optimier-
ten Anwendung ≈ 2.3GB/s fu¨r Lesezugriff erzielt werden, da auch hier das Initiieren
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der U¨bertragung von Datenblo¨cken mit Latenzzeiten verbunden ist. Um den Einfluß der
effektiven Speicherbandbreite unabha¨ngig von der Vektorla¨nge zu bestimmen, werden
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Abbildung 3.23: Beschleunigung der L1-Norm-Berechnung durch parallele Verarbeitung
großer VektormengenN bei unterschiedlicher, effektiver Hauptspeicher-
bandbreite.
Fu¨r kleine Vektormengen N , die vollsta¨ndig im Cache gehalten werden ko¨nnen, liegt
der Beschleunigungsfaktor durch parallele L1-Norm Berechnung mit MMX
TM bei ≈ 8
(siehe auch Abbildung 3.22) und ist unabha¨ngig vom Systemtakt. Bei schnellem Ca-
chespeicherzugriff sind die Datentransferzeiten also kleiner oder gleich den Laufzeiten
der Berechnungsoperationen, so daß sich die 8fach-Parallelisierung des Speicherzugriffs
und der Berechnung gewinnbringend einsetzen la¨ßt.
Fu¨r die Textursynthese typische VektormengenN mit mehreren Megabyte Gro¨ße ko¨nnen
nicht in dem schnellen, Prozessor-assoziierten Cache gehalten werden und mu¨ssen u¨ber
das generelle Speicherinterface aus dem Hauptspeicher geladen werden. Dabei werden
nicht einzelne Bytes, sondern parallel 8-, 16- oder 32-Byteblo¨cke geladen, die dann im
schnelleren Cache zur Verfu¨gung stehen. Der Datentransfer vom Hauptspeicher muß
prinzipiell so schnell erfolgen, daß zwischen den einzelnen Berechnungen keine zusa¨tz-
lichen Wartezyklen ausgefu¨hrt werden mu¨ssen. Diese Randbedingung wird auf Rech-
nern mit mindestens 1.5GB/s effektiver Hauptspeicherbandbreite erfu¨llt. Eine weitere
Erho¨hung der Speicherbandbreite, z.B. auf die oben beschriebenen 2.3GB/s, bewirkt
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keine signifikant ho¨here Beschleunigung der Textursynthese und wird erst in Zukunft,
bei noch leistungsfa¨higeren Prozessoren, notwendig sein. Systeme mit deutlich niedriger
Hauptspeicherbandbreite, z.B. 0.7GB/s, sind nicht in der Lage, die ho¨heren Anforde-
rungen an den Speicherdurchsatz bei paralleler Verarbeitung zu erfu¨llen - hier wurden
Beschleunigungsfaktoren von 3 oder niedriger gemessen, siehe Abbildung 3.23.
3.6.3 Symmetrische Partitionierung von Vektormengen
Aufbauend auf der parallelen Verarbeitung der einzelnen Vektoren wird im na¨chsten
Schritt eine parallele Verarbeitung der Vektormenge N realisiert. Es ist zula¨ssig, N in
beliebig viele Teilmengen aufzuspalten und den minimalen L1-Abstand fu¨r jede dieser
Teilmengen zu berechnen. Nach der parallelen Berechnung der lokalen Abstandminima
wird das globale Minimum aus den lokalen Minima ermittelt. Das parallele Berechnen
der lokalen Minima der Teilmengen erfolgt auf Rechnerarchitekturen mit mehreren Pro-
zessoren. Diese Systeme werden als SMP-Architekturen (Symmetric Multiprocessing)
bezeichnet, bei denen sich alle Prozessoren gleichwertig, gemeinsamen Hauptspeicher
teilen. Derartige Systeme skalieren in der Systemleistung anna¨hernd linear bis 8 oder 16
Prozessoren. Daru¨ber hinaus werden die Anforderungen an das Design fu¨r einen gleich-
wertigen Speicherzugriff aller Prozessoren zu hoch, so daß man kleinere Multiprozessor-
einheiten mit assoziiertem Speicher u¨ber Hochgeschwindigkeitsdatenverbindungen (z.B.
Hypertransport [57]) zu noch gro¨ßeren Clustern gekoppelt werden. Letzteres bezeichnet
man als NUMA-Architektur (Non Unified Memory Access).
Die Nachbarschaftsvektormenge N der Texturreferenz kann fu¨r n Prozessoren symme-
trisch in n Teilmengen aufgeteilt werden. Parallel laufende Programmroutinen (Threads)
bestimmen die lokalen Abstandsmaße in den Teilmengen und liefern das Ergebnis an
einen Masterprozeß, der das globale Minimum bestimmt. Der gesamte Programmablauf
wird mit Semaphoren synchronisiert. Die Funktionalita¨t wurde auf SMP-Systemen mit
2 und 4 Prozessoren verifiziert. Die effektive Beschleunigung des Verfahrens ha¨ngt stark
von der Konzeption der Gesamtarchitektur ab. Wie in Abschnitt 3.6.2 beschrieben, ist
auch hier die zur Verfu¨gung stehende, effektive Speicherbandbreite der begrenzende Fak-
tor. Da SMP-Architekturen auf gemeinsamen Speicher zugreifen, muß der Datentransfer
vom Speicher zu den Prozessoren kontinuierlich und so schnell erfolgen, daß die Pro-
zessoren mo¨glichst wenig Wartezyklen ausfu¨hren mu¨ssen. Die Speicherbandbreite sollte
dementsprechend an die Zahl der Prozessoren angepaßt sein. In der Praxis wird diese
Anforderung durch parallele Adressierung von mehreren Speicherba¨nken erreicht, was
einen erheblichen Designaufwand bedeutet und letztlich auch den Preis dieser Systeme
bestimmt.
Zusa¨tzlich zur Beschleunigung durch parallele Berechnung mit MMXTM konnte durch
Aufspaltung der Vektormenge N auf einem Zweiprozessorsystem ein Beschleunigungs-
faktor 1.8, auf einem Vierprozessorsystem ein Faktor 2.7 erzielt werden. Der Aufwand
fu¨r das Multithreading und die Kosten der Systeme werden durch diesen Gewinn al-
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lerdings nicht gerechtfertigt. Geeigneter ist der parallele Einsatz von preiswerten, aber
leistungsfa¨higen Einzelprozessorsystemen, wie im folgenden Abschnitt diskutiert wird.
3.6.4 Verteilung von Vektorteilmengen
Aus den bisherigen Erkenntnissen zur Parallelverarbeitung von Vektoren bzw. Vektor-
mengen la¨ßt sich ableiten, daß eine weitere Steigerung der Verarbeitungsgeschwindigkeit
nur mit hohem Aufwand auf einem einzelnen System realisierbar ist. Der na¨chste na-
heliegende Schritt ist daher die Verteilung der Rechenaufgabe auf mehrere, preiswerte
Einzelsysteme in einem Netzwerkverbund - eine Clusterlo¨sung. Im Abschnitt 3.6.3 wurde
dargestellt, daß sich die NachbarschaftsvektormengeN der Texturreferenz in Teilmengen
aufspalten la¨ßt, die unabha¨ngig voneinander verarbeitet werden ko¨nnen. Analog dazu
ko¨nnen die Teilmengen auch auf mehrere unterschiedliche Rechner (Clienten) u¨bertragen
werden, die jeweils die lokalen Minima in den Teilmengen ermitteln. Ein zentraler Rech-
ner (Server), der die gesamte Vektormenge vorha¨lt, dient dabei der Prozesssteuerung
und bestimmt das globale Minimum aus den Resultaten der Clienten. Die Aufteilung
auf unterschiedliche Rechner ist deshalb mo¨glich, weil die Vektormenge N u¨ber die Lauf-
zeit der Textursynthese konstant bleibt und vor Beginn der Synthese u¨ber ein Netzwerk
verteilt werden kann. Dieser durch die Netzwerkbandbreite begrenzte, zeitintensive Vor-
gang findet nur einmal statt - in der weiteren Kommunikation u¨bertra¨gt der Server
Vergleichsvektoren an die Clienten, die nach der Berechnung Indizes auf die lokalen
Minima zuru¨ckliefern. Kritische Punkte sind dabei die Latenzzeit und die Bandbreite
fu¨r den Datenaustausch zwischen Server und den Clienten. Die Clusterverteilung der
Vektormenge beschleunigt den Syntheseprozeß nur dann, wenn die Zeit fu¨r die Berech-
nung eines lokalen Minimums groß gegen die U¨bertragungszeit fu¨r die Netzwerkpakete
mit den Vergleichsvektoren und Indizes ist. Weiterhin mu¨ssen alle Clienten synchron
arbeiten, d.h. die Bestimmung der Minima der Teilmengen muß von allen Clienten in
derselben Rechenzeit ausgefu¨hrt werden. Diese Bedingung ergibt sich aus der Kausalita¨t
des Syntheseprozesses - das globale Minimum resultiert aus den Teilergebnissen und ist
Grundlage fu¨r die Definition des na¨chsten (kausalen) Vergleichsvektors.
Die Kommunikation zwischen Server und Clienten wird u¨ber das verbindungsorientier-
te Protokoll TCP/IP mit einer festgelegten Menge unterschiedlicher Steuerungsbefehle
durchgefu¨hrt. Eine U¨bersicht gibt Tabelle 3.2. Der Server erha¨lt vom Anwender eine
Liste aller Clienten, die in den Cluster integriert werden sollen. Die Synchronisierung
der Clienten erfolgt durch dynamische Anpassung der Vektorteilmengen entsprechend
der zur Verfu¨gung stehenden Ressourcen. Dazu werden alle Clienten anhand einer Stan-
dardvektormenge kalibriert und die vollsta¨ndige Vektormenge N der Texturreferenz in
ungleich große Teilmengen aufgeteilt. Die Partitionierung richtet sich dabei nach den
Ergebnissen der Kalibrierroutine und sorgt dafu¨r, daß alle Teilmengen auf den Clien-
ten in derselben Zeit verarbeitet werden ko¨nnen. Die Bearbeitungszeit wird wa¨hrend
der eigentlichen Synthese kontinuierlich gemessen und Abweichungen aufgrund ander-
weitiger U¨berlastung einzelner Ressourcen detektiert. Kurzfristige Lasta¨nderungen im
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Bereich von einigen Sekunden werden ignoriert, la¨nger andauernde Abweichungen durch
Rekalibrierung und erneute Vektormengenverteilung kompensiert. Neben diesem Load-
Balancing des Clusters werden Totalausfa¨lle von Clienten erkannt und diese aus dem
Cluster entfernt.
Befehl Beschreibung Antwort
’C’ Aufruf der Client-Kalibrierroutine Laufzeit in Sekunden
’N’ U¨bertragung einer Vektorteilmenge -
’V’ U¨bertragung eines Vergleichsvektors Index des a¨hnlichsten Vektors
’I’ Identifikation Rechneridentifikation
’Q’ Stopsignal -
Tabelle 3.2: Verteiltes Rechnen. Steuerungsbefehle fu¨r Server-Client Kommunikation.
Der Clusterbetrieb hat sich insbesondere wegen der intelligenten Kalibrierung und Feh-
lerbehandlung als sehr robust erwiesen und ermo¨glicht eine weitere Beschleunigung durch
Parallelisierung um einen Faktor, der proportional zur Anzahl der Clienten nc ist und
durch den Anteil der Netzwerkkommunikation an der Gesamtlaufzeit beeinflußt wird. Bei
Verarbeitung von großen Vektormengen wird eine Beschleunigung von bis zu 0.95 · nc
erreicht.
3.6.5 Vektorraumpartitionierung
Die vollsta¨ndige Suche in der Vektormenge N der Texturreferenz kann durch die in den
letzten Abschnitten vorgestellten Parallelisierungsmaßnahmen MMXTM, SMP und Clu-
sterrechnen erheblich beschleunigt werden, sto¨ßt aber bei sehr großen Mengen und langen
Vektoren immer noch in den Bereich von mehreren Stunden oder Tagen Rechenzeit vor.
Gefragt ist eine Alternative zur vollsta¨ndigen Suche, welche die Synthesegeschwindigkeit
signifikant erho¨ht.
Durch die Vektordarstellung der Nachbarschaftsumgebungen kann der bildhafte Nach-
barschaftsvergleich mathematisch gesehen in eine Suche nach dem na¨chsten Nachbarn
in einem hochdimensionalen Vektorraum u¨berfu¨hrt werden. Die Nachbarschaftsvektoren
aus N sind Punkte in dem Vektorraum V . Die Dimension dN der Nachbarschaftsvek-
toren und damit auch des Vektorraums V wird durch die Gro¨ßen WN und W erwN der
multiskaligen Nachbarschaftsumgebung bestimmt. Die Suche nach der a¨hnlichsten Refe-
renznachbarschaft entspricht der Suche nach einem Vektor ~N refj , dessen Endpunkt den
kleinsten Abstand zum Endpunkt eines Suchvektors ~N syn hat. Der Abstand ist entspre-
chend der verwendeten Metrik der Euklidische (L2-Norm) oder der City-Block-Abstand
(L1-Norm). Eine typische Gro¨ße fu¨r die Dimension dN der Nachbarschaftsvektoren und
damit auch des Vektorraums V kann der Abbildung 3.21 entnommen werden. Sie betra¨gt
in diesem Beispiel dN = 97. Derartig hohe Dimensionalita¨ten verschließen sich einfacher
Suchverfahren [77] und werden meist mit Vektorraumpartitionierungen behandelt.
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Im folgenden wird also neben der Vektormenge N auch der Vektorraum V betrachtet,
in dem die Vektoren aus N dargestellt werden. Eine Partitionierung des Vektorraums
V unterteilt diesen in Vektorteilra¨ume, die wiederum Teilmengen von N beinhalten
ko¨nnen. Es muß eine geeignete Methodik zur Partitionierung entwickelt werden, die
die Suche nach dem na¨chsten Nachbarn effizient gestaltet und genau den Vektor aus
N als Suchergebnis liefert, den die vollsta¨ndige Suche in N ergeben wu¨rde. Letztere
Bedingung wird von den meisten Partitionierungsverfahren nicht erfu¨llt, so daß fu¨r die
Textursynthese nur suboptimale Zielvektoren identifiziert werden, welche die visuelle
Qualita¨t des Ergebnisses negativ beeinflussen ko¨nnen. Im folgenden sollen zwei Klassen
geeigneter Verfahren vorgestellt werden: eine geometrische Partitionierung mit einem
Hyperkubus und die Vektorquantisierung.
Suche mit Hyperkubus
Die Suche mit Hyperkubus reduziert die Anzahl der Vektorvergleiche durch eine Vor-
auswahl der Vektoren aus N [77]. Es werden nur die Vektoren ~N refj aus N betrachtet,
die in der Umgebung des Vergleichsvektors ~N syn liegen. Die Umgebung wird durch einen
mehrdimensionalen
”
Wu¨rfel“ - den Hyperkubus - mit Kantenla¨nge ² definiert, der um
den Vergleichsvektor ~N syn aufgespannt wird. Die Seitenfla¨chen des Hyperkubus werden
aus Schnitten von Hyperebenen gebildet, die aus der Selektion der Koordinateninterval-
le ² fu¨r alle Vektorkomponenten entstehen. Abbildung 3.24 zeigt ein zweidimensionales
Beispiel. Zuerst werden alle Vektoren ausgewa¨hlt (gru¨n/rot), deren nullte Komponente
(x) innerhalb der Hyperebenen um den Suchvektor (gelb) liegen, dann wird fu¨r die erste
Komponente (y) der Vorgang fu¨r die Teilmenge aus dem letzten Schritt wiederholt. Fu¨r
die rot markierten Vektoren wird im letzten Schritt der L1-Abstand zum Suchvektor
berechnet und der Zielvektor mit dem geringsten Abstand ausgewa¨hlt.
Das eigentliche Verfahren besteht darin, mo¨glichst schnell die Teilmenge der Vektoren
zu berechnen, die im Hyperkubus liegt. Die Vektoren ~N refj mit Dimension dN aus N
bilden die vollsta¨ndige Kandidatenmenge. Analog zum oben beschriebenen Beispiel wer-
den sukzessiv die Vektoren aus der Kandidatenmenge entfernt, die in der Komponente
d ∈ {0, .., dN−1} eine Grauwertdifferenz gro¨ßer ²/2 zur Komponente d des Suchvek-
tors ~N syn aufweisen. In [77] wird dieser Prozeß durch das Erstellen von nach Grau-
wert sortierten Listen aller Vektorkomponenten der ~N refj beschleunigt. Deutlich weniger
speicherintensiv und schneller ist die Implementierung einer selbstverkleinernden Vek-
torindextabelle mit variablen Zeigern [23]. Dabei wird fu¨r jedes Vektorelemement ein
Integer-Wert gespeichert, der die Sprungweite zum na¨chsten Kandidatenvektor festlegt.
Initial werden diese Indizes alle auf 1 gesetzt. Das Entfernen von Vektoren aus der Kan-
didatenmenge entspricht nun einer Anpassung der des vorherigen Vektors assoziierten
Sprungweite auf den folgenden Vektor. Die wiederholte Anwendung des Lo¨schverfahrens
fu¨r alle d ∈ {0, .., dN−1} liefert aus der Kandidatenmenge die Vektoren, die innerhalb
des Hyperkubus liegen. Diese reduzierte Kandidatenmenge wird auf den minimalen L1-






Abbildung 3.24: Suche mit Hyperkubus. Vektorendpunkte (weisse Kreise), Suchvekto-
rendpunkt (gelb), Vektorauswahl nach Pru¨fung der ersten Komponen-
te (gru¨n/rot), Vektorauswahl nach Pru¨fung der zweiten Komponente
(rot), Vektor mit ku¨rzestem L1-Abstand (blau).
Die Vektorpartitionierung mit dem Hyperkubus ist fehlerbehaftet, da der Abstand vom
Kubuszentrum zur Kubusoberfla¨che nicht nach L1-, sondern nach L∞-Norm konstant
ist. Es ist also mo¨glich, daß Vektoren aussortiert werden, die im Sinne der L1-Metrik
na¨her an dem Suchvektor liegen als der ermittelte Zielvektor (blauer Kreis in Abb. 3.24).
Das Suchverfahren konvergiert schnell, wenn die Hyperkubus Kantenla¨nge ² auf einen
kleinen Wert gesetzt und bei jeder Iteration entlang der Vektorkomponenten viele Vek-
toren der Kandidatenmenge gelo¨scht werden ko¨nnen. Im Idealfall entha¨lt die Kandida-
tenmenge nach der vollsta¨ndigen Aussortierung aller Komponenten exakt einen Zielvek-
tor. Ist ² zu groß gewa¨hlt, wird auch die finale Kandidatenmenge groß - im Extremfall
stellt sich wieder das Problem einer vollsta¨ndigen Suche. Ist ² hingegen zu klein, befin-
det sich kein Vektor in dem Hyperkubus und die Suche muß zeitaufwendig mit einem
gro¨ßeren ² wiederholt werden. Die Auswahl eines geeigneten Wertes fu¨r ² ha¨ngt von
der bearbeiteten Textur und dem Zustand der Textursynthese ab. So wird am Anfang
einer Vollsynthese ein großes ² beno¨tigt, um dem ha¨ufigen Wechsel der Texturquelle
bedingt durch die Rauschinitialisierung Rechnung zu tragen, siehe Abschnitt 3.4. Im
weiteren Verlauf, wenn zusammenha¨ngende Gebiete u¨bertragen werden, kann der Wert
fu¨r ² hingegen kleiner sein. Daher wurde die Suche mit Hyperkubus mit dynamischer
²-Anpassung realisiert. Im Laufe der Synthese wird ² immer dann verkleinert, wenn ein
Grenzwert fu¨r die Anzahl von Kandidatenvektoren im Hyperkubus u¨berschritten wird.
Bei leerer Kandidatenmenge wird ² um 1/3 vergro¨ßert.




Abbildung 3.25: Breite ² des Hyperkubus bei einer Textursynthese. Links eine Karte der
² Werte fu¨r die Bestimmung der Zielvektoren. Dunkle Punkte entspre-
chen einem kleinen, helle Punkte einem großem ². Rechts: Histogramm.
Abbildung 3.25 zeigt fu¨r eine typische Textursynthese den Wert ², der notwendig war,
um einen Zielvektor zu ermitteln. In der Grauwertkodierung bedeuten dunkle Punkte ein
kleines, helle Punkte ein großes ². Aus mehreren derartigen Syntheseergebnissen konnte
eine durchschnittliche Kantenla¨nge des Hyperkubus von ≈ 60 abgeleitet werden, um zu
einem Suchergebnis zu gelangen, siehe Abbildung 3.25 rechts. Verglichen mit dem absolu-
ten Grauwertbereich von [0..255] ist dieser ²-Wert relativ groß, was sich dadurch erkla¨rt,
daß ein Textursynthese-Vektorraum u¨blicherweise eine hohe Dimensionalita¨t aufweist
und du¨nn besetzt, d.h. u¨berwiegend
”
leer“ ist. Unter anderen Voraussetzungen kann das
Verfahren wesentlicher effizienter sein. In [77] kam ein ² < 3 zum Einsatz. Trotz des
großen Suchbereiches und der damit verbundenen langsamen Aussortierung von Kandi-
datenvektoren ist die Suche mit Hyperkubus und dynamischer ²-Anpassung um einen
Faktor 4 schneller als eine vollsta¨ndige Suche. Unglu¨cklicherweise kann diese Methode
aufgrund der Bearbeitung einzelner Vektorkomponenten nicht mit anderen Parallelisie-
rungsansa¨tzen wie MMXTM kombiniert werden und bietet damit keine Mo¨glichkeit fu¨r
weitere Beschleunigungsmaßnahmen. Allein der Einsatz von MMXTM ermo¨glicht eine
Beschleunigung der vollsta¨ndigen Suche um einen Faktor acht oder ho¨her, so daß die
Vektorraumpartitionierung mit Hyperkubus nur optional genutzt und die Auswirkun-
gen auf die Synthesequalita¨t durch fehlerbehaftete Anwendung der L∞-Norm fu¨r die
Bestimmung des minimalen L1-Abstandes nicht weiter untersucht werden.
Vektorquantisierung
Gegeben sei ein Vektorraum Vd mit Dimensionalita¨t d. Die Vektorquantisierung bildet
eine große Trainings- oder Referenzmenge R = {~r1, ..., ~rm} ∈ Vd auf die kleinere Menge
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σ = {~s1, ..., ~sn} ∈ Vd, m > n ab. Die Vektoren ~sk ∈ σ repra¨sentieren mehrere Vektoren
~rj der Referenzmenge R und unterteilen den Vektorraum Vd in n Partitionen, die auch
als Cluster bezeichnet werden. Das Ersetzen jedes Vektors ~rj durch den Repra¨sentanten
seines Teilraums ~sk wird als Quantisierung mit Codebuch σ bezeichnet. Der durch die
Vektorquantisierung auftretende Fehler, dargestellt durch eine Metrik δ(~rj, ~sk), heißt
Verzerrung. Die Aufgabe eines Quantisierungsalgorithmus ist es, ein Codebuch σ zu
finden, fu¨r das die Verzerrung minimal wird, wobei die Repra¨sentanten ~sk im Zentrum
der zugeho¨rigen Teilra¨ume liegen. Abbildung 3.26 zeigt ein Beispiel fu¨r die Aufteilung
des V2 - ein Voronoi-Diagramm. Die Grenzen der Voronoi-Gebiete ergeben sich aus
Teilen von Mittelsenkrechten zur Verbindungsstrecke zwischen jeweils zwei ~sk (schwarze
Punkte). Bei hochdimensionalen Vektorra¨umen, wie dem V der Textursynthese, werden
aus den Mittelsenkrechten Hyperebenen, die nicht zu veranschaulichen sind, aber analog
zum Beispiel im V2 eine Vektorraumpartitionierung beschreiben.
Abbildung 3.26: Partitionierung des V2. Voronoi-Diagramm mit 20 Clustern.
Zur Beschleunigung der Textursynthese wird die Vektorquantisierung als mehrstufiges
Suchverfahren genutzt. Die ~rj sind hierbei die Nachbarschaftsvektoren ~N
ref
j der Re-
ferenztextur. Der Vektorraum V wird partitioniert und ein Vergleich der Teilraumre-
pra¨sentanten ~sk mit dem Suchvektor ~N
syn durchgefu¨hrt, um die
”
a¨hnlichste“ Partition
zu finden. Anschließend wird innerhalb der gewa¨hlten Partition der optimale Zielvek-
tor aus der Menge der assoziierten Referenzvektoren ~rj bestimmt. Der Zielvektor ist in
jedem Fall ein Element der Referenzmenge R, so daß bei der Synthese kein Quantisie-
rungsfehler durch die Verzerrung δ(~rj, ~sk) auftritt, da die ~sk nicht direkt, sondern nur
als Verzweigungen fu¨r den Suchprozeß genutzt werden. Im Vergleich zur vollsta¨ndigen
Suche entstehen durch die Vektorraumpartitionierung dennoch Fehler, da ein im Sinne
der L1-Norm global optimales Codebuch σ meistens nicht berechnet werden kann.
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Um das optimale Ergebnis der vollsta¨ndigen Suche zu erreichen, muß ein Codebuch σ ge-
funden werden, das gewa¨hrleistet, daß der gewa¨hlte partielle Vektorraum den optimalen
Zielvektor entha¨lt. Diese Bedingung kann nur dann erfu¨llt werden, wenn in der Menge
der Vektoren bestimmte Eigenschaften wie Vorzugsrichtungen, Cluster, etc. vorhanden
sind, die eine geeignete Unterteilung des Vektorraums ermo¨glichen. Fu¨r hochdimensiona-
le, du¨nn besetzte Vektorra¨ume ist die Bestimmung einer optimalen Partitionierung sehr
rechenaufwendig oder sogar unmo¨glich. Daher liefern fast alle Vektorraumpartitionierun-
gen ein suboptimales Syntheseergebnis. Es ist nun die Aufgabe, ein geeignetes Verfahren
zur Erstellung eines Codebuchs σ zu finden, das eine Partitionierung und ein daraus re-
sultierendes Syntheseergebnis ermo¨glicht, das von dem Ergebnis der vollsta¨ndigen Suche
visuell ununterscheidbar ist.
Die Bestimmung eines optimalen Codebuchs σ fu¨r eine große Zahl von Vektoren R =
{~r1, ..., ~rm} ∈ Vd mit großem d ist a¨ußerst rechenintensiv, so daß prinzipiell nur mit
Na¨herungslo¨sungen gearbeitet wird. Aus der Literatur sind unterschiedliche Ansa¨tze
bekannt [39]. Der einfachste Ansatz, die Monte-Carlo-Methode, wa¨hlt n Vektoren ~sk
zufa¨llig aus der Referenzmenge R. Dieses Verfahren ist sehr schnell (O(n)), wobei das
Ziel eines optimalen Codebuchs allerdings dem Zufall u¨berlassen bleibt. Ein anderer
Ansatz ist das Vektor-Pruning. In der Ausgangssituation ist das Codebuch identisch mit
der Referenzmenge (σ = R). Dann werden sukzessiv die Vektoren ~si aus σ entfernt,





minimal ist. Dieser Vorgang wird wiederholt, bis das Codebuch die gewu¨nschte Gro¨ße
hat. Umgekehrt kann auch mit einem leeren Codebuch begonnen werden, dem schrittwei-
se Vektoren hinzugefu¨gt werden, bis eine vorgegebene Gesamtverzerrung unterschritten
wird. Dabei bestimmt der Anwender gezielt den zula¨ssigen Verzerrungsgrad und nicht die
abstrakte Gro¨ße des Codebuchs. Die Laufzeit dieser Verfahren ist von der Gro¨ßenordnung
O(m2n).
TSVQ
Eine weitere Methode, die fu¨r die Anwendung im Bereich der Textursynthese von Wei
[101] vorgeschlagen wurde, ist die n-stufige Vektorquantisierung mit hierarchischer Baum-
struktur (tree structured vector quantisation: TSVQ). Bei diesem Verfahren wird der
Schwerpunkt der Vektormenge im Vektorraum bestimmt, eine geeignete, bina¨re Parti-
tionierung um diesen Schwerpunkt berechnet und dann rekursiv dieselben Schritte auf
die Vektormengen in den beiden Teilpartitionen ausgefu¨hrt. Das Codebuch σ spiegelt
dann die durch den rekursiven Prozeß entstehende baumartige Struktur wieder und spei-
chert fu¨r jede Verzweigung die beiden Repra¨sentantenvektoren der Teilpartitionen ~s
(0,1)
k .
Die Bla¨tter des Baumes bestehen aus den (nicht mehr teilbaren) Referenz- bzw. Zielvek-
toren ~rj. Fu¨r die Bestimmung des a¨hnlichsten Referenzvektors ~rj zu einem gegebenen
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Suchvektor wird letzterer an jeder Verzweigung mit den Codebuchvektoren ~s
(0,1)
k ver-
glichen und entsprechend des Abstandsmaßes entlang der Baumstruktur verzweigt, bis
ein Blatt mit einem Zielvektor erreicht wird. Wenn |V| die Anzahl der Vektoren in V
ist, werden die Bla¨tter durch die bina¨ren Entscheidungen in log2(|V|) Schritten erreicht,
was die Suche deutlich beschleunigt. Bei der Umsetzung dieses Verfahrens zeigt sich je-
doch, daß die Partitionierung mit TSVQ nur dann gute Ergebnisse liefert, wenn nicht
nur das Blatt mit dem eigentlichen Zielvektor ausgewa¨hlt, sondern im Baum ru¨ckwa¨rts
gelaufen und auch andere Zielvektoren verglichen werden [101], da die hierarchische,
bina¨re TSVQ-Partitionierung an die Verteilung der Nachbarschaftsvektoren im hochdi-
mensionalen, du¨nn besetzten Vektorraum der Textursynthese nicht optimal angepaßt
ist. Die Tiefe des Ru¨ckwa¨rtslaufens in der Baumstruktur (Backtracking) reguliert die
Qualita¨t des Syntheseergebnisses, wobei das jeweils ausreichende Maß variiert und von
der verwendeten Textur abha¨ngt. Da in der Praxis entweder eine hohe Backtrackingtie-
fe notwendig ist oder weichzeichnende Eigenschaften von TSVQ im Ergebnis sichtbar
werden [3] [95], wird in dieser Arbeit das im folgenden beschriebene LBG-Verfahren zur
Partitionierung des Vektorraums favorisiert.
LBG-Algorithmus
Wie bereits beschrieben, ist die Suche nach einer optimalen Partitionierung eines hoch-
dimensionalen, du¨nn besetzten Vektorraums sehr aufwendig. Sie kann aber effizien-
ter gestaltet werden, wenn ein Modell fu¨r die zu erwartende Verteilung der Referenz-
vektoren im Vektorraum zugrunde gelegt wird. Daher stellt sich die Frage nach den
speziellen Eigenschaften der in der Textursynthese verwendeten Nachbarschaftsvekto-
ren. Die Nachbarschaftsvektoren repra¨sentieren die zweidimensionalen, bildhaften In-
tensita¨tsverteilungen der Nachbarschaftsumgebungen/-fenster. Diese Verteilungen sind
nicht immer einzigartig, wobei der Grad der Variation von der betrachteten Textur
abha¨ngt. Im Fall von stark strukturierten, eher regelma¨ßigen Texturen wie z.B. Mauer-
werk, Gitter, Textilien, etc. werden beim Verschieben des Nachbarschaftsfensters immer
wieder a¨hnliche, aber nicht unbedingt identische Grauwertverteilungen beobachtet. Da-
mit fu¨hren diese Texturen zu einer Clusterbildung im Vektorraum, wobei die Clusterzen-
tren die unterschiedlichen Elementarzellen der Textur repra¨sentieren. Bei abnehmenden
Grad an Regelma¨ßigkeit wird das Clusterverhalten schwa¨cher. Im Extremfall einer rein
stochastischen Textur (Rauschen) erha¨lt man eine anna¨hernd gleichma¨ßige Verteilung
der Nachbarschaftsvektoren im Raum. Da sich stochastische Texturen auch ohne aufwen-
dige Textursyntheseverfahren erzeugen lassen, werden hier fast ausschließlich Texturen
mit einer strukturellen Komponente betrachtet. Daher ist es sinnvoll, eine Vektorraum-
partitionierung zu wa¨hlen, die gezielt Vektorcluster modelliert.
Der LBG-Algorithmus, benannt nach seinen Erfindern Linde, Buzo und Gray [71], ist
eine effiziente Erweiterung der oben beschriebenen Monte-Carlo-Methode und geeignet
fu¨r die Repra¨sentation geclusterter Verteilungen. Das Codebuch σ wird zuna¨chst durch
zufa¨llig aus der Referenzmenge R = {~r1, ..., ~rm} ∈ Vd ausgewa¨hlte Vektoren gebildet,
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wobei die Selektion
”
ohne Zuru¨cklegen“ erfolgt, d.h. jeder Vektor ~rj kann nur einmal
ausgewa¨hlt werden. Die Vektoren dieses initialen Codebuchs σ = {~s1, ..., ~sn} ∈ R, n¿ m
werden auch als Saatvektoren (seed vectors) bezeichnet. Im zweiten Verfahrensschritt
werden die ~rj ∈ R jeweils dem Saatvektor zugeordnet, der den geringsten Abstand hat.
Dadurch werden n disjunkte Cluster Pj = {~rj1, ..., ~rjl } gebildet. Im dritten Schritt werden




Abbildung 3.27: LBG-Partitionierung: Vektorendpunkte (weisse Kreise), Saatvektorend-
punkte (gru¨ne Kreise), iterative Verschiebung (rote Pfeile) der Saatvek-
torendpunkte in Richtung des jeweiligen Clusterschwerpunkts.
Anschließend werden die Verfahrensschritte zwei und drei so lange wiederholt, bis sich die
Positionen der Saatvektoren und damit das Codebuch σ stabilisieren, d.h. die A¨nderung
∆ der Summe der absoluten Verschiebungen der Saatvektoren von zwei aufeinander-
folgenden Iterationen unter einen festgelegten Schwellwert (z.B. 1.02 ≡ 2%) fa¨llt. Das
LBG-Verfahren ist sehr robust und konvergiert schnell. In bestimmten Situationen ist es
dennoch mo¨glich, daß es durch plo¨tzliche Wechsel der Zuordnungen zwischen Referenz-
und Saatvektoren zu einer tempora¨ren Vergro¨ßerung von ∆ kommt. Nach der Fertigstel-
lung des Codebuches sind die Saatvektoren die Schwerpunktsvektoren der Vektorcluster
~sk.
Wie am Anfang dieses Abschnitts beschrieben, wird das mit dem LBG-Verfahren ermit-
telte Codebuch in der Textursynthese fu¨r ein zweistufiges Suchverfahren genutzt, indem
zu einem gegebenen Suchvektor zuna¨chst die
”
a¨hnlichste“ Partition mittels der Schwer-
punktsvektoren ~sk gesucht und dann innerhalb dieser Partition der optimale Zielvektor




Abbildung 3.28: Vektorauswahl nach Stabilisierung des LBG-Verfahrens. Vektorend-
punkte (weisse Kreise), Suchvektorendpunkt (gelber Kreis), Endpunk-
te der Schwerpunktsvektoren (gru¨ne Kreise), Zuordnung der optimalen
Partition (roter Pfeil), Zuordnung des optimalen Zielvektors (blauer
Pfeil).
Die Anzahl der Abstandsberechnungen fu¨r die Bestimmung des Codebuchs σ ha¨ngt von
der Zahl der Referenzvektoren |V|, der Partitionen p und der Iterationen it ab. Die Lauf-
zeit des LBG-Verfahrens ist damit von der Gro¨ßenordnung O(|V| p it) und der Einsatz
nur dann sinnvoll, wenn das erstellte Codebuch in der Synthese ha¨ufig genutzt wird.
Fu¨r den Fall, daß kleine Texturen aus einer großen Referenzdatenmenge erzeugt wer-
den sollen, ist es unter Umsta¨nden besser, eine vollsta¨ndige Suche in der Vektormenge
N durchzufu¨hren. Die Zeit fu¨r die Erstellung des Codebuchs muß also klein gegenu¨ber
der Laufzeit der vollsta¨ndigen Suche sein, wobei auch das LBG-Verfahren selbst durch
Einsatz von MMXTM fu¨r die L1-Abstandsberechnung beschleunigt werden kann. Um die
Vektorraumpartitionierung im eigentlichen Suchprozeß optimal nutzen zu ko¨nnen, muß
bei der Implementierung der Zugriff auf das Codebuch effizient gestaltet werden. Fu¨r das
LBG-Verfahren wird jeder Referenzvektor ~rj mit einem Index auf den zugeho¨rigen Par-
titionsrepra¨sentanten ~sk versehen. Die Indizes werden wa¨hrend der Iterationen bis zur
Stabilisierung des Codebuchs sta¨ndig angepaßt. Damit werden die Zuordnungen zwar
festgelegt, die Vektoren im Speicher aber nicht reorganisiert. Der Zugriff auf die Par-
titionen wa¨hrend des Suchprozeß ist daher aus speicherphysikalischer Sicht hochgradig
fragmentiert, und da die Burst-Qualita¨ten der Hauptspeicheranbindung (s. oben) nicht
genutzt werden ko¨nnen, unter Umsta¨nden ebenso aufwendig wie eine vollsta¨ndige Su-
che. Daher mu¨ssen die Referenzvektoren im Speicher nach Fertigstellung des Codebuchs
entsprechend der Partitionierung sequentiell sortiert werden.
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Der zweistufige Suchprozeß u¨ber die quantisierten Schwerpunktsvektoren des Codebuchs
und die zugeho¨rigen Teilmengen der Referenzvektoren fu¨hrt nicht immer zu dem opti-
malen Referenzvektor, den die vollsta¨ndige Suche liefern wu¨rde. Durch die suboptimale
Vektorauswahl weist das LBG-Resultat im direkten Vergleich der Syntheseergebnisse
lokale Grauwertdifferenzen auf. In Abbildung 3.29 sind fu¨r vier Synthesebeispiele die
Anzahl der Pixel mit Grauwertdifferenz gegenu¨ber der Anzahl der verwendeten Par-
titionen aufgetragen. Es zeigt sich, daß der Anteil der vera¨nderten Pixel bei ho¨heren
Partitionszahlen ein Drittel der Gesamtzahl aller Pixel erreichen kann. Auch der Kur-
















Abbildung 3.29: Fehlzuordnungen durch LBG-gestu¨tztes Suchverfahren. Anzahl der im
Vergleich zur vollsta¨ndigen Suche unterschiedlichen Pixel in Abha¨ngig-
keit von der Zahl der LBG-Partitionen. Syntheseprodukte und Refe-
renztexturen 256 × 256 = 65536 Pixel (Messwerte D62, approximierte
Kurven fu¨r D4, D26, D67). Ausgangsbasis ist die Auflo¨sungsstufe l = 1,
die mit vollsta¨ndiger Suche berechnet wurde.
In Abbildung 3.30 sind die Syntheseergebnisse der Auflo¨sungsstufe l = 0 von vollsta¨n-
diger und LBG-gestu¨tzter Suche gegenu¨bergestellt. Beide Resultate wurden ausgehend
von derselben Auflo¨sungsstufe l = 1 erzeugt. Wie am Anfang beschrieben, eignet sich
der LBG-Algorithmus insbesondere dann, wenn die Referenzvektoren Cluster im Vektor-
raum bilden. Dies gilt speziell fu¨r regelma¨ßige, einfach strukturierte Texturen, wie D26
und D67, rechts in Abbildung 3.30. Fu¨r diese Texturen ist der visuelle Eindruck beider
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Abbildung 3.30: Visuelle Qualita¨t des LBG-gestu¨tzen Suchverfahrens. Jeweils links Syn-
theseergebnis mit vollsta¨ndiger, rechts mit LBG-gestu¨tzter Suche fu¨r
Auflo¨sungsstufe l = 0 mit 200 LBG-Partitionen, darunter die zu-
geho¨rigen Kopierkarten. Referenz und Produkt 256 × 256 Pixel (D4,
D26, D62, D67).
Ergebnisse im wesentlichen identisch. Bei D26 sind die Grauwertvera¨nderungen vonein-
ander abha¨ngig, so daß sich in der Kopierkarte kleinere, kompakte Vera¨nderungszentren
erkennen lassen. Bei D67 sind die LBG-Suchergebnisse nahezu optimal, d.h. Ergebnis
und die zugeho¨rige Kopierkarte weisen wenig Sto¨rungen auf. Die Texturen D4 und D62
haben eine sta¨rkere stochastische Komponente. Daher ist der hochdimensionale Vek-
torraum gleichma¨ßig besetzt und weist wenig (D62) oder keine Cluster (D4) auf. Die
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LBG-gestu¨tze Suche produziert in diesem Fall deutlich mehr Sto¨rungen durch subopti-
male Suchergebnisse, wie in den Syntheseprodukten und den Kopierkarten zu erkennen
ist.
Abbildung 3.31: Visuelle Qualita¨t des LBG-gestu¨tzen Suchverfahrens. Jeweils links Syn-
theseergebnis mit vollsta¨ndiger, rechts mit LBG-gestu¨tzter Suche. Al-
le Auflo¨sungsstufen mit 200 LBG-Partitionen. Referenz und Produkt
256× 256 Pixel (D4, D26, D62, D67).
Abbildung 3.31 stellt Syntheseresultate gegenu¨ber, bei denen fu¨r alle Auflo¨sungsstufen
L jeweils vollsta¨ndige und LBG-unterstu¨tzte Suche angewendet wurde. Aufgrund der
Fehlerfortpflanzung suboptimaler LBG-Suchergebnisse von der niedrigsten zur ho¨chsten
Auflo¨sungsstufe erscheinen die LBG-basierenden Resultate insgesamt weicher und sto¨-
rungsbehaftet. Lediglich die Textur D26 wird aufgrund ihrer geclusterten Vektorvertei-
lung hinreichend gut u¨ber die Suche mit LBG-Vektorquantisierung reproduziert. Dieses
Ergebnis ist ein wichtiger Aspekt bei der Entwicklung der im folgenden Abschnitt be-
schriebenen, allgemeinen Suchstrategie.
Nach der Fehlerbetrachtung soll nun der Laufzeitgewinn durch das LBG-gestu¨tzte Such-
verfahren ohne Beru¨cksichtigung der Rechenzeit fu¨r das Erstellen des Codebuches er-
mittelt werden. Fu¨r eine Abscha¨tzung der Beschleunigung fB des Suchprozesses soll von
einer homogenen Vektorraumpartitionierung ausgegangen werden, d.h. alle Partitionen
pi haben eine gleich große Besetzung. Die theoretische Obergrenze fu¨r fb ha¨ngt dann
von der Anzahl der Partitionen p und Vektoren |V| ab und berechnet sich aufgrund
der Zweistufigkeit des Suchverfahrens zu fB = |V|/(p + |V|/p). Aus fb = max ergibt
sich p =
√|V| und fmaxB = √|V|/2. In diesem Fall mu¨ssen √|V| Vektoren des Code-
buches und anschließend
√|V| Vektoren in der gewa¨hlten Partition untersucht werden.
Tatsa¨chlich wird dieser Beschleunigungsfaktor in der Praxis aus zwei Gru¨nden nicht er-
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reicht. Zum einen ist die Besetzung der LBG-Partitionen aufgrund der Verteilung der
Referenzvektoren im hochdimensionalen Vektorraum nicht homogen. In der Praxis zeigt
sich, daß die Gro¨ße der einzelnen LBG-Partitionen durchaus um einen Faktor 5 oder
mehr variieren kann. Zum anderen kann die effektive Nutzung der einzelnen Partitio-
nen stark schwanken, da nicht alle Bereiche der Texturreferenz gleich ha¨ufig fu¨r das
Syntheseprodukt genutzt werden. Der theoretische Laufzeitgewinn muß also um einen
Faktor, der sich aus der Nutzungsstatistik zur Laufzeit ergibt, verringert werden. Dieser
ist abha¨ngig vom Datenmaterial und liegt z.B. fu¨r p = 100 zwischen ≈ 15 und 50. In
Abbildung 3.32 sind fu¨r die bereits untersuchten vier Referenztexturen D4, D26, D62
und D67 die gemessenen Beschleunigungsfaktoren in Abha¨ngigkeit von der Anzahl der
Partitionen dargestellt. Das Maximum wird entsprechend der theoretischen Grenze bei
256 Partitionen oder fru¨her erreicht. Fu¨r die in Abbildung 3.30 mit p = 200 berechneten




















Abbildung 3.32: Beschleunigung durch LBG-gestu¨tztes Suchverfahren. Syntheseproduk-
te und Referenztexturen 256×256 Pixel (Messwerte D67, approximierte
Kurven fu¨r D4, D26, D62).
3.6.6 Kopierkarten
Abbildung 3.33 zeigt das Ergebnis einer Synthese mit Randbedingungen, bei der ein
einzelner Referenztexturblock fla¨chig erweitert wurde. Dieses und vorherige Bespiele wie
Abbildung 3.6 auf Seite 26 demonstrieren die grundlegenden Eigenschaften des Textur-
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syntheseverfahrens. Obwohl nur kleine Blo¨cke von der Referenztextur auf die Syntheseo-
berfla¨che u¨bertragen werden, bilden diese wie beim
”
Texture Patching“ [31] [70] gro¨ßere
zusammenha¨ngende Regionen, was auf den A¨hnlichkeitsvergleich der Blocknachbarschaf-
ten von Referenz und Synthese zuru¨ckzufu¨hren ist, siehe Abschnitte 3.3 und 3.5.1.
Abbildung 3.33: Grundlegende Syntheseeigenschaften. Das Verfahren kopiert gro¨ßere zu-
sammenha¨ngende Regionen aus der Texturreferenz.
Die zusammenha¨ngenden Gebiete haben unterschiedliche, zufa¨llige Berandungen und
schließen optimal aneinander an. Die Anordnung dieser zufa¨llig berandeten Texturregio-
nen wird schon in der untersten Stufe der Auflo¨sungspyramide festgelegt und bleibt weit-
gehend konstant. Wa¨hrend der Synthese werden hauptsa¨chlich die U¨bergangsbereiche
vera¨ndert bzw. optimiert. Wie viel von der inneren Fla¨che der Texturregionen u¨ber die
Auflo¨sungsstufen erhalten bleibt, bzw. wie groß und variabel die U¨bergangszonen sind,
ha¨ngt von der vom Benutzer spezifizierten Gewichtung und Gro¨ße der erweiterten Nach-
barschaftsumgebung ab, siehe Abschnitte 3.3.2 und 3.5.1. Fu¨r den Fall der Gleichgewich-
tung beider Anteile, wie sie standardma¨ßig eingestellt wird, la¨ßt sich im Experiment ein
Fla¨chenverha¨ltnis der vera¨nderlichen U¨bergangszonen zur Gesamtfla¨che von 1 zu 2 fu¨r
niedrige Auflo¨sungsstufen ermitteln.
Dies ist der Ansatzpunkt fu¨r eine Beschleunigungsmethode, die im Gegensatz zu den
bisher beschriebenen Verfahren nicht auf einer Optimierung des Suchprozesses basiert,
sondern das charakteristische Verhalten des Verfahrens bei der Oberfla¨chengenerierung
ausnutzt, also modellspezifisch ist. Die zusammenha¨ngenden Regionen pra¨gen sich in
den Kopierkarten durch homogene, zweidimensionale Gradienten mit einer Steigung von
1 aus und ko¨nnen mit einem n × n-Filterkern derselben Charakteristik detektiert wer-
den. Die Breite der Pufferzonen, welche die U¨berga¨nge zwischen benachbarten Teilre-
gionen maskieren, wird gleichzeitig u¨ber die Gro¨ße des Filterkerns festgelegt. Die Ko-
pierkarte wird damit in eine Kopiermaske fu¨r die folgende Auflo¨sungsstufe der Pyramide
u¨berfu¨hrt. Der aufwendige Syntheseprozeß wird anschließend nur in den U¨bergangszonen
ausgefu¨hrt. Die gleichbleibenden Regionen werden direkt aus der Referenztextur ko-
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piert, wobei die Koordinaten aus der Kopiermaske der vorherigen Auflo¨sungsstufe ex-
trapoliert werden. Bei vergleichsweise geringem zusa¨tzlichen Speicherbedarf durch die
zusa¨tzliche Kopiermaske kann das Verfahren signifikant beschleunigt werden. Da das
Fla¨chenverha¨ltnis von U¨bergangszonen zu Gesamtfla¨che fu¨r ho¨here Auflo¨sungsstufen
immer kleiner wird, werden in der Praxis Beschleunigungsfaktoren von 2 bei niedrigen
bis zu 4 bei hohen Auflo¨sungsstufen erreicht.
Bei Anwendung der Kopiermaske muß grundsa¨tzlich der Einfluß auf das Syntheseergeb-
nis beru¨cksichtigt werden. Wie oben beschrieben, ist die Kopiermaske nur dann gu¨ltig,
wenn die gewa¨hlten Syntheseparameter tatsa¨chlich zu konstanten Texturregionen fu¨hren.
Durch das Fixieren homogener Bereiche mit der Kopiermaske wird letztlich ein Eingriff
in das implizite Texturmodell des Verfahrens vorgenommen. Fu¨r stark variable Regio-
nen, wie rechts in Abbildung 3.16 auf Seite 37, beeintra¨chtigt die Festlegung bestimmter
Fla¨chenanteile unter Umsta¨nden die visuelle Qualita¨t des Syntheseprodukts. Daher ist
vor dem Einsatz einer Kopiermaske die Fla¨chenkonstanz in mehreren aufeinanderfolgen-
den, niedrigen Auflo¨sungsstufen zu validieren.
3.6.7 Strategie
Alle im Abschnitt 3.6 beschriebenen Methoden zur Beschleunigung des Nachbarschafts-
vergleichs von Texturreferenz und Textursyntheseblo¨cken kommen auf jeder Auflo¨sungs-
stufe der Bildpyramide zum Einsatz. Die Verfahren ko¨nnen einzeln oder in Kombination




Zu den verlustfreien Methoden za¨hlen ganz allgemein die Vektordarstellung der Nachbar-
schaftsumgebungen sowie die parallele Verarbeitung der Vektoren u¨ber MMXTM SMP
und verteiltes Rechnen. Das modellspezifische Beschleunigungsverfahren u¨ber die Ko-
pierkarten ist dann verlustfrei, wenn durch geeignete Parameterwahl keine Modellver-
letzung auftritt. Jede Art von Vektorraumpartitionierung u¨ber Vektorquantisierung ist
dagegen verlustbehaftet, da suboptimale Ergebnisse erzielt werden und sich Fehler in
der Auflo¨sungspyramide fortpflanzen und versta¨rken.
Fu¨r die Entwicklung einer Strategie zur Anwendung der verschiedenen Verfahren inner-
halb der Textursynthese mu¨ssen zuna¨chst Randbedingungen definiert werden. Prinzipiell
erho¨ht sich der Rechenaufwand von Stufe zu Stufe der Auflo¨sungspyramide um einen
Faktor 16, da sich sowohl die Fla¨che der Referenztextur als auch die der Syntheseo-
berfla¨che jeweils um einen Faktor 4 vergro¨ßert. Allein die Synthesezeit fu¨r die ho¨chste
Auflo¨sungsstufe l = 0 definiert also die Laufzeit des Syntheseprozesses. Dies bedeutet im
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Umkehrschluß, daß die Synthese einer niedrigen Auflo¨sungsstufe im allgemeinen recht
schnell berechnet werden kann. Daher wird fu¨r die unteren Auflo¨sungsstufen der Bild-
pyramide die verlustfreie, vollsta¨ndige Suche mit MMXTM eingesetzt. Fu¨r die hohen
Auflo¨sungsstufen l = 0, 1 wird normalerweise die Vektorraumpartitionierung mit LBG-
Vektorquantisierung in Verbindung mit den Kopierkarten gewa¨hlt. Fu¨r mittlere Stufen
und bei Texturen, die sich nicht optimal mit der LBG-gestu¨tzen Suche umsetzen lassen,
kann optional das verteilte Rechnen aktiviert werden. Der Benutzer entscheidet aufgrund
der Zwischenergebnisse und Laufzeitabscha¨tzungen, die das Syntheseverfahren erstellt,
welche der unterschiedlichen Methoden auf den einzelnen Pyramidenstufen eingesetzt
werden.
Im Vergleich mit anderen aktuellen Syntheseverfahren wird mit dieser Beschleunigungs-
strategie bei ho¨herer Qualita¨t eine vergleichbare oder bessere Texturierungsgeschwindig-
keit erreicht [95]. In Tabelle 3.3 sind die Rechenzeiten der unterschiedlichen Beschleuni-
gungsverfahren fu¨r die Beispiele aus den Abbildungen 4.1 und 4.2 dargestellt. Die Bei-
spiele selbst sind mit der schnellsten Kombination in der rechten Tabellenspalte erstellt
worden.
l Basis +Parita¨t +MMX +Kopierkarte +Cluster +LBG opt.
4 0.05 0.05 0.02 0.02 0.02 - 0.02
3 2.01 0.51 0.12 0.12 0.74 - 0.12
2 37.51 9.40 2.04 2.04 3.45 - 2.04
1 642.26 161.44 35.03 22.94 13.26 - 13.26
0 10914.00 2740.46 569.13 259.26 89.94 4.86 4.86∑
11595.83 2911.86 606.34 284.38 107.41 - 20.30
Faktor 1 4 19 41 108 - 571
Tabelle 3.3: Laufzeit Textursynthese. Eingangsdaten 512× 512 Punkte, Ausgangsdaten
1024× 1024 Punkte, Parameter: L = 5, WN = 7, WB = 3, 2.53GHz CPU,
Cluster mit 4 CPUs, Angaben in Sekunden [s].
3.7 Optimierung der Fla¨chennutzung
Ein generelles Problem der auf einem impliziten MRF-Ansatz basierenden Textursyn-
theseverfahren ist die Eigenschaft, bestimmte Referenztexturregionen wiederholt an sich
selbst anzuschließen [32] [31]. Ursache dafu¨r ist das dem Algorithmus zugrundeliegende
Prinzip, daß die Auswahl von Referenztexturblo¨cken fu¨r den Syntheseprozeß aufgrund
der A¨hnlichkeit der Nachbarschaftsumgebungen von Referenzblo¨cken und Synthesepo-
sition erfolgt. Wie in den vorherigen Abschnitten beschrieben, wird dafu¨r in der Menge
der Nachbarschaftsvektoren N nach dem Referenzvektor gesucht, dessen Abstand zum
gegebenen Suchvektor am geringsten ist. Dabei kann es vorkommen, daß die Synthese
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ausschließlich eine bestimmte Teilmenge von N nutzt, wodurch sta¨ndig dasselbe Mu-
ster kopiert wird. Betrachtet man die Verteilung der Vektoren aus N im Vektorraum
V , zeigt sich, daß insbesondere bei inhomogenen Referenztexturen bzw. inhomogener
Besetzung von V die Absta¨nde zwischen verschiedenen Referenzvektorclustern sehr groß
sein ko¨nnen, so daß bei der Bewertung in Form der L1- oder L2-Norm eine in sich
geschlossene Referenzregion fu¨r den weiteren Syntheseverlauf bevorzugt wird. Ein wei-
terer Nachteil der Selbstwiederholung ist, daß nur ein kleiner Teil der Referenztextur fu¨r
das Syntheseprodukt genutzt wird, gleichzeitig aber die gesamte Referenzvektormenge
N fu¨r die Synthese jedes einzelnen Texturblocks durchsucht werden muß, wenn keine
LBG-gestu¨tze Suche durchgefu¨hrt wird. Der im folgenden beschriebene Lo¨sungsansatz
fu¨r dieses grundlegende Problem ermo¨glicht eine deutlich ho¨here Synthesequalita¨t und
die Behandlung von inhomogenen Texturen.
Zur Laufzeit der Synthese kann die Tendenz zur Selbstwiederholung durch Auswertung
der Nutzungsstatistik detektiert werden. In Abschnitt 3.1 auf Seite 18 wurde die Fla¨-
chennutzungskarte des Syntheseverfahrens vorgestellt. Diese Karte besteht aus 32Bit-
Za¨hlern, die mit den Bildelementen der Referenztextur korrespondieren. Im Verlauf der
Synthese werden fu¨r jeden u¨bertragenen Texturblock Brefj die Za¨hler der assozierten Pi-
xel um 1 inkrementiert. Nach der Fertigstellung einer Auflo¨sungsstufe l gibt die (normier-
te) Fla¨chennutzungskarte Aufschluß u¨ber die Ha¨ufigkeit, mit der die einzelnen Bereiche
der Referenztextur fu¨r das Syntheseergebnis verarbeitet wurden.
Die Betrachtung der Nutzungsstatistik ist zuna¨chst einmal eine wertvolle Information
bei der Optimierung der Verfahrensparameter. Die Gro¨ße der Blocknachbarschaft WN
und die Pyramidentiefe L beeinflussen den Nutzungsgrad der Referenztextur, da in den
niedrigen Auflo¨sungsstufen die globale Anordnung von Texturregionen und damit die
prinzipielle Verwendung der Referenztextur fu¨r den Syntheseprozeß festgelegt wird.
3.7.1 Passive Varianzoptimierung
Eine weitere interessante Anwendung der Fla¨chennutzungskarte wird durch die Vollsyn-
these 3.4 gegeben. Da diese von einer Zufallsverteilung ausgeht, ergeben sich bei verschie-
denen La¨ufen des Verfahrens mit derselben Parametereinstellung unterschiedliche, aber
a¨hnliche Ausgangstexturen. Der visuelle Unterschied zweier unterschiedlich initialisier-
ter Syntheseergebnisse la¨ßt sich durch einen menschlichen Betrachter bewerten, der der
einen oder anderen Ausgangstextur aufgrund von Struktur- oder Ha¨ufungsmerkmalen
den Vorzug gibt. Alternativ kann fu¨r Bewertungsfragen ein objektives Maß wie z.B. die
Gleichma¨ßigkeit der Fla¨chennutzung u¨ber die Varianz berechnet werden. Ein niedrige-
rer Varianzwert bedeutet dabei eine homogenere, gleichma¨ßigere Fla¨chenausnutzung als
ein ho¨herer Wert. Das Verfahren bietet einen passiven Varianzoptimierungsmodus, bei
dem fu¨r jeden Syntheselauf der aktuelle Varianzwert der Fla¨chennutzungskarte ermittelt
und mit dem von vorherigen Programmla¨ufen verglichen wird. Nach einer vom Benutzer
definierten Anzahl von Iterationen oder maximalen Programmlaufzeit wird der Optimie-
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rungsprozeß beendet und das Syntheseergebnis mit der kleinsten Varianz ausgegeben.
Die passive Varianzoptimierung ist insbesondere fu¨r schnell zu berechnende, niedrige
Auflo¨sungsstufen sinnvoll, wenn das Ziel einer Synthese eine mo¨glichst homogene Nut-
zung aller globalen Referenztexturmerkmale ist.
3.7.2 Aktive Varianzoptimierung
Neben der passiven Varianzminimierung u¨ber Ausnutzung des Zufallsprozesses bei der
Vollsynthese ermo¨glicht die Fla¨chennutzungskarte auch eine aktive Varianzoptimierung
durch gezielten Eingriff in den Syntheseprozeß. Dazu wird zur Laufzeit der Synthese ne-
ben der lokalen Nutzungsstatistik fu¨r die einzelnen Pixel bzw. Blo¨cke der Referenztextur
U(Brefj ) die globale, mittlere Fla¨chennutzung U berechnet. Das Verha¨ltnis von U und
U(Brefj ) kann dann als zusa¨tzlicher Bewertungsterm bei der Berechnung des Abstands-
maßes zweier Nachbarschaftsvektoren eingesetzt werden:
L( ~N(Bsyn), ~N(Brefj )) =
l∑
i=0
|P syni − P refi |+ f(U(Brefj ), U). (3.5)
Der Einfluß des Bewertungsterms wird u¨ber die Funktion f definiert, die z.B. als Mul-
tiplikator oder Exponentialfunktion von U(Brefj )/U implementiert wird. Durch die Er-
weiterung des Bewertungsmaßes werden die Vektoren
”
bestraft“, deren assozierte Tex-
turblo¨cke Brefj ha¨ufiger als andere wa¨hrend der Synthese genutzt werden. Daraus folgt,
daß nicht immer der im Sinne der L1-Metrik optimal passende Vektor, sondern gegebe-
nenfalls ein anderer Vektor gewa¨hlt wird, der einen gro¨ßeren L1-Abstand aufweist, aber
im bisherigen Syntheseverlauf seltener genutzt wurde.
Der zusa¨tzliche Bewertungsterm fu¨hrt zu einer homogeneren Nutzung der vorhandenen
Referenztextur, die sich in einer niedrigeren Varianz der Fla¨chennutzungskarte wieder-
spiegelt. Gleichzeitig kann die Qualita¨t der U¨berga¨nge zwischen benachbarten, zusam-
menha¨ngenden Regionen schlechter werden, da durch das Kriterium f nicht mehr aus-
schließlich nach dem optimalen Anschluß gesucht wird. Der visuelle Gesamteindruck wird
durch die Varianzoptimierung aber grundsa¨tzlich verbessert, da die Selbstwiederholung
effektiv begrenzt wird. Abbildung 3.34 zeigt einen Vergleich zwischen verbesserter und
herko¨mmlicher Fla¨chennutzung. Die obere Zeile wurde ohne Auswertung der Fla¨chennut-
zungsstatistik im Laufe des Syntheseprozesses erstellt und zeigt selbstwiederholende Ele-
mente, die sich auch in der ungleichma¨ßigen Verwertung der Referenztextur auspra¨gen
(siehe Fla¨chennutzungskarte, links). Fu¨r die Ergebnisse der unteren Reihe wurde die Be-
wertung der Fla¨chennutzung bei der Berechnung des Abstandmaßes beru¨cksichtigt, was
sich in der homogeneren Fla¨chennutzungskarte wiederspiegelt und zu deutlich weniger
Artefakten im Syntheseprodukt fu¨hrt.
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Abbildung 3.34: Aktive Optimierung der Fla¨chennutzung. Oben links: Referenztextur,
jeweils von links nach rechts: Fla¨chennutzungskarte, Kopierkarte und
Syntheseprodukt. Obere Reihe ohne, untere mit Varianzoptimierung.
3.8 Farbverarbeitung
Das bisher vorgestellte Verfahren zur Textursynthese ist, wie in Abschnitt 3.1 beschrie-
ben, ausschließlich fu¨r die Synthese von grauwertigen Eingangstexturen geeignet. Fu¨r das
Einbringen von Farbinformation in den Syntheseprozeß sind zwei unterschiedliche An-
sa¨tze denkbar. Die zusa¨tzliche Information kann in jedem Verfahrensschritt direkt, z.B.
als 3-Band Rot-Gru¨n-Blau-Textur (RGB), verarbeitet werden [101]. Dabei wird die zeit-
intensive Berechnung der L1- oder L2-Norm auf Basis des Bildpunkttripels ausgefu¨hrt.
Diese Vorgehensweise hat den Nachteil, daß sich Rechenzeit und Speicherbedarf fu¨r die
Nachbarschaftsvektormenge verdreifachen und durch die dreifach ho¨here Dimensionali-
ta¨t der Referenzvektoren ~N refj die Auswahlmo¨glichkeiten fu¨r die Referenztexturquelle
signifikant reduziert werden (curse of dimensionality). Außerdem ist die Abstandsmes-
sung in einem RGB-Farbraum fu¨r die Ermittlung der Bilda¨hnlichkeit ungeeignet [2].
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Eine weniger aufwendige Alternative ist die an Verfahren der Videokodierung ange-
lehnte, getrennte Verarbeitung von Luminanz- und Chrominanzinformation [55]. Dazu
wird zuna¨chst der Luminanzkanal einer Farbeingangstextur extrahiert bzw. ein RGB-
Datensatz in eine grauwertige Textur konvertiert und anschließend eine Synthese in der
bisher beschriebenen Form durchgefu¨hrt. Nach Fertigstellung der ho¨chsten Auflo¨sungs-
stufe l = 0 der Bildpyramide kann die Kopierkarte dazu genutzt werden, Texturblo¨cke
aus der farbigen Eingangstextur analog zur Anordnung im grauwertigen Syntheseer-
gebnis zu einem farbigen Syntheseergebnis zusammenzustellen. Voraussetzung fu¨r die
getrennte Verarbeitung von Farb- und Strukturinformation ist eine starke Korrelation
beider Komponenten, so daß bei einer Synthese der Luminanzinformation eine Annah-
me u¨ber die zugeho¨rige Farbinformation gemacht werden kann. Diese Korrelation ist
nicht bei allen Texturen gegeben. Mit der VisTex Bibliothek [81] wurden zahlreiche Syn-
thesetests durchgefu¨hrt, die gezeigt haben, daß die Mehrzahl der dort katalogisierten
Texturen die Korrelationsbedingung insoweit erfu¨llen, daß in den Syntheseprodukten
keine auffa¨lligen Farbartefakte erkennbar waren. Repra¨sentative Beispiele sind in den
Abbildungen 3.33 und 3.34 sowie dem Ergebnisteil 4 dargestellt.
Abbildung 3.35 zeigt eine Textur, die identische Strukturen mit unterschiedlicher Farb-
information aufweist und somit die gestellte Randbedingung nicht erfu¨llt. Da die Farbin-
formation bei der A¨hnlichkeitsmessung nicht ausgewertet wird, kommt es zu Artefakten
an den U¨berga¨ngen zwischen zusammenha¨ngenden Gebieten. Das grauwertige Synthe-
seergebnis ist hingegen
”
fehlerfrei“. Trotz der schwachen Korrelation von Farbe und
Struktur ist das Syntheseergebnis insgesamt noch durchaus zufriedenstellend.
Abbildung 3.35: Farbverarbeitung. Von links nach rechts: die Vollsynthese liefert einen
guten Gesamteindruck, im Detail werden Artefakte an den Ra¨ndern zu-
sammenha¨ngender Gebiete sichtbar, die durch die grauwertige Synthese
nicht behandelt werden.
4 Experimentelle Ergebnisse
In Kapitel 3 wurden alle wesentlichen Aspekte des entwickelten Textursynthese-Algorith-
mus, wie Ansatz, Implementierung und Parameteroptimierung behandelt. Im folgenden
werden verschiedene Syntheseergebnisse gezeigt und diskutiert, die aus der optimierten
Anwendung des beschriebenen Verfahrens resultieren. Ein direkter Vergleich mit anderen
Verfahren hinsichtlich Synthesequalita¨t und -geschwindigkeit wurde in [95] durchgefu¨hrt.
4.1 Vollsynthese
Die in Abbildung 4.1 dargestellten Syntheseprodukte wurden u¨ber eine Vollsynthese mit
Rauschinitialisierung 3.4 und Optimierung der Fla¨chennutzung erstellt.
Abbildung 4.1: Ergebnisse Vollsynthese (1). Links Referenztextur (512× 512 Pixel, Vis-
Tex Bibliothek [81]), rechts Syntheseergebnis (1024× 1024 Pixel).
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Abbildung 4.2: Ergebnisse Vollsynthese (2). Links Referenztextur (512× 512 Pixel, Vis-
Tex Bibliothek [81]), rechts Syntheseergebnis (1024× 1024 Pixel).
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Als Parameter fu¨r die Synthese der Ergebnisse aus Abbildung 4.1 wurden fu¨nf Auflo¨-
sungsstufen L = 5, eine Blocknachbarschaftsbreite mit WN = 9 und Blockgro¨ße WB = 3
gewa¨hlt. Die Fla¨che der 512× 512 Pixel großen Referenz wurde auf 1024× 1024 vervier-
facht, wobei fu¨r die Synthese der letzten Auflo¨sungsstufe eine LBG-Partitionierung mit
p = 50 Partitionen berechnet wurde. Die Synthesezeit betrug weniger als 30 Sekunden
pro Beispiel auf einer 3GHz-CPU. Fu¨r die Synthese der Baumkronen wurde eine Va-
rianzminimierung der Fla¨chennutzungsstatistik durchgefu¨hrt; alle anderen Ergebnisse
sind mit einer Varianzoptimierung der Fla¨chennutzungskarte zur Syntheselaufzeit er-
zielt worden. Letzteres liefert insbesondere bei der Synthese der Sandtextur oben rechts
ein interessantes Ergebnis, da die Referenztextur unterschiedliche Helligkeitszonen mit
gleicher Struktur aufweist. Der Algorithmus synthetisiert zuna¨chst aus der dunkleren
Zone der Texturreferenz und wird durch die immer schlechtere Bewertung der dunklen
Zonen in der Nutzungsstatistik dazu
”
gezwungen“, hellere Bereiche nahtlos anzuschlie-
ßen. Der Einfluß des Bewertungsterms fu¨r die Fla¨chennutzung wurde fu¨r dieses Beispiel
sehr gering gewa¨hlt, um die Steuerbarkeit des Prozesses zu demonstrieren. Abbildung
4.2 zeigt Resultate der Vollsynthese, bei denen mit den gleichen Parametern, aber ohne
Optimierung der Fla¨chennutzung gearbeitet wurde, weil Selbstwiederholung bei den dar-
gestellten Referenztexturen nicht sto¨rend in Erscheinung tritt. Die Metalltextur unten
links weist a¨hnliche Eigenschaften wie die Sandtextur aus Abbildung 4.1 auf. Da ohne
Auswertung der Fla¨chennutzungsstatistik synthetisiert wurde, verweilt der Syntheseal-
gorithmus dauerhaft in dem helleren Texturbereich unten rechts in der Referenz.
Fu¨r alle Ergebnisse gilt, daß durch das U¨bertragen von zusammenha¨ngenden und optimal
aneinander anschließenden Regionen die Charakterisitik der Textur auch ohne tieferge-
hendes Versta¨ndnis des eigentlichen Texturentstehungsprozesses sehr gut reproduziert
wird. Bei inhomogenen Texturen wird eine der Texturreferenz vergleichbare Merkmals-
verteilung durch Optimierung der Fla¨chennutzung erreicht.
4.2 Synthese mit Randbedingungen
In Abbildung 4.3 sind Ergebnisse der Textursynthese mit Randbedingungen dargestellt.
Jeweils oben ist die unvollsta¨ndige Arbeitsfla¨che, darunter das Syntheseprodukt abgebil-
det. Die verwendete Arbeitsmaske entspricht der undefinierten Arbeitsfla¨che. Als Tex-
turreferenz wurde ausschließlich die definierte Arbeitsfla¨che und keine weitere, externe
Quelle genutzt. Die Syntheseparameter fu¨r die Erstellung der 1024× 1024 Pixel großen
Ausgangsfla¨chen waren L = 5,WN = 9,WB = 3 oder L = 6,WN = 7,WB = 3. Abbil-
dung 4.4 zeigt weitere Syntheseergebnisse, bei denen aufgrund der Inhomogenita¨t der
Referenztexturen eine Optimierung der Fla¨chennutzung erforderlich war.
Wie in Abschnitt 3.2.6 beschrieben, wird die Syntheseoberfla¨che als Torus betrachtet,
d.h. linke und rechte sowie obere und untere Kante des Bildes schließen nahtlos anein-
ander an. Die Syntheseprodukte sind somit Kacheln, die an sich selbst angeschlossen
werden ko¨nnen, was in Abbildung 4.5 veranschaulicht ist.
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Abbildung 4.3: Ergebnisse Textursynthese mit Randbedingungen (1). Jeweils oben un-
vollsta¨ndige Arbeitsfla¨che mit Referenztextur aus der VisTex Bibliothek
[81], unten das Syntheseergebnis (1024× 1024 Pixel).
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Abbildung 4.4: Ergebnisse Textursynthese mit Randbedingungen (2). Jeweils oben un-
vollsta¨ndige Arbeitsfla¨che mit Referenztextur aus der VisTex Bibliothek
[81], unten das Syntheseergebnis (1024× 1024 Pixel).
Abbildung 4.5: Texturkacheln: Aufgrund der Torusanschlußbedingungen der Syntheseo-
berfla¨che ko¨nnen Syntheseprodukte nahtlos an sich selbst angeschlossen
werden, Beispiel Steintexturkachel aus Abbildung 4.3 unten rechts.
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4.3 Mischen von Texturen
Durch die Nutzung einer Auflo¨sungspyramide ergibt sich eine weitere Eingriffsmo¨glich-
keit in den Textursyntheseprozeß: das Mischen von lokalen und globalen Merkmalen.
So kann z.B. eine gefilterte und unterabgetastete Auflo¨sungsstufe einer großen Refe-
renztextur genutzt werden, um eine niedrige Auflo¨sungsstufe zu synthetisieren, die eine
genaue Reproduktion der globalen Merkmale liefert. In ho¨heren Auflo¨sungsstufen wer-
den anschließend nur kleine, ausgewa¨hlte Ausschnitte der großen Referenztextur fu¨r die
Verfeinerung der globalen Struktur genutzt. Die Idee fu¨r diesen Ansatz ist, daß die lokale
Struktur oft redundant ist und die Verarbeitung der vollsta¨ndigen Referenztextur einen
hohen rechnerischen Aufwand bedeutet. Durch geeignete Auswahl der Texturreferenz
fu¨r ho¨here Auflo¨sungsstufen kann diese Redundanz verringert und die Texturierungsge-
schwindigkeit erho¨ht werden.
Das Mischen von verschiedenen Texturauflo¨sungen erlaubt auch einen interaktiven Ein-
griff in den Syntheseprozeß. Globale Merkmale ko¨nnen vom Anwender modifiziert wer-
den, bevor die ho¨heren Auflo¨sungsstufen erzeugt werden. Abbildung 4.6 veranschaulicht
beide Prinzipien. Nach der Synthese der Pyramidenstufe l = 2 mit der vollsta¨ndigen
Referenztextur (obere Reihe) wurde dem niederfrequenten Zwischenergebnis ein Text
u¨berlagert. Anschließend werden mit einem kleineren Ausschnitt der Referenztextur die
Pyramidenstufen l = 1 (nicht dargestellt) und l = 0 erzeugt. Der u¨berlagerte Text
integriert sich in die Globalstruktur des Ergebnisses.
Abbildung 4.6: Mischen von Texturen. Oben: Auflo¨sungsstufe l = 2, Referenztextur und
Syntheseprodukt mit u¨berlagertem Text, unten: Stufe l = 0, Referenz-
textur und Syntheseprodukt.
5 Anwendungen
5.1 Erzeugung ku¨nstlicher Luftbilder
5.1.1 Szenario
Die Themen Navigation und ortsbezogene Dienste (location based services, LBS) ge-
winnen in der Informationsgesellschaft immer mehr an Bedeutung. Durch GPS (Global
Positioning System [40] [26]) ist eine pra¨zise, satellitengestu¨tzte Positionsbestimmung im
Freien mo¨glich; die fla¨chendeckend verfu¨gbare GSM-Mobilfunktechnologie (Global Sy-
stem for Mobile communications [86] [46]) ermo¨glicht u¨ber Triangulation eine Ortbestim-
mung auch in geschlossenen Umgebungen und die mobile Nutzung von Datendiensten.
Durch den Fortschritt in der Mikroelektronik sind leistungsfa¨hige, mobile Endgera¨te
mit Anbindung an GSM und GPS zum Massenartikel geworden. Typische Anwendun-
gen sind neben der Kommunikation die Navigation im Fahrzeug oder zu Fuß sowie die
Abfrage von aktuellen Zusatzinformationen zum jeweiligen Aufenthaltsort. Die Grund-
lage dafu¨r ist digitales Kartenmaterial der Umgebung, das je nach Speicherleistung des
Endgera¨tes lokal verfu¨gbar ist (onboard) oder zum Zeitpunkt der Anfrage ausschnitts-
weise u¨ber Datendienste u¨bertragen wird (offboard). Durch Kommunikation mit einem
externen Dienstleister ist es prinzipiell mo¨glich, den Onboard-Informationsstand sta¨ndig
zu aktualisieren bzw. zu erweitern.
Die grafische Visualisierung der meist vektoriellen Karteninformation wird durch Sym-
bolik unterstu¨tzt, wobei bestimmte Informationen dem Anwendungszweck entsprechend
hervorgehoben werden. Der Benutzer muß die Kartendarstellung interpretieren und in
Bezug auf seine Umgebung registrieren, um die Zusatzinformation zur Zielfindung ein-
setzen zu ko¨nnen. Ein Problem tritt dann auf, wenn dem Anwender die Karteninter-
pretation nicht gelingt, weil er z.B. nicht ausreichend mit der verwendeten Symbolik
vertraut ist.
Ein Lo¨sungsansatz ist nun, die spezielle symbolische Darstellung der Kartographie durch
den Menschen vertraute, natu¨rliche Texturen zu ersetzen. So ko¨nnen z.B. Waldgebiete,
die in der Karte durch Gru¨nto¨ne und Signaturen mit Λ- und Ω-a¨hnlichen Symbolen
(Nadel-/Laubwald) gekennzeichnet sind, durch photographische Waldtextur aus einem
Luftbild ersetzt werden. Dabei muß beru¨cksichtigt werden, daß die Karteninterpretati-
on durch die zusa¨tzliche bildliche Textur unterstu¨tzt und nicht beeintra¨chtigt wird. Die
Verwendung von echten Luftbildern mit u¨berlagerter symbolischer Information schließt
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sich aus, da die individuelle U¨bertragung von Bilddaten insbesondere fu¨r den mobilen
Einsatz kostspielig und zeitaufwendig ist. Die Erzeugung natu¨rlicher Texturen als Ersatz
fu¨r Kartensymbolik la¨ßt sich mit viel geringerem Aufwand durch eine Textursynthese
bewerkstelligen. Die geometrischen Daten der fla¨chenhaften Kartenobjekte liegen be-
reits onboard vor oder werden wie bisher an das Endgera¨t u¨bertragen. Sie liefern die
Berandung der Synthesebereiche. U¨ber den Objekttyp wird onboard aus einem Tex-
turkatalog eine kleine, aber repra¨sentative Referenztextur gewa¨hlt und die Synthese
ausgefu¨hrt. Nach Fertigstellung der unterschiedlichen Objekttypen steht eine Karte zur
Verfu¨gung, die visuell große A¨hnlichkeit zum Luftbild hat und der symbolische Informa-
tion u¨berlagert werden kann. Durch die Nutzung einer Textursynthese anstelle einfacher
Repetierung von Texturelementen wird eine wesentlich ho¨here Darstellungsqualita¨t er-
zielt. Der zusa¨tzliche Aufwand fu¨r diese neue Methodik beschra¨nkt sich auf die Onboard-
Haltung eines kompakten Texturreferenzkatalogs und der Rechenzeit der Synthese.
5.1.2 Datenbasis
Die Applikation nutzt ein Geographisches Informationssystem (GIS), fu¨r Deutschland
das la¨nderu¨bergreifende ATKIS (Amtliches Topographisch-Kartographisches Informati-
onssystem [45]), auf das im Rahmen dieser Arbeit zugegriffen werden konnte. Ein Geo-
informationssystem ermo¨glicht die Modellierung, Verwaltung und Analyse raumbezoge-
ner Daten und ihrer Beziehungen [13]. Kern jedes GIS ist eine spatiale Datenbank, die
durch hierarchische Indizierungstechniken raumbezogene Anfragen auf den Datenstamm
effizient ausfu¨hren kann. Weitere Datenquelle ist ein regionsspezifischer Referenztextur-
katalog aller fu¨r die Visualisierung relevanten GIS-Objektarten, der aus repra¨sentativen
Luftbildausschnitten erstellt wird. Abbildung 5.1 zeigt die fla¨chenhaften GIS-Objekte
der Szene
”
Ravensburg“ und eine Referenztexturauswahl.
5.1.3 Luftbildsynthese
Zuna¨chst werden fu¨r die Darstellung relevante, linienhafte Objekte, wie z.B. Verkehrswe-
ge, erzeugt. Diese sind im Geoinformationssystem als Vektorpfad abgelegt und besitzen
ein Attribut fu¨r die Objektbreite. Aufgrund der im Vergleich zu fla¨chenhaften Objekten
geringen Ausdehnung werden diese Strukturen nicht synthetisiert, sondern direkt als
Linien mit unterschiedlicher Linienbreite gezeichnet. Fu¨r jede Objektart wird eine geeig-
nete, einheitliche Farbe aus den Referenztexturen ermittelt. In Abbildung 5.2 sind fu¨r die










Fluß“ (5101) erzeugt worden.
Nach Erstellung der relevanten, linienhaften Objekte wird die Textursynthese fu¨r die
fla¨chenhaften Objektarten durchgefu¨hrt, die im Geoinformationssystem als Polygone
bzw. geschlossene Vektorpfade verwaltet werden. Das eingesetzte Verfahren ist dabei eine
spezielle Abwandlung der in Kapitel 3 beschriebenen Textursynthese mit Randbedingun-
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Abbildung 5.1: Datenbasis. Links fla¨chenhafte GIS-Objekte, rechts Referenztexturen fu¨r
verschiedene Objektklassen.
Abbildung 5.2: Erzeugung linienhafter GIS-Objekte. Umsetzung der ATKIS-Vektorbe-
schreibung fu¨r die Objektarten Straße, Wege, Schiene und Fluß.
gen. Die Vorgaben fu¨r den Syntheseprozeß bestehen aus den vektoriellen Fla¨chenberan-
dungen der zu erzeugenden Objekte und der auf der Arbeitsfla¨che bereits synthetisierten
Textur. Im ersten Schritt besteht letztere nur aus den bereits gezeichneten, linienhaften
Strukturen. Es wird eine Objektart ausgewa¨hlt und deren Polygonbeschreibung in eine
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Arbeitsmaske u¨berfu¨hrt, siehe Abbildung 5.3 links. Im Gegensatz zu der in Abschnitt
3.1 beschriebenen Arbeitsmaske, die das zu bearbeitende Gebiet und die Texturreferenz
maskiert, mu¨ssen hier drei Fa¨lle unterschieden werden: Arbeitsgebiet, definierte und un-
bekannte Fla¨che. Das Verfahren synthetisiert in den Arbeitsgebieten und paßt dafu¨r die
variable Nachbarschaftsmaske, siehe Abschnitt 3.2.6, nur an neu synthetisierte und de-
finierte, aber nicht an unbekannte Fla¨chen an, um Kausalita¨t des Syntheseprozesses zu
gewa¨hrleisten.
Abbildung 5.3: Synthese fla¨chenhafter Objektarten (1). Links Arbeitsmaske Objektart
”
Wald“: Arbeitsgebiet (schwarz), definierte Umgebung (weiß), unbe-
kannte Umgebung (grau). Rechts Syntheseresultat
”
Wald“ aufbauend
auf den linienhaften Strukturen aus Abbildung 5.2 und der Wald-
Referenztextur aus Abbildung 5.1 rechts.
Ein Problem stellt die Auswahlreihenfolge der verschiedenen, fla¨chenhaften Objektar-
ten dar. Im ersten Schritt werden ausschließlich linienhafte Objekte erzeugt, die als
Startpunkt fu¨r die Textursynthese dienen ko¨nnen. Die Linienstrukturen haben aber ei-
ne geringe Ausdehnung und sind untexturiert, so daß sich entlang eines Linienverlaufs
immer identische Randbedingungen einstellen, was letztlich zu geringen Variationen im
Syntheseprodukt fu¨hrt. Daher muß fu¨r die Synthese von Luftbildern die im Abschnitt
3.7 beschriebene Varianzoptimierung eingesetzt werden, um die Uniformita¨t der Start-
bedingungen auszugleichen. Die visuelle Synthesequalita¨t von strukturierten Texturen
wird durch Varianzoptimierung eher beeintra¨chtigt, als die von stochastischen Textu-
ren. Daher werden zuerst Objektarten wie Wald, Gru¨nland oder Acker synthetisiert und
anschließend - mit besseren Randbedingungen und schwa¨cherer Varianzoptimierung -
sta¨rker strukturierte Texturen, wie sie z.B. die Objektarten Siedlungs- oder Industrie-
gebiet aufweisen. Optimal wa¨re eine quasi gleichzeitige Erzeugung der verschiedenen,
fla¨chenhaften Objekte, was Gegenstand weiterer Untersuchungen sein kann.
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Die rechte Seite von Abbildung 5.3 zeigt das Syntheseergebnis der Objektart
”
Wald“
(4107). Bei dieser speziellen Texturklasse muß beru¨cksichtigt werden, daß aus der Luft
mit hoher Wahrscheinlichkeit nur breite Straßen innerhalb der Waldgebiete zu erkennen
sind. Daher wurde die Objektart
”
Wege“ fu¨r die Festlegung der Randbedingungen von







(2101) der Objekterzeugung. In den Arbeitsmasken werden
die in vorangegangenen Schritten bearbeiteten Fla¨chen als
”
definiert“ gekennzeichnet.





Ortslage“, rechts Syntheseresultate mit Re-
ferenztextur aus Abbildung 5.1 rechts.
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Industrie“ (2112) ist das
synthetische Luftbild der Beispielszene fertiggestellt. Abbildung 5.5 zeigt oben links
das Resultat und unten vier Ausschnittsvergro¨ßerungen. Die Auflo¨sung des ku¨nstlichen
Luftbildes ist prinzipiell nur durch die Referenztextur begrenzt. Das Beispiel wurde
mit einer Bodenauflo¨sung von 1 Meter/Pixel berechnet, wodurch Ha¨user bereits sehr
detailliert reproduziert werden. Dabei kann es sich als problematisch erweisen, daß ein
zu hoher Detaillierungsgrad den Eindruck erweckt, eine reale Darstellung zu nutzen.
Abbildung 5.5: Synthetisches Luftbild (links oben) mit vier Ausschnittsvergro¨ßerungen
(untere Reihe) und Orthophoto (rechts oben).
Im direkten Vergleich werden die Unterschiede zwischen echtem und synthetischem Luft-
bild schnell deutlich, siehe Abbildung 5.5 oben. Die U¨berga¨nge zwischen aneinander-
grenzenden, unterschiedlichen Objektarten sind im synthetischen Ergebnis zu hart, es
finden sich zahlreiche Syntheseartefakte, z.B. Fehler in der Globalstruktur, Aliasing an
linienhaften Randbegrenzungen aufgrund des Synthese-Blocktransfers und Repetierung
von bestimmten Texturelementen. Außerdem wird durch die eingeschra¨nkte Zahl von
Objektarten die natu¨rliche Vielfalt und Komplexita¨t des Luftbild-Orthophotos nicht er-
reicht. Dennoch stellt das Syntheseprodukt eine Approximation der realen Szene dar
und ist eine geeignete Grundlage fu¨r die eingangs beschriebenen Anwendungen.
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Abbildung 5.6: Synthetisches Luftbild mit Variation des Referenzkatalogs.
Abbildung 5.6 zeigt ein Syntheseergebnis, das ausgehend von den gleichen Geoinfor-
mationsdaten mit einer Variation des Referenztexturkatalogs erzeugt wurde. Aus dem
Vergleich der beiden synthetischen Luftbilder la¨ßt sich ableiten, daß der visuelle Ge-
samteindruck nicht nur durch die Synthesequalita¨t, sondern auch durch Eigenschaften
des Luftbildes und die Auswahl der Referenztextur bestimmt wird. Das Luftbild bzw.
Orthophoto als Quelle der Referenztextur kann Farbabweichungen, Unscha¨rfen, partielle
Abschattungen, etc. aufweisen, die im synthetischen Luftbild entsprechend wiedergege-
ben werden. Dies muß bei der Erstellung von Referenztexturkatalogen beru¨cksichtigt
werden, die gleichzeitig auf ihre Eignung fu¨r die U¨berlagerung mit symbolischer In-
formation, siehe Abschnitt 5.1.4, zu pru¨fen sind. Mit der Auswahl der Referenztextur
werden auch strukturelle Aspekte der Reproduktion beeinflußt. Die Beispielszene be-
schreibt einen eher la¨ndlichen Raum, der fu¨r die Objektart
”
Ortslage“ einzelne Ha¨user
mit gro¨ßeren Grundstu¨cken verlangt. Diese Bedingung wird durch Verwendung entspre-
chender Referenztextur erfu¨llt, siehe Abbildung 5.5 oben links. Wird nun eine Refe-
renztextur fu¨r die Ortslage gewa¨hlt, die Vorstadtbereiche mit Mehrfamilienha¨usern und
kleineren Grundstu¨cken wiedergibt, erscheint das Syntheseresultat kompakter, siehe Ab-
bildung 5.6. Ebenso spiegeln sich regionale Unterschiede in der Landschaftsentwicklung
in den strukturellen Merkmalen wieder. In der Referenztextur der Objektart
”
Ackerland“
des alternativen Texturkatalogs treten ha¨ufig solita¨re Ba¨ume auf, die entsprechend oft
im Syntheseergebnis reproduziert werden. In der Realita¨t der Beispielszene existieren
derartige Strukturen nicht, siehe Abbildung 5.5 oben rechts. Ein optimaler Referenz-
texturkatalog sollte regional diversifiziert sein und somit unterschiedliche Auspra¨gungen
der verschiedenen Objektarten des Geoinformationssystems bereitstellen.
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5.1.4 Kartographische Generalisierung
Wie bereits beschrieben, wird fu¨r die Erzeugung der synthetischen Luftbilder auf das
Geoinformationssystem ATKIS zugegriffen. Die im ATKIS verwalteten vektoriellen oder
polygonalen Objektbeschreibungen basieren auf Vermessungsdaten und geben im Rah-
men der erreichbaren Genauigkeit die realen Begrenzungen von fla¨chenhaften bzw. den
Verlauf von linienhaften Objekten wieder. Da bei einer verkleinerten Darstellung der
Geoinformationsdaten fu¨r die Anwendung relevante Informationen verloren gehen ko¨n-
nen, mu¨ssen diese in ein vereinfachtes, zweckbezogenes Kartenmodell u¨berfu¨hrt werden.
Vereinfachung bedeutet kartographische Generalisierung, also die Auswahl des Wichtig-
sten, Wesentlichen und dessen zielgerichtete Verallgemeinerung. Nach [47] wird sie in rein
geometrische (Vereinfachung, Vergro¨ßerung, Verdra¨ngung) und geometrisch-begriﬄiche
Generalisierung (Zusammenfassen, Selektieren, Klassifizieren, Bewerten) unterteilt. Fu¨r
die geometrische Generalisierung der Geoinformationsdaten existieren Verfahren [91],
die speziell an die Anforderungen des mobilen Einsatzes adaptiert sind [11] [48].
Abbildung 5.7 zeigt zwei Karten der Beispielszene - eine symbolische und eine, die mit
Textursynthese auf Basis der generalisierten Objektbeschreibung erstellt wurde. Der
synthetisierten Karte wurden ausgewa¨hlte, symbolische Informationen u¨berlagert, wie
sie z.B. fu¨r eine Navigationsanwendung beno¨tigt werden.
Abbildung 5.7: Symbolische und synthetische Karte.
Das Vergro¨ßerungsprinzip der Generalisierung kann in Form einer Auflo¨sungsvariation
der Referenztextur umgesetzt werden. Damit entfernt man sich von dem realistischen
Charakter des Luftbildes und bewegt sich in Richtung der symbolischen Darstellung. In
Abbildung 5.8 sind synthetische Karten mit einer um Faktor zwei bzw. vier erho¨hten Tex-
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turauflo¨sung dargestellt. Verglichen mit der maßstabsrichtigen Darstellung werden struk-
turelle Fehler des Syntheseresultats durch die Auflo¨sungssteigerung sta¨rker betont. Wie
bereits oben erwa¨hnt, wird durch die hohe Detaillierung eine Korrespondenz von Elemen-
ten des Syntheseresultats (z.B. Geba¨uden) zur tatsa¨chlichen Anordnung dieser Elemente
suggeriert, die in der Realita¨t nicht vorhanden ist. Abbildung 5.8 veranschaulicht dieses
Problem insbesondere durch die Objektart
”
Ortslage“. Aufgrund dieser Nachteile wird
deutlich, daß eine Generalisierung durch nicht maßstabsgerechte Textursynthese keinen
erho¨hten Nutzen fu¨r die Interpretation der Darstellung bewirkt.
Abbildung 5.8: Synthetische Karte mit erho¨hter Referenztexturauflo¨sung. Links zweifa-
che, rechts vierfache Auflo¨sung.
Anhand der Beispiele wird demonstriert, daß die Textursynthese fu¨r Karten auf Ba-
sis eines generalisierten Geoinformationssystems es ermo¨glicht, gewisse Teile der Sym-
bolik durch selbsterkla¨rende, natu¨rliche Texturen zu ersetzen. Dieses Verfahren kann
als eine unterstu¨tzende, neue Visualisierungsform angesehen werden, die es erlaubt, die
Erla¨uterung des Kartenmaterials in Form von Legenden auf wenige, anwendungsspezi-
fische Elemente zu reduzieren und damit einen schnelleren Zugang zur Information zu
erhalten. Der methodische Aufbau in Form einer schrittweisen Synthese der einzelnen
Objektarten, wie fu¨r die vorgestellten Ergebnisse umgesetzt, bildet die Basis fu¨r die wei-
tere Verfahrensentwicklung. Durch Nutzung von zusa¨tzlichen GIS-Objektarten, wie z.B.
die Begrenzung von Flurstu¨cken, werden die Randbedingungen fu¨r den Synthesepro-
zeß genauer definiert, wodurch eine ho¨here Qualita¨t insbesondere fu¨r stark strukturierte
Texturen erzielt werden kann.
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5.2 Segmentierung von Fernerkundungsdaten
5.2.1 Allgemeine Definition
Die Bildsegmentierung soll eine sinnvolle Zuordnung von Bildpunkten zu Objekten
durchfu¨hren (Klassifikation von Bildpunkten) oder verschiedene Bildpunkte zu sinn-
vollen Objekten zusammenfassen (Partitionierung des Bildes). Der Begriff
”
sinnvoll“
bezieht sich dabei auf das intuitive, menschliche Versta¨ndnis fu¨r die gestellte Aufgabe,
welches durch Erfahrung und Wissen gepra¨gt wird.
In der digitalen Bildverarbeitung wird in u¨berwachte und nicht-u¨berwachte Segmentie-
rungsverfahren unterschieden. Die u¨berwachten Verfahren erhalten als Form von Wis-
sen Beispiel- bzw. Anlernbilder, mit denen festgelegt wird, wie die zu unterscheidenden
Klassen aussehen. Das Verfahren erzeugt auf Basis der Referenzbilder eine Segmentie-
rung eines Eingangsbildes, die als Labelbild ausgegeben wird. Das Labelbild kodiert fu¨r
jeden Bildpunkt die Klassenzugeho¨rigkeit. Nicht-u¨berwachte Segmentierungsverfahren
verzichten auf die Referenzbilder und fu¨hren eine Klassifikation bzw. Partitionierung
u¨ber Berechnung von statistischen Bildmerkmalen durch [56] [66] [93].
Bildsegmentierungen ko¨nnen regionen- oder kantenbasiert durchgefu¨hrt werden. Regio-
nenbasierte Ansa¨tze verwenden meist lokale Umgebungen (Markov-Eigenschaft) fu¨r die
Klassifikation von Bildpunkten. Die Klassenzuordnung fu¨r Bildpunkte im Grenzbereich
zweier benachbarter, unterschiedlicher Regionen ist grundsa¨tzlich ungenau, da die loka-
le Umgebung dort Bildpunkte beider Klassen gleichzeitig beinhaltet (Koronaeffekt). In
diesen U¨bergangszonen kann ein kantenbasiertes Verfahren bessere Ergebnisse liefern.
Dazu werden beispielsweise Konturpunkte u¨ber Gradientenoperationen bestimmt und
die relevanten Punkte fu¨r den Kantenverlauf miteinander verbunden [63].
5.2.2 Anwendungsgebiete
Segmentierungsverfahren spielen in der digitalen Bildverarbeitung eine wichtige Rolle
und sind in fast jeder Anwendung zu finden. Bildgebende Verfahren der Medizin wie
Ultraschall oder Ro¨ntgen liefern Daten, die fu¨r die Diagnostik und Planung von Maß-
nahmen analysiert und somit segmentiert werden mu¨ssen [65] [90]. In der industriellen
Produktion wird Qualita¨tskontrolle mit Hilfe von Bildverarbeitung durchgefu¨hrt. Die
Segmentierung ist dabei Grundlage fu¨r die Bestimmung von Lage, Form und Gro¨ße von
Objekten, um Abweichungen zu Sollvorgaben automatisch erkennen zu ko¨nnen [21] [1].
Eine sehr anspruchsvolle Anwendung ist die Analyse von Fernerkundungsdaten, z.B. fu¨r
Umweltu¨berwachungsaufgaben [75] [89] und Aktualisierung von Geoinformationssyste-
men [76] [16]. Wegen der großen anfallenden Bilddatenmengen und der hohen Komple-
xita¨t des Datenmaterials werden robuste und produktive Techniken fu¨r die Analyse und
Objektextraktion beno¨tigt. Neuere Entwicklungen fu¨r diese Aufgaben sind wissensba-
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sierte Bildinterpretationssysteme, die den Analyseablauf steuern und kontrollieren [78]
[17]. Diese Systeme verfu¨gen u¨ber ein variables Szenenmodell, das in einem hierarchi-
schen Aufbau von Knoten, die Objekte repra¨sentieren, und Kanten, die Objektrelationen
wiederspiegeln, das a priori Wissen u¨ber die unterschiedlichen, erwarteten Szenenbe-
standteile modelliert. Das Szenenmodell wird im Laufe der Analyse in ein Instanzennetz
u¨berfu¨hrt. Dafu¨r verfu¨gen die Knoten u¨ber Anbindungen an Bildsegmentierungsverfah-
ren zur Klassifikation der Eingangsdaten (Top-Down) und Operatoren fu¨r die Bewertung
und Gruppierung der Segmentierungsergebnisse (Bottom-Up) [18] [15].
Das Ergebnis und die Effizienz einer wissensbasierten Bildinterpretation wird also we-
sentlich von der Qualita¨t der Segmentierungsergebnisse bestimmt. U¨bersegmentierung
fu¨hrt zu einem erheblichen Aufwand bei der Bewertung; Fehlklassifikation la¨ßt sich nur
durch gleichzeitige Bewertung der Ausgaben unterschiedlicher Segmentierungsverfahren
erkennen. Daher ist es wichtig, fu¨r die auftretenden Objekttypen verschiedene, robuste
Segmentierungsverfahren in das Interpretationssystem zu integrieren. Bei der Analyse
von Fernerkundungsdaten wird die regionenbasierte Textursegmentierung zur Untertei-
lung und Klassifikation von fla¨chenhaften Objekten eingesetzt.
5.2.3 U¨bertragung der Textursynthese auf die Textursegmentierung
Die meisten der in Kapitel 1 beschriebenen Textursyntheseverfahren lassen sich in modi-
fizierter Form auch fu¨r eine regionenbasierte Textursegmentierung anwenden. Sie verwen-
den Texturmodelle, die fu¨r die Unterscheidung von verschiedenen Texturklassen ebenso
geeignet sind wie fu¨r die Texturreproduktion. Dies gilt insbesondere fu¨r die Ansa¨tze
mit explizitem Markov-Zufallsfeld-Texturmodell, wie z.B. [41] [37] [107], die seit vielen
Jahren fu¨r beide Anwendungsfelder eingesetzt werden. Das im Rahmen dieser Arbeit ent-
wickelte Syntheseverfahren arbeitet mit einem impliziten Markov-Zufallsfeld-Texturmo-
dell und kann so adaptiert werden, daß es eine u¨berwachte, regionenbasierte Texturseg-
mentierung fu¨r eine Auflo¨sungsstufe der Bildpyramide ausfu¨hrt. Eine multiskalige Er-
weiterung, die Segmentierungsergebnisse unterschiedlicher Auflo¨sungsstufen fusioniert,





Um die Segmentierung im Eingangsbild einer beliebigen Stufe der Auflo¨sungspyramide
durchzufu¨hren, wird die Nachbarschaftsumgebung ~N(P seg) des jeweils zu klassifizieren-
den Pixels P seg mit allen Umgebungen ~N(P refj ) der bereits klassifizierten Anlerntex-
tur verglichen. Die Anlerntextur entspricht dabei der Referenztextur des urspru¨nglichen
Syntheseverfahrens, die Klassenzuordnung der Anlerntextur wird in Form eines Refe-
renzlabelbildes K(P refj ) verwaltet. Als A¨hnlichkeitsmaße werden wie bisher der L1- oder
L2-Abstand der Nachbarschaftsvektoren verwendet. Zusammen mit der L1-Norm ko¨nnen
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auch alle in Abschnitt 3.6 beschriebenen Beschleunigungsverfahren eingesetzt werden.
Nach Bestimmung des a¨hnlichsten Nachbarschaftsvektors ~N(P refmin) zum gegebenen Such-
vektor ~N(P seg) wird der Position von P seg im Ausgabe-Labelbild die Klasse K(P refmin)
zugewiesen, siehe Abbildung 5.9.
Abbildung 5.9: Prinzip der Segmentierung. Jede Nachbarschaftsumgebung des zu klas-
sifizierenden Bildes (rechts) wird mit allen Nachbarschaftsumgebungen
der Referenztextur verglichen (links drei Bespiele mit Klassenzuordnung
K = 0, 1, 2). U¨ber die Klassenzuordnung der a¨hnlichsten Referenzumge-
bung wird die Klassenzugeho¨rigkeit des aktuellen Pixels festgelegt.
Wie in Abschnitt 3.2.3 beschrieben, werden nur die einbeschriebenen, vollsta¨ndig defi-
nierten, symmetrischen Nachbarschaftsumgebungen der Referenztextur genutzt, so daß
auf die variable Maske aus Abschnitt 3.2.6 verzichtet werden kann. Die Operation erfolgt
im Bild spalten- und zeilenweise, wobei prinzipiell jede beliebige Reihenfolge zula¨ssig ist.
Durch den impliziten Markov-Zufallsfeld Ansatz entfa¨llt - wie schon zuvor bei der Tex-
tursynthese - die Notwendigkeit, ein explizites Texturmodell durch eine Analyse der
Referenztextur zu erstellen.
Um die Qualita¨t des Segmentierungsverfahren bewerten zu ko¨nnen, wird zuna¨chst auf
Eingangsdaten zuru¨ckgegriffen, die aus natu¨rlichen Texturen manuell zusammengestellt
wurden, und fu¨r die somit ein ideales Segmentierungsergebnis bekannt ist. Abbildung
5.10 zeigt Anlern- und zugeho¨riges Labelbild sowie die Eingangsdaten und die bekannte,
ideale Segmentierung. Die Regionen fu¨r das Anlernbild wurden direkt aus dem Ein-
gangsbild entnommen. Durch Vergleich der idealen Segmentierung mit dem jeweiligen
Segmentierungsergebnis la¨ßt sich die Anzahl der unterschiedlichen Bildpunkte ermitteln
und damit ein relatives Gu¨temaß berechnen.
Zusa¨tzlich wird ein Vergleich mit den Ergebnissen eines Verfahrens von Gimel‘farb und
Zalesny [108] durchgefu¨hrt, das ein explizites, parametrisches Markov-Zufallsfeld Textur-
modell nutzt und bisher als Top-Down-Operator fu¨r Textursegmentierung im Rahmen
des wissensbasierten Bildinterpretationssystems
”
geoAIDA“ eingesetzt wird. Das Ver-
gleichsverfahren wird zur Unterscheidung im folgenden Text mit
”
eMRF“ bezeichnet.
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Abbildung 5.10: Testdaten fu¨r die Textursegmentierung. Von links nach rechts: Anlern-
bild, zugeho¨riges Labelbild (Nummerierung nur in dieser Darstellung
fu¨r die Ergebnisdiskussion), Texturcollage als Eingangsdaten und idea-
le Segmentierung.
Abbildung 5.11 zeigt die Segmentierungsergebnisse beider Verfahren bei einer Nachbar-
schaftsumgebung von 9× 9 Bildpunkten und maximal 16 Cliquen (siehe Abschnitt 2.4)
fu¨r die Berechnung des expliziten Texturmodells. Die eMRF-Segmentierung liefert sehr
unterschiedliche Ergebnisse fu¨r die einzelnen Texturtypen, wobei die Klassifikationsquo-
te insgesamt nur 51.5% erreicht. Die Knotentextur (3) wird sehr gut von den anderen
differenziert, was auf die ausgepra¨gten, strukturellen Merkmale und die starke Inhomo-
Abbildung 5.11: Segmentierung einer Auflo¨sungsstufe. Links: entwickeltes iMRF Verfah-
ren, rechts: eMRF Vergleichsalgorithmus.
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genita¨t des Grauwerthistogramms zuru¨ckzufu¨hren ist. Die Trennung der beiden homo-
generen Texturen (2)(4) gelingt dem zugrundeliegenden Texturmodell jedoch nicht. Das
neu entwickelte iMRF-Verfahren erreicht eine Klassifikationsquote von 72.1%. Aufgrund
des direkten Nachbarschaftsvergleichs werden die Bereiche, aus denen die Anlerntexturen
entnommen wurden, richtig klassifiziert (homogene Quadrate im Segmentierungsergeb-
nis). Werden diese selbstsegmentierten Anlernbereiche nicht beru¨cksichtigt, betra¨gt die
bereinigte Klassifikationsquote 68.9%. Das iMRF-Ergebnis weist interessanterweise keine
großfla¨chigen Fehlklassifikationen auf. Die Fehler besitzen eher eine Rauschcharakteristik
und resultieren aus einem zu klein gewa¨hlten Nachbarschaftsfenster, wodurch gro¨ßere,
strukturelle Zusammenha¨nge nicht erkannt werden. Eine Verbesserung des Ergebnisses
kann u¨ber zwei verschiedene Ansa¨tze erzielt werden: durch eine gro¨ßere Nachbarschaft-
sumgebung mit multiskaliger Segmentierung, wie im folgenden Abschnitt beschrieben,
oder mittels Rauschreduktion in einer Nachverarbeitung. Die Fehlklassifikationen ko¨nnen
als lokale, hochfrequente Sto¨rungen mit geringer ra¨umlicher Ausdehnung betrachtet wer-
den. Unterschreitet die Gro¨ße dieser Sto¨rungen einen vorgegebenen Schwellwert, werden
sie der Umgebung zugeordnet. Das Ergebnis einer solchen Operation ist in Abbildung
5.12 dargestellt.
Abbildung 5.12: Rauschreduktion. Nachverarbeitung der Segmentierungsergebnisse aus
Abbildung 5.11.
Die iMRF-Klassifikationsquote wird durch die Nachverarbeitung auf 97.7% erho¨ht. Die
verbleibenden Fehlklassifikationen finden sich in den U¨bergangszonen zwischen den Tex-
turen und resultieren aus dem Korona-Effekt der regionenbasierten Segmentierung. Eine
weitere Verbesserung ist nur u¨ber anwendungsspezifische Modellannahmen fu¨r Kanten-
verla¨ufe erzielbar. So haben z.B. Grenzen zwischen zwei Ackerfla¨chen in einem Luftbild
im allgemeinen einen geraden Verlauf. Unter Ausnutzung dieses Vorwissens kann eine
kantenbasierte Segmentierung eine optimierte Trennung der U¨bergangszonen erzielen.
Das eMRF-Segmentierungsergebnis kann durch eine Rauschreduktion nur unwesentlich
verbessert werden, siehe Abbildung 5.12 rechts. Hier steigt die Klassifikationsquote auf
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maximal 54%, da das Modell einer hochfrequenten Sto¨rung die beobachteten Segmen-
tierungsfehler nicht unterstu¨tzt.
Textursegmentierung mit Auflo¨sungspyramide
Die Anwendung einer Auflo¨sungspyramide zur Vergro¨ßerung des Nachbarschaftsfensters
mit Breite WN auf ein effektives Maß W
eff
N = WN · 2L−1 wurde fu¨r die Textursynthese
in Abschnitt 3.5.1 beschrieben. Dieser multiskalige Ansatz kann auch auf die Texturseg-
mentierung u¨bertragen werden.
Abbildung 5.13: Auflo¨sungspyramide und Reichweite eines 9× 9-Nachbarschaftsfenster.
Abbildung 5.13 zeigt Luftbildauschnitte von einem Siedlungs- und einem Waldgebiet
zusammen mit dem Erfassungsbereich eines 9× 9-Analysefensters. In der ho¨chsten Auf-
lo¨sungsstufe werden keine Merkmale erfaßt, die fu¨r die Textur
”
Siedlung“ spezifisch
sind. Daher wird ein Segmentierungsergebnis dieser Auflo¨sungsstufe stark fehlerbehaftet
sein. Erst in den niedrigen Auflo¨sungen beinhaltet die Umgebung globale, strukturelle
Merkmale der Textur, die fu¨r eine Klassifikation geeignet sind. Umgekehrt lassen sich
homogenere Texturen, wie das Waldgebiet, besser in den mittleren Auflo¨sungsstufen
klassifizieren, weil in niedrigen Stufen nur noch grauwert-homogene Fla¨chen vorhanden
sind.
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Aufgrund der Abha¨ngigkeit der Klassifikationsquote von der Auflo¨sungsstufe ist eine
direkte Kopplung der Stufen, z.B. u¨ber eine erweiterte Nachbarschaftsumgebung, siehe
Textursynthese Abschnitt 3.3.2, nicht sinnvoll. Die Segmentierungen der einzelnen Auf-
lo¨sungsstufen l werden daher separat ausgefu¨hrt, die Teilergebnisse bewertet und unter
Beru¨cksichtigung der auflo¨sungsspezifischen Klassifikationsgu¨te fusioniert. Die Messung
der Klassifikationsgu¨te erfolgt anhand des Anlernbildes, das eine ideale Segmentierung
darstellt. Dazu wird jede Anlerntextur in zwei Ha¨lften unterteilt und eine Testsegmen-
tierung jeweils einer Ha¨lfte mit den Referenzdaten der anderen Ha¨lfte und aller an-
deren Anlerntexturen durchgefu¨hrt. Diese Test- bzw.
”
Selbstsegmentierung“ wird fu¨r
beide Ha¨lften aller Anlerntexturen und alle L Auflo¨sungsstufen wiederholt. Als Ergeb-
nis erha¨lt man fu¨r jede der Texturklassen eine Tabelle, welche die Klassifikationsgu¨te
in Abha¨ngigkeit von l wiedergibt. Fu¨r die Anlerntextur
”
Siedlung“ der Abbildung 5.13
zeigt Tabelle 5.1 das Ergebnis der Testsegmentierung mit iMRF-Verfahren.
Auflo¨sungsstufe l klassifizierte Bildpunkte Quote
richtig falsch
0 163577 92455 0.64
1 40355 22141 0.65
2 9665 5215 0.65
3 3360 729 0.82
4 593 79 0.88
Tabelle 5.1: Ergebnis der Selbstsegmentierung fu¨r die Anlerntextur
”
Siedlung“.
Wie nach Abbildung 5.13 zu erwarten war, ist die Klassifikation der Siedlungstextur
in niedrigeren Auflo¨sungsstufen zuverla¨ssiger. Anhand der Tabellendaten aller Anlern-
texturen lassen sich normierte Gewichtungsfaktoren wkl berechnen, welche die Segmen-
tierungsergebnisse der verschiedenen Auflo¨sungsstufen, entsprechend der Klassifikati-
onsgu¨te, sta¨rker oder schwa¨cher gewichten [22]. Prinzipiell genu¨gt es, ausschließlich die
Segmentierungsergebnisse der texturspezifischen, optimalen Auflo¨sungsstufe zu verwen-
den. Variiert diese optimale Stufe aber stark fu¨r die verschiedenen, zu trennenden Tex-
turklassen, fu¨hrt dies zu unterschiedlichen Quantisierungen der Regionsberandungen.
Um das zu vermeiden, werden alle Teilergebnisse der einzelnen Auflo¨sungsstufen durch
U¨berabtastung und Interpolation auf die Gro¨ße der Auflo¨sungsstufe l = 0 erweitert.
Anschließend wird das multiskalige Segmentierungsergebnis berechnet, indem fu¨r je-
den Bildpunkt die Klassenzuordnung gewa¨hlt wird, die in allen Auflo¨sungsstufen am
ha¨ufigsten auftritt. Fu¨r die Berechnung der Ha¨ufigkeit wird die auflo¨sungsabha¨ngige
Zuverla¨ssigkeit der Klassenzuordnung u¨ber die Gewichtungsfaktoren wkl beru¨cksichtigt.
In Abbildung 5.14 sind die multiskaligen Segmentierungsergebnisse der beiden Verfah-
ren dargestellt. Die Klassifikationsquote des neu entwickelten iMRF-Verfahrens wird von
urspru¨nglich 72.1% auf 80.5% erho¨ht. Sehr viel deutlicher profitiert das Vergleichsverfah-
ren von der Bildpyramide, das eine Verbesserung der Klassifikationsquote von 51.5% auf
86.7% erzielt. Wird zusa¨tzlich die oben beschriebene Rauschreduktion durch Zuordnung
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Abbildung 5.14: Multiskalige Segmentierung. Links: iMRF-Verfahren, rechts: eMRF-
Vergleichsalgorithmus.
der hochfrequenten Signalanteile zum Hintergrund durchgefu¨hrt, erho¨ht sich die Klassi-
fikationsquote auf 95.8% fu¨r iMRF bzw. 87.7% fu¨r eMRF. Der kleinere Wert von 95.8%
verglichen mit 97.7% bei Segmentierung einer Auflo¨sungsstufe und Rauschreduktion er-
kla¨rt sich durch den ungenaueren Kantenverlauf in den niedrigeren Auflo¨sungsstufen der
Bildpyramide.
Das explizite Modell des eMRF-Vergleichsverfahrens beru¨cksichtigt nur die Statistik 1.
und 2. Ordnung, siehe Abschnitt 2.4. Das entwickelte iMRF-Verfahren mit dem im-
pliziten Markov-Zufallsfeld Texturmodell erfaßt durch den direkten Nachbarschaftsver-
gleich auch ho¨here statistische Momente. Abbildung 5.15 demonstriert dies anhand einer
Abbildung 5.15: Statistik 3. Ordnung. Anlernbild (aus [103]) und Klassenzuordnung,
Eingangsdaten, iMRF-Segmentierung.
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Textur mit unterschiedlich orientierten Winkelelementen. eMRF modelliert nur Punkt-
zu-Punkt-Abha¨ngigkeiten und kann daher den Zusammenhang, der aus der Verbindung
zweier Diagonallinien resultiert, nicht wiedergeben. Dementsprechend werden die in dem
Eingangsbild unterschiedlich angeordneten Winkelelemente nicht segmentiert und al-
le Punkte des Bildes derselben Klasse zugeordnet. Dem implizit vollsta¨ndigen iMRF-
Modell gelingt die Klassifikation. Somit ko¨nnen auch Eingangsdaten verarbeitet werden,
die der menschliche Sehapparat aufgrund seiner Unempfindlichkeit fu¨r ho¨here statisti-
sche Momente nur schwerlich oder gar nicht segmentieren kann.
5.2.4 Anwendung auf Fernerkundungsdaten
Fu¨r den Test und Vergleich von Segmentierungsverfahren werden in der Literatur mei-
stens manuell erzeugte Eingangsdaten mit bekannter Referenzsegmentierung verwendet,
so auch im vorangegangenen Abschnitt. Auf diese Weise la¨ßt sich die Effizienz der Klas-
sentrennung objektiv bewerten. Im praktischen Einsatz sind die Anforderungen an ein
Segmentierungsverfahren ungleich ho¨her. Im Gegensatz zu den synthetischen Texturcol-
lagen lassen sich hier im allgemeinen keine repra¨sentativen Anlerntexturen zusammen-
stellen. Dies gilt vor allem fu¨r die Segmentierung von Fernerkundungsdaten, die eine
Vielzahl von Objekten wiedergeben und deren Komplexita¨t somit deutlicher ho¨her ist.









strie“, die dem Orthophoto in Abbildung 5.18 links oben entnommen wurden.
Abbildung 5.16: Anlerntexturen Ackerland, Wald, Siedlung, Industrie.
Diese Anlerntexturen werden zur multiskaligen Segmentierung der vollsta¨ndigen Luft-
bildszene herangezogen und mit der manuell erstellten Referenzsegmentierung aus Ab-
bildung 5.18 oben rechts verglichen. Wie oben beschrieben, wird zuerst eine Selbst-
segmentierung der Anlerntexturen durchgefu¨hrt, um fu¨r jede Texturklasse normierte
Gewichtungsfaktoren wkl zur Beru¨cksichtigung auflo¨sungsabha¨ngiger, unterschiedlicher
Klassifikationsgu¨ten zu berechnen, siehe Abbildung 5.17. Die Klassifikationsquoten der
multiskaligen Segmentierung sind fu¨r beide Verfahren in Tabelle 5.2 dargestellt. Insge-
samt ist das Segmentierungsergebnis mit iMRF um circa 5% besser als das von eMRF.
Die Ursache fu¨r den vergleichsweise geringen Vorteil von iMRF liegt in der Fehlklassi-
fikation von Wald- und Ackerland-Texturen. So wurden die großfla¨chigen Felder, die in






0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
Siedlung Ackerland IndustrieWald
Abbildung 5.17: Normierte Gewichtungsfaktoren wkl fu¨r die Texturklassen aus Abbil-
dung 5.16 und fu¨nf Auflo¨sungsstufen l.
Abbildung 5.18 mit einem
”
F“ versehen sind, fa¨lschlicherweise als Wald- bzw. Industrie-
gebiet klassifiziert. Diese Einteilung resultiert aus nicht repra¨sentativen Anlerntexturen.
So entspricht die Grauwertverteilung des hellen, unteren Felds eher der eines Industrie-
gebietes. Wa¨hrend die Anlerntextur fu¨r
”
Ackerland“ parallele Strukturen aufweist, ist
das obere fehlklassifizierte Feld hingegen homogen und der Anlerntextur
”
Wald“ viel





dustrie“ mit dem neu entwickelten iMRF-Verfahren deutlich zuverla¨ssiger als mit dem
eMRF-Vergleichsverfahren.
Siedlung Wald Ackerland Industrie gesamt
iMRF 89.0 45.5 53.8 63.6 70.5
eMRF 57.2 73.9 62.3 21.0 65.6
Tabelle 5.2: Klassifikationsquoten bei Segmentierung von Fernerkundungsdaten.
Zusammenfassend la¨ßt sich sagen, daß das entwickelte multiskalige Segmentierungsver-
fahren mit implizitem Texturmodell u¨ber Markov-Zufallsfelder bei beschra¨nktem Um-
fang der zu unterscheidenden Texturklassen und repra¨sentativer Auswahl von Anlern-
texturen hohe Klassifikationsquoten von u¨ber 90% erzielen kann. Dabei erreicht es auch
ohne multiskalige Analyse eine um ca. 10% ho¨here Klassifikationsquote als die bisher
verwendete Textursegmentierung mit explizitem Modell. Komplexere Aufgaben wie die
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Abbildung 5.18: Luftbildsegmentierung. Orthophoto und manuell erstellte Referenzseg-
mentierung, Ergebnisse iMRF und eMRF.
Segmentierung von Luftbildern, bei denen die Auswahl von Anlerntexturen aufgrund der
Vielzahl unterschiedlicher Objektarten pauschaler erfolgen muß, werden von der ent-
wickelten iMRF-Segmentierung zufriedenstellend gelo¨st. Auch dabei wird eine ho¨here
Klassifikationsquote als mit dem Vergleichsverfahren erzielt, wobei insbesondere kom-
plexe Texturen wie Siedlungs- und Industriegebiete deutlich genauer separiert werden.
6 Zusammenfassung und Ausblick
Inhalt der vorliegenden Arbeit ist die Entwicklung eines Verfahrens fu¨r die multiskali-
ge Synthese und Analyse von Bildtexturen mit speziellen Anwendungen im Bereich der
Kartographie und Fernerkundung. Der entwickelte Algorithmus kann ausgehend von ei-
nem Bildauschnitt, der eine beliebige, natu¨rliche Textur darstellt, eine visuell a¨hnliche
Textur jeder vorgebenen Gro¨ße erzeugen. Die Synthese erfolgt dabei u¨ber ein Texturmo-
dell, das implizit durch die Texturprobe gebildet wird, ohne Kenntnis des eigentlichen
Texturentstehungsprozesses. Die angestrebte, praktische Anwendung der Textursynthese
liegt in der Erzeugung ku¨nstlicher Luftbilder fu¨r mobile Navigationsaufgaben. Gleichzei-
tig la¨ßt sich das zugrundeliegende Texturmodell fu¨r die u¨berwachte Segmentierung und
Klassifikation von Bildtexturen in Fernerkundungsdaten einsetzen und stellt damit eine
Basistechnologie fu¨r Umweltu¨berwachungsaufgaben oder eine automatische Aktualisie-
rung von Geoinformationssystemen.
Bei der Verfahrensentwicklung steht die Aufgabe der Textursynthese im Vordergrund.
Der Algorithmus nutzt ein statistisches Markov-Zufallsfeld-Texturmodell, das geeignet
ist, sowohl regelma¨ßige als auch stochastische Texturen sowie jede Mischform aus diesen
zu beschreiben. Der eigentliche Syntheseprozeß besteht aus einer Vielzahl von bildhaften
Vergleichen, bei denen die A¨hnlichkeit der lokalen Umgebung einer Syntheseposition zu
lokalen Umgebungen in der Texturprobe gemessen wird. Aufgrund der Bilda¨hnlichkeit
der Nachbarschaften findet der Algorithmus geeignete Texturinformation, die von der
Texturprobe auf die Syntheseposition u¨bertragen wird. Markov-Zufallsfelder behandeln
eine Textur als lokal und stationa¨r und erfassen prinzipbedingt nur die Textureigenschaf-
ten, die von der betrachteten Nachbarschaftsumgebung umschlossen werden. Die hier
eingesetzte Kombination von Markov-Zufallsfeldern und Auflo¨sungspyramiden erweitert
die effektive Nachbarschaftsgro¨ße und ermo¨glicht so die gleichwertige Verarbeitung aller
auftretenden Strukturgro¨ßen. Als Mischform bisheriger Syntheseverfahren u¨bertra¨gt der
Algorithmus kleine zusammenha¨ngende Blo¨cke von der Texturprobe auf das Synthese-
produkt und erha¨lt damit den lokalen Texturzusammenhang bei gleichzeitiger Steige-
rung der Ausfu¨hrungsgeschwindigkeit. Bedingt durch den Blocktransfer ko¨nnen lokale
Diskontinuita¨ten entstehen, die aber abha¨ngig von der betrachteten Textur und Block-
gro¨ße unter die Wahrnehmungsschwelle fallen. Fu¨r die Synthese sind Randbedingungen
zula¨ssig, d.h. die Texturprobe selbst oder aber auch eine andere vorgegebene Textur kann
Teil des synthetisierten Produktes sein. Durch torodiale Anschlußbedingungen der Syn-
thesefla¨che werden kachelbare Ergebnisse erzeugt, die mit stetigen U¨berga¨ngen an sich
selbst angeschlossen werden ko¨nnen. Fehlentwicklungen des Aufbaus der erzeugten Tex-
tur werden durch Auswertung der Nutzungsstatistik der Texturprobe bereits wa¨hrend
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der Laufzeit erkannt und kompensiert. Der zeitkritische Kern des Verfahrens ist der
Bildvergleich der Nachbarschaftsumgebungen, welcher Ansatzpunkt fu¨r ein mehrschich-
tiges Beschleunigungskonzept ist. Jede Nachbarschaftsumgebung wird zuna¨chst in einen
hochdimensionalen Vektor u¨berfu¨hrt. Ein Bildvergleich entspricht dann einer Abstands-
messung zwischen Vektoren, die durch Parallelverarbeitung mit speziellen Hardwarebe-
fehlen effizient ausgefu¨hrt wird. Die Vielzahl der Bildvergleiche fu¨hrt auf eine Suche des
na¨chsten Nachbarn im Nachbarschaftsvektorraum. Dieser Suchprozeß wird durch gleich-
zeitige Nutzung mehrerer Prozessoren und Vektorquantisierung beschleunigt. Beinhaltet
die Texturprobe Farbinformation, wird diese getrennt verarbeitet und in einem Nach-
verarbeitungsschritt in das Syntheseprodukt eingebracht. Durch diese Verfahrensweise
sinkt die Komplexita¨t der Berechnungen, was sich wiederum positiv auf die Syntheserate
auswirkt.
Anhand von Beispielen mit natu¨rlichen Farbtexturen wurde die Qualita¨t der Vollsynthe-
se und Synthese mit Randbedingungen demonstriert. Das Verfahren erreicht aufgrund
der Auflo¨sungspyramide und der Auswertung der Nutzungsstatistik zur Laufzeit eine
im Vergleich zu vorherigen Ansa¨tzen ho¨here Synthesequalita¨t und ermo¨glicht durch die
hohen Syntheseraten die Verarbeitung großer Texturen fu¨r spezielle Anwendungen. Als
erste, neue Anwendung wurde die Erzeugung ku¨nstlicher Luftbilder fu¨r die Kartogra-
phie gezeigt. Die synthetischen Luftbilder ersetzen Teile der Kartensymbolik durch dem
Menschen vertrautere, natu¨rliche Texturen. Sie stellen damit eine unterstu¨tzende, neue
Visualisierungsform dar, die es erlaubt, die Erla¨uterung des Kartenmaterials auf wenige,
anwendungsspezifische Elemente zu reduzieren und damit einen schnelleren Zugang zur
Information zu erhalten. Die zweite Anwendung setzt den entwickelten Algorithmus in
leicht modifizierter Form als Operator fu¨r die Textursegmentierung und -klassifikation
von Fernerkundungsdaten im Rahmen eines wissensbasierten Bildinterpretationssystems
ein. Die Leistungsfa¨higkeit der multiskaligen Segmentierung wurde mit ku¨nstlichen Test-
daten und einer realen Luftbildszene verifiziert. Im direkten Vergleich zum bisher verwen-
deten Markov-Zufallsfeld-Segmentierungsverfahren konnte eine deutliche Verbesserung,
insbesondere bei komplexen Strukturen erzielt werden.
Geeignete Ansatzpunkte fu¨r Verbesserungen des Algorithmus wurden im Rahmen der
Parameteroptimierung und des Ergebnis- bzw. Anwendungskapitels diskutiert. Im ein-
zelnen sind dies die Bildvergleichsmetrik, die durch genauere Betrachtung von Kanten-
verla¨ufen z.B. u¨ber Auswertung der Hamming-Distanz [10] in Laplace-Auflo¨sungspyra-
miden verbessert werden kann, komplexere Bewertungskriterien fu¨r die Nutzungsstati-
stik oder die Optimierung der Anschlu¨sse der synthetisierten Texturblo¨cke. Die gleich-
zeitige Verarbeitung von Struktur und Textur kann insbesondere bei der Synthese mit
Randbedingungen Vorteile erzielen [6]. Das vorgestellte Verfahren ist nicht statisch, son-
dern bietet ein flexibeles Geru¨st fu¨r ku¨nftige Entwicklungen und Anwendungen. Denkbar
ist eine radiometrischen Entzerrung von Fernerkundungsdaten durch Textursynthese in
Schattenbereichen oder eine u¨berwachte Hintergrundsegmentierung u¨ber Schwellwertbil-
dung. Eine bereits geplante Erweiterung ist die Texturierung dreidimensional beschrie-
bener Oberfla¨chen [102] [99] [97] [44] fu¨r Virtual Reality Anwendungen.
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