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Introduction
In order to determine whether a finite dimensional parameter in a semiparametric model has been efficiently estimated by a n 1/2 -consistent estimator, where n denotes the sample size, one compares the asymptotic variance of the estimator with a benchmark variance. This benchmark variance, referred to as the efficiency bound, is a lower bound for the asymptotic variance of a large class of n 1/2 -consistent estimators under certain regularity conditions. The aforementioned estimator is therefore said to be asymptotically efficient if its asymptotic variance equals the efficiency bound; otherwise, it is said to be asymptotically inefficient.
Apart from their obvious use in recognizing efficient estimators, another useful feature of calculating the efficiency bounds is that in many cases the calculation process is constructive enough to help construct asymptotically efficient estimators. Semiparametric models may also depend upon infinite dimensional parameters, for example, densities, conditional expectations, or other unknown functional forms, that can only be estimated at rates slower than the n 1/2 -rate.
However, certain features of these unknown functions, for example, their linear functionals, can often be estimated by n 1/2 -consistent estimators. Knowledge of efficiency bounds for estimating linear functionals of unknown functions allow us to measure the relative difficulty in estimating different features of these functions, thus revealing what may be learned from the data about the functions themselves. This is especially useful for the so called "ill-posed" models that have lately attracted much attention in microeconometrics, where the unknown function(s) take on endogenous arguments.
Due to the many and varied uses of efficiency bounds, it is not surprising that there is a vast literature in econometrics and statistics on calculating them. In this survey, we review some of this literature in a unified manner using the approach of Severini and Tripathi (2001) . The review presented here is based on several references. For instance, Wong (1992) gives a detailed account of efficiency bounds in parametric models by connecting the seminal contributions made by Fisher (1925) , LeCam (1953) , Bahadur (1964) , and Hájek (1970) . Semiparametric efficiency bounds were introduced by Stein (1956) , and discussed in papers by, among others, Levit (1974 Levit ( , 1975 , Koshevnik and Levit (1976) , Begun et al. (1983) , Chamberlain (1986 Chamberlain ( , 1987 Chamberlain ( , 1992a , Cosslett (1987) , van der Vaart (1989 van der Vaart ( , 1991 , Newey (1990c) , Ai and Chen (2012) , and the references therein. Book-length treatments of these topics can be found in Ibragimov and Has'minskii (1981) , Pfanzagl and Wefelmeyer (1982) , van der Vaart (1988 van der Vaart ( , 1998 , Groeneboom and Wellner (1992), and Bickel et al. (1993) . Additional references will be given as the survey progresses.
Given our research interests, we confine ourselves to surveying the efficiency bounds literature for microeconometric models. Efficiency bounds can be calculated for time-series models as well, cf., for example, Hansen et al. (1988) , but will not be covered by this survey. For the most part, we will restrict ourselves to the case where observed data is collected by random sampling, although we also look at efficiency bound calculations for some models that are estimated using stratified samples. The latter requires additional care because, depending on the nature of the sampling scheme, the observations may be independently but not identically distributed (i.n.i.d.).
The topics covered and the extent of details provided in this survey are highly idiosyncratic. Although we have tried to be relatively broad in our coverage, we have given the most detailed treatment only for those models we have investigated in our research. Indeed, much of the material in this survey is from our own papers, although we have tried to revise earlier treatment and add extra material in the form of additional explanation or examples whenever we could. For instance, Sections 3, 4, 5, 6, 7, 10 are drawn from Severini and Tripathi (2001) , Section 8.3 from Tripathi (2000) , Sections 14.1 and 14.2 from Tripathi (2011a,b), Section 15.2.1 from Devereux and Tripathi (2009) , and Section 16 from Severini and Tripathi (2012a) . We focus only on efficiency bound calculations. Construction of efficient estimators, the main reason why these bounds are calculated, is not touched upon in this survey although we do try and provide some selective references to this literature whenever possible.
The following notation is used throughout the survey. Additional notation will be introduced when required. By "vector," we mean a column vector. Given a set A, we use A to denote its indicator function. The Lebesgue measure on R is simply Leb := Leb
is the set of real-valued functions of a random variable (or random vector) Z that are square-integrable with respect to P Z , the distribution of Z. When there is no ambiguity regarding the probability distribution, L 2 (Z; P Z ) is written simply as L 2 (Z; P ) or even L 2 (Z). The support of Z is denoted by supp(Z). The operator P A denotes orthogonal projection onto A ⊂ L 2 (Z; P ) using the inner product a,
, where E P indicates that expectation is with respect to the probability measure P . Similarly, P A ⊥ := I − P A denotes orthogonal projection onto A ⊥ , the orthogonal complement of A, where I is the identity operator. The inner product ·, · P induces the P -norm · 2,P := ·, · 
