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Abstract
The long-term negative consequences of inappropriate mental workload on em-
ployee health constitute a serious problem for a digitalized society. Continuous,
objective assessment of mental workload can provide an essential contribution to
the identification of such improper load. Recent improvements in sensor technology
and algorithmic methods for biosignal processing are the basis for the quantitative
determination of mental workload.
Neuronal workload measurement has the advantage that workload registration is
located directly there where human information processing takes place, namely the
brain. Preliminary studies for the development of a method for neuronal workload
registration by use of the electroencephalogram (EEG) have already been carried
out [Rad16, Rad17]. For the field use of these findings, the mental workload assess-
ment on the basis of the EEG must be evaluated and its reliability examined with
respect to several conditions in realistic environments. A further essential require-
ment is that the method can be combined with the innovative technologies of gel
free EEG registration and wireless signal transmission.
Hence, the presented papers include two investigations. Main subject of the first
investigation are experimental studies on the usability of commercially-oriented EEG
systems for mobile field use and system selection for the future work. Main subject
of the second investigation is the evaluation of the continuous method for neuronal
mental workload registration in the field. Thereby, a challenging application was
used, namely the arrival management of aircraft. The simulation of the air traffic
control environment allows the realisation of realistic conditions with different levels
of task load. Furthermore, the work is well contextualized in a domain which is very
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1 Motivation and Goal
The development of advanced information and communication technology as well as
of highly interactive work environments and work assistance systems is unstoppable
and aims at improving work conditions and human well-being. Nevertheless, employ-
ees complain about high mental workload and stress. Problems arise from informa-
tion overload, frequent work interruptions, or from a multitude of irrelevant informa-
tion [KK01, LCS03, NIO02]. Furthermore, repetitive and monotonous tasks as a result
from automation and supervisory control may be accompanied by complacency, fatigue,
reduced vigilance, and increased error rates [PMS93, PMM94, HR84, DGR03, MB08].
In addition to this, overload and underload are a safety risk for further persons [Str01].
Consequently, it is important to develop work environments that fit humans’ cognitive
abilities by optimizing workload conditions. Human-computer interaction is the research
field concerned with such questions. Human-computer interaction was defined by the
Association for Computing Machinery as "a discipline concerned with the design, eval-
uation and implementation of interactive computing systems for human use and with
the study of major phenomena surrounding them" ([HBC+92], p. 5). The main aim of
researchers in this field is the development of novel technologies that facilitate human-
computer interaction. The mental-state information can be used by HCI researchers
to control devices or to give feedback to the user to prevent undesired situations and
enhance wanted effects. To realize the exchange of information between a human and
a computer a brain-computer interface (BCI) is possible. BCIs can be categorized as
active, reactive, or passive [ZK11]. If the brain activity is intentionally generated by the
user, the BCI is called active. A reactive BCI is one where the brain activity is gener-
ated by predetermined external stimuli that causes a particular brain-signal reaction. In
case of a brain activity not intentionally evoked by the user or experimenter, we speak
about a passive BCI. Active and reactive BCIs are typically used to control applications
whereas passive BCIs are often used for mental-state monitoring during arbitrary tasks.
The increasing number of publications related to BCIs indicates an ever-growing inter-
est in HCI systems where encoded brain activity from the user is used as an alternative
channel to send information to a computer. Thereby, the construct of user’s mental state
comprises the level of arousal, fatigue, or mental workload [MTD+08]. In this work, we
focus on the latter. Hence, for identifying workload peaks in the course of work, it is
important to continuously assess the mental state over time.
Evaluation of mental workload by means of questionnaires is a widely used procedure.
The main advantages are that registration effort is minimal and user acceptance is high.
In order to get a quasi-continuous measurement, questionnaires can be assessed several
times. However, a timely increased request decreases user acceptance and is not always
possible. Problematic is also that the measurement can cause a change of mental work-
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load, e.g. during a monotonous task where the person gets activated by answering the
questionnaire.
Analysis of physiological signals offers the possibility of continuous mental-state mon-
itoring. Frequently used bio-physiological workload indicators base on the activity of
the brain, the cardiovascular system, the visual system, or the electro-dermal activity.
Their main disadvantage is the acceptance of the technology employed for signal reg-
istration. These technologies can cause qualitative and quantitative impairments and
reduce subject’s compliance. Advancements regarding wireless transmission technology,
however, have broadened the application of bio-signal registration. Mobile registration
allows the investigation of new research questions as well as the development of a num-
ber of new mobile applications in areas like gaming, fitness, and sports. In this context
the acceptance of the used measurement technology plays in important role and has
to be known prior to its application during human-computer interaction. Today, users
can identify and quantify their mental state directly there where human information
processing takes place. Registration of the electroencephalogram (EEG) offers such a
possibility. However, registration of the EEG was often coupled with issues that com-
plicate its field use during human-computer interaction. These issues result first of all
from signal’s susceptibility to artifacts. For ensuring minimal artifacts, registration of
the EEG traditionally is conducted in shielded labs using gel-based electrodes and wired
connections between electrodes and amplifier. Currently, wireless and gel-free devices
for mobile EEG registration appeared on the market. Consequently, the question arises
if the emerging devices are able to cope with the requirements of mobile technology.
First and foremost, these requirements include the assurance of an appropriate signal
quality of the registered EEG. As different applications have different quality needs, the
development of a methodology for signal-quality comparison is particularly important.
Such a methodology does not exist, although new devices continually appear on the
market and must be benchmarked accordingly. Additionally, further important aspects
regarding mobile use of EEG devices are user’s requirements regarding wearing com-
fort, practicability, and design. Chapter 2 of the present work deals with both issues
mentioned above.
Many years of research regarding analysis of the EEG and results from numerous
studies as well as own preparatory work provided a solid guidance for the development
of a method for continuous mental workload registration. Exemplary articles in that field
are [Kli99, GSL+98, GS00, Pfu97, SM95, MPSG01, Wil01, Wil02, BLL+07, KDB+07,
BHE+12]. It has been shown that variations in the power spectra showed the highest
explanatory power. The reported results indicated that increased task load leads to
an increase of the θ-frequency band power at frontal electrodes and a decrease of the
α-frequency band power at parietal electrodes. This was confirmed by own studies
and constituted the background for the development of a new method [Rad17] which
was developed under laboratory conditions and provided good results. In particular, it
could be proven that continuous registration and quantification of mental workload in
the classes low, moderate, and high was possible during execution of cognitive tasks.
As a next step, the new method had to be evaluated under field conditions. This
general research question is subject of the chapter 3. The method evaluation took place
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under simulated work conditions at the DLR in Braunschweig. The main aim of the
experimental research at the DLR was to demonstrate that mental workload registration
in a sensitive work area can lead to important insights. An optimal workload level implies
beneficial effects for the performance and health of the employees whereas a suboptimal
one has the opposite effects. The selected air traffic controller working place provided
adequate conditions for such kind of research. The simulator environment allowed for
a systematic variation of task load. During arrival management procedures, we were
able to vary the traffic volume in a broader range and to generate exceptional events.
Additionally, we were able to investigate the planning abilities and working memory
capacity of air traffic controllers.
To sum up, the long-term goal is the use of the new method for objective registration
of mental workload during human-computer interaction. For this, two research problems
had to be solved: the selection of a registration system acceptable for mobile field use and
the evaluation and application of the new workload-registration and indexing method
under realistic work conditions outside the lab.
3

2 Evaluation of Commercially-Oriented
EEG Systems for Mobile Field Use
2.1 Related Work and Research Objectives
In the previous years, registration of brain activity by means of the EEG has become
more and more popular not only in science but also in the home and gaming sector.
Mobile EEG amplifiers, wireless signal transmission, and dry-sensor technology provide
the opportunity to transfer BCI applications from the laboratory to daily-life environ-
ments [HYW+17, VKED14]. Moreover, mobile EEG registration enables a number of
new applications related to mental-state monitoring and brain-behavior relationship, e.g.
in sports [WMK19].
Nowadays, progress in sensor technology enables the production of low-cost, light-
weighted, marketable, and – above all – mobile devices. However, various problems still
hamper an extended use of the emerging EEG systems. In the following, two research
questions are addressed: signal quality and wearing comfort. Both problems have not
been satisfactory solved yet and there have only been a few articles dealing with them.
Good signal quality and repeatability of the measurements are main requirements for
the interpretation of the registered brain activity. A common way to achieve this is the
registration of the EEG in a shielded lab, preparation of the subject’s skin before the
electrodes are placed to reduce the impedance, and the use of wired signal transmis-
sion. Unfortunately, these standard procedures limit the usability of an EEG device and
narrow its application outside the lab.
Over the last few years, research engineers and EEG system manufacturers have been
working on overcoming these issues and allowing easy and reliable EEG registration
outside the lab. Emerging sensor technology enables gel-free EEG registration and thus
quick and easy application of EEG devices by the users themselves. The main problem
of such dry electrodes is the assurance of a good signal quality. Using gel electrodes, a
low impedance between electrodes and skin is easily realized because of their permanent
contact to the skin because of the properties of the gel. This becomes particularly difficult
to achieve for dry electrodes that work without the conductive gel. The transition to
wireless transmission of large amounts of data is less problematic. Signal transmission
from several channels and with high resolution are not an issue any more.
Regarding signal quality, there were studies that focused primarily on the evalua-
tion of mobile vs. non-mobile devices, which neglected the emerging dry-electrode
systems [FAD+13, RTV+14]. Other investigations concentrated only on a single dry-
electrode device and considered its general performance [RJA+16, CDT15]. Another
study dealt with one dry-electrode and one gel-based device [DCP+13]. However, the
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majority of the articles described self-developed dry sensors and compared their sig-
nal quality to that of a traditional gel-based system (e.g., [NKC10, GKAE12]). An
interesting study that examined more than two devices included a wireless gel-based
device, wireless saline-based device, wired dry-electrode device, and wired gel-electrode
device [GLL+15].
Nonetheless, even the best signal quality is worthless, if the users are not willing
to wear the devices over a longer period of time because of usability issues. Only a
small number of studies were concerned with devices’ wearing comfort and design re-
quirements (e.g., [IOS+16, NLG+15]). The studies indicated that for assuring user
acceptance, devices should be lightweight, comfortable, not painful to wear, and with an
unobtrusive design. Limitations of these studies were a limited number of participants,
lack of comparisons among different devices, or a too short wearing duration of the
EEG headsets. Most of the studies focused primarily on wearing comfort and neglected
user-experience aspects such as emotional design.
To recap, there is growing interest among users in brain-activity monitoring and in-
creased efforts for developing mobile EEG devices. Signal quality and user acceptance
of new devices are crucial and their evaluation constitutes an important subject of re-
search. Radüntz (2018) [Rad18] contributes to the evaluation of signal quality and
provides a methodical approach for the comparison of different devices. Radüntz et al.
(2019) [RM19? ] deal with user experience and provide a systematic procedure for its
assessment. The obtained results build an important prerequisite for the general appli-
cation of the emerging devices outside the lab, enable functionality assessments of new
devices, and support their further development.
2.2 Experimental Design
The investigation was conducted with seven mobile and mainly gel-free EEG devices in
a non-shielded office setting. The 24 subjects participating completed over the course of
9 consecutive workdays a total of 9 sessions. The first session was aimed at familiarizing
the subjects with the experiment. In the following 7 days, one EEG device per day was
selected in random order and tested independently of the others. The subjects wore the
device for 60 min and performed the same sequence of tasks. They played computer
games, performed one easy and one more demanding cognitive task for 5 min each, and
1-min rest measurements with eyes closed and eyes opened.
2.3 Signal Quality Evaluation
To evaluate the signal quality, it was analyzed in the time and in the frequency domain.
In the time domain the proportion of artifacts and signal-to-noise ratio (SNR) of the
devices were examined [Rad18]. For determining the proportion of artifacts, a visual
examination of the signals and a statistical analysis were performed. The visual exam-
ination is a widely applied and well-accepted method and was conducted by a medical
technical assistant with specialization in EEG analysis. To statistically evaluate the
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proportion of artifacts, we conducted an analysis of variance (ANOVA) with a repeated
measures design. As a second criterion, the SNR was used as a reliable and often used
instrument for quality evaluation of bio-signals. For statistical evaluation of the SNR
values a non-parametric Friedman test of the differences among the six devices was
calculated.
The gel-based g.LADYbird device yielded the best results for both criteria, followed
by the g.SAHARA device that had the best performance among the gel-free devices.
Remarkably, for none of the gel-free devices the signal was greater than the noise, i.e.
the SNR values were less than 0 dB. This could prove to be particularly problematic if
precise measurements are required.
While the evaluation in the time domain aimed at the first instance to identify the very
obvious differences regarding the devices’ artifact susceptibility, the evaluation in the
frequency domain went a step further. After removing all of the artifact-contaminated
segments, a deeper look at the signal was necessary to determine whether it reflected
the actual brain activity. If the devices recorded a brain signal with appropriate quality,
the analysis of the signal’s frequency band power is a common method for hypothesis
evaluation. For the signal quality evaluation in the frequency domain three generally
known facts were examined: the Berger effect, the increase in the frontal θ-frequency
band power, and the decrease in the parietal α-frequency band power as task demands
became greater. Statistical evaluation of these three facts was conducted using Wilcoxon
paired difference tests for each EEG system.
All three phenomena were proven to be true for the gel-based g.LADYbird device. The
g.SAHARA and BR8+ devices were able to capture significant differences regarding the
Berger effect and the decrease in the parietal α-band power during the demanding task.
The Jellyfish device was the only one among the gel-free devices that was able to register
a significant increase in the θ-band power during the demanding task. Only two devices
did not measure any significant changes in signal’s band power: the MindCap and the
Trilobite devices.
2.4 User Experience Evaluation
For user experience evaluation, subjects were asked how long they would be able to
wear the EEG headset at the end of each session. Furthermore, they answered questions
regarding the device’s design and rated its practicability. During the last session, paired
comparisons were conducted between every 21 pairs of two devices presented. Partic-
ipants were asked to select the headset that they were willing to wear over a longer
period of time or even daily. Finally, subjects completed a questionnaire where they had
to rank the devices regarding wearing comfort and visual appearance separately.
To assess the user experience, questionnaires were developed with items regarding
the wearing comfort and the visual appearance. The answers provided insight into the
relation between user experience aspects and device preference [RM19, RR18]. The
wearing comfort given by a device was the main factor for its daily use. The visual
appearance of the device was certainly a further important point. It became influential
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when comfort was assured. Users were not willing to accept less comfort for a more
attractive headset design. Subject’s mood and headset pressure were measured by the
psycho-physiological method of cross-modality matching [? ]. They were related to each
other and changed over the wearing time. This alternation was particularly prominent
for the Trilobite device where the changes in the course of time became significant.
In contrast, the g.LADYbird device seemed to be the most comfortable. Results also
indicated that head pressure was a mediator between device properties and subject’s
mood, with device’s weight as significant predictor.
2.5 Discussion
The evaluation of EEG systems for mobile field use was done under two aspects. First,
the signal quality has to meet the requirements of the particular application. Such
applications allow for human-computer interaction and are established not only in the
research sector but also in BCI, the home and gaming sector, and sports. Second, the
wearing comfort and the visual appearance have to meet the needs of the user. The
conducted experiments and their analyses allowed conclusions about both.
The proposed procedure for signal quality evaluation used signal properties from the
time domain (artifact proportion, SNR) as well as frequency domain (band power).
The combination of the parameters from both domains proved to be well suited for
determining the different signal quality of the EEG devices. As expected, outstanding
performance was obtained for the traditional gel-based but mobile device. None of the
other emerging devices could reach its signal quality. The remaining devices did not
meet all requirement of an appropriate signal quality, although some developers could
decide to use them for mobile applications where precise measurements are not required.
Furthermore, study’s results indicated that gel-free EEG devices manufactured only in
one size can lead to bad outcomes regarding the signal quality.
The methodical approach for user experience evaluation used questionnaires and cross-
modality matching. It was appropriate for assessing comfort, practicability, and design
aspects. Based on it, we were able to draw important conclusions for the further de-
velopment of mobile EEG systems. Developers should be aware of potential comfort
issues that could arise in the course of time because of the pin electrodes and should at-
tach importance to the weight of the headset for assuring comfort and well-being. They
should also consider possible interaction effects between the weight, electrode type, and
the number of electrodes. To provide practical information to users of EEG devices,
the signal quality and user experience results must be combined for concluding which
system could be used under which condition.
To sum up, the developed framework proved to be suitable for the comparison of
different EEG devices. The rapid development of the EEG-equipment market requires
easily applicable benchmarking methods. Only in this way, it becomes possible to choose
the most proper EEG system for a particular application. Future results of new EEG
systems could be easily compared with the findings of our study that provide a procedure
for the evaluation of further emerging EEG technology. The current study widened the
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state of the art by providing metrics for signal quality and user experience evaluation.
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3 Mental-State Monitoring of Air Traffic
Controllers
3.1 Related Work and Research Objectives
One central topic of mental-state monitoring research is the assessment of mental work-
load. Mental workload describes the cognitive demands required in order to solve a task
and relates them to the cognitive resources available [Kah73]. Following this definition,
it can be expected that registration and evaluation of mental workload is particular
important in order to minimize errors during the work to be done, optimize human
performance, and enhance mental health. In general, high mental workload may arise
from the inability to cope with increasing task load [EWKD91, Wic02] but also from a
simultaneous interaction of task load with emotional aspects [ACD+04] and individual’s
training and experience level [XS00].
High cognitive demands combined with high responsibility during work are linked to
high mental workload. In such cases, employees have to maintain their performance even
under difficult situations. Air traffic control is a typical example of such safety-critical
environment. Here, inappropriate workload can have a number of negative consequences
not only on employee’s health but also on the safety of persons. This is why assurance
of an optimal workload range is highly important. Investigating if the employees are
operating within their personal optimal cognitive-performance range is therefore espe-
cially necessary. The design, implementation, and evaluation of interactive computing
systems for human use depend on the findings from this research. Thus, a valid and
reliable method for registering mental workload is urgently needed.
Methods for registering mental workload are categorized into subjective and objective
methods. The subjective measurements use traditional questionnaires in order to assess
subject’s experienced workload. The objective determination of mental workload is based
on behavioural data and physiological parameters.
Questionnaires’ main advantages were the simplicity of assessment and high user ac-
ceptance. However, subjective measurements were problematic because of their suscep-
tibility to subjective distortion, social-desirability restrictions regarding the appropriate-
ness of the answer, and subject’s inability to introspect. Furthermore, it is important
that the registration method does not interact with the task or alter subject’s mental
state by imposing additional demands as it is the case during subjective assessment of
workload by means of questionnaires. The subjective measurements are usually catego-
rized in one-dimensional and multi-dimensional questionnaires. One-dimensional ques-
tionnaires consist of only one rating scaling and provide a general workload rating. They
are easy to understand by the subject and can be quickly conducted during the task sev-
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eral times. In contrast, multi-dimensional questionnaires include more than one rating
scale, their assessment takes longer, and does not allow a frequent repeatability during
the task. Much more, they are conducted at the end of the task. The final-rating value
is computed by aggregation of the single ratings of the scales.
Measurement of individual’s performance on a task was another way to determine
workload. Hereby, identification of workload rely on the relationship concept between
workload and performance and implied that individual performance decreases under
high mental workload. Studies also indicated that motivation, training, and experience
could contribute to maintain performance at the same level by investing more effort
and in this way mitigated the impact of workload [SMW+13, Mat01]. This means,
that although performance during an easy and high-demanding task might be the same,
the amount of experienced workload between both is different considering the cognitive
resources needed for task solving. Thus, the increased mental workload cannot always
be measured directly by means of performance break-down. Additionally, the workload
should not only be detectable in retrospect or after the occurrence of errors as it is the
case when performance measures are used for workload detection.
Recording and analysis of physiological signals offered insight into subject’s psycho-
physiological state. The main idea underlying the assessment of workload using bio-
signals considered arousal and activation mechanisms of the organism reacting to the
task load. Over the years, the various physiological parameters have been evaluated for
their validity regarding continuous mental workload registration. Among them are the
brain activity, cardiovascular parameters as well as occular data.
In a review article, Borghini et al. [BAV+14] provided a detailed overview of the
measurement and analysis of neurophysiological signals for the determination of mental
workload and confirmed essentially the relations known to date. In general, the most
common brain activity registration techniques are the electroencephalography, functional
near infrared spectroscopy (fNIRS), functional magnetic resonance imaging (fMRI), and
magnetoencephalography (MEG). Each of them comprises advantages and disadvantages
linked to their operating principle. An advantage of fMRI and MEG is the fast prepa-
ration time whereas EEG and NIRS require application of electrode caps. A further
advantage of fMRI and MEG is a spatial resolution of millimeters that is not limited to
cortical areas. The spatial resolution of the EEG and fNIRS depends on the number of
sensors used, can be measured in centimeters, and is limited below cortical surface. One
drawback with fMRI is its temporal resolution. It takes several seconds for the blood
flow to change. Similarly, the hemodynamic activity detected by fNIRS is a delayed
representation of the cortical activity. In the contrary, the temporal resolution of EEG
and MEG is in the range of milliseconds. A major advantage of the EEG and fNIRS
are their mobility while fMRI and MEG are fixed at the structure of the building. The
fNIRS is the technique which is less sensitive to movement artifacts, followed by the EEG
where innovative artifact-rejection algorithms contribute to a better signal quality. The
MEG and fMRI are highly sensitive to movements. Furthermore, the EEG causes low
costs, fNIRS moderate, fMRI high, and MEG the highest. Taken together, for mobile,
affordable, and accessible insights about brain function and mental state with a high
temporal resolution, the EEG is the method of choice.
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Basically, changes in the α-frequency and θ-frequency band powers of the EEG related
to mental workload have been confirmed many times and proved to be meaningful in
accordance with the findings of the last 50 years. These EEG bands were linked to
different levels of workload (e.g. [BHE+12, CSP+12, LR11]) and showed a decrease
of the α-frequency band power and an increase of the θ-frequency band power with
increasing mental workload.
The majority of workload studies was conducted in laboratories and dealt with the
analysis of the EEG during cognitive tasks related to working memory and execu-
tive control (e.g., [Kli99, GSL+98]). Some authors investigated whether a brain-state
monitoring was possible on the basis of universal and general activation signs in the
EEG (e.g., [BBY14, KQH+14], while others tested the possibilities and limitations of
machine learning algorithms. The research problem of interest was the possible transfer-
ability of the classifier over tasks or individuals. The answer could be found by cross-task
or cross-subject training, respectively (e.g., [BP12, PB12]). According to Kohlmorgen
et al. [KDB+07], a universally applicable workload detector with fixed parameters did
not seem to be realistic at the moment. The selection of appropriate data for classifier’s
training needs more elucidation. Borghini et al. [BAV+14] further concluded that no
convincing algorithms were available for a reliable online workload detection. In order
to avoid overfitting and increase the stability of the classifier performance over time a
smaller number of features would be beneficial [ABF+15].
In a previous study, a mental-workload classifier that does not need retraining, nei-
ther for new subjects nor for new tasks, was developed [Rad17]. The so-called Dual
Frequency Head Maps (DFHM) were developed in a laboratory study during execu-
tion of well-established cognitive tasks. The head maps consist of personalized spectral
features and their spatial occurrence (i.e., frontal θ-band and parietal α-band powers).
Support vector machines are used for classification in three classes: low, moderate, or
high workload. Under laboratory conditions, it was successfully proved that the DFHM
method is universally applicable with fixed parameters for mental-workload indexing.
For its practical application at the workplace, it is also important that its applicability
is examined not only in the laboratory but also under more realistic conditions. For this,
a study in cooperation with the German Aerospace Center was conducted focusing on
air traffic controllers. The main aim of this study was the evaluation of reliability and
reproducibility of the DFHM method’s results under realistic conditions.
3.2 Experimental Design
The selected environment for the investigation was the radar controller approach po-
sition that was simulated at the Air Traffic Management and Operations Simulator of
the German Aerospace Center. The air traffic management simulation environment re-
produced a regular air traffic controller working place with all typical components such
as a radar screen, a weather display, and a voice communication system to talk to pi-
lots [MRT+18]. The simulator experiment was expected to be representative for real
operations because of its similarity to controllers’ working environment and controllers’
13
3 Mental-State Monitoring of Air Traffic Controllers
communication with pseudo pilots. The sample consisted of 21 subjects between the
ages of 22 and 64 years that were not only DLR internal research controllers but also
controllers from the German and Austrian air navigation service provider.
The traffic intensity was varied in the range between 25 and 55 aircraft per hour (ac/h)
related to four simulation scenarios. To induce additional workload, we implemented
four additional simulation scenarios where one aircraft requested priority due to a sick
passenger on board after the 10th minute of the simulation. The eight scenarios (four
traffic intensities with and four without priority request flight) had a duration between
20 min and 25 min. The recorded data during the simulations included the EEG, heart
rate, instantaneous self-assessment (ISA) and NASA-TLX questionnaires, as well as air
traffic performance and radio-communication data.
3.3 Subjectively Experienced Workload
Analysis of the subjectively experienced workload aimed to find out if it was the number
of aircraft or the occurrence of an exceptional event that stressed controllers the most
and if there was an interaction effect between both. While the effect of the number of
aircraft was evident by the questionnaire methods, the impact of the priority-flight event
remained doubtful [RFT+19]. Controllers’ ISA and NASA-TLX ratings showed only a
weekly significant discrimination between sessions with and without priority flight using
standard ANOVA tests.
3.4 Indexing Mental Workload Using Dual Frequency Head
Maps
The DFHM index showed highly significant correlations between scenarios with similar
traffic-load conditions [RFMM20]. The DFHM index was also able to assess significant
differences between the different levels of air traffic volume, with exception of the neigh-
boring levels of 35 and 45 ac/h. Considered over all subjects, the DFHM index did not
reveal significant differences regarding the priority-flight request.
More insight regarding intra-individual differences linked to the DFHM-workload in-
dex was gained from subject clustering by means of the subjectively experienced workload
differences during the scenarios [FRM20]. In this way, we were able to obtain highly
significant interaction effects between subjective workload-cluster affiliation and traf-
fic load as well as priority-flight request. For subjects reporting that they experienced
workload variation between the different scenarios, the DFHM-workload index yielded
significant differences between traffic-load levels and priority-flight request conditions.
In contrast to the significant differences obtained for the workload-sensitive cluster, the
DFHM-workload index behaved differently for the not-sensitive cluster and did not yield
any significant differences for any of the factors.
Analyses of performance data emphasized these findings. Results revealed a ten-
dency to more loss of separation and lower prioritization during the extreme traffic load
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condition for workload-sensitive subjects that was less pronounced for the not-sensitive
subjects.
3.5 The Effect of Planning on Mental Workload
The relationship between the task demands and the experienced workload is strongly me-
diated by the operator’s individual characteristics [Hil04]. Air traffic control is a complex
task with high cognitive demands including three main cognitive processes: planning,
evaluation, and monitoring [PBCL96]. Past research identified working-memory require-
ments as the most important component of the mental workload arising during air traffic
control [ACLV16]. However, planning abilities will be the dominating and most crucial
cognitive skill for meeting the demands of the growing air traffic volume required in the
future [DKD00]. Thus, planning effort will mainly contribute to the experienced mental
workload.
In the study by Radüntz [Rad20], the DFHM method was applied for capturing mental
workload objectively during a planning and a working memory task. As a planning task
the Tower of Hanoi (TOH) was employed, as a working memory task the automated
orientation span (AOSPAN) task.
The DFHM-workload index was significantly higher for the TOH than for AOSPAN
task suggesting that more cognitive resources were required during planning than work-
ing memory task. The result was consistent with literature that stated that planning is a
higher-order executive function that integrates core cognitive processes such as working
memory, inhibitory control, and cognitive flexibility [ÁPB+15, Dia13, MFE+00]. During
the learning phase of the TOH task, we were able to obtain a significant interaction effect
between task load and working memory capacity on mental workload. Thereby, mental
workload of subjects with higher working memory capacity significantly decreased while
the workload of subjects with lower working memory capacity did not yield significant
changes. The effect was particularly prominent for the mental workload assessed by the
EEG whereas the number of errors and planning time showed only a weak tendency in
that direction.
Furthermore, the issue of unclear goal states during planning was of particular interest.
In an additional investigation of the TOH with suboptimal sequences of sub-goals, we
gained proof that tasks with a higher level of goal ambiguity induce higher mental
workload [RFM20].
3.6 Discussion
The submitted articles addressed questions of mental-state monitoring in field use. In
particular, the functionality of the recently developed DFHM method was evaluated re-
garding stability of results and generalization properties of the DFHM-workload index.
Of special interest were method’s inter-individual and cross-task abilities. In conclusion,
it can be stated that a reliable determination of mental workload in a realistic setting
and with real-world scenarios was possible. The DFHM-workload index from the EEG
15
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was able to differentiate between the various load conditions that arose from the traffic
volumes. However, it was only limitedly able to differentiate between load conditions
arising from the priority request or from the interaction between traffic volume and prior-
ity request. This observation fitted well to controllers’ reports. Most of them mentioned
that during the scenarios with low and medium traffic volumes they had no difficulties
to deal with the priority request. During the scenarios with higher traffic demands the
situation changed and the priority-flight event became more demanding. Nevertheless,
some controllers were able to easily handle the situation. The objectively measured
workload assessed by the DFHM method corresponded to controller’s subjectively ex-
perienced workload. Performance data provided an additional indicator that subjects
from the workload-sensitive cluster experienced more workload compared to the others.
In future work more research is needed in order to understand which individual factors
contribute to these interpersonal differences in the perception of workload.
In this context, a topic of particular interest is related to problem solving and planning
and the identification of factors decisive for human-computer interaction. Understanding
the interrelation among them may contribute to adjust conditions, facilitate learning,
enhance planning, and reduce workload in accordance to the cognitive abilities of the
individual. The results of the TOH experiment indicated an initial learning process on
neurological level that might produce behavioral changes after longer practice. This fits
well with the assumption by Hardy and Wright [HW18] that mental workload reflects
the cognitive abilities of the performer, captures individual differences, and reveals addi-
tional information about the cognitive state although task performance might be similar.
Additionally, the issue of goal ambiguity is of particular interest for problem solving in
digitized working environments that often comprise suboptimal sequences of sub-goals
because of an unclear goal state. Based on our results, application developers can be
advised to predefine and communicate the sequence of the sub-goals to the users using
intelligent assistance systems for reducing ambiguity.
A limitation of our study was the realization of the exceptional event as recurring
priority-flight request. The surprising effect of the unexpected event might have dimin-
ished after the first occurrence of the request. Thereafter, air traffic controllers might
have adjusted their strategy and behavior in order to be prepared to appropriately react
to a recurring event. Studies that aim to understand the effect of an unexpected event




With the development and availability of low-cost and easy-to-use systems for the reg-
istration and analysis of bio-physiological signals, a monitoring of the physiological and
mental state of a person is possible. Based on this, the range of application of bio-signal
analysis was significantly extended, in particular regarding HCI. In this context, mental
workload monitoring is of special interest for assuring an appropriate workload in accor-
dance to user’s cognitive capacity. Prevention of over or under load contributes to an
optimal performance and better health. In order to adjust conditions, knowledge about
user’s mental state is required. Thus, mental workload registration is necessary. The
present work deals with this issue. Subject of research was an application of the EEG
for indexing mental workload.
The numerous studies published after the year 2000 were fairly different, depending on
the specific question, purpose, and expertise of the authors. Nevertheless, the authors
agreed that the EEG was a suitable instrument for identifying the current level of mental
workload. Analysis in the frequency domain is especially relevant because certain fre-
quency bands of the EEG have proven to be particularly informative and were therefore
being used more and more frequently for mental-workload detection. The developed
method using DFHM makes use of these well-established parameters for quantifying
mental workload by calculating a workload index. Its great advantage is that it is valid
for different subjects and tasks.
The submitted articles addressed questions related to the DFHM-workload index and
its applicability and functionality outside the laboratory. The first study provided scien-
tific feedback regarding the claims of manufacturers of emerging EEG technology. The
results are of particular interest for researchers that want to use the new wearable de-
vices for their studies. It paves the way for the development of commercial applications
of wearables and contributes to progress in consumer health informatics and health-
enabling technologies. In addition, the results provided a guidance for the technological
development direction of new EEG devices for applications in human-computer interac-
tions and the development of brain-computer interfaces.
The second study was about the validation of an EEG-based mental-workload index,
determined by the new DFHM method. Previously developed and tested in laboratory
settings, it was now transferred to a field use. Thereby, a challenging application was
chosen, namely the arrival management of aircraft. The air traffic control environment
allowed the realisation of realistic conditions with different levels of task load. Further-
more, the work was well contextualized in a domain, the air traffic management, which is
very sensible to human-factors research. The results showed that the EEG-based work-
load index was sensitive to the cognitive load as related to the different experimental




The developed framework for bio-physiological mental-state monitoring enables fur-
ther fundamental research linked to different aspects of human-computer interaction.
The capability of the DFHM index from the EEG to successfully register mental workload
suggests it as a useful tool for further studies. In future research, we aim at employing
the DFHM index for human-computer interaction research related to mental-workload
issues of the modern society. Although the temporal resolution of the EEG permits a
determination in the range of seconds, the states to be detected originate from long-
running procedures and therefore require further research about an informative time
frame for averaging classifier’s output. Future promising applications of the DFHM-
workload index include research about effects of human-computer interaction, human
factors, ergonomic designs linked to the mental state for development and testing new
interfaces, determination of the effectiveness of training and simulation programs, or
even the characterization of group dynamics by collecting synchronous EEG data from
multiple subjects. A real-time application of EEG parameters to determine vigilance,
emotion, workload, and stress as examples of mental states is closely related to a num-
ber of new and interesting research questions. These can help to improve the living and
working conditions of the single individual but also of the human community.
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Electroencephalogram (EEG) registration as a direct measure of brain activity has unique
potentials. It is one of the most reliable and predicative indicators when studying human
cognition, evaluating a subject’s health condition, or monitoring their mental state.
Unfortunately, standard signal acquisition procedures limit the usability of EEG devices
and narrow their application outside the lab. Emerging sensor technology allows gel-free
EEG registration and wireless signal transmission. Thus, it enables quick and easy
application of EEG devices by users themselves. Although a main requirement for the
interpretation of an EEG is good signal quality, there is a lack of research on this topic in
relation to new devices. In our work, we compared the signal quality of six very different
EEG devices. On six consecutive days, 24 subjects wore each device for 60 min and
completed tasks and games on the computer. The registered signals were evaluated
in the time and frequency domains. In the time domain, we examined the percentage
of artifact-contaminated EEG segments and the signal-to-noise ratios. In the frequency
domain, we focused on the band power variation in relation to task demands. The
results indicated that the signal quality of a mobile, gel-based EEG system could not
be surpassed by that of a gel-free system. However, some of the mobile dry-electrode
devices offered signals that were almost comparable and were very promising. This study
provided a differentiated view of the signal quality of emerging mobile and gel-free EEG
recording technology and allowed an assessment of the functionality of the new devices.
Hence, it provided a crucial prerequisite for their general application, while simultaneously
supporting their further development.
Keywords: signal quality, electroencephalogram (EEG), mobile EEG, dry electrodes, wearables
1. INTRODUCTION
Electroencephalogram (EEG) registration as a direct measurement of brain activity has unique
potentials. The fact that all physical and mental processes are controlled by our brain suggests that
such information is also reflected in the registered signal. Hence, an EEG is one of the most reliable
and predicative indicators when studying human cognition, evaluating a subject’s health condition,
or monitoring their mental state.
A main requirement for the interpretation of the registered brain activity is good signal quality.
A common way to achieve this is the registration of the EEG in a shielded lab and preparation of
the subject’s skin before the electrodes are placed to reduce the impedance. Unfortunately, these
standard procedures limit the usability of an EEG device and narrow its application outside the
lab. An additional challenge when it comes to real-life applications involves the wired connections
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from the electrode cap to an amplifier and computer. These
severely restrict a subject’s mobility and decrease user acceptance
of the measuring technique.
Over the last few years, research engineers and EEG system
manufacturers have been working on overcoming these issues
and allowing easy and reliable EEG registration outside the
lab. By means of wireless signal transmission, they have
developed mobile devices that allow subjects to move more
freely. Furthermore, emerging sensor technology allows gel-free
EEG registration and enables quick and easy application of EEG
devices by the users themselves. However, the signal quality of
these new devices remains unclear.
There have only been a few articles dealing with this issue.
Among these, there were studies that focused primarily on the
evaluation of mobile vs. non-mobile devices, which neglected the
emerging dry-electrode systems (Forney et al., 2013; Ries et al.,
2014). Other investigations concentrated only on a single dry-
electrode device and considered its general performance (Callan
et al., 2015; Rogers et al., 2016). Finally, there were studies on
one dry-electrode and one gel-based device (Zander et al., 2011;
Johnstone et al., 2012; Duvinage et al., 2013). However, the
majority of the articles described self-developed dry sensors and
compared their signal quality to that of a traditional gel-based
system (Sullivan et al., 2007; Nikulin et al., 2010; Grozea et al.,
2011; Saab et al., 2011; Debener et al., 2012; Guger et al., 2012). An
interesting study that examined more than two devices included
a wireless gel-based device, wireless saline-based device, wired
dry-electrode device, and wired gel-electrode device (Grummett
et al., 2015). To the best of our knowledge, no signal comparison
studies of several wireless dry-electrode systems are available.
In our work, we compared the signal quality of various
mobile and gel-free EEG devices. Hence, our study offers a
differentiated look at nascent EEG recording technology and
enables functionality assessments of the new devices. The
obtained results build a crucial prerequisite for the general
application of the emerging devices outside the lab and
simultaneously support their further development.
2. MATERIALS AND EXPERIMENTS
2.1. EEG Systems
The investigation focused on six mobile EEG devices. They are
illustrated in Figure 1, and their specifications are summarized
in Table 1.
The EPOC is the only device in our study that works with
saline-based, wet felt sensors. It has two reference electrodes that
are mounted at the parietal sides (P3/P4 locations).
The Jellyfish is also an easy-to-apply device. It consists of a
headband with four dry electrodes and an adhesive reference
electrode at the mastoid. The four electrodes can be applied at
either frontal or parietal sites. The manufacturer recommends
the use of foam-based electrodes for the frontal sites and spring-
loaded electrodes for the parietal sites (Figure 1E). In our study,
we registered the frontal EEG and thus attached foam-based
electrodes to the headband.
The Trilobite device comes from the same manufacturer as
the Jellyfish. It includes three foam-based frontal electrodes and
29 spring-loaded pin electrodes. Additionally, the device has a
ground electrode and reference ear-clip electrode.
The BR8+ device comprises two frontal foam-based electrodes
and six spring-loaded pin electrodes. Ground and reference
electrodes are applied with ear-clips. The ear pads of the device
do not have any technical functionality.
The pin electrodes of g.tec’s g.SAHARA/g.Nautilus device
are mounted on a traditional EEG cap. Adhesive ground and
reference electrodes are applied at the mastoids. The cap of
the device comes in small, medium, and large sizes. We only
employed the medium-size cap in order to reduce the financial
cost.
Finally, we also included a traditional, gel-based but mobile
EEG system, the g.LADYbird/g.Nautilus device by g.tec. It
includes 16 active electrodes and an ear-clip electrode as a
reference. Although the cap size can vary, just as with the
g.SAHARA/g.Nautilus device, we only used the medium-size
cap in our study to reduce the cost. The g.LADYbird/g.Nautilus
device was primarily developed for research and medical use. We
included it to our study as a state-of-the-art reference for EEG
registration in relation to the signal quality.
It was not possible to use the same sample rate for every
device. In order to maintain comparable conditions for the later
evaluation, we attempted to operate the devices with sample
rates that were as similar as possible. Hence, for the Jellyfish
and Trilobite devices, the EEG was registered at 256 Hz, and the
g.SAHARA and g.LADYbird devices used 250 Hz. For both of
the remaining devices, manual adjustment of the sample rate to
250 Hz was not possible. Thus, we had to run the EPOC device
at 128 Hz and the BR8+ device at 1000 Hz. Furthermore, we
applied a digital notch filter at 50 Hz during all of the recordings.
All of the EEG devices utilized wireless signal transmission to a
computer.
2.2. Procedure and Subjects
Our study was conducted in a non-shielded office setting.
Twenty-four subjects (11 females and 13 males, 26–66 years
of age, with a mean age of 42.8) participated in the study.
They tested one device per day for 60 min. During this time,
the participants played computer games and performed one
easy and one more demanding cognitive task for 5 min each.
The 0-back task represented the easy task, where subjects were
instructed to press the mouse button if the letter “X” appeared
on the screen (Kirchner, 1958; Gazzaniga et al., 2013). The stop
signal task was a more demanding inhibition task (Logan, 1994;
Dimoska, 2005). During this task, the subjects were instructed to
press the green mouse button as fast as possible if a horizontal
left arrow was presented on the screen and the red mouse button
if a horizontal right arrow appeared. If a horizontal arrow was
quickly followed by a vertical arrow, they were instructed to
inhibit their response and not press either button. They had to
respond as quickly as possible and remember that their main aim
was to keep the frame around the arrow green. A red framemeant
that they were too slow. Hence, if it was red, they had to speed up
their response while still paying attention to the vertical arrow.
Finally, we conducted two rest measurements, where we
instructed the subjects to sit quietly for a minute, first with their
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FIGURE 1 | Six mobile EEG devices tested in our study.
eyes open and subsequently with their eyes closed. The devices
were selected in random order over the participants and days,
while the sequence of the performed tasks remained constant for
all.
All of the investigations conducted were approved by the
local review board of our institution, and the experiments were
conducted in accordance with the Declaration of Helsinki. All of
the procedures were carried out with the adequate understanding
and written consent of the subjects.
3. METHODS
To evaluate the signal quality, we examined the proportion of
artifacts and signal-to-noise ratio of the devices in the time
domain and considered the signal properties in the frequency
domain.
3.1. Evaluation in Time Domain
Two hypotheses were postulated based on our expectations for
the signal quality in regard to the time domain. In order to test
both hypotheses, we employed EEG data from all of the computer
tasks.
3.1.1. Proportion of Artifacts
Hypothesis 1: The gel-based device has a significantly lower
proportion of artifacts than the gel-free devices.
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TABLE 1 | Technical data of tested EEG devices (n.s.: not specified).
Device EPOC Trilobite Jellyfish BR8+ g.SAHARA g.LADYbird
Electrode type Wet Dry Dry Dry Dry Gel
(saline) (spring, (spring, (spring, (pins) (active)
foam) foam) foam)
No. of channels 14 32 4 8 16 16
Battery life
[hours]
12 10 10 11 10 10
Resolution [bit] 14 24 24 24 24 24
Max. sample
rate [Hz]
128 500 500 1000 500 500
Bandwidth [Hz] 0.2–45 0.23–n.s. 0.23–n.s. 0.12–125 0.1–40 0.1–40
Weight [g] 116 524 95 269 233 165
The evaluation of the EEG in the time domain with regard to
hypothesis 1 was conducted manually. The visual inspection and
discarding of contaminated EEG segments by an expert is a
widely applied and well-accepted method in research and clinical
settings. Therefore, we asked for assistance from a medical
technical assistant (MTA) with specialization in EEG analysis and
years of experience in that field.
The MTA visually inspected the EEGs of each subject from
all of the devices and manually marked artifact segments using a
skill-based state-of-the-art procedure. Thereby, she did not mark
physiological artifacts (e.g., eye blinks, eye movements) because
these were not related to the device properties.
We then computed the percentage of denoted artifacts
compared to the entire recording time for each channel. Finally,
we calculated the means over the channels and subjects for each
device.
3.1.2. Signal-to-Noise Ratio
Hypothesis 2: The gel-based device has a significantly higher signal-
to-noise ratio than the gel-free devices.
We computed the signal-to-noise ratio (SNR) as a standard
method to assess the signal quality. The SNR values were
calculated using the following relation:








where σ 2x is the variance of the signal, and σ
2
e is the variance of
the noise. For zero mean signals, as found here, this results in the
following:









where N is the number of sample points, xi is the noise reduced
signal at time i, and si is the band-pass filtered signal at time i.
First, we filtered the original raw signals using a Hamming
band-pass filter (order 100) between 1 and 40 Hz and obtained
the filtered signal si. Subsequently, we applied the artifact
subspace reconstruction (ASR) algorithm to calculate the noise-
reduced signal amplitudes xi (Mullen et al., 2013). This algorithm
is particularly suitable for cleaning continuous, non-triggered
data from artifacts. Furthermore, the approach is well established
within the scientific community (e.g., Bulea et al., 2015; Luu
et al., 2017) and recommended for wireless, dry-electrode systems
(Mullen et al., 2015). In the following, we give a brief description
of how the algorithm works.
The algorithm identifies a clean signal segment from the
given EEG and computes its statistics. Next, the ASR runs
with a sliding window over the EEG and conducts a principal
component analysis for each window. It removes high-variance
components with three standard deviations above the mean and
reconstructs their content using a mixing matrix calculated from
the previously identified clean segment. For a more detailed
explanation of the mathematical background and functionality
of the algorithm, we advise the interested reader to consult the
appropriate articles by the developers.
For the residual noise signal in the denominator, we used
the difference between band-pass filtered signal si and the noise-
reduced signal from the ASR algorithm, xi. The signal quality of
the devices could be compared under this assumption. For each
device, the SNR values were computed for all of the electrodes
and subjects.
3.2. Evaluation in Frequency Domain
To evaluate the signal quality in the frequency domain, we
formulated three more hypotheses. We expected that if a device
had good signal quality, we would be able to measure significant
differences in the signal’s frequency band power values for the
various tasks.
Hypothesis 3: For devices with good signal quality, a significant
Berger effect can be obtained between measurements with the eyes
open and those with the eyes closed.
Our third hypothesis was based on the so-called Berger
effect (Berger, 1929). This states that the parietal alpha band
power is supposed to be smaller with the eyes open than closed.
This is also known as the “alpha block.”
For each device, we considered the two rest measurements
with the eyes open and closed. We removed all of the segments
previously marked as artifacts. We subsequently applied a
Hamming band-pass filter for the alpha frequency band (8–
12 Hz) to the artifact-free signals of the parietal electrodes
(Figure 2). The relative band power values were averaged over
the electrodes for the rest measurements with the eyes open and
closed.
Hypothesis 4: For devices with good signal quality, a significant
increase in the frontal theta power can be obtained when comparing
the easy and more demanding cognitive tasks.
The fourth hypothesis was based on the dependency of the
frontal theta band power on the experienced workload. Based on
the results from numerous previous investigations (e.g., Gevins
et al., 1998; Radüntz, 2016), we expected a significant increase
in the frontal theta power when comparing the easy and more
demanding cognitive tasks.
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FIGURE 2 | Accentuated positions constitute EEG devices’ layout. The aggregated electrodes for the frontal theta-band power evaluation are highlighted in red. The
electrodes used for the parietal alpha-band power calculation are highlighted in green.
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To this end, we focused on the EEGs from the 0-back and
stop signal tasks of each device. First, we removed all of the
previously marked artifact segments. We subsequently applied a
Hamming band-pass filter for the theta frequency band (4–8 Hz)
to the artifact-free signals of the frontal electrodes (Figure 2). The
relative band power values were averaged over the electrodes for
both the 0-back and stop signal tasks.
Hypothesis 5: For devices with good signal quality, a significant
decrease in the parietal alpha band power can be obtained when
comparing the easy and more demanding cognitive tasks.
Our last hypothesis was also based on findings regarding the
experienced workload, but now with respect to the parietal alpha
band power, which is expected to significantly decrease when
comparing the easy andmore demanding cognitive tasks (Gevins
et al., 1998; Radüntz, 2016).
For each device, we considered the EEGs from the 0-back
and stop signal tasks. We removed all of the previously marked
artifact segments and applied a Hamming band-pass filter for the
alpha frequency band (8–12 Hz) to the artifact-free signals of
the parietal electrodes (Figure 2). Next, the relative band power
values were averaged over the electrodes for both the 0-back and
stop signal tasks.
4. RESULTS
Digital signal processing was performedwithMATLAB. All of the
statistical calculations were carried out using SPSS. Furthermore,
we provide Supplementary Material with the subjects’ values for
each analysis and system.
4.1. Evaluation in Time Domain
4.1.1. Proportion of Artifacts
To statistically evaluate the proportion of artifacts for the various
devices, we conducted an analysis of variance (ANOVA) with a
repeated measures design. The six devices constituted the levels
used for testing each subject at each level of the within-subject
variable. Bonferroni’s corrected post-hoc tests were conducted to
determine the differences between the levels.
The results are presented in Figure 3. They indicate significant
differences among the devices in relation to their proportions
of artifact-contaminated signal segments [Greenhouse-Geisser:
F(2.72; 62.61), = 15.88, p< 0.001]. The post-hoc tests showed that
the traditional gel-based g.LADYbird device had significantly
fewer artifacts than almost all of the other devices, and that
the BR8+ device had significantly more artifacts than most of
the others. The dry pin-electrode device (g.SAHARA) yielded a
significantly lower artifact proportion than the remaining pin-
electrode devices. However, it had a higher proportion than the
gel-based device. Finally, no significant differences compared to
any other device could be obtained for the EPOC device.
4.1.2. Signal-to-Noise Ratio
Before going into detail about the SNR results, it should be noted
that the ASR algorithm failed when examining the EEGs of four
subjects that were recorded with the Trilobite device. This was
because no segment of the needed length could be found as a
reference for the algorithm, where all of the electrodes’ signals
were concurrently clean. Hence, these four subjects had to be
excluded from the subsequent statistical computations for all the
devices.
For each device, we calculated the median of the SNR values
for each electrode over all the subjects and tasks. At the first
site, we found obvious differences among the devices and noticed
that g.LADYbird and g.SAHARA had the highest SNR values
(Figure 4). In order to statistically evaluate these observations,
we calculated the median of the SNR values over all the channels
for each subject and device.We then conducted a non-parametric
Friedman test of the differences among the six devices.
The results indicated significant differences in the devices’
SNR values (χ2 = 71.34, df = 5, n = 20, p< 0.001). Dunn-
Bonferroni post-hoc tests were conducted to determine the
differences between the devices. The results are presented in
Figure 5. The g.LADYbird device yielded significantly higher
SNR values than the Trilobite (z = −5.409, p< 0.001, r = 1.2),
EPOC (z = −6.339, p< 0.001, r = 1.4), and Jellyfish devices (z
= −5.832, p< 0.001, r = 1.3). The g.SAHARA showed results
that were similar to those of g.LADYbird for these three devices
(Trilobite: z = 4.226, p< 0.001, r = 0.9; EPOC: z = −5.155,
p< 0.001, r = 1.2; Jellyfish: z = −4.648, p< 0.001, r = 1.04).
Furthermore, the BR8+ device showed significantly higher SNR
values than the EPOC (z = 3.803, p< 0.01, r = 0.9) and Jellyfish
devices (z = −3.296, p< 0.05, r = 0.7). All of the obtained
effect sizes for the previously mentioned correlation coefficients
for device pairs could be interpreted as large according to the
guidelines of Cohen (1992).
4.2. Evaluation in Frequency Domain
To evaluate the signal quality in the frequency domain, we
conducted a statistical test for each hypothesis. A separate
statistical inference evaluation was performed for each device
because of the substantial differences between the devices.
These arose from the different numbers of electrodes, different
electrode layouts, different reference electrodes, and different
electrode types. Although those differences did not allow for
a statistical inference analysis among the devices, determining
a separate inferential statistic for each device seemed to be
appropriate to test the hypotheses. The results for the devices
could only be compared descriptively. Furthermore, it should
be mentioned that evaluations of the third and fifth hypotheses
were not possible for the Jellyfish device because of its electrode
configuration.
For the third hypothesis, we considered the parietal alpha
band power values of the rest measurements with the eyes open
and closed. We used the Shapiro-Wilk test to assess whether
the alpha band power values of these two rest measurements
were normally distributed for each device. This was not the
case for the eyes-open parietal alpha band power values of all
the devices (p < 0.05). Similarly, the alpha band power with
the eyes closed was not normally distributed for most of the
devices, with the exception of g.SAHARA and g.LADYbird (p >
0.05). Hence, for comparison purposes, we conducted aWilcoxon
paired difference test for each EEG system. The results are
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FIGURE 3 | Proportion of manually tagged artifacts in EEG averaged over channels and subjects for each device (calculation of analysis of variance with repeated
measures design and Bonferonni-corrected post-hoc tests: ***: p≤0.001; **: 0.001<p≤ 0.01; *: 0.01<p≤0.05; error bars indicate ± one standard deviation).
presented in Figure 6A. They show significant differences in the
alpha frequency band power values between the eyes open and
eyes closed for all of the devices except the Trilobite device (p =
0.19).
We used a similar procedure for the fourth hypothesis.
Hereby, the theta band power values of the 0-back and stop
signal tasks were considered. For all of the devices, the theta band
power of the 0-back task was approximately normally distributed,
whereas that of the stop signal task was not, as assessed by the
Shapiro-Wilk test (Jellyfish and BR8+ with p< 0.05). Hence, a
Wilcoxon test was conducted. Figure 6B shows the results. A
significant increase in the frontal theta band power between the
easy and more demanding tasks could only be obtained for the
Jellyfish and g.LADYbird devices.
Finally, in order to prove our last hypothesis, we examined the
alpha band power values of the two cognitive tasks. The Shapiro-
Wilk test indicated that during the 0-back task, the alpha band
power was not normally distributed for any device (p< 0.05).
During the stop signal task, the alpha band power was normally
distributed for almost all of the devices except the EPOC and
g.LADYbird (p< 0.05). Thus, a Wilcoxon test had to be applied.
The paired difference test between the easy and demanding
tasks yielded significant decreases in the parietal alpha band
power values for the BR8+, g.SAHARA, and g.LADYbird devices
(Figure 6C).
5. DISCUSSION AND CONCLUSION
A visual examination of the signals in the time domain and
statistical analysis of their proportions of artifacts showed that
the gel-based g.LADYbird device had the fewest disturbances,
as postulated by hypothesis 1. Among the gel-free devices, the
g.SAHARA device had the best performance, with only a small
percentage of artifact-contaminated segments. We also want to
remind the reader that no significant differences at all could be
identified for the EPOC device. This was probably due to the high
variance among the subjects and requires a discussion to provide
useful information for the use of this device. It is a fact that the
headset did not provide a good fit for the various head sizes of
the subjects. In these cases, the electrodes did not make good
contact with the skin, and the recorded signals included noise
interference at 23 and 28 Hz. We assumed that in the case of
loose electrode contact, the device caused aliasing artifacts from
the electrical mains. Thus, we contacted the manufacturer for
a detailed explanation. Their technical support stated that “the
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FIGURE 4 | Median SNR values obtained over subjects for each channel.
problem arises because the common mode sense active electrode
and driven right leg passive electrode pair cannot cancel the
ambient noise, either because the headset is not on a human, or
because the connections at the reference locations (behind and
30◦ above the ears, or directly behind each ear) are not making
good contact.” We concluded that the variance in the artifact
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FIGURE 5 | Median SNR values over channels and subjects for each device (calculation of Friedman test of differences and Bonferonni corrected post-hoc tests:
***: p≤0.001; **: 0.001<p≤ 0.01; *: 0.01<p≤0.05; error bars indicate ± one standard deviation).
proportions among the subjects was large because of the difficulty
of adapting the device to the different head sizes. However, the
EPOC device is only manufactured in one size, which leads to
bad outcomes regarding the signal quality.
For our second hypothesis, we used the signal-to-noise ratio
as a criterion to characterize the signal quality of the devices.
For all of the devices, the obtained SNR range was quite low,
from −18 to 9 dB, and within the range found in the literature.
As expected, the SNRs were lower in the frontal areas, which
were contaminated by eye artifacts (Goldenholz et al., 2009;
Mishra and Singla, 2013; Radüntz et al., 2015). The gel-based
g.LADYbird device yielded the best SNR value. A statistical
analysis showed that it was significantly higher than the three
poorest SNRs of the Trilobite, EPOC, and Jellyfish devices.
Among the gel-free devices, we obtained the best SNR value
for g.SAHARA. Similar to the values of the g.LADYbird device,
g.SAHARA’s SNR was significantly higher than the SNR values of
the Trilobite, EPOC, and Jellyfish devices. However, remarkably,
and in contrast to the g.LADYbird device, none of the gel-free
devices could yield SNR values greater than 0 dB (Figure 5). This
indicated that the ratio between the signal and noise was smaller
than one. The noise was superimposed on the signal, which could
prove to be particularly problematic in clinical practice, where
precise measurements are required.
Our first two hypotheses concentrated on evaluating the EEGs
in the time domain. While this evaluation aimed at the first
instance to identify the very obvious differences regarding the
devices’ artifact susceptibility, our evaluation in the frequency
domain went a step further. After removing all of the artifact-
contaminated segments, we wanted to look deeper at the signal
and determine whether it reflected the actual brain activity. For
this, we postulated three additional hypotheses based on the well-
studied behavior of the EEG. If the devices effectively recorded
a brain signal, the Berger effect had to be clearly noticeable.
Furthermore, as task demands became greater, we expected an
increase in the frontal theta frequency band power and a decrease
in the parietal alpha frequency band power.
Significantly, for the gel-based g.LADYbird device, all three
frequency-domain hypotheses were proven to be true. For the
g.SAHARA and BR8+ devices, significant differences could be
obtained regarding the Berger effect and decrease in the parietal
alpha band power during the demanding cognitive task. The
EPOC device yielded significant differences only for the Berger
effect. The Jellyfish device was included only in the examination
of the frontal theta band power behavior. It was the only device
among the gel-free devices that was able to register a significant
increase in the theta band power as task demands increased. Only
one device did not show any significant changes in the signal’s
Frontiers in Physiology | www.frontiersin.org 9 February 2018 | Volume 9 | Article 98
Radüntz Signal Quality of EEG Devices
FIGURE 6 | Frequency band differences in respect to different conditions
averaged over channels and subjects and considered for each device
separately (calculation of Wilcoxon paired difference test for not-normally
distributed data; ***: p≤ 0.001; **: 0.001<p≤0.01; *: 0.01<p≤ 0.05; error
bars indicate ± one standard deviation). (A) Hypothesis 1: Behavior of parietal
alpha band power during rest measurements with eyes open and eyes closed.
(B) Hypothesis 2: Behavior of frontal theta band power during easy and more
demanding cognitive tasks. (C) Hypothesis 3: Behavior of parietal alpha band
power during easy and more demanding cognitive tasks.
TABLE 2 | Signal quality results of tested EEG devices (***: p≤0.001; **:
0.001<p≤0.01; *: 0.01<p≤0.05).
Device EPOC Trilobite Jellyfish BR8+ g.SAHARA g.LADYbird
Proportion of
artifacts [%]
25.11 41.14 22.36 51.22 16.21 3.19
SNR [dB] −13.66 −11.55 −14.31 −3.78 −0.50 5.09







band power in reference to any of our last three hypotheses: the
Trilobite device.
To conclude, all of the devices tested are mobile and
do not limit a subject’s mobility. All of the devices, except
the g.LADYbird device, are easily applicable by the subjects
themselves because of their gel-free electrodes. The signal quality
results yielded by this study are summarized in Table 2. In order
to provide useful information to practical users of EEG devices,
in the following, we indicate which system could be used under
which condition.
Outstanding performances were obtained for the traditional
gel-based but mobile g.LADYbird/g.Nautilus device. None of the
other emerging devices could reach its signal quality. This device
can be recommended for neuroscience research where precise
measurements are required.
The signal quality of the g.SAHARA/g.Nautilus device was
the best among the gel-free devices and could be considered
quite satisfactory. The g.SAHARA/g.Nautilus seems to be a good
solution for conducting field experiments. A potential issue could
be user acceptance because of the not very flattering cap design
and its comfort. A long wearing time for the pin electrodes could
be a major problem. Within the framework of our study, we used
several questionnaires regarding user experience. The obtained
results will be presented in a following paper.
The remaining devices did not meet our requirement of an
appropriate signal quality, although some readers could decide
to use them for mobile applications.
The EPOC and BR8+ devices suffered from a large proportion
of artifacts caused by a poor fit, depending on the subject’s head
size and form. Hence, they can only be recommended for use
if they are guaranteed to perfectly fit the subject’s head, e.g.,
personalized brain-computer applications.
Potential users of the Jellyfish device should be aware that the
device only measures the frontal brain activity. In addition, the
signal of the frontal electrodes is contaminated by a large number
of artifacts. Furthermore, the small number of electrodes does
not facilitate the application of artifact-correction algorithms that
employ ambient information. However, potential applications
suitable for this device could be located in the gaming or bio-
feedback sector.
Finally, the results of the Trilobite device were unsatisfactory.
This was because of the negative evaluations in both the time
domain and frequency domain. A recommendation for the use of
the Trilobite device cannot be given based on the obtained results.
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It has to be mentioned that the EEG equipment market shows
rapid development. During this study, new devices appeared on
the market that could not be tested, e.g., the actiCAP Xpress
Twist/LiveAmp device by BrainProducts. Furthermore, there is
a new highly innovative approach using in-ear EEG technology
(Looney et al., 2012; Goverdovsky et al., 2017).
For triggered data from event-related potentials, Oliveira
et al. (2016) have already proposed metrics for evaluating
new EEG technologies. However, our study design and
the proposed method for evaluating the signal quality
of devices could easily be used in subsequent studies of
new devices and continuous data without triggers. Such
a benchmark would allow for the evaluation of further
emerging EEG technology and the integration of the test
results from new devices into the findings already in existence.
This would make it possible to compare emerging EEG
devices.
AUTHOR CONTRIBUTIONS
TR initiated the project and was responsible for the overall
conception of the investigation and the data analysis.
Data interpretation was performed by TR. The manuscript
was written by TR.
ACKNOWLEDGMENTS
I would like to thank Friederice Schröder for conducting the
experiments, Marion Freyer for the visual inspection of the
data and manual artifact marking, and my student assistants
Lea Rabe and Emilia Cheladze for their daily operational and
computational support. I would also like to thank Gabriele
Freude for her general project support. Furthermore, I would
like to express my sincere appreciation to Beate Meffert for her
valuable and constructive suggestions and her critical editing
of the manuscript. More information about the project that
acquired our EEG data can be found at http://www.baua.de/DE/
Aufgaben/Forschung/Forschungsprojekte/f2402.html.
SUPPLEMENTARY MATERIAL




Berger, H. (1929). Über das Elektrenkephalogramm des Menschen. Archiv für
Psychiatr. Nervenkrankheiten, 87, 527–570. doi: 10.1007/BF01797193
Bulea, T. C., Kim, J., Damiano, D. L., Stanley, C. J., and Park, H. S.
(2015). Prefrontal, posterior parietal and sensorimotor network activity
underlying speed control during walking. Front. Hum. Neurosci. 9:247.
doi: 10.3389/fnhum.2015.00247
Callan, D. E., Durantin, G., and Terzibas, C. (2015). Classification of single-trial
auditory events using dry-wireless eeg during real and motion simulated flight.
Front. Syst. Neurosci. 9:11. doi: 10.3389/fnsys.2015.00011
Cohen, J. (1992). A power primer. Psychol. Bull. 112, 155–159.
doi: 10.1037/0033-2909.112.1.155
Debener, S., Minow, F., Emkes, R., Gandras, K., and de Vos, M. (2012). How about
taking a low-cost, small, and wireless EEG for a walk? Psychophysiology 49,
1449–1453. doi: 10.1111/j.1469-8986.2012.01471.x
Dimoska, A. (2005). Electrophysiological Indices of Response Inhibition in the
Stop-Signal Task. Ph. D. Thesis, University of Wollongong.
Duvinage, M., Castermans, T., Petieau, M., Hoellinger, T., Cheron, G.,
and Dutoit, T. (2013). Performance of the emotiv epoc headset for
p300-based applications. Biomed. Eng. OnLine 12:56. doi: 10.1186/1475-
925X-12-56
Forney, E., Anderson, C., Davies, P., Gavin, W., Taylor, B., and Roll, M.
(2013). A Comparison of Eeg Systems for Use in p300 Spellers by Users with
Motor Impairments in Real-World Environments. Graz: Graz University of
Technology Publishing House.
Gazzaniga, M., Ivry, R., and Mangun, G. (2013). Cognitive Neuroscience: The
Biology of the Mind, 4th Edn. New York, NY: W. W. Norton & Company.
Gevins, A., Smith, M. E., Leong, H., McEvoy, L., Whitfield, S., Du, R.,
et al. (1998). Monitoring working memory load during computer-based
tasks with EEG pattern recognition methods. Hum. Factors 40, 79–91.
doi: 10.1518/001872098779480578
Goldenholz, D. M., Ahlfors, S. P., Hämäläinen, M. S., Sharon, D., Ishitobi, M.,
Vaina, L. M., et al. (2009). Mapping the signal-to-noise ratios of cortical sources
in magnetoencephalography and electroencephalography. Hum. Brain Mapp.
30, 1077–1086. doi: 10.1002/hbm.20571
Goverdovsky, V., von Rosenberg, W., Nakamura, T., Looney, D.,
Sharp, D. J., Papavassiliou, C., et al. (2017). Hearables: multimodal
physiological in-ear sensing. Sci. Rep. 7:6948. doi: 10.1038/s41598-017-0
6925-2
Grozea, C., Voinescu, C., and Fazli, S. (2011). Bristle-sensors – low-cost flexible
passive dry eeg electrodes for neurofeedback and bci applications. J. Neural Eng.
8:025008. doi: 10.1088/1741-2560/8/2/025008
Grummett, T. S., Leibbrandt, R. E., Lewis, T. W., DeLosAngeles, D., Powers,
D. M., Willoughby, J. O., et al. (2015). Measurement of neural signals
from inexpensive, wireless and dry eeg systems. Physiol. Meas. 36:1469.
doi: 10.1088/0967-3334/36/7/1469
Guger, C., Krausz, G., Allison, B. Z., and Edlinger, G. (2012). Comparison of dry
and gel based electrodes for p300 brain-computer interfaces. Front. Neurosci.
6:60. doi: 10.3389/fnins.2012.00060
Johnstone, S. J., Blackman, R., and Bruggemann, J. M. (2012). Eeg from a
single-channel dry-sensor recording device. Clin. EEG Neurosci. 43, 112–120.
doi: 10.1177/1550059411435857
Kirchner,W. K. (1958). Age differences in short-term retention of rapidly changing
information. J. Exp. Psychol. 55:352. doi: 10.1037/h0043688
Logan, G. D. (1994). “Chapter On the ability to inhibit thought and action: A users’
guide to the stop signal paradigm,” in Inhibitory Processes in Attention, Memory,
and Language, eds D. Dagenbach and T. H. Carr (San Diego, CA: Academic
Press), 189–239.
Looney, D., Kidmose, P., Park, C., Ungstrup, M., Rank, M., Rosenkranz, K., et
al. (2012). The in-the-ear recording concept: user-centered and wearable brain
monitoring. IEEE Pulse 3, 32–42. doi: 10.1109/MPUL.2012.2216717
Luu, T. P., Nakagome, S., He, Y., and Contreras-Vidal, J. (2017). Real-
time eeg-based brain-computer interface to a virtual avatar enhances
cortical involvement in human treadmill walking. Sci. Rep. 7, 8895.
doi: 10.1038/s41598-017-09187-0
Mishra, P., and Singla, S. K. (2013). Artifact removal from biosignal using fixed
point ICA algorithm for pre-processing in biometric recognition. Meas. Sci.
Rev. 13, 7–11. doi: 10.2478/msr-2013-0001
Mullen, T., Kothe, C., Chi, Y. M., Ojeda, A., Kerth, T., Makeig, S., et al. (2013).
“Real-time modeling and 3d visualization of source dynamics and connectivity
using wearable eeg,” in 2013 35th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC)(Osaka), 2184–2187.
Mullen, T. R., Kothe, C. A., Chi, Y. M., Ojeda, A., Kerth, T., Makeig, S., et al. (2015).
Real-time neuroimaging and cognitive monitoring using wearable dry EEG.
IEEE Trans. Biomed. Eng. 62, 2553–2567. doi: 10.1109/TBME.2015.2481482
Frontiers in Physiology | www.frontiersin.org 11 February 2018 | Volume 9 | Article 98
Radüntz Signal Quality of EEG Devices
Nikulin, V. V., Kegeles, J., and Curio, G. (2010). Miniaturized
electroencephalographic scalp electrode for optimal wearing comfort.
Clin. Neurophysiol. 121, 1007–1014. doi: 10.1016/j.clinph.2010.02.008
Oliveira, A. S., Schlink, B. R., Hairston, W. D., König, P., and Ferris, D. P.
(2016). Proposing metrics for benchmarking novel EEG technologies
towards real-world measurements. Front. Hum. Neurosci. 10:188.
doi: 10.3389/fnhum.2016.00188
Radüntz, T. (2016). Kontinuierliche Bewertung psychischer Beanspruchung an
informationsintensiven Arbeitsplätzen auf Basis des Elektroenzephalogramms.
Ph. D. thesis, Humboldt-Universität zu Berlin, Department of Computer
Science(Berlin).
Radüntz, T., Scouten, J., Hochmuth, O., and Meffert, B. (2015). EEG
artifact elimination by extraction of ICA-component features using
image processing algorithms. J. Neurosci. Methods 243, 84–93.
doi: 10.1016/j.jneumeth.2015.01.030
Ries, A., Touryan, J., Vettel, J., McDowell, K., and Hairston, W. (2014). A
comparison of electroencephalography signals acquired from conventional and
mobile systems. J. Neurosci. Neuroeng. 3, 10–20. doi: 10.1166/jnsne.2014.1092
Rogers, J. M., Johnstone, S. J., Aminov, A., Donnelly, J., and Wilson, P. H.
(2016). Test-retest reliability of a single-channel, wireless eeg system. Int. J.
Psychophysiol. 106(Suppl. C), 87–96. doi: 10.1016/j.ijpsycho.2016.06.006
Saab, J., Battes, B., and Grosse-Wentrup, M. (2011). “Simultaneous eeg recordings
with dry and wet electrodes in motor-imagery,” in 12th Conference of Junior
Neuroscientists of Tübingen (NeNA 2011) (Heiligkreuztal).
Sullivan, T. J., Deiss, S. R., and Cauwenberghs, G. (2007). “A low-noise,
non-contact eeg/ecg sensor,” in 2007 IEEE Biomedical Circuits and Systems
Conference (Montreal, QC), 154–157.
Zander, T. O., Lehne, M., Ihme, K., Jatzev, S., Correia, J., Kothe, C.,
et al. (2011). A dry eeg-system for scientific research and brain-
computer interfaces. Front. Neurosci. 5:53. doi: 10.3389/fnins.2011.
00053
Conflict of Interest Statement: The author declares that the research was
conducted in the absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.
Copyright © 2018 Radüntz. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and the
copyright owner are credited and that the original publication in this journal is cited,
in accordance with accepted academic practice. No use, distribution or reproduction
is permitted which does not comply with these terms.
Frontiers in Physiology | www.frontiersin.org 12 February 2018 | Volume 9 | Article 98
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS 1
Cross-Modality Matching for Evaluating User
Experience of Emerging Mobile EEG Technology
Thea Radüntz and Beate Meffert , Senior Member, IEEE
Abstract—Emerging technology for brain-state monitoring of-
fers the possibility to conduct measurements outside the labora-
tory. However, user-experience research is lacking. In this article,
we present and test an approach for determining the develop-
ment of user experience in the course of time using the so-called
cross-modality matching (CMM). We conducted experiments with
24 subjects and evaluated seven mobile electroencephalography
(EEG) devices. Using the CMMmethod, we registered the headset
pressure of the EEG devices and subject’s mood. We are able to
identify a correlation between headset pressure and mood and to
observe time trends. Subjects rated the heaviest, pin-based device
as less comfortable in the course of time. The gel-based EEG cap
is the most comfortable device regarding its long-time properties.
The CMM approach for user-experience evaluation of new EEG
technologies is direct, rapid, and easy to perform. This fact creates
new opportunities for future studies in the field of user experience
and human factors.
Index Terms—Dry sensors, electroencephalography (EEG),
psychophysicalmethods, usability testing and evaluation, wearable
devices.
I. INTRODUCTION
R EGISTRATION of brain activity by means of electroen-cephalography (EEG) outside the lab is of increasing inter-
est but also coupledwith various challenges. The lack of research
about user acceptance regarding the measuring technique is one
of them. Meanwhile, mobile and easier to use EEG devices are
emerging. They make use of wireless signal transmission and
allow the subject to move more freely. Additionally, gel-free
sensors enable a quick and easy application of the electrodes.
Thewearing comfort of the new devices is still unknown, as well
as whether user acceptance is improved relative to traditional
EEG acquisition. For the use of the devices in future studies, it
is of major importance that they do not cause head pressure, dis-
comfort issues, or alter subject’s mood state. This is particularly
important if the subjects are asked towear the device for a longer
period of time. Knowledge about the wearing time, which is free
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of complaints or inconvenience can be especially important for
many investigations.
Usability studies with more than ten subjects and a within-
subject design for the comparison of more than three mobile,
consumer-grade EEG devices are rare. Little is known about
the evolution of comfort and the influence of the device on
subject’s mood in the course of time [1]. The few studies
involving user-experience research concentrated on one device
and used the traditional method of questionnaires to register
subjective ratings ([2]–[5]). In the study of Ekandem et al. [6]
participants were asked to evaluate two devices by completing
a post-experiment comfort survey after 15 min of wearing the
device. Three different EEG headsets were tested by Nijboer
et al. [7]. The 13 subjects participating wore every device for
approximately an hour during three sessions. At the end of
each session, they answered questions regarding the usability of
the headset by means of questionnaires. The study by Izdebski
et al. [1] consisted of two experiments. During the first experi-
ment, four devices were tested by four subjects while during the
second experiment three devices were tested by nine subjects.
Duration of the sessions varied between one and three hours
and the usability was assessed at the end of each session by a
questionnaire. Hairston et al. [8] conducted a usability research
experiment with a wearing time of 60 min and three wireless
devices. At the end of the session, participants provided comfort
ratings by means of a Likert scale and overall preference ratings
based on an ordinal scale. At the end of their article, the authors
stated that future studies should include the evolution of the
ratings over time and not only the subjective ratings conducted
after the experiment. This was a major goal of our study.
For this, we employed themethod of cross-modalitymatching
(CMM). The CMM method can be traced back to psychophys-
ical research that aims to describe the relationship between
changes in the amplitude of a physical stimulus and the sub-
jective perception of these variations.
To recap, an important psychophysical question is the quan-
titative relation between a stimulus S and its subjective per-
ception. First relations were found experimentally by Weber in
1864. They were characterized by the so called just-noticeable
difference JND that described the smallest change ΔS that
could be perceived between two stimuli. In this context, Weber
noticed that the greater the initial stimulus S, the larger the
differenceΔS needed to distinguish between a first and a second
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Fig. 1. Principle of CMM according to Sydow and Petzold [31].
Fechner, a scholar of Weber, found that the relation between
stimulus S and perception P was logarithmic. In 1957, Stevens
introduced an extension ([9]) that showed that sensation magni-
tude was a power function of stimulus intensity (Stevens’ power
law)
P = b · Sm. (2)
Both parameters (the constant b and Stevens’ exponentm) are
specific for eachmodality andwere already determined formany
different ones (e.g., brightness, loudness, apparent length).
Based on the fact, that perceptions of different modalities
could be compared to each other, it could be concluded that a
stimulus intensity S1 of one modality could be described by a
stimulus intensity S2 of another modality




· log10 S2 +
log10 b2 − log10 b1
m1
. (4)
The principle of CMM relies on the idea of perception equal-
ization between different modalities (see Fig. 1). This way, a
not measurable modality (e.g., discomfort) can be expressed by
a measurable physical modality.
Currently, themethodofCMMis gaining againmore attention
in the scientific community. Researchers show increasing inter-
est to explore [10]–[12] and use the CMM method in order to
study human factors and usability aspects [13], [14]. The CMM
method can be applied in several situations and research studies.
It also provides a good option for conducting ratings from chil-
dren. The basic idea is similar to a standard procedure used by
pediatricians to assess children’s pain. They ask the child to press
their hand as strong as the pain is. This way, a not measurable
modality (e.g., pain, discomfort) can be expressed by a measur-
able physical modality (e.g., grip force). Application of CMM
in user-experience research appears quite appropriate due to the
fact that the method can give estimates of sensation’s magnitude
and, hence, of subjective perception. CMM can be conducted
in the course of time and provides real-time measurements.
Pepermans andCorlett [15] stated thatCMMwaswell applicable
in ergonomics for the evaluation of perceived environmental
conditions, which could be difficult to measure subjectively
and for the investigation of pain, discomfort, or well-being of
a person [16]. At the same time, Pepermans and Corlett [15]
conceded that theCMMmethodhas not experienced an extended
use in ergonomics. There exist a number of articles employing
CMM in order to study somatosensory perception ([17]–[23]),
pleasure and pain ([24]–[28]), or discomfort ([29], [30]). The
research of Forta et al. [30], as one of the latest published articles
focusing on practical ergonomics, is the most relevant item to
our study. Similar to our aim to assess user experience of several
EEG devices, they used CMM for obtaining subject’s subjective
comfort regarding whole-body vibrations while sitting.
To the best of our knowledge, the CMM method has rarely
been used in the context of user-experience research and has
never been used for evaluating emerging mobile EEG technol-
ogy. According to the International Organization for Standard-
ization, user experience is defined as user’s perceptions during
the use of a product. Thereby, “users’ perceptions and responses
include the users’ emotions, beliefs, preferences, perceptions,
comfort, behaviors, and accomplishments that occur before,
during, and after use” ([32], Section 3.15). In this study, we
focused on two factors of user experience: comfort and mood.
We employed the hand-grip force as a modality for CMM
ratings. By this, we registered the experienced head pressure
caused by the EEG headsets, subject’s general mood state, and
their change in the course of time. The employment of hand-grip
CMM for assessing mood and head pressure evolvement as
connected to emerging EEG technology is totally new.
In general, we expected that the wearing time of the devices
would have an impact on the comfort. Most of the few studies
related to wearing comfort of dry-EEG devices did not explicitly
report on the influence of wearing time of the devices (e.g., [3],
[33]). The ones that did, reported a duration in the range between
15 and 60 min ([2], [6], [8]). We assumed that subjects’ percep-
tion of headset pressure would increase after half an hour while
their current mood would become worse as long as the headset
was worn.
We also addressed the relation between discomfort and mood
that had its roots in the research area of embodied cognition,
particularly embodied emotion [34]. In this context, the physical
condition of a human has a direct influence on the mental state.
Hence, we assumed that subject’s mood was positively corre-
lated to the wearing comfort of the devices as assessed by the
individual perception of head pressure caused by the headset. For
the case of a positive correlation, we further assumed that head
pressure mediated the relation between device properties and
mood. Taken together, we formulated the following hypotheses.
1) During wearing time of the devices, the headset pressure
of all EEG devices will increase and subject’s mood will
get worse, regardless of model, or electrode type.
2) There is a significant positive correlation between current
head pressure from the EEG headset and subject’s current
mood.
a) The number of electrodes has an effect on the head
pressure and, thus, influences subject’s mood.
b) Device’s weight has an effect on the head pressure and
thus, influences subject’s mood.
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TABLE I
EEG DEVICES TESTED
Fig. 2. EEG devices used: (a)MindCap; (b) 4S Jellyfish; (c) BR8+; (d) EPOC;
(e) g.SAHARA with dry electrodes; (f) g.LADYbird; and (g) 32 Trilobite.
II. MATERIALS AND METHODS
A. EEG Systems
We conducted market research and chose EEG devices that
had left the research-prototype state. These were expected to
be suitable for field studies, i.e., quickly and easily applicable
without limiting subject’smovementwhile sitting. Sevenmobile
EEG devices with different characteristics were purchased (see
Table I, Fig. 2). In total, six of them were equipped with gel-free
electrodes. We also included g.tec’s g.LADYbird/g. Nautilus
system as a standard gel-based device well suited for mobile
use due to its wireless signal transmission and the use of active
electrodes.
B. Procedure and Subjects
Our study took place in an office where only the subject
and supervisor were present. In total, 24 subjects participating
(11 females and 13 males, 26–66 years of age, with a mean age
of 42.8) completed in the course of eight consecutive workdays
a total of eight sessions with duration of about 90 min each. The
first session was aimed at familiarizing the subjects with the
method of CMM and the computer tasks they had to perform
while wearing the EEG devices. We instructed the subjects
that we will not evaluate their performance because the main
goal of our study was the evaluation of the devices. During
the following sessions, one device per day was selected in
Fig. 3. Timeline of daily sessions for the CMM registration.
Fig. 4. LabQuest2 interface for data display. (a) Used by the experimenter and
hand dynamometer. (b) Used by the subject [36].
random order and tested independently of the others. The study
was task independent with strong focus on devices’ comfort
evaluation. In order to control for side effects related to the
tasks, we kept task sequence identical for each device. For more
information, we want to draw readers’ attention to our paper
about the signal-quality evaluation of the devices ([35]). The
timeline of the daily session is presented in Fig. 3. The subjects
were wearing each device for approximately 60 min. All of the
investigations acquired were approved by the local review board
of our institution and complied with the tenets of the Declaration
of Helsinki. All procedures were carried out with the adequate
understanding and written consent of the subjects.
During the following sessions, CMMmeasurements aimed at
evaluating our hypotheses related to the EEG devices. At clearly
defined registration time points (see Fig. 3), subjects used the
hand-grip force device to answer questions regarding the current
head pressure caused by the EEG device and their current mood.
They were instructed to apply a greater hand-grip force, the
more negative their current mood was. Immediately thereafter,
the experienced headset pressure was registered similarly. For
doing so, subjects were instructed to grip stronger, the bigger
the experienced head pressure of the device was.
Hand-grip force was registered with a strain-gauge-based
hand dynamometer by Vernier Company (see Fig. 4). Measure-
ment of hand-grip force was performed with subject’s dominant
hand and all subjects were right handed. All values were re-
lated to subject’s maximal grip force that was measured at the
beginning of every experimental day.
III. RESULTS
For all subsequent calculations, we used the logarithms of
the relative grip-force values and proceeded as described in the
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TABLE II
RESULTS OF THE ANOVAS FOR HEADSET PRESSURE AND CURRENT MOOD
ASSESSED BY CMM ACROSS REGISTRATION POINTS AND DEVICES
Note: Values of .001 are actually p ≤ .001.
aIndicates Mauchly’s test of sphericity was significant (p < .05) and a
Greenhouse–Geisser correction was made to degrees of freedom.
following. All statistical calculations were carried out by means
of the SPSS software.
A. Evolvement of Headset Pressure and Mood in the
Course of Time
Our first hypothesis assumed that headset pressure would
increase in the course of time for all devices and subject’s current
mood would become worse. We carried out two analyses of
variance (ANOVAs) in order to find out if there were significant
differences between the registration points, devices, and if there
was an interaction between both. The dependent variable was
either the head pressure or current mood assessed by CMM. For
each ANOVA, we utilized a repeated-measures design with two
within-subject factors (seven levels for the device factor and five
or seven levels for the registration-points factor for head pressure
and current mood, respectively). Results are summarized in
Table II. General differences between the levels were examined
and tested with posthoc tests (Bonferroni corrected).
CMM values for headset pressure revealed a significant
main effect for time, device, and an interaction between both.
Fig. 5 (top) shows the headset pressure averaged over the
registration points and subjects for each device. Bonferroni
corrected posthoc tests showed significant differences between
the Trilobite and Jellyfish (p = .014), EPOC (p = .043), and
g.LADYbird (p = .003) aswell as between the g.LADYbird and
BR8+ devices (p = .014). The head pressure was increased for
the Trilobite device and lowest for the g.LADYbird. Regarding
subjects’ mood CMM values indicated a significant main effect
for time and a weekly significant effect for the interaction
between time and device. No significant main effect could be
found for the device factor (Fig. 5, bottom). Results for the
posthoc tests regarding the registration points and the nature
of the interaction between the two factors are shown in Fig. 6
(bottom right) for headset pressure and in Fig. 7 (bottom right)
for current mood.
In general, headset pressure decreased five minutes after
application of the devices, gradually increased thereafter, and
reached its maximum value in 45 min (see Fig. 6). This held
true for almost all devices except for the g.SAHARA and
g.LADYbird that revealed a flat temporal evolvement. For test-
ing the differences between the registration points for each de-
vice separately, we used seven one-factorial, repeated measures
ANOVAs with head pressure as dependent variable. Significant
differences were obtained only for the Trilobite device (F(2.44;
Fig. 5. Headset pressure and current mood as measured by the hand-grip
force and averaged over the registration points and subjects for each device
(the stronger the grip, the bigger the experienced headset pressure of the device
and the more negative the current mood; calculation of analysis of variance
with repeated measures design and Bonferonni-corrected posthoc tests: ∗ ∗ ∗:
p ≤ .001; ∗∗: .001 < p ≤ .01; ∗ : .01 < p ≤ .05; error bars indicating the
95% confidence interval).
56.22) = 17.97, p < .001, η2 = .439). Bonferroni corrected
posthoc tests revealed a significant difference between the reg-
istrationpoint immediately after applicationof the device and the
first 5 min. Thereby, the pressure decreased. Significant changes
could also be obtained between the means of the 5th min and the
25th min and between the means of the 45th min and all other
registration points before. In these cases, the headset pressure
increased significantly in the course of time.
Descriptive evaluation of subjects’ mood revealed that 5 min
after device wearing the mood got better for most devices.
Thereafter subjects’ mood got worse in the course of time and
became better after take off of the device. An exception was
the g.LADYbird device that did not show the same tendency. In
order to statistically evaluate differences between registration
points for each device, we computed one-factorial, repeated
measures ANOVAs with subjects’ current mood as depen-
dent variable. We found significant differences for the devices
MindCap (F(3.92; 90.24) = 2.06, p = .09, η2 = .082), BR8+
(F(2.74; 63.07) = 7.75, p < .001, η2 = .252), and Trilobite
(F(2.93; 67.31)= 7.24, p < .001, η2 = .239). For theMindCap
device Bonferroni corrected posthoc tests showed a significant
difference between the registration point after take off of the
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Fig. 6. Headset pressure: Development of the headset pressure measured by
the hand-grip force in the course of time and averaged over the subjects for each
device and registration point (the stronger the grip, the bigger the experienced
headset pressure of the device; calculation of analysis of variance with repeated
measures design and Bonferonni-corrected post-hoc tests: ∗ ∗ ∗: p ≤ .001; ∗∗ :
.001 < p ≤ .01;∗ : .01 < p ≤ .05; error bars indicating the 95%confidence
interval).
headset and the mood in the 15th, 25th, and 45th min. Similar
significant differences indicating that the mood got better after
take off of the headset were found for the BR8+ device. We
observed significant changes in the means between the registra-
tion point without the device at the end and all other registra-
tion points. Posthoc tests for the Trilobite device revealed that
subjects’ mood decreased significantly between the registration
point before the application of the device and the 45th minute of
wearing. Moreover, subjects’ mood became significantly better
after removal of the device compared to the registration points
of the 15th and 45th min, respectively.
B. Correlation Between Headset Pressure and Subject’s Mood
We proceeded with the investigation of the relation between
subject’s mood and experienced head pressure caused by the
EEG headsets. To recap, subjects were instructed to apply a
greater hand-grip force, the more negative their current mood
was. Similarly, they were asked to grip stronger, the bigger
the experienced head pressure of the device was. Hence, with
Fig. 7. Current mood: Development of the current mood measured by the
hand-grip in the course of time and averaged over the subjects for each device
and registration point (the greater the hand-grip force value, themore negative the
current mood; calculation of analysis of variance with repeated measures design
and Bonferonni-corrected posthoc tests: ∗ ∗ ∗ : p ≤ .001; ∗∗ : .001 < p ≤
.01; ∗ : .01 < p ≤ .05; error bars indicating the 95% confidence interval).
TABLE III
CORRELATIONS BETWEEN HEADSET PRESSURE AND SUBJECT’S CURRENT
MOOD FOR EACH DEVICE (N = 24, **: p ≤ .01)
increasing hand-grip values for the headset pressure, we ex-
pected higher grip-force values for the current mood as well.
We computed the means for both, the current mood and
the headset pressure over subject’s single values from the five
registration points. This was done for each device separately in
order to have anoverall value of headpressure andmood from the
whole session for each subject and device. In the following, we
calculated the correlations between headset pressure and mood
for the devices. The results were highly significant, as shown
in Table III. All of the obtained effect sizes for the correlation
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Fig. 8. Standardized regression coefficients for the relationship between de-
vice’s weight and subject’s current mood as mediated by headset pressure.
The standardized regression coefficient between device’s weight and current
mood, controlling for headset pressure, is in parentheses (∗ ∗ ∗: p ≤ .001; ∗∗:
.001 < p ≤ .01; ∗: .01 < p ≤ .05; N = (7 devices × 24 subjects) = 168).
Fig. 9. Standardized regression coefficients for the relationship between num-
ber of electrodes and subject’s current mood as mediated by headset pressure.
The standardized regression coefficient between number of electrodes and
currentmood, controlling for headset pressure, is in parentheses (∗ ∗ ∗: p≤ .001;
◦: p = .06; N = (7 devices × 24 subjects) = 168).
coefficients of the devices could be interpreted as large according
to the guidelines of Cohen denoted for r ([37]).
In the following,wewanted to know if head pressuremediated
the relation between device properties and mood. As postulated
in our two subhypotheses, the number of electrodes or device’s
weight could have an effect on the head pressure and, thus,
influence subject’s mood.
The relationship between device’s weight and subject’s cur-
rent mood was mediated by head pressure. As Fig. 8 illustrates,
the standardized regression coefficient between device’s weight
and head pressure was statistically significant, as was the stan-
dardized regression coefficient between head pressure and sub-
ject’s mood. The standardized indirect effect was 0.21× 0.87 =
0.18. Standardized indirect effects were computed for each of
5000bootstrapped samples, and the 95%confidence intervalwas
computed by determining the indirect effects at the 2.5th and
97.5th percentiles. The results indicated the indirect coefficient
was significant (b = 0.18, SE = 0.06, 95% CI = [0.07, 0.29]).
Device’s weight was no longer a significant predictor of mood
after controlling for the mediator head pressure (b = −0.02,
SE = 0.04, p = .58). That is consistent with full mediation.
Results of the investigation of the relationship between num-
ber of electrodes and subject’s current mood as mediated by
head pressure are shown in Fig. 9. The standardized regression
coefficient between number of electrodes and head pressure was
not significant but near significance level (p = .06), while the
standardized regression coefficient between head pressure and
subject’s moodwas highly significant. The standardized indirect
effectwas 0.15×0.87=0.13. Standardized indirect effectswere
computed for each of 5000 bootstrapped samples, and the 95%
confidence interval was computed by determining the indirect
effects at the 2.5th and 97.5th percentiles. The results indicated
the indirect coefficient was significant (b = 0.13, SE = 0.06,
95% CI = [0.01, 0.25]). There was no significant total effect
between number of electrodes and mood (b = 0.1, SE=0.08,
p = 0.2), i.e., number of electrodes did not directly predict
subject’s mood but only indirectly through head pressure.
IV. DISCUSSION
The main aim of our study was to use the rarely-used method
of CMM in order to investigate user-experience issues of emerg-
ing EEG technology in the course of time. We employed 24
subjects, tested seven different mobile EEG devices, and con-
ducted ratings of headset pressure and subject’s mood by means
of CMM.
A. Evolvement of Headset Pressure and Mood in the
Course of Time
Weexpected that in the course of time all EEGheadsets would
be perceived as burdensome, regardless of model, or electrode
type.We also expected that subject’smoodwould becomeworse
over the headset’s wearing time. The hypothesis could not be
confirmed for all devices. For headset pressure, we obtained a
significant main effect not only regarding registration points but
also regarding the devices. Additionally, therewas an interaction
effect betweenboth. Surprisingly, after 5minofwearing, headset
pressure decreased for almost all devices and became significant
for the Trilobite device. Here, we assumed that subjects were
familiarized with the new device on their head and the initial
discomfort decreased.We have to note that in our study, subjects
did not have any previous experience with mobile, dry-electrode
EEG devices. Thus, the extent to which the found relations
depend on headset experience remains an interesting topic for
future research.
In the course of time, the headset pressure generally increased
until the 45th minute. This increase was particularly prominent
for the Trilobite, our heaviest device. This fits well to our
results from the mediator analysis. Furthermore, the Trilobite
device showed significant differences regarding head pressure
to the devices with soft electrodes (i.e., to the Jellyfish with
foam-based electrodes, EPOC with felt-pad electrodes, and
g.LADYbird with gel electrodes). For the sake of correctness,
we have to mention that these were also the lightest devices. The
g.LADYbird device seemed to be the most comfortable device
with significant differences to the BR+ and Trilobite devices. It
revealed no head-pressure evolvement in the course of time and
no significant differences between the registration points. This
could be responsible for the highly-significant interaction effect
of registration points and device.
Regarding subjects’ mood no differences between devices
could be obtained although there was a significant interaction
between device and registration points. In general, we observed
that after the headsets were removed from subject’s head the
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mood became obviously better for all devices with significant
differences to all previous measurements. An exception was
observed for the g.LADYbird device where subjects’ mood
remained almost constant not only in the course of time but
also after the removal of the headset. This might be a reason for
the weakly-significant interaction effect.
B. Correlation Between Headset Pressure and Subjects’ Mood
In our second hypothesis, we suggested a positive significant
correlation between headset’s comfort and subject’s current
mood. Correlation analysis yielded large, positive, and signifi-
cant correlation coefficients for all devices. We concluded that
subject’s mood was highly correlated to the headset pressure
and, thus, to the wearing comfort of the devices.
Furthermore, we investigated if headset pressure mediated
the effect of device properties on subject’s mood. Results indi-
cated that device’s weight was a significant predictor of head
pressure and that head pressure was a significant predictor
of subject’s mood. This supported the mediational hypothesis.
After controlling for the mediator, the significant relationship
of device’s weight and mood became insignificant, indicating a
full mediation. This result seemed reasonable because a greater
weight could contribute to a greater head pressure and lead to a
worse mood.
In contrary, the number of electrodes had only a significant
indirect effect through head pressure but no significant total
effect on mood. We assumed that there might be other factors
apart from the number of electrodes affecting both head pressure
and mood (as was the case with device’s weight). These might
confound the head pressure-mood relationship of our second
model. The predictor (in this case the number of electrodes)
might be only a part of a more complex model. For instance,
the type of electrode could have a greater involvement in sub-
ject’s current mood than the number of electrodes. This impact
could been even amplified by, e.g., device’s weight or wearing
duration.
Finally, we must be aware that other factors might exist
influencing subject’s current mood during the sessions. These
might be related to the environmental conditions, time on task,
or the interaction with the investigator. The randomized testing
of the devices across subjects tried to account for some of them.
Although, our sample size was relatively large for this kind of
study, it was fairly small for elaborate inferential statistics. As
a further limitation, we have to mention that during this study
new devices appeared on the market, e.g., the actiCAP Xpress
Twist/LiveAmp and the saltwater-based electrode system R-Net
both by BrainProducts or the new highly innovative approach
using in-ear EEG technology ([38], [39]). For evaluating these
and further emerging EEG technology, our study design and the
proposed CMM method could easily be used. Taken the CMM
results as a benchmark to make across-group comparisons [27]
would allow for an integration of the test results from new
devices into the findings already in existence. Thiswouldmake it
possible to compare emergingEEGdevices. Future studies could
also evaluate possible effects of specific tasks on user experience
of EEG devices as well as further aspects like appealing design,
emotions, and pleasure by means of CMM.
V. CONCLUSION
To sum up, subject’s mood and headset pressure were related
to each other and changed over thewearing time. This alternation
was particularly prominent for the Trilobite device where the
changes in the course of time became significant. In contrast,
the g.LADYbird device seemed to be the most comfortable.
We also found that head pressure was a mediator between
device properties and subject’s mood, with device’s weight as
significant predictor. We conclude that developers should attach
importance to the weight of the headset for assuring comfort and
well-being caused by their devices. In this respect they should
be aware of possible interaction effects between the weight,
electrode type, and the number of electrodes.
For our investigation,wemade use of themethod ofCMMthat
is gaining againmore attention in the scientific community [40]–
[43]. We presented and tested this psycho-physiological
approach for evaluating user experience. By this, we compared
seven mobile EEG devices and gained reasonable results in the
course of time.Althoughour resultsmight not be surprising, they
provide evidence about the feasibility and quality of the CMM
ratings. Compared to traditional methods for subjective ratings
the CMM approach is direct, rapid, and easy to perform. These
facts create new opportunities for future studies in the field of
user experience, experimental psychology, and human factors
research. Furthermore, our results provide scientific feedback
regarding the comfort claims of manufacturers of emerging
EEG technology. They are of particular interest for researchers
that want to use the new wearable devices for their studies.
In general, CMM offers good possibilities to overcome lin-
guistic or reading barriers or to assess ratings from cognitively
impaired subjects. Furthermore, subjects are not limited to a
preset scaling or limited number of answers and, thus, less prone
to social desirability restrictions caused by predefined answers
that could be interpreted as right or wrong. We hope that our
article contributes not only to the user-experience evaluation of
emerging EEG devices in the course of time but offers also a
new example with positive results regarding the applicability of
the CMM method.
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Abstract
Background: Registration of brain activity has become increasingly popular and offers a way to identify the mental state of
the user, prevent inappropriate workload, and control other devices by means of brain-computer interfaces. However,
electroencephalography (EEG) is often related to user acceptance issues regarding the measuring technique. Meanwhile, emerging
mobile EEG technology offers the possibility of gel-free signal acquisition and wireless signal transmission. Nonetheless, user
experience research about the new devices is lacking.
Objective: This study aimed to evaluate user experience aspects of emerging mobile EEG devices and, in particular, to investigate
wearing comfort and issues related to emotional design.
Methods: We considered 7 mobile EEG devices and compared them for their wearing comfort, type of electrodes, visual
appearance, and subjects’ preference for daily use. A total of 24 subjects participated in our study and tested every device
independently of the others. The devices were selected in a randomized order and worn on consecutive day sessions of 60-min
duration. At the end of each session, subjects rated the devices by means of questionnaires.
Results: Results indicated a highly significant change in maximal possible wearing duration among the EEG devices (χ26=40.2,
n=24; P<.001). Regarding the visual perception of devices’ headset design, results indicated a significant change in the subjects’
ratings (χ26=78.7, n=24; P<.001). Results of the subjects’ ratings regarding the practicability of the devices indicated highly
significant differences among the EEG devices (χ26=83.2, n=24; P<.001). Ranking order and posthoc tests offered more insight
and indicated that pin electrodes had the lowest wearing comfort, in particular, when coupled with a rigid, heavy headset. Finally,
multiple linear regression for each device separately revealed that users were not willing to accept less comfort for a more attractive
headset design.
Conclusions: The study offers a differentiated look at emerging mobile and gel-free EEG technology and the relation between
user experience aspects and device preference. Our research could be seen as a precondition for the development of usable
applications with wearables and contributes to consumer health informatics and health-enabling technologies. Furthermore, our
results provided guidance for the technological development direction of new EEG devices related to the aspects of emotional
design.
(JMIR Mhealth Uhealth 2019;7(8):e14474)  doi: 10.2196/14474
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User Experience Research of Emerging
Electroencephalography Technology
In the previous years, registration of brain activity has become
more and more popular not only in science but also in the home
and gaming sector. Users look forward to identifying and
quantifying their mental state directly there where human
information processing takes place, and electroencephalography
(EEG) offers a way to assess the levels of fatigue, stress, or
emotions. The state feedback can then be used to prevent
undesired situations, enhance wanted effects, or control devices.
The increasing number of publications related to brain-computer
interfaces [1-7] indicates an ever-growing interest in
communication systems where encoded brain activity from the
user is used as an alternative channel to send information to a
computer. In addition, progress in sensor technology enables
the production of low-cost, light-weighted, and marketable
devices. However, extended use of the EEG is hampered by
user experience challenges and user acceptance issues regarding
the measuring technique.
Only a few years ago, one of the main issues was the limited
mobility of the subjects because of the wired connections going
from the electrode cap to an amplifier and computer. Meanwhile,
wireless signal transmission helps to overcome this problem
and allows subjects to move more freely. Further concerns are
related to the application of gel electrodes and skin preparation
for reducing the impedance. Emerging sensor technology uses
gel-free sensors to enable a quick and easy application of the
electrodes by the users themselves. For assuring an acceptable
signal quality, impedance between electrodes and skin must be
low, that is, electrodes need a good and permanent contact to
the skin. This becomes particularly difficult to achieve for dry
electrodes that work without the conductive gel. Given this, the
question of wearing comfort and user experience becomes even
more evident.
Finally, there are also user experience issues related to the
unflattering visual appearance of the traditional EEG caps and
thus linked to the research field of emotional design [8]. The
core idea thereby is that products’ design strives to elicit positive
emotions and thus influence users’ perception to provide a
greater level of user experience. The 3-level model of emotional
design includes the visceral, the behavioral, and the reflective
level [8,9]. The visceral is the most basic, immediate level and
addresses our first reactions to visual or sensory aspects (eg,
aesthetics and quality) of the product. The behavioral level refers
to usability aspects of the product, whereas the reflective level
comprises conscious cognition. More general, the reflective
level asks how well the product fits in with user’s current
self-image and addresses not only mental and emotional but
also social aspects.
To recap, there is growing interest among users in brain state
monitoring and increased efforts by developers for developing
mobile EEG devices. However, serious user experience research
in this field is rare, and it remains still unclear whether user
acceptance of the new devices is improved compared with
traditional EEG technology. In our study, we aimed to address
this issue and advance the state of the art regarding user
experience of emerging EEG devices. Thereby, we focused on
the wearing comfort of the devices and aspects of emotional
design, particularly the behavioral and reflective levels.
Related Work
During the previous years, the advances in sensor technology
promoted the research regarding the usability of emerging EEG
devices. Most of the published papers concentrated only on
device functionality and signal quality comparison between the
traditional gel-based electrodes and the new dry electrodes
[7,10-12].
Only a small number of studies were concerned with devices’
wearing comfort and design requirements. Nikulin et al [13]
reported that for designing a new kind of electrodes, they
considered not only signal quality but also electrodes’ visual
appearance and wearing comfort. They put effort to create
extremely light and small electrodes that could be applied with
some conductive gel directly on the head without any cap or
headset. During the study, subjects reported that the electrodes
were not noticeable and also not visually detectable by other
people. Subjects felt less watched and thus better. Nikulin et al
argued that this was particularly important when working outside
the laboratory, and subjects were asked to behave naturally and
free, in particular, during field experiments in real work
environments. However, the main limitation was that the
electrodes had to be applied with gel. This application procedure
was time consuming and required specific knowledge about
electrodes’ precise positions on the head. Hence, it had to be
done by an experienced investigator and could not be done by
the subject itself. A further limitation was that the subjects did
not have the opportunity to compare the new electrode device
with another.
Similarly, Grozea et al [14] reported on their work on new
electrodes with fine, flexible, and metal-coated polymer bristles.
The bristles should allow for a good contact through the hair,
and simultaneously, they should be comfortable during wearing.
The researchers tested the electrodes on subjects (ie, colleagues)
that had previous experience with other kinds of electrodes (eg,
gel-based and pin electrodes). The subjects concluded that
although the bristles electrodes were better than the pin
electrodes, the bristles could have been softer and more flexible
to increase comfort. Limitations of the study were the small
number of subjects participating and the lack of direct
comparison among the different kinds of electrodes instead of
recalling the wearing comfort from previous experiences.
Comparison studies among different commercial EEG devices
regarding user experience were rare. A study by Ekandem et al
[15] dealt with the comparison between Emotiv’s EPOC device
and NeuroSky’s MindWave device. Research questions
concerned the wearing comfort, the preparation, and the
application time. The latter was less than 5 min for both devices
and thus clearly less compared with traditional EEG devices.
After 15 min of wearing, subjects were asked to answer
questions about the overall comfort of the worn device, the
length of time they would be able to wear it, and the type of
discomfort [15]. Thereby, the EPOC device was rated more
comfortable compared with the MindWave device. A main
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limitation of the study concerned the wearing time of 15 min
because this could be insufficient for determining discomfort
issues.
A study by Izdebski et al [16] was divided into 2 similar
experiments that tested in total 7 devices. Of 7 devices, 4 devices
(g.tec’s g.SAHARA, Emotiv’s EPOC, ANT Neuro’s asalab,
and Brain Products’ [Brain Products GmbH] actiCAP) were
tested by 4 subjects, and the remaining 3 devices (BioSemi’s
ActiveTwo, Cognionics’ Dry System, and Cognionics’ Wet
System) were tested by 9 subjects. Duration of the sessions
varied between 1 and 3 hours, and the usability was assessed
at the end of each session by a questionnaire. Surveyed usability
aspects were comfort, cap fit, mood, and movement restriction.
Izdebski et al reported that the gel-based electrode headsets
asalab and actiCAP induced general discomfort although
participants did not report an unpleasant feeling under the cap
nor a high pressure of the electrodes. Regarding cap fit, the
ActiveTwo and systems without adjustment possibilities
received negative ratings. The EPOC, g.SAHARA, and asalab
devices yielded a more negative mood at the end of the session,
whereas the wired systems asalab and actiCAP were rated as
more movement restricting. A limitation of the study concerns
the lack of a consistent within-subject design and the very
different session durations.
Hairston et al [17] conducted a usability research experiment
with a wearing time duration of 60 min. They compared 4 EEG
devices: 3 wireless EEG systems (Emotiv’s EPOC, Advanced
Brain Monitoring’s B-Alert X10, and QUASAR’s HMS) and
1 wired, laboratory-grade device (Bio-Semi’s ActiveTwo). The
main user experience aspects they focused on, besides signal
quality issues, were the adaptability of the devices to different
head sizes, comfort, and subjects’ device preference. They found
that subjects preferred the B-Alert X10 device more than the
other 2 wireless systems although it had gel-based electrodes.
Subjects reported that the gel-infused pads of the B-Alert X10
device were more comfortable than the others. Finally, Hairston
et al stated that future work was needed to systematically study
usability factors and improve development efforts of new
systems.
To compare the usability of a brain-computer interface for
communication, Nijboer et al [18] tested 3 different EEG
headsets (g.tec’s g.SAHARA, Emotiv’s EPOC, and BioSemi’s
ActiveTwo). Apart from signal quality, Nijboer et al also
assessed the speed and ease of headset’s setup, subjects’ rating
about their appearance with headset, comfort, and general device
preference. Nijboer et al obtained the highest setup time for the
gel-based ActiveTwo device, the best aesthetic ratings for the
EPOC device, and the best comfort ratings for the gel-based
ActiveTwo and pin-based g.SAHARA devices. Although the
EPOC device yielded the worst ratings regarding comfort, it
was the device of choice in the ranking of preference. Nijboer
et al assumed that aesthetics and ease of use could be more
important factors than comfort when it comes to preference
ranking. They stated that more research was needed to
understand which user experience aspects influence subjects’
preference choice.
Table 1 summarizes the above-mentioned studies in a symmetric
presentation style. To conclude, considering that duration of
registration sessions and thus device wearing can take a long
time, comfort requirements are particularly important. Existing
studies regarding the usability of EEG headsets indicated that
for assuring user acceptance, devices should be lightweight,
comfortable, not painful to wear, and with an unobtrusive
design. However, limitations of these studies were a limited
number of participants, lack of comparisons among different
devices, or a too short wearing duration of the EEG headsets.
Most of the studies focused primarily on wearing comfort and
neglected user experience aspects such as emotional design. In
our study, we considered these things and systematically
compared 7 different EEG devices.
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Research Objectives
As the registration of brain activity outside the laboratory
becomes more popular, aspects of user experience attract more
attention when new devices are to be developed. Apart from
improving wearing comfort that is crucial regarding user
experience, developers also put more emphasis on the headset
design of the EEG devices. This can lead to extraordinary
designs that are not always flattering and easy to use for the
user. In such cases, the visual appearance and behavior of the
device can influence the well-being of a person [13].
Our first research objective was concerned with the test of the
devices. First, we referred to the well-known issue of wearing
comfort linked to the different electrode types and the question
of how comfortable the different electrodes were after a longer
wearing time. We assumed that maximal possible wearing
duration would vary significantly among the devices depending
on the type of electrode. Spring-loaded or rigid pin electrodes
were expected to apply more pressure on the head and thus to
have a smaller comfort and a low possible wearing duration.
Gel-based electrodes were expected to assure a better comfort
and could be worn for longer. Furthermore, we were interested
in testing the devices in regard to the visceral and behavioral
levels of emotional design. These comprised the design of the
devices and the ease of use. To this end, we formulated the
following research questions for the evaluation of the devices:
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Research question 1a: Does maximal possible
wearing duration differ among devices with different
electrode types?
Research question 1b: Does the visual perception of
devices’ design differ among each other?
Research question 1c: Does practicability of the
devices differ among each other?
Especially in cases where the EEG device is worn in public (eg,
workplace), some users could prefer a more unobtrusive design.
This can be linked to the reflective level of Norman’s 3-level
model of emotional design [8]. Thereby, information from the
visceral and behavioral levels are combined with our knowledge
and experiences, filtered, and cognitively processed. At this
level, user’s self-image plays a crucial role. Beyond the intended
use of the product, user preferences are based on who will see
it and how these viewers will judge the user with it.
Hence, we were interested to find out if users were willing to
accept less comfort for a more attractive headset design. On the
basis of this consideration, we formulated our second research
objective:
Research question 2: Does visual appearance affect
the overall rating of the devices more than wearing
comfort?
In the Methods section of our study, we introduce the EEG
devices, material used, sample set, and procedure for conducting
the experiments. The gained results are presented in the Results
section and discussed in the following section. Thereby, we
mention potential limitations to the study. Finally, the
Conclusions subsection aims to highlight the main points of our
study and draw general conclusions from the investigation.
Methods
Electroencephalography Systems
The investigation focused on 7 currently available mobile EEG
devices. Table 2 shows the devices and summarizes their
characteristics that are briefly described in the following.
NeuroSky’s MindCap device is a 1-channel EEG system. It
comes with a frontal electrode and an ear clip reference
electrode. The use of conductive gel is not necessary, and the
signal is transmitted wirelessly through Bluetooth interface.
The weight is 119 g. The device is recommended for
neurofeedback training and gaming.
Emotiv’s EPOC device comes with 14 saline-based wet felt
sensors. These are mounted on quite flexible plastic branches.
The signal is transmitted wirelessly through Bluetooth interface.
The EPOC device has a weight of 116 g.
Mindo’s 4S Jellyfish device is a wireless dry electrode EEG
device. The 4 electrodes that are mounted on a headband can
be applied at either frontal or parietal sites. In our case of frontal
EEG, foam-based electrodes (Figure 1, left) are recommended.
In case of parietal EEG, spring-loaded pin electrodes (Figure
1, right) are to be applied. The reference is an adhesive electrode
at the mastoid. The device weighs 95 g.
Mindo’s 32 Trilobite device comprises 32 EEG channels. The
frontal 3 of them are foam-based electrodes (Figure 1, left). The
remaining 29 are spring-loaded pin electrodes (Figure 1, right).
Furthermore, the device includes a ground and a reference
electrode, both applied with a clip on the ear lobes. Signal
transmission occurs wirelessly through Bluetooth. Its weight is
524 g.
BRI’s BR8+ device has got 8 dry electrodes. The frontal 2 of
them are foam-based electrodes (Figure 1, left). The remaining
6 are spring-loaded pin electrodes (Figure 1, right). The device
includes ground and reference ear clip electrodes and a wireless
signal transmission through Bluetooth. The earpads of the device
do not have any technical functionality. They are thought to
reduce the headset pressure and help positioning the headset at
the center of the head. The BR8+ weighs 269 g.
g.tec’s g.SAHARA/g.Nautilus device comprises 16 pin
electrodes (Figure 2) that are mounted on a traditional EEG cap.
The cap size can vary among small, medium, and large.
However, to reduce financial costs, we used only the
medium-sized cap. Adhesive ground and reference electrodes
are applied at the mastoids. The signal is transmitted wirelessly
by means of g.Nautilus device that is attached at the back of
the EEG cap. It has a weight of 233 g.
g.tec’s g.LADYbird/g.Nautilus device is a traditional gel-based
EEG system with 16 active electrodes. An ear clip electrode
serves as reference. Similar to the g.SAHARA/g.Nautilus device,
the cap size can vary. However, in our study, we used only the
medium-sized cap. The g.Nautilus device at the back of the cap
allows for wireless signal transmission. The total weight of the
EEG headset amounts to 165 g. Unlike the other devices, the
g.LADYbird/g.Nautilus device is not designed for home and
biofeedback applications. It is primarily developed for research
and medical use and the treatment of locked-in patients. We
included it to our study as state-of-the-art reference for EEG
regarding user experience issues.
Finally, all manufacturers of our EEG devices promote their
EEG systems as highly comfortable and easy to use.
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Table 2. Electroencephalography (EEG) devices used.
WeightNumber of electrodesElectrode typeHeadsetEEG device
119 g1DryMindCap (NeuroSky Inc, San Jose, CA, USA)
116 g14Saline-basedEPOC (Emotiv Inc, San Francisco, CA, USA)
95 g4Foam-basedJellyfish (Mindo, Hsinchu, Taiwan)
524 g323 foam-based, 29
spring-loaded pins
Trilobite (Mindo, Hsinchu, Taiwan)
269 g82 foam-based, 6
spring-loaded pins
BR8+ (BRI Inc, Hsinchu, Taiwan)
233 g16Pin electrodesg.SAHARA (g.tec GmbH, Graz, Austria)
165 g16Gel-basedg.LADYbird (g.tec GmbH, Graz, Austria)
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Figure 1. Foam-based frontal electrodes (left) and spring-loaded pin electrodes (right).
Figure 2. Pin electrodes of g.tec's g.SAHARA device.
Procedure and Subjects
Our study took place in a typical office setting. The 24 subjects
participating (Table 3) completed over the course of 9
consecutive workdays a total of 9 sessions. The first session
was aimed at familiarizing the subjects with the computer tasks
and games they had to perform while wearing the EEG devices.
In this session, we also assessed subjects’ attitude toward
technology by means of the 19 items of the TA-EG
questionnaire (TA-EG: translated from the original German
title: “Fragebogen zur Technikaffinität - Einstellung zu und
Umgang mit elektronischen Geräten”) [19-22]. The items are
answered on a 5-point Likert scale (1=fully disagree and 5=fully
agree) and address 4 dimensions: technology enthusiasm,
competence in handling technology, positive attitude, and
negative attitudes toward electronic devices. Subjects with
calculated values below the median were assigned to the group
of negative attitudes, whereas subjects with values over the
median were assigned to the group of positive attitudes toward
technology.
Table 3. Sample set used for analysis.
Total, NFemale, n (%)Male, n (%)Age (years)
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In the following 7 days, 1 device per day was selected in random
order and tested independently of the others. Thereby, the
subjects wore the device for 60 min and performed the same
sequence of tasks and 1-min rest measurements with eyes closed
and eyes opened. The devices were applied by an expert. At the
end of each session, they were asked how long they would be
able to wear the EEG headset. They indicated their answers on
a 5-min steps scale between 0 and 120 min. They also answered
questions regarding the device’s design. Next, the subjects
applied the device on their own. The expert inspected the signal
quality of the EEG and gave instructions for improving it when
needed. Moreover, 1-min rest measurements with eyes closed
and eyes opened were performed, and thereafter, subjects rated
the practicability of the device (Table 4). An exception was
made for the g.LADYbird device that could not be taken off,
reapplied, and properly used because of the smeared gel that
builds conductive bridges. For the g.LADYbird device, we
solely skipped the rest measurements.
During the last session, all EEG devices were rated. First, paired
comparisons were conducted between every 21 pairs of 2
devices presented. Participants were asked to select the headset
that they were willing to wear over a longer period of time or
even daily. To avoid reliance on memory, subjects were
instructed to reapply each of the 2 presented headsets and decide
consciously. A mirror in front of them allowed them to include
the visual appearance of the headset in their preference rating.
Furthermore, we paid attention to the presentation order of the
pairs and proceeded as recommended by Ross [23].
Finally, subjects completed a questionnaire where they had to
rank the devices regarding wearing comfort and visual
appearance separately (Table 4). Thereby, the item for visual
appearance aimed to also integrate aspects from the reflective
level of emotional design. Each of the headsets was set on a
rank order between 1 (the most appropriate) and 7 (the least
appropriate). Figure 3 outlines the experimental design of the
study. All procedures were carried out with the adequate
understanding and written consent of the subjects. The
investigations acquired were approved by the local review board
of our institution.
Table 4. User experience acquisition.
Research questionConductedPossible answersItemAspects of emotional design
1bAfter each session1: does not apply at all and 5: applies
fully
The headset has an attractive designVisceral level
1cAfter each session1: does not apply at all and 5: applies
fully
I could apply and use the EEGa
headset without aid
Behavioral level
1aAfter each sessionScale from 0 to 120 with 5 min stepsHow long are you able to wear EEG
headset? Please mark the maximal-
possible time duration in minutes
on the scale below
Behavioral level
2Final sessionRanking of the devices: 1: most appro-
priate and 7: least appropriate
Wearing the device was comfortableBehavioral level
2Final sessionRanking of the devices: 1: most appro-
priate and 7: least appropriate
It would not be a problem for me to
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Figure 3. Experimental design of the study. EEG: electroencephalography.
Results
Comparisons Among Devices
The first research objective was concerned with the test of the
devices regarding their wearing comfort after a longer period
of time, visual appearance, and ease of use. For evaluation, we
used subjects’ answers conducted after each session (Table 4).
Statistical analysis was conducted using nonparametric Friedman
tests of differences among the repeated measures.
Maximal Possible Wearing Duration Differs Among
Devices
Results indicated a highly significant change in maximal
possible wearing duration among the EEG devices (χ26=40.2,
n=24; P<.001). Rankings are presented in Table 5.
Dunn-Bonferroni posthoc tests were calculated for the
examination of the differences among the devices (Table 5; see
also Multimedia Appendix 1 for the exact values). Significant
differences were obtained between the Trilobite device and all
other devices except the BR8+. The Trilobite device was ranked
lower regarding maximal wearing duration than the other
devices.
Perception of Headset Design Differs Among Devices
Regarding the visual perception of devices’ headset design,
results indicated a significant change in subjects’ ratings
(χ26=78.7, n=24; P<.001). Rankings are presented in Table 6.
Dunn-Bonferroni posthoc tests were calculated for the
examination of the differences among the devices (Table 6;
Multimedia Appendix 2).
Table 5. Maximal possible wearing duration (min) for each device over all subjects.
Median (min, max)Mean (SD)EEG device
112.5 (5, 120)92.29 (35.87)MindCap
90.0 (30, 120)86.66(31.78)Jellyfish
60.0 (30, 120)73.54 (30.16)BR8+
117.5 (30, 120)101.87 (25.10)EPOC
80.0 (10, 120)81.04 (33.45)g.Sahara
50.0 (5, 120)48.75 (28.59)Trilobite
112.5 (45, 120)100.41 (23.99)g.Ladybird
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Table 6. “The headset has an attractive design.” (1: does not apply at all and 5: applies fully). Statistics calculated over all, male, and female subjects
for each device.
FemaleMaleAllEEG device
Median (min, max)Mean (SD)Median (min, max)Mean (SD)Median (min, max)Mean (SD)
3.0 (1, 4)3.18 (0.98)4.0 (3, 5)4.15 (0.68)4.0 (1, 5)3.71 (0.95)MindCap
4.0 (2, 5)3.27 (1.10)4.0 (2, 5)3.85 (0.80)4.0 (2, 5)3.58 (0.97)Jellyfish
3.0 (1, 5)3.18 (1.16)4.0 (3, 5)3.92 (0.64)4.0 (1, 5)3.58 (0.97)BR8+
4.0 (3, 5)3.91 (0.53)4.0 (2, 5)4.23 (0.92)4.0 (2, 5)4.08 (0.77)EPOC
2.0 (1, 4)1.73 (0.90)3.0 (1, 5)2.62 (1.12)2.0 (1, 5)2.21 (1.10)g.Sahara
2.0 (1, 4)2.18 (0.87)3.0 (2, 5)2.92 (0.86)2.5 (1, 5)2.58 (0.92)Trilobite
1.0 (1, 3)1.64 (0.80)2.0 (2, 4)2.46 (0.66)2.0 (1, 4)2.08 (0.83)g.Ladybird
Significant differences were obtained between the g.LADYbird
device and all other devices except g.SAHARA and Trilobite.
The g.SAHARA device showed significant differences to all
devices except Trilobite and g.LADYbird. The Trilobite device
showed significant differences to the EPOC, MindCap, and
Jellyfish devices. At this point, we also looked at possible gender
effects relating to the perception of headsets’ design. We
evaluated the ratings separately for male and female participants
(Table 6) and found highly significant differences among
devices for both groups (male: χ26=41.9, n=13, P<.001; female:
χ26=38.3, n=11, P<.001). Dunn-Bonferroni posthoc tests for
male participants’ ratings indicated significant differences
between the Trilobite and EPOC devices as well as between
g.SAHARA and MindCap and g.SAHARA and EPOC (Table
6; Multimedia Appendix 3). Furthermore, there were significant
differences between the g.LADYbird device and all other
devices except g.SAHARA and Trilobite. Dunn-Bonferroni
posthoc tests for female participants’ ratings indicated significant
differences between the Trilobite and EPOC devices,
g.SAHARA and EPOC as well as between g.LADYbird and
EPOC and g.LADYbird and Jellyfish (Table 6; Multimedia
Appendix 4).
Practicability Differs Among Devices
Results of subjects’ ratings regarding the practicability of the
devices indicated highly significant differences among the EEG
devices (χ26=83.2, n=24; P<.001). Rankings are presented in
Table 7. Dunn-Bonferroni posthoc tests were calculated for the
examination of the differences among the devices (Table 7;
Multimedia Appendix 5).
Significant differences were obtained between the g.LADYbird
device and all remaining devices. To evaluate possible
differences among subjects related to their attitude toward
technology, we used the results from the TA-EG questionnaire
and clustered our subjects in 2 groups. Subjects with a value
below the overall median of 69.5 (range between 41 and 81)
were assigned to the group with a negative attitude toward
technology (mean age of cluster: 41 years, 5 females, and 7
males) and subjects with a value over the median to the group
with a positive attitude (mean age of cluster: 44 years, 6 females,
and 6 males). We evaluated the practicability ratings separately
and found highly significant differences among devices for both
groups (negative attitude: χ26=48.5, n=12, P<.001; positive
attitude: χ26=40.6, n=12, P<.001).
Dunn-Bonferroni posthoc tests for the ratings of subjects with
a negative attitude toward technology indicated significant
differences between the g.LADYbird and all remaining devices
(Table 7; Multimedia Appendix 6). Dunn-Bonferroni posthoc
tests for the ratings of subjects with a positive attitude toward
technology indicated significant differences between the
g.LADYbird and all other devices except the Trilobite and
g.SAHARA (Table 7; Multimedia Appendix 7).
The critical reader could argue that for evaluating the
practicability, the signal quality of the device had to be taken
into account after self-fitting the device. For the sake of
completeness, we compared the signal quality of the rest
measurements from self-fitting versus expert fitting of the
system. The evaluation of the electroencephalogram was done
in the time domain manually. A medical technical assistant with
specialization in EEG and years of experience visually inspected
the electroencephalograms and manually marked artifact
segments. We computed the percentage of denoted artifacts
compared with the entire recording time for each channel. We
calculated the means over the channels for each subject and
device. For comparison between the signal qualities from
self-fitting versus expert fitting, we conducted a Wilcoxon paired
difference test for each EEG system. The results are presented
in Table 8. Rest measurements with closed eyes did not show
significant differences between the fittings for none of the
devices. Rest measurements with eyes opened indicated
significant differences between the fittings for the BR8+ and
the g.SAHARA devices (BR8+: z=−3.886, P<.001, r=0.56;
g.SAHARA: z=4:086, P<.001, r=0.59).
For readers more interested in the signal quality evaluation of
the devices, we would like to draw their attention on our paper
on that topic [24].
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Table 7. “I could apply and use the EEG headset without aid.” (1: does not apply at all and 5: applies fully). Statistics calculated over all subjects,
subjects with positive attitude, and subjects with negative attitude toward technology for each device. EEG: electroencephalography.
Negative attitudePositive attitudeAllEEG device
Median (min, max)Mean (SD)Median (min, max)Mean (SD)Median (min, max)Mean (SD)
5.0 (3, 5)4.42 (0.79)5.0 (3, 5)4.42 (0.79)5.0 (3, 5)4.63 (0.64)MindCap
5.0 (3, 5)4.50 (0.67)5.0 (3, 5)4.50 (0.67)5.0 (3, 5)4.67 (0.56)Jellyfish
4.0 (2, 5)3.83 (1.19)4.0 (2, 5)3.83 (1.19)5.0 (2, 5)4.21 (1.10)BR8+
4.5 (4, 5)4.50 (0.52)4.5 (4, 5)4.50 (0.52)5.0 (3, 5)4.54 (0.58)EPOC
4.0 (2, 5)3.58 (1.24)4.0 (2, 5)3.58 (1.24)4.0 (2, 5)4.04 (1.04)g.Sahara
3.0 (1, 5)3.00 (1.27)3.0 (1, 5)3.00 (1.27)4.0 (1, 5)3.54 (1.31)Trilobite
1.5 (1, 3)1.75 (0.86)1.5 (1, 3)1.75 (0.86)1.5 (1, 5)1.75 (0.89)g.Ladybird
Table 8. Artifact proportions (%) of rest measurements with eyes open and closed from self-fitting and expert fitting of the system averaged over
channels and subjects and considered for each device separately.
Eyes openEyes closedEEG










0.0 (0.0, 99.9)10.77 (23.68)0.0 (0.0, 99.9)16.75 (33.38)0.0 (0.0, 99.9)17.60 (35.92)0.0 (0.0, 99.9)15.37 (33.54)MindCap
11.8 (0.0, 80.0)20.94 (22.88)14.7 (0.0, 87.3)24.15 (25.98)6.9 (0.0, 61.9)14.64 (18.16)13.4 (.0, 99.7)23.26 (27.56)Jellyfish




59.51 (22.44)49.9 (3.7, 87.5)48.38 (21.55)BR8+
13.3 (0.0, 99.9)37.60 (42.69)5.0 (0.0, 99.9)22.18 (36.61)11.4 (0.0, 99.9)37.82 (45.16)3.6 (0.0, 99.9)23.25 (37.07)EPOC
18.5 (3.5, 74.5)21.33 (16.85)4.0 (0.0, 41.8)9.79 (12.74)33.0 (0.0, 65.1)32.54 (13.46)34.1 (5.7, 55.5)32.05 (11.47)g.Sahara





Wearing Comfort and Visual Appearance
Our research question 2 asked if visual appearance affects the
overall rating of the devices more than their wearing comfort.
For the evaluation, we used multiple linear regression analysis.
Ranking values of the items for visual appearance and wearing
comfort (Table 4) served as independent variables. The criterion
was the devices’ ranking order regarding preference for daily
use. This was calculated from the conducted paired comparisons.
For the sake of completeness, we have to mention that results
from paired comparisons were not transitive for 6 subjects. In
these cases, some devices have been selected with the same
frequency, and thus, subjects’ preference could not be mapped
on an ordinal scale. Analysis of these subjects’ decisions
regarding the less rejected devices did not yield to a result,
either. Hence, the 6 subjects with inconsistent answers were
disclosed from further analysis.
We computed a multiple linear regression for each device
separately. The results are presented in Table 9. Wearing
comfort and visual appearance of the devices were able to
statistically significant predict subjects’ preference for daily
use, except for the g.LADYbird device (F2,15=0.752; P=.49).
Wearing comfort had a large impact on device preference for
almost all devices, whereas visual appearance was a poor
predictor. An exception was the EPOC device. Hereby, visual
appearance had a large impact on the preference, whereas
wearing comfort had none. For the BR8+ device, both predictors
were important. However, the wearing comfort was more
influential.
At this point, we also looked at possible gender effects relating
to the utilitarian versus hedonic aspects of the experience. For
the male participants, wearing comfort and visual appearance
were able to statistically significant predict subjects’ preference
for daily use, except for the g.LADYbird device (F2,7=0.147;
P=.87). Wearing comfort had a large impact on device
preference for all devices except for the EPOC device where
visual appearance was a better predictor. For the female
participants, a significant regression equation with significant
predictors was found for the Jellyfish (F2,5=29.837; P=.002)
and EPOC (F2,5=25.571, P=.002) devices. For Jellyfish, wearing
comfort significantly predicted subjects’ preference, whereas
for EPOC, visual appearance had a greater impact on subjects’
preference ratings. Overall, it can be said that in cases where
the regression models became significant, we were not able to
identify opposing effects between female and male participants
(Table 9).
JMIR Mhealth Uhealth 2019 | vol. 7 | iss. 8 | e14474 | p. 11http://mhealth.jmir.org/2019/8/e14474/
(page number not for citation purposes)
Radüntz & MeffertJMIR MHEALTH AND UHEALTH
XSL•FO
RenderX
Table 9. Results of multiple linear regression analysis for each device.
Visual appearanceWearing comfortModelR2EEGa device and gender
































In our first research objective, we were concerned to test the
devices regarding 3 user experience aspects: wearing comfort,
visual appearance, and ease of use.
Pin Electrodes Had the Lowest Wearing Comfort
Evaluation of the maximal possible wearing time as an indicator
of devices’ wearing comfort revealed the Trilobite device to be
significantly less pleasant to wear than the remaining. The
reason could be the uncomfortable pin electrodes. Overall means
of maximal possible wearing duration indicated devices without
pin electrodes such as the EPOC, MindCap, and g.LADYbird
as the most favorable for a longer wearing time and with
significant differences to the Trilobite. The finding that pin
electrodes were less preferred was similar to findings by Grozea
et al [14] but inconsistent to the results by Nijboer et al [18]
and Izdebski et al [16]. However, Hairston et al [17] also
emphasized the importance of the headset’s ability to adjust to
the different heads to assure comfort. In their work, they
highlighted the need of flexible headsets to assure comfort
during wearing. This aspect was also prominent in the work of
Izdebski et al [16] who found that cap fit was rated as poor for
headsets with rigid headsets. In our study, Trilobite’s headset
was the most rigid one. Furthermore, the Trilobite device was
much heavier than the other devices. These 2 facts could have
multiplied the impact of the pin electrodes on wearing comfort.
The BR8+ device had pin electrodes, a rather rigid headset but
less weight. Similar to the Trilobite, it yielded small values
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regarding the maximal possible wearing duration. The
g.SAHARA with pin electrodes but flexible headset and less
weight had small wearing duration ratings, but these were higher
than those of the Trilobite and BR8+ devices. We concluded
that pin electrodes had the lowest wearing comfort, in particular
when coupled with a rigid, heavy headset.
An Unobtrusive Design Coped Better With Individual
Preferences
Headset design is not only responsible for the wearing comfort
but also primarily responsible for device’s visual appearance.
Overall ratings of headset design indicated that the devices with
a traditional EEG cap (ie, g.LADYbird and g.SAHARA) were
significantly less preferred than all others, except the Trilobite
device. The latter was also significantly less preferred than the
MindCap, Jellyfish, and EPOC devices. Females’ ratings
indicated more variability than males’ ratings leading to less
significant differences among the devices. However, both
genders perceived the design of g.LADYbird’s and
g.SAHARA’s traditional caps and Trilobite’s helmet as less
attractive. Both groups primarily preferred the headsets of EPOC
and Jellyfish with EPOC, indicating more significant differences
to the other devices, in particular, by female subjects. This result
was consistent with the results by Nijboer et al [18] where
participants rated their appearance with the EPOC as best.
Nijboer et al stated that reasons for the refusal of caps were that
the whole head and part of the face were covered, and hair was
flattened and invisible. In our study, the g.LADYbird,
g.SAHARA, Trilobite, and MindCap devices covered subjects’
whole head. However, ratings of the MindCap were significantly
better compared with the other 3 devices. This was particularly
true among the male subjects. We assumed that rating of the
design was related to aspects of aesthetics, fashion style, and
individual preference. These aspects might be strongly
connected to the reflective level of emotional design. An
unobtrusive headset design could have more potential to cope
with different individual preferences because it is not
eye-catching.
Practicability Was Closely Linked to Gel Electrodes
and Attitude Toward Technology
Finally, we asked the subjects to rate the ease of use of the
devices. Results indicated significant differences between the
gel-based g.LADYbird and all remaining devices. This was
reasonable, especially when considering that a second person
was needed for applying the gel. Furthermore, subjects had to
wash their hair after they took off the cap. We concluded that
the effort for use was definitely high. The g.SAHARA and
Trilobite devices were also rated as less easy to use. We
supposed that this might be because of their larger number of
electrodes but have to be aware that g.SAHARA had only 2
electrodes more than the EPOC device. Subjects with a negative
attitude toward technology showed similar results regarding the
practicability of the devices. However, subjects with a positive
attitude toward technology did not indicate significant
differences between the gel-based g.LADYbird and pin-based
g.SAHARA neither between the g.LADYbird and Trilobite
devices. Although these findings were surprising, we supposed
that technical affine subjects were more critical during their
ratings, and this could lead to more variability in their ratings.
Taken the results of the signal quality comparison (Figure 4)
into account, we noted similar tendencies between practicability
ratings from subjects with a positive attitude toward technology
and increased proportion of artifacts by self-fitting the devices.
This was particularly true during the rest measurements with
eyes opened, as subjects might have behaved more actively than
with eyes closed. Thereby, the BR8+, g.SAHARA, and, to a
lesser extent, the EPOC devices yielded more artifacts when
compared with the fittings by an expert and revealed less
practicability when rated by technical affine subjects.
Nevertheless, the g.LADYbird device had the worst
practicability ratings across subjects although a limitation of
our study might be that we did not give the opportunity to the
subjects to apply the device and the gel on their own. We believe
that self-fitting of the gel-based electrodes would not have
altered the ratings but must admit that future user experience
research should consider this issue. Finally, we argue that
subjects with a positive attitude toward technology were more
accurate in their rating of device practicability.
In conclusion, although the practicability of the devices was
closely linked to gel or dry electrodes, wearing comfort and
design of the devices seemed to be more expressive. Thereby,
we observed that devices that could be worn for a longer period
of time did not always have an attractive design.
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Figure 4. Relation between signal quality and comfort and trade-off against practicability. EEG: electroencephalography.
Wearing Comfort and Visual Appearance
In our second research question, we were interested to find out
if wearing comfort was more important to the user than the
visual appearance of the device. Thus, we asked subjects to rank
all devices regarding both aspects separately. Furthermore,
paired comparisons of the devices led us to a rank order
regarding preference for daily use.
Results of a multiple linear regression analysis for each device
indicated that, in general, wearing comfort was the better
predictor for users’ device preference. Exceptions were the
EPOC and the g.LADYbird devices. Although for the
g.LADYbird, none of the 2 aspects seemed to have any impact
on device’s preference ranking; the results for the EPOC device
revealed an opposite tendency, that is, EPOC’s visual
appearance influenced subject’s decision more than its wearing
comfort. A reason for this could be that EPOC’s wearing
comfort was unobtrusive although its design was futuristic and
professional. We assumed that this attracted the subjects and
gave more weight to the visual appearance when it came to a
preference for daily use. Interestingly, the design of the BR8+
was also one of the most modern and futuristic ones. The fact
that BR8+’s visual appearance was a supplementary predictor
to its comfort seemed to confirm our assumption.
Regarding the results of the g.LADYbird device, we had to
speculate. The device was assumed to not cause any head
pressure; hence, wearing comfort should be unobtrusive and a
weak predictor for the preference for daily use. Its visual
appearance was indeed not very attractive for daily wearing.
However, this fact did not have a large influence on the
preference either, similar to the g.SAHARA device that had the
same cap. The main difference to all other devices was the
application of gel and the necessity to wash the hair after each
use of the device. Although comfortable to wear, the gel-based
electrodes were undoubtedly inconvenient for daily use outside
the laboratory. Hence, the ease of use could have affected the
preference more than the examined factors.
Male and female participants did not show opposing results
related to the predictors of daily use preference. Although almost
all models (except g.LADYbird) became significant for the
male participants, for the female participants, only 2 models
reached the significance level (Jellyfish and EPOC). An
explanation could be that females’ ratings were not as consistent
as males’ ratings among each other. However, we have to be
also aware of the small number of participants (8 females vs 10
males) that could have led to this result. To explore gender
differences related to utilitarian versus hedonic aspects of
experience, more research with larger subsets is needed. We
have to draw attention to our sample’s structure (Table 3)
consisting of young female and older male participants.
Disentangle the gender and age factors at these numbers seemed
not possible. We assumed that regarding emotional design, the
gender factor is more influential than the age, but the reader
should note that the latter could have an effect, too. Further
research should emphasize on this issue.
In general, the results of both genders emphasized that visual
appearance was a better predictor only for the EPOC device.
By taking into account the reflective level of emotional design,
we add new insight about how the factors of comfort and visual
appearance translate to user preference. Our results broaden the
assumption by Nijboer et al [18] who postulated that the
preference of EPOC was an evidence for the fact that aesthetics
might be more important than comfort.
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In our study, we investigated the user experience of mobile EEG
devices. We compared 7 different EEG devices and offered a
differentiated look at emerging mobile and gel-free EEG
technology. The results yielded are summarized in Table 10.
For the sake of convenience, we report only the artifact
proportion differences between self-fitting and expert fitting
from the eyes-closed measurement.
In addition, we gave insight into the relation between user
experience aspects and device preference. The wearing comfort
given by a device was the main factor for its daily use. The
visual appearance of the device was certainly an important point.
However, it only became influential when comfort was assured.
Users were not willing to accept less comfort for a more
attractive headset design. The reflective level of emotional
design became important only if the behavioral level of the
product was satisfactory.
To provide practical information to users of EEG devices, we
combined the signal quality results from the study by Radüntz
[24] with the current user experience results and concluded
which system could be used under which condition. The EPOC
device achieved the best results regarding user experience, but
it suffered from a large proportion of artifacts. Although the
EPOC device can be used in public because of its attractive
design and the feeling of ease of use, potential users should be
aware of the issues regarding signal quality, in particular, if the
device is self-applied by a layman. Outstanding performances
regarding maximal possible wearing duration and signal quality
were obtained for the traditional gel-based but mobile
g.LADYbird device. This device can be recommended for
neuroscience research where precise and prolonged
measurements are required without any deductions in comfort.
However, devices wearing in public and self-application are
not recommended. The MindCap device reviled good user
experience results and satisfying signal quality. Users must
consider that scientifically valid assertions could be hampered
because of only 1 electrode available. The Jellyfish and
g.SAHARA devices yielded similar results regarding comfort
but differences regarding design (ie, better results for Jellyfish)
and signal quality (ie, better results for g.SAHARA). We believe
that g.SAHARA is a good solution for field experiments, where
subjects are not exposed to the general public, and signal quality
is important. Nevertheless, researchers should be aware of
potential comfort issues that could arise in the course of time
because of the pin electrodes. Potential applications for the
Jellyfish device might be better suited for the gaming or
biofeedback sector. The BR8+ and Trilobite devices did not
meet our requirement for user experience, in particular, because
of comfort issues. Furthermore, signal quality was lacking.
Figure 4 illustrates the trade-offs between signal quality and
user experience so that readers might be able to see if there are
any devices of sufficient quality that might also be acceptable
for daily use. The x-axis depicts devices’ comfort rankings,
calculated as a percentage of the maximal possible wearing
duration in minutes out of 120 min offered. The y-axis represents
the proportion of artifacts taken from the study by Radüntz [24].
Finally, we have to admit that there might be further factors
that could have contributed to the preference decision. Our
research could be seen as a precondition for the use of emerging
EEG technology under realistic conditions in field experiments
with longer duration. It paves the way for the development of
usable applications with wearables and contributes to consumer
health informatics and health-enabling technologies.
Furthermore, our results provided guidance for the technological
development direction of new EEG devices related to aspects
of emotional design.
It has to be mentioned that the EEG equipment market shows
rapid development. During this study, new devices appeared
on the market that could not be tested, for example, the actiCAP
Xpress Twist/LiveAmp device by Brain Products or the highly
innovative approach using in-ear EEG technology [25,26].
However, our study design could easily be used in subsequent
studies of new devices and benchmark the evaluation of further
emerging EEG technology. Integration of test results from new
devices into the findings already in existence would make it
possible to compare the user experience of emerging EEG
technology.
Table 10. User experience results of tested electroencephalography devices (medians over all subjects).
Artifact proportions (eyes closed: self-fitting-
expert fitting [%]; higher values indicate
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Abstract. There is a growing consensus concerning the negative conse-
quences of inappropriate workload on employee’s health and the safety
of persons. In a simulator study, we focused on air traffic controllers
during arrival management tasks. Our aim was to find out if the num-
ber of aircraft or the occurrence of an exceptional event added load to
the subjectively experienced workload. The workload was assessed using
the NASA-TLX, instantaneous self-assessment (ISA) questionnaire, and
expert ratings. Our sample consisted of 21 subjects. According to stan-
dard ANOVA procedures, controllers’ subjective ratings showed a high-
significant discrimination between the different air traffic demands but
only a weak-significant discrimination between sessions with and without
event. In particular, we were not able to obtain a significant interaction
effect between traffic volume and event. However, the examination of
between-subject factors could reveal additional information about con-
troller’s rating behavior. We currently conclude that while the effect of
the number of aircraft was evident, the impact of an exceptional event
remained doubtful.
Keywords: Mental workload · Air traffic controllers ·
Subjective ratings · NASA-TLX · ISA
1 Introduction
There is a growing consensus concerning the negative consequences of inappropri-
ate workload that can affect the individual itself but also other people that count
on it. High mental workload is associated with increased anxiety, stress, and a
lack of detachment from work during off-job time [8,9,24]. The missing recovery
from work-related stress can then lead to weakness, tiredness, and exhaustion.
c© Springer Nature Switzerland AG 2019
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Thus, mental workload can influence the well being and health of a person. Fur-
thermore, it can influence the individual performance because of forgetfulness,
negligence, and a lack of concentration. The consequences are increased errors
or inadequate decisions and might affect not only the own safety but also the
safety of other persons. This is particularly true in safety-critical occupations
such as air traffic control.
In order to understand workload changes in the air traffic sector, it is impor-
tant to study the influence of different factors altering air traffic controllers’
mental workload. In this article, we concentrated on two exposure parameters:
air traffic volume and occurrence of an exceptional event. We were interested to
find out if both of them have an effect on the experienced workload and if there
was an interaction between both. In particular, we wanted to investigate if the
occurrence of on exceptional event affected workload differently related to the
current air traffic demands but also to individual characteristics. This under-
standing is relevant in order to improve working conditions by maintaining an
appropriate level of workload that allows also the handling of unforeseen events.
In Sect. 2 we give a brief overview about the concept and current methods
for registering mental workload. We introduce our hypotheses, the study design,
and the way we proceeded for analyzing our data in Sect. 3. Finally, we outline
and discuss our results in Sect. 4 as well as give prospects for future work related
to our conclusions in Sect. 5.
2 Related Work
In general, mental workload was related to information processing theory [14].
High mental workload may arise from the inability to cope with increasing
demands imposed on an individual’s cognitive capacity [7,14,30] but also from
a simultaneous interaction with emotional aspects [1], training and experience
level [32]. Hence, increasing demands could originate among others from time
pressure, task complexity, and individual’s psycho-physiological state [11]. Meth-
ods for registering mental workload are categorized into subjective and objective
methods. The subjective measurements use traditional questionnaires in order
to assess subject’s experienced workload. The objective methods are subdivided
into performance measurement and biosignal registration. Recording and analy-
sis of e.g. the brain activity [22,26], cardiovascular parameter [18,27] as well as
ocular data [2] offered insight into subject’s psycho-physiological state. The main
idea underlying the assessment of workload using biosignals considered arousal
and activation mechanisms of the organism reacting to the task load [21]. Mea-
surement of individual’s performance on a task was another way to determine
workload. Hereby, identification of workload relied on the relationship concept
between the two and implied that individual performance decreases under high
mental workload [17,19,33]. However, studies also indicated that motivation,
training, and experience could contribute to maintain performance at the same
level by investing more effort and in this way mitigated the impact of work-
load [16,23]. Thus, the increased mental workload could not always be measured
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directly by means of performance break-down [12,20,29]. For a detailed overview
of the mental workload literature including definitions and measuring methods of
workload we advise the reader on the articles of Cain [5], Vidulich and Tsang [28]
as well as Stanton et al. [25].
We conclude that identification of workload by means of performance mea-
surements was problematic whereas physiological indicators and subjective rat-
ings using questionnaires may better reflect workload changes. However, subjec-
tive measurements were problematic because of their susceptibility to subjective
distortion, social desirability restrictions regarding the appropriateness of the
answer, and subject’s inability to introspect. Their main advantages were the
simplicity of assessment and high user acceptance.
3 Design and Methodology
3.1 Research Questions
In our simulator study, we focused on air traffic controllers as an occupation
with high cognitive demands and responsibility [6]. Air traffic controllers are
dealing with safety-critical tasks and have to keep engaged and try to maintain
their performance even under difficult situations. When task demands increase,
they have to invest more effort. As a consequence, air traffic controllers work in
a high pressure environment with high mental workload. This is mainly induced
by the traffic load situation itself but might also arise by unexpected events [1].
Hence, the aim of our study was to find out if it is the number of aircraft
or the occurrence of an exceptional event that stresses controllers the most.
Furthermore, we were interested if there is an interaction effect between both
and if between-subject factors, i.e. age or job demands, could reveal additional
information about controller’s experienced workload in both conditions. To this
end, we formulated the following five research hypotheses:
1. The number of aircraft has a significant main effect on controllers’ workload.
2. The occurrence of an exceptional event has a significant main effect on con-
trollers’ workload.
3. There is a significant interaction effect between number of aircraft and occur-
rence of an exceptional event regarding controllers’ workload.
4. The experienced workload is related to controller’s age.
5. The experienced workload is related to controller’s current job demands.
3.2 Traffic Scenarios
Our research was performed in the Air Traffic Management and Operations sim-
ulator (ATMOS) of the German Aerospace Center (DLR) in Braunschweig. For
our research design, we concentrated on arrival management tasks and manipu-
lated the factors: exceptional event and traffic load. The traffic load was manip-
ulated by the number of aircraft per hour (ac/h). We considered four levels of
traffic flow that determined the more or less constant number of aircraft in the
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arrival sector (i.e., possible fluctuations according to controller’s guiding behav-
ior): 25 ac/h, 35 ac/h, 45 ac/h, and 55 ac/h. The second factor was by nature
dichotomous: occurrence vs. absence of an exceptional event. The exceptional
event was a flight that should be prioritized because of a sick passenger on
board (in the following referred to as priority-flight event). The pseudo pilot was
instructed to request priority for his flight but not to declare emergency by using
the commands mayday or pan-pan. The rationale behind this was that in case
of a mayday or pan-pan call there might be specific prescribed regulations that
have to be implemented by the controller such as closing the sector, maintain a
distance around the aircraft, or distribute the remaining aircraft on further con-
trollers. These regulations would corrupt our experiment, in particular mitigate
the air traffic demand factor. We decided to use the medical event communicated
as priority request in order to get a workload increase in the sequence without
activating additional measures which would be applicable in case of aircraft’s
engine failure or loss of controllability.
The combination of both factors, number of aircraft and priority-flight event,
resulted in eight scenarios (Table 1). Scenario duration was 20 min for a scenario
with no priority-flight event and 25 min for a scenarios with a priority-flight
event. The priority-flight event occurred after the 10th min. The time param-
eters were chosen because of previous experiences related to simulator exper-
iments with air traffic controllers. We gave controllers 10 min to get started
and accustomed to their sector in order to control for any additional intrin-
sic, workload-relevant factors that could interfere with our exposure parameters.
We assumed that in case of a priority-flight event the controllers would need
maximally 10 min to solve it. We also knew that controllers’ experience in the
simulator used to be real and pervasive. By giving them 5 additional minutes in
scenarios with priority-flight event, we aimed to allow them to leave the experi-
ment with a positive impression and not with a bad feeling.
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3.3 Procedure and Subjects
Our sample consisted of 21 subjects between the ages of 22 and 64 years (2
female, 19 male, mean age 38 ± 11). We had 13 approach controllers, 3 tower
controllers, and 5 employees of the DLR, in the following referred to as novices.
In real work life, subjects were working at different airports and different work
positions. Thus, they had experienced different job demands. All of them had
adequate expertise to handle the arrival management simulation and interact
with the pseudo pilots who simulated the cockpit crews during the trials. Within
two consecutive days, the subjects completed the above-mentioned eight traffic
scenarios in randomized order. The first day started at noon with an introduc-
tory session where participants completed demographic questionnaires. They
were briefed regarding the research goals, experimental procedure of the follow-
ing two days, and workload scales used. Next, subjects completed a training
session in order to get familiarized with the simulator and the questionnaires.
Once they had a clear understanding of how everything worked and what was
being measured, the experiment started. Four of the simulation scenarios were
presented on the first day, the remaining four were conducted on the second day
until noon. The Federal Institute of Occupational Safety and Health (BAuA)
in Berlin was in charge of the project. All of the investigations acquired were
approved by the local review board of the BAuA and the experiments were
conducted in accordance with the Declaration of Helsinki. All procedures were
carried out with the adequate understanding and written consent of the subjects.
3.4 Assessment of Workload
As dependent variable we assessed the experienced workload by means of the
NASA-TLX, instantaneous self-assessment (ISA) questionnaire, and expert rat-
ings. For the sake of completeness, we include the German versions used in the
Appendix A.
NASA-TLX. Subjective workload was captured with a computerized version
of the NASA-TLX [10]. After the training scenario, subjects were asked to rate
the workload sources in 15 pairwise comparisons of NASA-TLX’s six workload
dimensions: mental demand, physical demand, temporal demand, performance,
effort, frustration. Thereby, subjects chose the more relevant dimension of their
workload. Thus, we got an individual weighting of the NASA-TLX subscales.
After each simulation scenario subjects were asked to rate the scenario itself
within a 100-point range regarding each of the six subscales. They indicated
their rating by clicking on a 5-point step box of the scale. Finally, individual
weightings Sd of the NASA-TLX dimensions d were combined with dimensions’








Sd · Rd (1)
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ISA. During all eight scenarios controllers performed the ISA questionnaire that
was developed for the assessment of air traffic controller’s mental workload [4,13,
15]. The ISA questionnaire consisted of a one-dimensional scale and was quick
and easy to asses. It was presented in an interval of 5 min and subjects indicated
their workload using a touch screen. Thereby, they had to select one of the
following five values according to their feeling during the previous minutes: (1)
under-utilized, (2) relaxed, (3) comfortable, (4) high, and (5) excessive. For our
analysis, we only considered controller’s rating after the possible occurrence of
the priority-flight event, i.e., the rating of the 15th min.
Expert Ratings. At the end of each scenario, we asked the involved pseudo
pilots from the simulated cockpit crews to rate the workload level of the air
traffic controller during the scenario. The rating was conducted using the ISA
scale. In order to have the same understanding of scale’s levels as the air traffic
controllers, pseudo pilots were previously briefed regarding the meaning of each
level. Finally, ratings of the pseudo pilots were averaged for each scenario and
participant.
3.5 Statistical Analysis
In order to answer our first three research questions regarding the effect of traffic
flow, occurrence of an exceptional event, and interaction effect between both, we
carried out three analysis of variance (ANOVA). The dependent variable of each
was the workload index measured either with NASA-TLX, ISA, or expert rat-
ings. For each ANOVA we utilized a repeated-measures design with two within-
subject factors (two levels for the priority-flight event factor and four levels
for the traffic-load factor). General differences between the levels were examined
and tested with a post-hoc test (Bonferroni corrected). For testing the differences
between priority-flight and no priority-flight event on each traffic-load level, we
used four t-tests for each workload index and adjusted the values accordingly.
The research questions concerning group differences were examined using
six mixed-factorial ANOVAs. Three of them were carried out with air traffic
controller’s age as between-subject factor and three with air traffic controller’s
current job demands. The dependent variable, within-subject factors, and levels
were identical with those mentioned above. Similarly, we utilized a repeated-
measures design and examined the differences with post-hoc tests (Bonferroni).
In order to cluster the subjects in two groups by age, we took the median age of
our sample. This yielded 11 subjects under 40 years (referred to as young) and
10 subjects over or equal 40 years (referred to as old). Work demand clustering
in two groups was done by consideration of the airport traffic volume where the
controller was working. Thereby, we took into account the annual report on the
air transport by the DLR [3] and set a threshold in order to get two equally sized
subject groups (Fig. 1). This resulted in 11 subjects working in busy airports
(approach controllers or tower controllers) and 10 subjects working in smaller,
less-busy airports (approach controllers, tower controllers, or novices). Finally,
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we have to note that 5 subjects had to be discarded from expert rating analysis
because of missing values. Hence, expert rating ANOVAs were carried out with 9
subjects in the busy-airport group and 7 subjects in the less-busy airport group
and respectively, 7 young and 9 older subjects.
Fig. 1. Number of flight movements and share of non-commercial traffic per airport in
Germany indicating our two-group split as green vertical line (figure from [3], p. 55).
(Color figure online)
4 Results and Discussion
4.1 Effect of Traffic Load and Priority-Flight Event
Results of the ANOVAs for NASA-TLX, ISA, and expert ratings, each with the
two within-subject factors traffic-load and priority-flight event, are summarized
in Table 2.
Regarding traffic load, Bonferroni corrected post-hoc tests showed significant
differences between all levels for all three measuring methods. Figure 2 shows
the results. Our first hypothesis related to the effect of number of aircraft on
controllers’ workload proved to be true.
The impact of a priority-flight event varied across the questionnaire methods.
Controllers’ ISA and NASA-TLX ratings showed only week significant differences
between sessions with and without priority flight. Expert ratings yielded a highly
significant difference for the priority-flight event factor. In order to evaluate the
effect of the priority flight for each traffic-load level, we computed t-tests and
adjusted the values by means of Bonferroni correction. For expert and ISA rat-
ings, we identified a significant difference between scenarios with and without
priority-flight event for the 45 ac/h condition (experts: t(15) =−4.28, p = 0.003;
ISA: t(20) =−3.21, p = 0.018). None of the other t-tests could reach significance.
Our second hypothesis about the effect of an exceptional event on controllers’
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Table 2. Analysis of workload scores across simulation conditions.
F p η2 Powera Powerb
Traffic load NASA-TLX 68.224 .001 .773 .997 .414
ISA 70.630 .001 .779 .920 .237
Expert ratings 67.145 .001 .817 .672 .145
Priority-flight event NASA-TLX 4.381 .049 .180 1 .998
ISA 4.773 .041 .193 .994 .431
Expert ratings 17.143 .001 .533 1 .684
Traffic load and
priority-flight event
NASA-TLX 1.477 .230 .069 .986 .329
ISA 1.031 .385 .049 .841 .195
Expert ratings 1.800c .183 .107 .612 .135
Note. Values of .001 are actually p ≤ 0.001.
aPower indicates the a posteriori power of our study to detect medium-size
effects.
bPower indicates the a posteriori power of our study to detect small-size effects.
cIndicates Mauchly’s test of sphericity was significant (p < 0.05) and a
Greenhouse-Geisser correction was made to degrees of freedom.
Fig. 2. Average workload over 21 participants measured using NASA-TLX (left), ISA
(center), and expert ratings (right) across simulation conditions (Bonferroni corrected
post-hoc tests: ∗∗∗: p ≤ 0.001; ∗∗: 0.001 < p ≤ 0.01; ∗: 0.01 < p ≤ 0.05; error bars indicate
95% confidence interval).
workload remained unclear, in particular regarding the 25, 35, and 55 ac/h sce-
narios and the ratings from the NASA-TLX questionnaire. Finally, no interaction
effect could be obtained between both factors with any of the questionnaires used
and our third hypothesis must be refused.
4.2 Effect of Age and Job Demands
No significant effect of age could be obtained with any of the questionnaire
methods (NASA-TLX: p = 0.627, η2 = 0.013; ISA: p = 0.134, η2 = 0.114; expert
ratings: p = 0.398, η2 = 0.051;). The experienced workload was not related to
controller’s age and thus, our fourth hypothesis has to be rejected. However, by
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comparing the results descriptively (Fig. 3) we could assume that older subjects
rated their workload slightly higher than younger ones during simulation scenar-
ios with priority-flight event and higher traffic load. This held true for all three
subjective measurement methods.
Regarding the between-subject factor of job demands, no significant main
effect could be found using expert-rating values (F(1, 19) = 3.188, p =0.096,
η2 = 0.185). Figure 4 (right column of top and bottom rows) shows the results
scenarios with and without priority-flight event separately on two rows and indi-
cates that it is hard to recognize a general tendency between the groups using
experts’ ratings.
Scenarios without priority-flight event (age groups)
Scenarios with priority-flight event (age groups)
Fig. 3. Comparison of age groups. Average workload (left: NASA-TLX, center: ISA,
right: expert ratings) during scenarios without (top row) and with (bottom row)
priority-flight event at different traffic loads for young (in light blue) and older (in
blue) subjects. Error bars indicate 95% confidence interval. (Color figure online)
Workload ratings of the subjects themselves seemed more indicative. The
ISA ratings showed a significant main effect of the job demand factor (F(1,
19) = 12.221, p = 0.002, η2 = 0.391). Although there was a significant difference in
the workload means of the two groups averaged across all simulation conditions,
we did not obtain a significant interaction effect of job demands with any within-
subject factor. Descriptive evaluation of the results in Fig. 4 (middle column of
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Scenarios without priority-flight event (job-demand groups)
Scenarios with priority-flight event (job-demand groups)
Fig. 4. Comparison of job-demand groups. Average workload (left: NASA-TLX, center:
ISA, right: expert ratings) during scenarios without (top row) and with (bottom row)
priority-flight event at different traffic loads for subjects working in busy (in light blue)
vs. less-busy (in blue) airports. Error bars indicate 95% confidence interval. (Color
figure online)
top and bottom rows) showed that the effects might be additive, meaning that
the effect of job demands was similar on each traffic-load condition and the effect
of traffic load was similar for each subject group. Results of conditions with and
without priority-flight event were comparable.
Correspondingly, the NASA-TLX scores revealed also a significant main effect
of current job demands (F(1, 19) = 5.314, p = 0.033, η2 = 0.219). Furthermore,
we were able to obtain a significant interaction between priority-flight event,
traffic flow, and whether the controller was used to high job demands or not
(F(1, 57) = 3.319, p = 0.026, η2 = 0.246). The nature of this interaction is shown
in Fig. 4 (left column of top and bottom rows).
In general, the subjective workload of the group working in busy airports
increased gradually but to a lesser extent than the workload of the subjects
working in less-busy airports. Furthermore, while workload of the subjects that
work in busy airports increased almost exponentially over the traffic load of
conditions without priority-flight event (i.e., between 45 ac/h to 55 ac/ah), sub-
jective workload of subjects from less-busy airports seemed to increase somehow
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logarithmically (i.e., more pronounced slope between 25 ac/h and 35 ac/h and to
a lesser extent between the following traffic-load scenarios). This tendency was
not prominent during the priority-flight event conditions. Hereby, subjects from
less-busy airports reported the same amount of workload between 25 ac/h and
35 ac/h whereas subjects from busy airports reported a gradual increase. The
experienced workload as reported by the controllers was related to controllers’
current job demands and our fifth hypothesis proved to be true.
5 Conclusion and Future Work
The aim of our study was to find out if it was the number of aircraft or the
occurrence of an exceptional event that stressed controllers the most and if there
was an interaction effect between both. Furthermore, we were interested if the
factors age and experienced job demands during real-work life could reveal addi-
tional information about controllers workload. The subjective workload was mea-
sured using NASA-TLX, ISA, and expert ratings. The simulator experiment was
expected to be representative for real operations because of its similarity to con-
trollers’ working environment and controllers’ communication with pseudo pilots.
While the effect of the number of aircraft was evident by all three questionnaire
methods, the impact of the priority-flight event remained doubtful. Controllers’
ISA and NASA-TLX ratings showed only a weekly significant discrimination
between sessions with and without priority flight using standard ANOVA tests.
Expert ratings yielded a highly significant difference for the priority-flight event
factor, in particular during the 45 ac/h scenario. An additional model based in-
depth analysis of controllers’ ratings using a priori assumptions on non-linear
dependencies considering resource limitations might modify this conclusion.
The examination of between-subject factors could reveal additional informa-
tion about controller’s rating behavior. Thereby, we observed the tendency that
older subjects seemed to experience more workload than younger ones, in par-
ticular during the high-traffic conditions with priority-flight event. However, the
differences did not reach significance. One reason for this could be the small num-
ber of participants. In order to have two equally-sized subject groups, we took
the median age of our sample as threshold. For revealing differences between age
groups the threshold age should be over 40 years. Regarding the factor of job
demands, assumed by the number of flight movements of the airport where sub-
jects were working for, we obtained significant differences by means of subjects’
workload ratings but not using experts’ ratings. Subjects working in busy air-
ports seemed to experience lower workload compared to the group from less-busy
airports. The effect of job demands was similar on each traffic-load level and the
effect of traffic load was similar for each subject group. In the main, this held true
for conditions with and without priority-flight event conducted using the ISA
questionnaire. Thus, we assumed that the effect of job demands may be addi-
tive. Interestingly, only the NASA-TLX scores revealed an interaction between
all three factors. During scenarios without priority-flight event, we observed that
workload of subjects from busy airports increased slower among low traffic-load
conditions and jumped to a higher value at the highest traffic-load condition. We
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250 T. Radüntz et al.
suggested that experienced subjects realized their high-workload state suddenly
when the traffic-load got the maximum value. In contrary, subjective workload of
subjects working in less-busy airports increased most abruptly between the low-
est and next-higher traffic-load condition and slower among higher traffic-load
scenarios. It seemed that as subjective-workload ceiling approached the subjects
of the less-busy airport group rated more cautiously. However, we have to note
that this subject group included 5 (out of 10) subjects with no work experience in
real airport environment. Thus, this difference between the groups could reflect
the difference between novice and experienced subjects. Interestingly, subjects
rated their workload more consciously during scenarios with priority-flight event.
To sum up, the number of aircraft contributed most to subjects’ experienced
workload while the priority-flight event became workload relevant only under
high-traffic load. This observation fits well to controllers’ reports. Most of them
mentioned that during the scenarios with low and medium traffic volumes they
had no difficulties to deal with the priority request. During the scenarios with
higher traffic demands the situation changed and the priority-flight event became
more demanding. Only few controllers were able to easily handle the situation.
Regarding the effect of age, we conclude that more research with older controllers
is necessary in order to gain more insight. Finally, the current job demands and
thus, controllers habituation on higher workload states deserves more attention.
The abrupt increase of perceived workload in controllers working in busy airports
appears critical, in particular observed using the NASA-TLX during the high-
load scenarios without priority-flight event. Objective registration of workload
using bio signals may reveal if it is the workload itself that increases suddenly or
if it is a lack of self-awareness that leads to these self-ratings. In this context, we
want also to emphasize the importance of critical validation of metrics of mental
workload as stated by [31].
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In our digitized society, advanced information and communication technology and highly
interactive work environments impose high demands on cognitive capacity. Optimal
workload conditions are important for assuring employee’s health and safety of other
persons. This is particularly relevant in safety-critical occupations, such as air traffic
control. For measuring mental workload using the EEG, we have developed the method
of Dual Frequency Head Maps (DFHM). The method was tested and validated already
under laboratory conditions. However, validation of the method regarding reliability and
reproducibility of results under realistic settings and real world scenarios was still required.
In our study, we examined 21 air traffic controllers during arrival management tasks.
Mental workload variations were achieved by simulation scenarios with different number
of aircraft and the occurrence of a priority-flight request as an exceptional event. The
workload was assessed using the EEG-based DFHM-workload index and instantaneous
self-assessment questionnaire. The DFHM-workload index gave stable results with
highly significant correlations between scenarios with similar traffic-load conditions (r
between 0.671 and 0.809, p ≤ 0.001). For subjects reporting that they experienced
workload variation between the different scenarios, the DFHM-workload index yielded
significant differences between traffic-load levels and priority-flight request conditions.
For subjects who did not report to experience workload variations between the scenarios,
the DFHM-workload index did not yield any significant differences for any of the factors.
We currently conclude that the DFHM-workload index reveals potential for applications
outside the laboratory and yields stable results without retraining of the classifiers neither
regarding new subjects nor new tasks.
Keywords: mental workload, psychophysiology, air traffic controllers, electroencephalography, biomedical signal
processing, pattern recognition, state monitoring
1. INTRODUCTION
In our digitized society, advanced information and communication technology and highly
interactive work environments impose high demands on cognitive capacity and on the ability to
cope with increased task load (Kompier and Kristensen, 2001; Niosh, 2002; Landsbergis et al., 2003;
Lohmann-Haislah, 2012). According to several authors mental workload can be conceived as the
amount of cognitive demands required in order to solve a task related to the cognitive resources
available (Kahneman, 1973; Eggemeier et al., 1991; Xie and Salvendy, 2000; Wickens, 2002).
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Optimal workload conditions are important for the health
of the single individual and in order to assure the safety of
other persons. Latter is particularly relevant in safety-critical
occupations with high cognitive demands and responsibility,
such as air traffic control. A valid and reliable method for
measuring mental workload would offer a way for achieving
such conditions in human-machine systems by capturing the
instantaneous workload continuously over time (Byrne and
Parasuraman, 1996; Scerbo et al., 2001; Arico et al., 2017). It
is important that the registration method does not interact
with the task or alter subject’s mental state by imposing
additional demands as it is the case during subjective assessment
of workload by means of questionnaires. Furthermore, the
workload should not only be detectable in retrospect or after
the occurrence of errors as it is the case when performance
measures are used for workload detection. Thus, questionnaires
and performance evaluation are only of limited relevance for
real-time analysis of workload conditions in the range of seconds.
Over the past 50 years, various physiological parameters
(e.g., heart rate and derived parameters, electrodermal activity,
body temperature, etc.) have been evaluated for their validity
regarding continuous mental workload registration. Since the
discovery of the electroencephalogram (EEG) by Berger (1929),
relations between bioelectric brain activity and cognitive states
have been studied. Improvements of the amplifier technology
and computerized evaluation of biosignals made systematic
investigations possible. In last century’s 90s, the state-of-the
art regarding EEG’s evaluation and validity was summarized
in reviews that served as a starting point for the use of the
EEG in applied research, e.g., in human-factors. In a review
article, Borghini et al. (2014) provided a detailed overview
of the measurement of neurophysiological signals for the
determination of mental workload and confirmed essentially
the known relations. The authors further concluded that no
convincing algorithms were available for a reliable online
workload detection.
The spectral power of oscillations in different frequency bands
were used as parameters for describing the spontaneous brain
activity. For the alpha-frequency (8–12 Hz) and theta-frequency
(4–8 Hz) bands, spectral-power comparisons in all relevant
investigations described systematic relations to cognitive and
memory performance (Sterman and Mann, 1995; Pfurtscheller,
1997; Gevins et al., 1998; Klimesch, 1999; Gevins and Smith,
2000). These EEG bands were also linked to different levels
of workload by means of analysis of variance (e.g., Mecklinger
et al., 1992; McEvoy et al., 2001; Lei and Roetting, 2011;
Brouwer et al., 2012; Capilla et al., 2012; Aricò et al., 2018) and
demonstrated a decrease of the alpha-frequency band power and
an increase of the theta-frequency band power with increasing
mental workload.
In recent years, however, classifiers were increasingly used
for the separation of workload levels. The feature vectors—
derived from the EEG—revealed varying complexity and extent,
and frequency bands were taken differently into account. The
used EEG parameters were, for example, the amplitude of the
EEG signal, spectral power of different frequency bands, and
different EEG channels (Wilson and Russell, 2003b; Lin et al.,
2006; Kohlmorgen et al., 2007; Baldwin and Penaranda, 2012;
Penaranda and Baldwin, 2012; Ke et al., 2014). The focus
was on frontal, parietal and occipital EEG channels according
to previous findings. Independent component analysis (ICA)
was used to determine specific reactions of spatio-temporal
different sources (Gardony et al., 2017) and allowed the successful
detection and elimination of artifacts (Mognon et al., 2011;
Radüntz et al., 2017; Puma et al., 2018).
Initially, studies that dealt with the determination of
workload were conducted in the laboratory using different task
batteries (Gevins et al., 1998; Gevins and Smith, 2000; McEvoy
et al., 2001; Berka et al., 2007; Grimes et al., 2008; Baldwin and
Penaranda, 2012; Brouwer et al., 2012, 2014; Christensen and
Estepp, 2013;Weiland et al., 2013; Gerjets et al., 2014; Hogervorst
et al., 2014; Ke et al., 2014; Hou et al., 2016; Gardony et al.,
2017; Rosen and Reiner, 2017; Puma et al., 2018). Meanwhile,
investigations of cognitive workload with more realistic tasks
becamemore popular (Kohlmorgen et al., 2007; Lei and Roetting,
2011; Aricò et al., 2018; Dehais et al., 2018). Air traffic controllers
(ATCOs) pose a special challenge due to the complex task-
load situations with changing activities and strategies for air
traffic management (ATM). The requirements can change very
fast, a clear and direct objective graduation of task-load proves
to be difficult, and the transitions are often unpredictable
and fast. Experiments with ATM simulations and a task-load
grading proved to be advantageous although the majority of
simulated ATM examinations were limited to two task-load levels
(easy and difficult). Relevant studies on workload determination
methods for simulated or real air traffic control were conducted
by Brookings et al. (1996), Wilson and Russell (2003b, 2007),
Shou et al. (2012), Abbass et al. (2014b,c), Borghini et al. (2014,
2017), Aricò et al. (2015, 2016), Aricò et al. (2018), Di Flumeri
et al. (2015), Dasari et al. (2017), and Dehais et al. (2018).
Wilson and Russell (2003a) investigated the classification of
the mental state of seven air traffic controllers in simulated
air traffic monitoring. In seven different task-load conditions
a 19-channel EEG, heart rate, blink rate, and respiratory rate
were recorded. The spectral power of five frequency bands was
calculated for each EEG channel from 1-s windows and used per
subject as input for the artificial neuronal networks (ANN) and
stepwise linear discriminant analysis (SWLDA). Discrimination
only between two conditions yielded the best result with an
accuracy of 97.5% (ANN) and 91% (SWLDA). Thereby only 22
relevant features were included in the evaluation. The authors
drew attention to the following open questions of day-to-day
variability of psychophysiological measures and long training
duration for ANN. They stated that a one-size-fits-all solution
would be beneficial.
Abbass et al. (2014c) dealt with questions about visual and
auditory information processing in relation to mental workload
of air traffic controllers. In addition, the authors examined
the question of whether a narrow-band frequency resolution
of the EEG was better suited for the assessment of workload.
They found that there were no quantitative advantages over the
usual frequency bands. Further, they suggested to focus on the
separation of high and low workload and neglect the middle
range (Abbass et al., 2014a).
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The question of reliability of EEG-based workload
determination in ATM tasks was examined in Arico et al.
(2015). According to the authors the reason for the decreasing
classification accuracy over days, as reported by Christensen and
Estepp (2013), could be overfitting, i.e., a too high specificity
of the training data. It was hypothesized that a simple classifier
based on fewer spectral properties guaranteed a high selectivity
over days. Twelve ATCO interns completed the simulated ATM
task on 2 consecutive days and after 9 days. The EEG was
registered by 13-channels and 2 s windows were used to compute
relevant EEG spectral features. For each subject, cross-validation
of the classifier between the days was calculated using 5, 50, and
100% of relevant EEG features. The results showed that the use
of only 5% of the relevant features contributed to an over-day
stable workload measurement.
Basically, changes in the alpha-frequency and theta-frequency
band powers related to mental workload have been confirmed
many times and proved to be meaningful in accordance
with the findings of the last 50 years. The majority of
workload studies dealt with the analysis of the EEG during
cognitive tasks related to working memory and executive
control. While some authors investigated whether a brain-
state monitoring was possible on the basis of universal and
general activation signs in the EEG (Bashivan et al., 2014,
2015; Ke et al., 2014), others tested the possibilities and
limitations of over task requirements (cross-task training) and
inter-individually (cross-subject training) transferable classifiers.
Discrimination accuracy of the classifiers between high and
low workload was often not sufficient in cross-task training
and remained below the significance threshold. Cross-subject
training of the classifier was also less favorable than intra-subject
classification. In the driving simulator study by Kohlmorgen
et al. (2007), the authors concluded that a highly adaptive
approach was needed to account for the neurophysiological
variations. According to the authors, a universally applicable
“workload detector” with fixed parameters did not seem to be
realistic at the moment. The selection of appropriate data for
classifier’s training needs more elucidation. This is especially
important as frequent allegations were made concerning the
time interval between training and test of the classifier
that proved to be particular relevant for the classification
accuracy (Penaranda and Baldwin, 2012). In order to avoid
overfitting and increase the stability of the classifier performance
over time a smaller number of features could be beneficial (Arico
et al., 2015).
It has to be stated that different cognitive strategies in
task solving, both intra- and inter-individually, can influence
the classification results. In this context, Puma et al. (2018)
suggested to cluster the subjects according to their performance,
age (McEvoy et al., 2001), and individual experiences. These
should be considered if workload registration methods are to
be validated.
Based on the possibility that machine learning algorithms
provide the ability of workload registration in the range of
seconds, the question arises whether they provide reliable and
reproducible results over time, in particular without the need
for re-training of the classifier regarding subjects and tasks. For
their practical application at the workplace, it is also important
that their applicability is examined not only in the laboratory but
also under more realistic conditions. This becomes particularly
important when considering the technological advancements
regarding mobile EEG technology that have simplified signal
registration outside of shielded rooms (Mihajlovic et al., 2015;
Aricò et al., 2018; Radüntz, 2018; Baek et al., 2019; Radüntz and
Meffert, 2019).
In our prior work we developed a mental-workload classifier
that does not need retraining, neither for new subjects
nor for new tasks (Radüntz, 2017). In a laboratory study
conducted with 54 subjects and during execution of well-
established cognitive tasks, we developed the so-called Dual
Frequency Head Maps (DFHM). These head maps consist
of personalized spectral features and their spatial occurrence
(i.e., frontal theta-band and parietal alpha-band powers).
Support vector machines are used for classification in three
classes: low, moderate, or high workload. Under laboratory
conditions, we successfully proved the DFHM method as
universally applicable with fixed parameters for mental-workload
indexing. For proofing the reliability and reproducibility of
our DFHM method’s results under realistic conditions, we
conducted a study in cooperation with the German Aerospace
Center and focused on air traffic controllers. The following
four research hypotheses were formulated for the DFHM-
validation study:
1. The DFHM method yields stable results under similar task-
load conditions independently of the time of measurement.
2. The DFHMmethod is able to assess workload differences that
arise from different traffic-volumes conditions.
3. The DFHMmethod is able to assess workload differences that
arise from an exceptional-event condition.
4. The objectively measured workload assessed by the
DFHM method is related to controller’s subjectively
experienced workload.
2. MATERIALS AND METHODS
2.1. Research Design
Our study took place at the Air Traffic Management and
Operations Simulator (ATMOS) of the German Aerospace
Center (DLR) in Braunschweig. Thereby, air traffic controllers
focused on simulated arrival management procedures presented
on the monitor and interacted along the experimental task
with pseudo pilots who simulated the cockpit crews. The
implemented simulation scenarios differed regarding two factors
that were responsible for mental workload variations of air
traffic controllers as suggested by Averty et al. (2004). The
first one was the traffic load. In our case, we had four levels
corresponding to four different numbers of aircraft per hour
(ac/h). The second factor was an exceptional event that could
occur or not. This event was a pilot’s request for a flight
prioritization because of a sick passenger on board. The priority-
flight request could occur around the 11th min of the 20–25 min
lasting scenario. Both factors led to the eight scenarios presented
in Table 1.
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TABLE 1 | Independent variables and simulation scenarios.
Number of aircraft per hour
Low (25 ac/h) Medium (35 ac/h) High (45 ac/h) Very high (55 ac/h)
Exceptional event No Scenario 1 Scenario 3 Scenario 5 Scenario 7
Yes Scenario 2 Scenario 4 Scenario 6 Scenario 8
TABLE 2 | Experimental procedure.
Duration (min) Procedure
Day 1: ca. 12.30–17.30 Day 2: ca. 9.30–12.30
120 Briefing, training
65 Two simulation scenarios Two simulation scenarios
15 Break Break
65 Two simulation scenarios Two simulation scenarios
2.2. Procedure and Subjects
We asked subjects to participate in a 2-days experiment where
they had to complete the above-mentioned eight traffic scenarios
in randomized order. The experimental procedure is outlined
in Table 2. The investigation consisted of an introductory
session and the main experiment. During the introductory
session participants completed demographic questionnaires,
were briefed regarding the research goals and experimental
procedure of the following 2 days, and had a training session at
the simulator in order to get familiarized with the environment.
During the main experiment the subjects completed four of the
simulation scenarios while the remaining four were conducted
on the second day.
In our study, we examined 21 subjects in the age between 22
and 64 years (2 females, 19 males, mean age 38 ± 11). Subjects
were from different airports, had different work experience,
revealed different work positions (i.e., 13 approach controllers,
three tower controllers, and five employees of the DLR), and had
experienced different work demands. However, all of them had
adequate expertise to handle the arrival management simulation.
All of the investigations acquired were approved by the local
review board of our institution and complied with the tenets of
the Declaration of Helsinki. All procedures were carried out with
the adequate understanding and written consent of the subjects.
2.3. Subjective Ratings
In order to register the subjectively experienced workload, we
used the instantaneous self-assessment (ISA) questionnaire. This
was developed for the assessment of air traffic controller’s mental
workload (Brennan, 1992; Jordan, 1992; Kirwan et al., 1997) and
consisted of a one-dimensional scale. Thus, it was quickly and
easily conducted in an interval of 5 min during all eight scenarios.
According to their feeling during the previous 5 min, subjects
indicated their workload using a touch screen. Thereby, they
selected one of the following five values: (1) under-utilized, (2)
relaxed, (3) comfortable, (4) high, and (5) excessive.
Analysis of the ISA questionnaire results was particularly
relevant for our fourth hypothesis related to controller’s
subjectively experienced workload. Based on these we developed
a so-called workload-sensitivity index that considered the
individual range of experienced workload during different task-
load conditions.
Subject’s normalized workload-sensitivity index sa was based
on a linear model for the dependence of subjectively experienced
workload as assessed by the ISA questionnaire and traffic load.
In Fürstenau et al. (2020), we showed that the linear model was
able to predict the ISA value with a high confidence for means
across the subjects and provided reasonable linear correlation
coefficients for the individuals. Independence from the arbitrary
ISA values was achieved via normalization by scales’ means, i.e.,
(traffic loadmax + traffic loadmin) / 2 for the traffic volume and
(ISAmax + ISAmin) / 2 for the subjective workload, resulting in
anticorrelated (normalized) sensitivity and intercept sb= 1− sa.
ISA-scale means were conducted individually for each subject
based on the ISA-extreme values from their regression lines.
Our workload-sensitivity index ranged between 0.32 and 1.23,
and was used for subject clustering. The aim of this clustering was
an improved investigation of the cognitive phenomena only of
those subjects that actually experienced different workload levels.
Subjects with an index below the median of 0.8 were clustered
as not sensitive, while subjects with an index equal or above
the median as workload sensitive. Generally speaking, workload-
sensitive subjects experienced more workload variation during
the different simulation scenarios whereas the not-sensitive
subjects rated the subjectively experienced workload with
less variation.
2.4. EEG and DFHM-Workload Index
Biosignal processing and all calculations were done
with MATLAB.
For EEG registration we used g.tec’s g.LADYbird/g.Nautilus
system with 25 active electrodes placed at positions according to
the 10–20-system (Figure 1). Registration was carried out with
a sample rate of 500 Hz and with reference to electrode Cz. For
signal recording we used g.tec’s Matlab interface.
After recording, the EEG was filtered with a bandpass
filter (order 100) between 0.5 and 40 Hz for enhancing
the separation accuracy of the following analysis for artifact
rejection (Fernandez, 2009; Omatu et al., 2010; Pignat et al., 2013;
Winkler et al., 2015). Independent component analysis [ICA,
Infomax algorithm (Makeig et al., 1996)] for artifact rejection
was applied to the signal. Components to reject were manually
selected (i.e., on average 16 out of 25 per subject). In order to
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FIGURE 1 | EEG layout used.
TABLE 3 | Mean and standard deviation (in parenthesis) of the α and θ frequency
band powers exemplary for two electrodes averaged over the subjects for each
simulation scenario.
Number of aircraft per hour 25 ac/h 35 ac/h 45 ac/h 55 ac/h
Without an exceptional event
θ frequency band power (Fz electrode) 16.5 (4.0) 17.5 (4.3) 17.4 (3.7) 18.2 (3.8)
α frequency band power (Pz electrode) 26.1 (6.1) 25.2 (5.4) 25.4 (5.7) 25.1 (5.2)
With an exceptional event
θ frequency band power (Fz electrode) 16.7 (3.7) 17.4 (4.1) 17.3 (3.7) 17.8 (3.9)
α frequency band power (Pz electrode) 26.0 (6.0) 25.5 (5.6) 25.0 (5.2) 24.9 (4.4)
increase topographical localization, we applied a simple Hjorth-
style surface laplacian filter using eight neighbors (Hjorth, 1975).
This spatial high-pass filter was aimed to attenuate large-scale
scalp signals and amplify localized signals.
The artifact-free EEG was transformed to average reference
and cut into segments of 1 s length, overlapping by 0.5 s. By
means of Fast Fourier Transformation (FFT) we computed the
workload relevant frequency bands (theta: 4–8 Hz, alpha: 8–
12Hz) over the segments.Table 3 shows the general tendencies of
both frequency bands exemplary for two electrodes. Involvement
of all electrodes, the combination of both frequency bands, and
the personalization of the band-power values aim at enhancing
workload classification and constitute the DFHM that were
generated as outlined in Radüntz (2017). In brief, we applied a
theta-bandpass filter to the signals of the frontal electrodes and
an alpha-bandpass filter to the signals of the parietal electrodes
and calculated for each participant, each electrode, and each
segment the z-scores of theta and alpha band power. The
individual mean and standard deviation for z-score calculation
were obtained from subject’s segments of the first minute of
each scenario. This compilation of the z-scores of the theta
band power from the frontal electrodes and alpha band power
from the parietal electrodes constituted the DFHM for each
EEG segment. Next, each DFHM from the simulation scenarios’
segments was classified using the already trained SVM classifier
from the laboratory study. Retraining of the DFHM classifier was
not necessary neither for the new subjects nor for the new tasks.
The general characteristic of these maps and thus, the classifier
is universally applicable because of the z-score calculation. For
more information about the DFHM and classifier development,
we refer the interested reader to our method article (Radüntz,
2017).
We obtained every 0.5 s a value of 1 (low workload), 2
(moderate workload), or 3 (high workload). We applied a
moving-average time window of 30 s as suggested by Abbass
et al. (2014a) and adjusted the result in order to gain a DFHM-
workload index between 0 and 100 (Equation 1; with t: workload





DFHM(i)− 60)/120 ∗ 100 (1)
In particular, for each moving-average time window of 30 s
we firstly calculated the sum of the 60 values resulting from
the DFHM every 0.5 s. In order to have a baseline of 0, we
subtracted the minimum-possible sum of 60 for the case where
all DFHM of the window indicated a low workload of 1. Thus,
the maximum-possible sum for the case where all DFHM of the
window indicated a high workload was 120. Dividing by the latter
and multiplying by 100 provided the percentage amount of high-
workload segments in a time-window of 30 s. This constituted the
DFHM-workload index between 0 and 100 computed every 0.5 s.
2.5. Statistical Analysis
For evaluating our first hypothesis and proof the reliability of
the DFHM index, we calculated the DFHM-index average over
the first 5 min of each simulation and correlated the means of
scenarios with same traffic load.
For investigating the ability of the DFHM method to assess
mental workload arising from the traffic volume (hypothesis 2)
and the occurrence of an exceptional event (hypothesis 3), we
looked at the time slots immediately after the time of a possible
priority-flight request. This was triggered in the data using
g.tec’s g.TRIGbox. For scenarios with a priority-flight request
we considered a DFHM-index segment of 2.5 min starting
from the request time point. For scenarios without a priority-
flight request we used the same time slots. We carried out
an analysis of variance (ANOVA) with the slots’ mean DFHM
index as dependent variable. We utilized a repeated-measures
design with two within-subject factors (two levels for the priority-
flight request factor and four levels for the traffic-volume factor).
General differences between the levels were examined and tested
with a post-hoc test (Bonferroni corrected).
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TABLE 4 | Correlation analysis of DFHM-index means over the time slot 0–5 min
during scenarios with equal traffic-load volume (N = 21, ***p ≤ 0.001).
Traffic load
25 ac/h 35 ac/h 45 ac/h 55 ac/h
Pearson’s correlation coefficient 0.671*** 0.809*** 0.798*** 0.746***
Finally, we addressed the issue of DFHM-index workload
registration in relation to subjects’ subjectively experienced
workload (hypothesis 4). We clustered our subjects in two groups
using the median of our workload-sensitivity index that was
calculated from the ISA ratings. This yielded nine subjects that
subjectively did not experience workload variations between
the scenarios and 12 workload-sensitive subjects. We carried
out a mixed ANOVA with cluster affiliation as between-subject
factor followed by a two-factorial ANOVA for each cluster
separately for determining the simple main effects of our factors.
The dependent variable, within-subject factors, and levels were
identical with those mentioned above. Similarly, we utilized a
repeated-measures design and examined the differences with
post-hoc tests (Bonferroni).
Statistical calculations were conducted using SPSS and the
significance threshold was set at 5%.
3. RESULTS
3.1. DFHM Index Under Similar Conditions
Our first hypothesis was concerned with the ability of the DFHM
method to yield stable results under similar task-load conditions.
Scenarios with and without priority-flight request were identical
regarding their traffic volumes until the 10th min where the
request could occur. Thus, we decided to use only the first 5
min of each simulation for assuring similar task load conditions
between both values to be correlated. By taking a larger slot, the
scenarios would increasingly differ the more time passed away as
consequence of the interactive communication of the ATC with
the pseudo pilots.
Correlation analyses between the mean DFHM index of
the first 5 min of simulation scenarios with same traffic load
showed significant positive correlations. These were particularly
high for the traffic-load conditions of 35 and 45 ac/h and
less pronounced for the lowest traffic load of 25 ac/h. Person’s
correlation coefficients are presented in Table 4.
3.2. DFHM Index Related to Traffic Load
and Priority-Flight Request
In order to evaluate the ability of the DFHM method to assess
workload differences arising from different traffic-volume and
exceptional-event conditions, we considered the results of the
ANOVA. They were calculated with the two within-subject
factors traffic-load and priority-flight request. The results are
summarized in Table 5.
Related to our second hypothesis the traffic load had a
significant main effect on the workload as assessed by the DFHM
index. Bonferroni corrected post-hoc tests showed significant
differences between all levels except between the 35 and 45 ac/h
TABLE 5 | Analysis of DFHM index across simulation conditions over all subjects
and subjects’ clusters, respectively.
F p η2
Traffic load All 22.953a 0.001 0.534
Workload-sensitive subjects 36.815 0.001 0.769
Not-sensitive subjects 2.762 0.064 0.257
Priority-flight request All 1.349 0.259 0.063
Workload-sensitive subjects 15.636 0.002 0.587
Not-sensitive subjects 1.311 0.285 0.141
Traffic load and All 0.214 0.886 0.011
priority-flight request Workload-sensitive subjects 0.936 0.434 0.078
Not-sensitive subjects 0.440 0.726 0.052
Values of 0.001 are actually p ≤ 0.001.
a Indicates Mauchly’s test of sphericity was significant (p < 0.05) and a Greenhouse-
Geisser correction was made to degrees of freedom.
conditions. The DFHM-workload index increased with increased
traffic. Figure 2 shows the results. The impact of the priority-
flight request as related to our third hypothesis did not became
significant. No interaction effect could be obtained between
traffic load and priority-flight request.
For assuring that air traffic controllers indeed prioritized the
aircraft, we evaluated the route distances of the same aircraft
with and without priority-flight request. In both cases the route
distance taken was the length of trajectory between the initial
contact time point and landing. A shorter route distance for the
requesting aircraft indicated that air traffic controllers complied
with the priority-request condition (Figure 3). Wilcoxon signed-
ranks tests (with Bonferroni correction) indicated that the route
distance was significantly shorter during scenarios with priority-
flight request compared to scenarios with same traffic volume but
without priority-flight request (Table 6).
3.3. DFHM Index Related to Subjectively
Experienced Workload Variations
For our last hypothesis, results from the mixed ANOVA
showed statistically significant interaction effects between
cluster affiliation and traffic load [F(3, 57)= 7.215, p< 0.001,
η2= 0.275] as well as between cluster affiliation and priority-
flight request [F(1, 19)= 9.517, p= 0.006, η
2= 0.334]. No
significant interaction effect could be obtained between all three
factors cluster affiliation, traffic load, and priority-flight request
[F(3, 57)= 1.195, p= 0.319, η
2= 0.059].
In the following, we analyzed the DFHM index for
the workload-sensitive cluster and the not-sensitive cluster
separately. For the workload-sensitive cluster the ANOVA
yielded a significant main effect for the traffic load and priority-
flight request. Bonferroni corrected post-hoc tests showed
significant differences between all traffic-load levels except
between the highest traffic load volumes with 45 and 55 ac/h.
The DFHM-workload index increased with increased traffic load
and was higher during scenarios with priority-flight request. No
interaction effect could be obtained between both factors.
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FIGURE 2 | Mean DFHM index over 21 participants measured during the 2.5 min slots after a possible priority-flight request across simulation conditions with (red)
and without (blue) priority-flight request at different traffic loads (Bonferroni corrected post-hoc tests: ***p ≤ 0.001; **0.001 < p ≤ 0.01; *0.01 < p ≤ 0.05; error bars
indicate 95% confidence interval).
For the not-sensitive cluster no significant differences could be
obtained for none of the factors. The results are summarized in
Table 5 and shown in Figure 4.
3.4. Performance Related to Subjectively
Experienced Workload Variations
In addition to the DFHM index we evaluated the performance
of the air traffic controllers for the workload-sensitive and not-
sensitive clusters. As measure of performance we employed
the route distances and loss of separation. Evaluation of
route distance between aircraft with priority-flight request and
without was conducted separately for each cluster. The results
are presented in Table 6 and Figure 5 and revealed similar
tendencies for both clusters, i.e., the route distance of the
requesting aircraft was significantly shorter during 35 and 45 ac/h
traffic load. During the 55 ac/h condition this held true only for
the not-sensitive cluster. No significant difference could be found
for none of the clusters during the 25 ac/h condition.
Evaluation of loss of separation between aircraft was
conducted according to the minimum separation standards
specified by the authorities and based on the standards of
the International Civil Aviation Organization (2011). The
separation minima were breached when lateral distance between
two aircraft was smaller than the required vake vortex separation,
i.e., 3 NM (nautical miles) for two medium type aircraft
and 5 NM for a medium aircraft following a heavy aircraft,
and simultaneously vertical distance between these aircraft was
smaller than 1,000 ft. In general, the number of loss of separation
was low (i.e., around zero) and thus not appropriate for statistical
evaluation. For the sake of completeness, Figure 6 illustrates the
results for each cluster separately.
FIGURE 3 | Comparison of prioritized aircraft’s route distance during
scenarios with priority-flight request (orange) and during scenarios with same
traffic volume but without prioritization (blue) for all 21 subjects (Wilcoxon
signed-ranks tests with Bonferroni correction: ***p ≤ 0.001; **0.001 < p ≤
0.01; *0.01 < p ≤ 0.05).
4. DISCUSSION
In our study, we aimed in validating our method for mental
workload registration by means of DFHM. The method was
already proofed in a laboratory setting but further evaluation
was needed. Our current validation study was conducted under
realistic conditions, with real tasks, and new subjects, i.e., in an
air traffic control simulator, with arrival-management tasks, and
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TABLE 6 | Wilcoxon signed-ranks tests (with Bonferroni correction) for comparison of prioritized aircraft’s route distance during scenarios with priority-flight request and
aircraft’s route distance during scenarios with same traffic volume but without priority-flight request.
Median (range) route distance [NM] Z p r
Without priority-flight request With priority-flight request
All subjects (N = 21)
25 ac/h 40.44 (5.92) 39.05 (1.66) −2.52 0.047 −0.55
35 ac/h 44.21 (10.24) 39.58 (7.79) −4.02 0.001 −0.88
45 ac/h 48.25 (7.88) 39.59 (14.33) −3.84 0.001 −0.84
55 ac/h 47.94 (1.93) 40.20 (17.19) −3.46 0.002 −0.76
Workload-sensitive subjects (N = 12)
25 ac/h 40.37 (4.83) 38.95 (1.10) −1.49 0.544 −0.43
35 ac/h 44.18 (9.93) 39.36 (1.14) −3.06 0.009 −0.88
45 ac/h 48.03 (7.04) 39.61 (14.33) −2.67 0.031 −0.77
55 ac/h 47.61 (1.93) 40.42 (17.19) −2.35 0.074 −0.68
Not-sensitive subjects (N = 9)
25 ac/h 40.45 (4.68) 39.52 (1.64) −1.96 0.203 −0.65
35 ac/h 44.64 (7.17) 39.59 (7.74) −2.67 0.031 −0.89
45 ac/h 48.74 (2.07) 39.58 (1.85) −2.67 0.031 −0.89
55 ac/h 48.13 (1.16) 39.91 (3.97) −2.67 0.031 −0.89
Values of 0.001 are actually p ≤ 0.001.
air traffic controllers. Our sample set consisted of 21 subjects
that completed eight simulation scenarios in randomized order.
The simulation scenarios differed regarding their traffic load that
consisted of four levels and a priority-flight request that could
occur around the 11th min of simulation or not. We registered
the EEG during the simulations and computed the DFHM-
workload index for each subject and scenario. We did not retrain
the classifiers neither for the new tasks nor for the new subjects.
The gained results were promising.
The DFHM index gave stable results with highly significant
correlations between scenarios with similar traffic-load
conditions as stated by hypothesis 1. We observed that
these correlations were particularly pronounced during the
medium and high traffic volumes and less strong for the
low-traffic volume. During the latter, requirements were very
low and allowed air traffic controllers to have task-unrelated
thoughts in order to cope with boredom (Cummings et al.,
2015). Boredom proneness, coping strategy as well as the kind
of task-unrelated thoughts could have mitigated the correlation
between the two 25 ac/h scenarios. One could argue that there
might be also other factors that might influence results stability
across scenarios, e.g., effects of learning and fatigue in the
course of time, the interaction with the pseudo pilots, or the
initial excitement during the presentation of the first scenario.
However, our sample was very specialized. Air traffic controllers
are highly trained and it seemed unlikely that they gained
knowledge in the course of the experiment. The initial training
phase prior to our experiment was aimed to familiarize the
subjects with the environmental conditions and eliminate issues
related to these. For minimizing fatigue effects, we followed
the regulations of working-time organization for air traffic
controllers that prescribe a break after 120 min of work. Each
scenario had a maximal duration of 25 min, a break took place
after two scenarios (i.e., after 50 min), and the daily session
consisted of four simulation scenarios. Effective daily-work
time was 100 min the most. Hence, fatigue effects should be
minimal. Presentation order of the scenarios was randomized
and should compensate the initial excitement across subjects.
Finally, air traffic controllers should be used to the interaction
with different pilots from their daily work experience. Hence,
we concluded that workload differences should result from the
experimental conditions and the DFHM-workload index should
be comparable during the first minutes of simulations with
equal traffic load. Nevertheless, we have to draw attention on the
increased requirement on our DFHM-workload index because
of our 2-days experiment with randomized presentation order of
the scenarios. Keeping this in mind, results from the correlation
analysis appear encouraging.
While the first hypothesis was concerned with test-retest
reliability, the second and third hypotheses addressed the issue of
validity of the DFHM method as workload indexing technique.
The DFHM index was able to assess significant differences
between the different levels of air traffic volume as stated by
hypothesis 2. Problematic were the neighboring levels with 35
and 45 ac/h that could not be significantly discriminated by the
DFHM-workload index when considered over all subjects. The
same held true regarding the priority-flight request although
evaluation of the route distance of the requesting aircraft
indicated that air traffic controllers complied with the task. At
this stage hypothesis 3 had to be rejected when considered over
all subjects.
More insight regarding intra-individual differences linked to
the DFHM-workload index was gained from subject clustering
by means of the subjectively experienced workload differences
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FIGURE 4 | Mean DFHM index during scenarios with (red) and without (blue)
priority-flight request at different traffic loads for workload-sensitive (top row)
and not-sensitive (bottom row) subjects (Bonferroni corrected post-hoc tests:
***p ≤ 0.001; **0.001 < p ≤ 0.01; *0.01 < p ≤ 0.05; error bars indicate 95%
confidence interval).
during the scenarios. Thus, our fourth hypothesis dealt not only
with issues of validity but also of consistency between subjective
and objective measuring methods. We were able to obtain highly
significant interaction effects between subjective workload-
cluster affiliation and traffic load as well as priority-flight
request. For subjects reporting that they experienced workload
variation between the different scenarios, the DFHM-workload
index yielded significant differences between traffic-load levels
and priority-flight request conditions. Interestingly, for these
subjects the DFHM index was able to differentiate between the
neighboring levels with 35 and 45 ac/h but not between the 45 and
55 ac/h conditions. Descriptive evaluation of Figure 4 indicates
that for the workload-sensitive subjects there was a ceiling
effect regarding traffic volume. This occurred for traffic-volumes
>45 ac/h and seemed reasonable when taken into account that a
traffic volume of 55 ac/h was a condition that is highly improbable
in reality for single-runway operations. Latter was constructed for
FIGURE 5 | Comparison of prioritized aircraft’s route distance during
scenarios with priority-flight request (orange) and during scenarios with same
traffic volume but without prioritization (blue) for workload-sensitive (top row)
and not-sensitive (bottom row) subjects (Wilcoxon signed-ranks tests with
Bonferroni correction: **0.001 < p ≤ 0.01; *0.01 < p ≤ 0.05).
the simulation in order to create an extreme situation that would
definitely challenge the operators and increase their workload.
Nevertheless, air traffic controllers are trained to adjust their
work strategies in order to assure safety. This strategy change
could be a reason for the ceiling effect during the very high
traffic-load condition. However, the occurrence of a priority-
flight request during the very high traffic-load condition led to
a further increase of the DFHM-workload index. Unfortunately,
our small sample size and the even smaller amount of subjects
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FIGURE 6 | Total sum of loss of separation computed over all
workload-sensitive (top row) and not-sensitive (bottom row) subjects during
scenarios with (orange) and without (green) priority-flight request at different
traffic loads.
in the clusters did not allow for elaborated statistics regarding
interaction effects.
In contrast to the significant differences obtained for the
workload-sensitive cluster, the DFHM-workload index behaved
differently for the not-sensitive cluster and did not yield any
significant differences for any of the factors. In our opinion,
this fit well to our fourth hypothesis and indicated that the
objectively measured workload assessed by the DFHM method
corresponded to controller’s subjectively experienced workload.
To sum up, hypothesis 2 and 3 proofed true only for subjects
that experienced workload differences also subjectively during
the scenarios. The workload insensitivity of subjects might
appear odd when considering the high variability of our
experimental design. An explanation might be traced back to
the different cognitive strategies in task solving, both intra-
and inter-individually, that might influence the experienced
workload. Each controller had a different way to handle the
traffic. This was possibly related to the different individual
experience level from daily-work life as linked to the size of the
airport he was working, the different ages, but also personality
traits. Unfortunately, we were not able to identify personal
characteristics for each cluster that might be responsible for the
different perceptions of workload. More research is needed in
order to understand which individual factors contribute to these
interpersonal differences.
Analyses of performance data emphasized these findings.
Results revealed a tendency to more loss of separation and
lower prioritization during the extreme traffic load condition for
workload-sensitive subjects that was less pronounced for the not-
sensitive subjects. These might be an additional indicator that
subjects from the workload-sensitive cluster experienced more
workload compared to the others as evident by the DFHM-
workload index. As a side note, readers might wonder that route-
distance difference was low between the 25 ac/h scenarios with
and without priority-flight request. This was reasonable because
of the low-traffic volume that allowed air traffic controllers
to instruct pilots to fly direct routes to the final approach
even without a priority-flight request by the pilot. Conversely,
a weaker significance level for the route-distance difference
between both 55 ac/h scenarios could be linked to a smaller ability
to prioritize the aircraft due to increased demands resulting from
the high-traffic load.
A limitation of our study was the realization of the exceptional
event as recurring priority-flight request. The surprising effect
of the unexpected event might have diminished after the first
occurrence of the request. Thereafter, air traffic controllers might
have adjusted their strategy and behavior in order to be prepared
to appropriately react to a recurring event. Studies that aim to
understand the effect of an unexpected event onworkload, should
pay more attention on this issue. Finally, a larger sample size
would be beneficial.
5. CONCLUSIONS
With the development and availability of low-cost and easy-to-
use EEG sensors, amplifiers, and signal-processing algorithms
over the last 20 years (Lopez-Gordo et al., 2014; Radüntz,
2018; Flumeri et al., 2019; Radüntz and Meffert, 2019), certain
frequency bands of the EEG have proven to be particularly
informative and were therefore being used more and more
frequently for mental-workload detection. The numerous studies
published after the year 2000 were fairly different, depending on
the specific question, purpose, and expertise of the authors (Lin
et al., 2006; Berka et al., 2007; Kohlmorgen et al., 2007; Borghini
et al., 2014; Ke et al., 2014; Bashivan et al., 2015; Aricò et al., 2016).
Initially, the spectral power in the alpha and theta frequency
bands were identified as particular relevant, analyzed, and tested
variance-analytically related to mental workload. In the last
few years classifiers that relied on large property vectors of
EEG activity were increasingly developed. Thereby, the derived
parameters let barely identify the concrete psycho-physiological
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meaning of the EEG activity. We aimed to avoid this issue by
making use of well-established parameters that should be valid
for different subjects and tasks.
In our article, we particularly addressed questions of
functionality outside the laboratory, stability of results, and the
generalization properties of the DFHM-workload index, inter-
individually and cross-task. In conclusion, it can be stated
that a reliable determination of mental workload in a realistic
setting and with real-world scenarios was possible. Continuous
determination under real conditions, however, requires further
systematic investigations. Although the temporal resolution
of the EEG permits a workload determination in the range
of seconds, the states to be detected originate from long-
running procedures and therefore require further research about
an informative time frame for averaging classifier’s output.
Future promising applications of the DFHM-workload index
include research about effects of human-computer interaction,
human factors, ergonomic designs of the cognitive state as an
objective method for development and testing new interfaces,
determination of the effectiveness of training and simulation
programs, or even the characterization of group dynamics when
collecting synchronous EEG data from multiple subjects. The
recently increasing attempts of a real-time application of EEG
parameters to determine vigilance, emotion, workload, and stress
are accompanied by the effort of catchy visualization of the
results. With an easy accessibility of such systems, however,
there is also an increasing risk of uncritical assessment and
interpretation of the measured values by laymen.
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The Effect of Planning, Strategy 
Learning, and Working Memory 
Capacity on Mental Workload
Thea Radüntz  
In our modern society, planning and problem solving are crucial for handling a wide range of situations. 
Investigation of the experienced mental workload connected to planning, strategy learning, and 
working memory capacity is of particular interest for adjusting conditions according to the mental 
state of the individual. In our study, we examined 21 subjects during a planning and a working memory 
task. We applied the method of Dual Frequency Head Maps (DFHM) from the electroencephalogram 
for capturing mental workload objectively. We evaluated the DFHM-workload index and performance 
data during the learning and main phase of the planning task and linked the results to subjects’ working 
memory capacity. The DFHM-workload index indicated that subjects with higher working memory 
capacity experienced a gradual decrease in mental workload during strategy learning of the planning 
task. However, the effect of learning on mental workload disappeared during the main phase.
Planning is a basic task in work and everyday life. In order to solve a problem, we firstly create a mental rep-
resentation of the current situation and the goal state and plan the steps we need for transforming the initial 
state to the goal state1. Thereby, we generate multiple sequences of sub-goal states, rate their consequences, make 
decisions, and carry out actions, while continuously monitoring the outcome2. During planning, the working 
memory capacity plays an important role for maintaining and coordinating the sub-goal sequences2–4. Working 
memory defines the ability to temporally maintain information in mind and is linked not only to planning and 
problem solving but also to comprehension, reasoning, and learning5. Furthermore, working memory load is 
strongly connected to the experienced mental workload6,7 that can be conceived as the amount of cognitive 
demands required for task solving related to the available cognitive resources8–11.
Mental workload was often linked to mental health and human performance12–18. Objective registration and 
evaluation of mental workload is particular important in order to minimize errors and increase the safety of 
persons. Especially in our modern society, where planning and problem solving are crucial for handling a wide 
range of situations, the experienced workload as connected to planning, strategy learning, and working memory 
capacity is of particular interest. Understanding the interrelation between these constructs may contribute to 
adjust conditions, facilitate learning, enhance planning, and reduce mental workload.
A number of authors studied planning using the Tower of Hanoi (TOH) task and its connection to working 
memory4,19–23 and found a connection between both24,25. Research on how planning and working memory relate 
to each other regarding their induced mental workload is rare. However, several researchers found that planning 
includes the interaction of working memory, inhibitory control, and cognitive flexibility and can be seen as a 
higher-order executive function that integrates core cognitive processes26–28.
The study by Schiff and Vakil29 investigated the connection between planning and learning. The authors 
employed the TOH task because they considered it to be particularly appropriate for the assessment of problem 
solving and learning of complex cognitive procedures. They stated that the learning phase starts with the first 
engagement with the task (i.e., subjects’ baseline performance) and continues with rapid improvements dur-
ing repeated practice within seconds to minutes. Study’s findings emphasized a trade-off between younger and 
older children during the learning phase that became evident through faster speed and greater accuracy for the 
older ones. Schiff and Vakil29 argued that there exists only one further study by Beaunieux et al.30 that examined 
learning effects by means of the TOH. Aside from this, working memory is needed for concept formation and 
for controlling processes as well as remember strategies that are all important for learning5. Several studies sug-
gested that learning can be facilitated by increased working memory capacity31–37. Thus, the relation between the 
Federal Institute for Occupational Safety and Health, Work and Health, Mental Health and Cognitive Capacity, Berlin, 
10317, Germany. e-mail: raduentz.thea@baua.bund.de
open
2Scientific RepoRtS |         (2020) 10:7096  | https://doi.org/10.1038/s41598-020-63897-6
www.nature.com/scientificreportswww.nature.com/scientificreports/
amount of available cognitive resources and cognitive demands required for task solving during learning should 
be reflected accordingly by registration of mental workload. A study that connects and investigates these aspects 
is not present yet.
Research also indicated a quick saturation after a fast learning effect29,38,39. Specifically, after a short learning 
phase the performance became stable for consecutive trials within a session38. Despite that, the performance 
might continue to improve again on subsequent daily sessions38. The time course of learning follows a curve 
that gradually reaches an asymptote but after intense practice and rehearsal the learned skill could become auto-
matic40. This trend of fast improvement followed by a floor effect of performance can be observed also in the fig-
ures of the TOH study by Schiff and Vakil29 for younger as well as older children. Human performance and mental 
workload were often linked to each other17,18 and their relation was frequently outlined by the Yerkes-Dodson 
curve41,42. Consequently, a quick saturation in performance after a fast learning effect, should be also prevalent in 
the registration of mental workload.
As far as we know there exists only one study related to mental workload and planning. Hardy and Wright43 
manipulated the difficulty of the TOH task and assessed the workload using the NASA-TLX questionnaire44 as 
a subjective method for workload registration. Thereby, workload ratings increased with increasing TOH diffi-
culty and individual performance on the TOH correlated with the subjective ratings. The authors suggested that 
mental workload did not only reflect task’s cognitive demands but also the cognitive abilities of the performer. 
That means that although subjects could reveal similar task performance, they might experience different levels 
of workload. Hardy and Wright43 stated that measuring workload during cognitive tests provided additional 
information about the cognitive state of the subject and captured individual differences.
However, the assessment of workload using subjective questionnaire methods has a number of drawbacks. 
Subjective registration of mental workload is only possible in retrospect and the questionnaire method might 
alter subject’s mental state by imposing additional demands. An objective and reliable method for measuring 
instantaneous mental workload continuously over time would be more beneficial.
Over the past 50 years, different physiological parameters (e.g., heart rate and derived parameters, electroder-
mal activity, body temperature, etc.) have been evaluated for their validity regarding continuous mental workload 
registration. In last century’s 90 s, the ability of the electroencephalogram (EEG) for registering mental workload 
was evaluated and served as a starting point for the use of the EEG in applied research. Basically, changes in the 
alpha-frequency (8–12 Hz) and theta-frequency (4–8 Hz) band powers related to mental workload have been 
confirmed many times. Thereby, the majority of workload studies dealt with the analysis of the EEG during cog-
nitive tasks related to working memory and executive control45–49. In a review article, Borghini et al.50 provided 
a detailed overview of the measurement of neurophysiological signals for the determination of mental workload 
and confirmed essentially the known relations. In recent years, classifiers were increasingly used for the separa-
tion of workload levels. The feature vectors derived from the EEG revealed varying complexity and extent, and 
frequency bands were taken differently into account. The used EEG parameters were, for example, the amplitude 
of the EEG, spectral power of different frequency bands and different EEG channels7,51–55. The focus was on 
frontal, parietal, and occipital EEG channels according to previous findings. Independent component analysis 
(ICA) was used to determine specific reactions of spatio-temporal different sources56 and allowed the successful 
detection and elimination of artifacts57–59.
Nevertheless, different cognitive strategies in task solving, both intra- and inter-individually, can influence the 
classification results of mental workload. Additionally, the question arises whether machine learning algorithms 
provide reliable and reproducible results over time. In particular, the need for appropriate retraining of the clas-
sifier regarding subjects and tasks poses additional demands for the investigation of the interrelations between 
planning, strategy learning, working memory capacity, and mental workload. To the best of our knowledge, there 
is no other study currently available that investigated the interactions of working memory, learning effects during 
planning, and objective mental workload registration using the EEG.
In our prior work we developed a mental-workload classifier that does not need retraining, neither for new 
subjects nor for new tasks60. In a laboratory study conducted with 54 subjects which executed well-established 
cognitive tasks, we developed the so-called Dual Frequency Head Maps (DFHM). These head maps consist of 
personalized spectral features and their spatial occurrence (i.e., frontal theta-band and parietal alpha-band pow-
ers). Support vector machines are used for classification in three classes: low, moderate, or high workload. Under 
laboratory conditions, we successfully proved the DFHM method as universally applicable for mental-workload 
indexing.
In the current study, we applied the DFHM method for capturing mental workload objectively during a plan-
ning and a working memory task. We employed the TOH as a planning task and the automated orientation span 
(AOSPAN) task as a working memory task. The aim of our study was the investigation of the effect of planning, 
strategy learning, and working memory capacity on mental workload. In a first step, we aimed to show that a 
higher-level executive function like planning involving several core cognitive processes26–28 imposes a higher 
mental workload than a working memory task as it binds more cognitive resources. Next, we investigated inter-
relations between planning, strategy learning, working memory capacity, and mental workload according to the 
last two hypotheses.
 1. Execution of a planning task induces higher mental workload compared to a working memory task.
 2. A higher working memory capacity contributes to a better strategy learning and thus to a gradual decrease 
in mental workload during the learning phase of the planning task.
 3. After the learning phase, the effect of strategy learning on mental workload disappears during increasing 
task load.
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Methods
Procedure, Tasks, and Subjects. For our investigation we employed the TOH and AOSPAN tasks. Their 
implementation was realized with the E-Prime application suite. All subjects executed both tasks in counterbal-
anced order.
The TOH task consists of three pegs with discs of graduated size. Subjects were asked to transform the starting 
configuration into a given goal configuration (Fig. 1) in as few moves as possible. For this, they had to select a 
top disc from the source peg and place it to a destination peg. They were allowed to move only one disc at a time 
and they were not allowed to place big discs on smaller ones. The experiment started with a small instruction 
procedure where the TOH task was explained to the subjects. For familiarizing themselves with the clicking 
procedure during the task, subjects were asked to execute three trials with 1, 2, and 3 moves required to reach 
the goal configuration. Thereafter, the main experiment started including a learning phase and a main phase. The 
learning phase consisted of 3 trials with 3 discs each and 5, 6, and 7 moves required to reach the goal state. The 
main phase consisted of 3 trials with 4 discs and 7, 11, and 15 moves. In order to reach the goal-state configura-
tions with the least-possible moves, subjects were instructed to plan their actions before starting. The number of 
least-required moves was given to them before each trial. If a move was not optimal and would result in a greater 
number of moves, they got an error message and had to start the trial again. There was no time limit set, neither 
for the planning time nor for task solution in general, for avoiding the tendency of a speed and accuracy trade-off. 
Furthermore, subjects should make full usage of the time before their first move, which was used later for perfor-
mance evaluation of planning time, instead of planning during the movements.
The AOSPAN task was administered as a working memory task in the version developed by Unsworth et 
al.61. It was translated in German and adapted accordingly. Subjects were asked to memorize letters in the order 
presented while simultaneously solving math problems. The math problems required to click as soon as subjects 
knew the answer. After the click a number was presented and subjects had to judge if it was the right answer to the 
problem. Then a letter to be memorized was shown. At the end a recall slide was presented asking them to select 
the letters shown in the correct order. Finally, subjects got feedback about both their memory and math perfor-
mance. Furthermore, the subjects were instructed to keep the percentage number indicating their math perfor-
mance above 85%. The AOSPAN training took place directly before the actual task as described in Unsworth et 
al.61. The math practice of the task aimed to calculate for each person how long they needed to solve the math 
problems. Each individual’s mean (plus 2.5 SD) was used during the main AOSPAN task as a time limit for the 
math operations in order to account for individual differences. According to Unsworth et al.61, the time limit 
serves to prevent participants from rehearsing the letters when they should be solving the operations.
The participating subjects needed about 25 min to complete both tasks. Performance evaluation for the TOH 
task was done by analysis of individual error rates and planning time until their first move. The working memory 
capacity of the subjects reflected by the AOSPAN task was calculated by means of the sum of correctly recalled 
letters from only the sets in which all characters were recalled in correct serial order. Similar to Unsworth et al.61, 
we refer to it as absolute score.
We examined 21 subjects in the age between 22 and 64 years (2 female, 19 male, mean age 38 ± 11). All 
subjects had a background in science or engineering associate education. All of the investigations acquired were 
approved by the local review board of our institution and complied with the tenets of the Declaration of Helsinki. 
All procedures were carried out with the adequate understanding and written consent of the subjects.
EEG and DFHM-Workload index. Biosignal processing and all calculations were done with MATLAB.
For EEG registration we used g.tec’s g.LADYbird/g.Nautilus system with 25 active electrodes placed at posi-
tions according to the 10–20 system (Fig. 2). Registration was carried out with a sample rate of 500 Hz and with 
reference to electrode Cz. For signal recording we used g.tec’s Matlab interface.
After recording, the EEG was filtered with a bandpass filter (order 100) between 0.5 and 40 Hz. Independent 
component analysis (ICA, Infomax algorithm62) for artifact rejection was applied to the signal. In order to 
increase topographical localization, we applied a simple Hjorth-style surface Laplacian filter using 8 neighbours63. 
This spatial high-pass filter was aimed to attenuate large-scale scalp signals and amplify localized signals.
The artefact-free EEG was transformed to average reference and cut into segments of 1 s length, overlapping by 
0.5 s. By means of Fast Fourier Transformation (FFT) we computed the workload relevant frequency bands (theta: 
4–8 Hz, alpha: 8–12 Hz) over the segments and generated the DFHM as outlined in the article by Radüntz60. In 
brief, we applied a theta-bandpass filter to the signals of the frontal electrodes and an alpha-bandpass filter to 
the signals of the parietal electrodes and calculated for each participant, each electrode, and each segment the 
z-scores of theta and alpha band power. The compilation of the z-scores of the theta band power from the frontal 
Figure 1. Computerized version of Tower of Hanoi. Subjects were required to transform the starting 
configuration into the goal configuration by three moves.
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electrodes and alpha band power from the parietal electrodes constituted the DFHM for each EEG segment. The 
individual mean and standard deviation for z-score calculation were obtained from subject’s segments of the first 
minute of EEG recordings. These consisted not only of the two tasks relevant for this article but also of six rest 
measurements and eight different workplace tasks familiar to the subjects. They were conducted during a follow-
ing two-day experiment and are not subject of this article.
We used the already trained SVM classifiers from the laboratory study60 to classify the DFHM of each subject 
from the tasks’ segments. Every 0.5 s we obtained a value determining if the segment belongs to low, moderate, 
or high workload. We applied a moving-average time window of 6 s and adjusted the result in order to gain a 
DFHM-workload index as percentage value between 0 (all DFHM classified as low) and 100 (all DFHM classified 
as high).
Statistical analysis. For evaluating our first hypothesis confirming the expected higher mental workload 
during the the planning task, we calculated the DFHM-index average over the TOH and AOSPAN tasks. The 
Shapiro-Wilk test did not show normal distribution for the differences of the DFHM-index averages between 
both tasks. Thus, a Wilcoxon signed-rank test was calculated.
For investigating the effect of working memory capacity on mental workload during strategy learning of a 
planning task (hypothesis 2), we employed the DFHM-index averages of the three TOH trials of the learning 
phase. The Shapiro-Wilk test showed a normal distribution for the three DFHM-index averages. Thus, we carried 
out an analysis of variance (ANOVA) with the items’ mean DFHM index as dependent variable. We utilized a 
repeated-measures design with one within-subject factor for the number of required moves (three levels: 5, 6, and 
7 moves) and one between-subject factor for the working memory capacity (two levels). The latter was calculated 
using the median of the absolute score of the AOSPAN task. Subjects with an absolute score below the median of 
43 were classified as low working memory capacity subjects (n = 10), the remaining as subjects with high mental 
workload capacity (n = 11). General differences between the levels were examined and tested with a post-hoc test 
(Bonferroni corrected). Additionally, we evaluated subjects’ planning times and the number of errors (i.e. number 
of restarts) for each TOH trial. The Shapiro-Wilk test did not show normal distribution, neither for the planning 
time nor for the number of errors. For achieving a normal distribution for the further analysis, we computed 
the logarithm of the planning time. Thus, we were able to proceed in the same way as described above and con-
duct a repeated-measures mixed ANOVA with one within-subject and one between-subject factor. Computation 
of the logarithm of the number of errors did not yield normal distribution. Hence, statistical analysis of the 
number of errors was conducted via non-parametric Friedman test of differences among the repeated measures. 
Dunn-Bonferroni post-hoc tests were calculated for the examination of the differences between the levels.
Figure 2. EEG layout used.
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Finally, we addressed the issue of mental workload related to planning after the learning phase (hypothesis 3). 
We employed the DFHM-index averages, planning times, and number of errors of the three TOH trials during 
the main phase. The Shapiro-Wilk test showed similar results for all variables as during the learning phase. We 
carried out two repeated-measures mixed ANOVA with one within-subject and one between-subject factor, one 
for the DFHM index and one for the logarithm of the planning time. A non-parametric Friedman test of differ-
ences was conducted for the number of errors among the repeated measures. Dunn-Bonferroni post-hoc tests 
were calculated for the examination of the differences between the levels.
Statistical calculations were conducted using SPSS and the significance threshold was set at 5%.
Results
Planning task causes higher mental workload than working memory task. The Wilcoxon signed-
rank test indicated significant mental workload differences between the TOH and AOSPAN tasks (T = 26, z = 
−3.11, p = 0.002, r = 0.48). The mental workload assessed by the DFHM-workload index from the EEG was 
higher for the TOH than for the AOSPAN task. Descriptive statistics are presented in Table 1 and Fig. 3 shows 
the results.
Higher working memory capacity contributes to workload decrease during strategy learn-
ing of planning. The mixed ANOVA yielded a significant interaction effect of requested moves and work-
ing memory capacity on mental workload (F(2, 38) = 3.62, p = 0.036, η2 = 0.159). For subjects with higher 
working-memory capacity the DFHM-workload decreased during the learning phase. Post-hoc analysis indi-
cated that workload decreased significantly from the initial to the second (p = 0.031) and third trial (p = 0.025). 
For subjects with lower working-memory capacity, we were not able to obtain any significant workload differ-
ences during the learning phase. Evaluation of planning time and errors did not reveal any significant effects for 
the number of requested moves or subjects’ working memory capacity during the learning phase. Descriptive 
statistics are presented in Table 1 and Fig. 4 presents the results.
Learning effect on mental workload disappears after the learning phase. During the main phase, 
no significant learning effect could be obtained. This applied for mental workload as well as for planning time 
where mixed ANOVA calculations showed no significant effects of the number of requested moves or subjects’ 
working memory capacity. The non-parametric Friedman test revealed a general significant change in the number 
of errors for the lower working memory capacity subjects (χ2 = 8.960, df = 2, n = 10, p < 0.011). Nevertheless, 
subsequently conducted post-hoc tests did not reveal significant differences between the levels. For the higher 
working memory capacity subjects this effect was not prominent at all. Descriptive statistics are presented in 
Table 1 and Fig. 5 illustrates the results.
DFHM-workload index Planning time [s] Errors
Condition Mean ± SD, median [min, max] Mean ± SD, median [min, max] Mean ± SD, median [min, max]
AOSPAN, whole taska 57.5 ± 6.0, 56.6 [48.4, 67.5] – –
TOH, whole taska 62.5 ± 7.4, 63.6 [42.5, 73.9] – –
TOH learning, 5 moves
Lower WM capacityb 63.0 ± 6.9, 64.8 [52.2, 72.0] 22.5 ± 16.2, 20.2 [5.1, 58.5] 1.2 ± 2.2, 0 [0, 7]
Higher WM capacityc 65.4 ± 10.3, 65.0 [43.8, 81.5] 20.5 ± 12.2, 17.1 [5.3, 42.5] 0.9 ± 1.2, 1 [0, 4]
TOH learning, 6 moves
Lower WM capacityb 62.9 ± 7.8, 64.8 [47.9, 70.4] 14.1 ± 9.6, 12.1 [4.9, 37.5] 0.6 ± 1.6, 0 [0, 5]
Higher WM capacityc 61.8 ± 11.1, 62.9 [35.3, 75.5] 16.2 ± 11.8, 10.3 [5.1, 38.0] 0.5 ± 0.9, 0 [0, 3]
TOH learning, 7 moves
Lower WM capacityb 64.9 ± 8.1, 66.4 [51.8, 77.0] 20.3 ± 13.4, 17.1 [6.9, 45.4] 1 ± 1.3, 0.5 [0, 4]
Higher WM capacityc 60.7 ± 9.0, 59.8 [48.4, 79.0] 15.7 ± 11.2, 11.8 [4.5, 36.0] 0.6 ± 0.7, 1 [0, 2]
TOH main, 7 moves
Lower WM capacityb 63.9 ± 8.0, 66.0 [48.1, 76.6] 10.9 ± 7.8, 7.8 [4.5, 26.4] 0.2 ± 0.6, 0 [0, 2]
Higher WM capacityc 60.2 ± 10.7, 63.4 [40.0, 73.2] 15.3 ± 9.7, 10.5 [5.2, 35.0] 0.2 ± 0.4, 0 [0, 1]
TOH main, 11 moves
Lower WM capacityb 63.4 ± 6.1, 64.3 [53.1, 70.4] 20.1 ± 17.7, 15.4 [6.8, 64.6] 1.1 ± 1.4, 1 [0, 4]
Higher WM capacityc 63.1 ± 11.4, 62.1 [37.6, 78.7] 16.5 ± 13.4, 9.0 [2.6, 38.2] 0.6 ± 0.8, 0 [0, 2]
TOH main, 15 moves
Lower WM capacityb 64.3 ± 5.8, 65.3 [53.8, 71.4] 18.8 ± 10.4, 18.2 [8.9, 45.5] 2.6 ± 4.2, 1 [0, 13]
Higher WM capacityc 64.4 ± 10.0, 66.7 [42.7, 76.0] 19.4 ± 15.7, 12.8 [6.5, 56.3] 1 ± 1.6, 0 [0, 5]
Table 1. Descriptive statistics of the dependent variables related to research hypotheses’ conditions (WM: 
working memory). Note. aAll subjects: N = 21, bSubjects with lower WM capacity: N = 10, cSubjects with higher 
WM capacity: N = 11.
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Discussion
In our study, we investigated the effect of planning, strategy learning, and working memory capacity on mental 
workload. For assessing mental workload, we used the DFHM method that was previously developed in a labora-
tory setting and is based on the EEG. In the current study, 21 subjects participated and completed the TOH and 
AOSPAN tasks in randomized order. We registered the EEG and computed the DFHM-workload index for each 
subject and task. We did not retrain the classifiers neither for the new tasks nor for the new subjects.
The DFHM-workload index was significantly higher for the TOH than for AOSPAN task as stated by hypoth-
esis 1. This indicated that planning imposed higher mental workload suggesting that more cognitive resources 
were required during planning than working memory task. The result was consistent with literature that stated 
that planning is a higher-order executive function that integrates core cognitive processes such as working mem-
ory, inhibitory control, and cognitive flexibility26–28. Although attentive readers could argue that the time limit set 
for the math operations during the AOSPAN task might result in time pressure and increase mental workload, 
our results did not support this assumption.
More insight regarding intra-individual differences linked to strategy learning and mental workload during 
planning was gained from subject clustering by means of the absolute score from the AOSPAN task as an indi-
cator for subjects’ working memory capacity. During the learning phase of the TOH task, we were able to obtain 
a significant interaction effect between task load and working memory capacity on mental workload. Thereby, 
mental workload of subjects with higher working memory capacity significantly decreased while the workload 
of subjects with lower working memory capacity did not yield significant changes. The effect was particularly 
prominent for the mental workload assessed by the EEG whereas the number of errors and planning time showed 
only a weak tendency in that direction. This fits well the assumption by Hardy and Wright43 that mental workload 
reflects the cognitive abilities of the performer, captures individual differences, and reveals additional information 
about the cognitive state although task performance might be similar. We concluded that a higher working mem-
ory capacity contributes to workload decrease during strategy learning of planning as suggested by hypothesis 
2. Nevertheless, learning is traditionally associated with a change in behavior64 and one could ask if a reduction 
in mental workload can indicate a learning process when there is no such change. According to the definitions 
of different authors8–11, mental workload reflects the amount of cognitive resources required for task solving. In 
our experiments, subjects with higher working memory capacity needed less cognitive resources for maintain-
ing their performance although the number of required moves gradually increased during the learning phase. 
Consequently, we suggested that this result indicated an initial learning process on neurological level that might 
produce behavioral changes after longer practice. Considering the obtained tendency of performance enhance-
ment, this assumption seems rational. However, further studies should allow subjects to perform the same version 
of the task more times for providing statistical-significant evidence. A possible explanation that performance 
changes did not reach the significance level might be also related to the higher educational background of our 
subjects. This might have impacted the performance by a floor effect as well. Finally, we want to call attention to 
a study by Huang et al.65 with supporting results for our assumption. The research was concerned with driving 
learning. The authors found that later stages of motor learning increased metabolic efficiency but did not reveal 
any gains in performance.
As task load of the planning task increased during the main phase of the TOH, the learning effect disappeared 
and mental workload increased regardless of subjects’ working memory capacity. The DFHM-workload index of 
both subject clusters converged at the most demanding trial. Conforming to hypothesis 3 results indicated a quick 
saturation after the short learning phase. This was particularly true for subjects with higher working memory 
capacity that have previously experienced a fast learning effect. Even though we were able to detect a tendency to 
more errors for the subjects with lower working memory capacity, the pairwise comparisons between the levels 
did not become significant for none of our variables. The subjects with lower working memory capacity did not 
seem to have learned the task at all, since at no point did the DFHM-workload index display refinement nor did 
performance improve. In addition, in the main phase of the experiment, the performance of the low working 
memory capacity group tended to reduce with no apparent change in workload. In other words, although sub-
jects invested the same amount of cognitive resources their performance got worst with increasing task difficulty. 
All facts together support our previous suggestion that mental workload indicates an initial learning process on 
neurological level that may result in behavioral changes during the main practice.
Figure 3. Mean DFHM-workload index during TOH and AOSPAN tasks (Wilcoxon signed-rank test 
differences: **0.001 < p ≤ 0.01; error bars indicate 95% confidence interval).
7Scientific RepoRtS |         (2020) 10:7096  | https://doi.org/10.1038/s41598-020-63897-6
www.nature.com/scientificreportswww.nature.com/scientificreports/
A limitation of our study was our small sample set. Future studies should involve more females, subjects with 
different educational levels, and also older participants. In our study, the educational background of our sub-
jects was in science or engineering and equally high among them. Affinity with the underlying tasks might have 
affected subjects’ performance and mental workload. The investigation of older subjects in connection to learning 
and mental workload is particularly relevant and meets the evolving needs and expectations of the demographic 
change of our society and the challenge of life-long learning. An objective method for continuous mental work-
load registration can offer a way for understanding procedural learning, enhancing skill acquisition, and identi-
fying possible risks.
To conclude, our study was concerned with the neuronal registration of mental workload as connected to 
planning, strategy learning, and working memory capacity. The topic is of particular interest because of the 
importance of these constructs for handling a wide range of situations in our digitized world. Understanding the 
interrelation among them may contribute to adjust conditions, facilitate learning, enhance planning, and reduce 
workload in accordance to the cognitive abilities of the individual. To the best of our knowledge, there is no other 
study that investigated planning and mental workload by means of the EEG. We demonstrated the capability of 
the DFHM index from the EEG to successfully register mental workload and suggest the DFHM method as a 
useful tool for further studies. In our future research, we aim at employing the DFHM index for the investigation 
of mental workload related issues of the modern society.
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Figure 4. Mean values of DFHM-workload index (left), logarithm of planning time (middle), and errors (right) 
during the learning phase of the TOH task for subjects with lower (blue) and higher (red) working memory 
capacity as indicated by the absolute score of the AOSPAN task (Bonferroni corrected post-hoc tests: *0.01 < p 
≤ 0.05; error bars indicate 95% confidence interval).
Figure 5. Mean values of DFHM-workload index (left), logarithm of planning time (middle), and errors 
(right) during the main phase of the TOH task for subjects with lower (blue) and higher (red) working memory 
capacity as indicated by the absolute score of the AOSPAN task (error bars indicate 95% confidence interval).
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