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RÉSUMÉ 
La cellulose nanocristalline est un nouveau nanomatériau qui provient d' une ressource 
renouvelable, le bois. Ce matériau possède d'excellentes propriétés mécaniques et montre des 
phénomènes d'auto-assemblage spectaculaires, conduisant à la formation de suspensions 
liquides. Ces mêmes suspensions sont capables de former des phases cholestériques, un type 
de crystal liquide [1]. L'objectif de cette maîtrise est donc d'augmenter les connaissances de 
la structure sur la surface des cristaux et d'établir des outils de simulations classiques, qui 
permettraient d'explorer les propriétés de la cellulose nanocristalline. Ce mémoire de maîtrise 
est construit comme suit. Le premier chapitre, tout d' abord, est consacré à la cellulose et aux 
méthodes de simulations moléculaires. Une attention particulière est portée aux méthodes 
DFT et mésoscopique, qui sont principalement utilisées dans ce travail. Le deuxième chapitre 
fait la synthèse de nos travaux effectués sur la cellulose cristalline à l'aide des méthodes DFT 
et est écrit sous forme d'article scientifique. Le troisième chapitre traite de la simulation 
mésoscopique de cellulose nanocristalline. Ultimement, ce mémoire contient une conclusion 
globale dans le quatrième chapitre. 
Dans notre étude à l'échelle quantique, nous avons tout d'abord testé diverses méthodes de 
calculs. Nos résultats indiquent que la fonctionnelle DFT B3L YP est une méthode efficace et 
adaptée à nos besoins. Ensuite, des petits modèles de cellulose cristalline sont modélisés à 
l'aide de cette fonctionnelle. L'énergie d'adsorption de l' eau et d' un cation sodium sur la 
surface est également calculée. Nos résultats indiquent que les deux surfaces hydrophiles de 
la cellulose ne sont pas équivalentes et que les énergies d'adsorption sont plus fortes sur la 
surface (1 1 0) . Sur les surfaces qui contiennent des carboxylates ou des sulfates, on observe 
également un changement dans le réseau de liens hydrogènes intramoléculaires de la 
cellulose. 
Ensuite, un modèle mésoscopique de cellulose cristalline a été adapté pour la suite de 
logiciels de modélisation moléculaire. Le champ de force utilisé pour décrire la cellulose est 
alors testé pour son aptitude à reproduire la structure cristallographique de la cellulose . Le 
comportement ionique autour de la particule est aussi étudié. Les résultats obtenus à partir de 
dynamique moléculaire indiquent que la structure cristalline n'est pas totalement bien 
reproduite par rapport à la structure publiée [2]. Cependant, le modèle mésoscopique semble 
capturer les interactions électrostatiques de façon qualitative puisque l'on observe que les 
particules chargées positivement se retrouvent plus près de la nanocellulose cristalline 
chargée négativement. Le développement de cet outil de simulation semble prometteur pour 
permettre le développement et l'étude de composites contenant ce nanomatériau. 
Mots clés: Cellulose, nanomatériau, modélisation moléculaire, DFT, mésoscopique 
CHAPITRE! 
PRÉSENTATION DE LA CELLULOSE ET DES MÉTHODES DE MODÉLISATION 
MOLÉCULAIRE 
1.1 La cellulose 
1.1.1 Structure et fonction du polymère 
La cellulose est le matériau organique le plus abondant produit dans la biosphère avec une 
production annuelle de plus de 75 milliards de tonnes [3]. La cellulose est le constituant 
principal des plantes supérieures, donc le bois, et est aussi largement répandue dans le 
manteau externe de quelques invertébrés marins. Elle peut aussi être retrouvée dans autres 
organismes tels que divers algues, mousses et même certaines bactéries. La cellulose, de 
façon générale, est de nature fibreuse, résistante et insoluble. Elle joue un rôle très important 
dans le maintien de l'intégrité structurale des parois cellulaires de plantes. Pour mieux 
comprendre à quel niveau la cellulose se situe dans une espèce végétale, la figure 1.1 montre 
différents constituants d'un arbre à différents ordres de grandeur. 
La cellulose fut découverte et isolée en 1838 par le chimiste français Anselme Payen. Depuis, 
les propriétés physiques et chimiques de ce polymère ont été étudiées extensivement. Encore 
aujourd'hui, des progrès constants sont faits sur les voies de biosynthèse de ce polymère, et 
son assemblage en structures supramoléculaires [ 4-6]. D s avanc rn nts en matière de 
traitement de la biomasse pour production de produits fmis à base de ressources 
renouvelables [7 -9] ou bien pour des applications énergétiques [ 10, 11] sont des domaines de 











Matrice fibrillaire Structure de la paroi cellulaire 
Schéma de la structure hiérarchique d'un arbre [12]. 
2 
Chimiquement, la cellulose est un homopolymère linéaire d'un grand poids moléculaire qui 
consiste d'unités D-glucopyranoses formant des liens glycosidiques en position fJ-1 ,4 avec 
chaque saccharide vrillé de 180° par rapport aux autres. L'unité répétitive de la cellulose est 
donc désignée comme étant la cellobiose, montrée sur la figure 1.2. Chaque chaîne de 
cellulose possède une symétrie directionnelle, de par la succession de liens fJ-1 ,4. Une chaîne 
cellulosique possède aussi deux unités terminales différentes, l'extrémité non-réductrice qui 
contient 2 groupements hydroxyles et l'autre extrémité qui contient une fonction réductrice, 
comme un hémiacétal. Le degré de polymérisation de ce polymère se situe généralement 
entre 10 000 unités glucoses pour le coton. Des chaînes plus courtes sont également 
retrouvées selon la source de fibre de cellulose, comme dans le bois, où l'on retrouve des 
chaînes contenant de 3000 à 5000 glucoses. Les sucres adoptent tous une conformation 
chaise typique 4C1 ce qui fait en sorte que les groupements hydroxyles présents sur le cycle 
sont en position équatoriale. Ces groupements hydroxyles permettent la formation de liens 
hydrogènes intramoléculaires qui stabilisent la structure du biopolymère [3). Chaque unité de 
saccharide possède une partie exocyclique, soit le carbone #6 qui contient une fonction 
hydroxyle. Ce groupement hydroxyméthyle est libre de rotation et dans la cellulose naturelle, 
il peut adopter trois configurations différentes (gt, gg et tg) qui sont présentées dans la figure 
1.3. La façon de désigner la conformation du groupe hydroxyméthyle est en fonction de la 
position de l'oxygène 0 6, qui peut être soit gauche ou trans par rapport à 0 5 et C4. Ainsi, dans 
une conformation gt, le 0 6 est gauche au 0 5 et trans au C4. Dans la conformation gg 0 6 est 
gauche pour les deux points de repère tandis que pour tg, 0 6 est trans à 0 5 et gauche à C4. La 
position de ce groupement montre une certaine importance pour l'arrangement 
supramoléculaire de la cellulose. En effet, une étude CP/MAS RMN 13C sur la cellulose 
montre que dans une fibre avec un haut taux de cristallinité, la conformation tg est privilégiée 
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Figure 1.2 Structure du polymère de cellulose avec atomes numérotés . 
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Par le biais de liens hydrogènes et attractions de van der Waals, la cellulose a aussi tendance 
à s'agencer en structures supramoléculaires contenant plusieurs chaînes puisque celle-ci 
possède une grande affmité pour elle-même. La figure 1.4 montre l'agencement possible de 
chaînes de cellulose pour former une microfibrille lors de la biosynthèse du matériau. En 
général, ce procédé implique l'extrusion de la cellulose par un complexe enzymatique 
terminal (CT), où la polymérisation a lieu [ 14, 15]. Par la suite, les chaînes de cellulose 
nouvellement produites s'agencent en feuillet, indiqué sur la fi gure 1.3 en a). Ces feuillets 
cristallisent enfm en fibrilles élémentaires qui contiennent environ 36 chaînes de cellulose. La 
source de la cellulose peut influencer la taille de ces structures. Ces petites fibrilles peuvent 
ensuite s'auto-assembler en structures fibrillaires plus grandes. Le matériau résultant est 
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Structure fibrillaire de la cellulose. Lors de la biosynthèse du polymère, 
des feuillets (a) sont formés. Ensuite ces feuillets s'assemblent en fibrille 
élémentaire (b) et ceux-ci peuvent s'assembler en structures plus grandes 
(c). Finalement, une microfibrille (d) contenant des zones cristallines et 
amorphes est le résultat de l'assemblage de tous ces sous-éléments. 
La forte cristallinité de la cellulose est la raison pour laquelle le matériau est très performant 
mécaniquement. Le tableau suivant compare certaines propriétés mécaniques de la cellulose 
cristalline par rapport à d'autres matériaux employés comme renforts dans certains 
composites. 
Tableau 1.1 Propriétés mécaniques de la cellulose et autres matériaux de renforts [9]. 
Matériau p (g cm-3) rYJ (GPa) EA (GPa) E,.(GPa) 
Fibre de kevlar-49 1,4 3,5 124-130 2,5 
Fibre de carbone 1,8 1,5-5 ,5 150- 500 
Fil de fer 7,8 4,1 210 
Argile nanométrique 170 
Nanotubes de carbone 11-63 270-950 0,8-30 
Nanowhiskers de bore 2-8 250-360 
Cellulose cristalline 1,6 7,5-7,7 110-220 10-50 
p =masse volumique, u1= résistance à la traction, EA = module élastique longitudinal, Er = module 
élastique transversal 
La structure cristalline de la cellulose naturelle se nomme la cellulose I. Celle-ci vient en 
deux polymorphes différents, soient les formes l a et 1~. Bien que la cellulose fut découverte il 
y près de 2 siècles, sa structure cristalline exacte demeurait un mystère. Ce n'est qu'en 2002, 
qu'un groupe de chercheurs ont réussi à obtenir les coordonnées cristallographiques de ce 
matériau par synchrotron à rayon x [2, 16]. La structure de ces allomorphes de la cellulose est 
montrée dans la figure 1.5 et les données cristallographiques sont présentées dans le tableau 
1.2. 
La structure la est généralement trouvée dans des algues ou certaines bactéries tandis que 113 
est la forme prédominante dans le bois. La forme cristalline la possède une maille triclinique 
du groupe de symétrie Pl et ne contient une seule chaine de cellulose. La forme cristalline 113 
quant à elle, possède deux chaînes cellulosiques indépendantes dans une maille 
monoclinique. Son groupe de symétrie cristallographique est le P2 1• Dans ce polymorphe, le 
paramètre cristallin a indique la distance entre deux feuillets de cellulose qui sont liés par le 
biais de forces de van der Waals et b indique la distance interchaînes, où ces mêmes chaînes 
polymériques sont liées par un réseau de liaisons hydrogènes coopératifs indiqués dans la 
figure 1.6. Dans les deux cristaux illustrés à la figure 1.5, le paramètre c désigne la direction 
de la chaîne. 
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Tableau 1.2 Paramètres cristallographiques de la cellulose la et lp 
Figure 1.5 
Paramètre cristallin 





























Structure cristallographique de la cellulose la (a) et de la cellulose lp (b). 
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Figure 1.6 Réseau de liaisons hydrogènes de la cellulose cristalline I~ [2]. 
1.1 .2 La cellulose à l'échelle nanométrique 
Une fibre de cellulose naturelle contient à la fois des régions amorphes et cristallines. La 
vaste majorité de la fibre contient des zones cristallines qui peuvent être de quelques dizaines 
à quelques centaines nanomètres de longueur. Ces zones de la fibre peuvent être extraites par 
traitement acide qui hydrolyse préférentiellement les liaisons glycosidiques des zones 
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amorphes, moms résistantes chimiquement puisqu'elles sont plus accessibles [17]. Le 
processus d'isolation de cellulose nanocristalline (CNC) à partir d'une fibre est schématisé 
dans la figure 1. 7. 
Chaîne de cellulose Région amorphe/désordonée 
Cellulose nanocristalline 
/ ~ 
Figure 1.7 Formation de cellulose nanocristalline par hydrolyse acide [9]. 
La nanocellulose cristalline est une particule acirculaire en forme de bâtonnets (figure 1.8) 
dont la longueur peut varier selon la source de la cellulose. Les différentes dimensions selon 
la source du matériau sont reportées dans le tableau 1.3. Pour une nanoparticule de cellulose 
provenant du bois, la longueur varie entre 100 et 200 nm. Un nanocristal venant du bois 
contient généralement 36 chaînes de cellulose avec une section de surface carrée qui montre 
deux surfaces différentes, soient la (1 1 0) et la (1 1 0) (ou (1 -1 0)) (figure 1.9). 
Figure 1.8 Micrographie par transmission électronique de cellulose nanocristalline 
[18]. 
Tableau 1.3 Morphologie de nanocristaux de cellulose selon la source de la fibre [3]. 
Source Longueur (nrn) Largeur (nrn) 
Bactérie 100- 1000 10-50 
Cotton 100-150 5- 10 
Cellulose microcristalline 35- 265 3--48 
Ramie 150-250 6-8 
Sisal 100-500 3-5 
Tunicata 1160 16 
Valonia > 1000 10- 20 
Bois rénineux 100- 200 3--4 
Bois feuillu 140- 150 4-5 
Figure 1.9 Morphologie d'un nanocristal idéal provenant du bois [3]. 
Plusieurs types d'acides peuvent être utilisés pour la préparation de nanocristaux de cellulose. 
Le plus utilisé présentement est l'acide sulfurique [1, 19] bien que l'utilisation l'acide 
chlorhydrique [20], d'acide phosphorique [21] et d'acide bromhydrique [22] est aussi 
documentée. Il existe également une méthode pour préparer des nanocristaux de cellulose à 
l'aide d'un persulfate d'ammonium inorganique [23]. L'utilisation de l'acide chlorhydrique 
donne naissance à des particules qui sont difficiles à disperser en milieu aqueux. Elles ont 
tendance à floculer. L'emploi de l'acide sulfurique introduit aussi des esters de sulfates sur la 
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surface des cristaux, qui sont chargés négativement en milieu aqueux. Ceci rend les particules 
plus faciles à disperser dans l'eau, puisque les cristaux maintenant chargés négativement se 
répulsent. Généralement, la concentration utilisée lors de l'hydrolyse est d'environ 65% 
[24,25]. La température et le temps de réaction a aussi une influence sur la taille des cristaux. 
Plus la température est élevée et le temps de réaction long, plus petit sont les nanocristaux. 
On observe également une hausse de la densité de charges négatives sur la surface des 
particules [26]. 
La cellulose nanocristalline possède une grande surface spécifique et celle-ci est réactive 
chimiquement. Il est possible de greffer chimiquement différentes espèces chimiques afin de 
conférer au matériau les propriétés souhaitées ou pour augmenter sa compatibilité dans 
d'autres matrices. Outre la sulfatation de ces nanoparticules, une autre méthode qui peut 
introduire des charges négatives à la surface des nanocristaux est l'oxydation sélective des 
hydroxyles placés en C6 par un radical stable, le 2,2,6,6-tetraméthylpiperidine-1 -oxyle 
(TEMPO) en présence de NaBr et de NaCIO [27-29]. Cette réaction (figure 1.10) oxyde les 
alcools primaires de la cellulose en acides carboxyliques, qui sont chargés négativement 
lorsque les nanocristaux sont placés dans l'eau. La morphologie des cristaux demeure 
inchangée lors de cette modification chimique. Cette réaction est une méthode couteuse pour 
pouvoir mieux disperser la cellulose nanocristalline du au prix de catalyseur TEMPO. De 
plus, celui-ci ne peut être que partiellement recyclé. 
Diverses autres fonctionnalisations sont possibles sur la surface de cellulose nanocristalline. 
Il est possible d'introduire des charges positives sur la surface des nanocristaux à l'aide 
d'ammonium quaternaire [30]. Ce type de modification donne des crisaux avec des propriétés 
différentes des cristaux chargés négativement, notamment la dispersibilité dans des solvants 
organiques. Il est possible d'observer une gélification des nanocristaux lorsqu'une 
concentration critique est atteinte. Il est également possible d'acétyler la surface de la 
cellulose soit par l'utilisation d'anhydride acétique [31 ,32] ou bien par estérification de Fisher 
[33]. L'estérification des surfaces sert principalement à contrôler la solubilité du matériau 
dans divers milieux. La surface des cristaux peut aussi être modifiée par des silanes. La 
silanisation de la cellulose sert à contrôler les propriétés dispersives du matériau en milieu 
organique et à augmenter les propriétés mécaniques de certains nanocomposites [34]. La 
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1.1.3 Propriétés d'auto-assemblage de la cellulose nanocristalline 
Les dispersions de cellulose nanocristalline montrent des propriétés d'auto-assemblage 
particulières. En effet, l'évaporation du solvant dans suspension de nanocristaux chargés 
négativement provoque l'apparence d'une phase liquide cristalline, due au fait que les 
nanocristaux de cellulose doivent adopter une configuration spécifique afm de minimiser les 
répulsions électrostatiques. Ce phénomène est également observé pour d'autres particules 
rigides ayant une forme de bâtormet similaire à celle de la cellulose nanocristalline [35]. Plus 
précisément, la phase liquide cristalline est de nature chirale nématique, aussi appelée 
cholestérique [1]. Dans un brevet déposé par Jean-François Revol et al. [36], une méthode a 
été mise au point pour produire des films solides, avec des propriétés optiques variables à 
partir de suspensions de nanocristaux de cellulose sulfatés. Dans une autre étude publiée par 
le même auteur [37], celui-ci démontre qu'il est possible de décaler la couleur de réflexion de 
films solides vers le bleu par ajout de chlorure de sodium, montrés sur la figure 1.12. 
0°/o NaCI 0.05°/o NaCI 
Figure 1.12 Couleurs des films de nanocellulose cristalline selon la concentration de 
NaCl ajoutée. 
La structure chirale nématique des nanocristaux de cellulose en suspension (figure 1.13) 
consiste en plusieurs plans de cristaux alignés dans la même direction. Ces plans sont tournés 
les uns par rapport aux autres, perpendiculairement à l'axe directeur aussi appelé axe chiral 
nématique. La couleur de réflexion est dormée par la relation suivante [38]: 
Eq. (1.1) Â=nPsinB 
Où À. est la longueur d'onde de réflexion, n est l'indice de réfraction du film, P est la longueur 
du pas de vis de la structure hélicoïdale de la cellulose nanocristalline et () est l'angle de 
vision. Étant donné que la longueur d'onde de réflexion des films diminue lors de l'ajout de 
NaCl, le pas de vis doit aussi diminuer. Ceci s'explique par le fait que le chlorure de sodium 
augmente la force ionique de la suspension et masque en partie les charges négatives sur la 
surface des bâtonnets de cellulose. Par ce fait, les cristaux se retrouvent plus proches les uns 
les autres puisque les répulsions électrostatiques sont diminuées. De plus, les film s montrent 
aussi des propriétés iridescentes; la longueur d'onde de réflexion du film varie en fonction de 
l'angle de vision et/ou d'illumination [3 ,9,39]. 
Figure 1.13 Structure liquide cristalline chirale nématique d'une suspension de 
cellulose nanocristalline. Chaque bâtonnet rouge représente un cristal 
[40]. 
La couleur de réflexion de films basés sur la cellulose nanocristalline peut aussi être modifiée 
par d'autres façons qu'en ajoutant du chlorure de sodium dans la suspension. D'autres 
électrolytes tels que le chlorure de potassium ou des sels d'ammonium peuvent aussi être 
utilisés, avec le même effet sur les suspensions: ces électrolytes masquent également la 
répulsion électrostatique entre les cristaux de cellulose [41-43]. Il est également possible de 
contrôler les propriétés optiques par sonication des suspensions. Ce type de traitement 
physique a pour effet d'augmenter le pas de vis P de la phase chirale nématique et par 
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conséquent, la longueur d'onde de réflexion est décalée vers le rouge [44]. Le mécanisme 
proposé pour l'augmentation du pas de vis de la structure chirale nématique est montré dans 
la figure 1.14. Le mécanisme propose que le traitement aux ultrasons perturbe la double 
couche ionique près de la surface des cristaux facilite le transfert d'électrolytes vers le solvant 
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Effet des ultrasons sur l'enveloppe électrolytique de nanocristaux de 
cellulose [ 44]. 
1.2 Méthodes de modélisation moléculaire 
La modélisation moléculaire permet d'élucider des structures ou des mécanismes réactionnels 
qui seraient impossibles, ou très difficiles d'observer expérimentalement. La modélisation 
peut aussi aider à élucider un phénomène méconnu. Dans le cas de la nanocellulose 
cristalline, l'effet sur la structure atomique de la surface de différentes modifications 
chimiques est difficile d'observer directement. De plus, le changement d'affmité entre l'eau 
et les ions et la surface du matériau est aussi difficilement quantifiable avec une expérience. Il 
existe plusieurs outils de simulations moléculaires qui comportent leurs lots de forces et 
limitations. Les méthodes de modélisation à l' échelle quantique telles que les méthodes ab 
initia, et la théorie de la fonctionnelle de la densité sont les méthodes de calculs les plus 
rigoureuses et les plus couteuses au point de vue de temps de calcul. Celles-ci ont cependant 
un plus grand pouvoir de prédiction que les méthodes de simulations classiques (mécanique 
classique et mésoscopique ). Cette section est consacrée à la description des différentes 
méthodes de modélisation moléculaire avec une attention spéciale portée sur la théorie de la 
fonctionnelle de la densité puisque cette dernière a été le plus sollicitée lors de projet de 
recherche. 
1.2.1 Ab initia 
Une méthode ab initia est une méthode qui décrit les systèmes directement à partir de 
principes théoriques sans inclusion d 'observations expérimentales. Une méthode répandue 
pour effectuer un calcul ab initia est la méthode Hartree-Fock. Lors d' un tel calcul, la 
fonction d' onde de Schrodinger est utilisée pour représenter l'état du système. Ceci donne 
lieu à des calculs complexes qui se traduisent par des temps de calcul beaucoup plus longs 
que dans des méthodes plus empiriques. Puisque la solution exacte de l'équation de 
Schrodinger n 'est connue que pour des systèmes monoélectroniques, la fonction d'onde doit 
être représentée par des combinaisons linéaires de fonction gaussiennes qui représentent l'état 
du système électronique [45]. Ce sont ces fonction s gaussiennes qui décrivent les orbitales 
hydrogénoïdes d' un système moléculaire étudié. De plus, les méthodes ab intio emploient 
l'approximation de Born-Oppenheimer [45], dans laquelle on fixe la position des noyaux 
atomiques dans l'espace. Ceci amoindrit grandement la complexité temporelle dans les 
calculs de chimie quantique par ordinateur puisque les distances internucléaires deviennent 
des paramètres constants dans le calcul de la fonction d'onde. Outre la méthode Hartree-
Fock, il existe également les méthodes dites «post Hartree-Fock». Ces méthodes inclus la 
théorie de la perturbation M0ller-Plesset (MP) et la théorie du cluster couplé [46]. Ces 
dernières sont des méthodes extrêmement couteuses en temps de calcul et sont l'état de l'art 
de la chimie quantique. 
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Un jeu de fonctions gaussiennes (communément appelé jeu de base) peut être modifié pour 
effectuer un calcul. Plus le nombre d 'orbitales gaussiennes est grand servant à décrire les 
électrons du système étudié est grand, plus le calcul sera long et rigoureux 
mathématiquement. Un jeu de base est dénoté par une certaine nomenclature. Prenons 
comme exemple le jeu de base 6-31 +G*. Le premier terme, 6, indique que six combinaisons 
linéaires de fonctions gaussiennes décrivent les électrons de cœurs. Les chiffres 3 et l 
indiquent que les termes de valences sont calculés en utilisant deux combinaisons linéaires 
impliquant respectivement trois et une orbitale de type gaussienne. Le symbole * indique que 
des orbitales supplémentaires sont ajoutées. Dans ce cas-ci, ce sont des orbitales d. Des 
fonctions diffuses, qui servent à mieux représenter les orbitales plus éloignées du noyau 
atomique, peuvent aussi être utilisées. Elles sont dénotées par le signe + [ 45]. 
1.2.2 Semi-empirique 
Une méthode semi-empirique utilise à la fois des données expérimentales et des calculs de 
mécanique quantique pour tenter de décrire un système moléculaire. L'utilisation de 
paramètres empiriques issus d'expérimentations permet de couper de longs calculs 
impliquant des fonctions d'ondes. En effet, dans une telle méthode on utilise un opérateur 
Hamiltonien et une fonction d'onde avec un jeu de base minimal où certains termes sont 
omis. C'est ici que les données expérimentales interviennent. Elles sont introduites dans les 
calculs pour corriger les erreurs engendrées par les approximations faites lors du calcul. Il est 
donc possible d' obtenir de bons résultats pour des ressources informatiques modérées [45]. 
L' avantage sur la mécanique moléculaire discutée au paragraphe 1.2.4, est que les processus 
électroniques peuvent être modélisés. Les méthodes semi-empiriques sont surtout utilisées 
pour l'optimisation de type de molécules variées, incluant des complexes de métaux de 
transition qui sont difficiles à reproduire avec une méthode de mécanique quantique pure. 
Parmi les divers jeux de paramètres disponibles, AMI (Austin mode! 1)[47] et PM3 
(Parametrisation Model 3)[48] étaient des méthodes largement utilisées. De nouveaux 
développements dans le domaine nous offrent de nouveaux jeux de paramètres revus et 
améliorés. Premièrement, il y a la méthode RMl (Recife Modell)[49] qui est essentiellement 
le successeur d'AM1 et la méthode PM6 (Parametrisation Mode! 6)[50]. Cette dernière 
méthode est l'objet de plusieurs récentes améliorations surtout pour la description des liaisons 
hydrogènes et des interactions de van der Waals [51], tout cela dans le but d'obtenir une 
précision semblable à celle des méthodes de plus haut niveau, à plus faible coût informatique. 
1.2.3 Théorie de la fonctionnelle de la densité 
La théorie de la fonctionnelle de la densité tient ses racmes à partir de l'équation de 
Schrodinger. Pour des systèmes moléculaires où plusieurs électrons interagissent avec 
plusieurs noyaux, la fonction d'onde s'exprime comme suit [52]: 
Eq. (1.2) 
Ici, m est la masse de l'électron, n la constante de Planck réduite. Le premier terme entre 
crochets désigne l'énergie cinétique de chaque électron, le deuxième l'énergie d ' interaction 
entre les électrons et les noyaux atomiques et le dernier représente l'énergie d ' interaction 
entre les différents électrons. Sous cette forme, la fonction d 'onde décrit tous les électrons du 
système, et doit faire ceci pour 3 dimensions globales. Ainsi , la fonction d ' onde complète 
pour une simple molécule de C02 contient 66 fonctions dimensionnelles (3 x22 électrons). Si 
l'on veut calculer les propriétés de matériaux, par exemple une surface de cuivre comprenant 
100 atomes, la fonction d'onde compterait 8700 dimensions menant ainsi à des temps de 
calcul énormes. Ceci pose donc un problème pour la simulation de matériaux, en l'occurrence 
la cellulose, avec des méthodes de mécanique quantique. 
La DFT règle le problème de la complexité dimensionnelle introduite par la fonction d'onde 
de Schrodinger. Selon le théorème de Hohenberg-Kohn, toutes les propriétés d'un système 
peuvent être déterminées si l'on connaît la densité électronique de celui-ci à son état 
fondamental. Des équations pour résoudre ce théorème numériquement par un processus 
itératif ont été développées par Kohn et Sham en 1965 [53]. Ces équations ont permis 
d ' affirmer qu' il existe un moyen de transposer la fonction d 'onde à une densité électronique, 
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en exprimant cette dernière par une fonctionnelle. Une fonctionnelle peut être vue comme 
une fonction de fonctions. En effet, en DFT, l'énergie du système est exprimée par E[n(r)] , ce 
qui se retrouve à être la fonctionnelle de la fonction n(r), qui représente la densité 
électronique. Cette même densité électronique est exprimée par la fonction suivante [52]: 
Eq. (1.3) 
Dans cette équation, les termes à l'intérieur de la sommation représentent la probabilité de 
retrouver un seul électron du système dans un point r de l'espace en 3 dimensions. Le facteur 
2 apparaît pour tenir compte du spin des électrons. La sommation se fait pour tous les 
électrons du système. Donc, pour résumer, la théorie de la fonction d 'onde utilise une seule 
équation de Schrodinger complète décrivant tous les électrons du système ce qui peut mener 
à des expressions comprenant un grand nombre de dimensions (voir l'exemple précédent sur 
la surface de cuivre). La DFT décortique en quelque sorte la fonction d'onde originelle en 
plusieurs expressions qui décrivent un seul électron. On passe donc d'un seul grand problème 
à 3N dimensions, où N est le nombre d'électrons, à plusieurs petits problèmes en 3 
dimensions. Donc, en utilisant la méthode DFT, la modélisation d ' une surface de cuivre 
comprenant lOO atomes passe de 8700 dimensions à seulement 3. Ceci réduit 
considérablement la complexité des équations et constitue un grand avantage en termes de 
coût informatique pour la simulation de matériaux [52]. 
Maintenant, il reste à défmir comment la fonctionnelle passe de la densité électronique à 
l'énergie du système étudié, ce qui décrit les propriétés de celui-ci . Nous savons que E[n(r)] 
est la fonctionnelle de la fonction décrivant la densité électronique. Dans cette expression, 
l'énergie E s'écrit comme suit [52] : 
Eq. (1.4) 
Ici, la fonctionnelle complète de l'énergie est séparée en deux sous-fonctionnelles qm 
contiennent des termes connus, qui peuvent être évalués analytiquement (Econnu). Tous les 
autres effets pertinents à la mécanique quantique qui ne se retrouvent pas dans les termes 
connus se retrouvent dans la fonctionnelle d'échange-corrélation (Exc). La fonctionnelle 
Econnu peut être exprimée en incluant ces termes connus de la façon suivante [52]: 
Dans l'ordre, les 4 termes désignent l'énergie cinétique des électrons, les interactions 
coulombiques entre les électrons et le noyau, les interactions coulombiques entre des paires 
d'électrons et les interactions coulombiques entre les noyaux atomiques . 
La fonctionnelle d' échange-corrélation est plus complexe. La partie «échange» correspond au 
changement de l'énergie du système lorsque deux électrons voient leurs coordonnées 
spatiales inter changées. La corrélation, elle, vient du fait qu 'en DFT, les électrons ne sont 
pas exprimés par des charges ponctuelles, mais plutôt par des densités électroniques. Donc, si 
une particule change de position, ceci influence aussi la position d'autres particules 
avoisinantes puisque celles-ci interagissent entre elles. Cet effet est perdu lorsque l'on 
travaille avec des densités électroniques; changer la position d'une densité électronique n' a 
pas d'influence sur une autre [52]. La corrélation entre les particules est donc perdue et la 
fonctionnelle Exc tente de corriger ceci. La forme exacte de la fonctionnelle d'échange-
corrélation n'est connue que pour un seul cas: un gaz d'électron uniforme [52]. Par 
conséquent, pour pouvoir prédire correctement les propriétés de systèmes moléculaires, cette 
fonctionnelle doit être approximée. Bien entendu, certaines approximations sont adéquates 
pour certains systèmes en particulier et d 'autres non, d'où l'existence d'une pléiade de 
fonctionnelles disponibles dans les logiciels de chimie quantique. 
1.2.3.1 Les différents types de fonctionnelles 
Les différentes fonctionnelles peuvent être classées selon leur mveau de rigueur 
mathématique. John Perdew classifie lui-même ces fonctionnelles en se basant sur un passage 
de la bible, Genèse 28, qui fait référence à l'échelle de Jacob reliant la terre aux cieux [54]. 
Selon Perdew, la terre serait les méthodes Hartree-Fock, et les cieux, l'exactitude chimique 
parfaite. Comme l'on voit sur la figure 1.15, chaque échelon vers cet idéal représente un 
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certain niveau d'approximation. Lorsque l'on monte cette échelle, les fonctionnelles 
comprennent de plus en plus d'informations physiques et deviennent plus en plus près de la 
méthode parfaite, soit la résolution de l'équation de Schrodinger sans aucune approximation. 
Dans le premier échelon, on retrouve les fonctionnelles LDA, pour Local Density 
approximation. Dans ce type de fonctionnelles, le potentiel d'échange-corrélation est défmi 
comme étant celui d'un gaz électronique uniforme de même densité électronique. Dans ce 
cas, comme la fonctionnelle d'échange-corrélation est connue sous sa forme exacte, ceci 
allège les calculs. Dans un solide infmi, un gaz d'électron uniforme peut assez bien 
représenter la structure électronique du matériau, pourvu que celui-ci ne possède pas trop 
d'inhomogénéités [52]. 
Sur le prochain échelon se situe les fonctionnelles GGA pour Generalized Gradient 
approximation. L'idée derrière cette approximation est que la densité électronique n'est pas 
totalement uniforme. La densité électronique est évaluée en utilisant à la fois la densité 
locale, et le gradient (dérivée première) de celle-ci, afm de mieux décrire le nuage 
électronique du système étudié. Des exemples de fonctionnelles GGA qui voient beaucoup 
d'utilisation en sciences des matériaux sont PW9l (pour Perdew-Wang 91) et PBE (Perdew-
Burke-Ernzerhof) [52]. Dans le monde de La DFT, il est souvent coutume de nommer les 
fonctionnelles avec les initiales des auteurs. 
Figure 1.15 
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La classification des types de fonctionnelles DFT par l'échelle de Jacob 
[54]. 
Toujours en grimpant l'échelle de Jacob, le prochain échelon accueille les fonctionnelles 
meta-GGA. Cette approximation ressemble beaucoup à celle du niveau précédent sur 
l'échelle. Tout comme les fonctionnelles GGA, les termes incluent la densité électronique 
locale et son gradient. L'approximation meta-GGA ajoute cependant la dérivée seconde de la 
densité électronique. Ceci ajoute donc plus d' information physique au système et rend les 
coûts en temps de calculs de ces fonctionnelles plus grands. La fonctionnelle TPSS (Tao-
Perdew-Staroverov-Scuseria est un exemple d'une fonctionnelle issue de cette approximation 
[52]. 
L'avant-dernier niveau d' approximation comprend les fonctionnelles hyper-GGA. Ce type de 
fonctionnelles sont très répandues puisque les calculs de chimie quantique avec jeux de bases 
locaux décrivant les orbitales atomiques sont effectués avec celles-ci . La très populaire et 
versatile fonctionnelle, Becke, 3 paramètres, Lee-Yang-Parr (B3L YP) fait partie de ce 
groupe. Les fonctionnelles hyper-GGA utilisent un mélange de potentiels d'échange et de 
corrélation provenant des approximations GGA et LDA. La raison pour laquelle B3L YP est 
particulièrement efficace, c' est qu'elle utilise aussi l' énergie d'échange Hartree-Fock, faisant 
d' elle une fonctionnelle dite «hybride» [52]. Cette fonctionnelle peut être écrite sous la forme 
suivante: 
Eq. (1.6) JI': B3LYP =JI':WA +a (EHart ree-Fock - JI':LDA) +a (VGGA -V LDA )+a (VGGA - VLDA) xc xc 1 x x 2 x x 2 x x 
+a (VeGA _ VLDA ) 
3 c c 
Ici, a.h a2 et a3 sont 3 paramètres empiriques introduits pour l'optimisation de la performance 
en regard de la prédiction de propriétés chimiques [52]. 
Le niveau ultime avant la perfection est le generalized RP A pour Random Phase 
approximation. Cette théorie tente d'apporter aux calculs DFT une corrélation électronique 
supérieure au même titre que les méthodes du cluster couplé [55]. Les méthodes DFTIRPA 
seraient meilleures pour les interactions à très longue portée et aussi pour la prédiction de 
l'énergie de cohésion de matériaux à l'état solide [55]. Ces méthodes sont relativement 
récentes et encore à l'état embryonnaire, quoique prometteuses [56]. 
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Le choix d'une fonctionnelle n'est pas chose triviale. Ce n'est pas parce qu'une fonctionnelle 
est plus rigoureuse mathématiquement (donc plus haute dans l'échelle de Jacob) qu'elle est 
plus exacte pour le système étudié. Pour déterminer si une fonctionnelle est adéquate pour les 
besoins d'un projet de modélisation, il peut être nécessaire de vérifier la littérature sur des 
études semblables. Il est également possible d'effectuer des calculs sur des systèmes étalons 
et de comparer les résultats obtenus avec ceux issus d'une autre méthode de calcul de plus 
haut niveau (MP2, CCSD(T) etc ... ). La comparaison directe entre les résultats théoriques et 
des données expérimentales, si elles sont disponibles, est aussi envisageable. 
1.2.3.2 Modélisation de matériaux par DFT en employant des conditions périodiques 
frontières 
Les conditions périodiques de frontières, schématisées sur la figure 1.16, sont d' une grande 
utilité pour la simulation de matériaux. Ces conditions permettent d'alléger le temps de calcul 
de façon considérable. En utilisant de telles conditions, il est possible de simuler un réseau 
infini en 3 dimensions pour les matériaux cristallins ou bien en 2 dimensions pour des 
surfaces. Dans ce genre de calcul, comme il est impensable de simuler à l' échelle quantique 
un matériau de très grande taille, on utilise seulement une unité répétitrice de base qui 
représente le mieux le matériau global. Cette unité est répétée au travers de frontières 
préalablement défmies, représentant ainsi un système infmi [57]. La partie irréductible du 
système est souvent la maille élémentaire du matériau déterminée par cristallographie que 
l'on peut importer dans les logiciels de chimie quantique. La simulation de matériau par DFT 
avec conditions périodiques de frontières sont souvent effectuées avec des jeux de bases 
d'ondes planes. Ces jeux de bases proposent plusieurs avantages sur les jeux de bases 
gaussiens. Ils sont indépendants des positions atomiques, peuvent être utilisés avec un plus 
large éventail d'atomes et sont implicitement périodiques dans l'espace [52]. Le code 
CASTEP emploie ces ondes planes lors de calculs [58]. 
Figure 1.16 Représentation schématique de particules soum1ses à des conditions 
périodiques de frontières . La partie irréductible est au centre. 
1.2.4 Mécanique moléculaire 
La mécanique moléculaire est une méthode qui n' utilise pas de fonction d'onde et ni de 
densité électronique pour calculer les propriétés d'une molécule. En effet, elle utilise des 
expressions algébriques simples (et donc, le temps de calcul est très court) provenant de la 
mécanique classique pour décrire les différents aspects de la molécule. La mécanique 
classique assimile les noyaux atomiques à une sphère de rayon r et les liens chimiques à un 
ressort. Ces aspects peuvent inclure l'élongation et le cisaillement des liaisons chimiques, la 
torsion, les interactions électrostatiques, les forces de Van der Waals et même les liaisons 
hydrogènes [45]. Les paramètres à utiliser pour résoudre les équations de la mécanique 
newtonienne peuvent différer pour un même atome dans un système différent. Ainsi, un 
oxygène doublement lié à un carbone d ' une cétone n'aura pas les mêmes paramètres qu ' un 
carbonyle d' acide carboxylique ou bien une cétone u-~ insaturée. La paramétrisation des 
éléments est cruciale dans cette méthode. Les données peuvent être obtenues par calculs ab 
initio, par spectroscopie vibrationnelle pour obtenir les constantes de force associées aux 
liaisons chimiques ou bien par diffraction de rayons X. Les paramètres déterminés 
expérimentalement peuvent ensuite être réutilisés dans tout système jugé pertinent. Par 
exemple, les données pour définir un carbone hybridés/ sont obtenues à partir d'un alcane 
linéaire. Les mêmes valeurs pourront ensuite être réutilisées dans d'autres systèmes ou l'on 
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retrouve des carbones si. Ceci constitue donc à la fois un avantage et un inconvénient. 
L'avantage est que cette transférabilité des paramètres permet de relativement bien reproduire 
un système sans avoir fait une étude expérimentale exhaustive de celui-ci. Par contre, aucune 
nouvelle chimie n'est possible. Les champs de force avec une plus grande transférabilité de 
paramètres sont dits de champs de force de deuxième génération. Les paramètres des champs 
de force de mécanique moléculaire ne sont bons seulement que pour la classe de molécules 
pour lesquelles ils ont été optimisés. Par conséquent, un champ de force de mécanique 
moléculaire optimisé pour les acides nucléiques et peptides n'est pas adéquat pour la 
modélisation de polysaccharides par exemple [45]. 
En mécanique moléculaire, aucun électron n'est modélisé explicitement. Les doublets libres 
sur l'oxygène ou l'azote par exemple sont remplacés par des termes coulombiques dans les 
champs de force. Les parties ionisées d'une molécule sont aussi représentées de la même 
façon. L'inconvénient de ceci est qu'aucun processus électronique ne peut être modélisé 
directement. Ceci inclut le bris ou la formation de liens chimiques et les spectres 
électroniques. Étant donné que la nature d'une liaison chimique implique deux électrons 
partageant une orbitale moléculaire, cette méthode se doit de décrire cette réalité autrement. 
La mécanique moléculaire utilise une équation d'oscillateur harmonique pour décrire 
l'interaction entre deux noyaux atomiques afin de représenter un lien chimique. Un potentiel 
de morse peut aussi être utilisé. Dans celui-ci, on peut obtenir l'énergie de dissociation à une 
distancer infinie. Pour les interactions de plus longue portée (Van der Waals), le potentiel 6-
12 ou 10-12 de Leonard-Jones est employé (figure 1.17). 
Figure 1.17 
re 
Distance intemucléaire (r) 
Potentiels harmoniques et de Morse où re désigne la distance 
internucléaire à l'équilibre, De l'énergie de dissociation sans tenir compte 
de l'énergie du point zéro et Do l'énergie de dissociation réelle en tenant 
compte de l'énergie du point zéro 
Les champs de force de mécanique moléculaire d'aujourd 'hui sont capables d ' assez bien 
prédire la structure géométrique à l'équilibre d 'une molécule. Le très faible coût informatique 
de la mécanique moléculaire (quelques secondes à peine) fait en sorte qu 'elle est utilisée de 
façon routinière lors de la construction de nouvelles molécules dans les interfaces graphiques 
de logiciels de modélisation et même les logiciels de dessin comme ChemDraw. Cette 
méthode peut servir pour réarranger une molécule brute et obtenir une structure à l'équilibre 
plus raffmée, permettant ainsi de sauver quelques itérations lors de calculs d'optimisations 
géométriques plus couteux en temps de calcul. Du au faible cout informatique de la 
mécanique classique, celle-ci est aussi utilisée pour effectuer des calculs de dynamique 
moléculaire. Ce type de calcul simule la position et la vitesse de particules dans l'espace sur 
un intervalle de temps donné. Ceci permet donc d'étudier l'évolution d'un système dans le 
temps et d'obtenir des structures à l'équilibre thermodynamique. 
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1.2.5 Méthodes mésoscopiques 
Il est possible d'accéder à des systèmes chimiques beaucoup plus imposants à l'aide des 
méthodes mésoscopiques. Le principe derrière ce type de méthode est le remplacement de 
plusieurs atomes ou particules en une seule entité. Ce processus se nomme «coarse graining». 
Ceci réduit le nombre de particules dans le calcul puisque des parties fines sont remplacé par 
une seule particule, créant ainsi un système plus grossier, avec moins de degrés de liberté 
[59-61]. La simulation à l'échelle mésoscopique fonctionne à des échelles de temps et de 
taille bien plus grande qu'une simulation de simple mécan ique moléculaire. La figure 1.18 
illustre la position de la simulation mésoscopique par rapport à d'autres techniques de 
modélisation moléculaire. Il existe certains recouvrements avec les méthodes de mécanique 
classique et de simulations par continuum, plus utilisés dans le domaine de l'ingénierie. Les 
méthodes mésoscopiques sont plus adaptées pour des systèmes chimiques tels que les 
agrégats de polymères, de protéines où bien des membranes lipidiques de cellules. Ces 
méthodes utilisent aussi des champs de forces comme la mécanique classique pour défmir les 
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Il existe un champ de force mésoscopique spécifiquement développé pour les simulations de 
biomatériaux, le champ de force MARTINI. Initialement, ce champ de force était conçu pour 
les lipides dans le but de simuler des membranes cellulaires [62]. Ensuite, ce champ de force 
a été extentionné pour utilisation avec des protéines [63], et plus tard avec des 
polysaccharides notamment la cellulose [64]. Pour simuler la cellulose, une unité de glucose 
est représentée par 3 particules différentes, tel que montré sur la figure 1.19. Ceci laisse tout 
de même un certain niveau de fmesse pour la modélisation de la nanocellulose cristalline à 
l'échelle nanométrique tout en accélérant grandement les calculs. Ce modèle est plus adapté 
pour simuler des cristaux de cellulose de tailles plus réalistes puisque jusqu'à présent, les 
simulations en mécanique moléculaire ne sont que de quelques nanomètres au maximum [65-
68]. 
Figure 1.19 Modèle «coarse-grain» de la cellulose. Trois billes représentent une unité 
glucose [69]. 
1.2.6 Modélisation antérieure sur la cellulose à l'échelle quantique 
Il existe peu d'études utilisant la simulation à l'échelle quantique à ce jour sur la cellulose 
cristalline. Les études publiées jusqu'à présent se concentrent principalement sur la phase 113. 
La première étude publiée en 2005 étudie la structure électronique et atomique de la cellulose 
cristalline 1~ avec la fonctionnelle de DFT BL YP[70]. Dans leurs travaux, ils ont obtenu des 
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structures cristallines satisfaisantes. Ils ont démontré que la théorie prédit bien le réseau de 
liaison hydrogène expérimental du cristal. Les paramètres géométriques (longueurs de liaison 
et angles) sont aussi bien respectés. Ils ont aussi réussi à expliquer la stabilité formidable de 
ce biomatériau en évaluant 1' énergie de liaison entre deux chain es et entre deux feuillets. 
Selon leurs calculs, l'énergie de liaison interchaines est de -58 kJ/mol par unité de cellobiose . 
L 'énergie d'interaction entre feuillets de cellulose est estimée comme étant 8 fois moins 
grande que l' interaction interchaines. Leurs résultats ont de plus confirmé que les interactions 
chaines-chaines sont dominées par des liaisons hydrogènes tandis que des interactions de V an 
der Waals sont en grande partie responsables de la cohésion entre deux plans de chaînes 
cellulosiques. Leurs calculs avaient pour but principal d'expliquer la forme des cristaux de 
cellulose. 
Une autre étude plus récente, parue en 2011 dans le Journal of Physical Chemistry C [71 ], a 
été faite sur la cellulose cristalline 1~ également. Dans cet article, Y an Li et al. ont prédit la 
structure cristalline de cet allomorphe par DFT en employant la fonctionnelle de Perdew, 
Berke et Ernzerhof avec corrections dispersives (PBE-D). Ils ont trouvé que l' ajout de 
paramètres correctifs aidant à mieux décrire les interactions de Van der Waals prédit mieux la 
structure cristallographique de la maille élémentaire. Ils ont également simulé l' adsorption 
d 'une molécule d'eau sur la surface hydrophobique (1 0 0) de la cellulose. Leurs calculs 
indiquent que les fonctionnelles PBE et PBE-D, pour les paramètres géométriques, donnent 
des résultats quantitativement comparables à ceux obtenus avec la méthode CCSD(T). 
Cependant, l' énergie d' adsorption est surestimée d'environ 30%. Ils ont aussi déterminé que 
les interactions dispersives apportent une contribution non négligeable à l'énergie 
d'adsorption d'une molécule d'eau et que la surface hydrophobique (1 0 0) est plus stable que 
la surface plus hydrophile (1 1 0). 
Une autre étude parue aussi en 2011, utilise la DFT pour étudier l'assemblage de chaînes de 
cellulose dans les structures cristallines 1~ et III [72]. Les auteurs ont opté pour la 
fonctionnelle M06-2X. Ils ont d'abord généré plusieurs arrangements possibles de 2 à 6 
chaînes de cellulose de 30 unités de glucose par des calculs de mécanique moléculaire, Ils ont 
ensuite réduit la longueur de chaîne à une seule unité cellobiose pour procéder aux calculs 
DFT plus couteux informatiquement. Leurs résultats indiquent que les interactions de van der 
Waals entre des plans de celluloses sont de nature très coopératives au sein d'un assemblage 
cellulosique et que ces mêmes interactions sont même plus importantes pour la stabilité du 
cristal de cellulose. Leurs calculs démontrent également que la cellulose ill serait plus 
réactive que I13 • 
1.3 But du projet 
Il n'existe que très peu d'études à l'échelle quantique sur la cellulose. Il existe également un 
manque de connaissance sur l'origine des phases anisotropes de suspension de nanocellulose 
cristalline et les différences que certaines modifications chimiques peuvent apporter sur ces 
suspensions. De plus, les études effectuées sur la surface de cellulose cristalline ont 
seulement été faites sur la surface hydrophobe (1 0 0) tandis que la surface hydrophile (11 0) 
est aussi très importante puisque c'est celle-ci est plus réactive puisqu'elle expose les alcools 
primaires en C6 vers le solvant. Le but de ce projet est de calculer les propriétés de surfaces et 
son interaction avec d'autres composés par calculs de chimie quantique DFT. Pour ce faire, il 
faut tout d'abord trouver une fonctionnelle DFT qui puisse bien décrire les interactions de la 
surface hydrophile de la cellulose modifiée ou non avec d'autres matériaux. Les différentes 
modifications chimiques étudiées ici sont la carboxylation et la sulfatation puisque celles-ci 
sont largement utilisées afin de produire des nanocristaux redispersibles. Après avoir trouvé 
la bonne fonctionnelle, on l'utilise ensuite pour 1) obtenir de l'information structurelle et 
électronique sur les surfaces hydrophiles de la cellulose cristalline et 2) calculer l'énergie 
d'absorption d'eau de l'ion sodium sur ces surfaces. Ces calculs permettront de mieux cerner 
la structure à la surface de nanocristaux cellulose cristalline après modifications chimiques et 
de tenter d'expliquer l'anisotropie. Le prochain chapitre traitera de l'étude de surface de 
cellulose cristalline par DFT sous forme d'article scientifique. 
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2.1 Abstract 
In this study, we investigate the hydration of three different functional groups present on 
cellulose nanocrystal (CNC) surfaces: hydroxyls, carboxylates and sulphates by means of 
quantum chemical calculation. The performance of several density functional theory (DFT) 
functionals in reproducing, against higher level MP2 benchmark calculations, relevant non-
covalent CNC interactions is also assessed. The effect of a sodium ion on the hydration of the 
surface functional groups was also investigated. Major restructuring of the hydrogen-bonding 
network within cellulose was found in the presence of a sodium ion. The calculated binding 
energy of water with a surface group ion pair was also greater, which indicates a greater 
hydrophilicity of CNC surfaces in the presence of adsorbed sodium. Cellulose hydrophilic 
surfaces (1 1 0) and (1 -1 0) were also calculated using DFT methods. The results indicate 
that the surfaces possess different electrostatic potential maps. Hydrogen bond restructuring 
is found on the chemically modified surfaces. The adsorption energy of water and electrolyte 
is also found to be different on each surface. 
Keywords: Cellulose nanocrystals, DFT, solvation, surface modification, self-assembly, non-
covalent interactions 
2.2 Introduction 
Cellulose is the most abundant biomaterial on earth. It is the main structural constituent of 
plants and is also found in various bacteria, fungi, algae and even animais [ 4]. In its 
crystalline form, cellulose can be found in two different configurations: la [ 16] which is 
mostly present in algae and bacteria and the I~ allomorph [2] which can be obtained from 
woody biomass. Cellulose 1~ can be isolated from the natural wood fibres by acid hydrolysis, 
which leads to crystals of nanometric dimensions [73]. These crystals possess a large aspect 
ratio and their surfaces can be readily modified selectively on the C6 carbons for use in 
diverse applications, notably in the field of composite materials [3 ,9]. Both negatively 
charged sulphate [26] and carboxylate groups [28] can be introduced to the surface of the 
nanocrystals. These modified CNC particles are found to be easily dispersible in water at 
neutral pH [27,74] and the resulting suspensions can be used to make solid films which 
display interesting optical properties [37]. These films show iridescence specular reflection. 
The wavelength can be controlled by adding electrolytes to the suspension [41 ,42,44]. 
The optical properties of cellulose nanocrystal films arises from its self-assembled chiral 
nematic liquid crystal structure [8,38,75]. This mesoscopic structure is retained upon drying 
the suspension to form the film [76]. Other than the optical properties, the chiral nematic 
structure of CNC has been used as a template to indu ce chirality in mesoporous silica [ 40, 77] 
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and carbon films [78]. Such novel materials based on CNC's particular structure show 
potential applications in gas storage, asymmetric catalysis and chromatography [79]. 
To better help understand the behaviour of CNC particles in suspension, we studied the 
microhydration of relevant functional groups present on the surface of cellulose nanocrystals 
with and without the presence of an electrolyte (sodium) by means of high-level quantum 
chemical computations. The functional groups are primary alcohols, which are ubiquitous in 
cellulosic materials, carboxylates and sulphates. Such results will help design future classical 
simulation force fields and/or mesoscale force fields which are needed to tackle problems 
involving nanocellulose due the sheer size of these systems. Moreover, the results will also 
help better understand the effect of chemical modification occurring on the different 
nanocrystal surfaces as well as the behaviour of those particles towards water and 
electrolytes. The performance of recent DFT functionals at correctly reproducing key 
interactions is also assessed. 
2.3 Computational methods 
2.3 .1 Benchrnark potential energy curves 
Potential energy curves between water and ethanol, carboxylate and methyl sulphate ester 
used as stand-ins for the functional groups found in native or modified cellulose were 
constructed to evaluate the behaviour of selected computation methods at properly 
reproducing the benchrnark values near the equilibrium distance and also at longer ranges. 
The interaction energy between water and the surface moiety as a function of intermolecular 
distances was calculated and basis set superposition error (BSSE) was corrected using the 
counterpoise method [80,81]. The distances chosen between the hydroxyl oxygen and water 
oxygen for ethanol, and between the water oxygen and the central carbon and sulphur atoms 
for the carboxylate and sulphate ester groups were used for the potential energy curves. The 
interaction energies were also computed using the same distance criteria in the presence of a 
sodium ion with and without water. The systems used for the calculation of interaction 
energy are shawn in figure 2.1. Relaxed potential energy scans (geometry optimization at 
each point on the curves) were do ne up to a distance of 10 A. The interaction energies were 
calculated as followed: 
Eq. (2.1) 
In the cases where there are three fragments present, the energy component E Fragment consists 
of the ion pair. AU calculations were done in the gas phase with the Gaussian09 Rev. C.Ol 
[82] and Spartan 10 Vl.l.O [83] software. 
(~ r ···· j r Ro-o; 2.883 A Ro-o ; 4 .582 A (d) (g) • 
(b) (e) (h) 
······· 
········· k · 
Rc-o; 3.116 A Re-Na ; 2.544 A 
Figure 2.1 
(f) (i) 
• Rs-o = 3.539 A 
Rs-No; 2.806 A 
• 
MP2/cc-p VTZ optimised geometries of the monohydrated complexes. 
Sodium ion is shown in purple. (a), (b) and (c) represent the functional 
groups interacting with water while (d), (e) and (f) shows the functional 
groups interacting with the sodium cation. Finally (g), (h) and G) shows 
the complexes with both water and sodium. 
Geometry optimizations were done at the MP2 level using Dunning's consistent correlated 
cc-p VTZ basis set, and the energies were evaluated with the aug-cc-p VTZ basis set [84] as 
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benchmarks. MP2 calculations offer good accuracy for non-covalent interactions both for 
geometries and binding energies, especially for systems containing hydrogen bonds [85]. The 
potential energy curves were also calculated using DFT methods. The B3L YP [86,87], 
M06-2X [88] and the long-range dispersion corrected coB97X-D [89] functionals were also 
used with the 6-311 ++G** Pople basis set. DFT methods are much faster and scale better 
with system size than MP2 methods, hence the use of truncated systems. The accuracy of 
those less computationally intensive methods will be compared against MP2 results. 
2.3 .2 Simulation of cellulose surfaces 
Since the morphology of cellulose I~ nanocrystals in aqueous dispersion has both the 
hydrophilic (1 1 0) and (1 -1 0) surfaces exposed to the solvent [9], those surfaces were 
studied. The surfaces were built using the known x-ray crystal structure and cleaving the 
proper planes [2]. The surfaces were optimised using both the solid state periodic DFT code 
CASTEP as implemented in the Materials Studio 6.0 package [58] and wave function 
methods using Gaussian09. In the CASTEP calculations, the systems were optimized using 
the PBE functional [90] with Grimme's dispersion correction scheme [91], as this method 
proved useful in predicting the crystal structure of cellulose 1 [71]. The energy eut-off for ail 
periodic DFT calculations was 600 eV, and norm-conserving pseudopotentials were used. 
The system was built with 3 slabs of 2 cellulose chains with periodic boundary conditions 
along the chain axis, mimicking infmite chain length. Upon optimization of the surfaces, the 
adsorption energies of water, sodium and water-on-cellulose/sodium ion pairs were also 
calculated. 
Calculations using wave function methods used the surfaces of 4 cellulose strands of 3 
glucose molecules each arranged in the 1~ form. The B3L YP functional along with the 6-
31G* basis set was used. Adsorption energies of water, sodium and water-on-ion pairs were 
also computed at the same levet oftheory, using BSSE correction. Those interaction energies 
were also computed in implicit water using the IEFPCM solvation scheme [92]. The 
implicitly solvated interaction energies were not BSSE corrected since the counterpoise 
method was not available with solvation. 
2.3.3 Cellulose surface- surface interaction energies 
In order to better understand the interaction between CNC rods, the potential energy curves 
between the (1 1 0)- (11 0) and (1 -1 0) - (1 -1 0) surfaces were calculated at the B3LYP/6-
31 G* level of theory, using single point calculations only. The previously optimised surface 
fragments were placed on top, parallel to each other, and separated by distances from 9 to 
25 A. The effect of the molecular orientation was also studied by placing the cellulose 
clusters 10 A apart, and then having the topmost surface rotated clockwise from 0 to 25 
degrees, by increments of 5 degrees. 
2.4 Results and discussion 
2.4.1 Water- CNC functional groups intermolecular interaction potentials 
The single water hydration complex structures with ethanol, acetate and methyl sulphate are 
represented in figures 2.1a, 2.1 b and 2. lc respectively. The interaction energies and the 
equilibrium distances computed using the MP2 and DFT methods are compiled in table 2.1 . 
The potential energy curves for the monohydrated complexes computed at various levels of 
theory are shown in figure 2.2. Calculations show the Ro.o ethanol-water equilibrium distance 
at 2.883 A at the MP2/cc-pVTZ geometry. This result is similar with a previous study [93] 
which shows this distance at 2.914 A at the MP2/aug-cc-pVDZ. These slight differences can 
be attributed to the use of diffuse functions in the augmented polarization of consistent basis 
sets. Intermolecular distances of hydrogen bonded complexes have been shown to be 
susceptible to the use of such augmented basis sets [94]. The counterpoise corrected 
interaction energy calculated at the MP2/aug-cc-pVTZ leve! is -19.0 kJ/mol, similar to the 
[93] previous study where they obtained a value of -1 7.9 kJ/mol at the MP2/aug-cc-pVDZ 
lev el. 
The binding energies and geometries were also calculated with DFT methods using a lighter, 
speedier basis set. As can be seen in table 2. 1, the equilibrium Ro-o values for the B3L YP, 
M06-2X and roB97X-D functionals are 2.914, 2.882 and 2.878 A respectively. The M06-2X 
method reproduces best the MP2/cc-pVTZ intermolecular distance at a fraction of the 
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computational cost. When it cornes to the binding energies, B3L YP yields the best results 
with -19.3 kJ/mol. Both the M06-2X and coB97X-D functionals lead to stronger binding 
energies then those obtained at the MP2/aug-cc-p VTZ levels. A recent study [28] assessed 
the performance of various DFT functionals for the prediction of binding energies of water 
clusters, and it also concluded that B3LYP outperforms the M06-2X functional. coB97X-D 
yields less accurate results for the interaction energy. 
Water binding to an acetate molecule was investigated. In this case, the acetate moiety 
mimics the carboxylate groups on the surface of CNC. The MP2/cc-p VTZ optirnised 
intermolecular distance obtained is 3.116 A. The counterpoised corrected MP2/aug-cc-p VTZ 
interaction energy ( -85.2 kJ/mol) is in good agreement with another study [95] which 
evaluated this binding energy at -88 .1 kJ/mol at the CCSD(T)/CBS leve) of theory. lt cao be 
seen from table 2.1 and figure 2.2 that ali DFT methods yield higher intermolecular distances, 
with the M06-2X functional being the closest to the MP2 computed value. As was the case 
with the ethanol - water complex, the popular B3L YP function gives the best accuracy in 
regards to the binding energy with an error of only 0.5 kJ/mol against the highest levet of 
theory used in this study. Other functionals overestirnate this interaction energy by 8.7 kJ/mol 
(M06-2X) and 5.2 kJ/mol (coB97X-D). 
Sulphate ester group are also common CNC surface modification . The intermolecular 
potentials curves are shown in figure 2.2. Given the results compiled in table 2.1 , the 
M06-2X functional gives the best geometrical results (3.393 A versus 3.391 À) white B3L YP 
still gives the best interaction energy estirnates with an error of only 3.6 kJ/mol. The next 
closest functional is the long-range dispersion corrected coB97X-D, which gives an error of -
4.2 kJ/mol. Overall, for both neutra! and negatively charged hydration complexes, B3L YP 
performs well for energetics wh ile Truhlar' s M06-2X gives accurate geometrical parameters. 
The computed interaction energies show that water bas greater affmity to the carboxylate 
group, then methyl sulphate group and fmally the prirnary alcohol. CNC suspensions are 
usually easier made with negatively charged nanoparticles [83]. 
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Tableau 2.1 Equilibrium distances (À) and interaction energies (ld/mol) of the 
monohydrated complexes for the various computational methods used. 
B3LYP/ M06-2X/ mB97X-D/ MP2/ MP2/ 
6-3ll++G** 6-3ll++G** 6-311++G** cc-pVTZ a-cc- pVTZ 
Comp1ex r eq Lill r eq Lill req ~E f cq Lill ~E 
EtOH-H20 2.914 -19.3 2.882 -22.6 2.878 -22.1 2.883 -18.4 -19.0 
EtOH-Na+ 2.192 -119.6 2. 181 -121.0 2.212 -1 15.5 2.252 -109.7 -108.3 
EtOH/Na+- H20 4.458 -90.5 4.418 -93.4 4.494 -87.7 4.582 -84.1 -81.1 
CH3COO/ - H20 3.171 -84.7 3.146 -93 .9 3.162 -90.4 3. 11 6 -81.3 -85.2 
CH3Coo-; - Na+ 2.506 -413 .9 2.480 -479.2 2.524 -604.3 2.544 -482.2 -595.2 
CH3COO/ Na+- H20 3.101 -1 30.8 3.045 -146.9 3.096 -133.2 3.08 1 -125.2 -1 24.8 
CH30S03-- HzO 3.484 -59.4 3.393 -72.1 3.428 -67.2 3.39 1 -59.1 -63 .0 
CH30S03·- Na+ 2.747 -465.7 2.721 -537.3 2.765 -536.7 2.806 -62 1.7 -525.4 























4 5 6 
0-0 distance (Â) 
4 5 6 
C- 0 distance (Â) 
Ethanol- Water 
-+-B3LYP/6-311++G** 
+ M06-2X/6-311 ++G** 
-.o- wB97X-D/6-31l++G ** 
- MP2/cc-pV1Z 
- MP2/aug-cc-pVTZ (SP) 
7 8 9 






- MP2/aug-cc-pV1Z (SP) 
8 10 
Methyl sulfate ester - Water 
4 5 6 
S- 0 distance (Â) 
-+- B3LYP/6-31l++G** 
+ M06-2X/6-31l++G .. 
• wB97X-D/6-31l++G** 
- MP2/cc-pV1Z 
- MP2/aug-cc-pV1Z (SP) 
7 8 9 10 
Potential energy curves of the monohydrated complexes. 
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2.4.2 Sodium ion- CNC surface group interaction potentials 
The interaction potentials between the sodium ion and the cellulose nanocrystal surface 
functionalities were evaluated. The equilibrium distances and interaction energies can be seen 
in table 2.1 and the structures are shown in figures 2.1d, 2.1e and 2.lf. Sodium ion shows 
great affmity with both the carboxylate (-595 .2 kJ/mol) and the sulphate group 
( -525.4 kJ/mol) at equilibrium distances of 2.544 and 2.806 A respectively, as is expected of 
anion--cation interactions. Sodium ion also has affmity for prirnary alcohols; the binding 
energy between the ion and ethanol is -108.3 kJ/mol which is typical for cation--dipole non-
covalent interactions [96]. There are sorne noticeable differences between the interaction 
energies computed with the cc-pVTZ and aug-cc-pVTZ basis sets, especially with the 
negatively charged molecules. This indicates the importance in using diffuse basis functions 
wh en treating such ionie interactions. The interaction energies of the Na+ ion with functional 
groups present on the crystal surface are more than fivefold the binding energy for water. 
This seems to indicate that adsorption of sodium on CNC surfaces is likely. 
Figure 2.3 shows the potential energy curves computed at the various theory levels. In the 
anion--cation interactions, sorne energy curves computed by DFT functionals show 
unexpected variations at longer distances. This is the case with the B3L YP and M06-2X 
functionals. This raises doubts on the reliability of those functionals to properly evaluate the 
behaviour of such interactions at longer range. Even more so, the B3L YP and M06-2X 
functionals show large errors on the interaction energies. Compared to the MP2/aug-cc-pVTZ 
values, B3L YP underestimates the binding energy by more than 30 percent while M06-2X 
does so by 19.5 percent. The roB97X-D functional gives the best results for both the 
interaction energies and the intermolecular distances for ali complexes. It also be er 
reproduces the MP2/aug-cc-pVTZ curves at longer distances, implying that among the tested 
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Figure 2.3 CNC functional groups interaction potentials with sodium ion 
2.4.3 Effect of the sodium ion on the water potential energy curves 
Energy curves between the various nanocrystalline functional group ion pairs and water are 
shown in Figure 2.4. The global minimum complexes are shown in Figures 2.lg, 2.lh and 
2.1 i. The geometry of the complexes seem to indicate that there are cooperative interactions 
with both the sodium ion and the CNC surface groups. On the carbox.ylate and sulphate 
groups, water interacts with both hydrogen bonding and cation-dipole interactions through 
the ox.ygen !one pairs. Indeed, the stronger calculated interaction energies over the single 
water hydration complexes support this claim. The interaction energy of water with the 
carbox.ylate/sodium ion pair is -124.8 kJ/mol at the MP2/aug-cc-pVTZ leve!. The value 
is -90.0 kJ/mol for the sulphate group. The interaction energy of water with the 
ethanoVsodium pair is also higher with a value of -81 .1 kJ/mol. The B3L YP and roB97X-D 
both give good results for the interactions energies with B3L YP being slightly superior with 
an average relative error of 6.3 percent while roB97X-D overestimates the binding energy by 
8.0 percent. The M06-2X functional is clearly the worst at reproducing the MP2 interaction 
energies of such complexes with an error of 15 .6 percent. The roB97X-D functional also 
predicts best the equilibrium geometries. 
Interestingly, with the inclusion of a sodium ion, the potential energy curves (figure 2.4) of 
the carboxylate and sulphate groups show a second local minimum at around 5 A. The 
MP2/cc-pVTZ geometries and aug-cc-pVTZ binding energies ofthose complexes are shown 
in Figure 2.5. The C-O and S-0 equilibrium distances in those structures are quite similar 
(5.008 A and 5.255 A respectively). In these configurations, water no longer interacts with 
both components of the ion pair but rather with sodium only in a "sandwich" type structure, 
much like the one found with ethanol. The inclusion of modified CNC surfac groups creates 
different types of hydration complexes around them upon the addition of sodium chloride, 




2.4.4 DFT Optimized cellulose surface structures 
Very few studies have been do ne on crystalline cellulose at the quantum lev el un til recent! y. 
Other than the prediction of the crystal structure of cellulose I using DFT methods [71], the 
vibrational spectra of polysaccharide clusters was predicted using the B3 L YP functional [97]. 
Other than that, insight has been gathered on the stacking of cellulose chains via hydrogen 
bonding and dispersive interactions using cellobiose units as input models with the M06-2X 
functional [98] . However, to the best of our knowledge, no studies were carried out on 
modified cellulose surfaces. The optimized structures of the cellulose surfaces using both the 
PBE-D and B3L YP functionals are similar. The PBE-D structures, along with the 
electrostatic potential maps of the surfaces are shown in figure 2.6. The optimised 
unmodified surface shows a 0 3·· ·05 hydrogen bond which is consistent with the crystal 
structure and previous computational work as weil [99]. The most striking effect of the 
carboxylate and sulphate ester chemical modifications is the overall more negative potential 
energy surface, which is to be expected. We also fmd the gt conformations of the C6 
hydroxymethyl group are the most stable, which is consistent with experimental NMR data, 
hence the lack of intermolecular 0 6·· ·0 2 hydrogen bonds [13]. Moreover, the 0 3···0 5 
intrachain hydrogen bond is broken as 0 3 now acts as a donor to carboxylate oxygen, 
although this interaction is rather weak. We also fmd the 0 2 hydrogen interacts with the other 
oxygen atom. In the case of the sulphated surface, we fmd again that the 0 3 acts as a 
hydrogen bonding donor to one of the sulphate oxygens. However, the geometry of the 
surface does not allow 0 2 to forrn hydrogen bonds. We fmd very similar geometries between 
the (1 1 0) and (1 -1 0) surfaces, and only the topmost surface layers showed structural 
changes. However, upon inspection of the electrostatic potential maps, we fmd the (1 -1 0) 
carboxylated and sulphated surfaces to be slightly more negative than their (1 1 0) 
counterparts. 
2.4.5 Adsorption ofwater and sodium ion on the cellulose surfaces 
The adsorption of water and sodium cation on the pristine and modified cellulose ( 1 1 0) and 
(1 -1 0) surfaces was calculated at the PBE-D and B3LYP/6-31G* levels. The size of the 
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systems made the use of the more complete 6-311++G** basis set impossible and thus, the 
PBE-D and B3L YP methods were also benchmarked using the same models as previously 
indicated. The calculation of the PBE-D interaction energies of water with ethanol, acetate 
and the methyl sulphate ester fragments are shown in table 2.2. Those energies vary 
by -2.9, -5.4 and -3.1 kJ/mol respectively compared to the higher leve! MP2/aug-cc-pVTZ 
calculations. This shows that this function slightly overestimates the binding energies with 
water. The optimized distances are also found to be lower than the MP2 ones, by 0.027, 0.046 
and 0.015 A. Similar results are found using the B3L YP/6-31 G* . It is found that this method 
overestimates the interaction energy of water with ethanol and acetate by 4.1 and 3.1 kJ/mol. 
The interaction of water with the methyl sulphate ester is found to be underestimated by 
6.3 kJ/mol. These results seem to indicate that those methods show rather small errors in 
order to enable the computation of larger, more realistic cellulosic surfaces. However, the 
calculations involving the sodium cation seems to be less reliable at those levels of theory 
sin ce compared to the MP2/aug-cc-p VTZ calculations, the energies can be underestimated by 
values up to 33 percent (Acetate - Na+) and also overestimated by 16.7 percent (EtOH -
Na+). Those methods also seem to show large errors for the systems involving sodium and 
water, especially in the cases of the acetate and methyl sulphate ester moieties. Errors in the 
computed energies are found to be as large as -34.5 percent for the acetate molecule 
and -13.9 percent for the methyl sulphate ester. In conclusion, the benchmarking of the PBE-
D and B3L YP/6-31G* level methods show decent ability to reproduce the interaction 
energies and geometries of water complexed with the fragrnented functional groups. It seems 
larger basis sets/high levels of theory are useful with systems involving mixed 
ionic/electrostatic interactions. 
The geometries of the (1 1 0) and (1 -1 0) surfaces with adsorbed water and sodium ion were 
optimized with the PBE-D and B3L YP/6-31G* level methods. The structures of the 
B3L YP/6-31G* (11 0) surfaces are shown in figure 2.7 and the adsorption energies in Table 
2.2 The PBE-D and B3L YP (1 1 0) and (1 -1 0) surfaces show strong similarities when it 
cornes to the conformations of adsorbates. First, the adsorption energy of water with the 
unmodified cellulose (1 1 0) surface is found to be much higher than the benchmark 
calculations, in both the PBE-D and B3L YP models. Upon inspection of the optimized 
- -------------- -- - --- ------ -
structure in figure 7a, we found that the water molecule forms hydrogen bonds with two sites, 
which is not possible to observe in the models used in the benchmark calculations. The 
B3L YP/6-31G* absorption energies of water with the carboxylated surface is close to the 
MP2/aug-cc-p VTZ which indicates benchmark models can be ace urate. However, the 
adsorption energy of water to the sulphated surface is lower than the benchmark models, 
which can be attributed by the discrepancies between the benchmark models and the more 
realistic surface models. 
The adsorption energies of the sodium cation on the (1 1 0) surface are also found to be much 
higher than those calculated with the benchmark models. Looking at the structures shown in 
figures 7d, 7e and 7f, we fmd that the sodium interacts with multiple oxygen atoms on the 
surface, in similar fashion to experimental structures found previously by a joint experimental 
and theoretical study [100]. The very high interaction energies show that the cation has very 
strong affmity toward crystalline cellulosic surfaces-more than water. Wben calculating 
surfaces with both sodium and water molecules present, we find conformations in which 
water interacts with both the surface and the sodium cation in a similar fashion as the 
benchmark complexes. Those structures are shown in figures 7g, 7h and 7i . The adsorption of 
water with surfaces containing sodium is found to be higher with the unmodified and 
sulphated surface (-110.3 and -77.4 kJ/mol at the B3L YP/6-3 1G* leve!) than the surfaces 
without sodium. Water binds more weakly to the carboxylated/Na+ surface. This shows the 
inclusion of sodium ions on the surface of cellulose can tune its hydrophilicity. 
Adsorption of water and ions were calculated on the (1 -1 0) surface. The interaction energies 
are reported in Table 2.3. The adsorption energies of water to the surfaces are found to be 
slightly higher in all three cases. The same can be said for the adsorption of sodium cation. 
Water and ions thus interact differently with the different facets of cellulose crystals, which 
may help explain the previously observed anisotropie behaviour [39,42, 101]. 
The absorption energies were also calculated with implicit solvation in water to obtain more 
realistic energetic values, especially with the sodium cation. In the gas phase, sodium 
adsorption on cellulosic surfaces has interaction energies even higher than sorne covalent 
bonds [96]. The calculation of adsorption energies with implicit water with the B3L YP 
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functional ofwater with both the (1 1 0) and (1 -1 0) surfaces only changes by a few kJ/mol. 
However, in the systems containing sodium, the interaction energies are significantly lower 
with values corresponding to typical non-covalent interactions. Even with the solvation 
scheme, it is still found that sodium adsorption on the crystal surface is likely, even in the 
case of the neutra!, unmodified surface. 
Figure 2.5 
.?·.~.!..~ .. ~ .....• ...... ? ... ~~?.A ...... . 
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llE'"""' ... =-45.3 kJ/mol 
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MP2/cc-p VTZ optimised structures and geometrical parameters of the 
second minimum configurations 
The geometries of the (1 1 0) and (1 -1 0) surfaces with adsorbed water and sodium ion were 
optimised with the PBE-D and B3LYP/6-3 1G* levels methods. The structures of the 
B3L YP/6-3 1 G* (1 1 0) surfaces are shown in figure 2. 7 and the adsorption energies in table 
.2. The PBE-D and B3L YP (1 1 0) and ( 1 -1 0) surfaces show strong similarities wh en it 
cornes to the conformations of adsorbates. First off, the adsorption energy of water with the 
unmodified cellulose (1 1 0) surface is found to be much higher than the benchmark 
calculations, in both the PBE-D and B3LYP models. Upon inspection of the optimised 
structure in figure 2.7a, it is found that the water molecule forms hydrogen bonds with 2 sites, 
which is not possible to observe in the models used in the benchmark calculations. The 
B3LYP/6-31G* absorption energies of water with carboxylated surface is close to the 
MP2/aug-cc-pVTZ which indicates benchmark models can be accurate. However, the 
adsorption energy water to the sulphated surface is lower than the benchmark models, which 
can be attributed by the discrepancies between the benchmark models and the more realistic 
surface models. 
Tableau 2.2 Benchmarking of the PBE-D and B3LYP/6-31G* methods equilibrium 
distances (À) and interaction energies (kJ/mol) of water and sodium with the 
small mode! fragments and adsorption energies with the (1 l 0) cellulose 
surfaces. 
PBE-D B3L YP/6-31G* 
(Benchrnark (Benchrnark B3LYP 
models) models) PBE-D /6-31G* 
Cellulose Surface r eq Lill req Lill r eq Lill f cq t-.E 
Unmodified- H20 2.910 -21.9 2.859 -23.1 2.782 -76.6 2.765 -65 .6 
Unmodified - Na+ 2.199 -122.1 2 .172 -126.4 2.506 -608.0 3.887 -356.3 
Unmodified/Na+- H20 4.510 -87.8 4.360 -100.9 3.561 -79.4 3.768 -110.3 
Carboxylated - H20 3.162 -90.6 3.136 -88.3 3.316 -71.3 3.398 -90.8 
Carboxylated - Na+ 2.524 -497.6 2.544 -395 .7 2.724 -854.1 2.663 -649.5 
Carboxylated/Na +- H20 3.638 -86.3 3.690 -79.0 3.694 -76.0 3.562 -64.5 
Sulphated - H20 3.406 -66.1 3.403 -56.7 3.415 -53 .9 3.479 -42.0 
Sulphated- Na+ 2.760 -427.9 2.719 -450.7 2.921 -910.1 2.829 -652.0 

























Optimised PBE-D structure of the cellulose surfaces along with the 
electrostatic potential maps. Note the 0 3···05 hydrogen bonds. 
The adsorption energies of the sodium cation on the (1 1 0) surface are also found to be mu ch 
higher than those calculated with the benchmark models. Looking at the structures shawn in 
figure 2.7d, 2. 7e and 2.7f, we fmd that the sodium interacts with multiple oxygens atom on 
the surface. The very high interaction energies show that the cation has very strong affmity 
towards crystalline cellulosic surfaces, more than water. When calculating surfaces with both 
sodium and water molecules present, we fmd conformations in which water interacts with 
both the surface and the sodium cation in similar fashion than the benchmark complexes. 
Those structures are shawn in figure 2.7g, 2.7h and 2.7i. The adsorption of water with 
surfaces containing sodium is found to be higher with the unrnodified and sulphated surface 
(-110.3 and -77.4 kJ/mol at the B3LYP/6- 31G* level) than the surfaces without sodium. 
Water binds more weakly to the carboxylated/Na+ surface. This shows the inclusion of 
sodium ions on the surface of cellulose can tune its hydrophilicity. 
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Rs.., = 2.829 A 
(g) 
~ 
-· 1r- t i J! ' ',j rfr4 
• • < 
Rs"' = 3.903 A 
Figure 2.7 B3LYP/6-31G* optimised (1 1 0) cellulose surfaces with adsorbed water 
and sodium cation. The bottom cellulose layers are omitted for clarity. 
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Adsorption of water and ions were calculated on the (1 -1 0) surface. The interaction energies 
are reported in table 2.3. The adsorption energies of water to the surfaces are found to be 
slightly higher in aU three cases. The sarne can be said for the adsorption of sodium cation. 
Water and ions thus interact differently with the different facets of cellulose crystals, which 
may help exp lain its previously observed anisotropie behaviour [39,42, 10 1]. 
The absorption energies were also calculated with implicit solvation in water, to obtain more 
realistic energetic values, especially with the sodium cation. In the gas phase, sodium 
adsorption on cellulosic surfaces has interaction energies even higher than sorne covalent 
bonds [102]. The calculation of adsorption energies in implicit water with the B3L YP 
functional of water with both the (1 1 0 and (1 -1 0) surface only changes by a few kJ/mol. 
However, in the systems containing sodium, the interaction energies are significantly lower, 
with values corresponding to typical non-covalent interactions. Even with the solvation 
scheme, it is still found that sodium adsorption on the crystal surface is likely, even in the 
case of the neutra!, unmodified surface. 
Tableau 2.3 Equilibrium distances (Â) and interaction energies (kJ/mol) of water and 
sodium with the (1 -1 0) cellulose surface. 
B3LYP/6-31G* 
PBE-D B3LYP/6-31G* (solvated in water) 
Cellulose surface req ~E feq ~E ~ 
Unmodified - H20 2.758 -66 .2 7.761 -71.4 -77.9 
Unmodified - Na+ 2.382 -577.6 3.464 -351.2 -65.7 
Unmodified/Na+- H20 4.211 -80.4 4.284 -106.9 -77.7 
Carboxylated - H20 3.195 -73 .8 3.233 -91.5 -87.4 
Carboxylated- Na+ 2.609 -973 .8 2.603 -732.9 -157.2 
Carboxylated/Na +- H20 3.822 -74.3 3.581 -91.5 -73 .8 
Sulphated - H20 3.442 -52.1 3.555 -64.6 -59.9 
Sulphated- Na+ 2.911 -956.6 2.868 -689.2 -103 .6 
Sulphated/Na+- H20 3.421 -100.2 3.492 -102.1 -83 .2 
2.4.6 Cellulose Surface- Surface interaction potential energy curves 
Interaction energy curves between two cellulose (1 1 0) and two cellulose (1 -1 0) surfaces 
were calculated as a function of distance and angles between them at the B3L YP/6- 31G* 
leve! oftheory. The results are shown in figure 2.8. The unrnodified surfaces show little to no 
repulsion between each other which is to be expected since pristine CNCs are difficult to 
disperse. Sulphated surfaces show the strongest repulsions. The results also show, the (1 -1 0) 
surfaces show stronger repulsion towards each other which could lead us to believe that 
CNCs self-assemble by stacking (1 1 0) surfaces. Moreover, the energy curves were also 
calculated by varying the angle between the cellulosic clusters. The curves in figure 2.8b 
show that the repulsion strength of (1 -1 0) sulphated surfaces decreases when the surfaces 
are rotated away from each other white it very slightly increases in the case of the (1 1 0) 
surface. This could indicate that the chiral nematic behaviour of CNC suspensions are not 
only caused by chiral twists in cellulose found in a previous computational study [65] but 
also by the crystals sirnply rotating away from each other in order to minimize the repulsion 
energy. 
2.5 Conclusions 
The study of monohydrated hydration complexes reveals the performance of three DFT 
functionals at reproducing higher levet MP2 results. B3L YP was found to correctly reproduce 
the potential energy curves of single water complexes with ethanol, acetate and methyl 
sulphate. When dealing with strictly ionie interactions, the long-range dispersion corrected 
functional roB97X-D best reproduced the MP2 results. For complexes with both water and 
sodium, the B3L YP and roB97X-D functionals both yield satisfactory results. 
The PBE-D and B3LYP/6-31G* methods were also benchmarked and were found to 
correctly reproduce the interaction energies with water. Unrnodified, carboxylated and 
sulphated cellulose surfaces were optirnized using the B3L YP and PBE-D functionals, and it 
was found that the (1 -1 0) surface has a slightly more negative electrostatic potential map. 
Both surfaces show strong affmity toward water and sodium cations. The adsorption energies 
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are found to be slightly higher on the (1 -1 0) surface. The introduction of negatively charged 
groups on the surfaces also showed hydrogen bond network changes. Potential energy curves 
between cellulose surfaces were also calculated. The results showed that the (1 -1 0) surfaces 
were more repulsive toward each other than the (1 1 0) surfaces. Those results can help better 
understand the self-assembly mechanism of CNCs in order to accelerate development of 
novel materials based on these natural resources. 
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CHAPITRE ill 
SIMULATION MÉSOSCOPIQUE DE LA CELLULOSE NANOCRISTALLINE 
3.1 Introduction 
Une partie de cette maîtrise était consacrée à l'élaboration d' une méthode de simulation 
mésoscopique pour la cellulose nanocristalline. Étant donné que ce matériau est de taille 
considérable, les méthodes de mécanique moléculaire conventionnelle ne sont pas en mesure 
de simuler un ensemble de plusieurs nanoparticules, ce qui serait souhaitable pour pouvoir 
simuler des mélanges polymères/cellulose nanocristalline ou autres nanocomposites . De plus, 
même la simulation de dispersion de ces cristaux demeure impossible à ce jour. Les méthodes 
mésoscopique sont des méthodes encore relativement peu utilisées dues à leur non-trivialité 
surtout lors du choix de fragmentation du système en billes plus grossières. Bien des détails 
sont perdus lors de la construction d' un modèle mésoscopique, surtout les liaisons hydrogène. 
Le champ de force se doit de reproduire le plus correctement possible la structure des 
matériaux étudiés. Ce chapitre est consacré à la simulation de la structure cristalline de la 
cellulose à l'aide du champ de force mésoscopique MARTINI. Le choix des modèles 
tronqués utilisés est discuté et la description du champ de force est abordée. 
3.2 Détails des simulations 
3.2.1 Choix des modèles mésoscopiques 
Une partie importante du champ de force est la défmition du système. Il existe présentement 
deux façons publiées de représenter la cellulose cristalline par coarse-graining. Une méthode 
propose de remplacer une unité glucose entière par une seule particule [103] et l' autre est la 
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méthode illustrée sur la figure 1.19. La méthode qui contient 3 particules par unité glucose est 
choisie pour cette étude afm de garder un certain niveau de détail. À l'aide de cette topologie 
mésoscopique de la figure 1.19, une particule de 6 par 6 chaînes de cellulose Ip est construite. 
La longueur du cristal était d'environ 20 nm, soit 40 unités glucoses de long. Les modèles 
sont tous construits avec l'interface graphique du logiciel commercial Materials Studio 6.0 
d' Accelrys Inc. Une particule avec une surface modifiée par des sulfates chargés 
négativement a aussi été construite. Le nombre de charges à la surface est de 74, également 
réparti sur les surfaces pour un taux de charge d' environ 0.25/nrn2 ce qui est près des valeurs 
observées expérimentalement [26]. La figure 3.1 montre le modèle construit prêt pour 
simulation. 
Figure 3.1 Processus de fragmentation du modèle atomistique de cellulose cristalline 
et nanoparticule de cellulose à l' échelle mésoscopique. 
Les nanoparticules ont été simulées dans l'eau. Typiquement, l'eau n'est représentée que par 
une seule particule, avec une certaine masse multiple de 18 g/mol, la masse molaire d' une 
molécule d' eau selon le champ de force . Dans le champ de force MARTINI, une particule 
d' eau équivaut à 4 molécules et possède une masse de 72 g/mol. Le fait d' utiliser ce modèle 
pour l'eau comporte d' importantes limitations. Une limitation majeure, est que le modèle 
d'eau est totalement non-polarisable. Ceci entraine donc de grandes erreurs pour la 
simulation de systèmes chargés, tel que la cellulose nanocristalline modifiée ou bien des 
électrolytes comme NaCI. Une étude parue très récemment propose d'augmenter le modèle 
d'eau avec des particules chargées négativement et positivement (q=±0,46), qui sont 
rattachées à la particule d'eau centrale à l' aide d' une forte constante de liaison et qui sont 
quasi-libres de rotation autour de celle-ci avec une faible constante de force angulaire [104]. 
Le nouveau modèle d' eau proposé est montré sur la figure 3.2. Les parties chargées au sein 
de la même particule sont invisibles rapports à elles-mêmes et donc, les charges 
nouvellement introduites interagissent seu lement avec celles des particules voisines. Ce 
modèle introduit un certain niveau de polarisabilité aux simulations mésoscopique sans trop 
augmenter le cout informatique des simulations. 
Figure 3.2 Modèle d'eau mésoscopique polarisable [104]. 
Pour les simulations, étant donné que la cellulose nanocristalline modifiée est étudiée en 
présence d'électrolytes, le modèle d'eau polarisable a été employé. Le tableau 3.1 contient un 





Tableau 3.1 Particules mésoscopiques utilisés lors des simulations 
Particule Description Masse (g/mol) Charge 
Bl Particule centrale de la cellulose 58,04 0 
B2 Particule qui contient 44,05 0 l' hydroxyle primaire en c6 
B3 Particule qui contient les deux 60,05 0 hydroxyles sur le c2 et c3 
s Modification chimique du C6 80,06 -1 par un ester de sulfate négatif 
w Particule d ' eau neutre 24,00 0 
WP Particule d' eau positive 24,00 0.46 
WM Particule d'eau négative 24,00 -0.46 
Na+ Ion sodium 22,99 1 
cr Ion chlorure 35,45 -1 
3.2.2 Description des interactions et du champ de force MARTINI 
3 .2.2.1 Interactions covalentes 
Le champ de force MARTINI fonctionne avec des équations de mécanique class ique pour 
décrire les interactions covalentes d' un modèle. Les interactions décrites dans ce champ de 
force sont la force de la liaison, l'angle entre les lia isons et le potentiel de torsion. Dans ce 
champ de force, les liens entre les particules sont décrits par le potentiel faible harmonique 
suivant : 
Eq. (3 .2) 
K0 et R0 désignent la constante de force de la liaison et la distance à l'équilibre. Les 
interactions angulaires quant à elles, sont désignées par la relation suivante : 
Eq. (3.3) 
Cette équation est un potentiel sinusoïdal harmonique, où K0 et cos 90 représentent la 
constante de force angulaire et la valeur de l'angle entre les liaisons à l'équilibre. Finalement, 
les angles de torsion entre les connexions chimiques sont calculés à l'aide de l'équation 
suivante : 
Eq. (3.4) 
Où B; est la barrière énergétique de l'angle de torsion, n; est la périodicité de la rotation de 
l'angle dièdre et cp0 est l'angle à l'équilibre. Les paramètres pour la force des liaisons sont 
reportés dans le tableau 3.2 suivant. Les paramètres angulaires et de torsions sont donnés 
dans les tableaux 3.3 et 3.4. Tous les paramètres sont tirés de la li ttérature [64,69], sauf ceux 
pour la particule S. Ceux-ci sont adaptés à partir des modèles calculés en DFT. 
Tableau 3.2 Paramètres d'interactions covalentes utilisés pour les simulations 
Lien K0 (kcalxmor xA· ) Ro (0 ) 
Bl-B2 71.676 2.420 
Bl-B3 71.676 2.840 
Bl-Bl 71.676 5.180 
Bl-S 71.676 3.316 
W-WP 71.676 1.400 
W-WM 71.676 1.400 
Tableau 3.3 Paramètres d'interactions angulaires utilisés pour les simulations 
Lien K0 (kcalxmor ) 8o (0 ) 
B2 -B1-B2 11.946 120 
B2 -Bl-B3 5.973 60 
B2-B2-B2 358.509 160.5 
B1-B2- S 11.946 120 
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3.2.2.2 Interactions non-covalentes 
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Les liaisons covalentes sont généralement les termes les plus simples à implémenter dans les 
champs de force de mécanique classique ou mésoscopiques. La plus grande difficulté dans 
ces types de champ de force est le calcul des interactions non-covalentes. La description de 
ces interactions est d'ordre plutôt général. Dans le champ de force MARTINI, les interactions 
non-covalentes pour les particules non chargées sont calculées par un potentiel 6-12 de 
Lennard-Jones tel qu'indiqué dans l'équation suivante : 
Eq. (3.5) 
Ici, D0 est le minimum du puits de potentiel entre les deux particules et R0 est la distance à 
laquelle se trouve ce minimum. Ce paramètre est issu de résultats de simulations 
atomistiques. Ces interactions sont de faible portée et elles tentent de reproduire les 
interactions de van der Waals. Les interactions électrostatiques, pour les particules chargées, 
sont décrites en plus par une autre expression de nature coulombique : 
Eq. (3.6) 
Dans cette expression, C est une constante, qi et q1 sont les charges des deux particules 
impliquées dans le calcul, e est la constante diélectrique et R est la distance entre les deux 
particules. Le tableau suivant comporte les paramètres d' interactions de Lennard-Jones en 
kcal/mol. Sauf indication contraire, la valeur de Ro est de 5.276 A. Dans ce champ de force, 
les interactions sont classées par groupes selon leurs polarités ou leurs charges. Ainsi, on 
sélectionne le groupe qui représente le plus la particule et un paramètre d'interaction de van 
der Waals lui est attribué. La distance maximale des interactions est de 12 A. 
Tableau 3.5 Paramètres d'interactions (Do) de van der Waals des particules mésoscopique 
en kcaVmol. 
Particule B1 B2 B3 s w Na+ cr 
B1 0,478* 
----- ----- ----- ----- ----- -----B2 1,076 1,195 
----- ----- ----- ----- -----B3 1,076 1,195 1,195 
------- ------- ------- -------
s 1,076 1,33 8 1,338 0,837 
----- ----- -----w 0,956 1,076 1,076 1,195 0,956 
----- -----
Na+ 1,33 8 1,33 8 1,338 0,956 1, 195 0,837 
-----cr 1,076 1,338 1,338 0,837 1,195 0,956 0,837 
*Pour cette interaction, la valeur de R0 est de 6.959 A. 
3.2.3 Paramètres des simulations 
Pour l'étude de ce modèle mésoscopique qui représente la cellulose cristalline, les paramètres 
du champ de force MARTINI mentionnés dans le chapitre précédent sont utilisés. Deux 
simulations ont été effectuées. Une première simulation a été faite à partir d'une particule de 
cellulose nanocristalline de 6 x 6 chaînes de cellulose de 40 unités glucoses. La particule a 
été placée dans une boite avec conditions périodiques frontières rectangulaires de solvant de 
65 x 65 x 250 nm de longueur. La boite contenait 6415 particules de type W. Le modèle 
solvant utilisé est celui illustré dans la figure 3.2. Le système a tout d'abord été optimisé 
géométriquement, afm d' enlever les mauvais contacts initiaux à l'aide d' un algorithme de 
gradient conjugué. Le critère de qualité medium dans le menu de simulation de l' interface 
graphique Materials Studio 6.0 a été sélectionné, ce qui signifie une limite de portée de 12 A 
pour les interactions non-covalentes, tronquée par une fonction spline cubique. Une fois le 
système optimisé, celui-ci a été sujet à une simulation de dynamique moléculaire pendant 50 
nanosecondes. Les simulations ont été faites à température et pression constantes, 
respectivement de 298K et l atmosphère. Le thermomètre et baromètre Berendsen ont été 
utilisés pour le contrôle de ces observables. Une échelle de temps de 20 femtosecondes par 
itération de calcul a été utilisée pour un total de 2 500 000 étapes discrètes lors de la 
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simulation. L' algorithme d' intégration «leapfrog» a été utilisé. La figure 3.3 montre le 
système initial en question. 
Figure 3.3 Système initial de la particule de cellulose cristalline avec solvant. 
Pour la deuxième simulation, une particule chargée négativement par des groupements 
sulfates a été simulée en présence de NaCI. Tout d' abord, la particule précédente a été 
modifiée en ajoutant des particules de type S aléatoirement sur ses surfaces. En tout, 74 
particules S ont été ajoutées. La particule a ensuite été placée dans une boite rectangulaire de 
80 x 80 x 250 nm de longueur avec 10277 particules W. 74 particules Na+ et cr ont été 
ajoutées dans la boite de simulation. Le système a ensuite été équilibré selon les mêmes 
paramètres que précédemment et une simulation de dynamique moléculaire a été lancée pour 
100 nanosecondes, afm d'étudier le comportement des espèces ioniques autour de la particule 
de cellulose cristalline. La figure 3.4 montre le système de cellulose cristalline modifiée. On 
peut y voir les groupements sulfates en jaune. Les ions sodium et chlorure sont en mauve et 
verts respectivement. 
Figure 3.4 Système initial de la particule de cellulose cristalline modifiée. 
3.2.4 Description des analyses 
La modélisation de cellulose cristalline à l'échelle mésoscopique avait deux buts distincts. Le 
premier était de valider le modèle, tel qu ' implémenté dans la suite de logiciel commercial 
Materials Studio 6.0. Le champ de force a dû être créé et modifié pour être utilisable dans ce 
logiciel. Une des façons de valider le champ de force MARTINI pour son utilisation dans le 
domaine de la cellulose est de vérifier son aptitude à reproduire la structure cristallographique 
de la cellulose. Pour ce faire, la simulation de la particule non modifiée a été analysée. Les 
paramètres cristallographiques a b et c ont 't' extraits des trajectoires de dynamique 
moléculaire. Les critères de distances pour mesurer les paramètres a et b sont indiqués dans 
la figure 3.5. Le paramètre c est la distance entre trois particules centrales vertes montrées sur 





Mesure des paramètres cristallographiques a et b du modèle 
mésoscopique de cellulose cristalline [69]. 
c 
Mesure du paramètre cristallographique c du modèle mésoscopique de 
cellulose cristalline. 
La deuxième simulation, soit celle de la particule de cellulose cristalline modifiée, avait pour 
but de tester le modèle d'eau polarisable. Dans le champ de force original, l'eau ne contient 
aucune charge et ne peut pas interagir avec des espèces chargées tels que les électrolytes. 
Pour que le modèle soit valable, il faut que les ions interagissent avec l'eau et la cellulose 
cristalline chargée négativement de façon réaliste, ce qui est difficile avec le modèle d'eau 
non polarisable étant donné que les interactions de van der Waals non chargées sont de très 
courte portée et donc, elles ont du mal à reproduire une double couche électrique autour 
d'une particule. Le modèle d'eau polarisable augmenter la mobilité des ions ce qui permet de 
les modéliser plus réalistement [104]. On cherche donc à savoir la densité des ions autour de 
la surface du cristal. Pour ce faire, on utilise comme outil la fonction de distribution radiale 
qui est exprimée de la façon suivante : 
Eq. (3 .7) 
Où x désigne la fraction molaire des espèces, p est la densité du milieu, N est le nombre de 
particules et rest la distance d'une particule par rapport à une référence. Cet outil mesure la 
probabilité de trouver une particule à une certaine distance r à partir d'une référence, souvent 
défmie comme une autre particule du système. La densité d ' une particule est calculée pour 
chaque incrément infmitésirnal dr par rapport à un autre particule. La figure 3.7 montre 
comment cette fonction est calculée. Cet outil servira à analyser la distribution d' ions Na+ et 
cr autour de la surface de la particule. 




3 .3 Résultats et discussion 
La structure cristalline obtenue après simulation de dynamique moléculaire mésoscopique à 
298K et 1 atm est analysée. Lors d'une simulation de dynamique moléculaire, les atomes sont 
sujets aux équations de Newton et se déplacent dans le temps de simulation. Si le temps de 
simulation est suffisamment long, le système devient à l'équilibre. C'est lors que le système 
est à son équilibre qu'il est possible d' extraire des données structurelles ou énergétiques 
valables. Il est possible de déterminer si le système est à l'équilibre ou non en vérifiant 
l'évolution énergétique du système. Un exemple de simulation typique est d01U1é sur la figure 
3.8. Sur cette figure, on voit que l'énergie diminue abruptement et reste stable pour le reste de 
la simulation. Lorsque l'énergie reste stable pendant un certain laps de temps, on peut 







Suivi de l'énergie d' une simulation de dynamique moléculaire. 
3.3 .1 Structure cristalline de la cellulose 
La structure cristalline d'une particule non-modifiée est analysée à partir d'une trajectoire de 
dynamique moléculaire de 50 ns. Les résultats sont reportés dans le tableau 3.6. Le paramètre 
a, qui indique la distance inter feuillet entre les plans de cellulose, donne une valeur très près 
de la structure cristalline expérimentale. La valeur simulée par le modèle mésoscopique à 
l' aide du champ de force MARTINI est supérieure à la valeur expérimentale de seulement 
1,5%. Ceci est excellent puisque les interactions de type plutôt dispersives peuvent être plus 
difficiles à modéliser. Par contre, le paramètre b est surestimé de 19, 7%. Ce résultat indique 
que le champ de force reproduit mal l'interaction entre deux chaînes de cellulose. Cette 
interaction, qui est de nature plutôt électrostatique par le biais de multiples liens hydrogènes, 
est prédite comme étant plus faible dans le modèle mésoscopique. Ceci peut s'expliquer par 
le fait que dans cette méthode de calcul, les interactions non-covalentes sont calculées par un 
potentiel de Leonard-Jones et étant donné qu 'aucune particule au sein de la cellulose n'est 
chargée, il n'y a pas d'interactions électrostatiques. Le paramètre c, qui relate des liaisons 
covalentes dans la chaîne cellulosique, est assez bien reproduit avec seulement -1 , 1% d'écart. 
Le modèle mésoscopique est également assez fln pour assez bien capturer le détail de l'angle 


















3.3 .2 Distribution des électrolytes 
La particule modifiée par des groupements sulfates ionisés a été simulée dans un solvant pour 
100 nanosecondes en présence de NaCl. Cette simulation servait à voir la distribution des 
ions autour de la particule. Pour ce faire, on utilise la fonction de distribution radiale. Cette 
fonction est calculée entre les billes centrales B 1 et les ions. Les résultats sont montrés dans 
la figure 3.9. Plus la valeur de g(r) est grande, plus il y a des probabilités de retrouver la 
particule définie à cette distance. On décèle tout d'abord un large pic vers 5 A, pour chacun 
des deux ions ce qui indique que ces espèces sont adsorbées également sur la surface du 
cristal. Ceci est normal puisqu'à cette distance, le potentiel de Leonard-Jones a beaucoup 
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d'influence. On remarque que Na+ et cr ont des paramètres d' interaction de van der Waals 
similaires et donc, ce résultat est attendu. On remarque que plus loin, vers 8-9 A, il y une plus 
grande probabilité de retrouver des ions sodium. Plus loin, vers 11 A on retrouve plus d' ions 
chlorure. Ceci est le résultat souhaitable puisqu'on s'attend qu ' il y ait davantage d' ions 
chargés positivement plus près de la particule chargée négativement. Le champ de force 
MARTINI, à l'aide du modèle d'eau polarisable est donc capable de modéliser des particules 
ioniques de façon réaliste. 
3.5 
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Fonction de distribution radiale de Na+ et cr avec les particules B 1 en 
surface de la particule. 
3.4 Conclusions et considérations futures 
Ce chapitre de ce mémoire de maîtrise avait pour but d'explorer les capacités du champ de 
force mésoscopique MARTINI à modéliser la cellulose cristalline. Il y a relativement peu de 
développements sur la simulation mésoscopique sur les matériaux issus de la biomasse. 
Premièrement, un modèle de fragmentation du modèle atomistique de la littérature a été 
employé. Ce modèle contient 3 billes distinctes qui représentent une unité glucose entière. Le 
- ----------- - -------- ----··· 
champ de force a été testé pour vérifier ses aptitudes à reproduire la structure cristalline de la 
cellulose naturelle Ip. On remarque par la première simulation que le champ de force 
reproduit très bien les valeurs a, c et même l' angle y de la maille cristalline. Cependant, le 
paramètre b qui désigne la distance entre deux chailles de polysaccharides est mal reproduit. 
Il resterait donc de l'optimisation à faire sur ce champ de force. Il serait possible de faire cela 
soit en modifiant les paramètres de van der Waals, ou bien en introduisant des charges 
partielles dans les billes mésoscopiques. 
On cherchait également à vérifier si le champ de force pouvait décrire assez bien les 
interactions ioniques, puisque ceci est encore un défi actuel dans la modélisation moléculaire 
à l'échelle classique. On remarque qu 'avec la fonction de distribution radiale, les ions sodium 
semblent rester plus près de la nanoparticule chargée négativement, ce qui est le 
comportement attendu. Le modèle actuel pourrait être utilisé pour simuler le comportement 
de plusieurs particules en solution ou bien pour étudier l' interaction de polymères avec ce 
matériau pour la préparation de nouveaux composites basés sur les ressources naturelles. 
Cependant, il faut savoir les limitations de celui-ci : la structure cristalline de la cellulose est 
légèrement gonflée dans l'axe cristallographique b ce qui laisse croire que l'énergie interne 




La cellulose nanocristalline est un nouveau nanomatériau organique qui suscite beaucoup 
d'attention pour la recherche [3 ,9] et maintenant disponible commercialement par 
CelluForce. Ce matériau possède des propriétés mécaniques très intéressantes et est 
relativement facile à produire. Il est également possible de modifier sa surface pour conférer 
à ce matériau les propriétés désirées. La caractéristique la plus spectaculaire de la 
nanocellulose cristalline est ses propriétés d'auto-assemblage. La cellulose à l'échelle 
nanométrique montre des phases anisotropes en suspension ayant un comportement typique 
des cristaux liquides. Les propriétés de surfaces et d'auto-assemblage de la cellulose 
nanocristalline sont encore mal connues et une des façons de pouvoir investiguer ses 
propriétés est la modélisation moléculaire. Plus précisément, les propriétés de surface de la 
cellulose cristalline ont été sondées par calcul ab initia pour une plus grande précision. 
Premièrement, plusieurs fonctionnelles de DFT, une méthode de calcul de chimie quantique, 
ont été testées par rapport à une méthode de calcul de plus haut niveau (MP2). Ces calculs 
servaient à savoir quelle fonctionnelle pouvait le mieux reproduire les énergies d'interaction 
entre des groupements fonctionnels présents sur des surfaces de cellulose avec l'eau et l' ion 
sodium. Les fonctionnelles testées dans cette étude étaient B3LYP, M06-2X et roB97X-D. 
Généralement, la fonctionnelle B3L YP performe adéquatement pour les mixtes impliquant 
des liens hydrogènes est des interactions cation-dipôle. C'est pourquoi celle-ci a été choisie 
pour la série de calculs impliquant les surfaces de cellulose. 
Après avoir testé les fonctionnelles de DFT, des calculs ont été effectués avec les 
fonctionnelles B3L YP et PBE-D. Les calculs démontrent qu' il existe une différence entre les 
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surfaces hydrophiles (l 1 0) et(l 1 0). L'énergie d'adsorption de l'eau ou bien d' ion sodium 
sur la surface (l 1 0) est moins grande que sur sa contrepartie. Ceci pourrait donc expliquer 
les propriétés anisotropes de ce matériau qui sont mal expliquées. Une autre conclusion 
intéressante de ces calculs est que la cellulose modifiée chimiquement par un carboxylate ou 
un sulfate subit un réarrangement de liens hydrogènes à sa surface. En effet, on peut 
remarquer que le lien entre 0 5 et 0 3 est brisé, ce qui pourrait avoir un effet sur la stabilité du 
matériau. 
La cellulose cristalline a également été étudiée par des méthodes de calculs classiques. Un 
modèle mésoscopique de cellulose a été adapté de la littérature et implémenté dans la suite de 
logiciels commerciaux Materials Studio 6.0. Des simulations de dynamique moléculaire 
utilisant le champ de force MARTINI ont été faites sur des nanoparticules de cellulose dans 
un modèle de solvant polarisable. Le résultat de ces simulations montre que le champ de 
force possède certaines lacunes pour reproduire la structure cristalline exacte de la cellulose 
I~ . Par contre, les particules chargées Na+ et cr semblent posséder un comportement réaliste. 
Le calcul informatique devient un outil de plus en plus utilisé dans le domaine des matériaux, 
que ce soit pour investiguer des propriétés qui sont difficilement mesurables ou pour 
corroborer les résultats de certaines expérimentations. Le développement de nouvelles 
méthodes de calcul rapides et efficaces à l'échelle quantique rend possible l'étude de 
systèmes contenant un grand nombre d'atomes. Cette étude comprenait des systèmes 
contenant plus de 500 atomes, ce qui est sans précédent dans le calcul quantique de matériaux 
cellulosiques. De nouvelles méthodes dans le monde de la simulation classique tentent aussi 
de trouver de nouvelles solutions pour pouvoir accéder à des systèmes de plus en plus grands, 
réalistes. 
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