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Abstract
On a metric space equipped with a doubling measure supporting
a Poincare´ inequality, we show that given a BV function, discarding a
set of small 1-capacity makes the function continuous outside its jump
set and “one-sidedly” continuous in its jump set. We show that such a
property implies, in particular, that the measure theoretic boundary
of a set of finite perimeter separates the measure theoretic interior of
the set from its measure theoretic exterior, both in the sense of the
subspace topology outside sets of small 1-capacity, and in the sense of
1-almost every curve.
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1 Introduction
Sobolev functions in Euclidean spaces are known to be quasicontinuous. This
result holds also in the metric setting: if the measure on the metric space is
doubling and supports a (1, 1)-Poincare´ inequality, then for every Newton-
Sobolev function u ∈ N1,1(X) there exists an open set G ⊂ X of small 1-
capacity such that the restriction u|X\G is continuous, see for example [7]. For
p > 1 one can even remove the requirement that the metric space support a
(1, p)-Poincare´ inequality. This follows from the fact that Lipschitz functions
are dense in N1,p(X), see [2], together with the fact that density of Lipschitz
functions implies quasicontinuity of N1,p-functions.
Such a quasicontinuity property fails for functions of bounded variation,
or BV functions. From [16, Theorem 4.3, Theorem 5.1] (see also [18, 25, 23])
we know that a set has small 1-capacity if and only if its codimension 1
Hausdorff content HR, for any fixed R > 0, is small. However, BV functions
can have jump sets with HR-measure bounded away from 0, and it is not
possible to enclose such sets within sets of small 1-capacity.
It is known that a BV function coincides with a Lipschitz function out-
side sets of small measure, see e.g. [12, p. 252] and [24, Proposition 4.3].
For spaces BVk(R
n) of higher order BV functions, with k ∈ N, Lusin-type
approximations by means of differentiable functions outside sets of small
1-capacity are given in [9, Theorem 6.2]. However, even in the Euclidean
setting, little appears to be known about the behavior of (first-order) BV
functions outside sets of small 1-capacity. The goal of the current paper is to
show a weak notion of quasicontinuity for BV functions, involving continuity
outside the jump set and “one-sided” continuity up to the jump set.
In what follows, X is a metric space equipped with a metric d and a dou-
bling Borel regular outer measure µ that supports (1, 1)-Poincare´ inequality.
Definitions and notation will be discussed systematically in Section 2. The
jump set of a function u ∈ BV(X) is defined as
Su := {x ∈ X : u
∧(x) < u∨(x)},
where u∧(x) and u∨(x) are the lower and upper approximate limits of u
defined as
u∧(x) := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
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and
u∨(x) := inf
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
.
It was shown in [4, Theorem 5.3] that H is a σ-finite measure on Su.
Furthermore, from [1, Theorem 5.4] we know that there is a number 0 < γ ≤
1/2 such that if E ⊂ X is a set of finite perimeter (that is, χE ∈ BV(X)),
then the perimeter measure P (E, ·) is carried on the set ΣγE, which is the
collection of points x ∈ X for which
γ ≤ lim inf
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
≤ lim sup
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
≤ 1− γ.
Classical results on BV functions in the Euclidean setting can be formulated
in terms of the approximate limits u∧ and u∨, but in the general metric
setting we need to consider a larger number of jump values. The reason
for this will be illustrated in Example 5.1. Given u ∈ BV(X), we define
the functions (jump values) ul, l = 1, . . . , n := ⌊1/γ⌋ (with γ as above), by
u1 := u∧, un := u∨, and for l = 2, 3, . . . , n− 1, we set
ul(x) := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {ul−1(x) + δ < u < t})
µ(B(x, r))
= 0 ∀ δ > 0
}
provided ul−1(x) < u∨(x), and otherwise, we set ul(x) = u∨(x). We have
u∧ = u1 ≤ . . . ≤ un = u∨. We also define u˜ := (u∧ + u∨)/2. Note that if
x ∈ X \ Su, then u
1(x) = . . . = un(x).
The following theorem, which is the main result of this paper, introduces
a notion of quasicontinuity for BV functions.
Theorem 1.1. Let u ∈ BV(X) and let ε > 0. Then there exists an open set
G ⊂ X with Cap1(G) < ε such that if yk → x with yk, x ∈ X \G, then
min
l2∈{1,...,n}
|ul1(yk)− u
l2(x)| → 0
for each l1 = 1, . . . , n.
In particular, u˜|X\G is continuous at every x ∈ X \ (Su ∪ G). The proof
of Theorem 1.1 is given in two parts; in Proposition 4.7 we prove continuity
outside the jump set, and in Proposition 5.4 we prove “one-sided” conti-
nuity up to the jump set. In proving the “one-sided” continuity, we show
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that if x ∈ Su \ G, then X can be partitioned into at most n
2 number of
sets (ul1)−1(Aδl2(x)), defined in (5.1), such that when the sequence yk lies in
(ul1)−1(Aδl2(x)) \G and converges to x, we must have u
l1(yk)→ u
l2(x).
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2 Background
In this section we introduce the necessary definitions and assumptions.
Throughout the paper, (X, d, µ) is a complete metric space equipped with
a Borel regular outer measure µ satisfying a doubling property, that is, there
is a constant Cd ≥ 1 such that
0 < µ(B(x, 2r)) ≤ Cd µ(B(x, r)) <∞
for every ball B = B(x, r) with center x ∈ X and radius r > 0. Given a ball
B = B(x, r) and τ > 0, we denote by τB the ball B(x, τr). In a metric space,
a ball does not necessarily have a unique center and radius, but whenever
we use the above abbreviation we will consider balls whose center and radii
have been pre-specified, and so no ambiguity arises.
By iterating the doubling condition, we obtain that there are constants
C ≥ 1 and Q > 0 such that
µ(B(y, r))
µ(B(x,R))
≥ C−1
( r
R
)Q
(2.1)
for every 0 < r ≤ R and y ∈ B(x,R). The choice Q = log2(Cd) works, but a
smaller value of Q might satisfy the above condition as well.
In general, C ≥ 1 will denote a generic constant whose particular value
is not important for the purposes of this paper, and might differ between
each occurrence. When we want to specify that a constant C depends on the
parameters a, b, . . . , we write C = C(a, b, . . .). Unless otherwise specified, all
constants only depend on the doubling constant Cd and the constants CP , λ
associated with the Poincare´ inequality defined below.
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Given x ∈ X and A1, A2 ⊂ X , we set
dist(x,A1) := inf{d(x, y) : y ∈ A1}, dist(A1, A2) := inf{d(z, A1) : z ∈ A2}.
A complete metric space with a doubling measure is proper, that is, closed
and bounded sets are compact. Since X is proper, for any open set Ω ⊂ X
we define Liploc(Ω) to be the space of functions that are Lipschitz in every
Ω′ ⋐ Ω. Here Ω′ ⋐ Ω means that Ω′ is open and that Ω′ is a compact subset
of Ω. We define other local spaces similarly.
For any set A ⊂ X and 0 < R < ∞, the restricted spherical Hausdorff
content of codimension 1 is defined as
HR(A) := inf
{
∞∑
i=1
µ(B(xi, ri))
ri
: A ⊂
∞⋃
i=1
B(xi, ri), ri ≤ R
}
.
We define the above also for R =∞ by requiring ri <∞. The codimension
1 Hausdorff measure of a set A ⊂ X is given by
H(A) := lim
R→0+
HR(A).
The measure theoretic boundary ∂∗E of a set E ⊂ X is the set of all
points x ∈ X at which both E and its complement have positive upper
density, i.e.
lim sup
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0 and lim sup
r→0+
µ(B(x, r) \ E)
µ(B(x, r))
> 0.
A curve is a rectifiable continuous mapping from a compact interval into
X . The length of a curve γ is denoted by ℓγ . We will assume every curve
to be parametrized by arc-length, which can always be done (see e.g. [15,
Theorem 3.2] or [5]). A nonnegative Borel function g on X is an upper
gradient of an extended real-valued function u on X if for all curves γ on X ,
we have
|u(x)− u(y)| ≤
∫
γ
g ds, (2.2)
where x and y are the end points of γ. We interpret |u(x)−u(y)| =∞ when-
ever at least one of |u(x)|, |u(y)| is infinite. Upper gradients were originally
introduced in [21].
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Let Γ be a family of curves, and let 1 ≤ p < ∞. The p-modulus of Γ is
defined as
Modp(Γ) := inf
∫
X
ρp dµ
where the infimum is taken over all nonnegative Borel functions ρ such that∫
γ
ρ ds ≥ 1 for every γ ∈ Γ. If a property fails only for a curve family with
p-modulus zero, we say that it holds for p-almost every (a.e.) curve. If g is a
nonnegative µ-measurable function on X and (2.2) holds for p-almost every
curve, then g is a p-weak upper gradient of u.
We consider the following norm
‖u‖N1,p(X) := ‖u‖Lp(X) + inf
g
‖g‖Lp(X),
with the infimum taken over all upper gradients g of u. The substitute for the
Sobolev spaceW 1,p(Rn) in the metric setting is the following Newton-Sobolev
space
N1,p(X) := {u : ‖u‖N1,p(X) <∞}/∼,
where the equivalence relation ∼ is given by u ∼ v if and only if
‖u− v‖N1,p(X) = 0.
Similarly, we can define N1,p(Ω) for any open set Ω ⊂ X . For more on
Newton-Sobolev spaces, we refer to [32, 20, 6].
Next we recall the definition and basic properties of functions of bounded
variation on metric spaces, see [31]. See also e.g. [3, 14, 34] for the classical
theory in the Euclidean setting. For u ∈ L1loc(X), we define the total variation
of u on X to be
‖Du‖(X) := inf
{
lim inf
i→∞
∫
X
gui dµ : ui ∈ Liploc(X), ui → u in L
1
loc(X)
}
,
where each gui is an upper gradient of ui. We say that a function u ∈ L
1(X)
is of bounded variation, and denote u ∈ BV(X), if ‖Du‖(X) < ∞. A
measurable set E ⊂ X is said to be of finite perimeter if ‖DχE‖(X) < ∞.
The perimeter of E in X is denoted by
P (E,X) := ‖DχE‖(X).
By replacing X with an open set Ω ⊂ X in the definition of the total varia-
tion, we can define ‖Du‖(Ω). The BV norm is given by
‖u‖BV(Ω) := ‖u‖L1(Ω) + ‖Du‖(Ω).
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It was shown in [31, Theorem 3.4] that for u ∈ BV(X), ‖Du‖ is the restriction
to the class of open sets of a finite Radon measure defined on the class of all
subsets of X . This outer measure is obtained from the map Ω 7→ ‖Du‖(Ω)
on open sets Ω ⊂ X via the standard Carathe´odory construction. Thus, for
an arbitrary set A ⊂ X ,
‖Du‖(A) := inf
{
‖Du‖(U) : A ⊂ U ⊂ X with U open
}
.
Similarly, if u ∈ BV(Ω), then ‖Du‖(·) is a finite Radon measure on Ω.
We have the following coarea formula from [31, Proposition 4.2]: if F ⊂ X
is a Borel set and u ∈ BV(X), then
‖Du‖(F ) =
∫ ∞
−∞
P ({u > t}, F ) dt. (2.3)
In particular, the map t 7→ P ({u > t}, F ) is Lebesgue measurable on R.
We will assume that X supports a (1, 1)-Poincare´ inequality, meaning
that there are constants CP > 0 and λ ≥ 1 such that for every ball B(x, r),
for every locally integrable function u on X , and for every upper gradient g
of u, we have ∫
B(x,r)
|u− uB(x,r)| dµ ≤ CP r
∫
B(x,λr)
g dµ,
where
uB(x,r) :=
∫
B(x,r)
u dµ :=
1
µ(B(x, r))
∫
B(x,r)
u dµ.
By applying the Poincare´ inequality to approximating Lipschitz functions
in the definition of the total variation, we get the following (1, 1)-Poincare´
inequality for BV functions. There exists a constant C such that for every
ball B(x, r) and every u ∈ L1loc(X), we have∫
B(x,r)
|u− uB(x,r)| dµ ≤ Cr
‖Du‖(B(x, λr))
µ(B(x, λr))
. (2.4)
Sets of measure zero play a fundamental role in the theory of Lp spaces.
In potential theory sets of measure zero can be too large to be discarded;
a finer measure of the smallness of a set is needed. For 1 ≤ p < ∞, the
p-capacity of a set A ⊂ X is given by
Capp(A) := inf ‖u‖N1,p(X), (2.5)
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where the infimum is taken over all functions u ∈ N1,p(X) such that u ≥ 1
in a neighborhood of A; we can further restrict the class of functions u
by requiring that 0 ≤ u ≤ 1 on X . It follows from [16, Theorem 4.3,
Theorem 5.1] that Cap1(E) = 0 if and only if H(E) = 0.
Given a set E ⊂ X of finite perimeter, for H-a.e. x ∈ ∂∗E we have
γ ≤ lim inf
r→0+
µ(E ∩ B(x, r))
µ(B(x, r))
≤ lim sup
r→0+
µ(E ∩B(x, r))
µ(B(x, r))
≤ 1− γ (2.6)
where γ ∈ (0, 1/2] only depends on the doubling constant and the constants
in the Poincare´ inequality, see [1, Theorem 5.4]. We denote the set of all
such points by ΣγE.
For a Borel set F ⊂ X and a set E ⊂ X of finite perimeter, we know that
‖DχE‖(F ) =
∫
∂∗E∩F
θE dH, (2.7)
where ∂∗E is the measure-theoretic boundary of E and θE : X → [α,Cd],
with α = α(Cd, CP , λ) > 0, see [1, Theorem 5.3] and [4, Theorem 4.6].
The jump set of u ∈ BV(X) is the set
Su := {x ∈ X : u
∧(x) < u∨(x)},
where u∧(x) and u∨(x) are the lower and upper approximate limits of u
defined respectively by
u∧(x) := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {u < t})
µ(B(x, r))
= 0
}
(2.8)
and
u∨(x) := inf
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {u > t})
µ(B(x, r))
= 0
}
. (2.9)
We also define the functions ul, l = 1, . . . , n = ⌊1/γ⌋, as follows: u1 := u∧,
un := u∨, and for l = 2, . . . , n− 1 we define inductively
ul(x) := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {ul−1(x) + δ < u < t})
µ(B(x, r))
= 0 ∀ δ > 0
}
(2.10)
provided ul−1(x) < u∨(x), and otherwise, we set ul(x) = u∨(x). It can be
shown that each ul is a Borel function, and u∧ = u1 ≤ . . . ≤ un = u∨.
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Given the definition of the BV norm, we understand BV functions to be µ-
equivalence classes. To consider questions of continuity, we need to consider
the pointwise representatives ul, l = 1, . . . , n. We also use the standard
representative u˜ := (u∧ + u∨)/2.
By [4, Theorem 5.3], the variation measure of a BV function can be
decomposed into the absolutely continuous and singular part, and the latter
into the Cantor and jump part, as follows. Given an open set Ω ⊂ X and
u ∈ BV(Ω), we have
‖Du‖(Ω) = ‖Du‖a(Ω) + ‖Du‖s(Ω)
= ‖Du‖a(Ω) + ‖Du‖c(Ω) + ‖Du‖j(Ω)
=
∫
Ω
a dµ+ ‖Du‖c(Ω) +
∫
Ω∩Su
∫ u∨(x)
u∧(x)
θ{u>t}(x) dt dH(x)
(2.11)
where a ∈ L1(Ω) is the density of the absolutely continuous part and the
functions θ{u>t} are as in (2.7).
For R > 0, the restricted maximal function of a function v ∈ L1loc(X) is
given by
MRv(x) := sup
0<r≤R
∫
B(x,r)
|v| dµ, x ∈ X.
The following result will be used a few times. See [23, Lemma 4.3, Remark
4.9] for a proof. While [23] makes the extra assumption µ(X) = ∞, use of
this assumption can be avoided by considering HR instead of H∞.
Lemma 2.1. There exists C = C(Cd, CP , λ, R) such that for every u ∈
BV(X) and t > 0,
Cap1({MRu ≥ t}) ≤
C‖u‖BV(X)
t
.
3 Discrete convolutions
In this section we discuss functions in BV(U) with zero boundary values on
∂U , and methods of “mollifying” BV functions in open sets. For a proof of
the following theorem, see [29, Theorem 6.1] or [22].
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Theorem 3.1. Let U ⊂ X be an open set and u ∈ BV(U). Assume that
H(∂U) <∞. If
lim
r→0+
1
µ(B(x, r))
∫
B(x,r)∩U
|u| dµ = 0 (3.1)
for H-a.e. x ∈ ∂U , then the zero extension of u into the whole space X,
denoted by û, is in BV(X) with ‖Dû‖(X \ U) = 0.
The following technical lemma can be proved by a simple covering argu-
ment.
Lemma 3.2 ([29, Lemma 6.4]). Let U ⊂ X be an open set, let ν be a finite
Radon measure on U , and define
A :=
{
x ∈ ∂U : lim sup
r→0+
r
ν(B(x, r) ∩ U)
µ(B(x, r))
> 0
}
.
Then H(A) = 0.
In most of the paper, we will work with Whitney type coverings of open
sets. For the construction of such coverings and their properties, see e.g. [8,
Theorem 3.1] (such coverings were originally introduced in the Euclidean
setting by Whitney in [33, Section 8, page 67], and subsequently extended
to more general settings in [11, Theorem III.1.3] and [30, Lemma 2.9]).
Given any open set U ⊂ X and a scale R > 0, we can choose a Whitney
type covering {Bj = B(xj , rj)}
∞
j=1 of U such that
1. for each j ∈ N,
rj = min
{
dist(xj , X \ U)
40λ
, R
}
, (3.2)
2. for each k ∈ N, the ball 10λBk meets at most C0 = C0(Cd, λ) balls
10λBj (that is, a bounded overlap property holds),
3. if 10λBj meets 10λBk, then rj ≤ 2rk.
Given such a covering of U , we can take a partition of unity {φj}
∞
j=1
subordinate to this cover, such that 0 ≤ φj ≤ 1, each φj is a C/rj-Lipschitz
function, and supp(φj) ⊂ 2Bj for each j ∈ N (see e.g. [8, Theorem 3.4]).
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Finally, we can define a discrete convolution v of any u ∈ L1loc(U) with respect
to the Whitney type covering by
v :=
∞∑
j=1
uBjφj.
In general, v is locally Lipschitz in U , and hence belongs to L1loc(U). If
u ∈ L1(U), then v ∈ L1(U).
The goal of the next proposition is to show that the discrete convolution
v of u has the same boundary values as u, i.e. that v − u has zero boundary
values in the sense of Theorem 3.1.
Proposition 3.3. Let U ⊂ X be an open set, R > 0, and u ∈ BV(U). Let
v ∈ Liploc(U) be the discrete convolution of u with respect to a Whitney type
covering {Bj = B(xj , rj)}
∞
j=1 of U at scale R. Then
lim
r→0+
1
µ(B(x, r))
∫
B(x,r)∩U
|v − u| dµ = 0 (3.3)
for H-a.e. x ∈ ∂U .
This proposition was previously given in [29, Proposition 6.5], but we in-
clude the proof here as well since it is simple enough and makes the exposition
more self-contained.
Proof. Fix x ∈ ∂U and r > 0. Denote by Ir the set of indices j ∈ N for
which 2Bj ∩ B(x, r) 6= ∅. Note that from (3.2) and the fact that λ ≥ 1 it
follows that
rj ≤
dist(2Bj , X \ U)
38λ
≤
r
38λ
for every j ∈ Ir. Because
∑
j∈N φj = χU , we have (in fact, the following holds
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for any x ∈ X \ U)∫
B(x,r)∩U
|u− v| dµ =
∫
B(x,r)∩U
∣∣∣∑
j∈Ir
uφj −
∑
j∈Ir
uBjφj
∣∣∣ dµ
≤
∫
B(x,r)∩U
∑
j∈Ir
∣∣∣φj(u− uBj )∣∣∣ dµ
≤
∑
j∈Ir
∫
2Bj
|u− uBj | dµ
≤
∑
j∈Ir
(∫
2Bj
|u− u2Bj | dµ+
∫
2Bj
|u2Bj − uBj | dµ
)
≤ 2Cd
∑
j∈Ir
∫
2Bj
|u− u2Bj | dµ
≤ 4CdCP
∑
j∈Ir
rj‖Du‖(2λBj)
≤ Cr‖Du‖(B(x, 2r) ∩ U).
(3.4)
In the above, we used the fact that X supports a (1, 1)-Poincare´ inequality,
and in the last inequality we used the fact that 2λBj ⊂ U ∩ B(x, 2r) for all
j ∈ Ir, as well as the bounded overlap of the dilated Whitney balls 2λBj .
Thus by Lemma 3.2, we have
lim
r→0+
1
µ(B(x, r))
∫
B(x,r)∩U
|u− v| dµ = 0
for H-a.e. x ∈ ∂U .
Let U ⊂ X be an open set, R > 0, and as above, let v be the discrete
convolution of a function u ∈ BV(U) with respect to a Whitney type covering
{Bj}j∈N of U at scale R. Then v has an upper gradient
g = C
∞∑
j=1
χBj
‖Du‖(5λBj)
µ(Bj)
(3.5)
in U (with C depending, as usual, only on the doubling constant and the con-
stants in the Poincare´ inequality), see e.g. the proof of [24, Proposition 4.1].
From the proof of this result it also follows that in a small ball comparable
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to the size of a Whitney ball, say B = B(x,min{dist(x,X \ U)/20λ,R}), v
is Lipschitz with constant, say,
C
‖Du‖(B(x,min{dist(x,X \ U)/4, 5λR}))
µ(B)
. (3.6)
Also, if Vǫ ⊂ U , ǫ > 0, is any family of open subsets of U and every vǫ is a
discrete convolution of a function u ∈ L1(U) with respect to a Whitney type
covering of Vǫ at scale ǫ > 0, then
lim
ǫ→0+
‖vǫ − u‖L1(Vǫ) = 0, (3.7)
as seen by the discussion in the proof of [19, Lemma 5.3].
It is often useful to be able to “mollify” BV functions in small open sets
where e.g. a certain part of the variation measure lives. Combining the above
discussion on discrete convolutions with Theorem 3.1 and Proposition 3.3,
we obtain the following result on such mollifications.
Corollary 3.4. Let U ⊂ X be an open set, and let u ∈ BV(U). Assume that
H(∂U) < ∞. Let each vi ∈ Liploc(U) be the discrete convolution of u with
respect to a Whitney type covering of U at scale 1/i, i ∈ N. Then vi → u in
L1(U), ‖Dvi‖(U) ≤ C‖Du‖(U), and the functions
hi :=
{
vi − u in U,
0 in X \ U
satisfy hi ∈ BV(X) and ‖Dhi‖(X \ U) = 0.
In the above we require that the boundary of U has finite H-measure.
However, for the proof of the main theorem of this paper, we need “molli-
fications” on arbitrary open sets. In the following, we extend Corollary 3.4
to all open sets. Recall that u˜ := (u∧ + u∨)/2, where the lower and upper
approximate limits u∧, u∨ were defined in (2.8) and (2.9).
Theorem 3.5. Let U ⊂ X be an open set, u ∈ BV(U), and κ > 0. Then
there exists a function w ∈ BV(U) satisfying the following: w˜ ∈ N1,1(U) ∩
Liploc(U) with an upper gradient g satisfying ‖g‖L1(U) ≤ C‖Du‖(U); ‖w −
u‖L1(U) ≤ κ; and the function
h :=
{
w − u in U,
0 in X \ U
satisfies h ∈ BV(X) and ‖Dh‖(X \ U) = 0.
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Proof. The following coarea inequality is known to hold: if ω ∈ Lip(X) is
L-Lipschitz, then ∫
R
H(A ∩ ω−1(t)) dt ≤ CLµ(A) (3.8)
for any Borel set A ⊂ X , see [5, Proposition 3.1.5] or [13]. The proof in [5]
deals with Hausdorff measures Hk−m, Hm and Hk instead of H, dt and
µ; however, their proof of this result holds in our setting when we replace
Hk with µ, Hk−m with H, and set m = 1. By considering the 1-Lipschitz
functions
ω1(y) := dist(y,X \ U) and ω2(y) := d(y, x)
for a fixed x ∈ X , we can pick open sets U1 ⋐ U2 ⋐ . . . ⊂ U , defined as
Ui := {ω1 > αi and ω2 < 1/αi}
for some strictly decreasing sequence αi ց 0. Clearly U =
⋃
i∈N Ui, and by
a suitable choice of the sequence αi, (3.8) gives H(∂Ui) <∞ for each i ∈ N.
Fix a scale R > 0. For each i ∈ N, define vi to be the discrete convolution
of u with respect to a Whitney type covering {Bij}j∈N of Ui, at scale R.
By (3.7) we can choose R to be small enough so that ‖vi − u‖L1(Ui) ≤ κ for
each i ∈ N. Each vi has an upper gradient gi in Ui, defined in (3.5), with
‖gi‖L1(Ui) ≤ C‖Du‖(Ui). (3.9)
By Corollary 3.4, the function
hi =
{
vi − u in Ui,
0 in X \ Ui
satisfies hi ∈ BV(X) and ‖Dhi‖(X \ Ui) = 0. Hence
‖Dhi‖(X) ≤ ‖Dvi‖(Ui) + ‖Du‖(Ui) ≤ ‖gi‖L1(Ui) + ‖Du‖(Ui)
≤ C‖Du‖(Ui) ≤ C‖Du‖(U).
By the weak compactness of BV functions, see [31, Theorem 3.7], a subse-
quence that we still denote by hi converges in L
1
loc(X) to a function h ∈
BV(X) for which we clearly have h = 0 in X \ U . Now let w := u + h ∈
BV(U). Since ‖hi‖L1(U) = ‖vi − u‖L1(Ui) ≤ κ for each i ∈ N, it follows that
‖w − u‖L1(U) = ‖h‖L1(U) ≤ κ.
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To prove that w˜ ∈ Liploc(U) ∩ N
1,1(U), pick a Whitney type covering
{Bj}j∈N of U at scale R, and fix a ball Bj = B(xj , rj). For large enough
i0 ∈ N,
Bj = B(xj ,min{dist(xj , X \ U)/40λ,R})
⊂ B(xj ,min{dist(xj , X \ Ui0)/20λ,R}) =: B.
By (3.6) we know that in the ball B, each vi, i ≥ i0, has Lipschitz constant
at most
C
‖Du‖(B(xj,min{dist(xj , X \ Ui)/4, 5λR}))
µ(B(xj,min{dist(xj , X \ Ui)/20λ,R}))
≤ C
‖Du‖(B(xj,min{dist(xj , X \ U)/4, 5λR}))
µ(B(xj,min{dist(xj , X \ Ui0)/20λ,R}))
≤ C
‖Du‖(10λBj)
µ(Bj)
.
In the last inequality we used the fact that Bj ⊂ B, so that µ(Bj) ≤ µ(B).
Now the L1-limit w˜ of the sequence of functions vi must be Lipschitz in B,
and thus in Bj, with the same constant, so that it is locally Lipschitz. Since a
local Lipschitz constant is always an upper gradient, see e.g. [10, Proposition
1.11], we have also that
g := C
∑
j∈N
χBj
‖Du‖(10λBj)
µ(Bj)
is an upper gradient of w˜ in U . By the bounded overlap of the dilated
Whitney balls 10λBj, ‖g‖L1(U) ≤ C‖Du‖(U).
Now choose x ∈ ∂U and r > 0. Since hi → h in L
1
loc(X) and thus in
L1(B(x, r)), we have∫
B(x,r)∩U
|h| dµ = lim
i→∞
∫
B(x,r)∩Ui
|hi| dµ = lim
i→∞
∫
B(x,r)∩Ui
|vi − u| dµ
≤ Cr‖Du‖(B(x, 2r) ∩ U),
where the last inequality follows from (3.4). Then by Lemma 3.2, we have
that
lim
r→0+
1
µ(B(x, r))
∫
B(x,r)
|h| dµ = lim
r→0+
1
µ(B(x, r))
∫
B(x,r)∩U
|h| dµ = 0 (3.10)
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for H-a.e. x ∈ ∂U . For such x and all t 6= 0, we conclude that x /∈ ∂∗{h > t}.
By the coarea formula (2.3) and (2.7), this implies
‖Dh‖(∂U) =
∫
R
P ({h > t}, ∂U) dt ≤ C
∫
R
H(∂∗{h > t} ∩ ∂U) dt = 0.
We conclude that ‖Dh‖(X \ U) = 0.
In this paper, we will only need the following corollary of Theorem 3.5.
Corollary 3.6. Let U ⊂ Ω ⊂ X be open sets, u ∈ BV(Ω), and κ > 0.
Then there exists a function w ∈ BV(Ω) with w = u in Ω \ U such that
‖w − u‖L1(U) ≤ κ, w˜|U ∈ N
1,1(U) ∩ Liploc(U) with an upper gradient g
satisfying ‖g‖L1(U) ≤ C‖Du‖(U), and
‖D(w − u)‖(Ω \ U) = 0. (3.11)
Proof. Let w := u + h, where h ∈ BV(X) is given in Theorem 3.5. Then
w ∈ BV(Ω), and the required properties of w were shown in the theorem.
We will also need the following consequence of Theorem 3.5. The proof
will be similar to one given in [22].
Proposition 3.7. Let Ω ⊂ X be an open set, let u ∈ BV(Ω), and let H ⊂ Ω
be a closed set such that u˜|H is continuous and∫
B(x,r)
|u− u˜(x)| dµ→ 0 as r → 0 (3.12)
locally uniformly in the set H. Let w be the function given by Corollary 3.6
with U = Ω\H and any κ > 0. Then w˜ is continuous in Ω, and w˜(x) = u˜(x)
for all x ∈ H.
Proof. Observe that w˜ is continuous in U = Ω \H by Corollary 3.6.
Let R be the scale used in the construction of the Whitney type coverings
of the sets Ui in Theorem 3.5, corresponding to the given value of κ. Fix
x ∈ H . If x is in the interior of H , then w˜, which agrees with u˜ in the interior
of H , is continuous at x. Now suppose that x is not in the interior of H .
Let δ ∈ (0, R) such that B(x, 3δ) ⊂ Ω. Consider a sequence yk ∈ B(x, δ) \H
that converges to x. We note that for every yk there exists xk ∈ H for
which d(yk, xk) = dist(yk, H). Since d(yk, xk) ≤ d(yk, x) → 0 as k → ∞,
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it follows that d(xk, x) → 0. The latter, together with the assumption that
u˜|H is continuous, implies that u˜(xk)→ u˜(x). So we only need to show that
|w˜(yk)− u˜(xk)| → 0 as k →∞.
Fix k ∈ N. For large enough i ∈ N, the sets Ui (defined in the proof of
Theorem 3.5) satisfy
Ui ⊃ {y ∈ B(x, 2δ) : dist(y,H) > dist(yk, H)/2} ∋ yk. (3.13)
Fixing such i, by the properties of the Whitney type covering {Bij}j∈N =
{B(xij , r
i
j)}j∈N of Ui, for any 2B
i
j ∋ yk we have
40λrij ≤ dist(x
i
j , H) ≤ 2r
i
j + dist(yk, H) < 2r
i
j + δ, (3.14)
and it follows that rij < R. Therefore
rij = min
{
dist(xij, X \ Ui)
40λ
,R
}
=
dist(xij , X \ Ui)
40λ
≥
dist(yk, X \ Ui)− 2r
i
j
40λ
,
from which we see that
rij ≥
dist(yk, X \ Ui)
50λ
(3.13)
≥
dist(yk, H)
100λ
=
d(yk, xk)
100λ
.
Thus by the doubling property of µ, Cµ(2Bij) ≥ µ(B(xk, 2d(xk, yk))) for
C = C(Cd, λ). Furthermore, by the first two inequalities of (3.14),
rij ≤
d(yk, xk)
38λ
,
so that 2Bij ⊂ B(xk, 2d(xk, yk)). Recall that w was defined in the proof of
Theorem 3.5 as the limit of the discrete convolutions vi of u in Ui. Noting
that k and i are fixed and that the summations below are over indices j, we
have
|vi(yk)− u˜(xk)| =
∣∣∣∣∣ ∑
yk∈2B
i
j
φij(yk)(uBij − u˜(xk))
∣∣∣∣∣
≤ C
∑
yk∈2B
i
j
∫
2Bij
|u− u˜(xk)| dµ
≤ C
∑
yk∈2B
i
j
∫
B(xk ,2d(xk,yk))
|u− u˜(xk)| dµ
≤ CC0
∫
B(xk,2d(xk ,yk))
|u− u˜(xk)| dµ,
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where C0 was the overlap constant of the Whitney balls. Letting i→∞, we
get
|w˜(yk)− u˜(xk)| ≤ C
∫
B(xk ,2d(xk,yk))
|u− u˜(xk)| dµ,
which converges to 0 as k →∞, because the convergence in (3.12) was locally
uniform. In total, w˜(yk) → u˜(x) and then w˜(x) = u˜(x) for every x ∈ H , so
we have the desired conclusion.
4 Proof of Theorem 1.1: outside the jump set
In this section we use the tools developed in the previous section to prove
one part of the main theorem of this paper, Theorem 1.1. As a by-product,
we obtain some approximation results for BV functions. First, we highlight
some properties of the 1-capacity Cap1 relevant to this paper — recall the
definition from (2.5).
Remark 4.1. From [23, Lemma 3.4] it follows that Cap1(A) ≤ 2CdH1(A)
for any A ⊂ X . On the other hand, by combining [16, Theorem 4.3] and the
proof of [16, Theorem 5.1], we know that Hε(A) ≤ C(Cd, CP , λ, ε) Cap1(A)
for any A ⊂ X and ε > 0. Thus we could also control the size of the
”exceptional set” G in Theorem 1.1 and elsewhere by its Hε-measure, for
arbitrarily small ε > 0. Finally, we note that Cap1 is an outer capacity,
meaning that
Cap1(A) = inf{Cap1(U) : U ⊃ A is open}
for any A ⊂ X , see e.g. [6, Theorem 5.31]. Thus in Theorem 1.1 and
elsewhere we can always make the set G open, even if its construction does
not automatically make it as such.
A version of the following lemma was previously known for Newton-
Sobolev functions (see e.g. [23]).
Lemma 4.2. Let ui, u ∈ BV(X) with ui → u in BV(X). Let ε > 0. Then
there exists F ⊂ X with Cap1(F ) < ε such that, by picking a subsequence if
necessary, u∧i → u
∧ and u∨i → u
∨ (and thus also u˜i → u˜) uniformly in X \F .
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Proof. For v ∈ BV(X), by Lemma 2.1 we know that
Cap1({x ∈ X : M1v(x) > t}) ≤
C1
t
‖v‖BV(X)
for any t > 0, where C1 is the constant from the lemma, corresponding to the
choice R = 1. By the coarea formula (2.3), there exists a countable dense set
T ⊂ R such that for every s ∈ T , P ({v > s}, X) <∞. Recall the definition
of ΣγE for sets E ⊂ X from (2.6). We set
N :=
⋃
s∈T
∂∗{v > s} \ Σγ{v > s}.
By (2.6) we know that H(N) = 0. For x ∈ X \N , if t > 0 and t < v∨(x), by
the definition of the upper approximate limit we have that
lim sup
r→0+
µ(B(x, r) ∩ {v > t})
µ(B(x, r))
> 0.
Then, since x ∈ X \N , for any s < v∨(x) with s ∈ T we have
lim inf
r→0+
µ(B(x, r) ∩ {v > s})
µ(B(x, r))
≥ γ.
Thus for any v ∈ BV(X) we have thatM1v(x) ≥ γv
∨(x) for any x ∈ X \N ,
and so
Cap1({x ∈ X : v
∨(x) > t}) = Cap1({x ∈ X \N : v
∨(x) > t})
≤ Cap1({x ∈ X \N : M1v(x) > γt})
≤
C1
γt
‖v‖BV(X)
(4.1)
for any t > 0.
Now let ui, u be as in the statement of the lemma. By picking a sub-
sequence if necessary, we can assume that for each i ∈ N, ‖ui − u‖BV(X) ≤
2−2iγ/C1. It is easy to check that we can write
{|u∨i − u
∨| > 2−i} ⊂ {|ui − u|
∨ > 2−i} ∪ {|u∨| =∞} ∪ {|u∨i | =∞} =: Fi.
By [24, Lemma 3.2] we know that H({|u∨| = ∞} ∪ {|u∨i | = ∞}) = 0, and
then by (4.1), Cap1(Fi) ≤ 2
−i for each i ∈ N, so that for large enough k ∈ N
we have
Cap1
(
∞⋃
i=k
Fi
)
< ε.
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Note that u∨i → u
∨ uniformly in X \
⋃∞
i=k Fi. Similarly we get u
∧
i → u
∧
uniformly in X \
⋃∞
i=k Fi.
Recall that the jump set Su of a BV function u is defined as the set where
u∧ < u∨.
Lemma 4.3. Let u ∈ BV(X) with H(Su) = 0. Then there exists a sequence
wi ∈ BV(X) ∩ C(X) with wi → u in BV(X).
Proof. By [24, Theorem 3.5] we know that
lim
r→0+
∫
B(x,r)
|u− u˜(x)| dµ = 0 (4.2)
for H-a.e. x ∈ X , in particular for ‖Du‖-a.e. x ∈ X , as by (2.7) and the
coarea formula (2.3), ‖Du‖ is always absolutely continuous with respect to
H.
Note that u˜ is a Borel function, and hence is measurable with respect to
the Radon measure ‖Du‖. By Lusin’s theorem and Egorov’s theorem, we
can pick compact sets Hi ⊂ X with ‖Du‖(X \Hi) < 1/i, i ∈ N, such that
u˜|Hi is continuous and the convergence in (4.2) as r → 0 is uniform in Hi.
For each i ∈ N, apply Corollary 3.6 with U = X \Hi and κ = 1/i, to obtain
a function wi ∈ BV(X) with wi = u in Hi. We have wi → u in L
1(X), and
‖D(wi − u)‖(X) = ‖D(wi − u)‖(X \Hi)
≤ ‖Dwi‖(X \Hi) + ‖Du‖(X \Hi)
≤ C‖Du‖(X \Hi) + ‖Du‖(X \Hi)
≤ C/i
for each i ∈ N, so that in fact wi → u in BV(X). By Proposition 3.7, each
w˜i is continuous in X .
Remark 4.4. If u ∈ BV(X) and we have a sequence of continuous functions
ui → u in BV(X), then ‖Dui‖(Su) = 0 by the facts that Su is σ-finite with
respect to H (by e.g. the decomposition (2.11)) and ‖Dui‖
j(X) = 0 for all
i ∈ N, see [4, Theorem 5.3]. Thus
‖Du‖(Su) = ‖D(u− ui)‖(Su) ≤ ‖D(u− ui)‖(X)→ 0
as i→∞, so thatH(Su) = 0. Hence the subspace {u ∈ BV(X) : H(Su) = 0}
is the closure of BV(X) ∩ C(X) in BV(X).
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Now we turn to our first quasicontinuity result.
Proposition 4.5. Let u ∈ BV(X) with H(Su) = 0, and let ε > 0. Then
there exists G ⊂ X with Cap1(G) < ε such that u˜|X\G is continuous.
Proof. By Lemma 4.3, we can pick a sequence wi ∈ BV(X) ∩ C(X) with
wi → u in BV(X). By Lemma 4.2 there exists, by passing to a subsequence
if necessary, a set F ⊂ X with Cap1(F ) < ε such that wi → u˜ uniformly in
X \ F . Thus u˜|X\F is continuous.
Corollary 4.6. Let Ω ⊂ X be an open set and u ∈ BV(Ω) with H(Su) = 0.
Let ε > 0. Then there exists G ⊂ Ω with Cap1(G) < ε such that u˜|Ω\G is
continuous.
Proof. We denote
Ωδ := {x ∈ Ω : dist(x,X \ Ω) > δ}, δ > 0.
For δ > 0, take ηδ ∈ Lip(X) with 0 ≤ ηδ ≤ 1, ηδ = 1 in Ωδ, and ηδ = 0
outside Ωδ/2. Then clearly uηδ ∈ BV(X). By the previous proposition, for
each i ∈ N there exists Gi ⊂ Ω with Cap1(Gi) < 2
−iε such that u˜η1/i|X\Gi
is continuous, and clearly u˜η1/i ≡ u˜η1/i = u˜ in Ω1/i. Define G :=
⋃
i∈NGi.
Then for each i ∈ N, u˜|Ω1/i\G is continuous, whence u˜|Ω\G is continuous, and
Cap1(G) < ε.
Now we can prove Theorem 1.1 for points outside the jump set of a BV
function.
Proposition 4.7. Let u ∈ BV(X) and let ε > 0. Then there exists G ⊂ X
with Cap1(G) < ε such that whenever yk → x with yk ∈ X \ G and x ∈
X \ (G ∪ Su), then u
∧(yk)→ u˜(x) and u
∨(yk)→ u˜(x).
Note that the conclusion of the proposition is stronger than saying that
u˜(yk)→ u˜(x).
Proof. Since ‖Du‖ is a Radon measure and Su is a Borel set, we can find
compact sets Hi ⊂ Su with ‖Du‖(Su \ Hi) < 1/i for each i ∈ N. For each
i ∈ N, take an open set Ui ⊂ X with Ui ⊃ Su \ Hi and ‖Du‖(Ui) < 1/i,
and apply Corollary 3.6 with U = Ui and κ = 1/i to obtain a function
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wi ∈ BV(X) with wi = u in X \ Ui. We have wi → u in L
1(X), and
by (3.11),
‖D(wi − u)‖(X) = ‖D(wi − u)‖(Ui)
≤ ‖Dwi‖(Ui) + ‖Du‖(Ui)
≤ C‖Du‖(Ui) ≤ C/i
for each i ∈ N, so in fact wi → u in BV(X). By Corollary 3.6, for each i ∈ N,
w˜i is continuous in Ui and hence has no jump part there; therefore by (3.11),
‖Dwi‖
j(X \Hi) = ‖Dwi‖
j(Ui \Hi) + ‖Du‖
j(X \ (Hi ∪ Ui))
≤ ‖Dwi‖
j(Ui) + ‖Du‖
j(X \ Su) = 0,
so the jump set of wi satisfies H(Swi \Hi) = 0. Thus by Corollary 4.6 applied
to the open set that is X \Hi, there exists Gi ⊂ X with Cap1(Gi) < 2
−i−1ε
such that w˜i|X\(Hi∪Gi) is continuous. Since also Cap1(Swi \Hi) = 0, we can
assume that Gi ⊃ Swi \ Hi, so that w˜i = w
∧
i = w
∨
i in X \ (Hi ∪ Gi). Let
G∞ :=
⋃
i∈NGi. Since wi → u in BV(X), by Lemma 4.2 and by picking a
subsequence if necessary, there exists F ⊂ X with Cap1(F ) < ε/2 such that
w∧i → u
∧ and w∨i → u
∨ uniformly in X \ F . For G := F ∪ G∞, clearly
Cap1(G) < ε.
Finally, let yk → x with yk ∈ X \G and x ∈ X \ (Su∪G). Note that since
each Hi ⊂ Su is compact, for each i ∈ N we necessarily have yk ∈ X \Hi for
large enough k, so for these indices, w˜i(yk) = w
∧
i (yk) = w
∨
i (yk). For some
sequence of nonnegative numbers αi → 0, we have
|w∧i (z)− u
∧(z)| ≤ αi and |w
∨
i (z)− u
∨(z)| ≤ αi
for all z ∈ X \ F , i ∈ N. Thus
lim sup
k→∞
|u∧(yk)− u˜(x)|
≤ lim sup
k→∞
(|u∧(yk)− w
∧
i (yk)|+ |w
∧
i (yk)− w˜i(x)|+ |w˜i(x)− u˜(x)|)
≤ lim sup
k→∞
(αi + |w
∧
i (yk)− w˜i(x)|+ αi)
= lim sup
k→∞
|w˜i(yk)− w˜i(x)|+ 2αi
= 2αi
by the continuity of w˜i|X\(Hi∪Gi). Letting i→∞ completes the proof for u
∧.
For u∨, the proof is the similar. This completes the proof of the proposition.
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5 Proof of Theorem 1.1: within the jump set
In this section we complete the proof of Theorem 1.1. First we consider a
generalization of the Lebesgue differentiation theorem for the jump set of a
BV function. Recall the definition of the number Q > 0 from (2.1). We know
from [28, Theorem 4.3] that for u ∈ BV(X) and H-a.e. x ∈ Su, there exist
t1, t2 ∈ (u
∧(x), u∨(x)) such that
lim
r→0+
∫
B(x,r)∩{u<t1}
|u− u∧(x)|Q/(Q−1) dµ = 0
and
lim
r→0+
∫
B(x,r)∩{u>t2}
|u− u∨(x)|Q/(Q−1) dµ = 0.
We cannot in general pick t1, t2 freely from the interval (u
∧(x), u∨(x)), as we
can in the Euclidean setting, as demonstrated by the following example.
Example 5.1. Consider the one-dimensional space
X := {(x1, x2) ∈ R
2 : x1 = 0 or x2 = 0}
consisting of the two coordinate axes. Equip this space with the Euclidean
metric inherited from R2, and the 1-dimensional Hausdorff measure. This
measure is doubling and supports a (1, 1)-Poincare´ inequality. Let
u := χ{x1>0} + 2χ{x2>0} + 3χ{x1<0} + 4χ{x2<0}.
For brevity, denote the origin (0, 0) by 0. Now Su = {0} with H({0}) = 2,
and (u∧(0), u∨(0)) = (1, 4). However, we cannot choose t1 to be larger than
2, nor t2 to be smaller than 3. This demonstrates that in a metric space, a
BV function can, in a measure theoretic sense, take more than 2 values all
along its jump set Su.
Higher-dimensional example spaces can be obtained by simply taking
Cartesian products of X with e.g. [0, 1].
Example 5.2. Closely related to this issue are the locality conditions dis-
cussed in [4] and [28]. We say that X supports the strong locality condition
if for every pair of sets E1 ⊂ E2 ⊂ X of finite perimeter, we have
lim
r→0+
µ(B(x, r) ∩ (E2 \ E1))
µ(B(x, r))
= 0
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for H-a.e. x ∈ ∂∗E1 ∩ ∂
∗E2. Following [4], we also say that X supports the
locality condition if for every pair of sets E1 ⊂ E2 ⊂ X of finite perimeter,
we have θE1(x) = θE2(x) for H-a.e. x ∈ ∂
∗E1 ∩ ∂
∗E2 (the function θE was
defined in (2.7)). In [4, Proposition 6.2], the authors show that the strong
locality condition implies the locality condition. In [28, Theorem 4.10] it was
shown that if the space supports the strong locality condition, then every
pair t1, t2 from the interval (u
∧(x), u∨(x)) satisfies the two equations from
the beginning of this section. However, either locality condition can fail in
a metric space, even one with a doubling measure supporting a Poincare´
inequality. Consider the space from Example 5.1. The sets
E1 := {x1 > 0}, E2 := {x1 > 0} ∪ {x2 > 0}
are easily seen to be of finite perimeter, and ∂∗E1 = ∂
∗E2 = {0}, that is, the
measure theoretic boundaries only contain the origin. We have H({0}) = 2.
The strong locality condition fails at the origin, since
lim
r→0+
µ(B(0, r) ∩ (E2 \E1))
µ(B(0, r))
= lim
r→0+
µ(B(0, r) ∩ {x2 > 0})
µ(B(0, r))
=
1
4
.
In addition, we see that P (E1, X) = 1, since we can take approximating
Lipschitz functions with support in {x1 > 0}. But this does not work for
E2, and so we get P (E2, X) = 2. On the other hand, obviously H(∂
∗E1) =
H(∂∗E2), because both sets consist of the same point. Thus θE1(0) = 1/2
but θE2(0) = 1, and the locality condition fails as well.
Recall the definition of γ > 0 from (2.6), the definition n = ⌊1/γ⌋, and the
definition of the functions ul (defined also below) for u ∈ BV(X) from (2.10).
Denote by n(x) the number of distinct values ul(x), l ∈ {1, . . . , n}. Also, for
u ∈ BV(X), x ∈ X , and δ > 0, we denote
Aδl (x) := [u
l−1(x) + δ, ul+1(x)− δ], l = 2, . . . , n(x)− 1,
Aδ1(x) := (−∞, u
2(x)− δ], Aδn(x)(x) := [u
n(x)−1(x) + δ,∞).
(5.1)
Theorem 5.3. Let u ∈ BV(X). Then for H-a.e. x ∈ Su, the following two
properties hold: −∞ < u1(x) < . . . < un(x)(x) <∞, and
lim
r→0+
∫
B(x,r)∩{u∈Aδl (x)}
|u− ul(x)|Q/(Q−1) dµ = 0 (5.2)
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for each l = 1, . . . , n(x), and every
0 < δ ≤ min{uj+1(x)− uj(x), j = 1, . . . , n(x)− 1}/2.
For l = 2, . . . , n(x)− 1, we can in fact replace Q/(Q− 1) with any q > 0.
Proof. This is a generalization of results in [28]. Denote, for brevity, the
super-level sets of u by Et := {u > t}, t ∈ R. By the coarea formula (2.3),
there is a countable dense set T ⊂ R such that for every t ∈ T , the set Et is
of finite perimeter. Let
N :=
⋃
t∈T
∂∗Et \ ΣγEt
and
N˜ :=
⋃
s,t∈T : s<t
∂∗(Es \ Et) \ Σγ(Es \ Et).
Recalling (2.6), and since the sets Es\Et, s, t ∈ T , are also of finite perimeter
by [31, Proposition 4.7], we have H(N ∪ N˜) = 0.
Fix x ∈ Su \ (N ∪ N˜). By discarding another H-negligible set, we can
assume that u∧(x), u∨(x) are finite, see [24, Lemma 3.2]. Set u1(x) = u∧(x),
and define inductively for l = 2, . . . , n− 1 = ⌊1/γ⌋ − 1
ul(x) := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {ul−1(x) + ε < u < t})
µ(B(x, r))
= 0 ∀ ε > 0
}
provided ul−1(x) < u∨(x), and otherwise set ul(x) := u∨(x). We also set
un(x) := u∨(x). Fix l and suppose that ul(x) < u∨(x). We can find ti ∈ T
with ul(x) < ti < u
∨(x) for each i ∈ N such that ti ց u
l(x) as i→∞. Then
whenever ∂∗{ti+1 ≤ u < ti} has density 1 at x or x ∈ ∂
∗{ti+1 ≤ u < ti}, we
must have
lim inf
r→0+
µ({ti+1 ≤ u < ti} ∩B(x, r))
µ(B(x, r))
≥ γ.
By the choice of n, this can happen only for at most n number of indices i
(because the sets {ti+1 ≤ u < ti} are pairwise disjoint). It follows that for
sufficiently large i, the sets {ti+1 ≤ u < ti} have density 0 at x. Thus if
ul(x) < u∨(x), necessarily ul+1(x) > ul(x). Thus un(x)(x) = un(x).
By the definition of the functions ul, we have
lim sup
r→0+
µ(B(x, r) ∩ {ul(x)− ε < u < ul(x) + ε})
µ(B(x, r))
> 0
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for every ε > 0 and all l = 1, 2, . . . , n. Since x /∈ N˜ , we have in fact
lim inf
r→0+
µ(B(x, r) ∩ {ul(x)− ε < u < ul(x) + ε})
µ(B(x, r))
≥ γ. (5.3)
Now, if for
α := sup
{
t ∈ R : lim
r→0+
µ(B(x, r) ∩ {un(x)−1(x) + ε < u < t})
µ(B(x, r))
= 0 ∀ ε > 0
}
we have α < un(x)(x) = un(x), then necessarily n(x) = n, and as above, we
can conclude that for every ε > 0, the set {α − ε < u < α + ε} has lower
density at least γ at x. Moreover, as the sets {α − ε < u < α + ε} and
{ul(x)− ε < u < ul(x) + ε}, l = 1, . . . , n are all disjoint for small enough ε,
this contradicts the definition n = ⌊1/γ⌋. Thus α = un(x)(x).
For l = 1, . . . , n(x), we note that by the definition of the numbers ul(x)
and the fact that α = un(x)(x), the set
{u ∈ Aδl (x)} \ {u
l(x)− ε < u < ul(x) + ε}
has density 0 at x for any ε > 0, and this together with (5.3) implies for any
l = 2, . . . , n(x)− 1 and q > 0 that
lim
r→0+
1
µ(B(x, r))
∫
B(x,r)∩{u∈Aδl (x)}
|u− ul(x)|q dµ = 0.
By combining this with (5.3), we get (5.2). The cases l = 1 and l = n(x)
require additional computations, since we integrate over sets where u may be
unbounded, but these cases were already covered in [28, Theorem 4.3].
Thus we have a rather complete measure theoretic description of the
behavior of a BV function in its jump set: at H-almost every point x ∈ Su,
the space X can be partitioned into at most ⌊1/γ⌋ sets such that in each
set, u converges in a Lebesgue point sense to a real number in the interval
[u∧(x), u∨(x)]. Note that in Example 5.1, we have γ = 1/4.
Proposition 5.4. Let u ∈ BV(X) and let ε > 0. Then there exists G ⊂ X
with Cap1(G) < ε such that if yk → x with yk ∈ X \G and x ∈ Su \G, then
min
l2∈{1,...,n}
|ul1(yk)− u
l2(x)| → 0 (5.4)
for every l1 = 1, . . . , n.
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Proof. For x ∈ X , set
δ(x) := min{ul+1(x)− ul(x), l = 1, . . . , n(x)− 1}/2.
We divide the proof into two steps.
Step 1. First assume that we have a compact set H ⊂ Su where n(x) is
constant, the functions −∞ < u1 < . . . < un(x) <∞ are continuous, and
1
µ(B(x, r))
∫
B(x,r)∩{u∈A
δ(x)/8
l (x)}
|u− ul(x)| dµ→ 0 as r → 0 (5.5)
uniformly in the set H for every l = 1, . . . , n(x).
We will demonstrate that there is a set G˜ ⊂ X with Cap1(G˜) < ε such
that whenever yk → x with yk ∈ X \ (H ∪ G˜), x ∈ H , and u
l1(yk) ∈ A
δ(x)
l2
(x)
for given l1 ∈ {1, . . . , n} and l2 ∈ {1, . . . , n(x)}, then
lim
k→∞
|ul1(yk)− u
l2(x)| = 0. (5.6)
In other words, we have continuity up to the jump set as long as we approach
it from a specific ”side”, more precisely a specific level set of u.
For p ∈ N, let
Ap := {x ∈ X : 2
−p−1 ≤ dist(x,H) < 2−p}.
Since ‖Du‖(X) is finite and the sets Ap are pairwise disjoint, we have∑
p∈N
‖Du‖(Ap) <∞.
It follows that for each j ∈ N there exists Nj ∈ N such that∑
p≥Nj
‖Du‖(Ap) ≤ 4
−jε.
We can choose j 7→ Nj to be strictly increasing. We set ap := 2
−j for
Nj < p ≤ Nj+1, so that ap → 0 as p→∞. Now
∑
p≥N1+1
‖Du‖(Ap−1)
ap
=
∑
j∈N
Nj+1∑
p=Nj+1
2j‖Du‖(Ap−1) ≤
∑
j∈N
2−jε = ε. (5.7)
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Let
Gp :=
{
z ∈ Ap : ∃ 0 < rz < 2
−p−2/λ s.t.
∫
B(z,rz)
|u− uB(z,rz)| dµ > ap
}
.
Pick p ≥ 2 and take a cover {B(z, λrz)}z∈Gp of Gp. By the 5-covering theo-
rem, we can select a countable disjoint subcollection {λBj = B(zj , λrj)}j∈N
such that the balls 5λBj cover Gp. For each j ∈ N, we have by the Poincare´
inequality
ap <
∫
Bj
|u− uBj | dµ ≤ Crj
‖Du‖(λBj)
µ(Bj)
.
Since all the radii necessarily satisfy 5λrj ≤ 1,
Cap1(Gp) ≤ CH1(Gp) ≤ C
∑
j∈N
µ(5λBj)
5λrj
≤ C
∑
j∈N
µ(Bj)
rj
≤ C
∑
j∈N
‖Du‖(λBj)
ap
≤
C
ap
‖Du‖(Ap−1 ∪Ap ∪ Ap+1).
In the last inequality we used the fact that the balls λBj are disjoint. Defining
G :=
⋃
p≥N1+1
Gp, we have by (5.7)
Cap1(G) ≤
∑
p≥N1+1
Cap1(Gp) ≤ C
∑
p≥N1+1
‖Du‖(Ap−1)
ap
≤ Cε.
We need to prove an analog of Proposition 3.7, this time not for u˜ but
for the functions ul. For each m ∈ N, set Wm :=
⋃∞
p=mAp, and apply
Corollary 3.6 with U = Wm and κ = κm ց 0 to obtain a function w
m ∈
BV(X). By the proof of Theorem 3.5, we can assume that the scale of the
corresponding Whitney type coverings is fixed with R = 1. Fix m ≥ N1 + 1.
Consider a sequence yk → x with yk ∈ X \ (H ∪ G) and x ∈ H , such
that for a fixed l2 ∈ {1, . . . , n(x)}, w
m(yk) ∈ A
δ(x)/2
l2
(x) for each k ∈ N. For
each yk let xk ∈ H such that d(yk, xk) = dist(yk, H). Clearly d(yk, xk) → 0
as k → ∞, and thus also d(xk, x) → 0, whence u
l2(xk) → u
l2(x). Thus we
need to show that |wm(yk)− u
l2(xk)| → 0 as k →∞.
Define Bk := B(yk, dist(yk, H)/4λ) for each k ∈ N, and then fix yk ∈
Wm+2. According to the proof of Theorem 3.5, w
m = limi→∞wi for discrete
convolutions
wi =
∑
j∈N
uBijφ
i
j
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defined in open sets Ui ⊂Wm, i ∈ N, at scale R = 1. For large enough i ∈ N
so that
Ui ⊃Wm+1 ∩ {z ∈ X : dist(z,H) ≥ dist(yk, H)/2} ,
we have for all 2Bij ∋ yk that B
i
j ⊂ Bk with radii comparable to dist(yk, H).
Thus
|wi(yk)− uBk | ≤
∑
j∈N
|φij(yk)||uBij − uBk |
=
∑
j∈N,2Bij∋yk
|φij(yk)||uBij − uBk |
≤ C0
∫
Bij
|u− uBk | dµ
≤ C
∫
Bk
|u− uBk | dµ.
By taking the limit i→∞, we get
|wm(yk)− uBk | ≤ C
∫
Bk
|u− uBk | dµ ≤ Cap, (5.8)
where p ∈ N is such that yk ∈ Ap \ Gp. As k → ∞ we have p → ∞, and so
ap → 0. Hence uBk ∈ A
δ(x)/3
l2
(x) for large k, and
µ(Bk ∩ {u /∈ A
δ(x)/4
l2
(x)})
µ(Bk)
≤
12
δ(x)
∫
Bk
|u− uBk | dµ→ 0 (5.9)
as k →∞. Therefore
|u
Bk∩{u∈A
δ(x)/4
l2
(x)}
− uBk | ≤
∫
Bk∩{u∈A
δ(x)/4
l2
(x)}
|u− uBk | dµ
≤
µ(Bk)
µ(Bk ∩ {u ∈ A
δ(x)/4
l2
(x)})
∫
Bk
|u− uBk | dµ
→ 0
(5.10)
as k →∞. Now we can estimate
|wm(yk)−u
l2(xk)| ≤ |w
m(yk)− uBk |
+ |uBk − uBk∩{u∈Aδ(x)/4l2 (x)}
|+ |u
Bk∩{u∈A
δ(x)/4
l2
(x)}
− ul2(xk)|.
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Here the first term converges to 0 as k → ∞ by (5.8), and the second term
converges to 0 by (5.10). For large enough k, by (5.9) we have µ(Bk ∩
{u ∈ A
δ(x)/4
l2
(x)})/µ(Bk) ≥ 1/2, so that also Cµ(Bk ∩ {u ∈ A
δ(x)/4
l2
(x)}) ≥
µ(B(xk, 2d(yk, xk))), and by the continuity of the functions u
l in H we have
|ul(xk)−u
l(x)| < δ(x)/10 for all l = 1, . . . , n. Thus the third term is at most∫
Bk∩{u∈A
δ(x)/4
l2
(x)}
|u− ul2(xk)| dµ
≤
C
µ(B(xk, 2d(yk, xk)))
∫
B(xk ,2d(yk,xk))∩{u∈A
δ(x)/4
l2
(x)}
|u− ul2(xk)| dµ
≤
C
µ(B(xk, 2d(yk, xk)))
∫
B(xk ,2d(yk,xk))∩{u∈A
δ(xk)/8
l2
(xk)}
|u− ul2(xk)| dµ,
which converges to 0 by (5.5). It follows that |wm(yk) − u
l2(xk)| → 0 as
k → ∞, and since we had ul2(xk) → u
l2(x), we have wm(yk) → u
l2(x) as
k →∞.
By Corollary 3.6 we know that wm → u in BV(X) as m→∞, and so by
Lemma 4.2 and by picking a subsequence, if necessary, there exists F ⊂ X
with Cap1(F ) < ε such that for some sequence αm ց 0, |(w
m)∧ − u∧| ≤ αm
and |(wm)∨ − u∨| ≤ αm in X \ F for any m ∈ N. But (w
m)∧ = (wm)∨ = w˜m
in Wm, and so
|w˜m − ul| ≤ αm (5.11)
in Wm \ F for any l = 1, . . . , n and m ∈ N. Take a sequence yk → x with
yk ∈ X \ (F ∪G∪H), x ∈ H , and u
l1(yk) ∈ A
δ(x)
l2
(x) for given l1 ∈ {1, . . . , n}
and l2 ∈ {1, . . . , n(x)}. Then for sufficiently large m ∈ N, by (5.11) we have
w˜m(yk) ∈ A
δ(x)/2
l2
(x) for k large enough such that yk ∈ Wm, so that
lim sup
k→∞
|ul1(yk)− u
l2(x)|
≤ lim sup
k→∞
|ul1(yk)− w˜m(yk)|+ lim sup
k→∞
|w˜m(yk)− u
l2(x)|
≤ αm.
Thus we have (5.6).
Step 2. Now we consider the general case. Partition the Borel set Su into
sets Sp, p = 1, . . . , n, in which n(x) = p for all x ∈ Sp. Since
Sp = {u
1 < . . . < up−1 = up < u∨} ∪ {u1 < . . . < up−1 < up = u∨},
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each Sp is a Borel set. (Note that the set {u
1 < . . . < up−1 = up < u∨} is of
1-capacity zero, by the proof of Theorem 5.3.)
For each i ∈ N, pick compact sets Kip ⊂ Sp such that for Hi :=
⋃n
p=1K
i
p
we have ‖Du‖(Su \ Hi) < 2
−iε. By Lusin’s theorem, we can assume that
each ul is continuous in Hi, and by Theorem 5.3 and Egorov’s theorem we
can assume that for every x ∈ Hi, −∞ < u
1(x) < . . . < un(x)(x) <∞ with
1
µ(B(x, r))
∫
B(x,r)∩{u∈A
δ(x)/8
l (x)}
|u− ul(x)| dµ→ 0 as r → 0 (5.12)
uniformly in Hi for every l = 1, . . . , n(x).
For any of the sets Kip, we are now in the situation described in Step 1.
Therefore for each i ∈ N there is a set Gi with Cap1(Gi) < 2
−iε such that
we have the following. Let yk → x with yk ∈ X \ (K
i
p ∪ Gi), x ∈ K
i
p, and
ul1(yk) ∈ A
δ(x)
l2
(x) for some l1 ∈ {1, . . . , n} and l2 ∈ {1, . . . , n(x) = p}. Then
ul1(yk)→ u
l2(x) (5.13)
by Step 1. Moreover,
‖Du‖
(
Su \
⋃
i∈N
Hi
)
= 0,
so that by (2.11),
H
(
Su \
⋃
i∈N
Hi
)
= 0.
Define
G :=
⋃
i∈N
Gi ∪
(
Su \
⋃
i∈N
Hi
)
∪ {|u∧| =∞} ∪ {|u∨| =∞}.
Then Cap1(G) < ε. Let yk → x with yk ∈ X \G, x ∈ Su \ G, and u
l1(yk) ∈
A
δ(x)
l2
(x) for some l1 ∈ {1, . . . , n} and l2 ∈ {1, . . . , n(x)}. Note that x ∈ Hi
for some i ∈ N. If yk ∈ Hi, then by the continuity of the functions u
l in Hi
we have ul1(yk) → u
l1(x), and since ul1(yk) ∈ A
δ(x)
l2
(x), we necessarily have
l1 = l2 and thus u
l1(yk) → u
l2(x). On the other hand, if yk ∈ X \Hi, then
ul1(yk)→ u
l2(x) by (5.13).
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This immediately implies (5.4), since we have
n(x)⋃
l2=1
A
δ(x)
l2
(x) = R
at every x ∈ X \G.
By combining Proposition 4.7 and Proposition 5.4 with the fact that Cap1
is an outer capacity as noted in Remark 4.1, Theorem 1.1 is proved.
Example 5.5. It is not true that by discarding a suitable set of small capac-
ity G, we would have that ul|Su\G is continuous for each l. Consider X = R
with the Euclidean distance and the 1-dimensional Lebesgue measure, and
set
u := χ[−1,0] +
∑
i∈N
2−iχ(2−i−1,2−i].
Then u∨(2−i−1) = 2−i 6→ 1 = u∨(0) as i → ∞. Moreover, the 1-capacity of
every point is 2, so the only set of 1-capacity smaller than 2 is the empty set.
6 Application to sets of finite perimeter
In this section we will discuss the implications of Theorem 1.1 for sets of
finite perimeter. Federer’s structure theorem states that a set E ⊂ Rn is of
finite perimeter if and only if H(∂∗E) is finite, see [13, Section 4.5.11]. In
a complete metric space X with a doubling measure that supports a (1, 1)-
Poincare´ inequality, the “only if” direction has been shown by Ambrosio,
see (2.7). The “if” direction was shown for a certain class of metric measure
spaces in [27], but remains open in general. As part of the proof of the
“if” direction it is usually shown that the collection of lines parallel to the
coordinate axes in Rn, which pass from the measure theoretic interior of E
to the measure theoretic exterior of E but do not intersect ∂∗E, must have 1-
modulus zero, see for example the proof in [12, p. 222]. In this section we will
prove a similar result in the metric setting, provided we know that E ⊂ X is
of finite perimeter. We also give a partial converse, namely that if E is a µ-
measurable set with H(∂∗E) finite and the 1-modulus of curves intersecting
both the measure theoretic interior of E and the measure theoretic exterior of
E without intersecting ∂∗E in between is zero, then E is of finite perimeter.
(A related partial generalization was previously considered in [26].)
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The measure theoretic interior I(E) and the measure theoretic exterior
E(E) of a µ-measurable set E ⊂ X are defined as follows:
I(E) :=
{
x ∈ X : lim
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
= 1
}
and
E(E) :=
{
x ∈ X : lim
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
= 0
}
.
Clearly ∂∗E = X \ [I(E) ∪ E(E)]. Let u = χE . Observe that x ∈ I(E)
means that u∨(x) = u∧(x) = 1, x ∈ E(E) means that u∨(x) = u∧(x) = 0,
and x ∈ ∂∗E means that u∨(x) = 1 and u∧(x) = 0, i.e. x ∈ Su.
First we note that some sets of finite perimeter, such as the enlarged
rationals, can exhibit bizarre behavior that demonstrates the necessity of
excluding a set G in Theorem 1.1.
Example 6.1. Let {qi}i∈N be an enumeration of Q×Q ⊂ R
2, and define
E :=
⋃
i∈N
B(qi, 2
−i).
Clearly L2(E) ≤ 2π, and χE = limj χEj , where Ej :=
⋃j
i=1B(qi, 2
−i),
the limit occurring in L1(R2). Since P (Ej,R
2) ≤ 2π
∑j
i=1 2
−i, we have
P (E,R2) < ∞, so that also H(∂∗E) < ∞. However, ∂E = R2 \ E. Thus,
denoting u := χE, for every Lebesgue point x ∈ X \E there exists a sequence
yk → x with yk ∈ E such that
u∧(yk) = u
∨(yk) = 1 6→ 0 = u
∧(x) = u∨(x),
so that the conclusion of Theorem 1.1 fails with the choice G = ∅. On the
other hand, given ε > 0, by choosing G :=
⋃∞
i=k B(qi, 2
−i) (or a slightly larger
open set) with large enough k we have that the conclusion of Theorem 1.1
holds.
Denote the 2-dimensional Lebesgue measure by L2. For every Lebesgue
point x ∈ R2 \ E and every r > 0 we have
0 <
L2(B(x, r) ∩ E)
L2(B(x, r))
< 1,
and so P (E,B(x, λr)) > 0 by the Poincare´ inequality (2.4). Now by (2.7)
we must have H(∂∗E ∩B(x, λr)) > 0, and so ∂∗E = R2 \ E.
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This example demonstrates that the measure theoretic boundary of a set
of finite perimeter need not be closed, that it can be much smaller than the
topological boundary, and that the conclusion of Theorem 1.1 can fail in a
very large set if we choose G = ∅. However, from Theorem 1.1, by removing
a suitable set G of small capacity, both the topological and measure theoretic
boundaries of a set of finite perimeter become very reasonably behaved. For
A,E ⊂ X , let us denote by ∂AE the boundary of E ∩ A in the subspace
topology of A.
Proposition 6.2. Let E ⊂ X be a set of finite perimeter. For ε > 0 let
G ⊂ X be an open set provided by Theorem 1.1, with Cap1(G) < ε. Then
∂X\GI(E) ⊂ ∂
∗E \G, (6.1)
and both ∂X\GI(E) and ∂
∗E \G are closed subsets of X.
Proof. If x ∈ ∂X\GI(E), there are sequences yi in I(E) \ G converging to x
and zi in X \ (I(E)∪G) also converging to x. Set u := χE. Then u
∧(yi) = 1
and u∧(zi) = 0 (note that we have either zi ∈ E(E) or zi ∈ ∂
∗E). Thus by
Theorem 1.1, we must have u∧(x) = 0 and u∨(x) = 1, that is, x ∈ ∂∗E.
Now we show that ∂∗E \ G is closed in X \ G. If xi ∈ ∂
∗E \ G with
xi → x ∈ X \ G, then u
∧(xi) = 0 and u
∨(xi) = 1 for all i ∈ N, so again by
Theorem 1.1 we have u∧(x) = 0 and u∨(x) = 0. Since G is open, the sets
∂X\GI(E) and ∂
∗E \G are closed also in X .
Lemma 6.3. For i ∈ N, let Gi ⊂ X be a nested sequence of sets (that is,
Gi+1 ⊂ Gi) with Cap1(Gi) < 2
−i. Let Γ̂ be the family of non-constant curves
that intersect each Gi. Then Mod1(Γ̂) = 0.
Proof. We will use the following observation in this proof. By [6, Theo-
rem 1.56], every function in N1,1(X) is absolutely continuous on 1-almost
every curve in X .
For each i ∈ N, take ui ∈ N
1,1(X) such that 0 ≤ ui ≤ 1 on X , ui ≥ 1 in
Gi, and ‖ui‖N1,1(X) < 2
−i. The sequence {
∑j
i=1 ui}j∈N is a Cauchy sequence
in N1,1(X), and converges therefore to u :=
∑
i∈N ui ∈ N
1,1(X) (a proof of
the fact that N1,1(X) is a Banach space can be found in [32, 6]). Because
for each i we have Gi+1 ⊂ Gi, we know that u is not bounded on any of the
curves in Γ̂, and it follows that u is not absolutely continuous on any of those
curves. Now by the observation above, the desired conclusion follows.
34
As a consequence of Proposition 6.2 and Lemma 6.3, we have the following
analog of the result used in the proof of Federer’s theorem, in the metric
setting.
Corollary 6.4. Let E ⊂ X be of finite perimeter. Let Γ be the collection of
curves γ in X such that there exist t0, t1 ∈ [0, ℓγ] with t0 < t1 and either
1. γ(t0) ∈ I(E), γ(t1) ∈ E(E) and γ([t0, t1]) ∩ ∂
∗E is empty, or
2. γ(t0) ∈ E(E), γ(t1) ∈ I(E) and γ([t0, t1]) ∩ ∂
∗E is empty.
Then Mod1(Γ) = 0.
Proof. Let u := χE . For each i ∈ N, let Gi be an open set with Cap1(Gi) <
2−i, given by Theorem 1.1. By replacing each Gi with
⋂i
j=1Gj, if necessary,
we may assume that for each i ∈ N, Gi+1 ⊂ Gi. Let γ ∈ Γ. If there exists
i ∈ N such that γ does not intersect Gi, then necessarily γ([t0, t1])∩∂
∗E 6= ∅
according to (6.1). We conclude that γ intersects each set Gi, that is, Γ ⊂ Γ̂,
and Mod1(Γ̂) = 0 by Lemma 6.3.
Now we prove the following result that partially generalizes Federer’s
structure theorem to the metric setting.
Theorem 6.5. Let E ⊂ X be bounded and µ-measurable. Then E is of finite
perimeter if and only if H(∂∗E) is finite and E satisfies the conclusion of
Corollary 6.4.
Proof. One part of the claim follows directly from Corollary 6.4. Thus
it suffices to prove that if E satisfies the conclusion of Corollary 6.4 and
H(∂∗E) < ∞, then E is of finite perimeter. To do so, it suffices to find an
L1-approximation of χE with L
1-bounded weak upper gradients.
Since H(∂∗E) < ∞, for each ε > 0 we can find a cover of ∂∗E by balls
Bi = B(xi, ri), i ∈ N, with radius no more than ε, such that∑
i∈N
µ(Bi)
ri
≤ H(∂∗E) + ε.
For each ball Bi in the cover, we fix a 1/ri-Lipschitz function ui such that
0 ≤ ui ≤ 1 on X , ui = 1 on Bi, and the support of ui is contained in 2Bi.
Now let
uε(x) :=
{
1 if x ∈ I(E),
min{1,
∑
i∈N ui(x)} otherwise.
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Furthermore, let vε(x) := min{1,
∑
i∈N ui(x)}. Note that because E is bounded,
uε ∈ L
1(X). Set
gε :=
∑
i∈N
1
ri
χ2Bi .
Clearly gε is an upper gradient of vε. We will show that gε is an upper
gradient of uε as well. Take a curve γ /∈ Γ with end points x, y, where Γ was
defined in Corollary 6.4. If x, y ∈ X \ I(E), then
|uε(x)− uε(y)| = |vε(x)− vε(y)| ≤
∫
γ
gε ds.
If the end points x, y both lie in I(E), then uε(x) = uε(y), and hence the
upper gradient inequality
|uε(x)− uε(y)| ≤
∫
γ
gε ds (6.2)
is satisfied. If x ∈ I(E) and y ∈ X \ [I(E) ∪
⋃
i∈N 2Bi] ⊂ E(E), then
|uε(x) − uε(y)| = 1, and since γ /∈ Γ, the curve γ intersects ∂
∗E, and so it
intersects Bj for some j and also intersects the complement of 2Bj. Thus∫
γ
gε ds ≥
1
rj
∫
γ
χ2Bj ds ≥
rj
rj
≥ 1.
So again the pair uε, gε satisfies the upper gradient inequality (6.2).
Finally, if x ∈ I(E) and y ∈
⋃
i∈N 2Bi \ I(E), again since γ /∈ Γ, there
is some t0 ∈ [0, ℓγ] such that γ(t0) ∈ ∂
∗E, and thus γ(t0) ∈ Bj for some
j ∈ N. Note that uε(x) = uε(γ(0)) = 1, uε(γ(t0)) = vε(γ(t0)) = 1, and
uε(y) = vε(y). It follows that
|uε(x)− uε(y)| ≤ |uε(γ(0))− uε(γ(t0))|+ |uε(γ(t0))− uε(γ(ℓγ))|
= |vε(γ(t0))− vε(γ(ℓγ))| ≤
∫
γ
gε ds.
Thus in all cases the pair uε, gε satisfies the upper gradient inequality for
1-almost every curve in X . Furthermore,∫
X
gε dµ ≤
∑
i∈N
µ(2Bi)
ri
≤ Cd
∑
i∈N
µ(Bi)
ri
≤ Cd(H(∂
∗E) + ε) <∞.
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It follows that for 0 < ε ≤ 1, uε ∈ N
1,1(X) with 1-weak upper gradients gε
with a bounded L1-norm. Moreover,∫
X
|uε − χE| dµ ≤
∫
X
χ⋃
i∈N 2Bi
dµ ≤
∑
i∈N
µ(2Bi) ≤ ε
∑
i∈N
µ(2Bi)
ri
≤ ε(H(∂∗E) + 1)→ 0
as ε→ 0. It follows that uε → χE in L
1(X), and thus χE ∈ BV(X), that is,
E is of finite perimeter.
7 Strong quasicontinuity
It is known that if the measure on a metric measure space X is doubling
and supports a (1, p)-Poincare´ inequality for some 1 ≤ p < ∞, then Lips-
chitz functions are dense in N1,p(X), see for example [20, Theorem 8.2.1].
Similarly, Lemma 4.3 shows that continuous functions are dense in the space
of BV functions with a H-negligible jump set. On the other hand, from
Proposition 4.5 we know that the restrictions of BV functions with a H-
negligible jump set outside sets of small capacity are continuous, just like the
restrictions of Newton-Sobolev functions.
The concept of strong quasicontinuity essentially combines these two re-
sults: it involves a Lusin-type approximation of a function u by a continuous
function that approximates u simultaneously in the BV (or Newton-Sobolev)
norm and outside a set of small capacity. In [22, Theorem 7.1] such a Lusin-
type approximation result for Newton-Sobolev functions was given. Here we
show strong quasicontinuity for BV functions with a H-negligible jump set.
Note that such BV functions need not be in the Newton-Sobolev class, since
the Cantor part of their variation measure need not be zero.
Lemma 7.1. Let u ∈ BV(X) with H(Su) = 0, and let ε > 0. Then there
exists G ⊂ X with Cap1(G) < ε such that
r
‖Du‖(B(x, r))
µ(B(x, r))
→ 0 as r → 0
uniformly in X \G.
Proof. Given δ > 0, let
A :=
{
x ∈ X : lim sup
r→0+
r
‖Du‖(B(x, r))
µ(B(x, r))
≥ δ
}
.
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By [5, Theorem 2.4.3], we know that ‖Du‖(A) ≥ δH(A). Now by [4, The-
orem 5.3], since ‖Du‖j(X) = 0, we have ‖Du‖(F ) = 0 for any F with
H(F ) <∞, and so we must have ‖Du‖(A) = H(A) = 0. It follows that
H
({
x ∈ X : lim sup
r→0+
r
‖Du‖(B(x, r))
µ(B(x, r))
> 0
})
= 0.
By Egorov’s theorem, we can pick compact sets H1 ⊂ H2 ⊂ . . . and radii
1/5 ≥ r1 ≥ r2 ≥ . . . > 0 such that ‖Du‖(X \Hi) < 2
−iε, and
r
‖Du‖(B(x, r))
µ(B(x, r))
≤
1
C2d i
for all x ∈ Hi and r ∈ (0, 2ri]. Then define for i ∈ N
Gi :={
x ∈ X \Hi : ∃r ∈ (0, ri] s.t. B(x, r) ⊂ X \Hi and r
‖Du‖(B(x, r))
µ(B(x, r))
>
1
i
}
.
Now we show that for all x ∈ X \Gi and r ∈ (0, ri],
r
‖Du‖(B(x, r))
µ(B(x, r))
≤
1
i
. (7.1)
The only case that needs to be checked is when x ∈ X \ (Hi ∪ Gi) and
B(x, r) ∩ Hi 6= ∅ for some r ∈ (0, ri]. Then for any point y ∈ B(x, r) ∩ Hi,
we have
r
‖Du‖(B(x, r))
µ(B(x, r))
≤ C2dr
‖Du‖(B(y, 2r))
µ(B(y, 2r))
≤
1
i
by the definition of the sets Hi.
Fix i ∈ N. From the definition of Gi we get a covering {B(x, r(x))}x∈Gi
of Gi, and by the 5-covering theorem, we obtain a countable collection of
disjoint balls {B(xj , rj)}j∈N such that the balls B(xj , 5rj) cover Gi. Thus
1
2Cd
Cap1(Gi) ≤ H1(Gi) ≤
∑
j∈N
µ(B(xj, 5rj))
5rj
≤ C3d
∑
j∈N
µ(B(xj , rj))
rj
≤ C3d i
∑
j∈N
‖Du‖(B(xj, rj)) ≤ C
3
di‖Du‖(X \Hi).
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Let G :=
⋃
i∈NGi, so that
Cap1(G) ≤
∑
i∈N
Cap1(Gi) ≤ C
∑
i∈N
i‖Du‖(X \Hi) ≤ C
∑
i∈N
i2−iε ≤ Cε.
Moreover, by (7.1), for every x ∈ X \G, i ∈ N, and r ∈ (0, ri] we have
r
‖Du‖(B(x, r))
µ(B(x, r))
≤
1
i
.
Proposition 7.2. Let u ∈ BV(X) with H(Su) = 0, and let ε > 0. Then
there exists G ⊂ X with Cap1(G) < ε such that∫
B(x,r)
|u− u˜(x)| dµ→ 0 as r → 0
locally uniformly in the set X \G.
Proof. Our proof largely follows corresponding proofs concerning Lebesgue
points of Newton-Sobolev functions, see e.g. [23, Theorem 4.1]. First note
that ∫
B(x,r)
|u− u˜(x)| dµ ≤
∫
B(x,r)
|u− uB(x,r)| dµ+ |uB(x,r) − u˜(x)|
≤ Cr
‖Du‖(B(x, λr))
µ(B(x, λr))
+ |uB(x,r) − u˜(x)|.
The first term converges uniformly to zero as r → 0 outside a set F with
Cap1(F ) < ε/2 by Lemma 7.1. So we only need to consider the second term.
By Lemma 4.3, there is a sequence ui ∈ BV(X) ∩ C(X) with
‖ui − u‖BV(X) ≤
2−2i−2γ
C1
ε,
where C1 is the constant from Lemma 2.1, corresponding to the choice R = 1.
For i ∈ N, let
Gi := {x ∈ X : max{|ui(x)− u˜(x)|, M1(ui − u)(x)} > 2
−i}.
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By Lemma 2.1 and the proof of Lemma 4.2, Cap1(Gi) ≤ 2
−i−1ε. Define
G :=
⋃
i∈NGi ∪ F , so that Cap1(G) < ε. Now for x ∈ X \G and r ∈ (0, 1],
|uB(x,r) − u˜(x)| ≤ |uB(x,r) − (ui)B(x,r)|+ |(ui)B(x,r) − ui(x)|+ |ui(x)− u˜(x)|
≤ M1(ui − u)(x) + |(ui)B(x,r) − ui(x)| + |ui(x)− u˜(x)|
≤ 2−i + |(ui)B(x,r) − ui(x)|+ 2
−i
≤ 2−i+1 +
∫
B(x,r)
|ui − ui(x)| dµ.
Fix a ball B(z, r˜), and δ > 0. Picking i sufficiently large, the first term above
is less than δ/2. Then the corresponding function ui is, as a continuous
function, locally uniformly continuous, so that it is uniformly continuous in
B(z, r˜+1). Thus we can pick r > 0 small enough that the second term is less
than δ/2 for every x ∈ B(z, r˜). Since δ > 0 was arbitrary, this establishes
local uniform convergence.
Theorem 7.3. Let u ∈ BV(X) with H(Su) = 0, and let ε > 0. Then there
exists an open set G ⊂ X with Cap1(G) < ε, and w ∈ BV(X) ∩ C(X) such
that w = u˜ in X \G and ‖w − u‖BV(X) < ε.
Proof. By Lusin’s and Egorov’s theorems, we can find an open set F ⊂ X
with ‖Du‖(F ) < ε such that u˜|X\F is continuous and∫
B(x,r)
|u− u˜(x)| dµ→ 0 as r → 0 (7.2)
uniformly in the set X \ F . By Theorem 1.1 and Proposition 7.2 and the
fact that Cap1 is an outer capacity, we can find an open set G˜ ⊂ X with
Cap1(G˜) < ε such that u˜|X\G˜ is continuous and the convergence in (7.2) is
locally uniform in the set X \ G˜. Defining G := G˜∩F , we have Cap1(G) < ε
and ‖Du‖(G) < ε. Apply Corollary 3.6 with U = G and κ = ε to obtain
a function w ∈ BV(X) with ‖w − u‖BV(X) ≤ Cε. Then by Proposition 3.7,
w ∈ C(X) and w = u˜ in X \G.
We say that X supports a strong relative isoperimetric inequality if for
every µ-measurable set E ⊂ X , P (E,X) < ∞ whenever H(∂∗E) < ∞, see
the discussion in Section 6 as well as [22] and [27] for more on this question.
In [22, Theorem 7.1] the following Lusin-type approximation for Newton-
Sobolev functions was given. The authors made the additional assumption
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that the space supports a strong relative isoperimetric inequality, which we
can now remove.
Corollary 7.4. Let 1 ≤ p <∞, u ∈ N1,p(X), and ε > 0. Then there exists
an open set G ⊂ X and w ∈ N1,p(X)∩C(X) such that Capp(G) < ε, w = u˜
in X \G, and ‖w − u‖N1,p(X) < ε.
Proof. When p = 1, this is a special case of Theorem 7.3, since ‖w −
u‖N1,1(X) ≤ C‖w − u‖BV(X), see [17, Theorem 4.6]. The case 1 < p <∞ fol-
lows by suitably adapting Theorem 3.1 (see [22, Theorem 1.1]), Theorem 3.5,
Proposition 3.7 (the same proof applies), and Proposition 7.2, combined with
the p-quasicontinuity of u ∈ N1,p(X).
In this section so far, we have only dealt with BV functions with a H-
negligible jump set. A strong version of our quasicontinuity-type result,
Theorem 1.1, would be the following. Note that below we require (7.3) to
hold everywhere, not just outside a set of small capacity.
Open Problem. Let u ∈ BV(X) and let ε > 0. Then there exists an open
set G ⊂ X with Cap1(G) < ε, and w ∈ BV(X) such that w
l = ul in X \ G
for all l = 1, . . . , n, ‖w − u‖BV(X) < ε, and whenever yk → x ∈ X ,
min
l2∈{1,...,n}
|wl1(yk)− w
l2(x)| → 0 (7.3)
for each l1 = 1, . . . , n.
Though we can pick a set G as in Theorem 1.1, it is not obvious how
the function w should be defined in G to ensure that (7.3) holds. On the
other hand, we do get the following Lusin-type approximation for general
BV functions.
Theorem 7.5. Let u ∈ BV(X) and ε > 0. Then for any open set W ⊃ Su
there exists an open set V ⊃ W with Cap1(V \ W ) < ε, and a function
v ∈ BV(X) ∩ C(X) with v = u˜ in X \ V and
‖v − u‖L1(X) ≤ ε, ‖D(v − u)‖(X) ≤ C‖Du‖
j(X) + ε. (7.4)
For example, we can require W and hence V to have µ-measure less than
ε. This theorem also gives better control of ‖D(v−u)‖(X) than a Lusin-type
approximation by a Lipschitz function given in [24, Proposition 4.3], but on
the downside, we only get an approximation by a continuous function.
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Proof. By making W smaller, if necessary, we can assume that ‖Du‖(W ) ≤
‖Du‖(Su) + ε. Apply Corollary 3.6 with U = W and κ = ε/2 to obtain a
function w ∈ BV(X) with w = u in X \W , ‖w − u‖L1(X) ≤ ε/2, and
‖D(w − u)‖(X) = ‖D(w − u)‖(W ) ≤ C‖Du‖(W ) ≤ C‖Du‖(Su) + Cε.
Note that by (3.10), we have in fact w∧ = w∨ = u˜ in X \ (W ∪ N˜), for
some H-negligible set N˜ ⊂ X . By Remark 4.1, there exists an open set
N ⊃ N˜ with Cap1(N) < ε/2. Furthermore, H(Sw) = 0, so that we can
apply Theorem 7.3 to get an open set G ⊂ X with Cap1(G) < ε/2 and a
function v ∈ BV(X) ∩ C(X) with v = w˜ in X \G and ‖v − w‖BV(X) ≤ ε/2.
Thus for V := W ∪N ∪G we have v = u˜ in X \ V , ‖v − u‖L1(X) ≤ ε, and
‖D(v − u)‖(X) ≤ C‖Du‖(Su) + Cε = C‖Du‖
j(X) + Cε.
If X supports a strong relative isoperimetric inequality, we can use the
proposition below instead of Corollary 3.6 in the proof of Theorem 7.5, and
then we will get (7.4) with the constant C = 2 + ε.
Proposition 7.6 ([29, Corollary 6.7]). Let U ⊂ X be an open set, and
let u ∈ BV(U). Assume either that the space supports a strong relative
isoperimetric inequality, or that H(∂U) < ∞. Then there exist functions
v˘i ∈ Liploc(U), i ∈ N, with v˘i → u in L
1(U), ‖Dv˘i‖(U) → ‖Du‖(U), and
such that the functions
hi :=
{
v˘i − u in U,
0 in X \ U,
satisfy hi ∈ BV(X) with ‖Dhi‖(X \ U) = 0.
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