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Abstract
Nonparametric estimation of a mixing distribution based on data coming from
a mixture model is a challenging problem. Beyond estimation, there is interest in
uncertainty quantification, e.g., confidence intervals for features of the mixing dis-
tribution. This paper focuses on estimation via the predictive recursion algorithm,
and here we take advantage of this estimator’s seemingly undesirable dependence
on the data ordering to obtain a permutation-based approximation of the sampling
distribution which can be used to quantify uncertainty. Theoretical and numerical
results confirm that the proposed method leads to valid confidence intervals, at
least approximately.
Keywords and phrases: Confidence interval; density estimation; mixture model;
nonparametric; predictive recursion.
1 Introduction
At a high-level, statistical analysis aims to separate signal from noise, and one of the
more challenging problems is deconvolution or, more generally, estimation of a mixing
distribution based on samples from the mixture. Suppose that data Y n = (Y1, . . . , Yn)
are independent and identically distributed from a density f with respect to Lebesgue
measure on Y, which we model as a mixture
f(y) =
∫
X
k(y | x) p(x)µ(dx), y ∈ Y, (1)
where k is a known kernel, i.e., y 7→ k(y | x) is a density on Y for each x ∈ X, and p is a
unknown mixing density with respect to a known σ-finite measure µ on X. Alternatively,
one can view this model hierarchically by assuming that X1, . . . , Xn are independent
and identically distributed from p, and Yi, given Xi, are independently distributed from
k(y | Xi), i = 1, . . . , n. So if we think of X1, . . . , Xn as “signals” with distribution p, and
Yi the version corrupted by noise, then our goal—inference about p based on data from
model (1)—can be viewed as separation of signal from noise.
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Often, p is assumed to be discrete with finitely many points in X. For these so-called
finite mixture models, standard modes of inference can be applied. For example, when
the number of support points of p is known, there is a likelihood function with relatively
simple form that can be optimized, often using the EM algorithm (Dempster et al 1977;
Teel et al. 2015), to produce the corresponding maximum likelihood estimator, to which
the classical asymptotic distribution theory applies (e.g., Redner and Walker 1984); for
a comprehensive treatment, see McLachlan and Peel (2000). Similarly, with this same
likelihood and a corresponding prior distribution for p, one can apply an EM-like data-
augmentation strategy (e.g., van Dyk and Meng 2001) to carry out a Bayesian analysis.
In the more realistic scenario where the number of components in the finite mixture model
is unknown, those methods described above can be modified by introducing a penalty
term or a prior distribution on the number of mixture components, as in Leroux (1992)
and Richard and Green (1997).
For the case considered here, where p is a smooth mixing density, a number of methods
for nonparametric estimation have appeared in the literature. When k(y | x) = k(y − x)
is a location-shift kernel, so that the mixture density is just a convolution, estimation of
p is referred to as deconvolution, a case that has been studied in Fan (1991), Stefanski
and Carroll (1990), and Zhang (1990). For general mixtures, there are a variety of
different approaches. Maximizing the likelihood will almost surely produce a discrete
estimate of the mixing distribution (Lindsay 1995), which is not a satisfactory estimate
of a smooth mixing density. Various approaches aim to smooth the discrete nonparametric
maximum likelihood estimator, either directly (e.g., Eggermont and LaRiccia 1995) or by
introducing a smoothness penalty (e.g., Liu et all 2009). Chae et al (2018) investigate
an iterative algorithm that generates a sequence of smooth mixing density estimates that
converge to the nonparametric maximum likelihood estimator. Another interesting and
related method, which is the focus of the present paper, is that based on the predictive
recursion algorithm first described in Newton et al. (1998), Newton and Zhang (1999),
and Newton (2002), with extensions and theoretical properties developed in Ghosh and
Tokdar (2006), Martin and Ghosh (2008), Tokdar et al. (2009), and Martin and Tokdar
(2009, 2011, 2012); for a recent review of these developments, see Martin (2018).
Beyond estimation, a goal is to quantify uncertainty about the mixing density p and,
for this, the literature is scarce. The work that has been done is as listed below. Bis-
sanz et al (2007) discuss asymptotic and bootstrap confidence bands for deconvolution
problems, building on ideas first presented in Bickel and Rosenblatt (1973). Link and
Sauer (1995) discuss empirical Bayes estimation of an empirical mixing distribution with
emphasis on construction of interval estimates, using the nonparametric maximum likeli-
hood estimator. Fortini and Petrone (2019) have developed asymptotically approximate
credible intervals for the cumulative distribution function based on a quasi-Bayesian in-
terpretation of the predictive recursion algorithm.
A seemingly undesirable feature of the predictive recursion estimator is that it de-
pends on the order in which the data is processed. In particular, this means that the
estimator is not a function of the sufficient statistic—which, in this setting, is the empir-
ical distribution—and, hence, the estimator cannot be Bayesian. In previous literature
on predictive recursion, the focus has been on reducing its dependence on the order.
For example, Newton (2002) suggested elimination of the order-dependence by averag-
ing the estimators over a number of randomly chosen permutations; see Tokdar et al.
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(2009) for details. The idea in the present paper is to leverage predictive recursion’s
order-dependence for the purpose of uncertainty quantification. Specifically, we propose
to generate multiple copies of the predictive recursion estimator by permuting the data
sequence, and then use this permutation-based distribution as an approximation of the
estimator’s sampling distribution. After a review of the predictive recursion estimator
and its properties in Section 2, we show in Section 3 that, for a given feature of the mixing
distribution, the estimator’s sampling distribution variance can be approximately unbi-
asedly estimated by the corresponding permutation-based distribution variance. Being
able to accurately estimate the spread of the relevant sampling distribution immediately
suggests using the same permutation distribution quantiles as an approximate confidence
interval for that mixing distribution feature. Numerical results presented in Section 4 re-
veal that this permutation-based approach gives approximately valid confidence intervals
in finite samples across a range of mixture models and for various features of the mixing
distribution, including the density function at a point.
2 Predictive recursion
Recall that we observe independent data Y n = (Y1, . . . , Yn) from the mixture in (1), and
the goal is to estimate the mixing density p. The following predictive recursion algorithm
returns a computationally efficient nonparametric estimator of p.
Predictive Recursion Algorithm. Start with an initial estimate p0 of the mixing density
and a sequence of weights {wi : i ≥ 1} ⊂ (0, 1). Using the observations Y1, . . . , Yn from
the mixture model, in that order, compute
pi(x) = (1− wi) pi−1(x) + wi k(Yi | x)pi−1(x)
fi−1(Yi)
, i = 1, . . . , n, (2)
where fi−1(y) =
∫
k(y | x)pi−1(x)µ(dx) is the mixture corresponding to pi−1. Finally,
return pn and fn = fpn as the estimates of p and f , respectively.
An interesting observation is that, if p0 is a smooth density with respect to the measure
µ, then the output, pn, of the predictive recursion algorithm will also be a smooth density.
Compare this to the nonparametric MLE which is almost surely discrete, regardless of
the smoothness of p in (1). Therefore, there is no need for post hoc smoothing of the
predictive recursion estimator. And the ability to specify the dominating measure in
the predictive recursion algorithm proved to be a useful property in the multiple testing
application considered in Martin and Tokdar (2012).
Aside from estimating the mixing density itself, one can readily estimate various
features of the mixing distribution. That is, if ψ is a suitable function, then
∫
ψ p dµ can
be estimated by
∫
ψ pn dµ. For example, we can estimate the mixing distribution function
at a point x0 by taking ψ to be the indicator function corresponding to (−∞, x0].
Asymptotic convergence properties of the predictive recursion estimator were inves-
tigated in Tokdar et al. (2009) and Martin and Tokdar (2009). To summarize, under
suitable tail conditions on the kernel, if p is identifiable from the mixture model (1) and
if the weights (wi) in the predictive recursion algorithm satisfy
∞∑
i=1
wi =∞ and
∞∑
i=1
w2i <∞,
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then pn converges to p almost surely in the weak topology, that is, if ψ : X → R is a
bounded and continuous function, then
∫
ψ pn dµ→
∫
ψ p dµ almost surely.
3 Leveraging order-dependence
It is clear from (2) that pn depends on the order in which the data are processed. However,
since the data are assumed to be independent and identically distributed, the ordering
should be irrelevant. To alleviate predictive recursion’s seemingly undesirable order-
dependence, Newton (2002) and others have suggested to average the final estimate, pn,
over a number of randomly chosen permutations of the data sequence. Tokdar et al.
(2009) describe this as a sort of Rao–Blackwellization, replacing pn by a Monte Carlo
approximation of its conditional expectation given the order statistics. Here, instead of
trying to remove predictive recursion’s order-dependence, we propose to leverage it for
the purpose of uncertainty quantification.
Let Sn denote the permutation group on integers {1, 2, . . . , n}, i.e., the set of all
bijections from {1, 2, . . . , n} to itself. If pn is the predictive recursion estimator based
on data (Y1, . . . , Yn), in its given order, write p
s
n for the corresponding estimator based
on the data Ys(1), . . . , Ys(n), permuted according to s ∈ Sn. If ψ is a suitable function,
write Ψn =
∫
ψ pn dµ and Ψ
s
n =
∫
ψ psn dµ as the estimators of Ψ =
∫
ψ p dµ based on the
original and permuted data, respectively.
Our proposal is to approximate the sampling distribution of Ψn, as a function of Y
n
sampled from the mixture in (1), by the distribution of ΨSn, for fixed Y
n, as a function
of S ∼ Unif(Sn). The justification for our claim that this provides an accurate approxi-
mation, at least asymptotically, is the following simple identity,
VY n(Ψn) = VY n,S(Ψ
S
n), (3)
where VY n is the variance with respect to the distribution of Y
n from the mixture model
(1), and VY n,S is the variance with respect to the joint distribution of Y
n and S ∼
Unif(Sn), assumed to be independent. The identity (3) holds because, when data Y n are
independent and identically distributed, the extra layer of permutations changes nothing.
In other words, if we imagine enumerating all possible realizations of Y n to evaluate
the left-hand side of (3), then we would get no new realizations if we also enumerated
permutations for evaluating the right-hand side.
The practical value of the identity (3) is that the right-hand side suggests a familiar
total-variance decomposition:
VY n,S(Ψ
S
n) = EY n{VY n,S(ΨSn | Y n)}+ VY n{EY n,S(ΨSn | Y n)}. (4)
By the asymptotic consistency property of predictive recursion, discussed in Section 2,
if Ψ is bounded and continuous, then Ψn and, hence, EY n,S(Ψ
S
n | Y n) are consistent
estimates of Ψ, so its variance, the second term on the right-hand side of (4), should be
near 0 when n is large. Therefore,
VY n,S(Ψ
S
n) ≈ EY n{VY n,S(ΨSn | Y n)}, (5)
in other words, VY n,S(Ψ
S
n | Y n) is an approximately unbiased estimator of VY n(Ψn). The
key point, of course, is that the left-hand side of (3), namely, VY n(Ψn), the variance of the
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sampling distribution of Ψn, is relevant for uncertainty quantification, but it is not readily
available. However, the quantity on the right-hand side of (3), namely, VY n,S(Ψ
S
n | Y n),
can be readily computed by repeatedly sampling S ∼ Unif(Sn), permuting the data
according to S, and re-evaluating the predictive recursion estimator. This provides us
with a relatively simple and fast approach to construct a data-dependent distribution for
p or Ψ from which valid uncertainty quantification can be achieved. And beyond variance
estimation, to get an approximate 100(1 − α)% confidence interval for Ψ, we can easily
extract the α
2
and 1− α
2
quantiles of ΨSn based on repeated sampling of S ∼ Unif(Sn) with
data Y n fixed.
4 Numerical results
Here we carry out an empirical investigation into the performance of our proposed
permutation-based approach to uncertainty quantification. We begin with pointwise eval-
uation of the mixing distribution function. The specific scenario we consider here is one
where the true mixing density in (1) is a gamma with shape 2 and rate 1, and the kernel
k(y | x) is also a gamma with shape 20x and rate 20; this is Example 3-3 below. We
generate samples of size n = 500 from this mixture model and consider estimating the
mixing distribution function, in particular, at the fixed points x ∈ {2, 5, 8}. For predic-
tive recursion, we take initial guess p0 = Unif(0, 10) and weight sequence wi = (i+ 1)
−0.67
suggested by Martin and Tokdar (2009).
Before presenting the results, we have to address a relevant and practically important
question, namely, how many permutations? In our examples, we are using 200 randomly
generated permutations on which to evaluate the predictive recursion estimator. Of
course, it does not hurt to do more than 200, and this is still computationally feasible
thanks to the algorithm’s efficiency; however, at least in the examples we tried, there were
no substantial differences in the results based on more than 200 random permutations.
A plot of distribution function estimates for this gamma mixture example, based on
200 random permutations, is shown in Figure 1. Note that the span of these estimates
over permutations hugs the true distribution relatively closely across the entire range
of x. The vertical bars at x ∈ {2, 5, 8} correspond to the central 95% interval of the
sampling distribution of the predictive recursion estimator, based on repeated sampling
from the gamma mixture. The goal of uncertainty quantification is to match this interval
as closely as possible, so it is notable that, as predicted by the arguments leading up
to (5), our permutation-based intervals are comparable to this “gold-standard” across
various x. Moreover, the permutation distribution takes only about 10 seconds in R
running on an ordinary laptop computer. Fortini and Petrone (2019) present asymptoti-
cally approximate credible intervals for the same cumulative distribution function based
on the predictive recursion algorithm. But their analysis is based on a dependent and
non-stationary model for Y n—one that makes the predictive recursion estimator “quasi-
Bayes”—and, since their model and perspective on uncertainty quantification is different
from ours, a direct comparison is not appropriate.
Next we consider pointwise estimation of the mixing density. This is not strictly
covered by the theoretical arguments discussed above because the functional p 7→ p(x)
for a fixed x cannot be expressed as
∫
ψ p dµ for a bounded and continuous ψ. However,
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Figure 1: Plot of the predictive recursion estimates of the distribution function for each
of 200 random permutations (gray), along with the true distribution function (black);
dashed line corresponds to the predictive recursion estimate averaged over permutations.
Vertical bars correspond to the central 95% interval of the sampling distribution of the
predictive recursion estimator.
intuition and prior experience suggests that the predictive recursion density estimate
ought to satisfy a pointwise consistency property, i.e., pn(x)→ p(x) for fixed x; see, also,
Section 5. Therefore, we can apply the same total-variance decomposition as in (4) and
reason that
VY n{pn(x)} ≈ EY n
[
VY n,S{pSn(x) | Y n}
]
and, moreover, that suitable quantiles from the permutation distribution can be used in
the obvious way to construct approximate confidence intervals for p(x).
Like in Chae et al (2018), we consider nine examples corresponding to different com-
binations of the following three kernels and mixing densities.
Kernel 1. k(y | x) = N(y | x, 0.5);
Kernel 2. k(y | x) = 1
0.3
t(y−x
0.3
| df = 5);
Kernel 3. k(y | x) = Gamma(x | shape = 20x, rate = 20);
Mixing Density 1. p(x) = 1
10
Beta( x
10
| 5, 5);
Mixing Density 2. p(x) = 3
4
N(x | 3, 0.82) + 1
4
N(x | 7, 0.82);
Mixing Density 3. p(x) = Gamma(x | shape = 2, rate = 1).
In what follows, Example a-b will refer to the case with kernel a and mixing density b,
where a = 1, 2, 3 and b = 1, 2, 3.
As a first visualization, we simulate n = 500 observations from each of the above
mixture models. For each data set, we run the predictive recursion algorithm for 200 ran-
domly sampled permutations. Each panel in Figure 2 shows these 200 density estimates,
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(g) Example 1-3
0 2 4 6 8 10
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
x
p(x
)
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(i) Example 3-3
Figure 2: Plots of the predictive recursion mixing density estimates (gray) based on 200
random permutations of the data sequence, with the true mixing density (black) overlaid.
Dashed line corresponds to the predictive recursion estimate averaged over permutations.
Vertical lines correspond to the central 95% interval from the sampling distribution of
pn(x), for x ∈ {2, 5, 8}.
pSn, the true density, p. As we expect, the cluster of permutation-based densities hugs the
true mixing density rather closely throughout the range, with more variability in regions
where the true density has more curvature. Also displayed in these panels is a central 95%
interval from the sampling distribution of pn(x), at x ∈ {2, 5, 8}, based on 500 samples of
size n = 500 from the mixture model. As suggested by (5), the spread of the permutation
distribution matches that of the sampling distribution relatively accurately at all three x
values and across all 9 of the examples.
To assess our claim that the permutation-based uncertainty quantification is approx-
imately valid, we repeat the above experiment 500 times, extract the nominal 95% con-
fidence interval for p(x) based on the permutation distribution and check its coverage
probability. Table 1 shows the estimated coverage probabilities for the all 9 examples,
at each of the three x values, and for two different sample sizes. Note, first, that the
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n = 500 n = 1000
Example x = 2 x = 5 x = 8 x = 2 x = 5 x = 8
1-1 0.914 1.000 0.904 0.964 1.000 0.976
2-1 0.882 0.990 0.882 0.956 1.000 0.952
3-1 0.880 1.000 0.888 0.950 1.000 0.962
1-2 0.994 0.476 0.948 1.000 0.488 0.982
2-2 0.986 0.914 0.938 0.998 0.968 0.970
3-2 0.972 0.910 0.918 0.998 0.966 0.972
1-3 0.998 0.930 0.550 1.000 0.982 0.710
2-3 0.994 0.862 0.378 1.000 0.938 0.540
3-3 0.996 0.906 0.554 1.000 0.984 0.644
Table 1: Estimated coverage probabilities for the mixing density p(x) in the nine examples
across different sample sizes and x values.
coverage probability increases from n = 500 to n = 1000. Major departures from the
targeted 95% level are at x values around which p has considerable curvature; in regions
where p is smoother, the coverage probability estimate tends to be closer to the 95% level.
The overall message is that the permutation-based distribution gives approximately valid
uncertainty quantification across a variety of mixing densities and kernels.
5 Conclusion
This paper describes a simple permutation-based approach to uncertainty quantification
about a mixing distribution by leveraging the built-in dependence of the predictive recur-
sion estimator on the data ordering. The development and numerical results presented
here suggest that the uncertainty quantification achieved by this approach, e.g., a confi-
dence interval for the mixing distribution or density function, are valid in the sense that
the frequentist coverage probability is approximately equal to the interval’s nominal level.
We will end with two concluding remarks. First, as noted in Section 4, we are cur-
rently lacking results on the pointwise consistency of the predictive recursion estimator of
the mixing density estimate. At present, we have only results on almost sure convergence
of mixing measure estimator to the truth in the weak topology. One idea is to prove the
pointwise convergence directly using the structure of the predictive recursion estimator.
Another idea is to check the available sufficient conditions, namely, equicontinuity (e.g.,
Boos 1985), to convert weak convergence of measures into uniform convergence of densi-
ties. Unfortunately, we were unable to push through either of these approaches, but this
does not shake our confidence in the convergence conjecture.
Second, the idea of leveraging data ordering dependence employed herein is not specific
to the predictive recursion estimator. That is, when data are independent and identically
distributed or, more generally, exchangeable, and the density estimator in consideration
depends on the data ordering, then the total-variance argument in (5) could be applied
and approximately valid uncertainty quantification could be achieved. A natural question
is: are there any density estimators that depend on the data ordering? Interestingly, while
off-the-shelf estimators tend to be permutation invariant, one can consider Cesa´ro aver-
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ages of these order-independent estimators, which retain the estimator’s good asymptotic
properties while simultaneously creating order-dependence that can be leveraged using
the techniques presented here for valid uncertainty quantification.
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