In this paper we consider two ways to generalize the mathematical expectation of a random variable, the Choquet expectation and Peng's g-expectation. An open question has been, after making suitable restrictions to the class of random variables acted on by the Choquet expectation, for what class of expectation do these two definitions coincide? In this paper we provide a necessary and sufficient condition which proves that the only expectation which lies in both classes is the traditional linear expectation. This settles another open question about whether Choquet expectation may be used to obtain Monte Carlo-like solution of nonlinear PDE: It cannot, except for some very special cases.
Introduction. The concept of expectation is clearly very important in probability theory. Expectation is usually defined via
where F (x) := P (ξ ≤ x) is the distribution of random variable ξ with respect to the probability measure P . Alternatively, the expectation Eξ can be written as (0.1) which implies the relation between mathematical expectation and probability measure. One of the properties of mathematical expectation is its This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Probability, 2005 , Vol. 33, No. 3, 1179 -1199 . This reprint differs from the original in pagination and typographic detail. From this viewpoint, we sometimes call mathematical expectation (resp. probability measure) linear mathematical expectation (resp. linear probability measure). It is easy to define conditional expectation using the additivity of mathematical expectations, that is, the conditional expectation η of a random variable ξ under a given σ-field F is a F -measurable random variable such that
It is well known that linear mathematical expectation is a powerful tool for dealing with stochastic phenomena. However, there are many uncertain phenomena which are not easily modeled using linear mathematical expectations. Economists have found that linear mathematical expectations result in the Allais paradox and the Ellsberg paradox, see Allais (1953) and Ellsberg (1961) . How to deal with uncertain phenomena which cannot be well explained by linear mathematical expectations? One idea is to examine nonlinear expectations. How should nonlinear mathematical expectations be defined? Choquet (1953) extended the probability measure P in (0.1) to a nonlinear probability measure V (also called the capacity) and obtained the following definition C(ξ) of nonlinear mathematical expectations (called the Choquet expectation):
Because V no longer has property (0.3), the above Choquet expectation C(ξ) usually no longer has property (0.2). Choquet expectations have many applications in statistics, economics, finance and physics. Unfortunately, scientists also find that it is difficult to define conditional Choquet expectations in terms of Choquet expectations. Many papers study the Choquet expectation and its applications, see, for example, Anger (1977) , Dellacherie (1970) , Graf (1980) , Sarin and Wakker (1992) , Schmeidler (1989) , Wakker (2001) , Wasserman and Kadane (1990) and the references therein. Peng (1997 Peng ( , 1999 introduced a kind of nonlinear expectation (he calls it the g-expectation) via a particular nonlinear backward stochastic differential equation (BSDE for short). Using Peng's g-expectation, it is easy to define conditional expectations in the same way as in (0.4). Some applications of Peng's g-expectation in economics are considered in Chen and Epstein (2002) . An open question raised by Peng is the following: What is the relation between Choquet Definition 1. 1. Random variables ξ and η are called comonotonic if
whenever ξ and η are comonotonic.
A set function
We call C(ξ) the Choquet expectation of ξ with respect to capacity V . Dellacherie (1970) showed that comonotonic additivity is a necessary condition for a functional to be represented by a Choquet expectation. BSDEs and g-expectation. Let (Ω, F ,P ) be a probability space with filtration (F s ) s≥0 , and let (W s ) s≥0 be a standard d-Brownian motion. For ease of exposition, we assume d = 1. The results of this paper can be easily extended to the case d > 1. Suppose that (F s ) is the σ-filtration generated by (W s ) s≥0 , that is,
Let M(0, T, R n ) be the set of all square integrable R n -valued, F t -adapted processes {v t } with
For each t ∈ [0, T ], let L 2 (Ω, F t , P ) be the set of all F t -measurable random variables. Pardoux and Peng (1990) considered the following backward stochastic differential equation:
and showed the following result:
Using the solution of BSDE (1), Peng (1997) introduced the concept of g-expectation via BSDE (1).
Definition 2. Suppose g satisfies (H.1)-(H.3). Given ξ ∈ L 2 (Ω, F, P ), let (y, z) be the solution of BSDE (1). We denote Peng's g-expectation of ξ by E g [ξ] and define it
From the definition of g-expectation, Peng (1997) introduced the concept of conditional g-expectation:
We call η the conditional g-expectation of ξ and write η as E 
preserves many of the properties of classical mathematical expectation. However, it does not preserve linearity. See, for example, Peng (1997) or Briand et al. (2000) for details.
.
From the definition of g-expectation, it is natural to define g-probability thus:
We call P g (A) the g-probability of A. Obviously, P g (·) is a capacity.
To simplify notation, we sometimes rewrite g-expectation
Remark 1. 1. g-expectation and conditional g-expectation depend on the choice of the function g, if g is nonlinear, then g-expectation is usually also nonlinear. 2. If g ≡ 0, setting conditional expectation E[·|F t ] on both sides of BSDE (1) yields
. This implies another explanation for mathematical expectation: Within the particular framework of a Brownian filtration, conditional mathematical expectations with respect to F t are the solution of a simple BSDE and mathematical expectation is the value of this solution at time t = 0.
The following example is a special case of Theorem 2.2 in Chen and Epstein (2002) . Example 1. Let µ := {µ t } be a continuous function on [0, T ]. Suppose g(y, z, t) = µ t |z| and P is a set of probability measures denoted by
Then for any ξ ∈ L 2 (Ω, F, P ), we have:
(ii) Conditional g-expectation:
The following are two key lemmas that we shall use in the next section: Lemma 4 is from Briand et al. (2000) . We rewrite it in the following form. Lemma 5 is from Peng (1997):
Lemma 4. Suppose {X t } is of the following form:
b is a continuous, bounded adapted processes. Then
where the limit is in the sense of L 2 (Ω, F t , P ).
3. Main result. The main result in this paper is the following theorem:
3). Then there exists a Choquet expectation whose restriction to L 2 (Ω, F, P ) is equal to a gexpectation if and only if g does not depend on y and is linear in z, that is, there exists a continuous function ν(t) such that
The strategy of the proof is the following. First, we shall show that if
is a Choquet expectation on the set of all random variables with the form y + zW T , then g is of the form g(y, z, t) = µ t |z| + ν t z. Second, we further show if g-expectation is a Choquet expectation on the set of all random variables with the form
Lemma 6 is the first step. The first part of Lemma 6 shows the uniqueness of capacity:
Lemma 6. If there exists a Choquet capacity V such that the associated Choquet expectation on L 2 (Ω, F, P ) is equal to a g-expectation, then:
Proof. (i) Let C(ξ) be the Choquet expectation of ξ with respect to V, if
In particular, for any A ∈ F, let us choose
is a Choquet expectation on L 2 (Ω, F, P ), then by Dellacherie's theorem in Dellacherie (1970) . E g [·] is comonotonic additive. That is,
It is easy to check that ξ and η are comonotonic and independent of F t . Note that g is deterministic and y i and z i , i = 1, 2, are constants. Applying part 5 of Lemma 3,
This with (2) implies
Let τ → t on both sides of (3) to obtain, using Lemma 4,
which implies that g is linear with respect to y in R and z in R + (or R − ). Thus, for any (y, z, t) ∈ R 2 × [0, T ], note that g(y, 0, t) = 0 in (H.3) and apply (4) to obtain
The second equality is because zI Next, we show that µ t = 0 for t ∈ [0, T ]. We need the following lemmas. Lemma 7 is a special case of the comonotonic theorem in Chen, Kulperger and Wei (2005) :
where µ t is a continuous function on [0, T ].
Proof (Sketched for the reader's convenience). For ε > 0, let g ε (z, t) = µ t √ z 2 + ε, then g ε is a smooth C 2 -function which → µ t |z| as ε → 0. Let {y ε,t,x s , z ε,t,x s } (0≤s≤T ) be the solution of the BSDE:
and {y t,x s , z t,x s } (0≤s≤T ) be the solution of the BSDE:
By the convergence theorem of BSDE, see Proposition 2.1 in El Karoui, Peng and Quenez (1997) ,
Moreover, if we choose x = 0, t = 0 in {y t,x s , z t,x s }, then {y 0,0 s , z 0,0 s } is the solution of BSDE (5). Thus, if we can show for each t ∈ [0, T ], z ε,t,x s ≥ 0, a.e. s ∈ [0, T ], by the convergence theorem of BSDE in El Karoui, Peng and Quenez (1997) , we have z t,x s ≥ 0, thus, z t = z 0,0 s ≥ 0. Without loss of generality, we assume that Φ is a smooth C 2 -function, otherwise, we can choose a sequence of smooth C 2 -functions Φ ε such that
. Then the general Feynman-Kac formula, see Proposition 4.3 in El Karoui, Peng and Quenez (1997) or Ma, Protter and Yong (1994) , implies that u ε solves the PDE On the other hand, by the comparison theorem of PDE, u ε (t, x) is increasing in x if Φ is increasing, thus,
This implies that z ε,t,x s ≥ 0, s ≥ 0. Letting ε → 0 and (x, t) = (0, 0), we obtain (i). Similarly, we can obtain (ii) if Φ is decreasing. The proof is complete.
Furthermore, we can prove the following:
Lemma 8. Let µ t be a continuous function on [0, T ] and (y, z) be the solution of BSDE
, where Φ is a bounded function with strictly positive derivative
, then P × λ({(ω, t) : z t (ω) < 0}) > 0, where λ denotes Lebesgue measure on [0, T ) and P × λ denotes the product of the probability measure P and the Lebesgue measure λ.
Proof. (i) Note that the indicator function I
[x≥1] is increasing, so by Lemma 7, z t ≥ 0, a.e. t ∈ [0, T ]. This implies that the BSDE (6) is actually a linear BSDE:
Let Q be the probability measure defined by
By Girsanov's lemma, (W t ) 0≤t≤T is a Q-Brownian motion.
Set conditional expectation E Q [·|F t ] on both sides of BSDE (7). From the Markov property,
Note that σ(W s ; s ≤ t) = σ(W s ; s ≤ t) because µ t is a real function in t, thus,
Since W T − W t and W t are independent, we have
where ϕ(x) is the density function of the normal distribution N (0, T − t).
By the relation between y t and z t , see Corollary 4.1 in El Karoui, Peng and Quenez (1997), we have
(ii) Similar to the proof of (i) and noting the fact that Φ ′ > 0, it is easy to check
, we assume the conclusion of (ii) is false, then z t ≥ 0, a.e. t ∈ [0, T ), which implies that BSDE (6) is actually a linear BSDE:
That is,
As in (i), let
Applying Girsanov's lemma again, (W t ) 0≤t≤T is a Q-Brownian motion. Set conditional expectation E Q [·|F t ] on both sides of BSDE (8). Note that σ(W s ; s ≤ t) = σ(W s ; s ≤ t),
Therefore, applying the relation between y t and z t again,
However, it is easy to check that
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We obtain a contradiction. The proof is complete.
be the set of all nonnegative (resp. nonpositive) random variables in L 2 (Ω, F, P ).
Lemma 9. Suppose that g is a convex (or concave) function. If
Proof. We show the above result on L 2 + (Ω, F, P ); the result on L 2 − (Ω, F, P ) can be proved in the same way.
Because
whenever ξ and η are comonotonic. (9) We now show ∀ t ∈ [0, T )
] whenever ξ and η are comonotonic. (10) First, we assume that g is a convex function. Then by Lemma 5,
If (10) is false, then there exists t ∈ [0, T ] such that
Obviously A ∈ F , and
on both sides of the above inequality. By the strict comparison theorem of BSDE, see Peng (1997) , we have
Observing the above inequality, apply the convexity of g again to the right-hand side of (11) and use part 3 of Lemma 3 to obtain
But the left-hand side of (11) is
Thus,
Furthermore, since ξ and η are positive and comonotonic, obviously I A ξ and I A η are also positive and comonotonic, by the assumption that E g [·] is comonotonic additive, and Dellacherie's (1970) theorem,
Inequality (12) contradicts (13), thus,
Next, if g is concave, then, by Lemma 5,
The rest can be proved in a fashion similar to result (i).
Combining Dellacherie's (1970) theorem and Lemma 9, we immediately obtain the following:
We now study the case where g is of the form g(t, y, z) = µ t |z|. Obviously, if µ t ≥ 0, t ∈ [0, T ], then g is convex and if µ t ≤ 0, t ∈ [0, T ], g is concave.
Lemma 10. Let µ t = 0 be a continuous function on [0, T ] and g(z, t) = µ t |z|.
There exists no Choquet expectation agreeing with
Proof. Assume the result of this lemma is false, then E µ [·] is a Choquet expectation on L 2 (Ω, F, P ). By Dellacherie's (1970) 
We now choose two special random variables ξ 1 = I [W T ≥1] and ξ 2 = I [2≥W T ≥1] . Let (y i , z i ), i = 1, 2, be the solutions of the following BSDEs corresponding to ξ 1 and ξ 2 , respectively,
We now prove our main theorem.
Proof of Theorem 1.
Sufficiency. If g(y, z, t) = ν t z, for any ξ ∈ L 2 (Ω, F, P ), let us consider BSDE
This implies g-expectation is a classical mathematical expectation. Obviously, the classical mathematical expectation can be represented by the Choquet expectation. So the sufficiency proof is complete.
Necessity. For any ξ ∈ L 2 (Ω, F, P ), by Lemma 6(ii), there exist two continuous functions on [0, T ] such that g(y, z, t) = µ t |z| + ν(t)z.
Without loss of generality, we assume ν(t) = 0, t ∈ [0, T ], otherwise, by Girsanov's lemma, we can rewrite the BSDE
where
We can consider our question on the probability space (Ω, F, Q). Assume µ ≡ 0, then there exists t 0 such that µ t 0 = 0. Without loss of generality, we assume µ t 0 > 0.
Since µ t is continuous, then there exists a region of t 0 , say
The next step of the proof is to localize in time so as to use Lemma 10.
. Obviously, ξ 1 and ξ 2 are comonotonic.
We now show that
which implies that E µ [·] is not comonotonic additive for comonotonic random variables ξ and η.
Using the above notation, ξ 1 and ξ 2 can be rewritten as
Applying (19),
which contradicts the comonotonic additivity of
The proof is complete.
An interesting application of Theorem 1 is the following:
Remark 2. 1. In the proofs of Lemma 6(ii) and Theorem 1, we only use random variables having the form y + zW t and I [W T ∈(a,b)] . Thus, Lemma 6(ii) and Theorem 1 actually imply that if and only if g is linear in z, then g-expectation is a Choquet expectation on the set of all random variables with the form f (W T ) ∈ L 2 (Ω, F, P ).
2. Because g-expectation depends on the choice of g, if g is nonlinear in z, Theorem 1 implies that g-expectation is not a Choquet expectation on L 2 (Ω, F, P ).
3. It is well understood that mathematical expectation is linear in the sense of
For the Choquet expectation, the above equality is still true when ξ and η are comonotonic. However, for the g-expectation, if g is nonlinear, the above additivity no longer holds even for comonotonic random variables. From this viewpoint, our result implies Peng's g-expectation usually is more nonlinear than the Choquet expectation on L 2 (Ω, F, P ).
4. Feynman-Kac formula and Choquet expectation. Let u be the solution of the partial differential equation (PDE)
By the famous Feynman-Kac formula, the solution u(t, x) of PDE (22) can be represented by mathematical expectation:
where {W t } is a standard Brownian motion and f is a bounded function.
Formula (23) makes it possible to solve linear PDE using Monte Carlo methods (the limit law theorem for additive probabilities).
We consider the following example of a nonlinear PDE. Let u be the solution of PDE:
where g is a function satisfying (H.1)-(H.3) in Section 2.
If there exists a capacity such that the solution of PDE (24) can be represented by a Choquet expectation, then applying the limit law theorem for nonadditive probabilities in Marinacci (1999) would suggest a Monte Carlolike method could be used to solve nonlinear PDE (24). Unfortunately, our result shows that this is not generally possible. Proof. Let {W t } be a Brownian motion, by the general Feynman-Kac formula, see, for example, El Karoui, Peng and Quenez (1997) or Ma, Protter and Yong (1994) , u f (t, x) can be represented, by g-expectation, that is,
Applying Theorem 1 and part 1 of Remark 2 completes the proof of this theorem.
Remark 3. Theorems 1 and 2 state that if g is nonlinear in z, we cannot find a capacity such that the associated Choquet expectation and g-expectation E g [f (W t + x)] satisfy
for all bounded functions f and for all x.
However, if we further restrict f to a set containing only those bounded functions having strictly positive derivatives, we still can find a nonlinear function g and a Choquet expectation such that equation (25) is true. The following is an example.
Example 2. Suppose µ = 0 is a constant, let g(z) = µ|z|. Obviously g is nonlinear, but we have
for all bounded functions f with strictly positive derivatives and for all x, provided Q is a probability measure defined by E dQ dP F T = e −(1/2)µ 2 T +µW T .
Indeed, let (y s , z s ) be the solution of the BSDE
By Lemma 8(ii), z r > 0, r ∈ [0, t) for all bounded functions f with strictly positive derivatives. Thus, the above BSDE is actually a linear BSDE
LetW r = W r −µr. Girsanov's lemma then implies that {W r } is a Q-Brownian motion under Q denoted in (26). Moreover, the above BSDE can be rewritten as
Setting conditional expectation E Q [·|F s ] on both sides of BSDE (27),
In particular, if we let s = 0, by the definition of E g [·] ,
for all bounded functions f with strictly positive derivatives and for all x. Note both that Q does not depend on the choice of f and that mathematical expectation is a Choquet expectation. The proof is complete.
