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Abstract-- A novel approach for modeling a nonlinear, highly 
time varying load such as an electric arc furnace is presented in 
this paper. First and second order Markov models are 
formulated for arc current time series to compare their 
effectiveness in the evaluation of the stationary nature of the 
process and the prediction of the state variable such as arc 
current at least one step in advance. It is seen that the statistical 
behavior of the EAF data is stationary with respect to time by 
comparing certain characteristic indices derived from the 
empirical frequency distributions of the two data sets. A second 
order Markov model is proved very effective in the prediction of 
arc current to a good degree of accuracy, with the predictor to be 
the conditional expectation of the immediate future, given the 
present and the immediate past for each step of prediction. This 
effectiveness is also validated by comparing the results predicted  
with those  from ARMA/Kalman method. 
 
Index Terms-- Electric Arc Furnace, Markov Models, Load 
Model, Transition Matrix, Prediction. 
I.  INTRODUCTION 
T 
HE Electric Arc Furnace (EAF) is very common in the 
steel, aluminum and other metal manufacturing industry 
for melting scrap and pre-reduced metals. Since it is a 
large, highly unbalanced, nonlinear and time varying load, the 
influence of EAF on power quality is of great concern to 
power systems engineers. The fact that arc-length is time 
varying and the movement of scrap is random makes the 
current waveform look erratic, as illustrated in Fig. 1. Voltage 
distortions, which are usually associated with a voltage 
flicker, are caused by the EAF current. The observation about 
this arcing process indicated that it is stochastic in nature 
[1,2]. As a consequence, the EAF load can not be adequately 
represented by a deterministic dynamic model. 
The EAF is such an electrically chaotic load in nature that 
accurate modeling of it is necessary to evaluate and mitigate 
its deleterious impact on a power system. In fact, a lot of work 
has been reported in this area [2-8]. The approaches using 
related v-i characteristics, in which arc length, arc voltage and 
arc current were expressed by empirical formulas, were 
presented in [2,3]. Also, [4] proposed a flicker compensation 
technique using stochastic and sinusoidal time varying laws. 
The EAF current was considered as a deterministic chaotic 
system in [5,6]. Most of these models are in time domain 
while [7] employed a frequency domain method to analyze the 
harmonic EAF current. The authors of [8] suggested that a 
single phase arc furnace model should be adequate to 
represent a three phase EAF circuit. 
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Fig. 1  Illustration of actual EAF current and voltage 
 
Developments in statistics and applied probability suggest 
that a suitable Markov model may fit a wide range of discrete-
valued time series very well, in particular for dynamic data 
[9,10]. An alternative approach is to model the EAF time 
series as a Markov-like sequence in this paper, as proposed by 
the lead author of [11,12]. Most systems that can be applied 
with Markov chains have obvious state spaces, but the EAF 
current bears no such clear states. So the novel part in this 
approach is identifying its state space and estimating the 
transition matrix. It is shown that this approach makes it 
possible to characterize the EAF behavior accurately. In the 
following sections, the procedures for developing a first order 
and second order Markov models from EAF field data in time 
series format are described. Then, the two models are 
evaluated by comparing the statistical indices of the model to 
the actual data. The paper also discusses the effectiveness of 
the one-step-ahead prediction approach using the results 
derived from the first and second order Markov models. The 
effectiveness of the prediction is tested by a comparison with 
actual data as well as results derived from ARMA with 
Kalman Filtering—a classical approach. 
II.  PROBLEM STATEMENT 
The problem of modeling the EAF current evolution and 
other similar processes is as follows. Let {X(t): t≥0} be a time 
evolving physical system where X(t) denotes the state at time 
t. Suppose the system is observed at times t=n∆, n=0,1,2… 
where ∆>0 is a convenient time span. Thus the observed and 
recorded waveforms of an EAF system and other phenomena 
can be seen as nonlinear, dynamic time series, which may   2 
behave chaotically. Given the data Xj=X(j∆) for 0≤j≤n find a 
appropriate mathematical model to fit the data as well as make 
predictions of values of X(t) for t>n∆ in the future. A 
deterministic approach involves finding a function f(t) such as 
the solution of a differential equation and try to match 
Xj=X(j∆) with f(j∆) for 0≤j≤n and then use f(t) for prediction 
of values for t>n∆. Often such a function is not easy to find 
and even when one has a reasonable candidate f(t) it may turn 
out to be highly nonlinear involving a parameter θ that for 
certain threshold values makes the evolution chaotic. This 
renders prediction difficult. An alternative to this is to use 
stochastic models based on the idea of random dynamical 
system. In a deterministic discrete time dynamical system 
approach one looks for a function f on the state space such 
that for each n≥0,  X((n+1)∆)=f(X(n∆)). This requires exact 
knowledge of f(t) and exact computation. It is more realistic to 
postulate that at step n, X((n+1)∆)=fn+1(X(n∆)) where fn+1 is an 
approximation to f(t) that also includes computational errors. 
It is reasonable to propose that for each n, fn is one of many 
choices made according to some probability distribution. Thus 
the model describes a random dynamical system. In particular, 
if we assume that the {fn, n=0,…
  ∞} are independent and 
identically distribution choices then the sequence {Xj=X(j∆): 
j≥0} becomes a Markov chain with stationary transition 
probabilities. Thus, if the underlying dynamics of the process 
does not change with time but is subject to measurement and 
approximation errors and some random fluctuation then it is 
worthwhile to model the evolution as a Markov chain with 
stationary transition probabilities. In some cases, if {Xn} itself 
is not approximately Markovian then a higher order chain that 
keeps some steps such as Xn,τ  =(Xn-j:0≤j≤τ) could be 
approximately Markovian. 
The implementation of the above program involves many 
steps that are data driven (ie. adapted to data) and dynamical 
in time. These are: 
1.  Identification of the range of values for the time series 
{Xj=X(j∆), 0≤j≤n}. 
2.  A discretization of the range that is of appropriate level of 
refinement and computational feasibility. 
3.  Postulating a transition probability matrix P=((pij)) and 
estimating  pij by the empirical frequency of such (i,j) 
transaction from the data. 
4.  Comparison of the estimate of one step transition 
probabilities of the first, second or higher order chains to 
decide the order of the Markovian approximation. 
5.  A continuous check for stationarity of the underlying 
dynamics by a comparison of the estimated transition 
probabilities by basing them on a moving window of a fixed 
length (which is fairly large over time) 
III.  MARKOV MODEL DEVELOPMENT 
The practical development of the proposed models is based on 
ideas from Markov’s theory [11-13]. The application of a first 
order Markov model is discussed at first in detail. Then these 
ideas are extended to a second order Markov model. The 
formulation of the model involves steps i) to ix) in the 
following in relation to Fig. 2, which represents a typical arc 
current waveform.  
 
Fig. 2  Illustration of states used in Markov model 
 
Step i)  The global minimum and maximum values of the 
variable (arc current or voltage, etc.) under study over the 
interval of observation are identified. 
Step ii)  All the values of the data from the global minimum to 
maximum are divided into a finite number (say N) of intervals 
to form N state: state 1,  2, … N. (see Fig. 2). 
Step iii)  Given the time series {Xj: j=1, 2,… M} with its state 
space S={1, 2, …. N}, define 
δkj = 1 if Xj ∈ state k 
δkj = 0 if Xj ∉  s t a t e   k               ( 1 )  
Then the frequency of visits to state k called Empirical 
Frequency Function (EFF) is  ∑
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It is the ratio of the number of transitions from state k  to l to 
the number of visits to state k in the data. 
πkl  is an estimate of one step transition probability 
 for the first order chain {X}. 
Note that for each state k, {π
} state | state { 1 k X l X P i i ∈ ∈ +
kl : l =1,2 ….N} estimates the 
transition probability distribution of the next state given that 
the current state is k. This will be useful in making the 
prediction of the future state given the present state. 
Step v)  The frequency of transitions from state h to k and 
then to l in two step is  
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and it  is an estimate of one step transition probability 
 for the second 
order chain {Y
} state , state | state { 1 1 h X k X l X P i i i ∈ ∈ ∈ − +
i=(Xi,Xi+1)},  
Step vi)  If πkl ≈ πhkl for all h, then the chain is approximately a 
first order Markov chain. Otherwise, find the third order 
transition frequency πghkl  
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and check if πghkl ≈ πhkl  for all g. If so, it is approximately a   3 
second order Markov chain. 
Step vii)  The second order chain Y considers one more state 
and has a state space S×S, the Cartesian product of S with 
itself. This should make the estimate of conditional 
distribution of the future given the present sharper (the 
transition probabilities are closer to 0 or 1), thus reduce the 
level of uncertainty. If necessary one could go to a higher 
order Markov-like chain Z, where one records more 
consecutive X values instead of two consecutive values. 
Step viii)  For first order Markov model, use (2) to estimate 
every transition probability πkl for the each state transition 
from actual EAF data. Corresponding, a second order Markov 
model use (3) to calculate πhkl within its state space. Thus the 
transition matrix P=(πkl) or P=(πhkl) embodies the Markov 
model. 
Step ix)  In addition to the above Markov modeling, some 
simple statistical indices such as the mean, variance of the 
EFF and stationary distribution are given for the EAF data.  
It is important to check continuously whether the 
underlying dynamics remains stationary or not. This could be 
accomplished by estimating the single and higher order 
transition probabilities by using data on a moving window of 
the form {Xj: n-k≤j≤n} of length K. If at some n this shows 
substantial deviation from the earlier estimates then the 
stationarity assumption should be re-examined.  
The application of the above methodology of Markov-like 
chain modeling to actual EAF data is described below and its 
one–step ahead predictions are compared with those from an 
established ARMA/Kalman method  
IV.  MARKOV MODEL APPLICATIONS 
Actual EAF data are used for model formulation as 
introduced in section III. This EAF is a 50 MVA three-phase 
ac unit which is connected to a 34.5 kV bus behind a specially 
designed EAF transformer rated at 100 MVA. Twenty 
seconds of historical arc current and voltage data of phase A is 
utilized to build the model. A first order Markov model is 
proposed first for description of the concept in section IV.A. 
Then the second order Markov model for accurate modeling 
and prediction is discussed in section IV.B. 
A.  First Order Markov Model 
To illustrate, the arc current data are divided into two 
independent sets (i.e. two samples) of 10 seconds duration. 
After computing the estimates of the transition probabilities 
from each sample, one can use the estimated transition matrix 
as the model to get the stationary distribution and compare it 
to the actual data to validate the model. The results from the 
first order Markov model are shown in Figs. 2, 3 and Table I. 
Fig. 3 is the plot of the EFFs -πk for the two samples and the 
stationary distribution from the related model. Since their 
values are very close to each other, expanded view within a 
small interval (states 25 to 30) for these EFFs is shown in the 
top-left of Fig. 3. Fig. 4 shows ECDF Fk of the corresponding 
EFFs from Fig. 3. Again, to make the figure clearer, Fig. 4 
also gives an expanded view for states 25 to 30 at the top-left 
part. Table I gives the mean and variance indices of EFFs 
from the sample and model. 
It can be easily seen that the EFFs for the samples in Fig. 3 
are very much alike, and the ones from respective Markov 
models are almost the same as actual data so that in the figure 
they are overlapped. In fact, during the computation of 
stationary distribution, even when the initial condition is 
changed, the results did not have much variation. It can also 
be seen that, means are the same for EFFs from the sample 
and the model. Their variances are also very close to each 
other. One may deduce from this comparison that the 
transition matrix is a natural model of this EAF system and 
characterizes it very well. It appears as well that the statistical 
behavior of the EAF current is stationary with respect to time 
from the similarities in characteristics for the two data sets. 
More data sets are also tested and they show the same pattern. 
The statement can also be confirmed by observing the ECDFs 
of the samples and stationary distribution from the models 
given in Fig. 4. This suggested that a first order Markov chain 
is enough for characterizing the long-term statistical behavior 
of the EAF current. 
 
 
Fig.3  EFFs for arc current from a first Markov model 
 
 
Fig. 4  ECDFs for arc current from a first order Markov model 
 
The same procedure is carried out on the EAF voltage and 
the corresponding EFFs are shown in Fig. 5. An expanded 
view is shown for states 25 to 30 at the top-left part of this 
figure, just as in the case of processing EAF current. Since the 
EFFs are closer to each other than those from the EAF current, 
the Markov model seems even more accurate for EAF voltage. 
This is to be expected because the waveform of the EAF 
voltage is not so irregular as the EAF current. The statistical   4 
indices for the two data sets are almost the same, as it is 
shown in Table II. Accordingly, specific attention is paid to 
the EAF current only in the subsequent sections. 
 
TABLE I  STATISTICAL INDICES OF EFFS FOR ACTUAL CURRENT SAMPLES 
         AND STATIONARY DISTRIBUTION FROM A FIRST ORDER MODEL 
  Sample 1  Sample 2  Model 1  Model 2 
Mean 0.011111 0.011111 0.011111  0.011111 
Variance 0.0000865  0.0000849  0.0000855 0.0000851 
B.  Need For a Second Order Markov Model 
The short-term and long-term predictions of the variable 
based on the present and past data are of practical interest and 
value to power engineers. Using the first order Markov model, 
the empirical frequencies of the states help in predicting future 
averages. Also, the estimated transition probability matrix 
helps prediction of the immediate future value given the 
present value. Some elements of transition matrix are shown 
in Table III. Since the matrix is sparse, only non-zero 
elements are recorded in a format of {πkl  : its value}. For 
instance, the first line of data indicates that if the current state 
is 1, it has a high probability (π11=0.9000) to stay in this state 
in the next step. This transition matrix is good for a long-term 
prediction from the earlier analysis, i.e., the simulation results 
fit with the original data. However, it is found to be not very 
good for short-term prediction. For example, in state 41, it has 
positive probability to enter each of the states 39, 40, 41, 42 
and 43. Since all of the probabilities are below 0.40, as can be 
seen from Table III, one can not predict the next value with 
high accuracy and confidence. Accordingly, the problem of 
finding a second order model for an accurate prediction is 
now addressed. 
 
 
Fig.5  EFFs for arc voltage from a first Markov model 
 
TABLE II  STATISTICAL INDICES OF EFFS FOR ACTUAL VOLTAGE SAMPLES 
AND STATIONARY DISTRIBUTION FROM A FIRST ORDER MODEL 
  Sample 1  Sample 2  Model 1  Model 2 
Mean 0.011111 0.011111 0.011111  0.011111 
Variance 0.0000370  0.0000373  0.0000372 0.0000372 
C.  Second vs. First Order Markov Chain 
In a second order Markov model, a vector Yi=(Xi-1,,Xi) is 
consider as one element. The first order Markov model, as 
shown in part (a) of Fig. 6, does not distinguish between 
increasing and decreasing trend of the variable. On the other 
hand, a second order Markov model does distinguish between 
increasing and decreasing trend, as shown in part (b) of Fig. 6. 
Also, most of the transition probabilities are close to 1 or 0, as 
shown in Table IV. This property makes it effective in short-
term prediction, i.e., given a current value Yi in Y chain, the 
value of Yi+1 can be estimated with a higher accuracy.  
The transition matrix for the second chain {Yi} is similar to 
that of first order Markov model, though the dimension is 
double powered. That is to say, if the state number is set to be 
50, for a first order Markov model the transition matrix is of 
the dimension (50×50), while for a corresponding second 
order Markov model, it is of the dimension 
(50×50)×(50×50)=(2,500×2,500). In Table IV, part of the 
matrix is also listed in the format of {πhkl : its value}, while the 
chain is defined as Yi=(Xi-1,,Xi). Most of transition 
probabilities are larger than 0.9 or less than 0.1. In many states 
the probabilities are 1 or 0. So one can predict the next state of 
arc current with high confidence. For instance, when the 
present state is (1,2), one can estimate with reasonable 
certainty that it will enter state (2,2) according to the transition 
matrix (vide Table IV). As mentioned earlier, the fact that the 
estimates of the second order one-step transition probabilities 
are sharper than those of the first order one-step transition 
probabilities suggests that the underlying time series is not a 
strict first order Markov chain. Nevertheless, it provides 
somewhat accurate prediction of a seemingly chaotic time 
series. 
 
TABLE III  SOME ELEMENTS OF TRANSITION MATRIX FOR A FIRST ORDER  
MARKOV MODEL 
π11 : 0.9000   π12 : 0.1000  … 
π21 : 0.1875   π22 : 0.6250   π23 : 0.1875  … 
… 
…  π41,39 : 0.0095   π41,40 : 0.3091   π41,41 : 0.3944  … 
… π41,42 : 0.2417  π41,43 : 0.0453  … 
…… 
… π90,89 : 0.1052  π90,90 : 0.8948 … 
 
 
 
 
 
 
 
 
 
 
 
(a) Illustration of state in a first order Markov model 
 
 
 
 
 
 
 
 
 
(b) Illustration of states in a second order Markov model 
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Fig. 6  States in a first and second order Markov model 
D.  Results From Second Order Markov Model  
The EAF current is processed only using a second Markov 
model since its waveform is more irregular. Such results are 
shown in Fig. 7. It should be stressed that while the number N 
to divide the data range is 50, in a second order Markov 
model, there are 50*50 states, which are arranged in the 
sequence of (1,1), (1,2), … (1,50), (2,1), (2,2),… (50,50). But   5 
for convenience, the states in the x-axis are lined up into one 
dimension from 1 to 2500. The data are still divided into two 
parts in this approach. In Fig. 7, EFFs are plotted for the two 
samples together with the stationary distribution derived from 
a second order Markov model. In addition, an expanded view 
for states 500 to 600 is provided at the top-left part of Fig. 7. 
It may be observed that the EFFs from the two actual data 
sets and the stationary distribution from the model are really 
similar. This suggests that EFFs and ECDFs from the actual 
data show the statistical characteristics when the sample data 
are large enough. It may not be the case if a small sample of 
data is selected. Statistical indices (mean and variance) are 
also listed in Table V. The similarity of values verifies the 
effectiveness of this model. 
 
TABLE IV  SOME ELEMENTS OF TRANSITION MATRIX FOR A SECOND ORDER 
MARKOV MODEL 
π111 : 0.921053    π112 : 0.078947  … 
π122 : 1.000000   … 
      …… 
…  π27,28,28  : 0.897181    π27,28,29 : 0.102819  … 
…  π28,26,26  : 1.000000   … 
… 
…  π50,49,49  : 1.000000   … 
…  π50,50,49  : 0.076923   π50,50,50  : 0.923077  … 
 
 
Fig. 7  EFFs for arc current from a second order Markov model 
 
TABLE V  STATISTICAL INDICES OF EFFS FOR ACTUAL VOLTAGE SAMPLES 
         AND STATIONARY DISTRIBUTION FROM A SECOND ORDER MODEL 
  Sample 1  Sample 2  Model 1  Model 2 
Mean 0.0004  0.0004  0.0004 0.0004 
Variance 0.0000078  0.0000080  0.0000079 0.0000079 
E.  Classic Test For Stationarity  
The study of first and second Markov-like chain on EAF 
current demonstrated that the system is statistically stationary. 
To strengthen this point, stationary concept from time series 
theory is verified [14]. According to this theory, a time series 
is said to be stationary if 1) The Variance  Var(Xt) < ∞; 2) The 
mean function ux(t)=E(Xt) is independent of t. For time series 
of a length m, it is  m / ) X ( X m t
t i i t ∑ = +
=
= ) h (
 for different starting 
point t; 3) The Auto-Covariance Function (ACF) rx(t+h,t)= 
Cov(Xt+h,Xt)= E[(Xt+h–ux(t+h))(Xt–ux(t))]
  
is independent of t 
for each h. It is    r ˆt m / ] ) X X )( X X ( [ m t
t i i h i ∑ − +
= + −  
for time series data.  
Fig. 8 and Fig. 9 illustrate the mean function and ACF for 
the EAF current data at various time-shift (or lag) h and 
starting time t. In the test, the time shift considered ranges 
from 0 to 500ms (i.e. 5000 points with the sampling frequency 
to be 10,000 points/second) and the lag is from 0 to 16.8ms 
(168 points). The variation of the mean for EAF current at 
different starting time t is less than 0.1A. Considering that the 
magnitude of the EAF current is over 2400A, one can just 
neglect the very small deviation and regard the mean as 
constant, which means it is not dependent on time t. The curve 
in Fig. 9, as a matter of fact, consists of thousands of such 
curves of the similar shape for different starting time t (0 to 
5000 points), as illustrated in the small figure of focus view. 
The ACF changes with lag h. But for each h, it is almost the 
same for every starting time t (the maximum difference is less 
than 0.2% of the average ACF for every h). This means that 
the ACF is also independent of t for each h. Since the variance 
is also limited (the point at h=0 in ACF figure), this EAF 
current time series is stationary, which demonstrated that the 
conclusion about stationarity from Markov modeling is 
reliable. 
 
 
 
Fig. 8  Mean function of EAF current for starting time t 
 
 
Fig. 9  ACF of the data as function of lag h for different t 
V.  ONE-STEP-AHEAD PREDICTION 
After building the Markov models with 20 seconds  of 
sample data (60s~80s), ten seconds of additional actual data 
(90s~100s) are selected as test data for one-step ahead 
prediction purpose. When using a first order Markov model, 
the one-step ahead prediction procedure is as follows (refers 
to Fig. 6(a)), the prediction of the EAF current is starting at X1 
(i=1) and the number of states N=80:    6 
1. Calculate the state of Xi.  
2. Suppose the state is k, locate the corresponding row of state 
k in the transition matrix to get πkl, l=1,…,N.  
3.  Compute the prediction value for Xi+1, which is the 
conditional expectation of Xi+1:  , 
where D
l
N
1 l kl 1 i D X ˆ × ∑ = = + π
l is the real value corresponds to state l. Conditional 
expectation is proved to produce the smallest error in 
prediction according to statistical theory. 
4. Get the next test data Xi+1 for correction, assign i+1 to i and 
go back to step 1) if the prediction process is not finished. 
The prediction procedure by a second order Markov model is 
similar but more complex since it use a second order chain 
Yi=(Xi-1,, Xi) rather than Xi. The procedure is described below 
in reference to Fig. 6(b) and the transition matrix in Fig. 10. 
1. Starting by getting two initial test data X1,, X2; let i=1. 
2. Calculate the state of Yi=(Xi-1,, Xi), again, N=80 here.  
3.  Suppose the state is (a,b), locate the corresponding row of 
this state in the transition matrix πhkl.  
4.  Compute the prediction value for Xi+1, which is the 
conditional expectation of Xi+1:  .  l
N
1 l abl 1 i D X ˆ × ∑ = = + π
5.  The state of prediction for Xi+1 is c in Fig. 10. Get the test 
data Xi+1 to correct the prediction; let i=i+1 and go back to 
step 2) until 10 seconds of prediction is completed. 
 
  States  (1,1) (1,2) …, (2,1) …, (b, c )…,(N,N) 
(1,1) 
(1,2) 
 
(2,1) 
 
(a,b) 
 
(N,N) 
πhkl 
 
Fig. 10  Prediction with transition matrix from a second order chain 
 
Fig. 11 gives 200 points of predicted data along with the 
actual test data, with an expanded view at the top-left corner. 
Also, the prediction was tested using ARMA process with 
Kalman Filtering for a comparison [14]. It shows from the 
figure that the difference between the actual and predicted 
data at every time step is very small. To measure the accuracy 
of the prediction quantitatively, a strict but effective index is 
the Root Mean Squared value of prediction Error ei==|xi-x
^
i|, 
which is called RMSE. This will yield the absolute value. In 
addition, %RMSE represents the RMSE expressed as a 
fraction of the peak value in the data as a percentage. Table IV 
compares the performance of the three methods by both 
indices. Although all of them give satisfactory results with 
their %RMSE less than 0.75%, the second order Markov 
chain is more efficient than the other two methods. This can 
be easily seen from Fig. 12, which plots the prediction errors. 
Based on these results, it is felt that the transition matrix is a 
key parameter of the model for two reasons: 1) The transition 
matrix reflects the dynamic characteristics of the system; 2) 
The prediction using the model is proved effective. 
 
 
Fig. 11  Waveforms for part of the prediction results 
 
TABLE VI  COMPARISON OF PREDICTION PERFORMANCE 
 RMSE  (A)  %RMSE 
Second order Markov chain  31.925614  0.590297 
First order Markov chain  38.685712  0.705289 
ARMA/Kalman 39.635698  0.732854 
 
 
Fig. 12  Illustrations of prediction error 
VI.  CONCLUSIONS 
Based on the Markov modeling of the EAF current/voltage 
data as detailed in sections 3 and 4, one is able to draw the 
following conclusions.  
1. From a deterministic point of view, the EAF time series {Xi: 
i=1, 2, … M} look quite chaotic and nonlinear. However, 
from the Markov modeling point of view, there is a 
remarkable stationarity. This property was further tested 
according to classic time series theory. 
2.  The Empirical Frequency Function, estimated stationary 
distribution and other time averages exhibit stationarity over 
time. Thus, while observing the first part of the data set,  it 
is possible to make a prediction about various time averages 
for the following data sets. For a long-term time average 
prediction of this kind, the first order Markov model for {X} 
is quite adequate. 
3.  In short-term prediction, the second order Markov-like 
chain Y is found to be better than the first order ones as the 
calculated probabilities based on Y are sharp, i.e., very close 
to 1 or 0. This suggests that the first order time series {X} is 
not Markovian strictly, yet the methodology provided a 
reasonably accurate prediction and the procedure is 
statistically robust. 
4.  In all, it appears that the Markov modeling is a very 
effective alternative to analyze the dynamics of an EAF   7 
current and other kinds of discrete-valued time series with 
similar behaviors. 
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