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Abstract
We consider Markov chains with random transition probabilities which, moreover, fluctu-
ate randomly with time. We describe such a system by a product of stochastic matrices,
U(t) = Mt · · ·M1, with the factors Mi drawn independently from an ensemble of random Markov
matrices, whose columns are independent Dirichlet random variables. The statistical properties
of the columns of U(t), its largest eigenvalue and its spectrum are obtained exactly for N = 2
and numerically investigated for general N . For large t, the columns are Dirichlet-distributed,
however the distribution is different from the initial one. As for the spectrum, we find that
the eigenvalues converge to zero exponentially fast and investigate the statistics of the largest
stability and Lyapunov exponents, which is are approximated by Gamma distributions. We also
observe a concentration of the spectrum on the real line for large t.
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1 Introduction
Markov chains are a fundamental statistical model with numerous applications, that range from
computation and physics to chemistry and biology [1]. We consider systems evolving in discrete time
and having access to a finite number of possible different states. Let us say that there are N such
states and the system may be characterized by a vector ~p(t) = (p1(t), ..., pN (t))
T such that pi(t) is
the probability that site i is populated at time t (this may be e.g. the probability that a spin system
has i spins pointing up, or that there are i individuals in a population, or that a random walker has
reached a position i steps away from where he started).
The system is called a Markov chain if ~p(t + 1) = Mt~p(t) for some matrix Mt, the transition
matrix at time t. The element (Mt)i,j is interpreted as the transition probability from state j to
state i. If we define |~p| := ∑Ni=1 pi, then the normalization condition |~p(t)| = 1 must hold at all
times and, therefore, the transition matrix must satisfy
∑N
i=1 (Mt)i,j = 1 for every j, i.e its columns
must be normalized. Such matrices are called stochastic.
If the transition probabilities are constant in time, i.e. if Mt = M1 = M for all t, the system
is said to be time-homogeneous and the population probabilities evolve according to the powers
of the matrix, ~p(t) = M t~p(0). If M is irreducible and aperiodic, the Perron-Frobenius theorem
guarantees that it has a unit eigenvalue, λ0 = 1, and that all other eigenvalues are strictly smaller in
modulus. The unit eigenvalue has a left eigenvector given by (1, ..., 1), and a right eigenvector with
non-negative elements, called the stationary state. Time evolution in the homogeneous case tends
to the stationary state exponentially fast for almost all initial conditions, with a time scale for long
times controlled by the second-largest eigenvalue, λ1.
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An ensemble of random stochastic matrices has been introduced [2, 3] such that the columns are
independent random variables, i.e. its elements are written as
M = (~v1 · · · ~vN ) (1)
where each vector ~vj = (M1,j , ...,MN,j)
T is taken at random with a Dirichlet distribution:
P~a(~v) =
δ(|~v| − 1)
Γ(a0)
N∏
i=1
Γ(ai)v
ai−1
i , (2)
where ai > 0 and a0 = |~a|. The marginal distribution of the ith component is a Beta distribution,
Γ(a0)
Γ(ai)Γ(a0 − ai)v
ai−1
i (1− vi)a0−ai−1. (3)
In line with previous works, we shall consider only the simplest case in which all parameters are
equal, ai = a, and a0 = Na. This can be produced by drawing N independent variables with
Gamma distribution x
a−1
Γ(a) e
−x, and then normalizing them. In this case all elements have the same
marginal distribution, namely
Ba(v) =
Γ(Na)
Γ(a)Γ((N − 1)a)v
a−1(1− v)(N−1)a−1. (4)
Almost all such random stochastic matrices are indeed irreducible and aperiodic and hence
subject to the Perron-Frobenius theorem. For large dimensions, N  1, it is known [4] that the
eigenvalues smaller than 1 are distributed uniformly inside a disk in the complex plane. The radius of
this disk is given by the modulus of the second-largest eigenvalue, |λ1|, which concentrates at 1/
√
N
and seems to have [2] a Gumbel distribution around it with variance decreading with N . It has also
been observed that, for large N , each element of the Perron-Frobenius right eigenvector (associated
with the unit eigenvalue) has a Gaussian distribution around the mean 1/N , with variance decreasing
as 1/N3 [2].
If the transition probabilities are constant in time, the evolution of the system is governed by
the powers M t, which have the same eigenvectors as M andwhose eigenvalues are the eigenvalues of
M raised to the power t. The motivation of the present work is to generalize the notion of random
Markov chains discussed above to include time-inhomogeneity, i.e. to consider situations in which
the transition probabilities may depend on time in a way which is itself random. In this case, the
evolution of population probabilities is given by
~p(t) = Mt · · ·M2M1~p(0) = U(t)~p(0), (5)
with the factors Mi being independent.
Let us notice that there are therefore two levels of probability at work. First, we have a random
system that has probability pi(t) of being in state i at time t. Second, the probabilities pi(t) evolve
with time according to a transition matrix which is also a random variable. This might correspond,
for example, to a random walker who is moving around amid a strong irregular wind, so that
the probability of moving in a certain direction fluctuates randomly with time (a random walker
in a random environment). Similar ideas, but in more general and more mathematically-oriented
contexts, were explored for example in [5, 6, 7].
We must thus consider products of random matrices. Historically, investigations about products
of random matrices have mainly proceeded along two lines: the regime of large t for fixed N ,
pioneered by Furstenberg and Kesten [8], or the regime of large N for fixed t. In the first case it
is common to consider a finite sample space, and the figure of merit is either the largest stability
exponent θ1, defined as |λ1(t)| ∼ e−θ1t or the largest Lyapunov exponent ϑ1, defined as z1(t) ∼ e−ϑ1t
where z1 is the largest singular value of M . It is expected that these exponents have Gaussian
distributions, and this can be proved for certain classes of matrices. A review of this area has been
presented in [9].
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The second regime, sometimes motivated by the theory of free probability, tends to focus on
random matrices with Gaussian elements, hermitian or not, and consider, besides those exponents,
macroscopic spectral properties, although some microscopic results are also available. For reviews,
see [10, 11]. Most attention has been given to the classical ensembles of Ginibre [12, 13, 14, 15,
16, 17, 18, 19] and Wishart [20, 21], and also to ensembles of truncated unitary matrices [22, 23],
among others [24, 25]. The investigation of products of random matrices appears in the analysis
of stochastic dynamical systems where the knowledge of the distribution of stability/Lyapunov
exponents is necessary to study questions of stability [26, 27, 28, 29].
The problem of multiplying random stochastic matrices has some peculiarities. Our ensemble
is a semi-group: the product of two stochastic matrices is also stochastic. The Perron-Frobenius
theorem therefore also applies to U(t), which means its largest eigenvalue is always 1, in contrast to
Gaussian random matrices, for example. The remaining eigenvalues decay exponentially with t and
we consider the distribution of the largest stability and Lyapunov exponents: for small N , they are
very well described by a Gamma distribution for any t; on the other hand, for large t they tend to
have a Gaussian distribution for any N .
We also consider the distribution of the columns of U(t). Since all but one of the eigenvalues
of U(t) vanish as t → ∞, its columns converge towards a common limit, which coincide with the
Perron-Frobenius eigenvector. For N = 2 we prove that this limit has a Dirichlet distribution.
Numerical results suggest that this remains valid for arbitrary N . For large N , the elements tend
to be uncorrelated Gaussian random variables.
Finally, we look at the spectrum as a whole. We find that there is a finite fraction of real
eigenvalues, as happens for real Ginibre matrices [30]. As t grows, the eigenvalues increasingly
concentrate on the real line. This concentration phenomenon has also been observed for products
of other kinds of random matrices [31, 32, 33, 34, 35, 36, 37].
This paper is organized as follows. We first study the simplest problem of 2 × 2 matrices in
Section 2. In this context we are able to rigorously derive the distribution of the eigenvalue and
of the matrix elements of U(t) for large t. We then proceed to numerical experiments. In Section
3 we conjecture that the matrix elements of U(t) satisfy, for large t, a Dirichlet distribution with
a′ = aN . Section 4 is dedicated to the distribution of thestability and Lyapunov exponents of U(t).
With all eigenvalues of U(t) tending to zero as t → ∞, the columns of the matrix must become
equal. We measure this convergence by the difference between the first elements in each column,
dij = |U1i−U1j |. This quantity decays exponentially with t; its distribution is independent of i and
j and well approximated by a Gamma distribution.
2 The case N = 2
In this section we restrict our attention to N = 2. The matrices Mi have independent random
columns, and we start with the simplest Dirichlet distribution with parameter a = 1. In this case,
each such matrix is of the form
M =
(
r s
1− r 1− s
)
, (6)
with r and s uniformly distributed in the interval [0, 1].
Consider the product of two such matrices,
U =
(
r2 s2
1− r2 1− s2
)(
r1 s1
1− r1 1− s1
)
(7)
=
(
r1(r2 − s2) + s2 s1(r2 − s2)− s2
1− r1(r2 − s2)− s2 1− s1(r2 − s2)− s2
)
.
The distribution of the top left element r1(r2 − s2) + s2, for instance, can be obtained as
P2(U11 = z) =
∫ 1
0
∫ 1
0
∫ 1
0
δ[z − r1(r2 − s2)− s2]dr1dr2ds2, (8)
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(a) (b)
(c) (d)
Figure 1: Comparison between analytical result and numerical simulations. Fig.1(a) and Fig.1(b)
show the probability distribution for the element U1,1 at instants of time t = 2 and t = 10, respec-
tively, when the columns have a Dirichlet density with parameter a = 1. Fig.1(c) and Fig.1(d) show
the probability distribution for the element U1,1 at t = 5 when the columns have a Dirichlet density
with parameter a = 2 and a = 3, respectively.
which gives
P2(U11 = z) = −2z log(z)− 2(1− z) log(1− z). (9)
In general, let Pt denote the distribution of the top left element of U(t). Then, we have the
relation
Pt(z) =
∫ 1
0
∫ 1
0
∫ 1
0
Pt−1(w)δ[z − w(r − s)− s]dwdrds, (10)
which can be iterated for any t to produce exact yet cumbersome results. Let us instead inquire
about its asymptotic behavior for large t. If Pt is to converge to some well defined function P∞(z),
then it must be a fixed point of the iteration, i.e. it must satisfy the integral equation
P∞(z) =
∫ 1
0
∫ 1
0
∫ 1
0
P∞(w)δ[z − w(r − s)− s]dwdrds. (11)
It is easy to see that the function P∞(z) = 6z(1− z) satisfies this equation. By symmetry, every
element of U must be distributed according to this density for large t. This is a particular case of
the Beta distribution Ba′ given in (4), corresponding to the parameter a
′ = 2. This in turn implies
a Dirichlet distribution for the columns of U(∞) with parameter a′ = 2. In Figure 1, we compare
this analytical result with numerical simulations for t = 10. We see that even for small values of t
the asymptotic result agrees very well with the data.
This approach can be applied to a more general Dirichlet distribution for the factors, with a 6= 1.
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(a) (b)
(c) (d)
Figure 2: In Fig. 2(a) we show the behavior of the − log(〈|λ(t)|〉) as a function of time for
different dimensions of the matrix U(t), as indicated in the figure. In panels b) and c) we exhibit the
comparison between simulation results for N = 2 and a fitted Gamma distribution, Eq. (14), for the
random variable θ = − 1t log(〈|λ1|〉) (the parameters of the Gamma distribution are α = 1.92, β =
1.3) for t = 1 and α = 9.13, β = 6.15 for t = 5). In panel d) we compare a fitted Gamma distribution
(parameters α = 2.05, β = 0.65) with the numerical result for the largest Lyapunov exponent ϑ.
In this case, we consider the following integral
Pt(z) =
∫ 1
0
∫ 1
0
∫ 1
0
Pt−1(w)P1(r)P1(s)δ[z − w(r − s)− s]dwdrds, (12)
where the distributions P1(r) and P1(s) are no longer constant but given by (4). The fixed-point
condition is
P∞(z) =
∫ 1
0
∫ 1
0
∫ 1
0
P∞(w)P1(r)P1(s)δ[z − w(r − s)− s]dwdrds (13)
and we prove in the appendix that the function P∞(z) =
Γ(4a)
Γ(2a)2 z
2a−1(1− z)2a−1 satisfies it. We also
show in Figure 1 the comparison between simulation and this result for a = 2 and a = 3.
The largest eigenvalue of U(t) is always 1, and we expect the modulus of the other one, |λ(t)|,
to decay exponentially fast. This is confirmed in panel a) of Figure 2, for several values of N . We
therefore consider the distribution of the stability exponent, θ = − 1t log〈|λ(t)|〉. In panels b) and c)
of Figure 2 we show that this is very well described by a Gamma distribution
βα
Γ(α)
xα−1e−βx, (14)
for all values of t. The same is true for the Lyapunov exponent ϑ = − 1t log〈z(t)〉, where z(t) is the
largest singular value of U(t), which is shown in panel d). Both distributions approach a Gaussian
for large t.
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3 Arbitrary N
3.1 Columns
(a) (b)
(c) (d)
(e) (f)
Figure 3: a)-d): Distribution of U1,1(t) for different values of N and t, when the columns of the
factors Mi have a Dirichlet density with parameter a = 1 (panels a-d), a = 2 (panel e) and a = 3
(panel f). The solid line is our conjecture, Eq. (15).
We now consider the distribution of columns of U(t) for more general dimensions. We saw in the
previous section that, for large t and N = 2, they satisfy a Dirichlet distribution with parameter
a′ = 2a. We conjecture that, for arbitrary N , they still satisfy a Dirichlet distribution for large t,
with a new parameter which is a′ = Na. This implies a marginal distribution for the elements which
is
Γ(N2a)
Γ(Na)Γ(N(N − 1)a)z
Na−1(1− z)N(N−1)a−1. (15)
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(a) (b)
(c)
Figure 4: Distribution of P (− 1t log(d1,2)), where di,j = |U1,i−U1,j | measures the distance between
columns of U , for N = 3.
We cannot prove this result for N > 2, but present in Figure 3 some numerical results for different
values of N which support it.
Since all eigenvalues but one vanish as t→∞, the columns of U must approach a common limit.
A matrix whose columns are all identical will have that very column as eigenvector. Therefore, the
Perron-Frobenius eigenvector of U(t) also has a Dirichlet distribution with parameter Na.
For large N , such a Dirichlet distribution converges to a Gaussian with average value of 1/N ,
which of course is to be expected, and variance given by 1/(aN3). Previous works have found that
for t = 1 and a = 1 the Perron-Frobenius eigenvector was Gaussian distributed with average 1/N
and variance ∼ N−3 [2]. Our results suggest this behaviour extends to U(t) for large t and arbitrary
a.
The rate of approach of the columns of U(t) towards a common limit can be measured by
considering the distribution of di,j = |U1,i − U1,j |. We have checked that this decays exponentially,
and in Figure 4 we show the distribution P (− 1t log(d1,2)) (it is independent of the particular choice
of i and j). It is very well approximated by a Gamma distribution, Eq. (14), with parameters which
are non-trivial functions of N and t. For large t, the distribution becomes Gaussian.
3.2 Exponents
For general N , the largest stability exponent is again defined as θ = − 1t log(|λ1(t)|), where λ1
is the second-largest eigenvalue of U(t) in modulus. As in the N = 2 case, this quantity has an
approximate Gamma distribution, Eq.(14), as can be seen in Figure 5.a and Figure 5.b, and the
parameters α(N, t) and β(N, t) have a non trivial dependence on N and t.
For large values of t with fixed N , the distribution converges towards a Gaussian, with mean
value independent of t but increasing with N . The variance, on the other hand, decreases with both
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(a) (b)
(c) (d)
Figure 5: Distribution of the largest stability exponent θ, in panels a) and b), compared to a fitted
Gamma distribution, Eq.(14) (parameters α = 4.23, β = 3.87 for t = 1 and α = 18.46, β = 15.89
for t = 5). In panel c) and d), distribution of the largest Lyapunov exponent ϑ, also compared to a
fitted Gamma distribution (parameters α = 3.8, β = 2.5 for t = 1 and α = 18.81, β = 9 for t = 5).
N and t.
The largest Lyapunov exponent is ϑ = − 1t log(z1(t)), where z1 is the second-largest singular
value of U(t). This quantity also has an approximate Gamma distribution, Eq.(14), as can be
seen in Figure 5.c and Figure 5.d. (the parameters α(N, t) and β(N, t) again have a non trivial
dependence on N and t).
3.3 Spectrum
It is known that, for large N , real Ginibre matrices have a finite fraction of real eigenvalues
(asymptotically
√
2N/pi of them [30]). Moreover, a product of t such matrices has
√
2tN/pi real
eigenvalues [36], to leading order for large N and small t (this
√
t growth is also true for a product
of truncated orthogonal matrices [37]). Although we are more interested in small matrices, we have
observed that something similar also happens in the context we are addressing. In panel a) of Figure
6, for example, we see that for N = 5 and t = 1 the spectrum consists of a set of points on the real
line and a cloud of complex points.
In panels b) and c) of Figure 6, we show the spectrum of U(5) and U(10). As the modulus of λ
tends to zero exponentially fast when t → ∞, we have rescaled the eigenvalues of U(t) as follows:
λ→ |λ|1/t−1λ. This creates a hole in the vicinity of the origin, which is an artefact. The important
features are the more circular profile of the cloud of complex points, its apparent repulsion by the
real line and that, as t grows, the spectrum accumulates on the real line.
This concentration is quantified in Figure 6.d, where we plot the fraction of points having imag-
inary part in the small interval (−0.01, 0.01) as a function of t for several values of N . This fraction
is always increasing and seems to approach 100% for every N . A direct comparison with the asymp-
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(a) (b)
(c) (d)
Figure 6: Spectrum of the matrix U(t) for N = 5 and t = 1, 5, 10. The bottom right panel shows
the evolution of the proportion of eigenvalues with |Im(λ)| < 0.01 for different values of N .
totic Ginibre
√
2tN/pi result is not possible since we have N = 5, but the growth in t is sublinear
for small t, possibly as t1/2.
4 Conclusion
Stochastic matrices are a very important class of matrices in physics, describing a wealth of
systems with markovian dynamics. Since random matrix theory has been successfully applied in
many areas of physics, it is natural to define random stochastic matrices.
Time-homogeneous Markov chains with transition matrix M are described simply by the powers
M t. More general systems, however, with random time-dependent transition probabilities, evolve
according to a product of random matrices, U(t). This may have rather different statistics from M t.
We have analyzed in this work various statistical properties of U(t). Its columns have a Beta
distribution for large t; its second-largest stability exponent and Lyapunov exponent both have
distributions that well approximated by Gamma distributions for finite N and that become Gaussian
for large N .
Since U(t) is a real non-symmetric matrix, it is understandable that it should have some simi-
larities with real Ginibre matrices, which indeed show up in the overall distribution of eigenvalues:
a finite fraction of them are real for finite N , and this fraction grows with t.
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Appendix
We wish to show that the function P∞(z) =
Γ(4a)
Γ(2a)2 [z(1− z)]2a−1 satisfies the integral equation
P∞(z) =
∫ 1
0
∫ 1
0
∫ 1
0
P∞(w)P1(r)P1(s)δ[z − w(r − s)− s]dwdrds, (16)
where and P1(r) and P1(s) are the Beta distribution (4). We first consider a change of variables
η = z − w(r − s)− s, which leads to |dw| = |dη|/|r − s|. The integral becomes:
Γ(4a)
Γ(a)4
∫ 1
0
∫ 1
0
∫ η(1)
η(0)
[(z − η − s)(η + r − z)]2a−1[r(1− r)s(1− s)]a−1
(r − s)4a−1 δ(η)dηdrds, (17)
where η(0) = z − s and η(1) = z − r are the new limits of integration, corresponding to w = 0 and
w = 1, respectively.
Some caution is needed to guarantee that the integration over η indeed contains the zero of the
Dirac delta function in its range. We must impose some restriction to the values that r and s can
assume. There are two possibilities: either
i) z ≤ s ≤ 1 and 0 ≤ r ≤ z,
or
ii) 0 ≤ s ≤ z and z ≤ r ≤ 1.
In case i), performing the integral over η, changing s = r − x and evaluating the integrals over
x and r we have
Γ(4a)
Γ(a)4
∫ z
0
∫ r−1
r−z
[(r − z − x)(r − z)]2a−1[r(1− r)(r − x)(1− r + x)]a−1
x4a−1
dxdr =
P∞(z)
2
. (18)
The calculation for case ii) leads to the same result as above. Therefore, when cases i) and ii)
are combined we arrive at the desired result.
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