Abstract-Nowadays, standard proofs of the large deviation property (LDP) for i.i.d. processes are based on the 'method of types ' [4], [2] . However, for Markov chains, the proofs in standard texts are not based on the method of types. Instead they make use of more advanced concepts such as the GartnerEllis theorem (see e.g. [6]) or Varadhan's lemma (see e.g. [15] ). There is indeed a proof of the LDP for finite state Markov chains based on the method of types [16] , but it is not wellknown nor cited in [6] . The principal objective of this paper is therefore to present a first-principles derivation of the LDP for finite state Markov chains, using only simple combinatorial arguments (e.g. the method of types). The approach presented here extends naturally to multi-step Markov chains. We also relate the LDP rate function of a Markov chain to that of its time-reversed version.
I. INTRODUCTION
In this paper, we study (discrete-time) Markov chains assuming values in a finite set A = {I, ... ,n}. Our interest is in computing the rate function for the large deviation property (LDP) for such Markov chains. A brief discussion of the LDP and the rate function is given in Section III. Far more details can be founcd in the 'Historical Notes and References' sections following Chapters 3 and 6 in [6] .
The motivation for the present paper is to simplify the extremely complicated proofs of the LDP for Markov chains found in standard texts such as [6] . Contrast the very simple proof for the i.i.d. case based on the method of types in Section 2.1.1 of [6] , with the very elaborate proof for Markov chains in Section 3.1, based on the Gartner-Ellis theorem. In [15] , Chapter IV, the proof is more direct than in [6] , but is still far from being elementary. Specifically, Hollander first computes the pair empirical distribution of an i.i.d. process, and then shows that the pair empirical distribution of a Markov process has bounded Radon-Nikodym derivative with that of an i.i.d. process, and concludes the proof using Varadhan's lemma. In the author's opinion, while both the Gartner-Ellis theorem and Varadhan's lemma are undoubtedly extremely powerful tools, they are massive 'overkill' for the problem at hand. Ideally there should be a simple straight-forward derivation of the large deviation rate function for Markov chains that uses nothing more than elementary counting arguments such as the 'method of types'. There does indeed exist a very old paper by Natarajan [16] that explicitly extends the method of types to Markov chains. However, this paper does not seem to be so well-known nor is it cited in [6] . There is also another paper by Csiszar et al. [3] that discusses the LDP property for Markov chains in a slightly roundabout fashion. Thus the principal objective of this paper is to present a firstprinciples derivation of the LDP rate function for Markov chains over a finite state space. The approach presented here can be extended readily to multi-step Markov chains. Finally, using the present approach it is easy to relate the LDP rate function of a Markov chain (one-step or multi-step) to its time-reversed version.
II. PRELIMINARIES
In this section we give a brief overview of some concepts from information theory that are needed in subsequent sections. This review also serves to fix notation.
A. Consistent Distributions and an Alternate Description of Markov Chains
Let §n denote the n-dimensional simplex, i.c. 
The overbar serves to remind us that p., is 'reduced by one
it does not matter whether the reduction is on the first component or the last. The symbol j) is defined similarly. With this notation we can now define differential entropy etc. 
B. Entropy, Relative Entropy, and Their Differential Versions
Given a distribution v E §n, its entropy is defined as 2 The use of the symbol H to denote both the 'absolute' entropy and the 'relative' entropy should not cause any confusion as the number of arguments makes it clear with usage is meant.
A. Definition of the Large Deviation Property
Suppose {X t } is a stationary stochastic process assuming values in a finite set A, and let PJ-L denote the law of the process. Note that PJ-L is a probability measure on the infinite cartesian product A 00, which can be identified with the set of all sequences taking values in A. Suppose we observe a sample path x E A00 of this process. Based on the first l samples xi, we can construct an empirical approximation f-tk (xi) to the joint distribution of k-tuples X Let us equip §nk with the e1-norm which is twice the total variation metric; this in tum translates to a metric on
Mc(A k ).
For this situation, the process {f-tk(xi)} is said to satisfy a large deviation property (LDP) with rate function
is lower semi-continuous, and
Note that the relative entropy can also be expressed as where I denotes the indicator function." The well-known Sanov's theorem when specialized to a finite alphabet gives an explicit formula for the rate function of the process {{t(xi)}; see for example [6] , Section 2.1.1.
Theorem 1: The process {{t(xi)} satisfies the LDP with the rate function I(v) = H(vllJ-L).
In particular, suppose I is continuous (not merely lower semicontinuous), and that T does not have any isolated points; that is, T~T". Then the two extreme infima in (6) are equal, which means that the liminf, limsup, and limit all coincide, and we can conclude that
of a positive matrix [7] . In [6] , a slightly different derivation of these results is given based on the Gartner-Ellis theorem [14] , [13] .
Theorem 2: Suppose the state transition matrix A of the Markov process {X t } is irreducible. Then the process { ¢( xi)} satisfies the LDP with the rate function n I(¢) = sup L¢ilog (;~)., (10) u>Oi=l 1, Note that (9) is given in Theorem 3.1.6 and (10) is given in Exercise 3.1.11 of [6] . Here the notation u > 0 means that Ui > 0 Vi.
This procedure produces a vector (J E §n2 which can be interpreted as a measure on 11. The rate function for the §n-valued process {¢(xi)} was first derived by Donsker and Varadhan in a series of papers [8] , [9] , [10] , using a characterization of the spectral radius 3 Note that T" denotes the interior of T', while r denotes the closure of T', both in the total variation metric.
4To be consistent with earlier notation, we should write it l (xi), but we drop the subscript 1 in the interests of clarity.
Moreover, there is no simple relationship between fJ E §n and ¢ E §n defined in (8) . If x; = Xl so that the sample path is a cycle, then (J E M c (11.2) , but not in general. The rate function for this process is given in [6] , Theorem 3.1.13.
A perusal of the relevant pages shows that the proof of this theorem is anything but simple. (11. 2 ) 
I(v)
Throughout the proof, l denotes the length of the sample path and lij, li denote these integers. It is clear that for each
Since both Theorems 4 and 5 are studying the same process, it is clear that the two expressions in (15) and (14) must be the same. But we show this directly. Observe that aij = Mij I Pi, and rewrite I(v) from (14) as empirical distribution constructed as in (13 
The proof of Theorem 5 is based on the well-known 'method of types,' introduced by Csiszar and his coworkers; see the book by Csiszar and Komer [4] for a detailed exposition, and the survey paper by Csiszar [2] for a 'condensed' version. The original method of types was for i.i.d. processes. For the purposes of the present paper, the method of types can be described as follows: For a given integer l, the sample space of all possible sample paths is clearly Ai. We consider two sample paths xi, yi E Ai to be equivalent if they lead to the same empirical distribution. Let £ (l, n, 2) denote the set of all possible empirical distributions v (xi) of doublets that can be generated as xi varies over Ai. STATEMENT AND PROOF Now we come to the key section of the paper. In this section, we interpret the LDP rate function as a differential relative entropy, and also give a proof from first principles. In spirit, the proof given here is almost the same as that in [16] and uses estimates of the cardinality of type classes derived in [5] . However, as stated earlier, these papers are not cited in recent textbooks. The proof given in [15] , Chapter IV is perhaps the simplest amongst textbooks, but is still far less direct than the one given here. If we amend slightly the manner in which the empirical estimate is constructed so that the estimated vector is always consistent, then the derivation of the rate function is greatly simplified. This is the approach adopted in [16] , and the one adopted here. 
Mij
Of course these constants depend on J-t, but the point is that they do not depend on the empirical measure v(xi).
Next we examine the product term in (24). We have E(l, n, 2) . Then the cardinality of the type class T(v, l, 2) is bounded by
Upper and lower bounds for c~can be obtained in terms of the entropy of the associated probability distribution
Specifically (see for example [2] , Lemmas 1 and 2)
Note that c~is just the number of ways of assigning m labels to n elements. Then the bounds on IT(l, n, 2)1 can be expressed as
Since we are interested in the case where m approaches infinity, we observe that, for all m~n, we have
i=l m+n-z ::;(2m)n-l.
(n -I)! As a result we can rewrite (20) as
This bound is less sharp than that in (20), but is easier to work with. Returning to the bounds on 1 T (l, n, 2) I, the various expressions can now be combined into
For s-step Markov chains, similar reasoning shows that
Proof of Theorem 5: Suppose we have a sample path xi. Let us compute its likelihood in terms of the properties of the corresponding empirical distribution v(xi). We have where we write v and v for the more precise v(xi) and v(xi). Substituting this into (24) shows that the likelihood of each sample path can be bounded as follows:
(25)
In large deviation theory, the quantity of interest is the log of the likelihood that a particular empirical estimate will occur, normalized by the length of the observation. Accordingly, let us denote the empirical distribution generated by a sample path as p,(xi ), and define 
5(I,v):= flogPr{P,(xi)
l-l 6 In the interests of clarity, in the proof we write J-L (x s X t) instead of
However, we continue to use the subscript t=l notation if the arguments are simple indices such as i and i-
WeB15.6
Compare with (16) . Second, the countable set Ul£(l, n, 8+1)
is dense in Mc(As+I). Next, the bounds on the cardinality of the type classes corresponding to (17) are
Compare (28) to (13 
1(v) := D(vlllL) = H(vlllL) -H(vlljL). (29)
Since the proof of Theorem 6 closely parallels that of Theorem 5, we only sketch it. In analogy with earlier notation, let E(l, n, 8 
Hence it follows that liminf!l log Pr{v(xi
The completion of the proof is based on adapting absolutely standard techniques to the present situation, and the reader is referred to [6] , pp. 16-17 for comparison purposes.
Let T~M c (A 2 ) be any set of consistent distributions on
Since I£(l, n, 2)I is polynomial in l, the first term approaches zero as l ---+ 00. Next, from (26) it follows that the second term approaches -D (v IIIL) as l ---+ 00. Combining these two facts shows that 
t+s . t=l-s JL( x t )
This in tum permits us to prove analogs of (26) and (27). The last part of the proof of Theorem 5 goes through unchanged. (13) and (8) . Now, by invoking the contraction principle (see e.g. [6] , [12] ), we can readily conclude the following:
The §n-valued process ¢(xi) satisfies the LDP with the rate function Let Cij := Vij / <Pi for all i, j. From the earlier proof that the quantities in (14) and (15) are equal, we know that
Now it is shown that the formulas in (32) and (10) are equal. The discussion is based on [15] , pp. 45-47. (40)
In particular, if a conventional (one-step) Markov chain has the doublet frequency vector fLij, i, j E A, then its time-reversed version has the doublet frequency vector fLji. Therefore a one-step Markov chain is reversible (equal to its time-reversed version) if and only if fLij = fLji, Vi, j E A.
With the above observation we can readily derive various rate functions of time-reversed Markov chains in terms of the corresponding rate functions of the original chain. 
IX. CONCLUDING REMARKS
In this paper, we have rederived several known results on the large deviation propery (LDP) of Markov chains using only elementary arguments based on the method of types, and avoiding advanced arguments based on the Gartner-Ellis theorem or Varadhan's lemma, as in standard texts such as [6] , [15] . As a result, the proofs are far more accessible.
WeB15.6
The various rate functions are given a natural interpretation in terms of differential relative entropy. Using the elementary arguments, we have also computed the rate functions for multi-step Markov chains, and for time-reversed Markov chains. Though the derivations are not difficult, the latter results do not seem to have been stated explicitly in the literature.
