where~, 17, P and t are dimensionless variables corresponding to [HBr02] , [Br-J, [Ce(IV) ] and time t, respectively, and the dimensionless parameters E, q, P and f are estimated by Tyson 4 ) to be of order 10- In this paper we study the Oregonator model under the stiffly coupled approximation cd~/ dt =0 in Eq. (l·la). The meaning of this approximation has been discussed in detail by Field and Noyes. 3 ) Simply speaking, this approxima· tion is obtained by postulating that bromous acid is always present in a steady state concentration determined by the concentration of bromide ion. Under this approximation we represent the following two points: (1) some results obtained from computer simulations; especially two characteristic global behaviors con· nected with two limit cycles, an unstable and a stable limit cycle, and (2) a theoretical analysis of the above results. Our main concern is on the second . point; that is, how we can explain theoretically temporal behavior of the Oregonator model obtained from computer simulations. § 2. Some properties of the Oregonator model
The Oregon at or model provided by Eq. (1·1) has a steady state (~o, 710, PO), 4) Po= ~o , We define deviations (x, y, z) from the steady state as
Under the stiffly coupled approximation mentioned in § 1 the Oregonator model becomes z=raly-rZ+Zn,
where Yn and Zn are nonlinear terms
The constants rc and al are 
Some properties near the steady state can be examined by the linear approximation (Yn=O, Zn=O) . Behavior of orbits near the steady state is mainly determined by the eigenvalue .iI (=.ilo+wi):
The steady state changes behavior at two points Pc and PN. First line of Table  I shows how local behavior around the steady state changes. At the point Pc the steady state changes from an unstable focus to a stable focus. The point PN is the focus-node demarcation point, which can be obtained from Eq. (2·5), (2·7) Figure 2 shows schematically variations of curve F as the parameter P is changed. For three parameter regions P>Pc, PC>P>Pd and Pd>P, the number of limit cycles changes to one (stable), two (coexistence state) and zero, respectively. Two kinds of zeros As and Au give the amplitude of a stable and an unstable limit cycle, respectively: The orbits with an amplitude A around As fall into As (stable) whereas those with A around Au go away from Au (unstable) . Since at P= Pd two limit cycles disappear with a finite amplitude Ad, the orbits with P around Pd still preserve the rotating property around the steady state. § 3. Formulation for perturbational approach
The aim of this paper is to explain theoretically global behavior obtained from computer simulations. We confine our study only to the case where two points Pc and Pd are apart enough from each other. Later we compare our theoretical results with results of computer simulations for the case Pd ~ 1 and
Pc~102.
We transform variables (y, z) 
We determine constants Sl1 ~ S22 as to make later calculations simpler and set where bars denote complex conjugate and
These solutions Y1 and Yz are complex conjugate each other (Y1 = Y2). From Eq. (3·3) the real part of Y1 becomes y,
As we have seen in § 2, global behavior of orbits can be explained with use of the amplitude expansion rate F. The next problem is how F can be calculated theoretically. We adopt a perturbational approach first introduced by Landau to explain the transion to turbulenceS)
We consider the following three kinds of the Green's functions G~n)( t), GW( t ) and ]W+l)et) (n=O, 1, 2, ... ):
where the notation < '" > defines the Green's function and in general <aCt), b(O» defines the relation that the quantity a becomes a( t ) at time t when the quantity b is set to be b(O) at t =0.*) Since the amplitude A is an average quantity over one turn of an orbit, its variation is very small and negligible. Then we introduce the following approximation (3) (4) (5) (6) (7) (8) (9) The time variation of G~n)( t) is approximated by GA(t) whereas the remaining part A2n(t) is assumed to be constant. From Eq. (3-7) we get (3) (4) (5) (6) (7) (8) (9) (10) The two Green functions G~J) and Ji;n+l) (n=O, 1, 2"') follow (3) (4) (5) (6) (7) (8) (9) (10) (11) where G(n), j<2n+I), A(n) , H(n) and Hj2n+l) are 2x2 matrices and (i, j) components of which are given by G~J), Jrr+l), A~7), Hi}') and HHp+l), respectively,
The vertex part .E can be defined by (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) where the variable z denotes the component of Laplace transformation with respect to t. Using an approximation similar to Eq. (3-9), we get (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) where Zo is a pole common to both Gll(Z) and G12(Z). The detailed derivation is shown in Appendix A. Now we get a procedure to calculate coefficients Y2, Y4, '" : . Ell(ZO) and
The next problem is how we get the vertex part.E. In this calculation we make two kinds of approximations: One for the nonlinear terms Yn, Zn and the other for higher order Green functions G(n)( t) and j<2n+l)( t) (n = 1, 2, ... ). The first approximation is as follows. As 4 ) has analyzed, the parameter q is very small. Then we consider X(y) in Eq. (2-4) in the limit q--->O neglecting higher order of q: [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] where e nm , D n \ e}m and DY (m=O, 1, 2···) are all constant complex matrices. This approximation (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) is the most essential approximation used in this paper and corresponds to the approximation (3 -9) . This approximation has two meanings. The one is that the variation of the quantity I Y (t )/2 is nearly constant over the time of one turn of orbit around the steady state. It is noted in this stage of calculations that the quantity IY(t)/2 is set as IY(O)l2, but in the stage of calculations of F the quantity I y(o)12 is replaced back to I y(t)lz. The other is a renormalization. The Green's function ]<zm+ 1)( Z ) in the limit Z --° diverges of order 1/,10 for P--Pc. Therefore the approximation (3-18b) means that the divergent part in j(zm+!)(t) is approximated by ]<!)(t); and as a result of this approximation, D}l in Hj!) of Eq. (3-19) becomes a renormalization for the pole of j(1)(z). Under two kinds of approximations mentioned above, we get . Using this expression (3-19), we can reduce higher order Green's functions GIn) and ]<zn+1) (n = 1, 2, ... ) to two Green's functions ]<!) and G; and consequently from Eq. (3 -13), the quantity H(O) becomes a form of 2:C and the vertex part 2: can be calculated. § 4. Calculation of vertex part
Graph and order
Under the approximation mentioned in § 3 we can calculate the vertex part 1:. The vertex part consists of the terms of order \ y\2n (n=l, 2, ... ). For later convenience, we call a term of order \ y\2n the graph of rank n. Figure 3 shows all terms of 1: up to order \ Y\4 (rank 2). The black dot in (n+ 1)-th row from the bottom denotes g(n)(z), and the double dot of the second row denotes gjl)(z), where g(n)(z) and gY)(z) are zero-th order approximation of G(n) (z) and j<l)(z), respectively,
The white dots denote "continue": Those in the rows except the lowest row (the bottom row) denote the continuation of the solid line and those in the lowest row 
Calculation Y2 and Y6
Since the lowest order of the vertex part J; is 0(1 Yj2), we can get from Eqs. (3·10) and (3·14) (4·2)
The vertex parts which contribute to Y6 are the graphs of rank 2 (order I YI4).
Within these eleven graphs of rank 2, we exclude two graphs 2aa and 2ay because we make later a renormalization to the graphs 1a and 1/3; that is, the graph 2aa is renormalized into the graph 1a and the graph 2ay into the graph 1/3.
From the sum of nine graphs we can get from Eqs. (3·lO) and (3·14) where we have defined for simplicity .E(I)~CII+CI2g (2)C21 . (4'6) In the same way we get the renormalized vertex part 1: 
(4'9)
In )'4 we have set I Ylz~A2. Since the amplitude A is the value y crossing the line z =0, we can set
where we have used the approximation 1,u12 ~ 1 because ("\0 -r c )2/ (Ii is very small of order 10-2 ; for example, it is 0.6 X 10-2 for q = 0.006, / = 2.35 and P = 10.
Comparison
We compare our theoretical results with the computer simulations for the case q=0.006, /=2.35, where Pc=90.24 and Pd=O.85. Figure 5 shows variations of amplitudes of two limit cycles with respect to p. The solid lines show the amplitudes obtained from the present theory and the broken lines those from simulations: Upper lines correspond to the stable limit cycle and lower lines to the unstable limit cycle. Figure 5 shows that characteristic features of two limit cycles can be explained fairly well by our theory; for example, two limit cycles exist and approach each other gradually as P decreases towards Pd and merge each other and disappear. cycles approach almost parallel with each other and merge like 'a bill of bird'. From these comparisons we can conclude that our theory can explain the results of simulations fairly well. § 5.
Results and discussion
From computer simulations and a theoretical analysis we have studied global behavior of the Oregonator model under the stiffly coupled approximation. Global behavior can be well described by the amplitude expansion rate F defined by Eq. (2·7). We have shown a perturbational approach (Eq. (3·7) ) to a calculation of F. Our theory can explain fairly well characteristic features of global behavior; especially, the coexistence of two limit cycles.
We compare three kinds of perturbational approach; (1) the simple perturbational approach up to /'4A4 and (2) these up to /'sAs and (3) the renormalized /'4 approach discussed in this paper. For simplicity, we call the three approaches simple /'4-approximation, simple /'s-approximation and renormalized /,s-approximation, respectively. The simple /'4-approximation is the one in which F is given by /'2A2 and /'4A4. The coefficient /'4 is determined by three graphs ofrank 1 and not renormalized. This approach is essentially the same as the us.ual Landau theory of the second-order phase transition. 7 ) Actually the amplitude of the unstable limit cycle changes proportional to (Pc-P )1/2. Simulations show that this well-known relation holds very good near P = Pc and holds fairly good even if P is apart from Pc.
)
This simple /'4-approximation, however, cannot give the stable limit cycle because /'4>0 for q=0.006 and /=2.35. The simple /'sapproximation is the one in which F is given by terms up to /'sA s and the coefficient /'4 is not renormalized. The coefficients /'4 and /'s can be determined by all graphs in Fig. 3 . The result of this approximation is shown in Fig. 5 by a dotted line. The simple /'s-approximation can explain coexistence state of two limit cycles. But it exists for a very narrow range of p: Pd=78.7<P<Pc=90.24.
These results from two approximations tell us the existence of the two opposing tendencies: The one which makes the amplitude expansion rate F positive (positive tendency) and the other which makes F negative (negative tendency). By the simple /'4-approximation the positive tendency is taken into account strongly and the stable limit cycle does not exist. By the simple /,s-approxima· tion, on the contrary, the negative tendency is taken into account too much and the unstable limit cycle nearly disappear. In this sense we think both the simple /'4-approximation and the simple /'s-approximation insufficient to explain the coexistence state. In fact, results of computer simulations shown in Fig. 5 indicate very subtle competition of two opposing tendencies. This subtle competition continues to exist down to small p: Pd =0.85 and Pd/PC~ 10-
•
The curious 'shape' of the amplitude of two limit cycles in Figs. 5 and 6 clearly originates in this subtle competition. The renormalized rs-approximation discussed in this paper explains this subtle competition fairly well. This means that the renormalization is needed to explain this subtle competition of two opposing tendencies. Therefore we think renormalization a common property when we consider the coexistence state of two opposing limit cycles.
Our perturbational approach is a kind of an extension of Landau theory of phase transition. This means that change of global behavior of Oregonator corresponds to phase change. The number of limit cycles in Oregonator corresponds to 'phase' in phase transition. Oregon at or model under the stiffly coupled approximation is a model of dynamical system and has only two degrees of freedom. Theory of phase transition, on the contrary, deals with statistical dynamical system with many degrees of freedom. As a result, our perturbational approach represents a kind of relation between a dynamical system and statistical dynamical system. Our approach also shows that some statistical dynamical properties are included even in a very simple dynamical system like Oregonator.
