In this work characterizations of internal notions of output stability for uncertain time-varying systems described by retarded functional differential equations are provided. Particularly, characterizations by means of Lyapunov functionals of uniform and non-uniform in time Robust Global Asymptotic Output Stability are given. The results of this work have been developed for systems with outputs in abstract normed linear spaces in order to allow outputs with no delay, with discrete or distributed delay or functional outputs with memory.
Introduction-Motivation
In this work we develop Lyapunov characterizations of various internal robust stability notions for uncertain systems described by Retarded Functional Differential Equations (RFDEs). The internal robust stability notions proposed in the present work are parallel to the internal robust stability notions used for finite-dimensional systems and the framework used in this work allows the study of systems with outputs with no delays, outputs with discrete or distributed delay or functional outputs with memory.
It should be emphasized that our assumptions for systems described by RFDEs are very weak, since we do not assume boundedness or continuity of the righthand side of the differential equation with respect to time or a Lipschitz condition. Furthermore, we do not assume that the disturbance set is compact.
Notions of output stability have been studied for finite-dimensional systems described by ordinary differential equations (see [11, 15, 17, 32, 33] ) or difference equations (see [12, 16] ). For systems described by RFDEs the notion of partial stability (which is a special case of the notion of global asymptotic output stability) has been studied in [2, 3, 10, 34] . Particularly in [2] , the authors provide Lyapunov characterizations of local partial stability for systems described by RFDEs without disturbances under the assumptions of the invariance of the attractive set and boundedness of the right-hand side of the differential equation with respect to time.
In this work we provide Lyapunov characterizations of Robust Global Asymptotic Output Stability (RGAOS) for systems described by RFDEs with disturbances, without the hypothesis that the attractive set is invariant and without the assumption that the right-hand side of the differential equation is bounded with respect to time. Particularly, we consider uniform and non-uniform notions of RGAOS, which directly extend the corresponding notions of Robust Global Asymptotic Stability of an equilibrium point (see [3, 4, 5, 9, 18, 23, 24, 25, 27, 28] ). The reader should notice that the notion of non-uniform in time (asymptotic) stability is a classical stability notion arising in timevarying differential equations (see for instance [8, 25] ). The usefulness of the non-uniform in time stability notions in Mathematical Control Theory was recently shown in [13] [14] [15] [16] [17] [18] [19] [20] : time-varying feedback will induce a time-varying closed-loop system even if the openloop control system is autonomous. The use of timevarying feedback provides certain advantages which cannot be guaranteed by time-invariant feedback (see [13, 14] and references therein). Finally, in [14, 16, 20] it was shown that non-uniform in time stability notions are useful even for autonomous systems (see for instance Proposition 3.7 in [14] , Proposition 3.3 in [16] and Theorem 3.1 in [20] ) and can be utilized in order to study robustness to perturbations for control systems.
The results of the present work are expected to have numerous applications for Mathematical Control Theory. For example, the characterizations presented in this work can be directly used (exactly as in the finite-dimensional case) in order to:
obtain necessary and sufficient Lyapunov-like conditions for the existence of robust continuous feedback stabilizers for control systems described by RFDEs (use of Control Lyapunov Functionals), develop backstepping methods for the feedback design for triangular control systems described by RFDEs, develop Lyapunov redesign methodologies which guarantee robustness to disturbance inputs, study the solution of tracking control problems where the signal to be tracked is not necessarily bounded with respect to time, study the existence/design observer problem for systems described by RFDEs by means of Lyapunovlike conditions (e.g., Observer Lyapunov Function, Lyapunov characterizations of observability/ detectability).
However, the most important application of the results presented in this work is the development of Lyapunov characterizations of the external stability notions of Input-to-Output Stability (IOS) and Inputto-State Stability (ISS) for systems described by RFDEs. Related findings are reported on in a companion paper [21] .
The structure of the paper is as follows: Section 2 is devoted to the presentation of the class of systems studied in this work. The stability notions used in the present paper as well as other important notions concerning Lyapunov functionals are provided in Section 3. Section 4 contains the main results of this work. Two important examples are presented in Section 5: Example 5.1 shows the applicability of the main results to feedback stabilization problems and Example 5.2 is an academic example which illustrates the use of the Lyapunov characterizations provided in the present paper. Finally, the main results are proved in the Appendix. For the proofs of the main results some important technical results are stated and proved in the Appendix. It should be noticed that the capability of dealing with measurable (and not piecewise continuous) disturbances is provided by the three technical results proved in the Appendix (Lemma A.1, Lemma A.2 and Lemma A.3). Notations Throughout this paper we adopt the following notations:
Ã Let I R n be an interval. By C 0 ðI; Þ, we denote the class of continuous functions on I, which take values in R n . By C 1 ðI; Þ, we denote the class of functions on I with continuous derivative, which take values in . Ã For a vector x 2 R n we denote by jxj its usual Euclidean norm and by x 0 its transpose. For x 2 C 0 ð½Àr; 0; R n Þ we define jjxjj r :¼ max 2½Àr;
jxðÞj. Ã N denotes the set of positive integers and R þ denotes the set of non-negative real numbers. Ã We denote by [R] the integer part of the real number R, i.e., the greatest integer, which is less than or equal to R. Ã E denotes the class of non-negative C 0 functions
: R þ ! R þ , for which it holds: R þ1 0 ðtÞdt < þ1 and lim t!þ1 ðtÞ ¼ 0. Ã We denote by K þ the class of positive C 0 functions defined on R þ . We say that a function : R þ ! R þ is positive definite if ð0Þ ¼ 0 and ðsÞ > 0 for all s > 0. By K we denote the set of positive definite, increasing and continuous functions. We say that a positive definite, increasing and continuous function :
ðsÞ ¼ þ1. By KL we denote the set of all continuous functions ¼ ðs; tÞ :
þ with the properties: (i) for each t ! 0 the mapping ðÁ; tÞ is of class K ; (ii) for each s ! 0, the mapping ðs; ÁÞ is non-increasing with lim t!þ1 ðs; tÞ ¼ 0. Ã Let U R m be a non-empty set with 0 2 U. By B U ½0; r :¼ u 2 U; juj r f gwe denote the closed sphere in U R m with radius r ! 0, centered at 0 2 U. Ã Let D R l be a non-empty set. Ã Let x : ½a À r; bÞ ! R n with b > a > À1 and r > 0. By T r ðtÞx we denote the ''r-history'' of x at time t 2 ½a; bÞ, i.e., T r ðtÞx :¼ xðt þ Þ; 2 ½Àr; 0. Notice that T r ðtÞx 2 C 0 ð½Àr; 0; R n Þ if x is continuous. Ã By jj jj Y , we denote the norm of the normed linear space Y .
Main Assumptions and Preliminaries for Systems Described by RFDEs
Let D R l be a non-empty set and Y a normed linear space. We denote by xðtÞ the solution of the initialvalue problem:
_ xðtÞ ¼ fðt; T r ðtÞx; dðtÞÞ;
YðtÞ ¼ Hðt; T r ðtÞxÞ xðtÞ 2 R n ; dðtÞ 2 D; YðtÞ 2 Y ð2:1Þ
with initial condition T r ðt 0 Þx ¼ x 0 2 C 0 ð½Àr; 0; R n Þ, where r > 0 is a constant and the mappings f :
The vector dðtÞ 2 D represents a timevarying uncertainty of the model.
Standard hypotheses (see (H1), (H3), (H4) below) are employed in order to guarantee uniqueness of solutions for (2.1), Lipschitz continuity of the solution with respect to the initial conditions and continuity of the output map. An additional hypothesis will be used in order to guarantee the ''Boundedness-ImpliesContinuation'' property (see (H2) below). Particularly, in this work we consider systems of the form (2.1) under the following hypotheses:
(H1) The mapping ðx; dÞ ! fðt; x; dÞ is continuous for each fixed t ! 0 and there exists a symmetric, positive definite matrix P 2 R nÂn such that for every bounded I R þ and for every bounded S & C 0 ð½Àr; 0; R n Þ, there exists a constant L ! 0 satisfying the following inequality:
xð0Þ À yð0Þ ð Þ 0 P fðt; x; dÞ À fðt; y; dÞ ð Þ L max 2½Àr;0
8t 2 I; 8ðx; yÞ 2 S Â S; 8d 2 D Hypothesis (H1) is equivalent to the existence of a continuous function L : R þ Â R þ ! R þ such that for each fixed t ! 0 the mappings Lðt; ÁÞ and LðÁ; tÞ are non-decreasing, with the following property: xð0Þ À yð0Þ ð Þ 0 P fðt; x; dÞ À fðt; y; dÞ ð Þ
. . . and lim t k ¼ þ1, such that the mapping ðt; x; dÞ 2 ðR þ nAÞ Â C 0 ð½Àr; 0; R n ÞÂ D ! fðt; x; dÞ is continuous. Moreover, for each fixed ðt 0 ; x; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â D, we have lim
fðt; x; dÞ ¼ fðt 0 ; x; dÞ.
(H4) The mapping Hðt; xÞ is Lipschitz on bounded sets, in the sense that for every bounded I R þ and for every bounded S & C 0 ð½Àr; 0; R n Þ, there exists a constant L H ! 0 such that:
8ðt; Þ 2 I Â I; 8ðx; yÞ 2 S Â S Hypothesis (H4) is equivalent to the existence of a continuous function L H : R þ Â R þ ! R þ such that for each fixed t ! 0 the mappings L H ðt; ÁÞ and L H ðÁ; tÞ are non-decreasing, with the following property: 
It is clear that (by virtue of hypotheses (H1-3) above and Lemma 1 in [7] , page 4) for every d 2 M D the composite map fðt; x; dðtÞÞ satisfies the Carathe´odory condition on R þ Â C 0 ð½Àr; 0; R n Þ and consequently, by virtue of Theorem 2.1 in [9] (and its extension given in paragraph 2.6 of the same book), for every ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â M D there exists h > 0 and at least one continuous function x : ½t 0 À r; t 0 þ h ! R n , which is absolutely continuous on ½t 0 ; t 0 þ h with T r ðt 0 Þx ¼ x 0 and _ xðtÞ ¼ fðt; T r ðtÞx; dðtÞÞ almost everywhere on ½t 0 ; t 0 þ h. Let x : ½t 0 À r; t 0 þ h ! R n and y : ½t 0 À r; t 0 þ h ! R n be two solutions of (2. 
and a direct application of the Gronwall-Bellman inequality gives:
Thus, we conclude that under hypotheses (H1-4), for every ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â M D there exists h > 0 and exactly one continuous function x : ½t 0 À r; t 0 þ h ! R n , which is absolutely continuous on ½t 0 ; t 0 þ h with T r ðt 0 Þx ¼ x 0 and _ xðtÞ ¼ fðt; T r ðtÞx; dðtÞÞ almost everywhere on ½t 0 ; t 0 þ h. We denote by ðt; t 0 ; x 0 ; dÞ the ''r-history'' of the unique solution of (2. 
where
Lðt; aðtÞÞ. Since fðt; 0; dÞ ¼ 0 for all ðt; dÞ 2 R þ Â D, it follows that ðt; t 0 ; 0; dÞ ¼ 0 2 C 0 ð½Àr; 0; R n Þ for all ðt 0 ; dÞ 2 R þ Â M D and t ! t 0 . Furthermore, (2.5) implies that for every " > 0, T; h ! 0 there exists :¼ ð"; T; hÞ > 0 such that:
Thus 0 2 C 0 ð½Àr; 0; R n Þ is a robust equilibrium point for (2.1) in the sense described in [15] .
It 
Definitions of Important Notions
An important property for systems of the form (2.1) is Robust Forward Completeness (RFC) (see [15] ). This property will be used extensively in the following sections of the present work. 
In what follows the reader is introduced to the notions of non-uniform in time and uniform Robust Global Asymptotic Output Stability (RGAOS) for systems described by RFDEs. Notice that the notion of RGAOS is applied to uncertain systems with a robust equilibrium point (vanishing perturbations) and is an ''Internal Stability'' property. 
(Robust Lagrange Output Stability) P2 (2.1) is Robustly Lyapunov Output Stable, i.e., for every " > 0 and T ! 0 there exists a :¼ "; T ð Þ > 0 such that:
x 0 k k r ; t 0 2 ½0; T ) Hðt; ðt; t 0 ; x 0 ; dÞÞ k k Y "; 8t ! t 0 ; 8d 2 M D (Robust Lyapunov Output Stability) P3(2.1) satisfies the Robust Output Attractivity Property, i.e. for every " > 0, T ! 0 and R ! 0, there exists a :¼ "; T; R ð Þ!0, such that: 
The next lemma provides an estimate of the output behavior for non-uniformly in time RGAOS systems. It is a direct corollary of Lemma 3.4 in [15] . 
ð3:1Þ
We next provide the definition of Uniform Robust Global Asymptotic Output Stability, in terms of KL functions, which is completely analogous to the finitedimensional case (see [22, 26, 32, 33] 
and t ! t 0 with ðtÞ 1. Then we say that (2.1) is Uniformly Robustly Globally Asymptotically Output Stable (URGAOS) with disturbances
The following lemma must be compared to Lemma 1.1, page 131 in [9] . It shows that for periodic systems RGAOS is equivalent to URGAOS. Its proof can be found at the Appendix. We say that (2.1) under hypotheses (H1-4) is T-periodic, if there exists T > 0 such that fðt þ T; x; dÞ ¼ fðt; x; dÞ and Hðt þ T; xÞ ¼ Hðt; xÞ for all ðt; x; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â D. We say that (2.1) under hypotheses (H1-4) is autonomous if fðt; x; dÞ ¼ fð0; x; dÞ and Hðt; xÞ ¼ Hð0; xÞ for all ðt; x; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â D.
In order to study the asymptotic properties of the solutions of systems of the form (2.1), we will use Lyapunov functionals and functions. Therefore, certain notions and properties concerning functionals are needed.
Let x 2 C 0 ½Àr; 0; R n ð Þ . By E h ðx; vÞ, where 0 h < r and v 2 R n we denote the following operator:
Notice that the function ðt; x; vÞ ! V 0 ðt; x; vÞ may take values in the extended real number set R Ã ¼ ½À1; þ1. An important class of functionals is presented next.
Definition 3.6:
We say that a continuous functional
; þ1Þ such that for all R ! 0, the following properties hold:
Vðt; yÞ À Vðt; xÞ j j MðRÞ y À x k k r ; 8t 2 ½0; R (P2) For every absolutely continuous function x : ½Àr; 0 ! R n with x k k r R and essentially bounded derivative, it holds that:
Vðt þ h;xÞ À Vðt;xÞ j j hPðRÞ 1 þ sup
for all t 2 ½0;R and 0 h 1
3) coincides with the derivative introduced in [6] and was used later in [4] . Particularly, we have:
Finally, the following definition introduces an important relation between output mappings. The equivalence relation defined next, will be used extensively in the following sections of the present work. For example, the identity output mapping Hðt; xÞ ¼ x 2 C 0 ð½Àr; 0; R n Þ is equivalent to finite-dimensional mapping hðt; xÞ ¼ x 2 R n .
Main Results
We are now in a position to present Lyapunov-like characterizations for non-uniform in time RGAOS and URGAOS. The proofs are provided in the Appendix. 
positive definite locally Lipschitz function : 
(see Notations) and a positive definite locally Lipschitz function : 
Moreover, 
(iii) if there exist functions a 2 K 1 , 2 K þ and a constant R ! 0 such that a ðtÞ xð0Þ j j ð Þ Vðt; xÞ þ R for all ðt; xÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ then the requirement that (2.1) is RFC is not needed in statements (c) and (d) above. 
, which is almost Lipschitz on bounded sets, such that inequalities (4.8), (4.9) hold with ðsÞ :¼ s. Moreover, if system (2.1) is T-periodic, then V is T-periodic (i.e. Vðt þ T; xÞ ¼ Vðt; xÞ for all ðt; xÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ) and if (2.1) is autonomous then V is independent of t. (e) (2.1) is RFC and there exist constants ; ! 0, a lower semi-continuous mapping V : 
Y is equivalent to the finite-dimensional continuous T-periodic mapping h : ½Àr; þ1Þ Â R n ! R p then inequalities (4.8) in statements (c) and (d) can be replaced by the following inequalities: 8ðt; xÞ 2 < þ Â C 0 ð½Àr À ; 0; < n Þ ð4:13Þ
(iii) if there exist functions a 2 K 1 , 2 K þ and a constant R ! 0 such that a ðtÞ xð0Þ j j ð Þ Vðt; xÞ þ R for all ðt; xÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ then the requirement that (2.1) is RFC is not needed in statements (c) and (d) above.
Remark 4.3:
The set-valued map Sðt; dÞ defined by (4.5) can be equivalently described for given t ! and d 2M D as ''the set of all x 2 C 0 ð½Àr À ; 0; R n Þ, which are arbitrary on ½Àr À ; À (i.e., T r ðÀÞx is arbitrary) and coincide on ½À; 0 with the unique solution yðtÞ of _ yðtÞ ¼ fðt; T r ðtÞy; dðtÞÞ with initial condition T r ðt À Þy ¼ T r ðÀÞx, i.e., T ð0Þx ¼ T ðtÞy and x ¼ T rþ ðtÞy''
Statements (e) of Theorem 4.1 and Theorem 4.2 are important, since they can be used efficiently when some information about the solution of (1.1) is available (e.g., we have analytical expressions for some components of the solution vector). In this case, the Lyapunov differential inequality is required to hold only for all ðt; dÞ 2 ½; þ1Þ Â D and x 2 SðtÞ since the solution of (1.1) initiated from t 0 ! 0 and corresponding to input d 2M D satisfies T rþ ðtÞx 2 Sðt; dÞ for all t ! t 0 þ . In the following section an important example is presented, where statement (e) of Theorem 4.1 is used in conjunction with additional information for the solution (see Example 5.1 below). Moreover, statements (e) of Theorem 4.1 and Theorem 4.2 have an additional advantage: the Lyapunov functional is not required to be almost Lipschitz on bounded sets (lower semi-continuity is sufficient). Consequently, value functionals of optimal control problems can be used for verification of RGAOS (usually value functionals are not continuous).
Illustrative Examples
In this section we present examples which illustrate the use of our main results. Our first example shows an important application of Theorem 4.1 to feedback design problems. l ; x 2 R n ; u 2 R; t ! 0 ð5:1aÞ
where (S2) 0 2 R l is non-uniformly in time GAS for the system _ z ¼ Fðt; z; 0; 0Þ.
We will next show that under hypotheses (S1), (S2), we are in a position to design a stabilizing feedback law for (5.1) depending only on x 2 R n (partial state feedback) which involves delays (retarded feedback). To this purpose we will employ statement (e) of Theorem 4.1. 
Moreover, if the mappings
. . . ; n) are independent of time then k : R Â C 0 ½Àr; 0; R n ð Þ!R is time-periodic, i.e., there exists ! > 0 such that kðt þ !; xÞ ¼ kðt; xÞ for all ðt; xÞ 2 R Â C 0 ½Àr; 0; R n ð Þ . The reader should notice that the closed-loop system (5.1) with uðtÞ ¼ kðt; T r ðtÞxÞ is a system described by RFDEs. We will show that 0 2 C 0 ½Àr; 0; R l Â R n À Á is non-uniformly in time GAS for the closed-loop system (5.1) with uðtÞ ¼ kðt; T r ðtÞxÞ.
Indeed, Theorem 3.1 in [13] in conjunction with hypothesis (S2) implies the existence of a smooth function W : 
Vðt; z; xÞ :¼ Wðt; zð0ÞÞ þ Qðt; T r ð0ÞxÞ ð5:7Þ
Using definition (4.5) and (5.4) it follows that for all
which belongs to SðtÞ satisfies T r ð0Þx ¼ 0. Consequently, Vðt; z; xÞ :¼ Wðt; zð0ÞÞ for all t ! and for all ðz; xÞ 2 SðtÞ. Inequality (5.6) (combined with the fact that Fðt; zð0Þ; xð0Þ; kðt; T r ð0ÞxÞÞ ¼ Fðt; zð0Þ; 0; 0Þ for all t ! and for all ðz; xÞ 2 SðtÞ) implies that inequality (4.4) holds with ðtÞ 1, ðtÞ 0 and ðsÞ :¼ s. Moreover, inequality (5.5) in conjunction with inequalityã 1 xð0Þ j j ð Þ Qðt; xÞ ã 2 ðtÞ x k k r À Á , which holds for all ðt; xÞ 2 R þ Â C 0 ½Àr; 0; R n ð Þ , implies that inequality (4.7) holds with hðt; z; xÞ :¼ ðz; xÞ j jfor appropriate a 1 ; a 2 2 K 1 , 2 K þ . Finally, we notice that hypothesis (S1) in conjunction with (5.3) implies that the closed-loop system (5.1) with uðtÞ ¼ kðt; T r ðtÞxÞ is RFC. Notice that the finitedimensional mapping hðt; z; xÞ :¼ ðz; xÞ j jis equivalent to the output map < þ Â C 0 ð½Àr; 0; < l Â < n Þ 3 ðt; z; xÞ ! Hðt; z; xÞ :¼ ðz; xÞ 2 C 0 ð½Àr; 0; < l Â < n Þ ¼ Y : Therefore, statement (e) of Theorem 4.1 holds for the closed-loop system (5.1) with uðtÞ ¼ kðt; T r ðtÞxÞ and thus we conclude that 0 2 C 0 ½Àr; 0; R l Â R n À Á is non-uniformly in time GAS. It should be noted that if the mappings F :
. . . ; n) are independent of time, then the closed-loop system (5.1) with uðtÞ ¼ kðt; T r ðtÞxÞ is time periodic (since k : 
Conclusions
In this work Lyapunov-like characterizations of nonuniform in time and uniform Robust Global Asymptotic Output Stability (RGAOS) for uncertain timevarying systems described by Retarded Functional Differential Equations (RFDEs) are developed. Necessary and sufficient conditions in terms of Lyapunov functionals are provided for these notions. The framework of the present work allows outputs with no delays, outputs with discrete or distributed delays and functional outputs with memory. The robust stability notions and properties proposed in the present work are parallel to those recently developed for dynamical systems described by finite-dimensional ordinary differential equations. The Lyapunov characterizations presented in this work can be directly used (exactly as in the finite-dimensional case) in order to:
obtain necessary and sufficient Lyapunov-like conditions for the existence of robust continuous feedback stabilizers for control systems described by RFDEs (use of Control Lyapunov Functionals), develop backstepping methods for the feedback design for triangular control systems described by RFDEs, develop Lyapunov redesign methodologies which guarantee robustness to disturbance inputs, study the solution of tracking control problems where the signal to be tracked is not necessarily bounded with respect to time, study the existence/design observer problem for systems described by RFDEs by means of Lyapunov-like conditions (e.g., Observer Lyapunov Function, Lyapunov characterizations of observability/detectability).
Appendix-Proofs
For the proofs of Theorem 4.1 and Theorem 4.2 we need first to establish three auxiliary technical results, which allow us to derive useful estimates from the Lyapunov differential inequalities. 1st Auxiliary Result: Estimating the derivative of a Lyapunov functional
The following lemma presents some elementary properties of the generalized derivative defined in (3.3). Its proof is almost identical with Lemma 2.7 in [18] . Notice that we are not assuming that the mapping V : R þ Â C 0 ½Àr; 0; R n ð Þ!R is locally Lipschitz. The reader can see also the discussion in [30] for other cases of time-delay systems. where D þ xðtÞ ¼ lim 
and t 2 ½t 0 ; t max ÞnI. We define:
where The previous inequality implies that for every finite collection of pairwise disjoint intervals The following lemma extends the result presented in [29] and shows that appropriate estimates of the solutions of systems (2.1) hold globally. The proof of the following lemma is similar to the proof of Proposition 2 in [29] .
Lemma A.3: Consider system (2.1) under hypotheses (H1-4). Suppose that there exist mappings
where A M D , with the following properties:
x 0 k k r s; t 0 2 ½0; T; d 2 A É MðT; sÞ (iii) for every ðt 0 ; x 0 ; dÞ 2 R þ Â C 1 ð½Àr; 0; R n Þ Â A the solution xðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼ x 0 corresponding to input d 2 A satisfies:
Moreover, suppose that one of the following properties holds:
þ and a constant R ! 0 such that a ðtÞ xð0Þ j j ð Þ 1 ðt; xÞ þ R for all ðt; xÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Then for every ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â A the solution xðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼ x 0 corresponding to input d 2 A exists for all t ! t 0 and satisfies (A.3). Proof: We distinguish the following cases:
(a) Property (iv) holds. The proof will be made by contradiction. Suppose on the contrary that there exists ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â A and t 1 > t 0 such that the solution xðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼ x 0 corresponding to input d 2 A satisfies:
Using (2.5) and property (iv) we obtain for allx 0 2 C 0 ð½Àr; 0; R n Þ with x 0 Àx 0 k k r 1:
wherexðtÞ denotes the solution of (2. (iv), (A.4) , density of C 1 ð½Àr; 0; R n Þ in C 0 ð½Àr; 0; R n Þ, continuity of the mappings x ! 1 ðt 1 ; xÞ, x ! 2 ðt 1 ; t 0 ; x; dÞ, we conclude that there existsx 0 2 C 1 ð½Àr; 0; R n Þ such that:
wherexðtÞ denotes the solution of (2.1) with initial condition T r ðt 0 Þx ¼x 0 corresponding to input d 2 A. Combining property (iii) forxðtÞ with the above inequalities and the definition of " we obtain
holds. It suffices to show that property (iv) holds. Since there exist functions a 2 K 1 , 2 K þ and a constant R ! 0 such that a ðtÞ xð0Þ j j ð Þ 1 ðt; xÞ þ R for all ðt; xÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ, it follows that from property (iii) that for every ðt 0 ;x 0 ; dÞ 2 R þ Â C 1 ð½Àr; 0; R n Þ Â A the solutionxðtÞ of (2.1) with initial condition T r ðt 0 Þx 1 x 0 corresponding to input d 2 A satisfies:
Moreover, making use of property (ii) and the above inequality, we obtain that for every ðt 0 ;x 0 ; dÞ 2 R þ Â C 1 ð½Àr; 0; R n Þ Â A the solutionxðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼x 0 corresponding to input d 2 A satisfies:
We claim that estimate (A.5) holds for all ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â A. Notice that this claim implies directly that property (iv) holds with cðT; sÞ s þ 1 þ The proof of the claim will be made by contradiction. Suppose on the contrary that there exist ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ Â A and t 1 > t 0 such that the solution xðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼ x 0 corresponding to input d 2 A satisfies:
T r ðÞx k k< þ1. Using (2.5) and (A.5), it follows that (A.
wherexðtÞ denotes the solution of (2.1) with initial condition T r ðt 0 Þx ¼x 0 corresponding to input
density of C 1 ð½Àr; 0; R n Þ in C 0 ð½Àr; 0; R n Þ and continuity of the mapping x ! gðxÞ :¼ x k k r þ1þ
, we may conclude that there existsx 0 2 C 1 ð½Àr;0;R n Þ such that
wherexðtÞ denotes the solution of (2.1) with initial condition T r ðt 0 Þx ¼x 0 corresponding to input d 2 A. Combining (A.5) forxðtÞ with the above inequalities and the definition of " we obtain T r ðt 1 Þx k k r > T r ðt 1 Þx k k r , a contradiction. The proof is complete. / We are now in a position to present the proofs of the main results of the present work.
Proof of Theorem 4.1: Implications (a)) (b), (d)) (c), (c)) (e) are obvious. Thus we are left with the proof of implications (b)) (d), (c)) (a) and (e)) (b).
Proof of (b) ) (d): The proof of this implication is based on the methodology presented in [1] for finitedimensional systems as well as the methodologies followed in [13, 18, 26] .
Since (2.1) is non-uniformly in time RGAOS with disturbances d 2M D , there exist functions 2 KL, 2 K þ such that estimate (3.1) holds for all ðt 0 ; x 0 ; dÞ 2 R þ Â C 0 ð½Àr; 0; R n Þ ÂM D and t ! t 0 . Moreover, by recalling Proposition 7 in [31] there exist functionsã 1 ,ã 2 of class K 1 , such that the KL function ðs; tÞ is dominated byã À1 1 expðÀ2tÞã 2 ðsÞ ð Þ . Thus, by taking into account estimate (3.1), we have: 
Moreover, without loss of generality we may assume that 2 K þ is non-decreasing. Making use of (2.5) and (A.8), we obtain the following property for the solution of (2.1):
Hðt; ðt; t 0 ; x; dÞÞ À Hðt; ðt; t 0 ; y; dÞÞ Moreover, by virtue of definition (A.12) we obtain for all ðh;t;x; d;qÞ
U q ðt þ h; ðt þ h; t; x; dÞÞ expðÀhÞU q ðt; xÞ ðA:14Þ 
Definition (A.12) implies that for every " > 0, there exists d " 2M D with the following property: Combining the previous inequality with (A.20) and the right hand side of (A.13), we obtain:
Since (A.26) holds for all " > 0, R ! 0, q 2 N, x 2 C 0 ð½Àr; 0; R n Þ with x k k r R and t 1 ; t 2 2 ½0; R with t 1 t 2 t 1 þ Tð1; R; xÞ, it follows that:
q 2 N; x 2 C 0 ð½Àr; 0; R n Þ with x k k r R and t 1 ; t 2 2 ½0; R with t 2 À t 1 j j Tð1; R; xÞ ðA:27Þ
where 
Vðt þ h; ðt þ h; t; x; dÞÞ expðÀhÞVðt; xÞ ðA:29Þ Finally, we establish continuity of V with respect to t on R þ Â C 0 ð½Àr; 0; R n Þ and property (P2) of Definition 3.6. Notice that by virtue of (A.27) and the fact G 4 ðR; qÞ G 4 ðq; qÞ for q > R, we obtain:
Next define
for all R ! 0; x 2 C 0 ð½Àr; 0; R n Þ with x k k r R and t 1 ; t 2 2 ½0; R with t 2 À t 1 j j Tð1; R; xÞ ðA:31Þ
is a positive non-decreasing function. Inequality (A.31) in conjunction with the fact that lim h!0 þ G 2 ðx; hÞ ¼ 0 for all x 2 C 0 ð½Àr; 0; R n Þ, establishes continuity of V with respect to t on R þ Â C 0 ð½Àr; 0; R n Þ. Moreover, for every absolutely continuous function x : ½Àr; 0 ! R n with x k k r R and essentially bounded derivative, it holds that sup G 2 ðx; hÞ; h 2 ½0; t 2 À t 1 j j f g t 2 À t 1 j j sup Since h : ½Àr; þ1Þ Â R n ! R p is continuous with hðt; 0Þ ¼ 0 for all t ! Àr, it follows from Lemma 3.2 in [15] that there exist functions 2 K 1 and 2 K þ such that:
hðt À r; xÞ j j ðtÞ x j j ð Þ; 8ðt; xÞ 2 R þ Â R 1) (or (4.6) ), as in the previous case.
Proof of (e)) (b):
Let arbitrary ðt 0 ; x 0 Þ 2 R þ Â C 0 ð½Àr; 0; R n Þ and d 2M D and consider the solution xðtÞ of (2.1) with initial condition T r ðt 0 Þx ¼ x 0 2 C 0 ð½Àr; 0; R n Þ corresponding to d 2M D and defined on ½t 0 À r; þ1Þ. Setting xðtÞ :¼ xðt 0 À rÞ for t 2 ½t 0 À r À ; t 0 À r, we may assume that for each time t 2 ½t 0 ; þ1Þ the unique solution of (2.1) belongs to C 0 ð½t 0 À r À ; t; R n Þ. for all t ! t 0 þ ðA:39Þ
Lemma 2.8 in [18] , in conjunction with (A.39) and Lemma 5.2 in [13] imply that there exist a function
