Abstract-The combination of non-orthogonal multiple access (NOMA) and transmit antenna selection (TAS) techniques has recently attracted significant attention due to the low cost, low complexity, and high diversity gains. Meanwhile, random linear coding (RLC) is considered to be a promising technique for achieving high reliability and low latency in multicast communications. In this paper, we consider a downlink system with a multi-antenna base station and two multicast groups of single-antenna users, where one group can afford to be served opportunistically, while the other group consists of comparatively low-power devices with limited processing capabilities that have strict quality of service (QoS) requirements. In order to boost reliability and satisfy the QoS requirements of the multicast groups, we propose a cross-layer framework, including NOMA-based TAS at the physical layer and RLC at the application layer. In particular, two low-complexity TAS protocols for NOMA are studied in order to exploit the diversity gain and meet the QoS requirements. In addition, RLC analysis aims to facilitate heterogeneous users, such that sliding window-based sparse RLC is employed for computational restricted users, and conventional RLC is considered for others. Theoretical expressions that characterize the performance of the proposed framework are derived and verified through simulation results.
quality of service (QoS) [1] . To this end, Non-Orthogonal Multiple Access (NOMA) has been recognized as a promising multiple access technique for next generation communications, and has attracted considerable research attention [2] [3] [4] . NOMA can significantly improve the spectral efficiency and user fairness of mobile communication networks. For example, NOMA exploits the power domain to allocate more power to users experiencing weaker channel conditions in order to guarantee user fairness [5] , and allows multiple users to simultaneously share the same resource block (e.g. frequency, time or code). Thus, it greatly improves network capacity [6] as compared to schemes based on orthogonal multiple access [7] . Undoubtedly, NOMA is regarded as one of the key technologies for supporting massive connectivity, dense coverage and low latency in 5G.
Besides NOMA, network reliability and capacity can be improved by employing multiple-input multiple-output (MIMO) technology [8] , [9] . However, the performance gains from the use of multiple antennas come at the cost of increased computational complexity and power consumption that scale with the number of antennas [10] . In order to avoid the undesirable effects that arise from the simultaneous use of multiple antennas but, at the same time, preserve the diversity and throughput benefits, antenna selection (AS) has been recognized as a practical solution in the literature [11] . As demonstrated in [12] , AS techniques can achieve full diversity gain. Recently, AS in combination with NOMA has attracted significant attention [13] [14] [15] [16] . For example, the outage performance for downlink NOMA was investigated in [13] by employing Transmit AS (TAS) at the base station. In addition, efficient AS techniques were proposed in [14] and [15] to maximize the sum-rate in downlink MIMO-NOMA networks.
Given that NOMA is considered to be a promising access scheme for 5G networks [2] , it should be in a position to support a variety of services and devices, from realtime video for laptop and smartphone users to low-rate data for computationally bounded and energy constrained sensors. In the case of multicast services, only a limited number of retransmissions is allowed, so that resources are not wasted in an effort to accommodate every user of a multicast group who was not successful in recovering the transmitted data. In this context, Random Linear Coding (RLC) -also referred to as randomized network coding [17] -has gained popularity as a key technology that can improve network throughput, This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ robustness [18] and latency [19] by reducing the number of distinct transmissions. A novel characteristic of RLC from other end-to-end information combining paradigms is the requirement of intermediate network nodes to linearly combine incoming source or coded packets, generate new coded packets and forward them to the next set of nodes. Thus, RLC can achieve the multicast capacity [18] , [20] . Moreover, the inherent properties of RLC make it a suitable candidate for cases where the objective is not only to improve network reliability but also energy consumption [21] , routing complexity [22] , storage efficiency [23] and security [24] .
RLC can also facilitate the co-existence of heterogeneous devices with different processing power, size and storage limitations. In order to accommodate a diverse set of receiving devices, the data that are about to be transmitted by a base station or an access point can be divided into priority layers, which are encoded using RLC that offers Unequal Error Protection (UEP) [25] , [26] . The priority layers usually consist of a base layer and multiple enhancement layers. The base layer is responsible for providing a basic QoS, suitable for devices with small storage and limited processing power. The enhancement layers contain data that can further improve the QoS. Thus, a high QoS will be offered to a device that can access all or as many layers as possible. This layered structure of RLC fits well into various applications. For example, it has been considered in [27] as Prioritized Random Linear Coding (PRLC) for layered data delivery from multiple servers, in [28] as UEP RLC for wireless layered video broadcasting and in [29] as Expanding Window-RLC for multimedia multicast services based on H.264/SVC.
A limitation of RLC is its decoding complexity. For instance, in order to decode K source packets, each of size S symbols from a given finite field, the decoder needs to perform O(K 3 + K 2 S) finite field operations to invert a K × K matrix using the Gaussian elimination algorithm [30] . Practical methods that aim to reduce the decoding complexity of RLC include the adoption of chunk codes [31] , the implementation of RLC over non-overlapping windows [26] and the use of RLC over disjoint generations [32] . These schemes first split a message into disjoint sub-messages. The packets of each sub-message compose a generation, also known as a window. Each sub-message is then encoded separately using RLC. The decoding complexity, which is inversely proportional to the number of partitioned sub-messages, is lower than that of conventional RLC over the whole message. However, this reduction in complexity comes at the cost of reduced performance (in terms of decoding probability) and increased overhead (in terms of transmitted coded packets). In an effort to fine-tune the trade-off between the performance advantage of conventional RLC and the reduced decoding complexity of RLC based on disjoint generations, the partitioned submessages can be allowed to overlap. This RLC implementation is known as overlapping generations [32] , overlapped chunk codes [33] and sliding window RLC [34] , [35] . The aforementioned schemes exploit a principle similar to that of message passing, used by fountain decoders [36] ; packets of decoded generations can be back-substituted into undecoded generations that contain them and increase the probability of decoding these generations, thus improving the overall throughput. In order to further reduce both the decoding complexity and the overhead while maintaining the delay performance, sparse RLC within each generation as well as a feedback mechanism to control the amount of overlap between generations were proposed in [30] and [37] .
The introduction of RLC in NOMA was first explored in [38] . Recently, opportunistic RLC was proposed in [39] to improve the reliability and diversity gain in cooperative NOMA. The key objective of this paper is to tailor TAS to downlink NOMA that employs different RLC schemes to accommodate multicast groups having different service requirements and computational capabilities. For instance, devices with strong processing capabilities could support RLC over large finite fields but computationally bounded devices could require the implementation of reduced decoding complexity RLC. The main contributions of the paper can be summarized as follows:
• Exact theoretical expressions for the decoding probability and the average decoding delay of RLC based on sliding windows are derived. Similar expressions are not available in the literature and both metrics are usually computed through simulations, e.g., [34] .
• Low complexity TAS protocols for NOMA are presented and analytical expressions for their outage probabilities are obtained. Outage probabilities are equivalent to frame error rates in quasi-static fading channels, if the signal-tonoise ratio (SNR) threshold in the outage analysis reflects the modulation and coding scheme at the physical layer.
• The proposed RLC-enabled NOMA-based TAS scheme is investigated and extensive simulations are conducted to validate the accuracy of the derived expressions.
A comparison between the NOMA-based scheme and its OMA-based counterpart, in terms of required transmission power, decoding probability and network throughput, is provided. The rest of this paper is organized as follows: Section II describes the system model, provides definitions and introduces relevant notations. Section III presents RLC schemes suitable for heterogeneous users and obtains theoretical expressions for the decoding probability of each coding scheme. A detailed description of NOMA-based TAS protocols is provided in Section IV. Exact closed-form expressions for evaluating the network performance and throughput are also derived. Results are discussed in Section V and conclusions are drawn in Section VI.
II. SYSTEM MODEL
We consider a downlink scenario where a base station (BS) broadcasts to two multicast groups of users U 1 and U 2 as shown in Fig. 1 . The BS is equipped with a set of N A antennas N = {1, 2, . . . , N A }, which it uses to perform transmit antenna selection in order to maximize system throughput. On the other hand, users in the two groups are equipped with a single antenna, which performs in half duplex mode. We assume that U 2 is associated to low-rate delaysensitive applications, while U 1 is related to high-rate delaytolerant applications that can afford opportunistic connectivity.
Moreover, we assume that all users of group U 2 are comparatively low-power devices with limited processing capabilities. For example, U 1 could be a group of users associated with multimedia applications, while U 2 could be a group of Internet of Things (IoT) sensors or healthcare devices. All links are assumed to be quasi-static Rayleigh fading channels. The BS broadcasts data to all users in both groups but ceases transmission only if designated coordinators from each group, that is, U 1 ∈ U 1 and U 2 ∈ U 2 , successfully receive and decode the data intended for their respective groups. A coordinator can locally communicate with users in its own group and is responsible for accommodating requests by other users for additional information after the BS has ceased transmission. Hence, in contrast to other users in groups U 1 and U 2 , the successful delivery of information to both U 1 and U 2 is of high priority for the BS, and will thus be the focus of the rest of this paper. Note that, the number of BS transmissions can also be controlled by the coordinator selection. For example, the user with the worst channel condition in a group can be chosen as a coordinator, such that instead of relying on the coordinator's support, the BS can be forced to transmit enough coded packets to ensure the successful decoding by all the users of the group. In other words, for delay sensitive groups a coordinator selection can be tuned such that users can be served at once by the BS, without any delay caused by the coordinator's assistance. On the other hand, the user with the best channel conditions can be a coordinator of a delay tolerant group. Various methods for the selection of appropriate coordinators based on the channel state information (CSI) of users have been discussed in [40] . However, the selection process of coordinators is not within the scope of this paper.
The gains h i1 and h i2 of the channels between the i th antenna of the BS and the two coordinators of the multicast groups have been modeled as zero-mean, independent but not identically distributed complex Gaussian random variables with variances σ 2 1 and σ 2 2 , respectively. The quasi-static nature of the channel implies that the value of h iu remains constant for the duration of a transmitted frame of symbols but changes independently from frame to frame. For the transmission of each frame, the BS employs one of the following TAS protocols in order to select an appropriate antenna: 1) Conventional TAS: The transmit antenna that provides the best channel quality between the BS and U 2 is selected. 2) Two stage TAS: Transmit antennas that strictly satisfy the QoS requirements of U 2 are identified in the first stage. Among them, the best antenna for U 1 is selected in the second stage. Note that, two stage TAS aims to provide better user fairness [14] under the condition that the QoS requirement of U 2 is satisfied. On the other hand, conventional TAS is considered as a suitable technique when the BS only knows the channel state information of U 2 . In addition, it is presented as a benchmark protocol in order to compare the performance gain of the proposed two stage TAS. The total transmit power at the BS is limited to P . The fraction of the power that BS allocates to the symbols meant for multicast group U u is a u , where u ∈ {1, 2}, so that a 1 denote the instantaneous SNR of a signal transmitted by the i th antenna of the BS, meant for group U ν and received by the user coordinator in group U u , where ρ = P/N 0 with N 0 as the variance of the additive white Gaussian noise.
As shown in [41] , the modulation and coding scheme (MCS) employed by U u can be characterised by an SNR threshold, denoted byγ u , if the channel gain follows the Rayleigh distribution. Using this threshold-based approach, the frame error rate of a point-to-point system can be tightly approximated by the outage probability. If the channel gain follows the more general Nakagami distribution, the thresholdbased approach can still be used and the SNR threshold can be determined as shown in [42] [43] [44] . We assume that the channel conditions between BS and U 1 are better than those between BS and U 2 , i.e., |h i1 | 2 > |h i2 | 2 . We also assume that U 1 employs an MCS that offers higher throughput but suffers from higher sensitivity to channel errors than the MCS of U 2 . Consequently, the relationship between the SNR thresholds of the two users isγ 1 >γ 2 .
Let the multicast group U 1 request the transmission of a data file of size K 1 source packets, and let U 2 expect to receive a data file of size K 2 source packets, as depicted in Fig. 2 . We denote by s u,j ∈ {0, 1} Su the j-th source packet meant for U u , where j ∈ {1, . . . , K u } and S u is the size of a source packet in bits. In order to boost the network reliability and throughput, the BS employs RLC at the application layer and randomly combines the K u source packets
The number of coded packets K u can be potentially infinite but is usually set to a value that reflects the time and power constraints of the system. A coded packet c u,j can be obtained as follows
where arithmetic operations are over a Galois field of q u elements, denoted by F qu . Depending on the value of j and k, the adopted RLC scheme sets the coding coefficient g u,j,k to a value that is selected independently and at random from F qu . Coded packets and source packets have the same length S u but a coding vector that contains the coding Fig. 2 . The BS employs RLC to segment and encode the data files for multicast groups U 1 and U 2 , and uses the NOMA protocol to superimpose the generated frames.
coefficients {g u,j,1 , . . . , g u,j,Ku } is customarily appended to c u,j in order to assist the receiver in the reconstruction of the source packets. In practice, the coding vector can be represented by the seed value of a predetermined pseudorandom function [45] or shortened using simple compression methods [46] before it is appended to the header of the associated coded packet. Therefore, the overhead introduced by the coding vectors is negligible compared to the size of a data file, and is not considered in the remainder of the paper. At the physical layer, the MCS converts the stream of K u coded packets, each of which is composed of S u bits, into a sequence of M u frames, each of which contains the same fixed number of V symbols. After the addition of headers and padding by the intermediate network layers, we assume that a frame at the physical layer carries τ u ∈ N + coded packets, 1 i.e., M u = K u /τ u . Let x u,m denote the m-th frame to be delivered to group U u . The two frames x 1,m and x 2,m are superimposed using NOMA, on a symbol-by-symbol basis, and form the transmitted frame
The frame received by user U u can be represented as:
where i * specifies the antenna selected by the adopted TAS protocol, and w is a vector of V circularly-symmetric Gaussian random variables with zero mean and variance N 0 . Note that a 2 ≥ a 1 in order to satisfy the QoS requirements of users of group U 2 . In this paper, we consider fixed values of power allocation coefficients a 1 and a 2 . Optimization of the power allocation coefficients is beyond the scope of this paper. When U 1 receives a superimposed frame, it employs successive interference cancellation to extract and subtract frame x 2,m from y u,m,i * . The desired frame x 1,m will be recovered if γ 1,1,i * ≥γ 1 . User U 2 is expected to extract x 2,m without performing interference cancellation because 
The values of the thresholdsγ 1 andγ 2 depend both on the MCS employed by each multicast group and the length V of the transmitted frames. User U u will successfully reconstruct the K u source packets if K u linearly independent coded packets are obtained from the recovered frames.
We remark that, for 1 ≤ m ≤ min(M 1 , M 2 ), the transmitted frame x m is the result of the superposition of frames x 1,m and
, the frames of one of the multicast groups have been delivered and the BS would allocate all its available power to transmit the remaining frames to the other multicast group. In this paper, we consider the worst-case scenario according to which the BS always has data for both multicast groups in the queue and, consequently, the transmitted frame is always the superposition of two frames.
The key parameters of the system model have been summarized in Table I for quick reference. The following sections explain the considered RLC schemes and derive expressions for the probability of a user recovering a transmitted data file.
III. RLC SCHEMES FOR HETEROGENEOUS USERS
The coded packets in a frame that has been successfully recovered by the physical layer of user U u are forwarded to the application layer. Given that the RLC decoding process is the same for both multicast groups, we drop the index u from the notation in this section. With this in mind, let N denote the number of coded packets that have been delivered to the application layer of user U. The K coding coefficients associated to each coded packet are stacked to form a N × K decoding matrix D. The K source packets will be retrieved and the data file will be reconstructed if K linearly independent coded packets are collected. This implies that matrix D has full rank and, therefore, contains a K × K invertible matrix.
A. Classic RLC
In classic RLC (c-RLC), the value of each coding coefficient is selected uniformly at random from F q . For N ≥ K, the number of all full-rank realizations of the N × K matrix D is given by [47, p. 338] 
while the number of all N × K matrix realizations having a specific rank r, for 0 ≤ r ≤ min(N, K), is equal to
as explained in [48] and [49] . If F N ×K q denotes the set of all N × K matrices over F q , the probability that a particular realization of matrix D has full rank can be obtained by dividing f (N, K) by q NK , which is the cardinality of F N ×K q . More specifically, we obtain
This well-known expression establishes that the larger the size of the Galois field is, the higher the probability of recovering the data file is. However, RLC over large Galois fields incurs a significant decoding cost, in terms of memory footprint, computational complexity and energy requirements [50] .
To alleviate this problem, computationally bounded and energy constrained devices could resort to RLC over Galois fields of a small size, e.g., F 2 . Alternatively, they could employ sparse RLC over large Galois fields. In sparse RLC, the number of source packets involved in the generation of each coded packet is kept small or, equivalently, a coding coefficient is more likely to be zero than in classic RLC. As reported in [51] and demonstrated in [52] , systems employing sparse RLC feature a significantly reduced decoding complexity than classic RLC but require a larger number of transmitted coded packets in order to recover the source packets. A popular implementation of sparse RLC is sliding window RLC, according to which only source packets that have indices within a moving range of values are randomly selected and contribute to the generation of coded packets. The following subsection focuses on the sliding window RLC and derives expressions for the probability of recovering a data file when the sliding window RLC is used.
B. Sliding Window RLC
The use of a sliding window mechanism for the selection of a subset of source packets, based on which coded packets are generated, was proposed in [34] for random fountain codes and extended to Raptor codes in [53] . The concept of a window sliding over the source packets was later introduced into RLC for wireless mesh networks [35] and networks compatible with the Transmission Control Protocol (TCP) [54] . Sliding window mechanisms are also being considered by the Network Coding Research Group of the Internet Research Task Force (IRTF) for the practical implementation of network coding in future Internet architectures [55] .
In a similar fashion to other practical network coding schemes, sliding window RLC (sw-RLC) organizes the K source packets into L groups, referred to as generations [56] . Let the i-th generation, denoted by G i , contain i source packets. Fig. 3 shows the implementation of sw-RLC that we consider in this paper. Observe that the L generations overlap, such that generation G i shares w i−1 of its i source packets with generation
If k i is the number of source packets in G i that are not shared
The number of shared packets between generations G i−1 and G i can take values in the range
The RLC encoder at the BS generates k i coded packets from generation G i , and user U recovers n i of those packets, Fig. 4 gives an example of the structure of the N × K decoding matrix D when sw-RLC is employed. In this example, K = 20 source packets have been grouped into L = 4 overlapping generations with sizes 1 = 7, 2 = 9, 3 = 7 and 4 = 8. Adjacent generations share w 1 = 4, w 2 = 3 and w 3 = 4 source packets, as shown in Fig. 4 . User U has obtained N = 25 coded packets and will recover all of the source packets if and only if the rank of matrix D in this example is 20.
We shall refer to random matrices conforming to the general structure of decoding matrices generated by sw-RLC as block tri-diagonal (BTD) matrices. BTD matrices can be defined by a Lemma 1:
be a random BTD matrix that has the following structure:
The number of full-rank realizations of matrix D can be expressed as
or, equivalently,
where max(0, Proof: For matrix D to be full-rank, its K columns should be linearly independent. The first k 1 − w 1 columns and the last k 2 columns of matrix D will be linearly independent, if sub-matrix Φ and recalling that k 1 + k 2 = K, we conclude that the total number of N × w 1 full-rank matrices that could be part of the
. Based on the aforementioned arguments, the number of fullrank realizations of matrix D is given by (6) .
Alternatively, we could start by assuming that Φ
On the other hand, Φ 2 will have rank k 2 if Φ
2 consists of k 2 linearly independent rows that are also independent of the r 1 rows of Φ (3) 1 . The total number of full-rank matrices Φ 2 is given by (9) and the number of full-rank realizations of D can be obtained by summing the product f Φ1 f Φ2 over all valid values of r 1 , that is
Expression (10) can take the form of (7) if we define n 3 = 0,
The equivalence of expressions (6) and (7) is also proven analytically in the Appendix. Both (6) and (7) generate the same output values for the same input parameters. Even though relationship (6) is more elegant, relationship (7) captures the correlation of overlapping generations and can be extended to any number of generations, as the following proposition demonstrates.
number of full-rank realizations of matrix D is given by
where max(0,
L . Furthermore, let r i be the rank of Φ (3) i . Matrix D can be seen as the horizontal concatenation of L matrices, that is, Φ 1 , . . . , Φ L . Matrix Φ 1 can be generated in f Φ 1 different ways, as explained in Lemma 1. Recall that Φ 1 is only affected by the value of r 1 , which allows for k 1 − r 1 columns of (Φ
2 ) to form a full-rank submatrix. The number of ways that Φ 2 can be constructed depends on the values of both r 1 and r 2 . In particular, the number of columns that can contribute to a full-rank submatrix in (Φ
2 ) reduces to k 2 −r 2 but the number of rows also reduces to n 2 −r 1 to ensure independence of the r 1 rows of the adjacent matrix Φ can be constructed so that it has rank r 2 , and considering the number of choices for the remaining elements in Φ 2 , we obtain
The same line of thought can be used to find that
enumerates the ways of obtaining Φ i , for i = 2, . . . , L − 1.
Similarly to (9) in Lemma 1, we find that Φ L can be constructed in f Φ L ways, where
Summing the product
. . , r L−1 gives (11).
Following the same reasoning as in (3) in Section III-A, the probability of obtaining a full-rank realization of the decoding matrix D, when the BS employs sw-RLC, can be obtained as follows
where denotes the transpose of , and n · enumerates the elements of the BTD matrix D that take values from F q .
Thus, having in mind the system model presented in Section II, we assume that c-RLC is used to offer a reliable and high-rate service to users in group U 1 . On the other hand, sw-RLC is employed for the transmission of low-rate data to computationally bounded users of group U 2 . In both cases, arithmetic operations are over the same Galois field F q . This section has presented expressions (5) and (12) for the probability of recovering all of the K source packets and, hence, being able to reconstruct the transmitted data file, when N ≥ K of the K coded packets have been successfully delivered to a user. The following section considers the complete RLC-enabled NOMA system, computes the overall probability of a user retrieving the desired data file, and evaluates the system throughput.
IV. PERFORMANCE ANALYSIS
Derivation of the probability of user U u recovering the K u source packets of a data file requires knowledge of the frame error rate ε u , that is, the probability that a frame containing τ u coded packets will be received in error by user U u . As explained in Section I, the frame error rate can be tightly approximated by the outage probability, if the SNR thresholdγ u that characterizes the MCS scheme of user U u is utilized. In this section, we present antenna selection protocols in greater detail and characterize their performance in terms of the outage probability at both U 1 and U 2 . Furthermore, we evaluate the network performance in terms of probability of data recovery and system throughput.
A. Antenna Selection Protocols and Outage Probabilities 1) Conventional TAS:
This protocol only considers the channel quality of the link between the BS and U 2 . According to this protocol, the BS selects an antenna which provides the maximum channel gain for U 2 , given as
Calculation of the frame error rate at user U 2 is straightforward given that successive interference cancellation is not used. The link between the BS and U 2 will be in outage if the power of the desired signal at U 2 is not higher than the power of the interfering signal and the added noise. Based on [41] , we can write
Given that all channels are statistically independent, the principle of ordered statistics in [57] yields:
).
The link between the BS and user U 1 will be in outage if successive interference cancellation is not successful or the interfering signal is successfully removed but the desired signal cannot be recovered. The frame error rate can thus be expressed as follows:
At U 1 's channel, the strongest transmit antenna for U 2 corresponds to a random transmit antenna for U 1 , therefore we obtain:
It is important to note that, expressions (15) and (16) present a constraint on the power allocation coefficients, that is, successful delivery requires a 2 > a 1γ2 . For the asymptotic expressions of the outage probabilities, we employ the approximation 1 − exp(−x) x for x → 0. Thus, for sufficiently high SNR, i.e., ρ → ∞, (15) and (16) can be expressed as:
The above expressions imply that, the conventional TAS achieves a diversity gain of order N A at U 2 , however, a diversity gain of order 1 only can be achieved at U 1 . This protocol is considered as a benchmark protocol in order to evaluate the performance gain of the proposed two-stage TAS protocol.
2) Two-Stage TAS Protocol:
In order to satisfy the QoS requirements of U 2 while being fair to U 1 and thus improve the overall network performance, this protocol considers the channel quality of both the links connecting BS to U 2 and U 1 . According to this protocol, In stage I, the BS selects a set of antennas S r which can satisfy the QoS of U 2 . In stage II, from the set of selected antennas S r , the BS selects the best antenna for U 1 . As implied in (15) , the constraint on the channel quality h i2 >γ 2 ρ(a2−a1γ2) needs to be met for successful delivery to U 2 . Therefore, the set S r can be defined as
According to the protocol, only the best antenna in S r is selected to serve U 1 , which can be expressed as:
Based on the operation of the two-stage TAS protocol, the outage probability at U 2 can be defined as ε 2 = Pr(|S r | = 0), where |S r | specifies the number of antennas in S r . Thus, the closed form expression of ε 2 can be obtained using (15) as in conventional TAS. On the other hand, the outage probability at U 1 can be obtained from:
In order to derive a closed form expression for ε 1 , let P i,out represent the outage probability due to the selection of the i th antenna in S r , given as:
Using ordered statistics and invoking the law of total probability, the expression for ε 1 can be rewritten as:
where
). (23) By exploiting the exponential approximation when ρ → ∞, the asymptotic expression of ε ∞ 1 can be obtained as:
The asymptotic expression of ε ∞ 2 can be obtained using (17) . Thus, the derived asymptotic expressions establish that twostage TAS can provide the full diversity gain of order N A to both U 1 and U 2 .
B. Probability of Data Recovery and Throughput
As discussed in Section III, c-RLC has been used to encode the K 1 source packets of the data file to be broadcast to U 1 , and sw-RLC has been used to encode the K 2 source packets of the data file to be broadcast to U 2 . Therefore, in order to obtain the overall probability of user U 1 retrieving the data file, expression (5) needs to be averaged over all possible combinations of received frames. In particular, let B(m, M u , ε u ) denote the probability mass function of the binomial distribution, given by
The probability of user U 1 recovering the K 1 source packets can be expressed as
where mτ 1 is the number of coded packets contained in the m frames received by user
is the minimum number of frames that need to be received by user U 1 before the decoding algorithm attempts to recover the K 1 source packets, and x denotes the integer part of x. The average number of frame transmissions required by U 1 to recover the entire data file can be evaluated using [58] as follows (26) where D 1 represents the maximum permissible number of excess frame transmissions, that is,
Given that sw-RLC is employed for group U 2 , the M 2 transmitted frames contain coded packets associated with generations 2 ] be a row vector, where M i,2 denotes the number of frames that carry coded packets associated with generation Similarly, let m = [m 1 , . . . , m L ] be a row vector, with m i denoting the number of frames that user U 2 has received out of the M i,2 transmitted frames, for i = 1, . . . , L. If m belongs to a set S defined as follows
where M min 2 = (K 2 − 1)/τ 2 + 1 . The probability that user U 2 will retrieve the K 2 source packets admits the form
where mτ 2 is a row vector conveying the number of received coded packets per generation, and k and are row vectors that describe the sw-RLC process, as explained in Section III-B. The event of user U 1 decoding the K 1 source packets is indepenent of the event of user U 2 decoding the K 2 source packets. For this reason, the probability that both users will decode their respective source packets, referred to as joint decoding probability hereafter, can be obtained from P joint = P tot c,1 × P tot sw,2 . Note that group U i is in outage if the corresponding coordinator U i is not able to decode the entire source packets. This implies that the outage of group U i is associated with the decoding failure of coordinator U i . Thus, the system is in outage when the coordinators of both groups fail to recover the source packets, or equivalently, P out = 1 − P joint .
In order to evaluate the average number of frame transmissions required by U 2 to recover the K 2 source packets, we consider implementations that have the following design characteristics:
1) Contiguous generations always share the same number of source packets, i.e.,
2) The number of source packets that a generation does not share with the preceding generation is always the same, i.e.,
Hence, the total number of source packets can be expressed as K 2 =kL.
3) The number of frames transmitted for each generation of source packets is given as
τ2 + 1 , to give the last generation a fair chance to be recovered. Similarly to (26) , E U2 (M 2 ) denotes the average number of frame transmissions that are required by user U 2 to recover the K 2 source packets, provided that the number of transmitted frames will not exceed
where D G is the maximum number of excess frame transmissions per generation. To derive an expression for E U2 (M 2 ), the increase of frame transmissions from K 2 =M L to M 2 can be decomposed into two steps. In the first step, the increase fromM L to δ max +ML is considered. The expected number of excess frames that need to be transmitted in support of generation G L , so that all generations are recovered, can be written as
where the first L − 1 entries of the 1 × L vector M δ are equal toM and its last entry is set toM + δ. In the second step, the focus is on the increase of the transmitted frames from
The expected number of excess frame transmissions per generation, denoted by Δ DG , can be obtained as follows
where the first L − 1 entries of the 1 × L vector M δ are equal toM + v and its last entry is set toM + δ max + v. Based on (28) and (29), we obtain
where, M min 2 = K2−1 τ2 + 1 . As discussed in Section II, the successful delivery of the appropriate data file to the coordinator of a group guarantees that all users in that group will obtain copies of the data file. Based on the definition of the end-to-end throughput in [59] and [39] , the average throughput of the considered network can be defined as:
The dependence of the average throughput on the number of transmit antennas at the BS and the channel coding scheme at the physical layer will be investigated in the following section.
V. RESULTS AND DISCUSSION
This section presents simulation results and compares them with analytical results in order to validate the accuracy of the derived expressions. In addition, the performance of NOMA-based TAS combined with RLC schemes is discussed and compared with the performance of a conventional OFDMA-based implementation, which will be referred as OMA. Even though transmissions to the two different groups will not interfere with each other in OMA, the same QoS (in terms of rate) as in NOMA can only be offered if the SNR thresholds are increased. This will lead to an increase in the erasure probabilities ε 1 and ε 2 , a reduction in the probability of data recovery, as per (25) and (27) , and an increase in the number of frame transmissions, as per (26), (28) , (29) , and (30) .
A Monte Carlo simulation platform representing the system model was developed in MATLAB. Instances, where user coordinator U u successfully recovers the K u source packets, were counted and averaged over 10 6 realizations to compute the decoding probability, for u = 1, 2. The BS and the users U 1 and U 2 have been positioned such that σ coefficients i.e., a 1 = 0.2 and a 2 = 0.8. In addition, we set τ u = 1. Unless otherwise stated, we consider uncoded BPSK for group U 1 and convolutional coded BPSK for U 2 , which are characterized by the SNR thresholdsγ 1 = 5.782 dB and γ 2 = −0.983 dB, respectively, given in [41] as discussed in Section II. It can be observed that Con-TAS protocol shows optimal outage performance for U 2 . However, it provides worse and constant outage probability at U 1 . This is because the Con-TAS protocol only selects the best antenna for U 2 , which acts as a random antenna for U 1 as discussed in Section IV. Therefore by the Con-TAS protocol, U 1 cannot benefit from multiple transmit antennas. On the other hand, TS-TAS outperforms Con-TAS protocol by reducing the outage probability at U 1 while keeping the optimal performance at U 2 . Therefore, TS-TAS protocol can be adopted to meet the different QoS requirements. Furthermore, NOMA based TAS protocols show always superior performance than OMA-based TAS protocols. In addition, when the number of antennas N A is increased, the gap between the outage probabilities achieved by NOMA and OMA-based protocols becomes larger. Fig. 6 demonstrates the agreement between the simulation and analytical results, which confirms the accuracy of our derived expressions. It also exhibits the effect of the transmitted power on the decoding performance at both U 1 and U 2 for a simulation setting with K 1 = K 2 = 100, L = 5,ŵ = 10 and N A = 10. The decoding probability at U 2 is greater than the probability at U 1 , because high power is allocated to U 2 in order to satisfy its quality of service requirement. In addition, coded BPSK is employed for U 2 which is less sensitive to channel errors than un-coded BPSK employed for U 1 . This performance gap is even larger in OMA-based RLC implementation, because each user is allocated half of the total bandwidth. Thus, as expected, NOMA combined with RLC outperforms OMA-based RLC. Fig. 7 exhibits the effect of finite field q on the joint decoding probability as a function of the number of transmit antennas, when ρ = 13 dB, and constant number of frames M i have been transmitted. Note that, since the joint decoding probability is the product of two probabilities, therefore its distribution is more affected by the distribution of the minimum of the two probabilities. It can be observed that a remarkable performance gain is achieved when the field size q increases from q = 2 to q = 4. However, the performance gain is comparatively smaller when q further increases from q = 4 to q = 8. This is because the certainty of linear independence between coded packets increases with the field size and approaches the highest possible degree even for relatively small values of q. Furthermore, it can be seen that when q = 2 and q = 4, the decoding probabilities converge to a constant value because of the limited number of transmissions M 1 = M 2 = 103. The decoding probabilities can reach 1 if the number of transmissions increases. The figure also depicts the gain in decoding probability of NOMA-based implementation. For example, for the decoding probability to converge to the maximum possible value, the OMA-based RLC scheme requires more than twice the number of antennas in comparison to NOMA-based implementation. Alternatively, OMA requires higher transmission power to achieve the same performance gain as of NOMA-based RLC. Fig. 8 illustrates the relationship between the number of transmit antennas and the required transmission power for the successful delivery of data files by their respective users U 1 and U 2 . The figure clearly demonstrates the reduced transmission requirements offered by NOMA-based RLC as opposed to OMA with RLC. It can be observed that, for a fixed number of transmit antennas, the OMA-based implementation requires more transmission power as compared to NOMA. Alternatively as depicted in Fig. 7 , OMA requires more transmit antennas in order to achieve the same performance as NOMA with RLC. At low values of ρ, it is interesting to note that OMA requires more than twice the number of antennas needed for NOMA with RLC. However at high ρ values, this difference reduces to a small number. For example, when ρ = 13 dB, NOMA-based RLC requires 8 or more antennas while OMA combined with RLC needs at least 19 antennas. On the other hand when ρ increases to 19 dB, only two extra antennas are required by OMA to achieve the same decoding performance as of NOMA-based implementation. Fig. 9 presents the network throughput as a function of the number of transmit antennas and demonstrates the effect of different coding schemes employed for U 2 , when the transmission power is set to a low value such that ρ = 10 dB. The SNR threshold for turbo coded-BPSK is set toγ 2 = −4.401 dB, as given in [41] . As expected, turbo coded-BPSK provides a higher throughput than convolutional coded-BPSK. The performance gap between NOMA-based RLC and OMA-based RLC is evident. We can also observe that a change in the coding scheme from turbo coding to convolutional coding will cause a more notable throughput degradation in the case of OMA-based RLC than in NOMA-based RLC. Convolutional coding will make both schemes more sensitive to frame errors but throughput degradation is accentuated in OMA due to the spectral loss of 1/2, which dominates system performance.
VI. CONCLUSIONS
This paper proposed a framework which combines RLC and NOMA-based TAS schemes to support multicast groups of users with different QoS requirements and processing capabilities. Simulation results confirmed the validity of the theoretical expressions, which can be used to determine the design parameters of both RLC and NOMA schemes so that a desired QoS can be achieved. We have studied the impact of TAS on the performance of both NOMA-based RLC and conventional OMA-based RLC. We noted that, compared to the conventional TAS scheme, the two-stage TAS criterion can efficiently exploit the benefits of multiple antennas and thus can significantly improve the overall network performance. Moreover, superior performance in terms of reduced transmission power and network throughput can always be achieved by employing NOMA-based RLC than its counterpart OMA-based RLC. We also noted that network reliability can be improved further by increasing the field size over which random linear coding is performed as well as by using stronger error correction schemes at the physical layer.
APPENDIX
For completeness, known definitions and relationships that are invoked in the proof of the equivalence between (6) and (7) are first presented and the steps for obtaining (6) from (7) are then detailed.
The Gaussian binomial coefficient is the q-analog of the binomial coefficient and is defined as [60, p. 125 ]
where N, K are non-negative integers and q is a prime power. Using (3), we can rewrite (32) as
Combining (4) and (33) gives
Two identities that involve Gaussian binomial coefficients and will be used in the Appendix are:
Another relationship that will be invoked in the subsequent proof is the decomposition of f (N, k 1 + k 2 ) into a product, as follows:
where j = i−k 1 in the second line of (37) . The last expression of interest is the q-Vandermonde identity, which states that
for max(0, K − n 1 ) ≤ r ≤ min(n 2 , K). In order to prove that (6) can be obtained from (7), we first expand (7) into (10) and modify it as follows r1 f r1 (n 2 , w 1 )f (n 1 , k 1 
where step (a) invokes (33) and (34) to expand f (n 2 − r 1 , k 2 ) and f r1 (n 2 , w 1 ), respectively; step (b) uses the identities (35) and (36) to rewrite the product of the two Gaussian binomial coefficients, and step (c) applies (33) to obtain f (n 2 , k 2 ). 
Substitution of (40) into (39) gives (41) where step (g) invokes (38) and step (h) uses (33) to combine f (w 1 , w 1 ) with the Gaussian binomial coefficient and obtain f (N −K −w 1 , w 1 ), given that k 1 +k 2 = K and n 1 +n 2 = N . We note that 
for j = i + K − w 1 . If we substitute (42) into (41), we obtain expression (6).
