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ABSTRACT 
SIRT and CC-type methods have been successfully employed for the approximate 
solution of least-squares problems arising in tomography. In this paper we study and 
compare their convergence and regularization properties. It is pointed out that SIRT 
methods apply an uncontrollable implicit resealing which affects the statistical 
characteristics of the system, whereas CG-type methods do not. For a large class of 
model problems it is shown that virtually the same solutions as obtained by SIRT 
methods can be obtained by applying a CG-type method to a properly resealed 
system, but with an amount of work proportional to the square root of the amount of 
work with SIRT. 
1. INTRODUCTION 
In this paper we analyse and compare two classes of iterative methods 
that have been successfully employed for the approximate solution of least- 
squares problems arising in seismic tomography. A few characteristics of 
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such problems are: 
l they are very large; 
l they are sparse; 
l they may have small singular values and even singular values 0; 
l the right-hand side may be rather heavily perturbed; 
l the solution is required to very limited accuracy only. 
Since in such problems the matrix is nonnegative, the slowly varying 
components of the solution will belong to the large singular values (in 
contrast with the problems arising from discretized PDEs, where the smooth 
components belong to the small eigenvalues), and therefore the solution will 
be very sensitive to perturbations of the right-hand side. Thus, often regular- 
ization is considered. 
The methods to be analysed and compared are SZRT methods (Simulta- 
neous Iterative Reconstruction Techniques [4, 7, lo]) and projection methods 
(Conjugate Gradients applied to the normal equations and mathematically 
equivalent methods [3, 8, IS]). 
In practice it turns out that initially these processes have a strong 
regularizing effect and that they initially converge much faster (i.e., display a 
much better error reduction) than is to be expected from a conventional 
convergence analysis (which in view of the large condition numbers of the 
matrices predicts very slow convergence). Therefore already rather few 
iteration steps are sufficient to reach the required (or attainable) limited 
accuracy, and for this reason we shall be interested in investigating the error 
reduction in the early stages of the process. 
For results we refer the reader to the outline below. The main results are 
contained in Sections 5 and 8. 
This paper is a continuation of work begun in 1171. 
It will be a standard procedure in this paper to split up the error into an 
approximation (or iteration) error, which is inherent in an approximative 
process, and a perturbation error, which is due to perturbations in the 
right-hand side. 
Part I: Preliminaries and SIRT methods. 
Section 2: Mathematical preliminaries. 
Section 3: Preliminaries about regularization. 
Section 4: Definition of SIRT methods. The implicit resealing of 
SIRT methods. Qualitative discussion of the regulariz- 
ing effect. A numerical example suggesting that the 
correspondence norm-iteration error e norm-perturb- 
ation error is independent of the relaxation parameter. 
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Section 5: Definition of a large class of model situations, and proof 
that the properties suggested by the numerical example 
in Section 4 hold much more generally. Proof that the 
initial convergence behavior is independent of the con- 
dition number. 
Part II: Projection methods (in the sequel to be referred to as CC) and 
their comparison with SIRT methods. 
Section 6: 
Section 7: 
Section 8: 
Section 9: 
PART I 
Elementary properties and the regularizing effect of 
CG. A numerical example in which CG is applied to 
the normal equations of the system after resealing it 
explicitly the way SIRT rescales it implicitly; it sug- 
gests that CG has a much faster initial convergence 
behavior than SIRT, and that the methods have about 
the same correspondence norm-iteration error e norm- 
perturbation error. 
Definition of a large class of model situations, in which 
the polynomials that describe the iteration error are 
related to Jacobi polynomials. The initial convergence 
behavior of CG in this class. 
Comparison of SIRT and CG in model situations when 
CG is applied as in the example in Section 6. Proof that 
the properties suggested by the numerical example 
hold much more generally. Proof that in model situa- 
tions CG (applied as indicated) produces approximate 
solutions with errors which have about the same spec- 
tral distribution as those produced by SIRT, but does 
so with an amount of work proportional to the square 
root of the amount of work of SIRT. 
More general model situations for CG. 
In the following four sections, which constitute part I, we give preliminaries 
and we will concentrate on SIRT methods. 
2. PRELIMINARIES 
We consider the following exact linear relationship between the vectorial 
quantities X and 6: 
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where A is an m x n matrix. Occasionally (2.1) will be called the ideal or 
unperturbed system. 
Assume A to be known, but assume that, instead of 6, a vector b is 
available which differs from b by measuring errors. 
Occasionally we shall make the following assumption: 
ASSUMPTION 2.2. The errors in the coordinates bj of b are uncorrelated, 
and have zero means and equal variances (T’. 
Let an estimate for X have to be found. If rank(A) < n, then we can 
never hope to estimate a possible component of 5 in the null space N(A) of 
A. Therefore we assume 
(2.3) xl&A). 
Let x denote the minimum-norm least-squares solution to the problem 
(2.4) Ar=b, 
i.e., x minimizes ]]Ax - bll (II* 11 denoting the Euclidean norm), and, if 
rank(A) < n (in which case the minimizing vector is not uniquely deter- 
mined), we want x to be the minimizing vector of minimum norm (which 
then is uniquely determined). 
We recall that if Assumption 2.2 holds, then, on account of the Gauss- 
Markov theorem (cf. [15]) x is the best unbiased linear estimate of F in the 
sense that it has minimum variance [note that this is even true if rank(A) < nl. 
Consider the singular value decomposition 
(2.5) A = UCVr, 
(cf. [S]), i.e., U is an orthogonal m x m matrix, V is an orthogonal 
n X n matrix, and Z is an m X n diagonal matrix with diagonal elements 
cri > u2 > * * * >u,>O. If A has rank p, then u,#O, u,+~ ,..., u,=O. 
If we write 
(2.6) b=Ug, 6=vg, x =vz, x=vz, 
then 
(2.7) zj = gj/uj, zj = Ej/Uj for j<p, 
Zj = zj = 0 for j>p. 
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We recall that the singular values a; are the square roots of the 
eigenvalues hj of A*A: 
(2.8) 
In the sequel we shall mainly use the hj and not the oj. 
3. REGULARIZATION 
In order to say something about the regularizing properties of the 
iterative methods which we are going to consider, we first recall some facts 
about the common (Tikhonov) regularization. 
Writing 
(3.1) Ax := x - X, 
we recall that if rank(A) = p and Assumption 2.2 holds, then 
1 
- 
E denoting the statistical expectation, which reduces to the familiar expres- 
sion 
(3.3) 
(tr denoting the trace) if rank(A) = n. Hence, if some of the Aj are small, x 
has a very large variance. 
Regularization methods are designed to do something about that. The 
most common form of regularization solves, instead of (2.4), the least-squares 
problem 
(3.4) (fi)xr= (3 
for suitable A. With g, Z, Aj and V as in Section 2, and writing 
(3.5) x’ = Vz’, 
we then have 
(3.6) 2; = gj4(hj) = zj4(Aj)> 
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FIG. 1 
where 
with graphs as in Figures 1 and 2. 
The function $J describes how z; responds to (errors in) gj, and might 
therefore be called the (spectral) response function. We note from Figure 1 
that error components in b corresponding to small hj have much smaller 
effects on z’ than on z [for z this response function is, in fact, 4(t) = l/fi; 
cf. (2.7)]. 
The function $ describes how well Z; approximates zj, and might 
therefore be called the approximation function or relative response function. 
In order to assess the quantitative effects of regularization, we split the 
error Ax ’ := x’ - X into two parts, an approximation error and a perturbation 
error: 
(3.3) AX’= Ax&,, + Ax;,,, 
where 
(3.9) Ax’ aPPr := Z’- ,, 
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FIG. 2. 
X’ being the result of applying the regularization process to the ideal system 
(2.1); i.e., Ax.& is the error we would still make if there were no data errors 
at all; 
(3.10) AX’ 
Pee 
:= xr- X’, 
i.e., the error caused by the perturbations in b. 
Then we have the following theorem: 
THEOREM 3.11. 
If Assumption 2.2 holds, then 
(3.13) E( llA~&till~) = a2 C4(AjJ”, 
(3.14) E(11A~‘112) = llA~~pp,l12 + E(11A~~,112). 
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Proof. (3.12) is straightforward. Defining @ = diag(#(hj)) and 
E = b - b, (3.13) follows from WA&,, 11’) = E(Ax;;,tAr;,,t) = 
E(erU@rVrV@Ure) = o2 tr(U@*@U*) = crz tr(@*@). Finally, (3.14) fol- 
lows from E(Ax&,,Ax&~) = E(Ax&V@IJ*e) = 0. n 
REMARK 3.15. Note that we have not made use of the explicit forms of 
the functions C#J and @. The theorem holds, therefore, for any approximate 
solution x’ of a perturbed ideal least-squares problem for which there are 
response and approximation functions such that (3.6) holds. n 
4. SIRT METHODS 
4.1. The Methods and Their Convergence 
The well-known ART techniques (Algebraic Reconstruction Techniques; 
cf. 111, 411, also called Kaczmarz methods, for solving least-squares problems 
iteratively treat the equations one by one, updating the unknown vector for 
each equation in such a way that this one equation is satisfied exactly, and 
repeating this all over again after the last equation has been treated. 
Obviously such a method can converge only if the right-hand side lies in 
the span of the matrix. For perturbed right-hand sides one may therefore not 
expect convergence, nor may one expect to get more accurate solutions if the 
number of equations is increased. 
SIRT methods (Simultaneous Iterative Reconstruction Techniques; the 
term seems to have been coined by Gilbert [7]) are designed to give 
convergence in this case. They distinguish themselves from ART methods in 
that they do not update the iterated vector after each equation, but after an 
entire sweep through all the equations, and thus, during one sweep, they use 
the same residual vector for each equation. 
A rather general class of SIRT methods is given by 
(4.1) 
Aijr,(9) 
x(9+1) = 49’+ ” c _ 
3 
Yji Pi 
with r(q) the iterated vector after q sweeps, r(4) := b - AX(~), suitable 
positive numbers yj, pi, and a suitable relaxation parameter o. 
One particular class for which convergence will be proved is given by 
(4.2) yj := c]Aijl”, pi := zJAikJ2-U, O<a<2, 0<0<2, 
i k 
where we define 0’ = 0. For (Y = 0, (I) = 1 this is the method given in [5]; for 
(Y = 1, o = 1 it is the method given in [9]. Another method of class (4.1) is 
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given by 
(4.3) Yj:=$I(ATA)jrJ, Pi:=l> O<w<2 
(cf. [lo]). 
Introducing the matrices P := diag(l/rj), Q := diag(l/pj), we may write 
(4.1) as 
(4.4) 
x(9+1) = #) + &&Qr(9) 
= (I - wPATQA)dq)+ wPATQb. 
We now use (4.4) as starting point for our more general definition of 
SIRT methods: 
DEFINITION 4.5. Any iterative method given by (4.4) with symmetric 
positive definite matrices P and Q will be called a SIRT method. 
Defining u (9) := p-i/2,(9), W := Ql/zAp’/2, f := Ql/zb, we have 
(4.6) U(9+1)=(z-LOWTW)U(9)+WWTf. 
Defining u as that least-squares solution of Wu = f for which u - I_&‘) I 
M(W) (if W has a nontrivial null space; otherwise u is just the least-squares 
solution of Wu = f ), we have 
(4.7) U(9+1)-U=(z-O~T~)(u(9)--) 
and hence 
(4.8) U(9)-U=(z-WWTW)9(U(0)-u). 
Noting that we will have u co) i J”(W) if U(O) belongs to the range of 
P’12AT, we finally get 
THEOREM 4.9. Zf w denotes the largest eigenvalue of W T W, then (x(9’) 
converges to a least-squares solution x of Q’/‘A = Q’/‘b for all w < 2/w. lf 
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rank(A) < n, this solution lies closest to IX@) in the norm 11.11’ defaned by 
(/v/l’= (vTP-‘v) l”. If, in particular, x 
ing x(O)= O), then x = P’/’ 
(‘) = PATy for some vector y (includ- 
of Q’/zAp’/‘u = Qb’“b. 
u, with u the minimum-norm least-squares solution 
As a consequence we have 
THEOREM 4.10. The methods given by (4.2) and (4.3) are convergent. 
Proof. For (4.2) we show JJWI] < 1: for any vector v we have 
(4.11) 
For (4.3) we note that WTW = P’/2ATAP ‘I2 has the same eigenvalues as 
PATA, and this matrix has co-norm 1; thus )JW]J < 1. n 
NOTE 4.12. Eggermont et al. [6] propose a block generalization of the 
Kaczmarz method by partitioning the original matrix A into M subsystems 
Aj, consisting of rows of A, 1 < i < M. One complete iteration step of the 
method [given by their formula (2.18)] in fact consists of carrying out one 
SIRT iteration (4.2), with (Y = 0, successively for each of the subsystems Ai. 
Note that for M = 1 this is equivalent to one SIRT iteration for the complete 
system. From our Theorem 4.10 it follows that SIRT for each subsystem Ai 
satisfies the convergence condition in [6] for w < 2 (the condition in [6] is 
given by their (l.ll), in which p,, should be replaced by our 0). 
NOTE 4.13. Theorem 4.9 says that the vector x to which SIRT con- 
verges, when started with x(O) = 0, satisfies x = P’12u, where u is the 
minimum-norm solution of the least-squares problem Wu = f with W = 
Q1/2Ap l/2, f = Q’/‘b. This means that SIRT has the effect of resealing the 
rows and columns, and this affects the norms in which the residual vector 
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b - Ax and the vector x [the latter if rank(A) < n] are minimized, i.e., the 
statistical properties of the solution are affected. This need not be too serious, 
however, if the condition numbers of P and Q are not too large (i.e., if P and 
Q are diagonal matrices, their diagonal elements do not vary too much). 
NOTE 4.14. Regarding the methods given by (4.2) we note that for 
cy # 0 the effect of row scaling (i.e., the different weighting of the residual 
vector) may be undone by working with A = Q-““A, 6 = Q-““b. Indeed, 
writing Q for the Q corresponding to A, we have Q = Q1+(z-a)‘a = Q”“, 
and hence @/“A = A, Q1”b = b, so that the method applied to Ax = & 
actually solves the least-squares problem Ax = b. Note, however, that if 
rank(A) < n and we start with x (‘) = 0 then the limit is the least-squares 
solution that is minimal in the norm ll.il’ defined by /lo/(‘= (uTF-1~)1/2, P 
being the P corresponding to Q-‘/“A, i.e., 9j = CipilAijja. 
4.2. Iteration and Perturbation Errors; the Regularizing EfJect 
As we have seen in Section 4.1, a wide class of SIRT methods reduces, 
theoretically speaking, to (4.8). Th ere ore we will study the errors in the ~(4) f 
(= P-1’2x(9)). Depending on the condition numbers of P and Q, this will 
be indicative for the behavior of the errors in the iterates ~(9) themselves. 
CONVENTION 4.15. In the remainder of this section and in the next 
section we shall use U, 2, and V for the singular value decomposition of W: 
(4.16) w = Uw,, 
and A, > A, >, A, >, . . * will denote the eigenvalues of W T W. 
Since the role of b has been taken over by f, we shall occasionally make 
the following assumption: 
ASSUMPTION 4.17. The errors in the fj are uncorrelated, and have zero 
means and equal variances oz. 
We note that in the situation (4.3) Assumption 4.17 holds, and in the 
situation (4.2) with (Y # 0 it can be made to hold by the trick in Note 4.14, 
provided the errors in b satisfy Assumption 2.2. 
For simplicity we take x (‘) = 0, hence u(O) = 0. Writing 
(4.18) f ( = Q1”b) = Ug, u =vz, U(9) = VZ(9), 
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FIG. 3. 
we have from (4.8) 
(4.19) z(q) = gjqbq(hj) = Zjljq(hj) 
I 
(4.20) &(t)=l-(l-c&, 
*q(t) 
4,(t) = fi . 
Then @q) and I/J(~) are (relative) response functions as discussed in Section 3 
with graphs as in Figures 3 and 4. These graphs have the same nature as 
those in Figures 1 and 2, and thus SIRT has a regularizing efict, which 
obviously becomes smaller and smaller as the iteration continues. 
In order to assess the quantitative effects of these approximative methods 
we define U(q) and U as the quantities corresponding to u(9) and u if we 
replace f by the “ideal” right-hand side f = Q’/‘b. Then we write, as in 
Section 3, 
(4.21) AU(q) := &r) _ E = A,&’ + Au(Y) pert ) 
where the iteration error 
(4.22) A@) := $4) _ Ij 
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FIG. 4. 
is the error we would get after q iterations using the ideal right-hand side f, 
and the perturbation error 
(4.23) 
is the change in the iterates caused by using the perturbed right-hand side 
instead of the ideal one. 
Comparing (4.19) with (3.6) and writing 
(4.24) J‘=ug, u=vz, $4) = v@‘, 
we note that, on account of Remark 3.15, we may apply Theorem 3.11 and 
get 
THEOREM 4.25. 
(4.26) &@:= IlAu’ip’II = 
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lf Assumption 4.17 holds, then 
(4.27) 6u(,4,!, := E( lIA~pertll 
Jy__ 
- c 
and 
(4.28) 
NOTE 4.29. The property (4.27) implies that as q increases, (6~(,9,),,)~ 
increases and has a limit a2C, ,,l/hj, which is, indeed how errors in f 
perturb the least-squares solution of Wu = f [cf. (3.211. 
4.3. Numerical Example 
We consider the following numerical example. We suppose that WTW 
has eigenvalues hj = e -(j-1)/2o. This is inspired by a model for seismic 
tomography reported in [12], h w ere A is a 400X200 matrix and ATA has, 
besides 3 eigenvalues 0 (to computing accuracy), 197 eigenvalues of which 
the largest and smallest ones have a ratio 40,000 and any decade within this 
ratio contains about the same number of eigenvalues. We, too, take n = 200. 
We suppose that the solution G of the unperturbed model problem 
WE = f has Zj = Aj. Hence ]]U]l = l/Z]] = dm = 3.24; gj = A;/“, and 
hence ]]f]] = j/g]] = 2.68. We also assume that the errors in f are in accor- 
dance with Assumption 4.17. 
Table 1 records results obtained from (4.26) and (4.27). The values of 
w # 1 have been chosen so as to minimize SU$) for the given q. The 
TABLE 1 
5 .120 9.41u/ IlJll 13x 10-3 3 1.474 ,131 9.040/ [\fl[ 14x 10-3 
10 .0642 13.5 o/ llfll 48 x 10-4 6 1.601 .0658 13.4 a/ jlfll 49x 1o-4 
20 a333 19.3 o/‘//i‘// 17X1O-4 12 1.717 .0321 19.7 a/ //f/j 16X 1O-4 
40 .0169 27.4 n/llfll 62X1O-5 22 1.802 .0170 27.4 u/ l\fll 62x 1O-5 
80 .00854 38.8 u/llfll 22X 1O-5 43 1.873 .00847 39.0 u/llfll 22x1O-5 
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tabulated values for o/llfll are such that when a/jlflj has the tabulated 
value then &@’ and 8~~~~ are equal. Obviously, not much improvement 
can be obtained by continuing the iteration when o/ jlfjl is larger than the 
given value. 
We note that the tabulated values for w = 1 suggest that ( N denoting 
“approximately proportional to”> 
The table also suggests that the choice w = m,rt speeds up the process by 
a factor w with respect to both 6ui, and Su,,, i.e., that about the same au, 
and 8upeti that are obtained for a certain q with w = 1 are obtained for q/o 
with w = aopt; numerical experiments (not recorded here) indicate that the 
same is true for values of w in between. In other words: the relationship 
between iteration and perturbation errors, as measured by 6ui, and SU peti, 
hard2y depends on CO. This is brought out even more nicely by Figure 5, 
where [in view of (4.3011 we have plotted 6u(,9,!, horizontally and (Su(f))-‘/2 
vertically with appropriate scaling factors for q = 1(1)10(2)20(5)50(10>100 
and for o = 1 (represented by + ) and for o = moPt (represented by X 1. 
FIG. 5. 
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5. THE BEHAVIOR OF THE SIRT ITERATION 
AND PERTURBATION ERROR 
Unlike the situation with successive overrelaxation (and therefore with 
Kaczmarz’s method; cf. [3]), the numerical example in Section 4.3 indicates 
that, at least under certain circumstances, only a very modest reduction of 
the number of iterations may be achieved by an optimal choice of w in 
comparison with the “natural” value w = 1. In this example we also got a 
negative answer to the question whether for a given (desired) value of Sui, it 
would make sense to choose w so as to minimize Supert: for a given Suit we 
always got about the same Supert. 
Both properties are implied by the property (which we also noted) that 
both Su(;l’ and Su(9) pert virtually depend on the product wq only. One purpose 
of the present section is to find out whether this holds more generally. We 
shall also try to get some insight into the behavior of the iteration and 
perturbation errors as q increases and the factors determining this. 
Since in practical situations it will usually be quite difficult to verify any 
conditions at all, we do not aim at very refined results under very detailed 
conditions, but rather give statements of a more global nature. 
It will be slightly convenient and, theoretically speaking, not restrictive to 
make the following assumption: 
ASSUMPTION 5.1. Unless explicitly stated otherwise, we will assume that 
A, = 1 (cf. Convention 4.15). 
5.1. The Behavior of the Iteration Error 
If we define 
(5.2) x(t)= c 2; 
O<hi<t 
[i.e., x is the cumulative weight function, x(O) = 01, then we may write 
(5.3) 
Obviously, replacing ,y by a nearby 2 will give nearby results. This observa- 
tion implies that the behavior of the iteration error depends mainly on the 
distribution of the weights ,Zj over the spectrum rather than on the particular 
sequences (Aj) and (Zj>. 
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As to the question whether for a given problem SO depends mainly on 
the product 09, we note that in (5.3) the factor (1 - utjzq resembles ewzoqt 
(and thus depends on 09) for those t for which 2wqt is not too large, but 
will not do so if 2w9t is really large. Therefore, the main contribution of (5.3) 
should stem from a shrinking interval [0, a(9)] as 9 increases, and this says 
that in some sense the function x should not increase too rapidly. 
Thus, it will be interesting to study the integral in (5.3) for a class of 
functions x displaying a wide range of growth characters. We choose these 
functions so as to resemble the functions t + c’tC, c > 0. Model situations for 
SIRT will be situations in which Su(:) is sufficiently well described by (5.3) 
for a suitable range of q-values if x is replaced by t + c’tc. 
The following lemma will be of interest: 
LEMMA 5.4. Consider 
/ 
1’w(l - ot)24 dg(t) fir monotone increasing 
functions g, g(0) = 0. 
0 
(a) If g(t) = tC, c > 0, then for 4 --fca 
and the O-term is less than 0.1 fm 9 > c if c < 10. 
(b) Ifg(t>= tC, c > 0, for t > s, where s <l/w is a given number, and 
g(t)< tC for t < s, then 
(5.6) 
with a relative error below 
/ 
l/W 
0 
= A,,, 
(2~9s)“+~ 
qc +2) 
c+l c ( 1, 1+- 49 
1+0 L 
( 1 9= 
and the O-term is the same as in (5.5). 
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Proof. For any monotone g with g(0) = 0 we have 
(5.7) / 0 
1'W=20y11'W(1-ot)29--Ig(t)dt 
0 
The first expression for A,,, follows by integrating by parts 2q - 1 times or 
from [l; 62.21; the second expression for A,,, follows from [l; 6.1.471. In 
(5.6) the error is 
2wqP’ 
2oq/S(1-ot)“9-1[tc-g(t)]dt< c+l . 
0 
Now divide by the second expression for A,,,. n 
NOTE 5.8. Obviously A,,, = lY(c + l)/(Zoq)” in good relative precision 
already for small values of q if c is not large. 
Now write [cf. (5.311 
(5.9) (SZ(~r))2=/OI’W(l--Ot)29dX(t)+e(w,9)(1-w)29X(1), 
0 ,< @(o, q) < I, and note that, if x(t) = c’tC in a relative sense, then 
(5.10) 
/ 0 
l’W( I - ~t)~’ dx( t) = c’& 
in the same relative sense [cf. (5.7)]. Unfortunately, x(t) = 0 for t < i := 
min hj, o hj, and thus we certainly cannot have x(t) = c’t’ in a relative sense 
for t < i. However, if A is small (as it is in our cases of interest) this may not 
become noticeable until q is very large, as we see from Lemma 5.4(b). 
Finally, we note that in (5.9) the term with (1 - w>~‘? vanishes very quickly 
as q increases. This leads us to our main result for model situations: 
THEOREM 5.11. Zf for some (small > s > 0 there holds ,y( t ) = c’t ‘, c > 0, 
in a relative sense for t > s, and x(t) < c’tC for t < s, then 
(5.12) (S@)” = CIA,,,, 
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as soon as (1- w)a9 -SK A, 4 , and a.s long as the relative error in (5.6) is small. 
NOTE 5.13. In the numerical example in Section 4.3 we have Aj = Zj = 
e-(j-‘)/“, j = 1,. .,200, and hence i = min hj = e-lo =4.5X 10e5. Hence 
p - p 
/y(t) = c A; = 1_ e_1,1o = lot” for 3i,<t,<l. 
Aj < t 
Thus c’= 10, c = 2, s = 3i. Hence (Sug’)” = c’A~,~ = 2O/[w”@q + 1)X 
(29 +2)] as soon as (I- w)~” +C 2/[d(29 +1X29 +2)1 and as long as 
(2709 x 10-5)3 << 3!. For example, for w = 1.5 this means 5 < 9 i 2000. The 
reader may verify that the results in Table 1 agree very well with the given 
approximate expression for SuCp’. 
NOTE 5.14. In the situations covered by Theorem 5.11 and Note 5.8 we 
virtually have 
(5.15) 
i.e., 8~::) virtually depends on w9 only, and this is true from fairly low 
values of 9 onward. 
Thus, if a SIRT method is run twice, with values o1 and w2, respec- 
tively, such that wi < w2 and w2 is not too close to 2 (or, dropping 
Assumption 5.1 for the moment, not too close to 2/A,), then the numbers of 
iterations to reach a certain accuracy have a ratio of about o2 : ol. Note that 
this is in very good agreement with the experimental data in Table 1. 
Also note that if we let o2 approach 2, the number of iterations starts 
decreasing less than proportionally on account of the term with the factor 
(1 - o)29 in (5.9) making itself felt. 
NOTE 5.16. In the processes given by (4.2) and (4.3) w = 1 is a natural 
parameter value, and since all we know is that these processes are conver- 
gent for w < 2, all we can count on is a saving of about half the number of 
iterations for the optimal value of o. But of course, for these processes A, 
may be less than 1, and then choices of w in the range 2 < w < 2/h, would 
still give convergence, and we might save more. The question is, however, 
how do you know that A, < 1, and how do you find the optimal w? 
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NOTE 5.17. Noting that ((U(1’ = x(1) = c’, we have from (5.15) 
(5.18) 
St@ 
-a 
ll~ll 
and the reader may verify that this still is in very good agreement with the 
results in Table 1. 
NOTE 5.19. As we see from (5.18), already for moderate values of c we 
have a considerable error reduction after a few iterations. For example, for 
c = 3 and w4 = 7 we have St&r)/ jlUll = 0.01. This indicates that if quite a 
few iterations are needed for a modest error reduction, c should be quite 
small. 
NOTE 5.20. Next we note that as q increases, the right-hand side of the 
interval of integration contributes less and less to the integral. Actually, for 
any y > 0 and q not too small we have, using (5.5) and (5.7), 
(5.21) 
/ 
l’@ (l- Wtytcdt 
Y/W 
/ ( 
1/W I- &)Q -rtc & 
0 
and thus if we take y such that the right-hand side is small, the values x(t) 
for t > y/w4 may deviate a great deal from c’tC without an appreciable 
change of &$p) [also note that the required value of y is small for low values 
of c -and in view of Note 5.19 these will probably be the values of c that 
we are interested in when studying what happens if q is rather large: indeed, 
e.g., for c = 1 and y = 2 the right-hand side of (5.21) is 0.11. 
Thus, for processes requiring fairly large values of q for the required 
accuracy, much the same as has been said above will hold from a certain 
value of 4 onward if x(t) = c’tC on an interval [s, s’] with s < s’ e 1 and 
x(t) smaller or not too much larger than c’tC elsewhere. Hence, although in 
that case we cannot say anything about the iteration error for small values of 
4, nevertheless for the larger q that we are interested in the errors are as 
described above. 
After all these observations with = signs and assumptions that 4 is 
neither too large nor too small, we wish to conclude with a real (albeit trivial) 
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theorem (but with an interesting implication). The proof is immediate from 
(5.9). 
THEOREM 5.22. Zf x(t) < g(t) fbr all t, then 
COROLLARY 5.24. Zf X(t) < c’tC CC > 0) f~ 0 Q t < 1, then 
(5.25) 
NOTE 5.26. This gives an error estimate independent of the condition 
number K of the matrix. For the rather small numbers of iterations and the 
large condition numbers that we are interested in this compares favorably 
with the usual error estimates of type (l- l/~)~ for stationary iterative 
processes [indeed, in our case this conventional error estimate would read 
(SU$)>~ < (1 - ~h,)~qCEf < (l- ~h,)~pc’ with h, = min,,, 0 hj, and l/h, 
is the (reduced) condition number of the matrix]. But of co&e, for very large 
values of q this conventional estimate will be better than (5.25). 
5.2. The Behavior of the Perturbation Error 
For the perturbation error the dependence on the product wq holds 
more universally (i.e., without any assumptions about the distribution of the 
weights), as we shall show now. We first prove the following lemma. 
LEMMA 5.27. Let o < 2 be given. Then fm q --+a 
(5.28) 
with a relative em-m- less than 1/(3q) unifmly fm 0 < p Q o. 
Proof. The assertion is clearly true for 1 Q p < w. So consider P < 1. 
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The relative error when 1 --cl - p)Q is replaced by 1- eePq’, if small, 
may be written as 
(5.29) 5 := 
e-*9-(1-p)4 
1-e-M ’ 
which is positive. 
First consider ,u9 < 2. Using first-order approximations (which are al- 
ready quite good for low values of 9, since p and 9p2/2 are already quite 
small for low values of 91, we have 
(5.30) 
1- ,/w+4l~(l-~L) 
t= z 1 - e-9Pz’2 
ePq-1 ePq-1 
w2/2 0.32 
z-------<--- 
efi9-l 9 
[using (x 2 /2)/(e” - 1) < 0.321. 
Now consider ~9 > 2. The numerator in (5.29) will be decreasing as a 
function of p if 
i.e., if 
- > ln(l-CL), 
9-l 
and indeed, if p > 2/9, we have for 9 > 4 
?a--p--c--$>ln(l-g). 
9-l 
Hence 
(5.31) 5< 
e-’ -(l-2/9)’ ~ (2/9)e-’ _ 0.31 
1-ee2 l- eV2 9 ’ 
n 
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NOTE 5.32. From the proof it is clear that the given relative error 
estimate applies even for quite low values of 9 (9 > 5, say) and then already 
is very small, provided w is not too close to 2. 
From (4.23), (4.24), (4.18)-(4.20) and our lemma we now have 
THEOREM 5.33. Write AZ@,!, = V(z(q) - ZCq)). Let w < 2 be given. Then 
for 9 +m, 
(5.34) 2(9Lq9) z 
J 
I-;‘“*’ tgj - gj) 
3 
and, under Assumption 4.17, 
(5.35) 6ugpu c v’ [ 1 - e--09*j]2 *, ) 3 
both with a relative error less than l/(39). 
NOTE 5.36. From (5.35) and Note 5.32 we see that under Assumption 
4.17, if o is not too close to 2, it may be said that Su(,9,!, virtually depends 
only on w9 even for small values of 9, and this will still be true if o is close 
to 2 in the not unusual situation that the contribution of the terms in (4.27) 
with hj close to 1 is small with respect to the total sum. 
More importantly, however, we see from (5.34) and Note 5.32 that, 
irrespective of Assumption 4.17, al w is not too close to 2, the spectral 
distribution of the perturbation error, i.e., At&‘,!, itself, virtually depen,ds 
only on w9 even for small values of 9. 
In order to get some insight into the growth of the perturbation error as 9 
increases, we define Cl(t) = EAj, tl/hj. Then for w < 2 and under Assump- 
tion 4.17 we have 
(5.37) (6u(,4,‘,)’ = - r_r”/,i’l- epo@)’ dQ( t) 
= Bw9cr”/DI( l- e --o@) e-“@Q( t) dt . 
280 A. VAN DER SLUIS AND H. A. VAN DER VORST 
Hence the following comparison theorem: 
THEOREM 5.38. lf O(t) < ii(t), then under Assumption 4.17 
(5.39) (“u$$ ,< Zuqu2jnl(l - e-09f)e-09tfi( t) dt. 
COROLLARY 5.40. If n(t) < d’t-“, 1~ d < 2, then 
(5.41) (%%)2 5 
i 
2d’(oq)dT(l-d)(l-2d-1)a2 if d+l, 
2d,oq(ln2) 
v2 if d=l. 
NOTE 5.42. The equality in (5.41) is quite sharp if 4 is such that 
Cl(t) = d’ted for y/wq < t < y’/wq, with y and y’ suitably chosen, and 
iI(t) smaller or not too much larger than d’tWd outside this interval. 
NOTE 5.43. The assumption in Note 5.42 covers quite a range of 
distributions of eigenvalues: 
(5.45) A,=$, /_&<l * cl(t) = -&t-‘. 
CONCLUSION 5.46. For situations as considered in Note 5.42 and moder- 
ate values of q, SugL is independent of Amin and grows quite slowly as q 
increases. 
NOTE 5.47. In view of Note 5.43, our numerical example in Section 4.3 
(in which Assumption 4.17 is satisfied) has d’ = 20, d = 1. Hence we should 
have Su6Qe)rt = ad-, and indeed, the error in this estimate ranges 
from a few percent for low q to half a percent for q = 150 (which is how far 
we ran the experiment). This also supports our observation in (4.30). 
5.3. The Relationship between the Iteration and Perturbation Error 
We have seen in Note 5.36 that A$$, and consequently 6u(,4,!, := 
E((lA.uC9’ )12)1’2, Pee virtually depends on wq only, independently of Assumption 
SIRT- AND CC-TYPE METHODS 281 
4.17. As we have seen in Theorem 5.11 and Note 5.20, the same is true for 
&@’ in a wide class of model situations. This implies that in the latter 
situations we have generally what we already found in the numerical 
example in Section 4.3, and what we now formulate as a conclusion: 
CONCLUSION 5.48. In model situations as defined in Section 5.1, the 
relationship between 6ui, and Supert hardly depends on w. 
However, we can make a farther-reaching statement. First note that in 
those model situations the major part of Sz@) is contributed by an interval 
[0, y/w41 with y independent of w and 4 (cf. Note 5.20). On this interval 
we have 
(5.49) zs”‘- Zj = -(I- Uhj)4Zj z - e-w”Alzj 
with a relative error of about ~qct?A~ < 7/(2q). Hence, in model situations 
with w < 2, already for moderate values of q the major part of AU(:) 
virtually depends on 09 only. 
This leads us to our final conclusion about SIRT: 
CONCLUSION 5.50. If SIRT is run with different pairs of (q,w) with 
equal products wq, then the perturbation errors have about the same 
spectral distribution. The same applies to the major part of the iteration 
errors in a wide class of model situations for q large enough. In this case we 
may therefore say that u(q), and consequently the computed solutions x(q), 
virtually depend on oq only, and that, therefore, the choice of o does not 
appreciably affect the quality of the solution and thus may be chosen so as to 
get the highest computational efficiency. 
PART II 
In this part, consisting of the sections 6-9, we will concentrate on 
projection methods and how they compare with SIRT methods. 
6. PROJECTION METHODS 
6.1. The Methods 
We consider the following methods for solving our least-squares problem 
(2.4): 
(1) conjugate gradients (CG) applied to the normal equations ATAx = 
A%(cf. [3]); 
(2) The Paig e -S aunders LSQR process (cf. [IS, 21). 
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When properly started, these methods are mathematically equivalent, i.e., 
when applied without rounding errors they generate the same sequence of 
approximate solutions. We give them the collective name projection methods, 
and stick for our theory to the CG approach. We will not consider the effects 
of rounding errors. 
6.2. Fundamental Properties 
Let B be a symmetric, positive semi-definite n X n matrix, and c a 
vector in the range of B. Then the CG process (cf. [8]) applied to 
(6.1) Bx=c, 
starting with x (‘) = 0, yields a sequence (x(q)) such that 
(6.2) ~(~)~K,(B;c):=span(c,Bc,...,B~-‘c), 
(6.3) rtq)= argmin (~-x)~B(t~-r), 
oEKq@:C) 
(6.4) with x the minimum-norm solution of (6.1), 
(6.5) .dq) _L J’( B) 
Applying to CG to the normal equations of (2.4), i.e. B = ATA, c = ATb, 
we have (cf. [14, Theorem l]) 
(6.6) xcq) = argmin 1IAu - bJJ. 
oEK,(B;c) 
If we take X(O) f 0, then (6.2), (6.3), and (6.6) still hold with K,(B; c) 
replaced by x(O) + K,(B; c - BxCo)>. Then xcq) = X(O) + ycq), with (ycq)) the 
sequence generated by CG applied to Bx = c - Bx(‘), y(O) = 0. If, in particu- 
lar, X(O) I M(A) (i.e. x (‘) = ATy for some vector y), then (6.4) and (6.5) also 
hold. 
In the sequel we shall, for reasons of simplicity, take x(O) = 0, but it will 
now be clear how these results extend to the situation r(O) # 0. 
Denoting the eigenvalues of B by Aj and a corresponding orthogonal 
eigenvector matrix by V, and writing x = Vz and ~(4) = VzCq), we have the 
following fundamental theorem (cf. [ 16; Proposition 2.81). 
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THEOREM 6.7. lit R, denote the q&degree orthogonal polynomial 
corresponding to the inner product 
normalized so that R,(O) = 1. Then 
(6.9) zjq)= [l- Rq(hj)]zj. 
R, is called the qth Ritz polynomial. In the sequel its zeros, the so-called 
Ritz values 0(;l) < - * 9 < 6$), will be of importance. 
We note that the Ritz values lie between the smallest and largest 
eigenvalue Aj and depend continuously (indeed, analytically) on the zj. 
6.3. lteration and Perturbation Errors 
Writing again A = U‘CVT, b = Ug, x = Vz, xCq) = VzCq), B = ATA, c - ATb 
= AT Ug = V xTg, we have from (6.9) 
(6.10) 2(q) = +,(Aj)gj = Jlq( Aj)zj J 
with 
(6.11) 
l-R,(t) 
4qw = fi T +,(t) = l- R,(t). 
Again we note the regularizing effect (cf. Sections 3 and 4.2). 
As before (cf. Sections 3 and 4.2), we wish to decompose the error 
x(q) - 2 into an approximation error (here again to be called iteration error) 
Ax!:; which we would get by applying the process with the ideal right-hand 
side b, and a perturbation error A_x?~~, which arises from the errors in b. 
Writing F(q), Z(q), Z, g, Rq, Fq, tip) (note that R,, $q and tip) depend on 
b) for the quantities corresponding to those above if we replace b by 5, we 
then have 
(6.12) Ax(q) := r(4) - X = AX$’ + ‘,‘&& 
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(6.13) Ax!;) := $9) - 2 = VA&d, AZ!:; = - R,(Aj)zj, 
Ax:!, :=x (9) _ $9) = VAz’9’ pert ’ Azgzt j = I&( Aj)zj - &,( Aj)zj. 
Since $9 depends on b, and therefore on the errors in b, in a rather 
intractable way, we cannot, as before, compute E(l[Ax(g’,[l”>. If, however, we 
approximate Ax(pQeit by Ax$, = V&g!,: 
(6.14) iq& := l&(Aj)(Zj - Zj), 
then we have the following theorem: 
THEOREM 6.15. 
lf Assumption 2.2 holds, then 
(6.19) E( [(AX = (6~::))~ + (&g;,)“. 
Regarding the approximate equality in (6.19) we note that 
(6.20) Ax(~)-(Ax~$- hxzl,) = Az$ - &x$; = VA+$ -V&z(q) pert ’ 
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FIG. 6. 
and in order to estimate this we write 
(6.21) Az~L,~ - d~‘dl,‘,,j = [ Rq( “j) - fiq( ‘\j)] zj 
Assuming the 13p) to be rather close to the gfp) (which has a high probability 
if u is small; cf. Section 6.2, last line), the quotient $,(Aj)/$q(Aj) will be 
close to 1 for all j (cf. Figure 71, and hence Cj([$&hj)- @q(Aj)](zj - Zj)J2 -ZX 
l\&~~~\l”, which is satisfactory. Regarding the first term on the right in (6.21) 
we note that its form suggests comparison with A?!:’ rather than with 
dxgL. However, since we may not expect R,(Aj)/R,(Aj) to be close to 1 
for all j, we cannot say that in general Cj[R4(Aj)Zj - Z3,(Aj)Zj]’ -=K I(AxiF)((‘, 
but clearly again, if the 0fp) are rather close to the &q), this relation can be 
violated only for rather special choices of the Aj and the Zj. We also note that 
this relation will certainly hold if in (6.16) the sum of the terms with 
Aj < B’p’,B’p’ dominates the rest (and, as we will show later on, this will 
frequently be the case). 
Hence, under these circumstances, (6.19) will be rather sharp. 
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FIG. 7. 
6.4. Numerical Example 
We wish not only to give a numerical example for CC, but also to 
compare CC with SIRT. We recall that SIRT applied to the given least- 
squares problem (2.4) actually solves a resealed problem Wu = f (cf. Note 
4.13). Therefore, in comparing CG with SIRT it is reasonable to apply the 
former to the normal equations of the same least-squares problem Wu = f, 
where W and f now have to be computed explicitly, which can be done at 
small computational cost. 
Taking W and f as in Section 4.3, (6.16) and (6.17) lead to the columns 
under the heading CG in Table 2, where, for comparison, we have repro- 
duced the corresponding SIRT results under the heading SIRT. 
TABLE 2 
CC SIRT, o = 1 
St@ &b(pg,!t St&) iSAg!+ 
4 - - 
IIf IW 
4 
II4 IIWI 
5 .0516 15.Or/ llfll 13 .0501 15.5c/ IIJII 
10 .0168 26.9~/ llfll 40 .0169 27.4~/ llfll 
20 .00461 51.6~/ llfll 149 .00461 52.9~/ llfll 
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We note that the table suggests for CG 
(- again denoting “approximately proportional to”). 
We have also found the sum in (6.16) to be dominated by the terms with 
hj < I??‘, and in fact by a large factor. Hence, in view of our discussion at the 
end of Section 6.3, the approximate equality in (6.19) should be rather sharp 
for stochastic perturbations with u such that the Ritz values do not change 
too much. 
6.5. Comparison of SZRT and CG in Our Numerical Example 
We first note that, at least in the range considered, CG has a much faster 
convergence behavior than SZRT (inversely proportional to q2 and q, respec- 
tively). 
Secondly, we make the remarkable observation that CG has about the 
same relationship between Su, and Supert as SIRT. This is displayed more 
clearly by Figure 8, which is similar to Figure 5 except that the A now 
represent CG for q = 1(1)19. 
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Since the amount of work per iteration is about the same for the two 
methods, it is clear that, at least for our numerical example, CG is preferable. 
6.6. Outlook 
We can say nothing about how the SIRT and CG methods compare when 
applied to the same problem Ax = b. The importance of our findings above 
is, however, that, at least in the case of our example, any difference in 
attainable quality should be attributed to the scaling of this problem in 
relation to the method to be used, and not to the method as such. Moreover, 
CG does not have the adverse effect of effectively resealing the problem. 
Thus, should our findings hold more generally, this would mean that CG is 
generally preferable to SIRT methods. It will be the purpose of the subse- 
quent sections to investigate this. 
As a first result in this direction we note the following theorem. 
THEOREM 6.23. For any least-squares problem Ax = b let Wu = f be the 
corresponding SIRT-resealed problem (cf. Note 4.13). Let SIRT be applied 
to Ax = b with x(O) = 0, and let CG be applied to Wu = f with u(O) = 0, 
generating sequences xp’ and u$‘, respectively. Defining uv) = P-‘/‘x(,~) 
(cf. Section 4.0, we then have 
(6.24) Ilwu(,“‘-fll~Ilwu’s”‘-fll. 
The same is true if r(O) # 0 and u(O) = P- ‘/‘x(O). 
Proof. Write K, := K&W; f - Wu(‘)) [cf. the observation after (6.6)]. 
Then u$) = argmino,,~o)+Kql(Wv - f 11, whereas from (4.8) we have ui9’ E 
U(O) + K 9' n 
7. THE BEHAVIOR OF THE CG ITERATION ERROR 
7.1. Model Functions and Situations 
Assume the spectrum of ATA to be contained in [0, l] and 1 to be an 
eigenvalue, which is no restriction. 
In order to get a grasp on the initial convergence behavior of CG, we 
define for a class of model functions p an inner product 
(7.1) (f,gY= \If(t)g(t)t’p(t) dt. 
‘0 
Furthermore, let R,, q = 0, 1,2, . . , denote the corresponding orthogonal 
SIRT- AND CG-TYPE METHODS 
polynomials with Z?,(O) = 1, and define 
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(7.2) Sjp) = jliiq( t)“p( t) dt. 
0 
Then for x(t) := CAj G $j? suff%ziently close to j&(s) ds on [0, l] we have 
[cf. (6.8) and (6.16>] Rq = fi, and Su$f’ = a?) for a suitable range of 
q-values. This situation will be called a model situation for CG. 
The model functions p will be, at first, the functions 
(7.3) p(t) = uY( 1- t)@. 
with a, p > - 1. Then we have, with (Y = a + 2, 
(7.4) R,(t) = 
P$Q)( l -2t) 
P,y)( 1) ’ 
where Pq(n’P) denotes the Jacobi polynominal (cf. [18, Chapter IV]). Later on 
(Section 9) we will consider a more general class of functions p. 
NOTE 7.5. In the numerical example in Section 4.3 we have X(t) = lot2 
(cf. Note 5.13). We therefore take p(t) = 20t, which is a model function with 
a’ = 20, a = 1, j3 = 0. In Table 3 we give a few values of the corresponding 
integral (7.2), and note that they are in good agreement with the values Su?’ 
(for CC) which we took from Table 2. 
NOTE 7.6. We also note the good agreement between the zeros 3:“’ and 
6:” of iis and Z?,, respectively, which are given in Table 4 on lines I and II, 
respectively (the zeros of ii, were found using a Lanczos algorithm; the 
zeros of fi, can be found in [l; Table 25.81) 
TABLE 3 
Q 
a(4) 
P 
sucp’ 
5 X5 .167 
10 .0545 .0545 
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TABLE 4 
I ,199 .424 .659 ,859 .988 $5, 
II .196 ,417 .649 ,846 ,969 $5) 
III .193 .412 .642 .840 .966 df. (7.8) 
7.2. Approximation to the Jacobi Polynomials and Their Zeros 
We use the asymptotic expression (cf. [18; Theorem 8.21.121) 
(7.7) (sin i)a(cOs ~)pP,‘.sB’(cOS t> 
= N-” 
I-(q+a+1) 
4! 
[l,(Nt) + dtd 
with 
FJ(t,q) = 1 o( ta+Zqu) if O,<t<c/q, 0(t’/2q-3/2) if c/q<t<r-EE, 
c an arbitrary constant, and the O-terms holding uniformly for t in the 
specified domains. Here N = q -t ((u + p + 1)/2, and J, is the Bessel func- 
tion of order LY. 
Thus, if for given (Y we denote by j,, i the ith zero of J,, then the ith 
zero from the right of Pia,P) is approximately equal to COS(~,,~ /N). Hence, 
for (r=a+2, 
(7.8) 
Just to see how well this already fits for low values of q, we take q = 5 in 
the example in Notes 7.5, 7.6, i.e., p(t) = 20t. Thus we should use (7.7) with 
(Y = 3, p = 0 [cf. (7.4)]. Using the Bessel zeros from [l, Table 9.51, we get the 
results given on line III in Table 4. 
Noting that 
p,'".P'(1) = 4; a = ( 1 
IY(q+a+1) 
q!T(cu + 1) 
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and defining a t * T correspondence by 1 - 2t = COS(T / N) [hence r = 
sin”(T/2N)], we have from (7.7) 
P;4)(1-2t) P(a,P)(cos(~/N)) 
(7.9) R,(t) = P,‘*,p’(l) = p 
P4(a’@)( 1) 
= N-Y-( a + 1) 
( sinir//NN) )“’ 
1 
X 
[sin(~/2N)]“[cos(~/2N)]PJa(T)‘o’ t6’1-E’ 
Actually, in view of (7.7), the approximate equality (7.9) becomes an 
equality if a remainder term is added to J,(T) as follows: 
As the reader may verify, this remainder term will not affect the nature of 
our estimates below. For example, in the expressions in (7.151, (7.19) and 
(7.25) it leads to an additional factor l+ 0(9-2>; in (7.12), to an additional 
Ob a+z9-2) for OGrgc, 
0tr l/Z9 4) for 7 > c. 
factor 1 + 0(79-“) 
From the asymptotic relationship (cf. [I, 9.2.11) 
(7.10) J,(T) = ; cos T-&T+) 
4-f 
for 7-m 
we find 
(7.11) 
and this inequality is already quite well satisfied for r > jol,l (we know of no 
place in the literature where this is proved; a proof may be given using 
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comparison theorems for differential equations; for the low values that we are 
interested in it may be checked numerically). Hence 
(7.12) Iri,‘t’l’ (S)““‘“( sin;l/rv))i/l( sin;~:z”N,ia 
for t < i, and we note that for T > j,,l the right-hand side is much smaller 
than 1 and, moreover, decreases rapidly. 
Furthermore we note that F’?“)(t) = (- 1)4P,‘P*“)(- t), and hence f?,(t) 
will also decrease rapidly as t goes from 1 to $. Note, however, that 
(7.13) 
Pyy - 1) 
W) = ppP)(l) 
Hence, if p <(Y, then Ifi,( < 1 for all t and Ifi, ++c 1 for t > 6y’. If, 
however, /3 > (Y, then l%,(t) may be much larger than 1 for t near 1. 
7.3. The Behavior of the CC Zteration Error in Mookl Situations 
In order to estimate the integral in (7.2) for model p we first consider, 
with (Y and /3 as in Section 7.1, 
(7.14) I, :=pq)R;(t)P-2(1- t)%. 
0 
Hence, using the t CJ 7 correspondence (cf. Section 7.2), (7.9) and (7.81, we 
get the first = in 
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the second = holding for 2 N >> ja,r [but note that the worst error in 
replacing the second factor in the first integral by 1 occurs when J,(r) is 
small; hence 2N need not really be very much larger than jn,l]. 
We now consider 
(7.16) 
Define Q (t)= IJi.,(l- t/@q)) 
t > e(;l). Then ’ 
I 7 and note that fi,(t>Q,(t>< 0 for 
(7.17) 
l- t/lp’ 
1, =h;qlfiq(t)Q9(t) t2 tq1- t)Y&. 
Since (cl- t/6p))/t”l< 1/[4(&‘J))‘] if t > @p), we have 
1 
(7.18) II,I G ___ 
4( e’;1’)2 
1 
=p 
4( @7’)’ 
/ 
1 ri,(t)Q,(t)t”(l-tt)Pdt 
@q) 
I 
6%?,(t)Q,(t)t”(l-t)Pdt , 
0 . 
the latter equality being a consequence of orthogonahty. 
In a similar way to the above, we now get 
(7.19) IZRI 2 
2r(a +I>” 
I 
j=,, J,2C7) 
jz,lN2”-2 0 I- T”/jL 
rdr=& 
Computing the integrals in (7.15) and (7.19) numerically leads to the 
graph in Figure 9 for i, /iL as a function of LY. 
THEOREM 7.20. For moderate values of (Y we have I, K I,., and hence 
(7.21) 8$7)-a 
fm model functions p with moderate CY. 
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z/h. 
.15 -’ 
.lO. 
.05 * 
1 2 3 4 5 
‘(Y 
FIG. 9. 
NOTE 7.22. Applying (7.21) to the example in Note 7.5, we find sC4) = 
0.155 (4 = 5) and 0.0527 (q = lo), in good agreement with the Svgp re- 
ported in Table 3. 
NOTE 7.23. Another important observation is that the property f, << i, 
implies that in model situations in (6.16) the sum of the terms with Aj < g(1,) 
clearly dominates the rest, and hence (6.19) will be “rather sharp” (see the 
end of Section 6.3). 
We conclude this section with the following stricter version of (7.21), 
which specifies the convergence behavior of a:), and which takes no 
recourse to moderate a [but note that we need (7.21) in Note 7.23 and in 
Section 8.21. 
THEOREM 7.24. There holds 
(7.25) 
1 
u- 
4 
2n+2 
with relative errors that go to zero fm q + ~0. 
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Proof. Using (7.9), we have, taking account of (7.11), 
I 
8IY(cu + 1)” 
0 
N2U-2 
with relative error + 0 for 9 -+ m. 
Using p,‘“*P)(t) = ( - 1)qP,‘@,“)( - t), we find similarly 
I 
1 r(Ly+l)2 
l/2 
R2,( t)t*-2( 1- t)B dt = 
2N2Pi2 / 
Nw’2J;( 7) 
0 [cos(7;2N)j4 dT 
with relative error -+ 0 for 4 -03, and the right-hand side equals 
O(N-(2n+1)) [cf. (7.101. n 
Note 7.26. We make the important observation that the dependence of 
a?) on p virtually occurs only through N [cf. (7.15)], i.e., virtually not at all 
for moderate /3 and N not too small. In still other words: the convergence 
behavior of CG seems to be determined almost entirely by the behavior of p 
near 0. 
NOTE 7.27. Note that the relative errors in (7.25) will already be quite 
small for rather low values of 9 [as a consequence of the same property for 
(7.7) if E is not small; actually we have E = r/2]. 
8. COMPARISON OF THE SIRT AND CG ERRORS 
IN MODEL SITUATIONS 
As we have mentioned in Section 6.4, when comparing SIRT and CG we 
shall apply CG to the normal equations of the least-squares problem Wu = f 
to which SIRT implicitly rescales the given least-squares problem Ax = b, 
i.e., we shall use the results in Sections 6 and 7 with A and b replaced by W 
and f. 
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8.1. Comparison of the Norms of the Iteration Errors 
The estimate (5.15) for the SIRT iteration error was based on ~(1) = c’t”, 
and the estimate (7.21) on 
X(t) = afpa(l- s)‘* = -&t’+’ 
for small values of t (which is what counted for SIRT; cf. Note 5.20 and the 
argument preceding Conclusion 5.50). Thus, for comparing SU$~~ and &@‘, 
(S and C indicating SIRT and CG) we should take (5.15) with L = a + 1 and 
c’ = a’/(a + 11, and may then use (7.21) and (7.25) unchanged. 
CONCLUSION 8.1. In model situations we have 
(8.2) &J”’ - /gl+d 1t,c s*$p’, N p+4/2 
i.e., the number of SIRT iterations required to reach a certain value of &_A,, 
should be expected to be proportional to the square of the number of CG 
iterations. 
8.2. Comparison of the Iteration Errors Themselves 
(a) The result in Section 8.1 concerns only the norms of the iteration 
errors, and it is conceivable that, when both processes (after suitable num- 
bers of iterations) lead to iteration errors of about the same norm, the 
spectral distributions of these errors might be quite different. Moreover, the 
corresponding perturbation errors could be quite different. We will now look 
into this matter. In view of Conclusion 5.48 we may, as far as SIRT is 
concerned, restrict ourselves to a single value of w, for which, in view of our 
assumption A, = 1, we take the value 1. Now, let 4 and 9’ be such that 
su!q’ ,rc = St.@ 
(b) We recall [cf. (6.13), (4.221, and (4.19)] 
(8.3) q(q) - Zj = - 7iq(Aj)Zj for CG, 
(8.4) $4’) - Zj = - (1 - Aj)O’Zj for SIRT. 
Thus we wish to compare R,(t) and (I- t>q’. Since for CG the error stems 
almost entirely from the part of the spectrum to the left of $q), we consider 
at first the situation t < e(;l). 
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(c) Writing 
we have from (7.9), with t = sin2(r/2N), 
(8.6) A,(t) = 
(siGC;N) )“‘( sin~$ZV))c [cos(r:2N)JBSlr) 
Thus, for t < g\Y’, i.e., r ,< ja,r, we have for N large enough (but note that 
N > ja,, is already quite satisfactory): 
Now defining 
(8.8) fz t/@) 
and using &p) = (ja,l /2N>2 [cf. (7.8)], we have r = j,,rfi and hence 
(8.9) 
This expresses the interesting property that R,, considered as a function oft: 
hardly depends on q for f,< 1. This implies, e.g., that for increasing q, the 
graph of I?, does not bulge more and more between 0 and gp). 
(d) Now taking c = a + 1, a’ = 1, and c’ = l/(a + 1) (cf. Section 8.1), we 
have from (5.15) 
(8.10) &J”” z 
r(a+1) 1/Z 
( 1 ItaS (2qYf’ ’ 
and from (7.15) and (7.21) we have 
(8.11) sucp,; = Na+l with y= = BI’( (Y + l)‘t”“Jz( r)re3 dr. 
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Thus, St& = St&$ implies 
(8.12) 
q,z; U”+l) 
i I 
l/(0 + 1) 
YCY 
N+), 
1 
.2 
17, := !y I-( a + 1) 
i i 
“(n+‘) 
YC? 
0 I 1 1 ’ 1 ’ ’ ’ 
0 .5 1 0 .5 1 
-+t +i 
FIG. 10. FIG. 11. 
FIG. 12. 
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Again with f = t/8?’ we have therefore, for f < 1, 
(8.13) (I-t)“‘= e-fq’z ,-%J, 
Thus, (1 - t>q’ too, considered as a function of t’, hardly depends on q. A few 
characteristic values of 7, are 
(8.14) 771.5 ” 2.27, 7.3 = 3.00, 75 = 3.90, 
and qn turns out to depend almost linearly on a. 
(e> As a consequence of (c) and (d), in order to compare g,(t) and 
(1 - t>q’ for t < 814’ we need not consider the infinity of pairs (q, q’), but it 
suffices to compare ~,(j~,~fi) and eeqai. We do this graphically in Figures 
10, 11, 12 for (Y = 1.5, 3, and 5, respectively, where these functions are 
indicated by s, and e,. The surprising conclusion is that these functions are 
very similar. 
Since, moreover, it is easily verified that, for the g&n values of (Y and 
qa, the integral /,,e ’ -2a~fP dt’ does not take its main contribution from the 
neighborhood of %= 1, we reach the following conclusion: 
CONCLUSION 8.15. When q and q’ are such that the iteration errors for 
the two methods have about the same norm, then these errors consist almost 
entirely of terms corresponding to eigenvalues below 0?), and these terms 
have about the same spectral distribution. 
8.3. Perturbation Errors 
We note from (4.23), (4.191, and (6.14) that 
(8.16) @&= l-(l-Ai)q’ 
fi 
(gj - gj) for SIRT, 
for CG. 
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fi,, 
If q’ and q correspond as in Section 8.2 and R4 is not too far away from 
we have 
(8.18) 
1-R,(t) 
.=l 
1- (l- t)” 
for t < $4). In view of our observation at the end of Section 7.2, (8.18) also 
holds for all other values of t if /? < cy. Hence, if /3 < LY, the two methods will 
produce almost the same perturbation errors. 
If p > (Y, this need no longer be the case. Now the components of the 
perturbation vector (of the right-hand side) with respect to the singular 
vectors corresponding to the Ai near 1 may make themselves more strongly 
felt with CG than with SIRT. Note, however, that this is just the least 
sensitive part of the spectrum [note the factor l/A in (8.17)]. Moreover, it 
may well be the part of the spectrum with the largest component of the 
solution (e.g., for a tomographic problem). Finally we note that in those 
situations where the spectrum is not very dense near 1, it is quite likely that 
already in the early stages of the process the eigenvalues in question are 
quite well approximated by Ritz values, i.e., %,(Aj) is small for those 
eigenvalues, so that again 1 - Rq(hj> = 1 = 1 - (1 - t>q’. However, from the 
point of view of our analysis we have a problem here, since the Ritz 
polynomials will now no longer resemble Jacobi polynomials. This will 
require further analysis. See also Section 9, however. 
8.4. Near-equivalence of SIRT and CG 
Combining the above results, we reach the following conclusion: 
CONCLUSION 8.19. If in model situations with p < o we take for each 
number of iterations with SIRT a number of iterations with CG such that the 
two methods give about the same iteration error in norm, then the major 
parts of both errors have about the same spectral distribution; the corre- 
sponding perturbation errors then also have about the same spectral distribu- 
tion. Hence, the two methods produce about the same computed solutions. 
This may still be very well the case if p > CY. 
9. MORE GENERAL MODEL FUNCTIONS FOR CG 
We will now show that the class of functions p for which our CG analysis 
holds may be extended a good deal. 
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Let pXt> = ta(l - tIPI, p,(t) = t”(l- tjP3, PI < &, and let pa satisfy 
pi(t) 2 p,(t) > p,(t) and be such that pa /pi and pa/pa are monotone 
decreasing (e.g., ps = ~rpi + r3p3, r1,r3 > 0). Attaching an index pr, pz or 
ps to indicate to which weight function a quantity belongs, we have 
(9.1) $9) > ($9) > $9) ‘2P1 ‘2P2 ‘ZP3 
(cf. [18, Chapter VI, pp. 115-1161). Consequently 
(Q-2) fiq,Pl(t) a fi4.P2(t) 2 R7,&L 
the first inequality for t Q e(18L2, the second one for t < @i3, and similar 
inequalities for QQ,PI, Q9,P2F Q,,,, (cf. Section 7.3). Hence [cf. (7.14)] 
IL,p,> IL,P, 2 lL,P,. However, for q B ps - P1 we have IL_,,= I,.,? 
(7.15): the values bf N corresponding to pi and /3a are now practically 
same], which implies 
[cf. 
the 
(9.3) 1 lL.Pl. L-P%= 
In relation to the third member of (7.18) we note [cf. (9.1) and (9.2)] 
(9.4) ~%,(t)Q9(t)t2p(t)dt] ~[~~‘P;(t)Q,(t)t’~(t)df] . 
PP PI 
Again for q B p3 - pl, we have @$, = e~9~, [cf. (7.8)] and hence [cf. (Q.l)] , 
(9.5) fp;, = 6$$,. 
This implies the first inequality in 
(9.6) I R,p, 5 'R,Pl <'L,pl' 
the second inequality following from Figure 9. 
This proves (a> in the following theorem; (b) follows from (9.2) and (7.9): 
THEOREM 9.7. 1fq * P3 - PI, then 
(a> 6:’ = “2) = a:), 
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Thus, everything we said about the relationship between SIRT and CG 
using the model functions p from (7.3) also holds for the functions pz as 
above. 
One would not expect the situation to be much different for functions pz, 
satisfying p1 > pz > p3 but not satisfying the monotonicity condition. Experi- 
ments confirm this (although that can never be conclusive, of course). 
Thus one should expect the situation that the CG convergence behavior 
is mainly determined by the behavior of p near 0 (as was the case with 
SIRT) to be rather widespread and, by consequence, one should expect the 
relationship of the two methods, as outlined above, to have a rather wide 
range of validity. 
10. CONCLUSION 
In a wide class of model situations which is believed to be rather 
representative, projection methods applied to a properly scaled system 
produce virtually the same solutions as SIRT applied to the original system, 
and do so considerably faster. Moreover, projection methods do not have an 
uncontrollable implicit resealing like SIRT. “Better” solutions produced by 
SIRT should therefore mainly be attributed to the implicit resealing of SIRT, 
and it is worthwhile to try solving the same problem by applying a projection 
method to the SIRT-scaled problem. 
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