Artificial Neural Networks trained through Deep Reinforcement Learning (DRL) have recently been proposed as a methodology to discover complex Active Flow Control (AFC) strategies [Rabault et. al., Journal of Fluid Mechanics, 2019]. However, while promising results were obtained on a simple 2D benchmark flow at moderate Reynolds number, considerable speedups will be required to investigate more challenging flow configurations. In the case of AFC trained with Computational Fluid Mechanics (CFD) data, it was found that the CFD part, rather than the training of the Artificial Neural Network, was the limiting factor for speed of execution. Therefore, speedups should be obtained through a combination of two approaches. The first one, which is well documented in the literature, consists in the parallelization of the numerical simulation itself. The second one consists in parallelizing the DRL algorithm, by using several independent simulations running in parallel to provide data to the Artificial Neural Network. In the present work, we discuss this second solution for parallelization. We show that the problem is embarrassingly parallel and that perfect speedup can be obtained up to the batch size of the problem, with weaker scaling still taking place for a larger number of simulations. This opens the way to performing efficient, distributed DRL in the context of AFC which is an important step towards studying more sophisticated Fluid Mechanics problems through DRL.
Introduction
Active Flow Control (AFC) is a problem of considerable theoretical and practical interest, with many applications including drag reduction on vehicles and airplanes (Pastoor et al., 2008; You & Moin, 2008; Li et al., 2019a,b) , or optimization of the combustion processes taking place in engines (Wu et al., 2018) . Unfortunately, the difficulty of finding strategies for performing AFC is well know (Brunton & Noack, 2015; Duriez et al., 2016) . It arises from the combination of non linearity, time dependence, and high dimensionality inherent to the Navier Stokes equations.
In recent years, data-driven methods initially developed by the Machine Learning community have proven increasingly promising for performing AFC, due to their ability to perform well even in the context of non linear, high dimensional systems (Duriez et al., 2016) . Such promising methods include, among others, Genetic Programming (GP) (Gautier et al., 2015; Duriez et al., 2016) , and Deep Reinforcement Learning (DRL) (Verma et al., 2018; Rabault et al., 2018 Rabault et al., , 2019 . Those two methods are among the most successfull data driven approaches at performing many nonlinear control tasks in the recent years, and one of their key properties is their ability to scale to large amounts of data and / or computational power. This is a well known fact for GP, due to its inherently parallel nature. However, it is maybe slightly less known that the same is true also of DRL if a suitable implementation is used. In the present work, we illustrate how parallelization of DRL can be performed by extending the work presented in Rabault et al. (2019) , and we provide a flexible implementation that will be available through open source release. Figure 1 : Unsteady non-dimensional pressure wake behind the cylinder after flow initialization without active control. The location of the pressure probes is indicated by the black dots. The location of the control jets is indicated by the red dots. This illustrates the configuration used to perform learning.
In the following, we first provide a short reminder of the Computational Fluid Dynamics (CFD) simulation used, and of the main principles behind DRL. Then, we explain how the data collection part of the algorithm can be parallelized in a general way. Finally, we present the scaling results obtained and we discuss their significance for the use of DRL in more challenging AFC situations
Methodology
In this section, we summarize the methodology for the CFD simulation (subsection 2.1) and the DRL algorithm (subsection 2.2). Those are identical to what was already used in Rabault et al. (2019) . In addition, we present the method used for parallelizing the DRL (subsection 2.3), which is the new contribution of this work.
Simulation environment
The CFD simulation is identical to the one presented in Rabault et al. (2019) , and the reader curious of lesser details should refer to this work and the open source code implementation: https://github.com/jerabaul29/ Cylinder2DFlowControlDRL. To summarize, the CFD case chosen is a simple 2D simulation of the nondimensionalized flow around a cylinder as described by the incompressible Navier Stokes equations at Re = 100. The configuration chosen is a copy of a classical benchmark used for the validation of numerical codes (Schäfer et al., 1996) . In addition, two small jets of angular width 10 • are set on the sides of the cylinder and inject fluid in the direction normal to the cylinder surface, following the control set up by the Artificial Neural Network (ANN). This implies that the control relies on influencing the separation of the Kármán vortices, rather than direct injection of momentum as could be obtained through propulsion. The jets are controlled through their mass flow rates, respectively Q 1 and Q 2 . We choose to use synthetic jets, meaning that no net mass flow rate is injected in the flow, which translates to the constraint Q 1 + Q 2 = 0. The general configuration of the simulation is presented in Fig. 1 .
The governing Navier-Stokes equations are solved in a segregated manner (Valen-Sendstad et al., 2012) . More precisely, the Incremental Pressure Correction Scheme (IPCS method, Goda (1979) ) with an explicit treatment of the nonlinear term is used. Spatial discretization then relies on the finite element method implemented within the FEniCS framework .
The aim of the control strategy is guided by the reward function fed to the DRL during training. In the present work, we want to minimize the drag D through a reduction in the strength of the vortex shedding, in a way analogous to what is obtained by boat tailing (Rabault et al., 2019) . For this, we define the reward function r from both the drag D and the lift L, following:
where • S indicates the mean over one of the control step of the ANN (see section 2.2). In the figures, we present the value of the drag coefficient, which is a normalized value of the drag C D = D ρŪ 2 R , whereŪ = 2U (0)/3 is the mean velocity magnitude, ρ the volumetric mass density of the fluid, and R the diameter of the cylinder.
Artificial Neural Network and Deep Reinforcement Learning algorithm
Artificial intelligence and the machine learning paradigm have become very attractive fields of research following several recent highly profiled successes of Deep Artificial Neural Networks (DANNs), such as attaining super-human performance at image labeling (LeCun et al., 2015) , crushing the leading human player at the game of Go (Silver et al., 2017) , or achieving control of complex robots (Gu et al., 2017) , which have shed the light on their ability to handle complex, non-linear systems. Those new techniques are now being applied to other disciplines, such as Fluid Mechanics (Kutz, 2017; Brunton et al., 2019) , and novel applications of DANNs have recently been proposed for both analyzing laboratory data (Rabault et al., 2017) , formulation of reduced order models (Srinivasan et al., 2019) , AFC (Rabault et al., 2019) , and the control of stochastic systems from only partial observations (Bucci et al., 2019) . In particular, the Deep Reinforcement Learning (DRL) methodology is a promising avenue for the control of complex systems, including AFC. This approach consists in letting the DANN interact with the system it should control through 3 channels: an observation of the state of the system, a control imposed by the network on the system, and a reward function measuring control performance. The choice of the reward function allows to direct the efforts of the DANN towards solving a specific problem.
In the present case, similarly to Rabault et al. (2019) , we use a DANN that is a simple fully connected network, featuring one input layer, two consecutive fully connected hidden layers of size 512 neurons each, and one output layer. The classical rectified linear unit (ReLU) of positive slope 1 is used as an activation function. The input layer is connected to 151 probes immersed in the simulation that measure the value of the pressure in the vicinity of the cylinder. The output layer sets the mass flow rates of the jets. The reward function, presented in Eq. 1, weights both drag and lift to guide the network towards drag-reducing strategies. The DRL algorithm used for training, known in the literature as the Proximal Policy Optimization method (PPO, Schulman et al. (2017)), is the current state-of-the-art for training DANNs to perform continuous control. Each training epoch is started from a converged, well-defined Kármán vortex street. An episode duration lasts around 8 vortex shedding periods.
It is difficult for the PPO algorithm to learn the necessity to set time-correlated, continuous control signals. This is a consequence of the PPO trying at first purely random controls. Therefore, we added two limitations to the control. First, the control value provided by the network is kept constant for a duration of around 10% of the vortex shedding period. Second, the control effectively set in the simulation is made continuous in time. To this end, the control at each time step in the simulation is obtained for each jet as c s+1 = c s + α(a − c s ), where c s is the control of the jet considered at the previous numerical time step, c s+1 is the new control, a is the action provided by the PPO agent for the current set of time steps, and α = 0.1 is a numerical parameter. In practice, the exact value of α has little to say for the performance of the control.
Parallelization of the DRL algorithm
The code released so far (Rabault et al. (2019) , https://github.com/jerabaul29/Cylinder2DFlowControlDRL) allows to train the ANN to perform AFC in about 24 hours using a modern CPU running on a single core. The time needed to perform training is one of the weaknesses of this study, as one could expect that more realistic (and complex) flow simulations may require significantly more learning before some relevant control strategies are found. Therefore, obtaining speedups is critical to extending this approach to more challenging problems. A simple benchmark of our code revealed that typically about 99.7% of the computation time is spent on the environment itself (i.e., the CFD part), rather than the ANN and DRL algorithm. This comes from both the very efficient ANN and DRL implementations provided by TensorFlow / Tensorforce, and the inherent cost associated to CFD. In addition, we note that our hardware uses purely CPUs, and that GPU acceleration may even increase this proportion. Therefore, the optimization effort should focus on the environment part of the code, with the Amdahl's law predicting that full parallelization would allow a theoretical speedup factor of up to typically 300 for this specific case.
There are two different ways to obtain such speedups: first, one can increase the speed of the CFD simulation itself, i.e. parallelizing the simulation. This topic is very well discussed in the literature for a wide range of numerical methods (for a short introduction on the topic, one may for example refer to Simon (1992) ; Gropp & Smith (1990) ; Gropp et al. (2001) ). However, this method has its limitations. For example, in our simple 2D simulation, the Finite Element Model (FEM) problem is small enough that our attempts to parallelize the code lead to very limited speedups (no more than a factor of typically less than 2, independantly of using more CPUs), due to the large amount of communication needed between the physical cores compared with the small size of the problems to be solved by the individual cores. This is a well known problem in parallelizing numerical models (Gropp et al., 2001) . Therefore, this option is not feasible in our case, and even in the case of more complex CFD simulations it will reach a limit for any case, given enough CPUs are available.
Second, one can attempt to parallelize not the DRL / ANN by themselves (as those use typically 0.3% of the computing time as observed through benchmark), but the collection of the data used to run those algorithms. As the environment itself cannot be sped up much further as discussed in the previous paragraph, another approach is therefore to use several environments, featuring each one an individual, self sufficient and independent simulation, feeding data in parallel to the DRL algorithm. This means in practise that the DRL agent learns in parallel from several individual simulations.
More concretely, the PPO algorithm periodically updates the expected return of a stochastic policy, where in practice the expectation is estimated based on a number T L of 'rollouts', that is, independent episodes of environment interactions which can be simulated simultaneously. While there exist more sophisticated distributed execution schemes, we observe the following: if the simulation is by far the dominant bottleneck of the training process (which is usually the case in fluid mechanics), the simplest approach is to avoid distributing the (already complex) DRL logic and instead add a lightweight network communication layer on top of the agent-environment interaction. The DRL framework Tensorforce (Kuhnle et al., 2017) supports the capability for DRL models to keep track of parallel streams of experience, which in combination with our environment wrapper allows to parallelize any DRL algorithm for any simulation. In practise, the communication layer is implemented in Tensorforce and associated with a thin wrapper class that communicates through sockets to the different environments. This allows to distribute the environments (i.e., in our case, the expensive CFD simulations), either on one machine, or on a group of machines available through a network if this may be relevant. Those features are all part of the open source code release (see Appendix A).
We want to emphasize that our main contribution does not consist in a sophisticated parallelization method for DRL training, as indeed even the original PPO paper (Schulman et al., 2017) mentions the parallelized collection of experiences. Instead we observe that recent approaches to distributing DRL (Horgan et al., 2018; Espeholt et al., 2018) are mostly 'too sophisticated', in that they are concerned with improving aspects irrelevant for the characteristics of fluid mechanics problems. Namely, in the case of AFC performed with DRL, it seems that one may be confronted with moderately short learning processes in terms of episode numbers, but very expensive simulation computations resulting in impractical runtimes.
Results and discussion
The update period of the network is set to T L = 20 episodes, similarly to what was used in Rabault et al. (2019) . This means that the data from 20 episodes are gathered between each learning step, as discussed in the previous section. Therefore, using a number of environments that is a divider of T L , together with the synced running mode (meaning that the DRL algorithm waits for all simulations to be finished before starting a new series of simulations), will result in a situation that is formally identical to what was performed in the serial learning. This is illustrated by Fig. 2 , by using respectively 1, 2, 5, 10 and 20 simulation environments. In Fig. 2, 3 learnings are performed in each of those cases. The individual learnings are indicated by thin lines, while the average of all 3 learnings in each case is indicated by a thicker line. As visible in Fig. 2 (a) , the learning curves using 1, 2, 5, 10 and 20 environments running in parallel all collapse on top of each other. This implies that the learning performance is strictly identical between those 4 cases, as we expect. This results in a perfect speedup by a factor equal to the number of environments, as visible in Fig. 2 (a) and (b).
While a perfect scaling is obtained in Fig. 2 as expected from the structure of the algorithm, one may want to explore the effect of further increasing the number of environments on the training quality. This is presented in Fig. 3 , where we used 32 and 60 environments to observe the ability of the algorithm to still learn with a number of episodes larger than T L . In this case, formal equivalence with the serial training cannot be achieved, and therefore we do not enforce synchronization of the episodes. As visible in Fig. 3 , satisfactory training still occurs though the learning quality is slightly reduced, with the appearance of clear steps in the learning curves.
The appearance of these steps in the learning curves is due to the fact that several ANN updates take place in a very short time interval when the batch of environments hit the end of an episode. As this phenomenon happens more or less at the same time for all environments, this means for example in the case with 60 environments that 3 network updates happen one after the other. This implies that quite large updates in the policy are applied, and that a large number of episodes take place between such updates, and therefore the reward suddenly becomes much better for a total number of episodes equal to about 60 and 120.
It is interesting to note that the second and third of each of those sequences of 3 consecutive updates are actually performed based on data that have been collected following the old policy rather than the new policies obtained after the first and second updates respectively. Therefore, the second and third updates are performed 'off-policy'. However, our results indicate empirically that this does not seem to be a problem regarding consistency and stability of the learning algorithm. This can be explained by the fact that deep learning generally follows an iterative approximate as opposed to a fully analytic optimization approach. For instance, PPO is based on the assumption that the relatively small number of episode rollouts T L = 20 approximately reflect its expected performance. Moreover, PPO implicitly already performs (a) (b) Figure 2 : Scaling results obtained by using a total number of environments that is a divider of the update period T L of the network, in a synced fashion. 3 repetitions are performed for each number of environments. Individual learnings are indicated by thin lines. The average of all 3 learnings in each case is indicated by a thick line. In the present case, the learning is formally identical to the one obtained in serial (i.e. with one single environment). This is illustrated by (a), which shows that the general shape of the learning curves is identical independently of the number of environments used. This naturally results in a perfect speedup, as illustrated by both (a) and (b).
(a) (b) Figure 3 : Scaling results obtained by using a total number of environments that is larger than the update period T L . 3 repetitions are performed for each number of environments. Individual learnings are indicated by thin lines. The average of all 3 learnings in each case is indicated by a thick line. As visible in (a), learning still takes place almost satisfactory though steps are clearly visible in the learning curves. This is due to many updates of the network taking place nearly simultaneously, when the batch of environments reaches the end of an episode at about the same time for all of them, which introduces a sudden and relatively large cumulative improvement in the policy. While this slightly degrades the learning speed measured in terms of raw number of episodes compared with the equivalent synced case with a smaller number of environments (a), appreciable speedups are still observed (b). Note the difference in scale for (b) compared with Fig. 2 (b) , and the final speedup factor obtained (around 55 to 60). multiple small updates as part of its internal functioning and policy optimization, thus technically using 'off-policy' data for most update steps. We conjecture, and observe in our specific case, that such 'slightly off-policy' updates do not affect the learning process of on-policy DRL algorithms negatively in most cases, which further adds to the effectiveness of our simplistic parallelization approach.
Conclusion
In this work, we further build on the results presented in Rabault et al. (2019) by providing algorithm improvements and an implementation that greatly speeds up the learning. For this, we implement a multi-environments approach. This allows the DRL algorithm to gather simultaneously data from several isolated, independent simulations in an embarrassingly parallel fashion. For a number of environments that is a divider of the update period of the ANN, the situation is formally equivalent to the serial training and perfect scaling is obtained both theoretically and in practise. In our case, this leads to a perfect speedup factor of up to 20. For a number of environments larger than the update period of the ANN, some of the network updates take place in an off-policy fashion. This, together with timing effects in the policy update, introduces stepping inside the learning curves. However, the PPO algorithm is found to be robust to the off-policy updates and learning still takes place. We experimentally measure speedups of up to around 60 in this case. Increasing further the number of environments would make little sense in our specific situation, as it is still necessary to gather data with updated policies to perform meaningful learning, while a further increase of the number of environments would mean that only a couple of policies would be explored before reaching the number of simulations that were necessary to perform serial learning.
Those results are an important milestone towards the application of DRL/PPO to Fluid Mechanics problems more sophisticated and realistic than the simple benchmark problem of Rabault et al. (2019) . The scalings observed here can be expected to allow even larger performance increases on more complex problems. Indeed, one usually increases the batch size and the number of episodes between updates together with the underlying complexity of a DRL task, since more trajectories in the phase space are required to generate meaningful gradient updates with higher complexity. In addition, the present parallelization could be combined with the parallelization of the simulation itself, when the size of the underlying problem is suitable. We foresee that the combination of both parallelism methods could allow DRL of AFC through CFD to scale to thousands of CPUs. In order to support the development of such methods, all code and implementations are released as open source (see Appendix A).
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