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THE DOUGLAS LEMMA FOR VON NEUMANN ALGEBRAS AND
SOME APPLICATIONS
SOUMYASHANT NAYAK
Abstract. In this article, we discuss the well-known Douglas lemma on the relationship
between majorization and factorization of operators, in the context of von Neumann alge-
bras. We give a proof of the Douglas lemma for von Neumann algebras which is essential
for some of our applications. We discuss several applications of the Douglas lemma and
prove some new results about left (or, one-sided) ideals of von Neumann algebras. A result
by Loebl-Paulsen characterizes C∗-convex subsets of B(H ) as those subsets which contain
C∗-segments generated from operators in the subset (B(H ) denotes the set of bounded
operators on a complex Hilbert space H .) We define the notion of pseudo C∗-convexity
for a subset of a Hilbert C∗-bimodule over a C∗-algebra with the aspiration of it being a
practical technical tool in establishing C∗-convexity of a subset. For a von Neumann alge-
bra R, we prove the equivalence of the notions of C∗-convexity and pseudo C∗-convexity
in Hilbert R-bimodules. This generalizes the aforementioned Loebl-Paulsen result which
may be formulated in a straightforward manner in the setting of C∗-convexity in Hilbert
B(H )-bimodules.
1. Introduction
In [4], Douglas notes that the notions of majorization, factorization, and range inclusion,
for operators on a Hilbert space are intimately connected. We mention the main result of
[4] below which is referred to as the Douglas lemma or the Douglas factorization theorem in
the literature.
Theorem 1.0.1. For bounded operators A,B on a Hilbert space H , the following state-
ments are equivalent :
(i) (range inclusion) range(A) ⊆ range(B);
(ii) (majorization) A∗A ≤ λ2B∗B for some λ ≥ 0; and
(iii) (factorization) A = CB for some bounded operator C on H .
It naturally appears in many contexts, and as Douglas observed, “fragments of these
results are to be found scattered throughout the literature (usually buried in proofs) . . .
.” In this article, we formulate and give a constructive proof of the Douglas lemma for
von Neumann algebras. We also define the Douglas factorization property for C∗-algebras.
For commutative C∗-algebras, we study its connections to the weak polar decomposition
property. Although pertinent results were obtained by Pedersen in [19], we point out the
subtle additions made by our results later in this section. In the third section, we discuss
several applications of these results. We explore some consequences for left ideals of von
Neumann algebras. Without significant effort, one may show that Theorem 15, Theorem
16 in [17] by Loebl and Paulsen on characterizing C∗-convex sets in B(H ) in terms of C∗-
segments goes through to the setting of B(H )-convex subsets of Hilbert B(H )-bimodules.
We generalize this C∗-convexity result to Hilbert C∗-bimodules over a von Neumann algebra.
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In the fourth and final section, we pose some open questions whose resolution we hope will
help further understanding of these topics.
For the convenience of the reader, we briefly recall some basic notions in operator algebras
and set up the notation. We shall denote a complex Hilbert space by H and the set of
bounded operators on H by B(H ). The family B(H ) is an algebra relative to the usual
addition and multiplication (composition) of operators. Let ‖A‖ denote the bound of an
operator A. Provided with this norm, B(H ) becomes a Banach algebra. A family Γ of
operators on H is said to be “self-adjoint” when A∗, the adjoint-operator of A, is in Γ
if A is in Γ. The norm-closed self-adjoint subalgebras of B(H ) are called “C*-algebras”
and those closed in the strong-operator topology on B(H ) (the topology corresponding to
convergence of nets of bounded operators on individual vectors in H ) are the “von Neumann
algebras”. Our von Neumann algebras are required to contain the identity operator I on
H i.e. Ix = x, for each x in H . We assume that our C∗-algebras are unital unless stated
otherwise. We often denote a C*-algebra by “A” and a von Neumann algebra by “R.” For a
compact Hausdorff space X , we denote the algebra of complex-valued continuous functions
on X by C(X). With complex conjugation as involution, it forms the canonical example of
a unital commutative C∗-algebra with X being the state space equipped with the weak-∗
topology. In the rest of this section, we motivate the three main directions and contexts in
which we discuss the Douglas lemma - (i) one-sided ideal structure of von Neumann algebras,
(ii) sub-Stonean spaces, and (iii) C∗-convexity in Hilbert C∗-bimodules over a C∗-algebra.
1.1. Ideals of C*-algebras and von Neumann algebras. The fact that B(H ) has a
norm and an involutive, norm-preserving adjoint operation inherited from its (continuous)
action on H patently has serious consequences for its metric and geometric structures, but
these consequences extend to its basic algebraic structure as well. In particular, the ideal
structure of a C*-algebra is affected by these additional structures on B(H ). Of course, the
(generally) infinite dimensionality of B(H ) shifts the study to infinite-dimensional algebras
– a not very congenial topic in algebra largely stemming from the fact that there are self-
adjoint operators in B(H ) with only 0 in their null spaces and ranges that are dense in but
not all of H . Still, each proper (left, right, and two-sided) ideal I in a C*-subalgebra A
of B(H ) has a norm-closure in A that is, again, a proper norm-closed ideal in A. Hence,
using Zorn’s Lemma, I is contained in a proper, maximal (left, right, or two-sided) ideal in
A that is proper and norm closed.
Drawing from [5], Segal constructed a representation of a C*-algebra A associated with a
special class of linear functionals on A known as states of A. A state ρ of A is defined as
a functional on A satisfying ρ(I) = 1 and ρ(A∗A) ≥ 0 for each A in A. Roughly speaking,
〈A,B〉ρ := ρ(B∗A) defines a positive, semi-definite inner product on A. When we “divide
out” by the set Nρ := {A : ρ(A∗A) = 0} of “null vectors” in A, that is, consider A modulo
Nρ, the resulting linear space, A/Nρ, inherits a positive definite inner product from the
ρ-inner product on A.) The completion, Hρ of A/Nρ relative to this positive definite inner
product is the Hilbert space on which the GNS representation, piρ of A (associated with ρ)
takes place. The analytic details of this process involves creative use of ρ in the setting of
full application of the Cauchy-Schwarz inequality. One consequence of these Cauchy-Schwarz
calculations is that Nρ is a left ideal in A. Hence, the “left action,” by A on the quotient
vector space A/Nρ, given by piρ(A)(B +Nρ) = AB +Nρ, is well-defined (as piρ(A) maps Nρ
into Nρ). Segal [20] shows that this GNS representation, piρ, is irreducible (topologically),
that is, there are no closed subspaces of Hρ stable under all piρ(A) other than {0} and Hρ
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iff ρ is a pure state of A (an extreme point of the convex set of states of A). It is shown
in [11] that an irreducible representation, pi, of a C*-algebra, A on a Hilbert space, H , is
“transitive.” More descriptively, given linearly independent vectors, x1, . . . , xn, and any n
other vectors y1, . . . , yn, there is an A in A such that pi(A)x1 = y1, . . . , pi(A)xn = yn. From
this result (known as the Kadison transitivity theorem), pi is algebraically irreducible as it has
no proper subspaces, closed or otherwise, stable under all pi(A). It follows that the ideal Nρ
(the “left kernel” of ρ) is maximal (necessarily, proper and closed) if and only ρ is pure. The
adjoint N ∗ρ of Nρ is a maximal right ideal in A, and Nρ+N ∗ρ (= {A+B : A ∈ Nρ, B ∈ N ∗ρ })
is the null space of ρ in this case, as shown in [11].
As we see, the structures of the left ideals and right ideals in a C*-algebra, A, are very
closely tied to the representation theory of A. In particular, the representation theory of
B(H ) is very much a part of this. Coupled with Glimm’s work in [6], these considerations
applied to one of the Glimm algebras (the CAR algebra) complete the theoretical foundations
of the study of representations of the Canonical Anti-commutation Relations. These are of
great interest in quantum statistical mechanics which provide us with added motivation for
gathering as much information about the ideal structure of von Neumann and C*-algebras.
It is well-known that the weak-operator closed left ideals in a von Neumann algebra R
are left principal ideals of the form RE for a projection E in R. In this article, in Lemma
3.1.2 we prove that for a positive self-adjoint operator A in R, the left principal ideal RA
is weak-operator closed iff 0 is an isolated point in the spectrum of A. For the discussion
in the rest of this subsection, we assume that the Hilbert space H and the von Neumann
algebra R acting on H are infinite-dimensional, so as to avoid making vacuous statements.
In Theorem 3.1.7, we prove that a norm-closed left ideal in R which is not weak-operator
closed must be (algebraically) generated by uncountably many operators in R. We include
a proof of the fact that the lattice of norm-closed left ideals in a C∗-algebra represented on
H may be derived from the lattice of norm-closed left ideals in B(H ), by restriction. On a
similar note, in Corollary 3.1.10 we show that for von Neumann algebras acting on H , the
lattice of left ideals may be derived from the lattice of left ideals in B(H ), by restriction.
Although it is straightforward to see that the intersection of a left ideal of B(H ) with a von
Neumann algebra R is a left ideal of R, what we show is that every left ideal of R can be
obtained in such a manner.
1.2. SAW*-algebras. In [10], Kadison proved that for a von Neumann algebra R, every
normal operator in Mn(R) (n× n matrices with entries from R) is “diagonalizable”. Let X
denote a compact Hausdorff space. In order to answer a question posed by Kadison about
finding topological obstructions to diagonalizing normal matrices with entries from C(X)
(that is, normal matrices in C(X)⊗Mn(C)), Grove and Pedersen studied sub-Stonean spaces
(and corona sets) in [7]. They resolved the diagonalization problem in [8] by giving necessary
and sufficient conditions that X must satisfy so that each normal element in C(X)⊗Mn(C)
is diagonalizable. To study ‘noncommutative’ sub-Stonean spaces, Pedersen defined the
notion of a SAW*-algebra in [18], which is a unital C∗-algebra A with identity I such that
for orthogonal positive elements A,B in A, there is a projection E in A satisfying AE = 0
and (I − E)B = 0. A unital C∗-algebra A is said to be an n-SAW*-algebra if Mn(A) is a
SAW*-algebra. For operators A,B in a von Neumann algebra R such that AB = 0, and E
the range projection of B, we see that AE = 0 and (I−E)B = 0. Thus R is a SAW*-algebra
and for n ∈ N, as Mn(R) is also a von Neumann algebra, R is an n-SAW*-algebra. In [19,
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Proposition 1.2.1. If A is a 4-SAW ∗-algebra, for each pair x, y in A such that x∗x ≤ y∗y,
there is an element w in A, with ‖w‖ ≤ 1, such that x = wy.
As a corollary, one may note that the relation between majorization and factorization
in the Douglas lemma holds true for von Neumann algebras. As the Douglas lemma for
von Neumann algebras will play a key role in our later applications, we give a constructive
proof of this result in section 2 that does not depend on Proposition 1.2.1 mentioned above.
In [21, Theorem 3.4], Smith and Williams prove that a commutative SAW*-algebra (which
is C(X) for some compact sub-Stonean space X) is n-SAW* for any n ∈ N. Hence from
[19, Proposition 3.1] and [19, Proposition 3.2], any commutative SAW*-algebra satisfies
the weak polar decomposition property and the Douglas factorization property (defined in
section 2). In Theorem 3.2.4, we prove the converse result that any commutative unital
C∗-algebra satisfying the weak polar decomposition property or the Douglas factorization
property must be a SAW*-algebra.
1.3. C*-convexity. The numerical range of an operator T in B(H ) is defined as
W (T ) := {〈Tx, x〉 : x ∈ H , ‖x‖ = 1}.
The Toeplitz-Hausdorff theorem (cf. [23], [9]) states that the numerical range of a bounded
operator is a convex set. This subset of the complex plane C succinctly captures information
about the eigenvalues, algebraic, analytic structure of T in the geometry of its boundary.
To discuss a general matrix-valued noncommutative “numerical” range, in [1], [2], Arveson
defines the notion of the nth-matrix range of an operator T as
Wn(T ) := {Φ(T ) : Φ is a unital completely positive map from C∗(T ) to Mn(C)}.
Remark 1.3.1. Note that W1(T ) is not necessarily the same as the numerical range W (T )
although their closure in C is the same. The unital completely positive maps from C∗(T ) to
C are given by the states on C∗(T ) but W (T ) contains the images of only the vector states.
In general, W (T ) is contained in W1(T ).
As the set of unital completely positive maps from C∗(T ) toMn(C) is convex, it is straight-
forward to see that nth-matricial ranges are convex sets in Mn(C). There is a natural cor-
respondence between completely positive maps from a C∗-algebra A to a C∗-algebra B and
Hilbert A−B-bimodules, via a GNS-type construction (KSGNS construction, cf. [14, Ex-
ercise 11.5.17], [15]). In this article, we deal with the case when A = B, and in this case,
we simply refer to these objects as Hilbert A-bimodules. The reader may consult [16] for a
review of the basic theory of Hilbert C∗-modules.
Example 1.3.2. The C∗-algebra A may be viewed as a Hilbert A-space with the A-valued
inner product given by 〈A,B〉 = A∗B for operators A,B ∈ A, and it is a Hilbert A-bimodule
considering left and right multiplication by elements of A. Although for A = B(H ) this is
the context in which C∗-convexity is discussed by Loebl-Paulsen in [17], a closer examination
of the proofs of Theorem 15, Theorem 16 in [17] leads us to similar conclusions in the case
of a general Hilbert B(H )-bimodule without substantial effort.
The description of completely positive maps given by Stinespring’s theorem (cf. [22]) and
Choi’s theorem (cf. [3]) for completely positive maps between finite-dimensional C∗-algebras
(involving Kraus operators) suggest the importance of studying a non-commutative version of
convexity called C∗-convexity which we define below in the context of Hilbert C∗-bimodules
over a C∗-algebra.
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Definition 1.3.3. Let A be a C∗-algebra with identity I. A subset S of a Hilbert A-
bimodule H is said to be C∗-convex in H (or A-convex ) if for vectors A1, · · · , An in S (n ∈ N),
operators T1, · · · , Tn ∈ A satisfying T ∗1 T1+ · · ·+T ∗nTn = I, the vector T ∗1A1T1+ · · ·+T ∗nAnTn
in H, which is called a C∗-convex (or A-convex) combination of the Ai’s, is also in S .
Definition 1.3.4. For vectors A1, A2, · · · , An in the Hilbert A-bimodule H, the set {
∑n
i=1 T
∗
i AiTi :
T1, T2, · · · , Tn ∈ A,
∑n
i=1 T
∗
i Ti = I} ⊆ H is said to be the C∗-polytope (or A-polytope) gen-
erated by the n-tuple A := (A1, A2, · · · , An) in H . The A-polytope generated by a 2-tuple
(A1, A2) is called the C
∗-segment (or A-segment) joining the elements A1, A2 in H.
Definition 1.3.5. Let A be a C∗-algebra with identity I. We say that a set S in a Hilbert
A-bimodule H is pseudo C∗-convex in H (or pseudo A-convex) if the A-segment joining any
two elements in S is contained in S .
We will use the terms “C∗-convex set”, “C∗-polytope”, “C∗-segment” and “pseudo C∗-
convex set” when in the context of a Hilbert C∗-module over a general C∗-algebra. In the
setting of a specific C∗-algebra A, we prefer to use the terms “A-convex set”, “A-polytope”,
“A-segment”, “pseudo A-convex set”.
Remark 1.3.6. A complex Hilbert space may be viewed as a Hilbert C-bimodule with the left
and right action both given by the usual scaling. Here C∗-convexity is just regular convexity.
Example 1.3.7. The nth-matricial ranges Wn(T ) ⊂ Mn(C) are not only convex but also
Mn(C)-convex in the natural manner.
Example 1.3.8. For m,n ∈ N, let A be a normal matrix in Mm(Mn(C)) ∼= Mmn(C) in
block form (blocks denoted by Aij ∈ Mn(C), 1 ≤ i, j ≤ m) with the mn eigenvalues with
multiplicity denoted by λij, 1 ≤ i ≤ m, 1 ≤ j ≤ n. By the spectral theorem, there is a unitary
matrix U ∈Mm(Mn(C)) (blocks denoted by Uij ∈Mn(C), 1 ≤ i, j ≤ m) such that UAU∗ is a
diagonal matrix D with diagonal blocks diag(λk1, · · · , λkn) ∈ Mn(C), 1 ≤ k ≤ m. Note that∑m
i=1 U
∗
ijUij = I ∈ Mn(C) for 1 ≤ j ≤ m. As A = U∗DU , the diagonal blocks of A are given
by
∑m
i=1 U
∗
ijdiag(λi1, · · · , λin)Uij for 1 ≤ j ≤ m. We conclude that the diagonal blocks of A lie
in theMn(C)-polytope generated by themmatrices diag(λk1, · · · , λkn) ∈Mn(C), 1 ≤ k ≤ m.
At this point, we direct the interested reader to [17] for an exposition on some basic results
in the theory of C∗-convexity. Line segments in complex (or real) Hilbert spaces are the most
basic of convex sets. But although every C∗-convex set is convex, as a consequence of the
non-commutativity of the “coefficients”, the C∗-segments in Hilbert C∗-bimodules over a
C∗-algebra need not be C∗-convex or even convex. For instance, in M2(C) (viewed as a
M2(C)-bimodule) consider
A =
[
1 0
0 0
]
, B =
[
0 0
0 0
]
, C =
[
0 0
0 1
]
.
As A is unitarily equivalent to C, the M2(C)-segment S(A,B) contains C. The average of
A and C is of full-rank but the elements in S(A,B) have rank 0 or 1. Hence A+C
2
is not in
S(A,B) although both A,C are in S(A,B).
A subset S of a complex Hilbert space H is said to be convex if it contains the line
segment joining any two points in it. Equivalently, the subset S is said to be convex if it
contains all convex combinations of its elements. Reflecting in a similar vein, because of the
(generally) non-convex nature of C∗-segments it is not readily apparent though whether for
a general C∗-algebra A the notions of C∗-convexity and pseudo C∗-convexity are equivalent
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in a general Hilbert A-bimodule. In a Hilbert A-bimodule H, clearly a A-convex set is
pseudo A-convex. But is every pseudo A-convex set also A-convex? As determining pseudo
C∗-convexity of a set is a more direct affair involving pairs of elements, a result in the
affirmative would be of practical utility in determining C∗-convexity of subsets of H. For a
finite von Neumann algebra R, in Theorem 3.3.3 using the ideas in the proof of the Douglas
lemma (Theorem 2.0.1) we show that a subset S of a Hilbert R-bimodule is R-convex iff
S is pseudo R-convex. In Theorem 3.3.5, we prove a similar equivalence for R a properly
infinite von Neumann algebra. Using the type decomposition of von Neumann algebras,
we obtain the result for any von Neumann algebra. This encompasses the corresponding
result(s) by Loebl-Paulsen in [17, Theorem 15, 16] as can be seen when formulated in the
context of B(H )-convex subsets of Hilbert B(H )-bimodules.
1.4. Acknowledgments. This article is based on a portion of the author’s doctoral dis-
sertation submitted to the University of Pennsylvania, Philadelphia. The general references
used are [12], [13]. The author acknowledges and extends his heartfelt gratitude to his former
advisor, Prof. Richard V. Kadison, for many stimulating conversations about mathematics
in general, and operator algebras in particular.
2. The Douglas lemma for von Neumann algebras
Theorem 2.0.1. (Douglas factorization lemma) Let R be a von Neumann algebra acting
on the Hilbert space H . For A,B in R the following are equivalent :
(i) A∗A ≤ λ2B∗B for some λ ≥ 0;
(ii) A = CB for some operator C in R.
In addition, if A∗A = B∗B, then C can be chosen to be a partial isometry with initial
projection the range projection of B, and final projection as the range projection of A.
Proof. ((i) ⇒ (ii))
For any vector f in the Hilbert space H , we have that ‖Af‖2 = 〈A∗Af, f〉 ≤ λ2〈B∗Bf, f〉 =
λ2‖Bf‖2 which implies ‖Af‖ ≤ λ‖Bf‖. Thus if Bf = 0, it follows that Af = 0 and the
linear map C defined on the range of B by C(Bf) = Af is well-defined and also bounded
(with norm less than λ). Thus we may extend the domain of definition of C to ran(B)−
the closure of the range of B. If h is a vector in ran(B)⊥, we define Ch = 0. Thus C is a
bounded operator on H such that A = CB with ‖C‖ ≤ λ.
Let R be a self-adjoint operator in the commutant R ′ of R. Then RA = AR,RB = BR
and the linear subspace ran(B) is invariant under R and so is the closed subspace ran(B)⊥
(as R is self-adjoint). For vectors f1 in H and f2 in ran(B)
⊥, we have that CR(Bf1+ f2) =
CRBf1+C(Rf2) = CB(Rf1)+0 = A(Rf1) = R(Af1) = RCBf1 = RC(Bf1+f2). Thus RC
and CR coincide on the dense subspace of H given by ran(B)⊕ ran(B)⊥. Being bounded
operators, we note that RC = CR for any self-adjoint operator R in R ′. As every element in
a von Neumann algebra can be written as a finite linear combination of self-adjoint elements,
we conclude that C commutes with every element in R ′. By the double commutant theorem
(cf. [24]), C is in (R ′)′ = R.
((ii) ⇒ (i))
If A = CB for some operator C ∈ R, then A∗A = B∗C∗CB ≤ ‖C‖2B∗B. Thus, we may
pick λ = ‖C‖.
If A∗A = B∗B, then ‖Af‖ = ‖Bf‖ for any vector f in H . Thus, the second part follows
from the explicit definition of the operator C earlier in the proof. 
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The polar decomposition theorem for von Neumann algebras is a direct consequence of
the Douglas lemma.
Corollary 2.0.2. (Polar decomposition theorem) Let R be a von Neumann algebra acting
on the Hilbert space H . For an operator A in R, there is a partial isometry V with initial
projection the range projection of (A∗A)
1
2 , and final projection as the range projection of A
such that A = V (A∗A)
1
2 .
Proof. Let B denote the operator (A∗A)
1
2 . Clearly A∗A = B∗B and thus from the second
part of the Douglas lemma, the corollary follows. 
3. Applications
3.1. Left ideals of von Neumann algebras.
Lemma 3.1.1. Let A,B be operators in a von Neumann algebra R. The left ideal RA in
R is contained in the left ideal RB if and only if A∗A ≤ λ2B∗B for some λ ≥ 0. As a
consequence, for any A in R, we have that RA = R
√
A∗A.
Proof. Its straightforward to see that A is in RB if and only if RA ⊆ RB. And from
Theorem 2.0.1, we have that A is in RB if and only if A∗A ≤ λ2B∗B for some λ ≥ 0.
Further, RA = RB if and only if B∗B ≤ λ2A∗A and A∗A ≤ µ2B∗B for some λ, µ ≥ 0. In
particular, if A∗A = B∗B, then RA = RB. Noting that A∗A =
√
A∗A
√
A∗A, we conclude
that RA = R
√
A∗A.

Lemma 3.1.2. Let A be an operator in a von Neumann algebra R. Then the left ideal RA
is weak-operator closed if and only if 0 is an isolated point in the spectrum of A∗A (and
hence,
√
A∗A).
Proof. If A = 0, the conclusion is straightforward. So we may assume that A 6= 0 and thus
{0} is a proper subset of the spectrum of the positive operator A∗A.
If RA is weak-operator closed, there is a unique projection E in R such that RA = RE.
From Lemma 3.1.1, there are µ, λ > 0 such that µ2E ≤ A∗A ≤ λ2E. This tells us that the
spectrum of A∗A is contained in {0} ∪ [µ, λ] which implies that 0 is an isolated point in the
spectrum of A∗A.
For the converse, let 0 be an isolated point in the spectrum of A∗A. By the spectral
mapping theorem, 0 is also an isolated point in the spectrum of
√
A∗A. Let the distance of
0 from sp(
√
A∗A) − {0} (which is compact as 0 is isolated) be µ > 0 and λ = ‖A‖. Let F
be the projection onto the kernel of
√
A∗A, which is the largest projection in R such that√
A∗AF = 0. We have that µ2(I − F ) ≤ A∗A ≤ λ2(I − F ). Thus RA = R(I − F ) which is
weak-operator closed. 
Proposition 3.1.3. Let A be an operator in a von Neumann algebra R acting on the Hilbert
space H . Then the left ideal RA is norm-closed if and only if RA is weak-operator closed.
Proof. Let RA be norm-closed. Without loss of generality, we may assume that A is positive
(as RA = R
√
A∗A). By the Stone-Weierstrass theorem, we have that for a continuous
function f on the spectrum of A vanishing at 0, f(A) is in RA. In particular,
√
A is in RA.
Thus there is a λ > 0 such that (
√
A)2 = A ≤ λ2A2. The operator λ2A2 − A is positive
and by the spectral mapping theorem has spectrum {λ2µ2 − µ : µ ∈ sp(A)}. For a non-zero
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element µ in the spectrum of A, λ2µ2 − µ ≥ 0⇒ µ ≥ 1
λ2
. This tells us that 0 is an isolated
point in the spectrum of A and hence RA is weak-operator closed.
The converse is straightforward as the weak-operator topology on R is coarser than the
norm topology. 
Let R be a von Neumann algebra. We use the notation 〈V 〉, to denote the linear span of
a subset V of R.
Definition 3.1.4. Let S be a family of operators in the von Neumann algebra R. The
smallest left ideal of R containing S is denoted by 〈RS〉 and said to be generated by S. A
left ideal I is said to be finitely generated (countably generated) if I = 〈RS〉 for a finite
(countable) subset S of R. Here we take a moment to stress that the set of generators is
considered in a purely algebraic sense.
Proposition 3.1.5. Let A1, A2 be operators in a von Neumann algebra R. Then RA1 +
RA2 = R
√
A∗1A1 + A
∗
2A2. Thus, every finitely generated left ideal of R is a principal ideal.
Proof. Consider the operators A, A˜ in M2(R) represented by,
A =
[
A1 0
A2 0
]
, A˜ =
[√
A∗1A1 + A
∗
2A2 0
0 0
]
It is easy to see that A∗A = A˜∗A˜. By Lemma 3.1.1, M2(R)A = M2(R)A˜ and comparing
the (1, 1) entry on both sides, our result follows. Inductively, for operators A1, . . . , An in R,
we see that
RA1 + · · ·+ RAn = R
√
A∗1A1 + · · ·+ A∗nAn.
In conclusion, every finitely generated left ideal of R is singly generated. 
Corollary 3.1.6. If I is a norm-closed left ideal of R which is finitely generated, then I
is weak-operator closed.
Proof. A straightforward consequence from Proposition 3.1.3, 3.1.5. 
Theorem 3.1.7. If I is a norm-closed left ideal of R which is countably generated, then
I is weak-operator closed (and thus, a principal ideal).
Proof. Let I be a countably generated norm-closed left ideal of R with generating set S :=
{Ai : i ∈ N}. We prove that it must be weak-operator closed. Noting that RAi = R
√
A∗iAi
and after appropriate scaling, we may assume that the Ai’s are positive contractions (i.e.
Ai’s are positive and ‖Ai‖ ≤ 1). For n ∈ N, define Bn :=
√∑n
i=1
A2
i
2n
. Thus the sequence
{B2i }∞i=1 is an increasing Cauchy sequence of positive operators in I , and limn→∞B2n exists.
As I is norm-closed, the positive operator B :=
√
limn→∞B2n is in I and thus RB ⊆ I .
Also for each n ∈ N as A2n ≤ 2nB2n ≤ 2nB2, by Lemma 3.1.1, we have that RAn ⊆ RB.
Thus I ⊆ RB and combined with the previous conclusion, I = RB. By Corollary 3.1.6,
being norm-closed, I = RB is also weak-operator closed. 
Below we note a result about norm-closed left ideals of represented C*-algebras. In the
results that follow after, we will see how a similar conclusion holds for left ideals in von
Neumann algebras.
Proposition 3.1.8. Let A be a C*-algebra acting on the Hilbert space H and let I be a
norm-closed left ideal of A. Then there is a norm-closed left ideal J of B(H ) such that
I = J ∩ A.
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Proof. For a state ρ on a C∗-algebra, we denote its left kernel, as defined in 4.5.2. [12], by
Lρ. Let PI denote the set of pure states on A whose left kernels contain I . Then from
Theorem 3.2 in [11], we have that
I =
⋂
ρ∈PI
Lρ
A pure state ρ on A can be extended to a pure state ρ on B(H ). We denote the set of all
such extensions of the states in PI by P
I
. Being an intersection of norm-closed left ideals,
the set
J :=
⋂
ρ∈PI
Lρ
is also a norm-closed left ideal of B(H ). Clearly if ρ in PI is an extension of a state ρ in
PI , we have that Lρ ∩ A = Lρ. Thus we conclude that I = J ∩ A. 
Proposition 3.1.9. Let R1,R2 be von Neumann algebras acting on the Hilbert space H .
Let A be an operator in R1 ∩R2. Then R1A ∩R2 = R1A ∩R2A = (R1 ∩R2)A.
Proof. Let B be an operator in R1A ∩R2. As B ∈ R1A, we have that B∗B ≤ λ2A∗A for
some λ ≥ 0. As B,A are both in R2, we conclude from the Douglas factorization lemma
that B is also in R2A. Thus B ∈ R1A ∩R2A. This proves that R1A ∩R2 ⊆ R1A ∩R2A.
The reverse inclusion is obvious. Thus R1A ∩R2 = R1A ∩R2A.
By considering the von Neumann algebra R1 ∩ R2 (in place of R2), we have from the
above that R1A ∩R2 = R1A ∩ (R1 ∩R2) = R1A ∩ (R1 ∩R2)A = (R1 ∩R2)A. 
Corollary 3.1.10. Let R1,R2 be von Neumann algebras acting on the Hilbert space H . Let
S be a family of operators in R1 ∩R2. Then 〈R1S〉 ∩R2 = 〈(R1 ∩R2)S〉.
Proof. Let A,B be operators in S. From Proposition 3.1.5, 3.1.10, we have that 〈R1{A,B}〉∩
R2 = (R1A+R1B)∩R2 = R1
√
A∗A+B∗B∩R2 = (R1∩R2)
√
A∗A+B∗B = (R1∩R2)A+
(R1 ∩R2)B = 〈(R1 ∩R2){A,B}〉.
Thus 〈R1S〉 ∩R2 = 〈(R1 ∩R2)S〉. 
The corollary below is in the same vein as Proposition 3.1.8. In effect, it says that every
left ideal of a represented von Neumann algebra may be viewed as the intersection of a left
ideal of the full algebra of bounded operators on the underlying Hilbert space with the von
Neumann algebra.
Corollary 3.1.11. Let R be a von Neumann algebra acting on the Hilbert space H . Let I
be a left ideal of R. Then there is a left ideal J of B(H ) such that I = J ∩R.
Proof. By choosing R1 = B(H ),R2 = R and S = I and using Corollary 3.1.10, we see
that for J := 〈B(H )I 〉, we have that, I = 〈RI 〉 = 〈(B(H ) ∩R)I 〉 = J ∩R and J
is a left ideal of B(H ). 
3.2. The Douglas factorization property and polar decomposition.
Definition 3.2.1. Let A be a C∗-algebra. We say that A satisfies the Douglas factorization
property (DFP) if for any two elements of A,B of A, the following are equivalent :
(i) A∗A ≤ B∗B;
(ii) A = CB for some operator C in A.
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Note that here we normalize the positive constant λ in the Douglas lemma (by absorbing it
in B).
On a similar note, we say that A satisfies the weak polar decomposition property (WPDP)
if for any element A in A, there is an operator V in A such that A = V (A∗A)
1
2 . We caution
the reader to note that we do not require that V be a partial isometry. For the sake of brevity,
we refer to the Douglas factorization property as DFP and the weak polar decomposition
property as WPDP.
Example 3.2.2. From [19], we have that 4-SAW*-algebras satisfy DFP and 2-SAW*-algebras
satisfy WPDP. In particular, von Neumann algebras satisfy both DFP and WPDP.
Example 3.2.3. Let X := {0}∪ { 1
n
: n ∈ N} ⊂ R. Note that X is a compact Hausdorff space
in the topology inherited from R. Let f, g be two functions in the C∗-algebra C(X) defined
as follows :
f(x) =
{
x if x = 1
2n
(n ∈ N)
0 otherwise
and g(x) = x for all x in X .
Clearly, ff = f 2 ≤ g2 = gg. If h is a complex-valued function such that f = hg, for n ∈ N
we must have h(xn) = 1 where xn =
1
2n
, and h(yn) = 0 where yn =
1
2n−1 . But as,
lim
n→∞
xn = 0, lim
n→∞
h(xn) = 1 and lim
n→∞
yn = 0, lim
n→∞
h(yn) = 0,
h cannot be continuous. Thus C(X) does not satisfy the Douglas factorization property.
Theorem 3.2.4. A commutative C∗-algebra A satisfies the Douglas factorization property
if and only if it satisfies the weak polar decomposition property.
Proof. Let X denote the Gelfand space of A i.e. the space of characters on A with the weak-∗
topology. From the Gelfand representation, we know that A is ∗-isomorphic to C0(X), the set
of complex-valued continuous functions onX vanishing at infinity (with complex conjugation
as the involution). In the proof, we use the function-representation for the operators.
((DFP) ⇒ (WPDP))
Let f ∈ C0(X). Thus |f | is also in C0(X). As ff ≤ |f | · |f |, by the Douglas factorization
property we must have a function h in C0(X) such that f = h|f |. Thus A satisfies the weak
polar decomposition property.
((WPDP) ⇒ (DFP))
Let f, g ∈ C0(X) such that |f |2 = ff ≤ gg = |g|2 (i.e. |g|2 − |f |2 ≥ 0). Consider the
complex-valued continuous function defined by s := |f | + ı√|g|2 − |f |2. Clearly s is in
C0(X) as |f |, |g| are in C0(X). As A satisfies WPDP, we have a continuous function v such
that s = v|s|. Let v = v1 + ıv2 where v1, v2 are real-valued continuous functions in C0(X).
Note that s = v1|s|+ıv2|s| and |s| =
√|f |2 + (|g|2 − |f |2) =√|g|2 = |g|. Comparing the real
parts we observe that Re(s) = |f | = v1|g|. Again using polar decomposition for f, g we have
functions vf , vg in C0(X) such that f = vf |f |, g = vg|g|. Let Z(g)(:= {x ∈ X : g(x) = 0})
denote the zero-set of g. On the co-zero set of g (i.e. Z(g)c), vg takes values in the unit circle
in C. As the zero-sets of g and |g| coincide i.e. Z(g) = Z(|g|), we conclude that |g| = vgg and
clearly vg is in C0(X). Thus from the equation |f | = v1|g|, we have that f = (vfv1vg)g = hg
for the continuous function h = vfv1vg in C0(X). Thus A satisfies the Douglas factorization
property. 
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Remark 3.2.5. Let Y be a closed subset of a locally compact Hausdorff space X . We denote
the one-point compactification of X by X∗ := X ∪ {∞} where ∞ is the point at infinity
(distinct from the points of X). We note that Y ∪ {∞} is closed in X∗, as for compact Y ,
the closure in X∗ is Y itself and for non-compact Y , the closure is Y ∪ {∞}.
Let us endow Y with the subspace topology inherited fromX . We may extend a function f
in C0(Y ) to a continuous function on the compact set Y ∪{∞} in X∗, by defining f(∞) = 0.
By the Tietze extension theorem (viewing C as R2), there is a continuous extension f˜ of f
to the whole of X∗. As f˜(∞) = 0, we note that f˜ |X is in C0(X) and restricts to f on Y .
Thus, every function f in C0(Y ) has an extension to a function in C0(X).
Remark 3.2.6. Let Y be a closed subset of a locally compact Hausdorff space X which
satisfies the Douglas factorization property. Let f be a function in C0(Y ). By remark 3.2.5,
we may extend f to a function f˜ in C0(X). From theorem 3.2.4, we observe that there is a
function v˜ in C0(X) such that f˜ = v˜|f˜ |. As v(∞) = 0 in the extension to X∗, clearly v, the
restriction of v˜ to Y is in C0(Y ) and f = v|f |. Thus C0(Y ) satisfies the Douglas factorization
property.
Theorem 3.2.7. Let X be a locally compact Hausdorff space. The C∗-algebra C0(X) satisfies
the Douglas factorization property if and only if X is sub-Stonean.
Proof. Let C0(X) satisfy the Douglas factorization property. Let U, V be disjoint σ-compact
open sets in X . Let f be a real-valued function in C0(X) such that U = {x ∈ X : f(x) >
0}, V = {x ∈ X : f(x) < 0}. As C0(X) satisfies the Douglas factorization property, there
is a function vf in C0(X) such that f = vf |f |. Note that vf ≡ 1 on U (and thus, U) and
vf ≡ −1 on V (and thus, V ). Hence U ∩ V = ∅. Also the sets U, V are compact as vf
vanishes at infinity. Thus X is sub-Stonean.
Now we prove the converse. Let X be sub-Stonean. Given a function f in C0(X), the
co-zero set of f , U := {x ∈ X : f(x) 6= 0}, is a σ-compact set with compact closure. Let
vf : U → S1 be the continuous function defined by vf (x) = f(x)|f(x)| for x in U . As S1 is
compact, by Corollary 1.11 in [7], vf may be extended to a function from U to S
1. Then
by remark 3.2.5, one may extend vf to a function in C0(X) and we have f = vf |f |. Thus
C0(X) satisfies the Douglas factorization property.

3.3. Results on Pseudo C∗-convex sets. We say that a subset S of a complex Hilbert
space H is convex if it contains the line segment joining any two points in S. One may
inductively obtain as a corollary that all convex combinations of points in S lie in S. For
points x1,x2,x3 in S and positive real numbers t1, t2, t3 such that t1 + t2 + t3 = 1, t3 6= 0,
the convex combination t1x1 + t2x2 + t3x3 may be written as
t1x1 + (1− t1)( t2
1− t1x2 +
t3
1− t1x3),
which belongs to S as t2
1−t1x2 +
t3
1−t1x3 is in the line segment joining x2,x3. This trick
forms the basis of the inductive proof of the fact that a convex set contains all convex
combinations of its elements. In the context of C∗-convexity, a major difference arising from
the non-commutativity of the ‘coefficients’ is that C∗-segments need not even be convex,
let alone C∗-convex. Thus it is not clear if one can describe C∗-convex sets in terms of the
property that they contain C∗-segments joining any two operators in the set.
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As a first step, we may be inclined to ask the following question for commutative C∗-
algebras : For a compact Hausdorff space X and Hilbert C(X)-bimodule H, if a subset S
of H is such that for vectors A1, A2 in S and t1, t2 ∈ C(X) satisfying |t1|2 + |t2|2 = 1, the
vector t¯1A1t1 + t¯2A2t2 is in S , does that mean S is C
∗-convex? For t1, t2, t3 ∈ C such that
|t1|2 + |t2|2 + |t3|2 = 1, we may rewrite t¯1x1t1 + t¯2x2t2 + t¯3x3t3 as
t¯1x1t1 +
√
1− |t1|2( t¯2√
1− |t1|2
x2
t2√
1− |t1|2
+
t¯3√
1− |t1|2
x3
t3√
1− |t1|2
)
√
1− |t1|2.
This trick similar to the one mentioned above may fail to work in this case because of
various ways the zero sets of the coefficient functions t1, t2, t3 may overlap and there may not
be continuous extensions of the functions t2√
1−|t1|2
, t3√
1−|t1|2
to the boundary of the co-zero set
of 1 − |t1|2. This may lead to topological considerations obstructing such a straightforward
result. But for a compact sub-Stonean space X , considering C(X) itself as a Hilbert C(X)-
bimodule in the natural manner, we prove the equivalence of C∗-convexity and pseudo C∗-
convexity in C(X) below.
Theorem 3.3.1. For a compact sub-Stonean space X, a subset S of C(X) is C(X)-convex
iff S is pseudo C(X)-convex.
Proof. As C(X) is commutative, C∗-convex combinations of f1, · · · , fn ∈ C(X) are simply
given by
∑n
i=1 tifi where 0 ≤ ti ≤ 1,
∑n
i=1 ti = 1 for 1 ≤ i ≤ n. Let t1, t2, t3 be positive
elements of C(X) such that t1 + t2 + t3 = 1. Define s :=
t2
1−t1 on the σ-compact open set Zc
where Z is the zero set of 1 − t1. As [0, 1] is compact and X is sub-Stonean, by Corollary
1.11 in [7], s may be continuously extended to the closure of Zc. Using the Tietze extension
theorem, we have a continuous extension of s (again, called s) to the whole of X with range
in [0, 1]. For continuous functions f1, f2, f3 in C(X), we have that t1f1 + t2f2 + t3f3 is equal
to t1f1 + (1− t1)(sf2 + (1− s)f3).
For a pseudo C∗-convex set S , what the above discussion proves is that C∗-convex com-
binations of three elements in S lie in S . Inductively using a similar argument, we may
conclude that C∗-convex combinations of any number of elements in S lie in S . Thus S
is C∗-convex. The other direction is straightforward.

In the rest of this subsection, we prove that pseudo C∗-convex subsets of Hilbert C∗-
bimodules over a von Neumann algebra are C∗-convex.
Lemma 3.3.2. Let R be a von Neumann algebra acting on the Hilbert space H , with identity
I. If T1, · · · , Tn are operators in R such that T ∗1 T1+ · · ·+T ∗nTn = I, then there are operators
S1, · · · , Sn−1 in R such that Ti = Si
√
I − T ∗nTn, 1 ≤ i ≤ n − 1 and S∗1S1 + · · ·S∗n−1Sn−1 is
the range projection of
√
I − T ∗nTn.
Proof. As T ∗1 T1 + · · ·+ T ∗n−1Tn−1 = I − T ∗nTn, we have that
T ∗i Ti ≤
√
I − T ∗nTn
√
I − T ∗nTn, 1 ≤ i ≤ n− 1.
Since
√
I − T ∗nTn is self-adjoint, the orthogonal complement of the range of
√
I − T ∗nTn is
equal to the kernel of
√
I − T ∗nTn. From the proof of the Douglas lemma for von Neumann
algebras in Theorem 2.0.1, we have for each i ∈ {1, 2, · · · , n− 1}, an operator Si in R such
that Ti = Si
√
I − T ∗nTn, and Sih = 0 for any vector h in ker(
√
I − T ∗nTn). Note that,
I − T ∗nTn = T ∗1 T1 + · · ·+ T ∗n−1Tn−1 =
√
I − T ∗nTn(S∗1S1 + · · ·+ S∗n−1Sn−1)
√
I − T ∗nTn.
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As a result, for every vector f in the range of
√
I − T ∗nTn, we have 〈f, f〉 = 〈(S∗1S1 +
· · · + S∗n−1Sn−1)f, f〉. In addition, for every vector g in the kernel of
√
I − T ∗nTn, we have
〈(S∗1S1 + · · · + S∗n−1Sn−1)g, g〉 = 0. Thus the operator S∗1S1 + · · · + S∗n−1Sn−1 must be the
range projection of
√
I − T ∗nTn. 
Proposition 3.3.3. For a finite von Neumann algebra R and a Hilbert R-bimodule H, a
subset S of H is R-convex iff S is pseudo R-convex.
Proof. If S is R-convex, the R-segment S(A1, A2) is clearly in S for any A1, A2 ∈ S as
it consists of R-convex combinations of A1 and A2. For the other direction, we inductively
prove that for (A1, · · · , An), an n-tuple of vectors from S and T1, · · · , Tn ∈ R satisfying
T ∗1 T1 + · · ·T ∗nTn = I, the R-convex combination T ∗1A1T1+ · · ·T ∗nAnTn is in S . For n = 1, 2,
the above is clearly true from the pseudo R-convexity of S .
As R is finite, by [14, Exercise 6.9.10(ii)], each of the Ti’s has a unitary polar decomposition
i.e. there are unitary operators Ui and positive operators Pi such that Ti = UiPi, 1 ≤ i ≤ n.
The vectors A′i := U
∗
i AiUi are in S and P
2
1 + · · · + P 2n = I. From Lemma 3.3.2, there
are operators S1, · · · , Sn−1 in R as defined in Lemma 3.3.2 such that Pi = Si
√
I − P 2n , 1 ≤
i ≤ n − 1 and S∗1S1 + · · · + S∗n−1Sn−1 = E where E is the range projection of
√
I − P 2n .
Let F denote the projection onto the kernel of
√
I − P 2n . As F = I − E, clearly F is in
R. For i ∈ {1, · · · , n − 1} as ker(√I − P 2n) ⊆ ker(Pi), we have that PiF = FPi = 0
and as a result FSi = 0. Now define S
′
i := Si +
F√
n−1 , 1 ≤ i ≤ n − 1. We see that
S ′∗1 S
′
1 + · · · + S ′∗n−1S ′n−1 = (S∗1S1 + Fn−1) + · · · + (S∗n−1Sn−1 + Fn−1) = E + F = I and Pi =
S ′i
√
I − P 2n . By the induction hypothesis, A′ := S ′∗1 A′1S1 + · · ·S ′∗n−1A′n−1S ′n−1 is in S . As
T ∗1A1T1 + · · ·T ∗nAnTn =
√
I − P 2nA′
√
I − P 2n + PnA′nPn, being a R-convex combination of
A′ and A′n, it must be in S . This finishes the proof.

At this point, we refer the reader to Chapter 6 of [13] for a detailed account of the
comparison theory of projections in von Neumann algebras. We denote the Murray-von
Neumann equivalence relation for projections in a von Neumann algebra by ∼ and the partial
order it begets by -. Below we mention (without proof) the halving lemma ([13, Lemma
6.3.3]) for properly infinite projections in a von Neumann algebra as it will be extensively
used in Proposition 3.3.5.
Lemma 3.3.4 (Halving Lemma). Let E be a properly infinite projection in a von Neumann
algebra R. There is a projection F in R such that F ≤ E and F ∼ (E − F ) ∼ E.
Proposition 3.3.5. For a properly infinite von Neumann algebra R and a Hilbert R-
bimodule H, a subset S of H is R-convex iff S is pseudo R-convex.
Proof. It is straightforward from the definitions that every R-convex subset is pseudo R-
convex. We prove the other direction inductively. For n ∈ N, let the R-polytope generated
by any (n− 1)-tuple of elements from S be contained in S . We prove that the R-polytope
generated by an n-tuple (A1, A2, · · · , An) of elements from S is contained in S . In other
words, for operators T1, · · · , Tn in S such that
∑n
i=1 T
∗
i Ti = I, we prove that
∑n
i=1 T
∗
i AiTi
is in S . Note that for n = 1, 2, the above is clearly true from the hypothesis of pseudo
R-convexity of S .
Repeatedly using Lemma 3.3.4, consider mutually orthogonal projections E1, E2, · · · , En
and projections En1, En2, · · · , Enn in R such that E1+E2+ · · ·+En = I, En = En1+En2+
14 SOUMYASHANT NAYAK
· · ·+Enn and E1 ∼ E2 ∼ · · · ∼ En ∼ En1 ∼ En2 ∼ · · · ∼, Enn ∼ I. For i ∈ {1, 2, · · · , n− 1},
with Fi := Ei + Eni, note that as I ∼ Ei ≤ Fi ≤ I, from the reflexivity of - we have that
Ei ∼ Fi ∼ I. For i ∈ {1, 2, · · · , n−1}, let Wi be a partial isometry with initial projection Fi
and final projection I,W ′i be a partial isometry with initial projection Ei and final projection
Fi, and defineW :=
∑n−1
i=1 W
′
i . Note thatW itself is a partial isometry with initial projection∑n−1
i=1 Ei = I − En and final projection
∑n−1
i=1 Fi = I. Further let Wn be a partial isometry
with initial projection En and final projection I. For i ∈ {1, · · · , n− 1}, let Vi :=WiW and
define Vn := Wn. To assist the reader in navigating the maze of partial isometries we have
defined, we tabulate the partial isometries and their initial and final projections in Table 1.
Recall that for a partial isometry V with initial projection E and final projection F , we have
that V ∗V = E and V V ∗ = F .
Partial Isometry Initial Projection Final Projection
Wi Fi I
W ′i Ei Fi
W (=
∑n−1
j=1 W
′
j) I − En I
Wn En I
Vi Ei I
Table 1. Reference table for the partial isometries. The index i ranges from
1 to n− 1.
By the induction hypothesis, the vector A := W ∗1A1W1 + · · ·+W ∗n−1An−1Wn−1 is in S as∑n−1
i=1 W
∗
i Wi =
∑n−1
i=1 Fi = I. Note that W
∗AW =
∑n−1
i=1 V
∗
i AiVi and the vector W
∗AW +
W ∗nAnWn(=
∑n
i=1 V
∗
i AiVi) is in the R-segment joining A and An as W
∗W + W ∗nWn =
(I − En) + En = I, and thus
∑n
i=1 V
∗
i AiVi is in S . We further have that
∑n
i=1 V
∗
i Vi =
(
∑n−1
i=1 W
∗W ∗i WiW ) +W
∗
nWn = (
∑n−1
i=1 W
∗FiW ) +En = (
∑n−1
i=1 Ei) +En = I. Consider the
operator V˜ := V ∗1 T1 + · · · + V ∗n Tn in R and the vector A˜ := V ∗1 A1V1 + · · ·+ V ∗nAnVn in H.
As ViV
∗
j = δijI for 1 ≤ i, j ≤ n, note that V˜ ∗V˜ =
∑n
i=1
∑n
j=1 T
∗
i ViV
∗
j Tj =
∑n
i=1 T
∗
i ViV
∗
i Ti =∑n
i=1 T
∗
i Ti = I and V˜
∗A˜V˜ =
∑n
i=1
∑n
j=1
∑n
k=1 T
∗
i ViV
∗
j AjVjV
∗
k Tk =
∑n
i=1 T
∗
i AiTi. We have
already proved that A˜ is in S . Thus we have that V˜ ∗A˜V˜ =
∑n
i=1 T
∗
i AiTi is in S . This
finishes the proof. 
From the type decomposition of von Neumann algebras ([13, Theorem 6.5.2.]), for a von
Neumann algebra R, we have central projections P,Q in R such that P + Q = I, RP is a
finite von Neumann algebra acting on P (H ), and RQ is a properly infinite von Neumann
algebra acting on Q(H ). Thus combining Proposition 3.3.3 and Proposition 3.3.5, we have
the following theorem.
Theorem 3.3.6. For a von Neumann algebra R and a Hilbert R-bimodule H, a subset S
of H is R-convex iff S is pseudo R-convex.
4. Open Questions
Question 4.0.1. For a compact Hausdorff space X , consider C(X) as a Hilbert C(X)-
bimodule H with left and right C(X)-action given by mutliplication. What topological
conditions must X satisfy so that all pseudo C(X)-convex subsets of C(X) are C(X)-convex?
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Question 4.0.2. Similar to the previous question but more generally, what topological con-
ditions must a compact Hausdorff space X satisfy so that for any Hilbert C(X)-bimodule
H, all pseudo C(X)-convex subsets of H are C(X)-convex?
Question 4.0.3. Are all pseudo C∗-convex sets in Hilbert A-bimodules over a SAW∗-algebra
A also C∗-convex? Is there a n ∈ N such that the above is true for all n-SAW∗-algebras?
What role does the Douglas factorization property play in this?
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