The present paper develops an optimal linear quadratic boundary controller for 2×2 linear hyperbolic partial differential equations (PDEs) with actuation on only one end of the domain. First-order necessary conditions for optimality is derived via weak variations and an optimal controller in state-feedback form is presented. The linear quadratic regulator (LQR) controller is calculated from differential algebraic Riccati equations. Numerical examples are performed to show the use of the proposed method.
problem is transcribed into nonlinear optimization problems or nonlinear programming problems which can be solved using well-known optimization techniques [25] .
In this paper, we are concerned with the problem of linear quadratic optimal control of 2 × 2 linear hyperbolic PDEs using an indirect method. This problem has been previously considered for linear parabolic diffusion-reaction PDEs by [26] . Optimal control of these type of PDEs is challenging since in many cases actuation and sensing are often limited to the boundary and the dynamics are notably more complex than ordinary differential equation (ODE) systems. Classical approach usually relies on operator Riccati equation and semi-group theory, which limit the practicality of the method. Thus, by introduce weak variations concept directly to the PDEs, it has been shown by [27] that we can bypass semigroup theory and the associated issues with solving operator Riccati equations. This paper is organized as follow. In section II, we introduced some definitions and notations used throughout this paper. We stated the problem in section III. The main result is presented in section IV. Numerical examples are presented in section V. In this section, we compare the linear quadratic controller with the backstepping controller. Both methods bypass the requirement of solving the operator Riccati equations. The last section contains conclusions.
II. PRELIMINARIES & NOTATIONS
To simplify the presentation of this paper, we introduce the following notations [27] . For a linear operator A applied to a real-valued function f , we define
The inner product of two functions is defined as
The subscripts x and t denote partial derivatives with respect to x and t, respectively.
III. PROBLEM STATEMENT
We consider the following boundary control problem of the 2×2 linear hyperbolic PDEs
where x ∈ [0, 1], t > 0, with 1 , 2 > 0. We assume q = 0 and c 1 , c 2 ∈ C([0, 1]). The initial condition u 0 and v 0 are assumed to belong to L 2 ([0, 1]).
The objective is to design the state-feedback controller U (t) that minimize the following quadratic function over a finite-time horizon t ∈ [0, T ]
Here Q 1 ≥ 0, Q 2 ≥ 0, R > 0, P f 1 ≥ 0, and P f 2 ≥ 0 are weighting kernels that respectively weight the states u and v, the control U , and the terminal states of the system. It is important that R is strictly positive to ensure bounded control signals.
IV. LINEAR QUADRATIC REGULATOR
In the first part of this section, we derive necessary conditions for optimality of the open-loop linear quadratic control problem using weak variations method. Furthermore, we derive the differential algebraic Riccati equations associated with the state-feedback control law.
A. Open-Loop Control
The necessary conditions for optimality are utilized using weak variations method presented in [28] . This method has been used for reaction-diffusion PDEs by [27] .
Theorem 1: Consider the 2 × 2 linear hyperbolic PDEs describes by (1)-(6) defined on the finite-time horizon t ∈ [0, T ] with quadratic cost function (7) . Let u * (x, t), v * (x, t), U * (t), λ 1 (x, t), and λ 2 (x, t) respectively denote the optimal states, control, and co-states that minimize the quadratic cost. Then the first-order necessary conditions for optimality are given by
with boundary conditions
and initial/final conditions
where the optimal control input is given by
and U * (t) are the optimal states and control input. We introduce the perturbation from the optimal solution as follow
Substituting these equations into the objective function (7), yields
Next, we define a Lagrange functional
where λ 1 and λ 2 denote the Lagrange multipliers (co-states).
Computing the first derivative of the Lagrange functional with respect to , yield
The inner product from the last two terms at the right hand side can be simplified as follow
Substituting these equations into (21), yields
If we evaluate the above equation at = 0, we have
The necessary conditions for optimality is when
Thus, we have the following first-order optimality conditions
This concludes the proof.
B. State-Feedback Control
Utilizing the results by [26] , for the state-feedback problem, first we postulate the co-states λ 1 and λ 2 are related with the states u and v, respectively, according to the following transformation
The superscript on P t suggest the linear operator is time dependent. For the linear 2 × 2 hyperbolic PDEs, we have the following result.
Theorem 2: The optimal control in state-feedback form is given by
where the time varying transformation P 2 is the solution to the following differential algebraic Riccati equations
with boundary conditions P 2 (x, 0, t) = 0 (28) P 1 (x, 1, t) = 0 (29) P 1 (x, 0, t) = 0 (30) P 1 (1, y, t) = 0 (31) P 1 (0, y, t) = 0 (32) P 2 (0, y, t) = 0 (33) and final conditions
(35) Proof: Evaluating every term in (10)-(11) using the definitions (22)-(23) and integration by parts, we have the first terms
the second terms are given by
the third terms are given by
c 1 (x)P 1 (x, y, t)u * (y, t) dy and the last terms are given by
Plugging these terms into (10)-(11), we have (25)-(33). The last two conditions are obtained from (18)- (19) . This concludes the proof.
Note that for the infinite-time horizon, the LQR controller is given by the following steady-state solution of the differential algebraic Riccati equations
with boundary conditions (28)-(33). The time-invariant steady-feedback controller is given by
Unfortunately, we cannot prove the existence of the solution satisfy (25)-(35). For the example in the following section, we use parameters and weighting kernels such that the solution exists. Thus, the well-posedness problem of the differential algebraic Riccati equations remains open.
V. NUMERICAL SIMULATIONS In this section, we perform two cases. In the first case, we show the LQR controller solve the optimal control problem in finite time. In the second case, the LQR controller is compared with the backstepping controller. In both cases, we use the following parameters Simulation parameters Symbol Value
A. Case 1: Performance of the LQR controller
In the first case, we choose the following weighting kernels
Simulation kernels Symbol
Value R 1 P f 1 sin (πx) sin (πy) P f 2 5 sin (πx) sin (πy) Q 1 10 sin (πx) sin (πy) Q 2 20 sin (πx) sin (πy)
The algebraic Riccati equation is given by
The above equation is solved numerically. The solution is used to calculate the optimal state-feedback controller (24) and the result can be seen in the following figure. Fig. 1 : Uncontrolled vs controlled case using the LQR controller (24) .
It can be observed from figure 1 that the LQR controller (24) regulates the linear hyperbolic system into its equilibrium.
B. Case 2: comparison with the backstepping controller
We compare the controller (24) with the controller obtained from the backstepping method by [29] . The controller from the backstepping method is given by
where the backstepping kernels K vu and K vv are obtained from We calculate the control signal and the tracking error function u L 2 . In figure 2, we can observe that the LQR controller performs better compared to the backstepping controller. However, while the gains in the backstepping controller can be computed analytically, the existence of the solution for the algebraic Riccati equation remains an open question. Fig. 2 : Comparison between backstepping and LQR controller.
VI. CONCLUSIONS
In this paper, we derived LQR results for boundary controlled 2 × 2 linear hyperbolic PDEs. The necessary conditions for optimality for the open-loop system are obtained via weak variations, while the explicit state-feedback is derived from the co-state systems. In the given examples, the statefeedback laws are calculated after solving the differential algebraic Riccati equations for special cases. For general cases, the existence of solution remains an open question. This will be considered in the future work.
