Abstract-MPEG-4 is the first visual coding standard that allows coding of scenes as a collection of individual audio-visual objects. In this work, we present mathematical formulations for modeling object-based scalability and some functionalities that it brings with it. Our goal is to study algorithms that aid in semi-automating the authoring and subsequent selective addition/dropping of objects from a scene to provide content scalability. We start with a simplistic model for object-based scalability using the "knapsack problem"-a problem for which the optimal object set can be found using known schemes such as dynamic programming, the branch and bound method and approximation algorithms. The above formulation is then generalized to model authoring or multiplexing of scalable objects (e.g., objects encoded at various target bit-rates) using the "multiple choice knapsack problem." We relate this model to several problems that arise in video coding, the most prominent of these being the bit allocation problem. Unlike previous approaches to solve the operational bit-allocation problem using Lagrangean relaxation, we discuss an algorithm that solves linear programming (LP) relaxation of this problem. We show that for this problem the duality gap for Lagrange and LP relaxations is exactly the same. The LP relaxation is solved using strong duality with dual descent-a procedure that can be completed in "linear" time. We show that there can be at most two fractional variables in the optimal primal solution and therefore this relaxation can be justified for many practical applications. This work reduces problem complexity, guarantees similar performance, is slightly more generic, and provides an alternate LP-duality based proof for earlier work by Shoham and Gersho [1]. In addition, we show how additional constraints may be added to impose inter-dependencies among objects in a presentation and discuss how object aggregation can be exploited in reducing problem complexity. The marginal analysis approach of Fox is suggested as a method to do re-allocation with incremental inputs. It helps in efficiently re-optimizing the allocation when a system has user interactivity, appearing or disappearing objects, time driven events, etc. Finally, we briefly suggest that approximation algorithms for the multiple choice knapsack problem, although a theoretical nicety for most part, can be used to quantify complexity vs. quality tradeoff at the encoder in a tunable and universal way.
I. INTRODUCTION
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primarily for compression, in MPEG-4, scenes are coded as an aggregation of synthetic and natural audio-visual objects, text and graphics. These are supplemented with a flexible scene description. This brings in a lot more flexibility in the way content will be created, distributed, and consumed in the near future. At the authoring end, users will soon have tools to create rich multimedia presentations on their low-end PCs. Functionalities similar to those in text-document creation and editing will be supported for images, audio and video. On the transmission side, the compression standard is much more robust to channel errors. Using system tools, it will also be possible to have semantic error resilience and graceful degradation capability in bandwidth limited environments. At the consumption end, users will be able to interact with the scene and change its behavior. Using scene updates, routes, events etc., they will have the ability to change content quality by changing fields of some nodes, or by adding or removing locally stored objects from the scene. This helps in filtering content so that it fits the end-terminal's capabilities and adapts well to changing network conditions. To complete the loop, it is also expected that there will be a back channel signaling capability (or, an upstream channel) between the client and server to do content manipulation at the source. Not only does MPEG-4 provide tools for coding arbitrarily shaped objects, it also has the facility to flexibly compose the scene and to interact with it. The main strength of the standard comes from this object-oriented approach that lets a user interact with audio visual content in ways more creative than traditional VCR modes like stop, rewind, play etc. The composition information for the scene is carried as a separate elementary stream called binary format for scenes (BIFS). BIFS follows a virtual reality modeling language (VRML) like syntax. It describes a scene as a hierarchy of nodes. Audio-visual objects are leaves of this tree and transforms that control rendering of objects in space and time are higher up in the tree. BIFS commands can be used to add/delete objects, to activate or deactivate enhancement information for scalable coding, or to change attribute values of some objects without actually interacting with the compressed object. In this way, multimedia content can be made to adjust itself to suit the transmission rate and quality. Below, we give a brief outline of supported (and soon to be supported) features in MPEG-4 that are relevant in the context of this paper. These are as follows.
• Tools for Encoding Objects. Objects could be still images (textures), video (arbitrarily shaped or frame based), synthetic or natural audio, speech, two-dimensional (2-D) and three-dimensional (3-D) graphics, text, face, and body animation, etc.
• Facility to Flexibly Compose the Scene. As mentioned earlier, the composition information for a scene is carried as a separate elementary stream called BIFS.
• Local User Interaction with Audio-Visual Content.
BIFS-commands can be used to add/delete objects, to activate or de-activate enhancement information for scaleable coding, or to change attribute values of some objects without actually interacting with the compressed object. In addition, BIFS-Anim may also be used to continuously animate a scene.
• Remote Interaction with the Server. An ability to interact with the server using back-channel signaling will soon be supported.
• MPEG-J. The work done under MPEG-Java (MPEG-J)
will provide a set of platform independent application program interfaces (APIs) to be used for terminal control, processing, and resource management. These APIs include-scene graph, network, decoder, devices, and system capabilities API. MPEG-4 provides a semantic capability in content representation, distribution and consumption. Thus, the more traditional forms of spatio-temporal scalability [26] - [28] , bit allocation [1] , [3] - [5] and rate control [4] , [5] , [29] are likely to be soon supplemented by object-based ones. In this paper, we present formulations for modeling object-based scalability and some functionalities that it brings with it. We assume that objects have been compressed beforehand using scalable or nonscalable formats. The primary focus thereafter will be on optimal object selection and bitrate distribution among the objects. We discuss optimal and asymptotically optimal algorithms and heuristics for admission control of objects given their nominal operational R-D point. We also discuss ways for authoring using scalable objects that have been CBR encoded at various candidate target bit rates. Furthermore, we present generalizations for imposing inter-dependencies among objects, re-optimizing with incremental (user) inputs and suggest some simple linearization schemes.
We start with an overly simplistic formulation in Section II and model object based scalability as a "knapsack problem," an extensively well-researched problem in the operations research (OR) literature. This is used to model a value-added service in which richer content is made available for higher price or with an increase in resources. For sake of completeness, we outline some known ways to do optimal object selection (or, admission control) based on dynamic programming and the branch and bound method. Multimedia documents nowadays may consist of a large number (easily in the hundreds or thousands) of objects. Therefore, in order to reduce the complexity involved in finding the optimal object set for large problems, some heuristics are suggested.
In Section III-A, we generalize the simplistic formulation of Section II to model authoring or multiplexing using scalable objects (e.g., objects encoded at various target bit-rates). This is done using the so-called "multiple choice knapsack problem (MCKP) ." This problem may also be solved to optimality using a dynamic programming approach. Unfortunately this avenue is impractical due to a pseudo-polynomial space and time complexity. Instead, the primary focus in this paper will be on solving the linear programming (LP) relaxation of the above problem. Almost all earlier work on the bit-allocation problem (which can be considered a special case of MCKP) is based on Lagrangean relaxation (LR). Unlike Lagrange relaxations (where certain hard constraints are relaxed into the objective function), in an LP relaxation we relax integrality constraints on the variables. Note that integrality constraints are retained in Lagrange relaxations. Since both LP and LR are relaxations, both give an infeasible optimal point that forms an upper bound on the objective function value; but each can be used to find a heuristic solution by a trivial rounding operation. We further go on to prove that both these relaxations lead to exactly the same duality gaps (or approximation errors) for the problem under consideration. However, an LP relaxation leads to a somewhat faster (linear time) algorithm that exploits strong duality with dual descent. This gives a slight computational improvement and an alternate proof of earlier work by Shoham and Gersho [1] .
In Section III-B, we give modifications to enforce inter-dependencies among objects in a presentation. In particular, we explain how logical implications like if-then and either-or constraints among objects can be imposed. We discuss how simple transformations can be used to linearize certain forms of nonlinearities. In Section III-C, we suggest another transformation that exploits object aggregation and helps in reducing problem complexity. The marginal analysis approach of Fox [15] is suggested as a way to do online re-allocation in Section III-D. It is efficient to re-optimize the allocation when a system has provisions for user interactivity, scene updates, on-the-fly changes like object transcoding, or other time driven events.
In summary, the main contributions in this paper are the following.
1) We present a framework useful for modeling object-based scalability. It is easily extensible to incorporate several practical enhancements such as logical inter-dependencies among objects, simple nonlinearities in the model, online implementations, and simplifications obtained by object aggregation. 2) The MCKP formulation used for modeling scalable objects leads to a much faster (linear time) algorithm for the much researched bit-allocation problem. The solution procedure is based on solving the LP relaxation using dual descent. This work reduces problem complexity, guarantees similar performance, is slightly more generic, and provides an alternate LP-duality based proof for earlier work by Shoham and Gersho [1] . 3) We briefly suggest that approximation algorithms may be used to quantify complexity vs. quality tradeoff at the encoder in a tunable way. These algorithms lead to lossy universal quantization (compression) schemes. In what follows, we use the variables and acronyms in Tables I  and II interchangeably. 
II. A SIMPLISTIC FORMULATION
We want to design algorithms that aid in authoring and customization of multimedia documents by semi-automating the selective addition/dropping of objects from a scene to provide TABLE I  LIST OF ACRONYMS   TABLE II LIST OF SOME VARIABLES content scalability. We will use MPEG-4 systems to present this case for value added services. The approach and modeling, however, are applicable in other scenarios such as with documents having structured HTML or XML content. Assume that there are objects with average bit-rate/buffer requirements that may be included in the presentation. There is a pre-specified aggregate buffer or bandwidth constraint, , that must not be exceeded. The inclusion of an object to the presentation increases the overall quality by and decreases the available resource by an amount . The coefficients are in a common normalized unit, and we start by assuming that there are no inter-dependencies among objects, e.g., from a synchronization, compression, or inclusion point of view. We assume that objects have been pre-compressed at a constant bit-rate. Thus, corresponds to the target bit-rate at which is encoded, while is a measure of its average quality (average PSNR, a quality metric based on visual perception, a priority listing or user perceived utility). The objective is to find a subset of objects to include so as to maximize the overall quality. Since we may also view the problem as an admission control one, the coefficients and indicate nominal or minimal operating points for an object. Using the above assumptions and notation, the problem may be formulated as : Maximize Subject to: with for Note that is an indicator variable that is 1 if and only if is included in the presentation. The above is the famous 0-1 knapsack problem that has been extensively researched in the OR literature. It is an NP-hard problem, which means that no known algorithm solves it in polynomial time for all instances of the problem. However, some generic methods such as branch and bound and dynamic programming may be used to solve KP. Unfortunately, both of these have very bad worst-case complexities (exponential for branch and bound and pseudo-polynomial for dynamic programming). Therefore, it is unlikely that either of these methods can be used in practice.
A. Finding Optimal Solution
The forward version of dynamic programming (DP) is one of the most intuitive (although somewhat impractical) ways to solve KP. Dynamic programming, originally due to Bellman [20] , is an enumerative procedure for solving certain optimization problems. It solves a large (separable) problem by dividing it into a series of simpler ones (see Fig. 1 The above program may be followed using hints given in brackets. We proceed by calculating , until we obtain for all . The optimal objective value is given by , and we can trace out the solution (i.e., s) by backtracking the optimal path. Note that step 2 requires time and has to be run times, once for each stage. Thus, the overall time and space complexity of DP is . This complexity is polynomial in if increases as a polynomial with . Note that the term in is not logarithmic. Hence this algorithm is said to be pseudo-polynomial as it needs time that is exponential in the binary representation of its input data. This complexity blows up very fast since the granularity in which has to be represented is usually very small. In order to reduce complexity, we may prune out some states that can never be part of an optimal solution. Consider stage of the algorithm with a current state and a previous state . In case we find that 1) the sum of bandwidth requirements for objects in is more than that in , and 2) the aggregate utility of objects in is less than or equal to that in , then may never be part of an optimal object set. If a subset from first objects includes , we could trivially do better by replacing this subset with , leaving everything else unchanged. Hence, we may prune out state from the search. A branch and bound method is another generic method that may be used to solve KP. This procedure is fairly general and can be used to solve any pure or mixed (linear) integer-programming problem. Since we will refer to it several times, we outline the procedure in Appendix A. It must, however, be noted that both branch and bound and DP are not practical and give solutions in reasonable time only if the number of objects is small. Due to complexity considerations, we need to resort to heuristics instead.
B. Finding Approximate Solution
A greedy algorithm (GA) [16] is perhaps the most intuitive heuristic to solve this problem. GA may be summarized as follows.
Step 1) Reorder the objects in decreasing order of .
Step 2)
Add objects to the scene in this order so long as the bitrate bound is not exceeded. Basically, we admit objects in order of decreasing quality densities. Although simple, the algorithm can lead to a solution that is arbitrarily far from the optimal one for certain problem instances. We can assure that the solution is within a multiplicative factor of two from the optimal if we choose the better of the following two solutions: 1) that obtained using GA, and 2) that of allowing in only the critical object (i.e., the last object in GA adding which just violates bandwidth bound). The interested reader may find a proof in [16] and references therein.
III. EXTENSIONS
The assumptions we made in Section II are oversimplified in several aspects. In this section, we relax some of these assumptions from a video coding/communication perspective, and discuss ways to find optimal and approximate solutions. Some of the issues we will address are as follows.
1) A binary formulation for inclusion or exclusion of objects has been presented. Can we extend the approach to allow for including scaled or transcoded versions of objects? Can the problem be solved faster than earlier approaches under some relaxations? 2) How can we impose inter-dependencies among objects that compose a presentation while transcoding them? How do we deal with simple nonlinearities in the objective function or in the constraints? 3) Can aggregating objects (i.e., treating them in a similar way) help in reducing complexity? 4) Can we re-optimize faster (and online) when the scene has on-the-fly or time driven events, user interactivity, appearing or disappearing objects, etc.? 5) How is the problem related to some know problems in video coding literature, and can some of them be solved using the approaches given here?
A. Modeling Scalable Objects 1) Formulation and Review: At the cost of poorer quality, smaller spatial size or worse temporal continuity, an image sequence can be encoded at various target bit rates [5] , [6] , [26] - [28] . Several forms of scalability may be used to compress video at a desired target bit rate [29] , [31] or to give layered representations for it [6] , [27] . The typical motivation for scalability is to have a base layer that gives a coarse signal representation; and as more bandwidth becomes available, progressive enhancements may be added. Many online schemes for extracting scaled or transcoded versions from a precompressed video stream are also known. Examples of these include schemes like dynamic rate shaping [11] , selective dropping of DCT coefficients, frame dropping, etc. In addition, many compression schemes (e.g., wavelet or sub-band based) are inherently scalable. Therefore, while aggregating objects during authoring or multiplexing, it may be worthwhile to have some additional freedom with their bit-rates and quality perception at chosen bit-rates. Next, we will incorporate this into the model by using a generalization of the knapsack problem, called the "multiple choice knapsack problem (MCKP) ." Unlike the simple problem, in MCKP, we have some disjoint sets of objects. Objects in each of these sets have utilities and weights associated with them. At most one object from each set may be added to the presentation. As before, the idea is to select one version from each set so as to maximize the overall quality, while not exceeding the bitrate bound. In our context, this is similar to having candidate sets of transcoded versions of audio-visual-objects (or alternative presentations), and we would like to select one version for each object. Let be the average PSNR of the th version of object and the target bitrate at which it is encoded. Let there be candidate bitrates for the th object, one of which must be chosen. Therefore, we wish to:
and
The solution is a binary set and that specifies which objects are selected. Notice that since the 0-1 knapsack problem is a special case of the above, MCKP is also NP-hard.
MCKP is similar to a number of problems people have been studying in video coding literature. Most of these have been formulated in an operational rate-distortion framework. The allocation of bits to a discrete set of quantizers is the most prominent one among these. In this problem, we try to assign quantizers to independent sets of macroblocks (or source frames) so as to minimize the total distortion without violating a bitrate constraint. Broadly speaking, this problem has been attacked in two ways. The first approach is based on building a stochastic model for R-D behavior of quantizers. Such a model helps in predicting the average distortion (averaged over source ensembles) for encoding at a given rate. This regression step is normally done offline. Once a stable model has been built, optimization is done assuming similar R-D behavior. Typically, nonlinear programming tools (e.g., steepest descent or quasi-Newton methods) are used to find the optimal allocation after converting the problem to an unconstrained one. Note that the bottleneck complexity of the first approach comes from the model building stage. On the contrary, the second avenue to tackle the problem skips the offline model building. The optimization is done directly on operational (gathered) data points. Therefore, there are no residual errors that would otherwise have been introduced during the modeling step. However, this approach requires a lot of data to be continuously gathered. Moreover, a further (combinatorial) hardness of the second approach arises from the fact that quantization matrices can be scaled up or down using only a discrete set of values. We focus primarily on the latter approach in this paper. However, nothing prevents using this approach in conjunction with a predictive model that helps ease the burden of gathering data points.
There has been a lot of work in and generalizations of the bit-allocation problem. With these, a wealth of new applications has emerged applying these results. Some recent ones include R-D optimal shape coding [5] , optimal breakpoint selection for data-partitioning [11] , server retrieval scheduling [30] , selecting best wavelet packet [2] , jointly R-D optimal segmentation, optimal displacement vector field (DVF) and displaced frame difference (DFD) encoding, quad-tree decomposition and scanning etc. We refer the interested reader to [5] for an extensive survey. Despite a flood of recent applications, some of original work in this problem dates as far back as the 1960s [9] . To the best of our knowledge, the primary contributions are due to the following.
• Segall [8] assumed exponential and some other convex functional R-D curves. Since continuous functions were assumed, this method is closer to traditional rate distortion theory as opposed to an operational one. • Fox's [15] solution was based on a so-called marginal analysis method applied on distinct and discrete quantizer functions. Although the method generally gives good error gaps, the approach assumes convexity of R-D function, or, at the very least, identifies the convex hull for each quantizer set. • Trushkin [10] presented how to use dynamic programming to solve this problem. Although optimal, it was noted to have an unpractically high complexity. For the sake of completeness, a dynamic program is outlined in Appendix B.
• Shoham and Gersho [1] considered an arbitrary set of quantizers and made no assumptions on convexity or monotonicity. They suggest that convexity assumptions are usually violated due to nonlinearities in coding standards and the usage of small block sizes that do not get us close to convex R-D bounds. The analysis was based on Lagrangean relaxation as applied to integer programs using Everett's result and its extensions [12] , [14] , [17] .
• Ramchandran et al. [2] , [3] suggested allocation schemes with dependencies among the quantizers. An optimal buffer control strategy was also found using dynamic programming [3] , [4] . However, we believe that complexity considerations in using dynamic programming were not rigorously addressed in these papers.
• Schuster and Katsaggelos [5] reviewed developments in operational R-D theory, and suggest recent applications to shape coding, etc.
Despite the above developments, complexity considerations in solving this problem have still not been addressed adequately. The marginal analysis approach of Fox [15] assumes convexity of R-D curves. If convexity is not guaranteed, we have to find the convex hull of the operating points before using the algorithm. This needs a minimal complexity if there are operating points. Even after this, the solution lies on the convex hull of the operating points, and so it can be suboptimal. Dynamic programming [10] , on the other hand, gives the optimal solution and does not make any assumptions of convexity and monotonicity. However, it leads to a pseudo-polynomial time algorithm whose complexity blows up very rapidly. Finally, Shoham and Gersho's approach [1] , although almost there, did not rigorously discuss how pruning helps reduce a worst-case search over singular points.
2) Intuition Behind LP Relaxation:
The primary focus in this paper will be on solving the LP relaxation of an integer problem (instead of its Lagrange relaxation). Using strong-duality we will solve the LP-dual problem instead. Finally, exploiting complementary slackness, we will construct the optimal solution to the primal problem. The overall complexity of the procedure will be shown to be which improves on Shoham and Gersho's earlier work. The algorithmic framework used here to search for the optimal dual variable is originally due to Dyer and Zemel [23] , [24] . However, we are not aware of prior use of LP relaxations of this problem for signal compression. Before proceeding with the outline, we contrast LP and Lagrange relaxations. In particular, for MCKP, we will show that both these relaxations give exactly the same duality gaps.
a) Connecting Lagrange and LP relaxations:
The LP relaxation of an integer program is obtained by relaxing integrality constraints on integer variables (here, ). Due to the constraint in MCKP we can go ahead and remove upper bounds on these variables as well. Thus, we get Maximize Subject to: for and Although it may not be feasible for the integer program, a solution to the above certainly gives an upper bound on the objective function of the integral MCKP. Unlike an LP relaxation, in Lagrangean relaxation (as applied to integer problems), we relax certain hard constraints into the objective function using Lagrange multipliers. Since some constraints are removed from the problem, a solution to LR also gives an upper bound on the objective function (for max problems). Unlike LP relaxations, however, integrality constraints on the variables are retained in LR. The resulting relaxed integer problem is solved exactly. The trick one usually exploits is that certain integer problems are very easy to solve. If the resulting IP can be easily solved, the problem boils down to searching over Lagrange variables to find the set of multipliers that satisfy the relaxed constraints most closely. We may define three natural LRs for MCKP, i.e., those obtained by relaxing constraints , and both and . These are : : : For a given , the solution to the max part of is to set for each all except for the variable corresponding to , which is set to one. Notice that if we were to solve the LP relaxation of the max part in , there would be constraints in it. By linear programming [21] we know that an optimal solution to a linear program is a basic feasible solution. The number of positive valued variables in a basic feasible solution is at most the number of constraints in the LP. Hence there may be at most positive 's for the problem under consideration. But, at least one must be positive for each in order to satisfy each constraint; and so an easy counting argument tells us that exactly 's will be 1 and the rest will be zero in the LP relaxed max problem. Since this solution is integral, it means that integrality constraints in max part of could have been be dropped (to start with) without any loss of optimality. After dropping integrality constraints from , we could equivalently consider the LP-dual for the expression inside max part. This would lead to a problem identical to the LP-dual of the original MCKP. Hence, both LP relaxation and will have exactly the same duality gap. Consider next and . For a given set of Lagrange multipliers ( , and unconstrained), the solution to max part in will be to set if and zero otherwise. Again, since integrality constraints would have been met in the LP relaxed (max) problem, the duality gaps of and LP relaxation are the same. For a given (unconstrained) in , the problem inside the max part is a knapsack problem. Hence, integrality cannot be dropped without a potential loss of optimality.
However, it must be noted that the complexity of an LR comes both from solving exactly the relaxed problem and searching for the best multipliers. In both and , we need to search in higher dimensional spaces ( and , respectively) that are even unconstrained in many dimensions. This complexity is not likely to be less than that of , which in turn, guarantees a gap no better than LP relaxation. Therefore, it makes sense to explore LP techniques directly to see if they lead to faster algorithms than LR.
b) Outline for solving LP relaxation: Consider the LP relaxation that we defined before. Using strong-duality theory of linear programming, the strategy will be to formulate and solve an alternative problem called the LP-dual. The dual of a max problem is a min problem, and is constructed by associating a dual variable for each constraint in the primal and a dual constraint for each variable in the primal problem. Based on whether the primal constraint is equality or inequality, the corresponding dual variable is either free or sign constrained. Further, based on whether a primal variable is free or sign constrained, we have equality or inequality constraints in the dual. There is a close connection between the primal problem and its dual. By weak duality theorem [21] , we know that the value of a dual is always more than the value of any feasible primal solution. Strong duality further asserts that at optimality, the values of primal and dual problems are the same. The formal statement is as follows.
Strong Duality Theorem [21] : If either the primal LP or the dual LP has a finite optimal solution, then so does the other, and the max of primal problem equals the min of the dual problem. If either problem has an unbounded solution, then the other has no feasible solution.
Let the dual variables corresponding to primal constraints and be and , respectively. The dual of LP relaxed MCKP (call it DL-MCKP) is then given by ( ) are not sign constrained.
Define, for a fixed , . Notice that since it is the point-wise maximum of linear (convex) functions, the function is also convex in . With this change of notation, we get ( ) are not sign constrained.
Obviously, the most time consuming part in solving the above problem is the search for optimal LP-dual variable . This will be discussed in the next section where an algorithm due to Dyer and Zemel [23] , [24] is outlined. This may well be the best possible complexity achievable for this problem considering that there are choices to start with. A critical part in the search for is the use of "dominance lemma" which lets us eliminate some 's in the search for in each iteration of the algorithm. The lemma states the following.
Dominance Lemma [23] : If we know that for a certain range of , , then we can eliminate in the search for in this range of (see Fig. 3 ). Assume for now that we have somehow found the optimal that solves the dual problem. We will then construct the solution to the primal problem in time using complementary slackness. Complementary slackness conditions relate the primal and dual optimal solutions in a compact way. They state the following.
Complementary Slackness [21] : Feasible solutions to primal and dual problems are optimal if and only if 1) a variable is zero in one of the problems whenever the corresponding slack variable is strictly positive (i.e., the corresponding inequality constraint is strictly satisfied) in the other problem and 2) a slack variable is zero (i.e., the inequality constraint is satisfied as an equality) in one of the problems whenever the corresponding variable is positive in the other problem.
3) Searching for the optimal LP-dual variable [23] , [24] : We now go back to the dual problem and outline a scheme for finding the optimal LP dual variable. The treatment given here follows closely from the one in [23] . The complete algorithm consists of three parts: initialization, searching for the optimal dual variable, and constructing the optimal primal solution.
Step 1-Initialization: The min or max of a function in a single variable either lies at one of the boundary points or in the interior (in which case first and second order optimality conditions must be satisfied). In the initialization step, we check if the optimal lies at one of the extreme values, or . 1) Check if . This will be so if the right gradient of for large is negative. Intuitively, this means that the bandwidth constraint does not allow accommodating even the least acceptable version of each object. Hence, if , there is no feasible solution to DL-MCKP. 2) Check if . The optimal if the right gradient of is positive. Thus, if , . In this case, we can go directly to Step 3 to find the primal solution. Intuitively, this case means that the bandwidth constraint allows accommodating the most acceptable version of each object.
Step 2-Search for the optimal : The fundamental theorem of linear programming [21] states that the optimal solution to a linear program, if one exists, lies on a vertex (extreme point) of the polytope defined by the constraints. In the above problem, the objective function is not linear. In fact, it is a piecewise linear and convex function defined by the intersection points of lines (in variable ) of the form . Therefore, using an argument similar to the one used to prove the fundamental theorem of LP, one can argue that the minima of the above piecewise-linear objective function will also lie on an intersection point. There are lines in each set. These lines can intersect in a maximum of possible ways. Thus, a brute force approach would have to search over possibilities.
Instead, Dyer's approach [23] is based on a clever usage of linear time median finding algorithms with pruning. There are three steps to search for the optimal :
1) forming pairs of lines of the form and finding the median of intersection points of these lines; 2) finding the gradient of the aggregate function at the median point; 3) exploiting convexity of to eliminate some intersection points. In every iteration of these three steps about 1/4 of s are eliminated using the dominance lemma. This will eventually lead to a combined complexity of search over all iterations. We initialize two components (a constant part, and a linear part, ) of as and . . If we are to the left of then . Similarly, toward the right of , . Summarizing these ideas, we get the following.
• If , then . We can go to Step 3 to find the optimal primal solution.
• If , then . Therefore, from each pair of lines which intersect at , we may prune out the line with bigger (see Fig. 3 , case B).
• If , then . Using the dominance lemma, from each pair of lines which intersect at , we may prune out the line with smaller (see Fig. 3, case A) . Notice that in all at least 's will get pruned out in each iteration. Thus, the overall complexity is .
Step 3-Solution to the Primal: The relation between the optimal solution to the primal and dual programs is specified by complementary slackness conditions given above. The dual variables corresponding to primal constraints and are and , respectively. Likewise, corresponding to dual constraint we have primal variables . From complementary slackness, we know that if a dual variable is not zero, there should be no slack in the corresponding primal constraint. Similarly, if there is any slack in a dual constraint, the corresponding primal variable is zero. For each , the optimal dual variables . Therefore the recipe to construct optimal primal solution is the following.
• For all except for the set that determines the optimal dual variable , find the that determines the max in . For the corresponding , there is no slack in the dual constraint, i.e., . Hence this , and 's corresponding to other 's in this set are 0.
• For the set that determines the optimal dual variable , there are two lines that attain the max in . Thus there can be two fractional variables for this set. To find these fractional values, we apply complementary slackness to the dual variable , and its primal constraint . If , then there is slack in constraint . Here we set for the line having higher . Recollect that this is the scenario where the most preferred version of each object can be included in the presentation. If, on the other hand, then there are exactly two fractional 's, and we wish to find values they attain. Denote by , the set under consideration and and correspond to the lines that attain . Thus solving and
4) Features and Limitations of LP Relaxations:
Let us reminisce the basic features and limitations of the approach taken. These are as follows.
• The numbers and are arbitrary. We make no assumptions about convexity of R-D curves for each . There is no need to obtain or estimate the entire rate-distortion curve. The solution we obtain gives the best possible selection from data points that have been collected.
• PSNRs and rates are usually considered to form a continuum. But a typical motivation for an MCKP-like formulation could be when the objects have been pre-encoded at various quality levels and there is an inventory of candidate objects.
• LP-dual approach can be used if the objective function and the constraints are linear. Else, the objective function and the constraints must be linearized (if possible). Alternatively said, solving the LP relaxation (of an IP) is useful to approximate a nonlinear R-D function using piecewise linear segments between points on the curve. • LP relaxation (like LR) does not require finding convex hull of the R-D points. This circumvents an obligatory complexity for calculating the hull.
• It must be noted that an LP relaxation (again, like Lagrange relaxations) gives an upper bound on the objective function for max problems. Hence, it is not a heuristic in the real sense of the word. A heuristic gives a solution that is feasible, but suboptimal. Thus, heuristics provide a lower bound on the optimal objective function value for a max problem. A particularly attractive feature about MCKP is that its LP relaxation can have at most two fractional variables in the optimal solution. The proof of the above statement follows a counting argument like the one used before. Firstly, in LP relaxed MCKP, the size of the basis is since there are a total of constraints. Therefore, at most variables can be nonnegative in the basic feasible solution. Secondly, constraint C2 implies that at least one object must be selected from each set. Each fractional variable implies that there exists at least one more fractional variable in the same constraint. Therefore, at most one set can have two fractional values in an optimal BFS. This can be exploited to generate heuristics from upper bounds. To generate a lower bound (and hence a heuristic), we deterministically set one of the two fractional values to one, and the other to zero. The selection is done so that constraint is not violated.
• There are some key similarities and differences between the approach here and that in Shoham's paper [1] . First, Shoham's approach was based on LR as applied to integer programs. As shown above, for the problem under consideration, LR solution has the same duality gap as that obtained with LP relaxation. Second, although the approach in [1] used functional QFs, they were defined over discrete variables. Thus, the problem considered here and in Shoham's work is the same if one considers a fine discretization of QF for each quantizer and linearizes the resulting problem. Needless to say, the approach here does not assume any specific discretization structure or bounds on parameters or . Third, Shoham's solution scheme uses singular points to search for the optimal Lagrange multiplier. These singular points correspond exactly to intersection points of lines considered above. Hence, the base algorithm of [1] has to look over points. Variant 1 in [1] does indeed consider pruning to reduce complexity, as is done above also. But, dominance considerations were not systematically exploited to attain a linear-time bound. Finally, another key difference here is the usage of (linear time) median finding algorithms that avoid any sorting steps.
This concludes the treatment for modeling of scalable objects. In the next section, we discuss how to impose logical inter-dependencies among objects and show how certain nonlinearities can be easily linearized.
B. Inter-Dependencies and Non-Linearities
Inter-dependencies usually exist between objects in a presentation. These dependencies may arise due to synchronization or compression constraints, or be entirely perceptual user preferences. We address two types of logical dependencies here, namely those due to 1) if-then, and 2) either-or constraints. 1 Integer programming is well equipped to handle both these types of logical implications. It is also interesting to note that MCKP is essentially a very special form of interdependency among objects-one in which exactly one version from a candidate set of objects is selected.
Several interobject dependencies may be modeled as if-then constructs. For example, imagine a scene with a weatherman, a map, a caption, and some scrolling text. In such a scenario, it may be imperative that if the weatherman is included in the scene, the map is too. As another example, a user may be interested in seeing both a video with associated caption or none. Furthermore, if we include a video stream it may be imperative to multiplex the associated audio. All of the above can be written as if-then relations among some Boolean variables. Several other kinds of dependencies can be modeled as either-or constraints among objects. For example, in his/her personalized presentation, a user may be interested in hearing at least one of two audio tracks or in seeing a caption in at least one of many possible languages. Next, we discuss how to specify the above forms of logical implications by adding constraints to the above optimization framework.
1) If-Then Constructs:
Assume that the pair under consideration is and it is required that if is included, so is . Notice that the above relation is noncommutative. Thus it is not equivalent to solve a modified problem with a joint object having a combined quality of and bit-rate of . However, we can enforce this "logical" requirement by adding the following constraint:
By adding this constraint the only valid combinations are (0,0), (0,1), and (1,1) and the combination (1,0) is ruled out. Consider another example in which we require that if is included then may not be included. Adding the following constraint can satisfy this:
Note that is equivalent to . The allowed combinations for either of these expressions or the above constraint are (0,0), (0,1), and (1,0) and the combination (1,1) 2) Either-Or Constructs: As in 1), we may have situations where certain either-or type of logical implications among objects must be satisfied. Consider an example where we have the pair and require that at least one of and be included in the presentation. We may impose this by adding the constraint . In a more general framework, we may want that at least one of the following two inequalities be true:
For this we could add to the problem. Again, is a large enough number such that and is true for all possible . The proof here is in line with the one we gave for 1).
The functions and above are functions in Boolean variables . An OR operation among Boolean variables can be represented as a linear constraint. However, an AND operation in these variables (or their negations) will lead to nonlinear terms. A typical nonlinear term could be of the form:
. A term like this (either in the objective function or in one of the constraints) can be easily linearized by adding extra variables and constraints. We present two such linearization schemes. 2 To discuss the first one we let . Since are binary, so is . But, we must ensure that only when all and is zero otherwise. For this, we add constraints that are given by If all , then the first constraint implies that ; while the second says that . Together they both imply that . If any of , then the first constraint is not restrictive in any way. But, the second one implies that , or that . Together, the two constraints imply that only when all and is zero otherwise. 2 Both the transformations we discuss linearize polynomial nonlinearities.
They cannot be applied if 8 and 9 lead to nonpolynomial nonlinearities.
There do exist direct schemes (such as generalized penalty and interior penalty methods) that may be used for solving such nonlinear integer programs without linearization. A discussion of these and their computational efficiency is beyond the scope of this paper.
We may also linearize polynomial nonlinearities of the form above using an alternate method. Let us define a sequence of variables as follows:
It is obvious that . Also since , we must add the following linear constraints for Of course, we also add . The first two constraints enforce that is not 1 unless both and are 1. The third constraint ensures that if and and does not restrict any other possibilities. All the above constraints are linear, and the entire nonlinearity gets captured in . Note that the second transformation needs many more constraints and variables as compared to the first one. This is not entirely wasteful. By deriving the constraints for the first transformation using inequalities for the second one, we can easily show that if there is a point in the second polyhedron it also lies inside the first one. In other words, the second polyhedron is smaller and hence packs the integral points more tightly. Thus, if we use an iterative scheme such as branch and bound, the second scheme is expected to converge much faster.
After we do the aforementioned modifications in 1) or 2) above and remove any nonlinearities that may arise, the new problem is still a (linear) IP. Therefore, at least in theory, we may find the optimal solution using the branch and bound method described in Appendix A. Unfortunately, branch and bound is computationally very intensive. 3 We give a brief computational experience in Section IV. An interesting point to note here is that additional constraints (e.g., those due to if-then and either-or constructs) actually reduce the search space of the problem. Hence, from an enumeration perspective, the complexity of the problem gets reduced.
3) Nonlinearities in the Objective Function: As another usage of linearization, this section discusses two common nonlinearities in objective functions, both of which can be easily linearized. Sum of distortions (or PSNRs) has been the most popular criterion for solving bit allocation problems. Despite having a nice separable structure to it, the criterion in itself is not the most appropriate one for image and video processing applications. This is because min-sum or max-sum measures can lead to an optimal solution that has regions of large localized distortion. One could also get a solution having sharp changes in quality across various parts of a scene. Although both these may make small statistical contributions, the human visual system is very sensitive in picking them up. Having a fairness measure is one way to avoid these problems. We discuss below two fairness measures for an MCKP-like problemand . Both of these introduce easily linearizable nonlinearities. The first criterion tries to find an allocation for which there is least absolute deviation in quality around the mean PSNR. The second one imposes fairness by trying to maximize the minimal PSNR in a frame. More formally, the two problems are :
Both the above formulations have nonlinear objective functions that can be easily linearized. For the former, we introduce extra variables defined as follows:
Thus, becomes and real
Note that we are trying to minimize the sum of two deviation terms , both of which are nonnegative. This fact together with the added constraints implies that exactly one of these two terms is nonzero for a given . Hence, we need not add nonlinear constraints of the form . The latter problem is even easier to linearize. Let . Thus, becomes
Max
One could also combine the above two criteria to come up with other fairness measures that are easily linearizable. An obvious one is . After the above-suggested linearizations one could resort to a branch and bound method to find the optimal solution. This concludes the treatment for dependent objects and some linearizable nonlinearities. In the next section, we suggest a transformation that exploits object aggregation and helps to reduce problem complexity.
C. Object Aggregation
Several applications benefit from grouping or aggregating objects [26] . Application level multiplexing allows guaranteeing integrated QoS for streams multiplexed in a common channel, and differentiated quality to different groups of users based on their pricing model. Multiplexing objects helps to reduce the number of transport channels that need to be managed. The overhead in packet headers is usually lower with multiplexed streams than with headers for each separate stream. Grouping or multiplexing content is again important if content from different sources needs to be delivered to a common destination (or vice-versa, as in a multicast scenario). To address some of the above issues, MPEG-4 provides a flexible multiplexing facility at the application layer. In MPEG-4, audio-visual objects are encoded in separate elementary streams. The content creator multiplexes elementary streams along with scene description information. Each object is associated with an object descriptor (OD) that specifies the elementary streams from which this object gets its data. Elementary streams, in turn, are divided into multiple Access Unit Layer PDU's. Below the AL-PDU layer, two levels of multiplexing, called TransMux and FlexMux are identified. The former is not specified by MPEG-4, and it is assumed that the underlying transport protocols provide it. Unlike TransMux, FlexMux lies much closer to the application and therefore one can use content properties to make better decisions about object selection, dropping and scheduling. FlexMux has two modes to flexibly multiplex objects-a Simple Mode and a MuxCode Mode. The basic unit of the FlexMux layer is a FlexMux-PDU, and a sequence of FlexMux PDU's is called a FlexMux stream. In the Simple Mode, data from only one object may be included in a FlexMux-PDU. In the MuxCode Mode, however, data from multiple objects can be encapsulated in a single FlexMux-PDU.
From an optimization perspective, in this section, we suggest a transformation that exploits object aggregation and helps in reducing the complexity of optimal object selection. It is easy to see that even with grouped objects we can still solve the problem using a separate variable for each of the (say, ) objects that have same vs. tradeoff. However, by treating all objects having same R-D tradeoff as a single object (an aggregation procedure), we can decrease the number of variables and reduce problem complexity. Here, instead of the constraint (as in the original problem), we use a constraint for . In essence, we treat all similar objects as a single object and allow multiple copies of this object. For each aggregate object with an upper bound , we need to introduce only variables in the problem. These new objects (variables) are assumed to have PSNR's of and bitrates of etc. A last object is added to ensure that total quality is and total bitrate is . Since we can represent any number between using bits, only (and not ) variables are needed. The optimal solution with these new objects gives a binary representation of the number of objects of type that should be selected.
D. An Online Heuristic
Until now, we have described a form of problem where the entire input is available to start with. Given the entire input set, we discussed ways to solve the problem optimally and approximately. However, in several applications, the input is made available in "increments" only. For example, in a multiplexing scenario, we could have a set of streams that have been optimally allocated resources to suit their QoS. Next, if a new stream enters service with its own R-D tradeoff, and we wish to do allocation, can we do something better than re-solving the size problem? Another application could be post-authoring editing of a multimedia presentation. We assume that the original scene has been authored with resources optimally partitioned among objects. Due to editing alterations, these resources may need to be reassigned with minor changes. Yet another application could be an MPEG-4 based system in which user interaction alters scene rendition. Objects may be made to appear or disappear, their enhancement layers could be activated or deactivated, etc. Here also, a minor modification to the solution set could yield good approximations.
As we discussed above, a brute force approach would be to solve the larger problem without any prior knowledge. However, we know the best solution for size problem to start with. Therefore, it makes more sense to use the "marginal analysis" approach of Fox [15] . The efficiency of marginal analysis depends on starting with a good feasible solution. In the worst case, its complexity is similar to that of dynamic programming, but is usually much better if the initial feasible solution guess is good. Assume that the solution to the size problem is . 4 To find solution to the problem with another added object for , re-index (or eliminate some) 's such that the following two hold: 1) If then for all and . 2) For each , if , then for any . Note that marginal utility decreases after re-indexing, and we have effectively identified the convex hull for each set . This is a computationally intensive procedure requiring a minimum workload of . However, one can do this in the idle time between successive object additions or deletions. Note that we need not re-index all objects each time the online algorithm is run. Since convex hulls for earlier objects should already be available, we have to identify the convex hull for each new object only. After making aforementioned changes, we apply marginal allocation algorithm. The algorithm is expected to run fast since it starts with the optimal size solution. We expect that these objects will not be perturbed too much around their starting allocations. Yet another way to visualize this is as an increase in the number of stages of the trellis by one. To accommodate the new stage, current allocations for first stages are decreased. Initialize . The other objects start with their size optimal solution, i.e.,
. Obviously, this is a feasible solution to the size problem. There are iterations in the procedure. The algorithm decreases in each iteration the allocation for one of the objects from . Assume that is the index for this object. The allocation of the th object is reduced (by decreasing its index ) and that of object is increased incrementally (i.e., to next higher ). The index is selected from the set such that it gives the smallest decrease in marginal quality per unit increase in bandwidth. Due to a discrete nature of the problem, we must ensure that re-allocation does not cause bound to be exceeded. Any residual bandwidth after reallocation is kept for future iterations. If, however, the resource bound will get exceeded if we do reallocation using index , we relinquish this index and continue our search for another index (a new ) in decreasing order of marginal utility, until we find a choice that leaves some nonnegative residual bitrate after re-allocation. The method terminates if one of the following two hold: 1) the current increase in marginal quality for item is less than any possible decrease in marginal utility among objects , or 2) if no change can be done without violating the bandwidth bound .
IV. EXPERIMENTAL COMPARISON
In this section, we discuss a brief experimental study on some of the formulations presented above. First, we consider scalable objects without any extra dependencies. We will compare the complexity and solution qualities obtained by exact schemes (like branch and bound) with approximate ones (e.g., by solving the LP-relaxation of the IP). Second, we consider more general dependency structures. We will discuss if a combinatorial scheme like branch and bound is a practical one; and if for problems with more general dependency structure, the solutions obtained by an LP relaxation is a reasonable approximation.
The scalable texture coding [31] used for synthetic and natural objects in MPEG-4 is used to construct the R-D data set. The underlying algorithm in this codec is based on a multi-scale zero-tree wavelet entropy coding technique. This gives many scalability layers in terms of both spatial resolutions and SNR (or quality). A total of 37 objects are assumed to compose the scene. These objects include instances from standard test sequences like akiyo, Stefan, birth, coastguard, dance etc. Each of these was encoded into 13 distinct scalability levels, one of which must be chosen for each object. Thus, an exhaustive search for the optimal solution would need to look at a staggering 13 combinations. This is clearly impractical. Below, we tabulate the performance of some of the algorithms described above. We ran simulations on five problem instances, both for standard modeling of scalable objects and the problem with extra inter-object dependencies. We used LP and mixed IP solutions of IBM's optimization solutions software package (OSL). The LP product comprises routines for solving linear programs using Simplex (primal and dual) and interior point methods. The mixed IP product uses branch and bound method to solve linear integer programs. The simulations were conducted on a Pentium 233 MHz PC with 64 MB RAM running Windows 98 operating system.
Without Dependencies: The problem without dependencies is one that has an MCKP formulation. Let G1 be defined as the percentage difference between the optimal IP solution and the LP heuristic solution obtained by the rounding scheme described in Section III-A4. G2 is the normally used duality gap and is defined as the percentage difference between the optimal IP solution and its LP relaxation. The results are summarized in Table III . In this table, the (P) and (D) for branch and bound refer to primal and dual Simplex methods, respectively, that are used to solve intermediate LP relaxations in branch and bound. The LP relaxation was solved using the OSL product. It was set to solve the LP-dual of the integer problem (using dual simplex method). From the results we note the following.
• LP relaxations usually give very small duality gaps. Both the LP solution and the heuristic generated from it are very close to the optimal IP solution. The marginal analysis approach has higher complexity but gives similar gaps as the LP-dual approach.
• Solving the LP-dual problem leads to tremendous decrease in computational complexity relative to an exhaustive search scheme like branch and bound. The corresponding loss in optimality is very small.
With Dependencies: We modified the above problem by adding if-then constraints to create a problem with dependencies. The dependency constraints are added to ensure there are no sharp quality gradations among closely related objects. We did this by dividing alternate versions of some of the objects into two sets: a low quality set and a higher quality set. Each of these sets had several versions (or scales) of the same object. The added if-then dependency constraints ensure that (all) related objects be chosen from the same respective set. That is, the selected version of all inter-related objects comes from either their lower quality set or from their higher quality set. To some extent this would ensure that closely related objects have similar quality scales. In all, a total of 32 extra constraints were added to the problem. The results are summarized in Table IV . From this table we note the following.
• Although branch and bound is exponentially complex, for the problem sizes under consideration, it always completed in less than 30 s. Note further that (typically) the time taken with extra inter-object dependencies is lower than the corresponding time without dependencies. This could be because by adding some additional constraints, one could shrink down the feasible polyhedron, and make the problem simpler from an enumeration point of view. • For problem sizes under consideration, solving the linear relaxation using the Simplex method of OSL is extremely quick. The resulting duality gap G2 is usually very small. This software was set to choose between the primal and dual Simplex approaches internally. • The number of fractional variables in the optimal LP solution is typically very small. Out of a total of 497 variables, (normally) only 8-11 were fractional in the optimal LP solution. For very general dependency structures, we were not able to devise a systematic way (such as deterministic or randomized rounding) to find sub-optimal feasible IP solutions using the fractional solution obtained. However, we were able to exhaustively search through all possible ways of rounding the fractional variables after the variables that attained a 0 or 1 in the LP solution were frozen at their respective values. In all the cases considered, we could find feasible (but slightly sub-optimal) IP solutions with minimal extra computational effort.
V. CONCLUDING REMARKS
In this paper, we proposed mathematical formulations for modeling object-based scalability and some functionalities that it brings with it. Some of the techniques discussed in this paper have been known in the OR literature for some time. But, we believe that this framework applies quite well for modeling of MPEG-4 and other structured multimedia systems. It also helps us improve our understanding about the kinds of problems that are likely to arise in multiplexing, authoring and content filtering systems based on this standard. This may help to better design and semi-automate tools that users will use to create and interact with media. On a more rigorous front, the MCKP approach to model scalability helped us identify a faster algorithm for the much-researched operational bit-allocation problem. This was based on solving the LP relaxation using dual descent.
An interesting outcome of MCKP formulation is that some known approximation algorithms [18] , [19] , [25] can be used to solve bit allocation problems. -polynomial time approximation schemes (PTAS), although a theoretical nicety for most part, give a smooth tradeoff between algorithm complexity and its performance. Using a PTAS, one can solve the above allocation problem to an arbitrary degree of precision with a proportionate increase in computational complexity (and hence, delay) at an encoder. The user may pre-specify the encoding complexity that he is willing to incur; based on which the algorithm scales to satisfy an error-ratio relative to the optimal solution, irrespective of source statistics or the problem instance. Alternatively put, based on an a priori error bound from the optimal solution, the scheme scales gracefully from very low to exponentially high complexity. Hence, we can view PTAS as a set of algorithms to tradeoff encoding complexity versus distortion while quantizing in an operational R-D framework. We reiterate an important outcome of using approximation algorithms is that their performance is guaranteed irrespective of the problem instance or the source density being quantized. Therefore, in compression terminology, these algorithms yield lossy universal compression (quantization) schemes. We discuss these results and its implications on quantization theory in more detail in a followup paper [7] .
We discussed the following issues in this paper.
• We modeled object-based scalability as a "knapsack problem" and discussed some known schemes to find optimal and approximately optimal object selections. This formulation is useful for modeling value-added services.
• We generalized the above to model authoring or multiplexing of scalable objects (e.g., objects encoded at various target bit-rates) using the "multiple choice knapsack problem." This problem was related to many known problems in video coding literature-the most prominent being the bit-allocation problem.
• Almost all earlier work to solve the bit-allocation problem is based on Lagrangean relaxation. Unlike this, we discussed how we could alternatively solve the linear relaxation to give similar duality gaps. The LP relaxation was solved using strong duality with dual descent-a linear time process. We showed that there can be at most two fractional variables in the optimal primal solution. Therefore this relaxation can be justified for many practical applications and could also be used to generate good lower bounds (feasible solutions or heuristics). This work reduces problem complexity, guarantees similar performance, is slightly more generic, and provides an alternate LP-duality based proof for earlier work by Shoham and Gersho.
• We suggested how additional constraints may be added to enforce logical interdependencies among objects in a presentation. Some simple linearization schemes to remove polynomial nonlinearities and make the problem amenable to generic linear-IP schemes were given.
• A transformation that exploits object aggregation and helps in reducing problem complexity was discussed. Finally, we suggested the marginal analysis approach of Fox [15] as a method to do re-allocation with incremental inputs. It is efficient in re-optimizing the allocation when a system has online user interactivity, appearing or disappearing objects, time driven events, etc. We believe that fairly general scenarios may be envisaged using combinations of the basic blocks that we outline above. Further, we hope that some of the optimization techniques used here will be used extensively to solve other problems in signal compression.
APPENDIX A BRANCH AND BOUND METHOD [16] A branch and bound method is a recursive procedure useful for solving any pure or mixed integer-programming problem. Without loss of generality we consider a max IP. As we show in Fig. 2 , this method solves the problem by repetitively solving linear relaxation of integer programs. The optimal solution to a linear relaxed problem forms an upper bound on all feasible solutions to the integer program. The procedure consists of two rules-a branching rule and a fathoming or stopping rule. In the branching step, two sub-problems are solved which prevent a fractional variable ( in Fig. 2 ) from taking on its fractional value of in the optimal solution to the LP. Note that children a node can only lead to worse solutions than the parent. Thus, branching need not be done if the linear program gives a solution with integral variables (where necessary) or a value of the objective function that is less than the current best integer solution. A formal statement of the method is Branching Rule:
Step 1) Solve the corresponding linear programming problem by ignoring any integer constraints, e.g., instead of , we would put the constraint for . The linear program may be solved in one of many ways, e.g., using the simplex method or a faster interior point method.
Step 2)
Choose any variable (say ), which takes on a fractional value (say ) in the solution to Step 1. If for the original IP, must take integral values only, we generate two sub-problems specified below, and repeat this procedure for each of them.
Subproblem 1: Linear programming problem in STEP 1 contraint . Subproblem 2: Linear programming problem in STEP 1 constraint .
Fathoming or Bounding Rule:
A node in the tree is fathomed if either of the following is true:
Rule 1) The subproblem is infeasible.
Rule 2)
The solution to the linear relaxation has all integer-valued variables. This solution is feasible for the original IP. If the value of the objective function is higher than the current best lower bound, the current lower bound is set to this value.
Rule 3)
The value of the LP objective function is less than the current lower bound (note that the variables need not be integers to do this fathoming step). Notice that although branch-and-bound is a generic procedure, its complexity is exponential. In case of KP, solving the linear program only involves a sorting step. The candidate objects are first sorted and then added in order of decreasing ratio of profit densities. When the bandwidth constraint cannot be satisfied, a fractional amount of the critical object is added using up the entire residual bandwidth. Since there is only one fractional object, the two subproblems also get simplified to the original problem plus a constraint for including or excluding the critical object. This leads to two smaller problems with exactly the same structure as the original one. Using an iterative argument this generates an complexity. Using similar arguments, we can show that the resulting complexity for MCKP is .
APPENDIX B DYNAMIC PROGRAMMING FOR MCKP [10] , [16] , [22] As with a simple knapsack problem, a dynamic programming based algorithm gives a pseudo-polynomial time algorithm for MCKP. We use the following notation: maximum objective function value if m units of bandwidth are available and we are allowed to use only items in "sets" ; amount of currently available bandwidth, ; for . Using the above, a state is defined by the pair and has a value for each and With this definition of state, we can write the following DP recursion:
for for and for for for Optimal objective function is given by and the optimal set can be found by backtracking the algorithm. Obviously, the space and time complexity of this method is . As this may become large fast, DP is not suitable for solving big problems. We may, however, prune out some states from each set to reduce complexity. For example, if there are two scaled versions and of an object such that has higher bitrate and lower PSNR than , then will never be included in an optimal solution and can be pruned out.
