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Harmonic analysis on local fields and adelic spaces II
D.V. Osipov, A.N. Parshin ∗
Abstract
We develop harmonic analysis in some categories of filtered abelian groups and
vector spaces. These categories contain as objects local fields and adelic spaces
arising from arithmetical surfaces. Some structure theorems are proven for quotients
of the adelic groups of algebraic and arithmetical surfaces.
1 Introduction
The paper is a sequel of the work [12]. The goal of this part is two-fold.
First, we introduce and investigate a category Cfinn of filtered abelian groups
which is inductively constructed from the category Cn0 of finite abelian groups
instead of the category Cn of filtered vector spaces over a field k which was in-
ductively constructed from the category C0 of finite-dimensional vector spaces over
k and was considered in [11]. Next, we consider some categories of filtered vector
spaces over R or C and define the mixed categories Car0 , C
ar
1 and C
ar
2 , which
include as full subcategories some of the previous categories. Then we develop the
harmonic analysis for them. One needs this part of our theory to work with an arith-
metical surface. The resulting formalism is completely parallel to the constructions
of the first part, i.e. [12]. We refer to the introduction in [12] for a short description
of the formalism. Also, the origin and the history of the whole theory is explained
there 1.
Second, we describe several examples of adelic spaces and show how the general
categorical notions can be applied for them. Note that the paper [12] contained no
∗Both authors are supported by RFBR (grant no. 08-01-00095-a), by a program of President of RF for
supporting of Leading Scientific Schools (grant no. NSh-4713.2010.1), by INTAS (grant no. 05-1000008-
8118); besides the first author is supported by a program of President of RF for supporting of young
russian scientists (grant no. MK-864.2008.1).
1We have to mention once more the paper [9] (2001) by M. Kapranov, where the important trick with
a space of virtual measures was introduced (the trick was inspired by the construction of semi-infinite
monomes in the theory of Sato Grassmanian, see a short description in appendix 2 to the electronic
version of [13]). Kapranov studied just the case of the Archimedean local fields such as R((t)) or C((t)) .
As was pointed out to us by D.A. Kazhdan, he has given another approach to harmonic analysis on the
two-dimensional local fields such as Qp((t)) in the paper: Kazhdan D., Fourier transform over local fields,
Milan J. Math. 74 (2006), 213–225. He has introduced the spaces of functions and Fourier transforms,
first, in an elementary coordinate-dependent way and then redefined them not as a space (and a map)
but as a gerbe.
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one concrete example. Here, we carefully study the case of adelic groups for schemes
of dimension 1 (see example 4 from section 3.2 and example 8 from section 4.2) and
dimension 2 (see section 14 and example 11 from section 5). In particularly, we prove
a compactness theorem of the adelic quotient groups AX/(AX,01 + AX,02) in the
case of an projective algebraic surface X defined over a finite field (see sections 14.1
and 14.2). This theorem is a generalization of the classical compactness theorem for
the adelic quotient group AC/AC,0 in the case of an projective algebraic curve C
defined over a finite field.
Concerning the development of harmonic analysis on the groups such as A∗X =
GL(1,AX) or the multiplicative group of a local field on X , one has to take into
account that these groups are extensions of discrete groups by some non-locally
compact groups. The harmonic analysis for the discrete part is already very non-
trivial (see [16]).
We use the opportunity to correct the following statements from [12]: corollary 1
and corollary 2 in [12, §5.9]. We have to consider more narrow class of automor-
phisms. Namely, one needs to consider only the elements of automorphism group
(or its central extension) which interchange the elements of the first filtration of an
object from the category C2
2. This condition is satisfied in many concrete situa-
tions. For example, one can consider the standard action of the multiplicative group
K∗ on a local field K or the action of A∗X on AX .
2 Notations and agreements
For any two abelian groups A , B we denote by Hom(A,B) the abelian group of
all homomorphisms from the group A to the group B .
By a topological group we always mean a topological group with a Hausdorff
topology.
For any locally compact abelian group G by Gˆ we denote the Pontryagin dual
group of G , i.e. Gˆ = Homcont(G,T) , where the group T = {z ∈ C : |z| = 1} is a
one-dimensional torus.
For any topological vector space V over the field of complex numbers C we
denote by V ′ its continuous dual C -vector space, i.e., V ′ = HomC,cont(V,C) is the
space of all continuous C -linear functionals.
3 Categories Carn
3.1 Categories Cfinn
We recall that categories Cn , n ∈ N were defined in [11]. (See also sections 4.1
and 5.1 of [12] for additional properties of categories C0 , C1 and C2 .)
To construct categories Cn we started by induction on n from category C0 of
finite-dimensional vector spaces over a fixed field k . As it was remarked in intro-
duction to [11], we can construct categories Cfinn in a similar way starting from
2We note that this correction was already done in the last electronic ”arXiv” version of this paper:
arXiv:0707.1766v3 [math.AG].
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category Cfin0 of finite abelian groups. If the field k is a finite field, then for any
n ∈ N the category Cn is a full subcategory of the category C
fin
n .
Now we will give the definition of the category Cfinn by induction on n ∈ N .
Definition 1 We say that (I, F, V ) is a filtered abelian group if
1. V is an abelian group,
2. I is a partially ordered set, such that for any i, j ∈ I there are k, l ∈ I with
k ≤ i ≤ l and k ≤ j ≤ l ,
3. F is a function from I to the set of subgroups of V such that if i ≤ j are
any from I , then F (i) ⊂ F (j) ,
4.
⋂
i∈I
F (i) = 0 and
⋃
i∈I
F (i) = V .
Definition 2 We say that a filtered abelian group (I1, F1, V ) dominates another
filtered abelian group (I2, F2, V ) when there is an order-preserving function φ :
I2 → I1 such that
1. for any i ∈ I2 we have F1(φ(i)) = F2(i)
2. for any j ∈ I1 there are i1, i2 ∈ I2 such that φ(i1) ≤ j ≤ φ(i2) .
Now we define by induction the category Cfinn and morphisms between them.
Definition 3 1. The category Cfin0 is the category of finite abelian groups with
morphisms of abelian groups.
2. The triple from Cfin0
0 −→ V0 −→ V1 −→ V2 −→ 0
is admissible when it is an exact triple of abelian groups .
Now we define the objects of the category Cfinn by induction. We suppose that
we have already defined the objects of the category Cfinn−1 and the notion of admis-
sible triple in Cfinn−1 .
Definition 4 1. Objects of the category Cfinn , i.e. Ob(C
fin
n ) , are filtered abelian
groups (I, F, V ) with the following additional structures:
(a) for any i ≤ j ∈ I on the abelian group F (j)/F (i) it is given a structure
Ei,j ∈ Ob(C
fin
n−1) ,
(b) for any i ≤ j ≤ k ∈ I
0 −→ Ei,j −→ Ei,k −→ Ej,k −→ 0
is an admissible triple from Cfinn−1 .
2. Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) and E3 = (I3, F3, V3) be from
Ob(Cfinn ) . Then we say that
0 −→ E1 −→ E2 −→ E3 −→ 0
is an admissible triple from Cfinn when the following conditions are satisfied:
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(a)
0 −→ V1 −→ V2 −→ V3 −→ 0
is an exact triple of abelian groups,
(b) the filtration (I1, F1, V1) dominates the filtration (I2, F
′
1, V1) , where
F ′1(i) = F2(i) ∩ V1 for any i ∈ I2 ,
(c) the filtration (I3, F3, V3) dominates the filtration (I2, F
′
3, V3) , where
F ′3(i) = F2(i)/F2(i) ∩ V1 ,
(d) for any i ≤ j ∈ I2
0 −→
F ′1(j)
F ′1(i)
−→
F2(j)
F2(i)
−→
F ′3(j)
F ′3(i)
−→ 0 (1)
is an admissible triple from Cfinn−1 . (By definition of Ob(C
fin
n ) , on every
abelian group from triple (1) it is given the structure of Ob(Cfinn−1) ).
By induction, we define now the morphisms in the category Cfinn . We suppose
that we have already defined the morphisms in Cfinn−1 .
Definition 5 Let E1 = (I1, F1, V1) and E2 = (I2, F2, V2) be from Ob(C
fin
n ) . Then
Mor
Cfinn
(E1, E2) consists of elements A ∈ Hom(V1, V2) such that the following
conditions hold:
1. for any i ∈ I1 there is an j ∈ I2 such that A(F1(i)) ⊂ F2(j) ,
2. for any j ∈ I2 there is an i ∈ I1 such that A(F1(i)) ⊂ F2(j) ,
3. for any i1 ≤ i2 ∈ I1 and j1 ≤ j2 ∈ I2 such that A(F1(i1)) ⊂ F2(j1) and
A(F1(i2)) ⊂ F2(j2) we have that the induced map of abelian groups
A¯ :
F1(i2)
F1(i1)
−→
F2(j2)
F2(j1)
is an element from
Mor
Cfinn−1
(
F1(i2)
F1(i1)
,
F2(j2)
F2(j1)
).
The correctness of the definition of morphisms in categories Cfinn and some other
properties follow from the following proposition, which is an analog of proposition 2.1
from [11].
Proposition 1 Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) , E
′
1 , E
′
2 be from
Ob(Cfinn ) , and A is a map from Hom(V1, V2) .
1. If the filtered abelian group E1 dominates the filtered abelian group E
′
1 , and
the filtered abelian group E2 dominates the filtered abelian group E
′
2 , then
A ∈ Mor
Cfinn
(E1, E2) if and only if A ∈ MorCfinn
(E′1, E
′
2) .
2. Mor
Cfinn
(E1, E2) is an abelian subgroup of Hom(V1, V2) .
3. If E3 is an object of C
fin
n , then
Mor
Cfinn
(E2, E3) ◦MorCfinn (E1, E2) ⊂ MorCfinn (E1, E3).
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Proof of this proposition is fully analogous to the proof of proposition 2.1 from [11].
Example 1 Let X be an n -dimensional scheme of finite type over Z .
Let P (X) be the set of points of the scheme X . We consider η, ν ∈ P (X) . We
define η ≥ ν if ν ∈ ¯{η} . The relation ≥ is a partial order on P (X) . Let S(X)
be the simplicial set induced by (P (X),≥) , i.e.,
S(X)m = {(ν0, . . . , νm) | νi ∈ P (X); νi ≥ νi+1}
is the set of m -simplices of S(X) with the i -th boundary map, which is the
deleting of the i -th point, and the i -th degeneracy map, which is the duplication
of the i -th point. By S(X)redm we denote the set of all non-degenerated simplices
from S(X)m , i.e.,
S(X)redm = {(ν0, . . . , νm) | νi ∈ P (X); νi < νi+1}.
In [2], [8] for any subset K ⊂ S(X)m it was constructed the adelic space
A(K,F) for any quasicoherent sheaf F on X such that
A(K,F) ⊂
∏
δ∈K
A(δ,F).
In a completely analogous way as the proof of theorem 1 from [11], we have that
for any subset K ⊂ S(X)redn the adelic space A(K,F) is an object of the category
Cfinn .
In particularly, we obtain that if K = S(X)redn , F = OX , then the whole adelic
space AX = A(S(X)
red
n ,OX) is an object of the category C
fin
n .
If δ = (η0 > . . . > ηn) ∈ S(X)
red
n such that ηn is a regular point on every
subscheme η¯i , which is closure of the point ηi , then Kδ = A(δ,OV ) is an n -
dimensional local field with the finite last residue field, see [6], [10]. We obtain that
Kδ ∈ Ob(C
fin
n ) .
In particularly, the fields
Fq((tn)) . . . ((t1)) ∈ Ob(C
fin
n ),
E((t)) ∈ Ob(Cfin2 ),
E{{t}} ∈ Ob(Cfin2 ),
where E ⊃ Qp is a finite field extension.
3.2 Categories Car0 and C
ar
1
We define the category Car0 in the following way.
Definition 6 The category Car0 is the full subcategory of the category of commu-
tative finite-dimensional smooth real Lie groups such that
G ∈ Ob(Car0 ) iff π0(G) is finitely generated,
where the abelian group π0(G) is the group of connected componets of the group G .
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We note the following well-known property.
Lemma 1 A group G ∈ Ob(Car0 ) if and only if there is the following isomorphism:
G ≃ A× Zr × Tp × Rq, (2)
where p, q, r are non-negative integers, A is a finite abelian group, T = S1 = R/Z
is a one-dimensional torus.
Proof If a group G satisfies decomposition (2), then it is obvious that G ∈
Ob(Car0 ) . Now let G ∈ Ob(C
ar
0 ) , and G
0 ⊂ G be the connected component of
the identity element e ∈ G . Since G is an abelian group, and G0 is connected,
we have that the exponential map is a surjective homomorphism from the tangent
space of e ∈ G (which is a vector Lie group) to G0 . Therefore, we have that
G0 ≃ Tp × Rq for some integers p, q . Now the discrete group
G/G0 ≃ Zr ×
∏
1≤i≤l
Z/niZ
for some integers ni (1 ≤ i ≤ l) and r . We choose any 1 ≤ i ≤ l , and let ei ∈ G
be a preimage of a generator of the group Z/niZ . Then an element si = e
ni
i ∈ G
0 .
The group G0 ≃ Tp×Rq , therefore there is an element ti ∈ G
0 such that tnii = si .
Now for an element e′i = eit
−1
i we have (e
′
i)
ni = 1 . Therefore the subgroup in G
generated by the element e′i is isomorphic to the group Z/niZ . We obtained the
lifting of the group Z/niZ to the group G for any 1 ≤ i ≤ l . Now by lifting the
generators of the group Zr to their preimages in the group G we isomorphically
map the group Zr into the group G . The lemma is proved.
Decomposition (2) is not unique. But we have always the following canonical
filtration of the group G by Lie subgroups:
G ⊃ Gtor ⊃ G
0 ⊃ K, (3)
where the group G0 is the connected component of the group G which contains the
identity element e , the group K is a maximal compact subgroup of the group G0 ,
the group Gtor/G
0 is the maximal torsion subgroup of the discrete group G/G0 .
Then we have the following isomorphisms
K ≃ Tp , G0/K ≃ Rq,
G/G0 is finitely generated abelian group,
Gtor/G
0 ≃ A , G/Gtor ≃ Z
r.
Therefore the non-negative integers p, q, r from decomposition (2) are defined
unique by the group G , the finite group Ψ from decomposition (2) is also defined
by the group G unique up to an isomorphism. Besides, we have that
π0(G) = G/G
0 , rank(π1(G)) = p , dimG = p+ q.
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Definition 7 We say that the triple from Car0
0 // G1 // G2 //
φ
G3 // 0 (4)
is an admissible triple from Car0 if G1 = Ker (φ) , and φ is an epimorphism of Lie
groups.
Remark 1 Definition 7 can be reformulated in the following way: the triple (4) is
an admissible triple if and only if it is isomorphic to the following triple:
0 // G1 // G2 // G2/G1 // 0,
where G1 is a closed Lie subgroup of a Lie group G2 . According to Cartan’s
theorem, it is equivalent to the fact that G1 is a closed subgroup of a Lie group
G2 .
Example 2 The category Cfin0 is the full subcategory of the category C
ar
0 such
that a triple from Cfin0 is an admissible triple from C
fin
0 if and only if it is an
admissible triple in Car0 .
For any field k by Cn(k) we denote the category Cn defined over the field k
(see [11]). We have that the category C0(R) is the full subcategory of the category
Car0 such that a triple from C0(R) is an admissible triple from C0(R) if and only
if it is an admissible triple in Car0 .
Now we define the categories Car1 .
Definition 8 Objects of the category Car1 , i.e. Ob(C
ar
1 ) , are filtered abelian groups
E = (I, F, V ) (see definition 1) with the following additional structures and condi-
tions
1. for any i ≤ j ∈ I on the abelian group F (j)/F (i) it is given a structure
Ei,j ∈ Ob(C
ar
0 ) ;
2. for any i ≤ j ≤ k ∈ I
0 −→ Ei,j −→ Ei,k −→ Ej,k −→ 0
is an admissible triple from Car0 ;
3. there exist iE ≤ jE ∈ I such that for any k ≤ iE the group F (iE)/F (k) is
a finite abelian group, and for any l ≥ jE the group F (l)/F (jE) is a finite
abelian group.
Remark 2 Condition 3 of definition 8 is equivalent to the following condition: there
is dE ∈ N such that for any i ≤ j ∈ I the group F (j)/F (i) as an object of the
category Car0 has the following properties
dimF (j)/F (i) ≤ dE , rankπ0(F (j)/F (i)) ≤ dE .
Definition 9 Let E1 = (I1, F1, V1) and E2 = (I2, F2, V2) be from Ob(C
ar
1 ) . Then
MorCar1 (E1, E2) consists of elements A ∈ Hom(V1, V2) such that the following con-
ditions hold:
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1. for any i ∈ I1 there is an j ∈ I2 such that A(F1(i)) ⊂ F2(j) ,
2. for any j ∈ I2 there is an i ∈ I1 such that A(F1(i)) ⊂ F2(j) ,
3. for any i1 ≤ i2 ∈ I1 and j1 ≤ j2 ∈ I2 such that A(F1(i1)) ⊂ F2(j1) and
A(F1(i2)) ⊂ F2(j2) we have that the induced map of abelian groups
A¯ :
F1(i2)
F1(i1)
−→
F2(j2)
F2(j1)
is an element from
MorCar0 (
F1(i2)
F1(i1)
,
F2(j2)
F2(j1)
).
Obviously, we have the full analog of proposition 1 for categories Car1 .
Proposition 2 Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) , E
′
1 , E
′
2 be from
Ob(Car1 ) , and A is a map from Hom(V1, V2) .
1. If the filtered abelian group E1 dominates the filtered abelian group E
′
1 , and
the filtered abelian group E2 dominates the filtered abelian group E
′
2 , then
A ∈ MorCar1 (E1, E2) if and only if A ∈ MorCar1 (E
′
1, E
′
2) .
2. MorCar1 (E1, E2) is an abelian subgroup of Hom(V1, V2) .
3. If E3 is an object of C
ar
1 , then
MorCar1 (E2, E3) ◦MorCar1 (E1, E2) ⊂ MorCar1 (E1, E3).
Proof of this proposition is fully analogous to the proof of proposition 2.1 from [11].
Definition 10 1. Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) and E3 = (I3, F3, V3)
be from Ob(Car1 ) . Then we say that
0 −→ E1 −→ E2 −→ E3 −→ 0
is an admissible triple from Car1 when the following conditions are satisfied:
(a)
0 −→ V1 −→ V2 −→ V3 −→ 0
is an exact triple of abelian groups
(b) the filtration (I1, F1, V1) dominates the filtration (I2, F
′
1, V1) , where
F ′1(i) = F2(i) ∩ V1 for any i ∈ I2 ,
(c) the filtration (I3, F3, V3) dominates the filtration (I2, F
′
3, V3) , where
F ′3(i) = F2(i)/F2(i) ∩ V1 ,
(d) for any i ≤ j ∈ I2
0 −→
F ′1(j)
F ′1(i)
−→
F2(j)
F2(i)
−→
F ′3(j)
F ′3(i)
−→ 0 (5)
is an admissible triple from Car0 . (By definition of Ob(C
ar
1 ) , on every
abelian group from triple (5) it is given the structure of Ob(Car0 ) ).
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Example 3 The category Cfin1 is a full subcategory of the category C
ar
1 such
that a triple from Cfin1 is an admissible triple from C
fin
1 if and only if it is an
admissible triple in Car1 .
The category Car0 is a full subcategory of the category C
ar
1 with respect to
the following functor I : for any G ∈ Car0 we put I(G) = ({(0), (1)}, F,G) , where
(0) < (1) , F ((0)) = e , F ((1)) = G , e is the trivial subgroup of G , and I acts as
identity map on the morphisms from Car0 .
Let G ∈ Ob(Car0 ) . Then G is a locally compact abelian group. Therefore its
Pontryagin dual group Gˆ is also a locally compact abelian group. Moreover, by
formula (2), we have Gˆ ∈ Ob(Car0 ) , because for any n ∈ N
Ẑ/nZ ≃ Z/nZ, Tˆ ≃ Z, Zˆ ≃ T, Rˆ ≃ R.
Let E = (I, F, V ) ∈ Ob(Car1 ) . We define the dual object Eˇ = (I
0, F 0, Vˇ ) ∈
Ob(Car1 ) in the following way. The abelian group Vˇ ⊂ Hom(V,T) is defined as
Vˇ
def
= lim
→
j∈I
lim
←
i≥j
̂F (i)/F (j). (6)
The set I0 is a partially ordered set, which has the same set as I , but with the
inverse order then I . For j ∈ I0 we define the subgroup
F 0(j)
def
= lim
←
i≤j∈I0
̂F (i)/F (j) ⊂ Vˇ . (7)
If E1, E2 ∈ Ob(C
ar
1 ) and θ ∈ MorCar1 (E1, E2) , then, by definition, there is
canonically θˇ ∈ MorCar1 (Eˇ2, Eˇ1) . If
0 // E1 //
α
E2 //
β
E3 // 0
is an admissible triple from Car1 , where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 , then we have
the following canonical admissible triple from Car1 :
0 // Eˇ3 //
βˇ
Eˇ2 //
αˇ
Eˇ1 // 0.
Definition 11 We say that an object (I, F, V ) ∈ Car1 is a complete object if the
following condition is satisfied:
V = lim
→
i∈I
lim
←
j≤i
F (i)/F (j). (8)
For any locally compact abelian group G we have that
ˆˆ
G = G . Therefore
it follows from definitions that E ∈ Ob(Car1 ) is a complete object if and only if
ˇˇE = E .
We have the obvious functor of completion Ψ : Car1 −→ C
ar
1 , where for E =
(I, F, V ) ∈ Ob(Car1 ) we define
Ψ(E)
def
= (I, F ′, lim
→
i∈I
lim
←
j≤i
F (i)/F (j)),
9
and where for any j ∈ I we define
F ′(j)
def
= lim
←
j≤i
F (i)/F (j).
Ψ is easily extended to MorCar1 (E1, E2) , E1, E2 ∈ Ob(C
ar
1 ) from MorCar0 .
It is clear from definition that for any E ∈ Ob(Car1 ) the object Ψ(E) is a
complete object, and Ψ2 = Ψ . Moreover, Ψ(E) = ˇˇE .
By Car1,compl we denote the full subcategory of the category C
ar
1 that consists
of complete objects of the category Car1 .
Let Loc be the category of locally compact abelian groups. For any group G ∈
Ob(Loc) there is a pair of subgroups V ⊂ U in G with the following properties
(see [3, ch. II, §2.2]):
(*) U is an open subgroup in G , and U is generated by an compact neighbourhood
of the identity element e (neighbourhood of e is a set which contains an open
neighbourhood of e );
(**) V is a compact subgroup in G ;
(***) U/V ∈ Ob(Car0 ) .
Moreover, this G is an inductive limit of subgroups U , and every U is a projective
limit of groups U/V , where U and V satisfy properties (*) – (***) above, and
we consider on G the topology of inductive and projective limits starting from
topological groups U/V (see [3, ch. II, §2.2]).
By Locar we denote the following full subcategory of the category Loc . Let a
group G ∈ Ob(Loc) . Then the group G ∈ Ob(Locar) if the following condition
is satisfied: there is d ∈ N such that for any pairs of subgroups V ⊂ U in G
satisfying properties (*) – (***) above, we have that
dim(U/V ) < d , rankπ0(U/V ) < d. (9)
(Compare this condition with remark 2).
Now we define the functor Φ : Car1 → Loc
ar in the following way. Let E =
(I, F, V ) ∈ Ob(Car1 ) . We define
Φ(E)
def
= lim
→
i∈I
lim
←
j≤i
F (i)/F (j),
where on the group Φ(E) we consider the topology of inductive and projective limits
starting from topological groups F (i)/F (j) ∈ Ob(Car0 ) . (Besides, the condition
from remark 2 goes to condition (9).) Φ is defined also on morphisms, because we
can glue compatible system of morphisms from Car0 , which is given by definition 9.
We have the following proposition.
Proposition 3 1. Φ|Car1,compl is an equivalence of categories C
ar
1,compl and Loc
ar .
2. For any E ∈ Ob(Car1 ) we have
Φ(Eˇ) = Φ̂(E).
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3. Φ maps the set of admissible triples from Car1 onto the following set of exact
triples of locally compact abelian groups from Locar :
0 −→ H −→ G −→ G/H −→ 0,
where H is a closed subgroup in G .
Proof . To prove statement 1 of this proposition we construct a functor
Λ : Locar −→ Car1,compl
in the following way. Let a group G ∈ Locar . We define Λ(G) = (I, F,G) . Here
I is the set of subgroups of G such that K ∈ I if and only if the subgroup K
coincides either with a subgroup U , or with a subgroup V satisfying properties
(*) – (***) above. The set I is partially ordered by inclusions of subgroups. The
function F maps K ∈ I to the corresponding subgroup K ⊂ G . From reasonings
before this proposition it is clear that (I, F,G) ∈ Ob(Car1,compl) .
Now let φ ∈ MorLocar(G1, G2) . We show that Λ(φ) = φ is well-defined as an
element from MorCar1 (Λ(G1),Λ(G2)) , i.e., φ satisfies conditions 1–3 of definition 9.
Let U1 ⊃ V1 be subgroups of the group G1 satisfying properties (*) – (***) above
for the group G1 . Let U2 ⊃ V2 be subgroups of the group G1 satisfying properties
(*) – (***) above for the group G2 . Due to condition (9), without loss of generality
we can assume that G/U2 is a discrete torsion group. We have that φ(V1) is a
compact group, and thus φ(V1)+U2U2 is finite group. Besides,
φ(U1)+U2
φ(V1)+U2
is a finite group
by formula (2), therefore φ(U1)+U2U2 is a finite group. Hence the group φ(U1)+U2 is
from the set I . Thus the map φ satisfies condition 1 of definition 9. To show that
the map φ satisfies condition 2 of definition 9 it is enough to verify condition 1 of
definition 9 for the dual map φ̂ : Ĝ2 → Ĝ1 . Indeed, if U ⊃ V are subgroups of a
group G ∈ Ob(Loc) satisfying properties (*) – (***) above for the group G , then
V ⊥ ⊃ U⊥ are subgroups of the group Ĝ satisfying properties (*) – (***) above for
the group Ĝ . Here for any subgroup H ⊂ G we defined the subgroup H⊥ ⊂ Ĝ :
H⊥
def
= {g ∈ Ĝ : g |H≡ 1}.
But condition 1 of definition 9 we have just checked for any map. Condition 3 of
definition 9 is satisfied for the map φ , since any continuous homomorphism between
Lie groups is a smooth homomorphism between these groups.
Now it is easy to see that the functor Φ◦Λ is isomorphic to the identity functor
IdLocar , and the functor Λ ◦ Φ is isomorphic to the identity functor IdCar1,compl .
Therefore we proved statement 1 of proposition 3.
Statement 2 of proposition 3 follows from the following observation. If U ⊃ V
are subgroups of a group G ∈ Ob(Loc) satisfying properties (*) – (***) above for
the group G , then V ⊥ ⊃ U⊥ are subgroups of the group Ĝ satisfying properties
(*) – (***) above for the group Ĝ . Due to condition (9), without loss of generality
we can assume that V is a profinite group. Besides,
V̂ = Ĝ/V ⊥ , Û/V = V ⊥/U⊥ , Ĝ/U = U⊥.
11
Statement 3 of proposition 3 follows from the following observation. Let
0 // H // G //
ψ
G/H // 0
be an exact sequence of locally compact abelian groups, where H is a closed sub-
group in G . If U ⊃ V are subgroups of the group G satisfying properties (*) –
(***) above for the group G , then (U ∩H) ⊃ (V ∩H) are subgroups of the group
H satisfying properties (*) – (***) above for the group H , and ψ(U) ⊃ ψ(V ) are
subgroups of the group G/H satisfying properties (*) – (***) above for the group
G/H .
Proposition 3 is proved.
Definition 12 Let E = (I, F, V ) ∈ Ob(Car1 ) .
1. We say that E is a compact object iff there is an element i0 ∈ I such that
F (i0) = V , and for any i ≤ i0 ∈ I we have that F (i0)/F (i) is a compact Lie
group.
2. We say that E is a discrete object iff there is an element i0 ∈ I such that
F (i0) = {0} , and for any i ≥ i0 ∈ I we have that F (i)/F (i0) is a discrete
Lie group.
Remark 3 Due to formula (2), F (i0)/F (i) is a compact Lie group if and only if it
is isomorphic to Tk×A for some non-negative integer k and a finite abelian group
A .
Due to formula (2), F (i)/F (i0) is a discrete Lie group if and only if it is iso-
morphic to Zl × B for some non-negative integer l and a finite abelian group
B .
Proposition 4 Let E = (I, F, V ) ∈ Ob(Car1 ) . Then
1. E is a compact object if and only if Φ(E) is a compact group.
2. E is a discrete object if and only if Φ(E) is a discrete group.
Proof . The group Φ(E) is a compact group if and only if it is a projective limit of
compact groups. The group Φ(E) is a discrete group if and only if it is an inductive
limit of discrete groups. The proposition is proved.
Example 4 We note that for E1 = (I1, F1, V1) ∈ Ob(C
ar
1 ) and E2 = (I2, F2, V2) ∈
Ob(Car1 ) we have the following canonical construction:
E1 × E2
def
= (I1 × I2, F1 × F2, V1 × V2) ∈ Ob(C
ar
1 ), (10)
where (i1, i2) ≤ (j1, j2) ∈ I1 × I2 if and only if i1 ≤ j1 and i2 ≤ j2 , and for any
(k1, k2) ∈ I1 × I2 we define
(F1 × F2)((k1, k2)) = F1(k1)× F2(k2).
Now we consider a number field K such that [K : Q] = n . Let E ⊂ K be the
ring of integers in K . Then we have an isomorphism of abelian groups E ≃ Zn .
12
Let p1, . . . , pl be all Archimedean places of the field K . For any 1 ≤ i ≤ l we
denote by Kpi the field which is the completion of the field K with respect to
the absolute value pi . Then either Kpi ≃ C , or Kpi ≃ R . We have the following
isomorphism of Lie groups: ∏
1≤i≤l
Kpi ≃ R
n.
By example 3, we consider
({(0), (1)}, F,
∏
1≤i≤l
Kpi) ∈ Ob(C
ar
1 ), (11)
where (0) < (1) , F ((0)) = e , F ((1)) =
∏
1≤i≤l
Kpi , e is the trivial subgroup of the
group
∏
1≤i≤l
Kpi .
From the diagonal embedding of the field K we have the embedding E ⊂∏
1≤i≤l
Kpi such that the following triple is an admissible triple from C
ar
0 :
0 −→ E −→
∏
1≤i≤l
Kpi −→ T
n −→ 0. (12)
Let AfinK be the ”finite” adele ring of the field K , i.e., it is a restricted product
of completions of K on equivalence classes of all non-Archimedean absolute values
with respect to valuation rings. (In notations of example 1, AfinK = ASpecE .) Then
we consider
(D,H,AfinK ) ∈ Ob(C
ar
1 ), (13)
where D is the set of divisors of SpecE , for d ∈ D we define
H(d) = d ·
∏
p
OKp ⊂ A
fin
K ,
where the product is over all non-Archimedean absolute values, and OKp is the
corresponding valuation ring. (It is clear that (D,H,AfinK ) ∈ Ob(C
fin
1 ) .)
Let AK = A
fin
K ×
∏
1≤i≤l
Kpi be the ”full” adele ring of the field K . By formu-
lae (10)-(13), we have
Q = (D0 ∪D1,H × F,AK) ∈ Ob(C
ar
1 ),
where the sets D0 = D× (0) , D1 = D× (1) . It is clear that Q is a complete object
from Car1 .
Diagonal embedding of K induces the following exact triple of abelian groups:
0 // K // AK //
φ
AK/K // 0. (14)
For any i ∈ D0 we have that (H × F )(i) ∩K = 0 . By the strong approximatiom
theorem (see [1, ch. II, §15]), for any j ∈ D1 we have that φ((H × F )(j)) = A/K .
Let P = (X,Y,K) ∈ Ob(Car1 ) , where the set X is the set of subgroups of K
given by (H × F )(i) ∩ K for all i ∈ D0 ∪ D1 . The set X is partially ordered
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by inclusions of subgroups, and the function Y maps an element from X to the
corresponding subgroup. Then the trivial subgroup e ⊂ K belongs to X . By
construction, we have that for any j ∈ X the group Y (j)/e ≃ Y (j) ≃ Zn . For any
j ≥ i > e ∈ X we have that Y (j)/Y (i) is a finite abelian group. Therefore P is a
discrete object from Car1 . It is clear also that P is a complete object from C
ar
1 .
Let R = (Z,W,AK/K) ∈ Ob(C
ar
1 ) , where the set Z is the set of subgroups
of AK/K given by φ((H × F )(i)) for all i ∈ D0 ∪ D1 . The set Z is partially
ordered by inclusions of subgroups, and the function W maps an element from Z
to the corresponding subgroup. Then the whole group g = AK/K belongs to Z .
By construction, we have that for any j ∈ Z the group g/W (j) ≃ Tn . For any
g > j ≥ i ∈ Z we have that Y (j)/Y (i) is a finite abelian group. Therefore R is a
compact object from Car1 . It is clear also that R is a complete object from C
ar
1 .
By construction, we obtain the following admissible triple from Car1 :
0 −→ P −→ Q −→ R −→ 0. (15)
This triple induces exact triple (14) of abelian groups.
Besides, it is not hard to see from constructions that Qˇ ≃ Q , Pˇ ≃ R , Rˇ ≃ P .
Remark 4 By formula (11) we introduced the coarsest filtration of
∏
1≤i≤l
Kpi ≃ R
n
when l > 1 . If we introduce any other filtration of the space
∏
1≤i≤l
Kpi by R -vector
subspaces
∏
i∈I
Kpi ( I is a subset of the finite set {1, . . . , l} , for I = ∅ we take the
zero subspace) which dominates the previous filtration and involves other R -vector
subspaces than zero subspace and Rn , then triple (15) will not be an admissible
triple from Car1 . Indeed, we have that E
⋂
(
∏
i∈I
Kpi) = 0 for any I 6= {1, . . . , l} ,
where the intersection is taken inside of
∏
1≤i≤l
Kpi . Hence, the image of
∏
i∈I
Kpi
( I 6= ∅ , I 6= {1, . . . , l} ) in Tn is not closed, see sequence (12). (In such a way we
obtain a dense winding of a torus.)
In the sequel we will need the following technical lemma.
Lemma 2 Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car1 .
1. Let D ∈ Ob(Car1 ) , and γ ∈ MorCar1 (D,E3) . Then there is the following
admissible triple from Car1
0 // E1 //
γα
E2 ×
E3
D //
γβ
D // 0 (16)
and morphism βγ ∈ MorCar1 (E2 ×E3
D,E2) such that the following diagram is
commutative:
0 E1
E2 ×
E3
D D 0
0 E1 E2 E3 0
// //
γα






















//
γβ











βγ
//












γ
// //
α
//
β
//
(17)
2. Let A ∈ Ob(Car1 ) , and θ ∈ MorCar1 (E1, A) . Then there is the following ad-
missible triple from Car1
0 // A //
θα
A ∐
E1
E2 //
θβ
E3 // 0 (18)
and morphism αθ ∈ MorCar1 (E2, A ∐E1
E2) such that the following diagram is
commutative:
0 E1 E2 E3 0
0 A A ∐E1
E2 E3 0
// //
α












θ
//
β











αθ
//




















// //
θα
//
θβ
//
(19)
Proof . We prove the first statement of the lemma. Let Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 ,
and D = (K,H, T ) .
We construct E2 ×
E3
D = (J,G,W ) ∈ Ob(Car1 ) in the following way. We define
an abelian group
W = V2 ×
V3
T
def
= {(e, d) ∈ V2 × T such that β(e) = γ(d)}.
We define a partially ordered set
J = {(i, j) ∈ I2 ×K such that γ(H(j)) ⊂ β(F2(i))},
where (i1, j1) ≤ (i2, j2) iff i1 ≤ i2 and j1 ≤ j2 . We define a function G from J
to the set of subgroups of W as
G((i, j)) = (F2(i)×H(j)) ∩W ,
where the intersection is inside V2 × T .
Let (i1, j1), (i2, j2) ∈ J , and (i1, j1) ≤ (i2, j2) . Then we have the following
commutative diagram of morphisms between abelian Lie groups:
0
F2(i2) ∩ V1
F2(i1) ∩ V1
G((i2, j2))
G((i1, j1))
H(j2)
H(j1)
0
0
F2(i2) ∩ V1
F2(i1) ∩ V1
F2(i2)
F2(i1)
F2(i2)/(F2(i2) ∩ V1)
F2(i1)/(F2(i1) ∩ V1)
0
// // //

//

// // // //
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where
G((i2, j2))
G((i1, j1))
=
F2(i2)
F2(i1)
×
F2(i2)/(F2(i2)∩V1)
F2(i1)/(F2(i1)∩V1)
H(j2)
H(j1)
,
and horizontal triples are admissible triples from Car0 .
Hence, E2 ×
E3
D is well-defined as an object from Car1 , and the maps βγ and γβ
are projections. Besides, from this commutative diagram we obtain that triple (16)
is an admissible triple from Car1 , and diagram (17) is a commutative diagram. The
first statement of the lemma is proved.
We prove the second statement of the lemma, which is the dual statement to
the first statement of the lemma. Let A = (K ′,H ′, T ′) .
We construct A ∐
E1
E2 = (J
′, G′,W ′) ∈ Ob(C1) in the following way. We remark
that T ′ ∐ V2 = T
′ × V2 . We define an abelian group
W ′ = T ′ ∐
V1
V2
def
= (T ′ × V2)/E , where E = (θ × α)V1.
We define a partially ordered set
J ′ = {(i, j) ∈ K ′ × I2 : θ(F2(j) ∩ V1) ⊂ H
′(i)},
where (i1, j1) ≤ (i2, j2) iff i1 ≤ i2 and j1 ≤ j2 . We define a function G
′ from J ′
to the set of subgroups of W ′ as
G′((i, j)) = ((H ′(i)× F2(j)) + E/E) ⊂ W
′.
Let (i1, j1), (i2, j2) ∈ J
′ , and (i1, j1) ≤ (i2, j2) . Then we have the following
commutative diagram of morphisms between abelian Lie groups:
0
F2(j2) ∩ V1
F2(j1) ∩ V1
F2(j2)
F2(j1)
F2(j2)/(F2(j2) ∩ V1)
F2(j1)/(F2(j1) ∩ V1)
0
0
H ′(i2)
H ′(i1)
G′((i2, j2))
G′((i1, j1))
F2(j2)/(F2(j2) ∩ V1)
F2(j1)/(F2(j1) ∩ V1)
0
// //




//




//






// // // //
where
G′((i2, j2))
G′((i1, j1))
=
H ′(i2)
H ′(i1)
∐
F2(j2)∩V1
F2(j1)∩V1
F2(j2)
F2(j1)
,
and horizontal triples are admissible triples from Car0 .
Hence, A ∐
E1
E2 is well defined as an object from category C
ar
1 . Besides, from
this commutative diagram we obtain that triple (18) is an admissible triple from
Car1 , and diagram (19) is a commutative diagram. The second statement of the
lemma is proved. The lemma is proved.
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4 Functions and distributions on objects of
Car0 and C
ar
1
4.1 Functions and distributions on objects of Car0
4.1.1 Definitions of basic spaces
For any G ∈ Ob(Car0 ) we define the Schwartz space S(G) of rapidly decreasing
functions on G in the following way (see [4, p. 138] and [18, ch. VII]).
Let G ∈ Ob(Car0 ) such that
G ≃ Zr × Rq. (20)
We say that a function p : G → C is a polynomial if and only if p is polynomial
of coordinate functions with respect to decomposition (20). It is not difficult to
see that this definition does not depend on the choice of isomorphism (20). Now
let G ∈ Ob(Car0 ) be any object. Then we have canonical filtration (3) on G . The
subgroup K is an element of this filtration. We denote by (G/K)t the subgroup
in the group G/K which consists of torsion elements of this group. Then the group
(G/K)/(G/K)t ≃ Z
r × Rq (see decomposition (2)). Let u : G → (G/K)/(G/K)t
be the natural map. Then a set P of polynomials on G is defined as
P
def
= {p : p = u∗(p′)},
where p′ runs over the set of all polynomials on (G/K)/(G/K)t , which was defined
above.
By D we denote the set of all invariant differential operators on an object
G ∈ Ob(Car0 ) , which is a commutative Lie group.
Let G ∈ Ob(Car0 ) . We define
S(G) = {all C− valued smooth functions f on G such that
sup
x∈G
| p(x)df(x) |<∞ for any p ∈ P , d ∈ D}.
The topology on S(G) is defined by the following system of seminorms
{sp,d}p∈P,d∈D :
sp,d(f)
def
= sup
x∈G
| p(x)df(x) | , where p ∈ P , d ∈ D, f ∈ S(G).
It means that the base of this topology is the set of open balls of these seminorms
◦
Bsp,d(x, r) = {y ∈ G : sp,d(x− y) < r}, x ∈ G, r > 0, p ∈ P , d ∈ D
and their finite intersections. Therefore S(G) is a locally convex topological vector
space.
If we take only monomials of coordinate functions (after a fixed decomposi-
tion (2)) instead of all polynomials in definition of the set of seminorms above, and
if we take only monomials of partial derivations with respect to coordinates (after
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the fixed decomposition (2)) instead of all invariant differential operators, then we
obtain the new system of seminorms {si}i∈N which will be countable and equiva-
lent to the previous system of seminorms {sp,d}p∈P,d∈D . (It means that this system
of seminorms generates the same topology on S(G) as the system of seminorms
{sp,d}p∈P,d∈D generates.) Therefore the space S(G) is a metrizable vector space,
where a translation invariant metric d( , ) can be defined in the following way:
d(x, y) =
∞∑
i=1
2−i
si(x− y)
1 + si(x− y)
, x, y ∈ S(G).
(Here, without loss of generality, by change to an equivalent system of seminorms,
we assumed that s1 ≤ s2 ≤ . . . ≤ sm ≤ . . . .)
It can be also proved that S(G) is a complete vector space. Therefore S(G) is
a Fre´chet space.
For a locally convex topological C -vector space V we can consider a lot of
topologies on its continuous dual C -vector space V ′ (see [17]). We will always
consider the weak- ∗ topology on V ′ . This topology is generated by the following
system of seminorms: {sv}v∈V , where for v ∈ V the seminorm sv is defined
as sv(f) =| f(v) | for any f ∈ V
′ . The topology so defined on V ′ is a locally
convex topology. Besides, we always have that the natural map V → (V ′)′ is an
isomorphism of C -vector spaces. (But they are not isomorphic as topological vector
spaces.)
For any G ∈ Ob(Car0 ) we define the Schwartz space S
′(G) of tempered dis-
tributions on G as S ′(G)
def
= S(G)′ . Since the topological vector space S(G) is a
complete and metrizable space, the C -vector topological space S ′(G) is a sequen-
tially complete space.
Now we consider some examples of Schwartz spaces for various types of objects
G ∈ Ob(Car0 )
Example 5 Let G ≃ Rn . Then the space S(Rn) consists of all smooth C -valued
functions f on Rn such that
sα,β(f)
def
= sup
x∈Rn
| xα∂βf(x) |<∞,
where multi-indices α = (α1, . . . , αn) , β = (β1, . . . , βn) consist of non-negative
integers, xα = xα11 . . . x
αn
n , ∂
β = ∂
β1
∂x
β1
1
. . . ∂
βn
∂xβnn
. The system of norms sα,β (for
all multi-indices α and β ) on the space S(Rn) is equivalent to the system of
seminorms {sp,d}p∈P,d∈D , which was defined above for any G ∈ Ob(C
ar
0 ) . We note
also that a system of norms
s′α,β(f)
def
=
∫
Rn
| xα∂βf(x) | dx
(for all multi-indices α and β ) is also equivalent to the previous systems of semi-
norms on S(Rn) .
Example 6 Let G ≃ T . Then the space S(T) consists of all smooth C -valued
functions on T . The topology on S(T) is given by the following system of seminorms
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{sα}α∈N :
sα(f)
def
= sup
t∈T
| ∂αf(t) |<∞,
where α ∈ N , ∂α = ∂
α
∂tα , f ∈ S(T) . The system of seminorms {sα}α∈N on the
space S(T) is equivalent to the system of seminorms {sp,d}p∈P,d∈D , which was
defined above for any G ∈ Ob(Car0 ) . We note also that a system of seminorms
s′α(f)
def
=
∫
T
| ∂αf(t) | dt
(where α ∈ N ) is also equivalent to the previous systems of seminorms on S(T) .
The same reasonings can be done analogously for G ≃ Tn , n > 1 .
Example 7 Let G ≃ Z . Then S(Z) is the space of two-sided sequences with some
condition:
S(Z) = {an : n ∈ Z, an ∈ C such that | an |= O(| n
−k |) for any k ∈ N}.
The topology in S(Z) is given by the following system of norms {sk}k∈N :
sk({an}) = sup
n∈Z
| nkan | .
(This system of norms is equivalent to the system of seminorms {sp,d}p∈P,d∈D on
S(G) which was introduced above.) It is clear that S(Z) ⊂ l2(Z) .
The space S ′(Z) is defined as the space of the following sequences:
S ′(Z) = {bn : n ∈ Z, bn ∈ C such that | bn |= O(| n
k |) for some k ∈ N}.
It is clear that S ′(Z) ⊃ l2(Z) . Now if a = {an} ∈ S(Z) , b = {bn} ∈ S
′(Z) , then
b(a)
def
=
∑
n∈Z bnan is an absolutely convergent series. Moreover, by definition, linear
functional b is continuous with respect to some norm sk on S(Z) . Then we have
| bn |= O(| n
k |) . Conversely, if | bn |= O(| n
k |) for some k ∈ N , then b = {bn} is
a continuous linear functional with respect to the norm sk+2 on S(Z) .
The same reasonings can be done analogously for G ≃ Zn , n > 1 .
4.1.2 Fourier transform
Let G ∈ Ob(Car0 ) . For any a ∈ G , for any f ∈ S(G) we define Ta(f) ∈ S(G) as
Ta(f)(b)
def
= f(b+ a), b ∈ G.
For any a ∈ G , for any H ∈ S ′(G) we define Ta(H) ∈ S
′(G) as
Ta(H)(f)
def
= H(T−a(f)), f ∈ G.
We define the following C -vector space:
S ′(G)G
def
= {H ∈ S ′(G) : Ta(H) = H for any a ∈ G.}
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Any G ∈ Ob(Car0 ) is a locally compact Abelian group. Therefore there exists
a Haar measure ν on G , which is defined up to a multiplication on positive real
number. We define the following element 1ν ∈ S
′(G) as
1ν(f)
def
=
∫
G
f(x)dν(x), f ∈ S(G).
Besides, we have a well-defined map Iν : S(G)→ S
′(G) by the rule:
Iν(f)(g)
def
= 1ν(fg), f , g ∈ S(G).
Proposition 5 Let G ∈ Ob(Car0 ) , and ν be a Haar measure on G , then the
following properties are satisfied.
1. dimC S
′(G)G = 1 .
2. S ′(G)G = C · 1ν inside the space S
′(G) .
Proof . It is enough to suppose that G is a connected Lie group. By definition of
a Haar measure, we have 1ν ∈ S
′(G)G .
Now let a vector v ∈ TG,e = LieG , v 6= 0 , then the vector v defines an
invariant vector field Xv on G , i.e, a first order differential operator Xv : S(G)→
S(G) . Since the operator Xv is continuous, it can be extended to the operator
Xv : S
′(G)→ S ′(G) by the rule:
Xv(H)(f)
def
= −H(Xv(f)).
On the other hand, the vector v defines the one-parametric subgroup
gv(t)
def
= exp(tv) ⊂ G, t ∈ R.
By virtue of mean value theorem and Taylor’s formula we have for any f ∈ S(G)
lim
t→0
Tgv(t)(f) = f , and
lim
t→0
Tgv(t)(f)− f
t
= Xv(f)
in the space S(G) for any seminorm sp,d , p ∈ P , d ∈ D on this space.
Hence, if H ∈ S ′(G)G , then X(H) = 0 for any invariant vector field X on
G . Then, by induction on dimG and using the standard arguments of theory of
generalized functions, we obtain that H = c · 1ν for some c ∈ C . (See [7, ch. 1,
§2.6] for the case G = R .) The proposition is proved.
For any G ∈ Ob(Car0 ) we define the one-dimensional C -vector space µ(G) as
µ(G)
def
= S ′(G)G.
We note that by the properties of Haar measures and by proposition 5 we have
that if
0 −→ G1 −→ G2 −→ G3 −→ 0
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is an admissible triple from Car0 , then there is a natural isomorphism
µ(G1)⊗C µ(G3) ≃ µ(G2). (21)
Let G ∈ Ob(Car0 ) , and Gˆ ∈ Ob(C
ar
0 ) be its Pontryagin dual group. Let µ ∈
µ(G) . Then the Fourier transform Fµ : S(G)→ S(Gˆ) is defined as
Fµ(χ)
def
= µ(fχ), χ ∈ Gˆ. (22)
The map Fµ depends linearly on µ ∈ µ(G) . Therefore the following map F :
S(G)⊗C µ(G)→ S(Gˆ) is well-defined as
F(f ⊗ µ)
def
= Fµ(f).
As the conjugate map to the continuous map F we define the Fourier transform
on distributions:
F : S ′(G)⊗C µ(Gˆ) −→ S
′(Gˆ)
such that Fν(H)
def
= F(H ⊗ ν) , ν ∈ µ(Gˆ) , H ∈ S ′(G) .
From properties of the Fourier transform it follows that for any µ ∈ µ(G) , any
ν ∈ µ(Gˆ) we have
Fν(µ) = cδ
for some c ∈ C (which linearly depends on µ and ν ), and δ ∈ S ′(Gˆ) is the
Dirac delta function: δ(f)
def
= f(0) for f ∈ S(Gˆ) . Hence we obtain a well-defined
isomorphism:
µ(G) ⊗C µ(Gˆ) ≃ C. (23)
Let an element µ ∈ µ(G) , µ 6= 0 . Then the element µ−1 ∈ µ(Gˆ) is well-defined
such that µ⊗ µ−1 = 1 with respect to isomorphism (23).
Let f ∈ S(G) . Then we define fˇ ∈ S(G) as
fˇ(x)
def
= f(−x), x ∈ G. (24)
Let H ∈ S ′(G) . Then we define Hˇ ∈ S ′(G) as
Hˇ(f)
def
= H(fˇ), f ∈ S(G). (25)
We collect the other well-known properties of the Fourier transform in the fol-
lowing proposition.
Proposition 6 Let G ∈ Ob(Car0 ) , µ ∈ µ(G) , µ 6= 0 . The following properties are
satisfied.
1. The map Fµ is an isomorphism of topological C -vector spaces S(G) and
S(Gˆ) .
2. The map Fµ−1 is an isomorphism of topological C -vector spaces S
′(G) and
S ′(Gˆ) .
3. Fµ−1Fµ(f) = fˇ for any f ∈ S(G) .
4. FµFµ−1(H) = Hˇ for any H ∈ S
′(G) .
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4.1.3 Direct and inverse images.
We consider an admissible triple from Car0 :
0 // G1 //
α
G2 //
β
G3 // 0. (26)
There is the following map β∗ : S(G2)⊗C µ(G1)→ S(G3) which is defined as
β∗(f ⊗ µ)(x)
def
= µ(fy),
where f ∈ S(G2) , µ ∈ µ(G1) , x ∈ G3 , y ∈ f
−1(x) , fy ∈ S(G1) is defined as
fy(z)
def
= f(z + y) for z ∈ G1 . The function β∗(f ⊗ µ) does not depend on the
choice of y ∈ f−1(x) , because µ ∈ S ′(G1) is an invariant element.
It is not difficult to see that the map β∗ is continuous, therefore there is the
continuous map β∗ : S ′(G3)⊗C µ(G1)→ S
′(G2) which is defined as the conjugate
map to the map β∗ .
There is the map α∗ : S(G2)→ S(G1) defined as
α∗(f)(x)
def
= f(α(x)), where f ∈ S(G2), x ∈ G1.
The map α∗ is continuous, therefore there is the continuous map α∗ : S
′(G1)→
S ′(G2) defined as the conjugate map to the map α
∗ .
If G1 is a compact Lie group, and G3 is any object in sequence (26), then there
is the following map β∗ : S(G3)→ S(G2) defined as
β∗(f)(x)
def
= f(β(x)), where f ∈ S(G3), x ∈ G2.
The map β∗ is continuous, therefore there is the continuous map β∗ : S
′(G2)→
S ′(G3) defined as the conjugate map to the map β
∗ .
If G3 is a discrete Lie group, and G1 is any object in sequence (26), then there
is the following map α∗ : S(G1)→ S(G2) defined as
α∗(f)(x)
def
=
{
0 if x /∈ f(G1);
f(y) if x = f(y),
where f ∈ S(G1), x ∈ G2.
The map α∗ is continuous, therefore there is the continuous map α
∗ : S ′(G2)→
S ′(G1) defined as the conjugate map to the map α∗ .
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car0 . Let
0 // D //
γ
E3 //
δ
B // 0.
be another admissible triple from Car0 .
There is the following commutative diagram:
E2 ×
E3
D D
E2 E3










βγ
//
γβ











γ
//
β
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where γβ is an admissible epimorphism (i.e., it is an epimorphism part of some
admissible triple from Car0 ), and βγ is an admissible monomorphism (i.e., it is a
monomorphism part of some admissible triple from Car0 ).
We note that E3 ≃ E2∐
G
D , where G = E2 ×
E3
D .
There is the following proposition.
Proposition 7 We have the following formulas.
1. For any f ∈ S(E2) , H ∈ S
′(D) , µ ∈ µ(E1)
γ∗β∗(f ⊗ µ) = (γβ)∗(β
∗
γ(f)⊗ µ). (27)
β∗(γ∗(H)⊗ µ) = (βγ)∗γ
∗
β(H ⊗ µ). (28)
2. If E1 is a compact Lie group, then for any f ∈ S(E3) , H ∈ S
′(G)
γ∗βγ
∗(f) = β∗γβ
∗(f). (29)
β∗(βγ)∗(H) = γ∗(γβ)∗(H). (30)
3. If B is a discrete Lie group, then for any f ∈ S(G) , H ∈ S ′(E3) , µ ∈ µ(E1)
β∗((βγ)∗(f)⊗ µ) = γ∗(γβ)∗(f ⊗ µ). (31)
γ∗β(γ
∗(H)⊗ µ) = β∗γβ
∗(H ⊗ µ). (32)
4. If E1 is a compact Lie group, and B is a discrete Lie group, then for any
f ∈ S(D) , for any H ∈ S ′(E2)
β∗γ∗(f) = (βγ)∗γ
∗
β(f). (33)
γ∗β∗(H) = (γβ)∗β
∗
γ(H). (34)
Proof for functions follows from corresponding definitions. Proof for distributions
follows from conjugate formulas to formulas for functions. The proposition is proved.
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car0 . Let
0 // L //
α′
H //
β′
E2 // 0
be another admissible triple from Car0 . Then we have the following admissible triple
from Car0 :
0 // H ×
E2
E1 //
β′α
H //
ββ′
E3 // 0.
We denote E = H ×
E2
E1 ∈ Ob(C
ar
0 ) .
Proposition 8 . We have the following formulas.
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1. For any f ∈ S(H) , G ∈ S ′(E3) , ν ∈ µ(L) , µ ∈ µ(E1)
(ββ′)∗(f ⊗ (ν ⊗ µ)) = β∗(β
′
∗(f ⊗ ν)⊗ µ). (35)
(ββ′)∗(G⊗ (ν ⊗ µ)) = (β′)∗(β∗(G⊗ µ)⊗ ν). (36)
2. If E1 and L are compact Lie groups, then E is a compact Lie group, and
the following formulas are satisfied for any f ∈ S(E3) , G ∈ S
′(H)
(ββ′)∗(f) = (β′)∗β∗(f). (37)
(ββ′)∗(G) = β∗(β
′)∗(G). (38)
Proof . We have the following admissible triple from Car0 :
0 // L //
αα′
E //
αβ′
E1 // 0. (39)
Therefore, by formula (21), for ν ∈ µ(L) , µ ∈ µ(E1) we have canonically that
ν ⊗ µ ∈ µ(E)) . Now formula (35) follows from Fubini’s theorem. Formula (36) is
the conjugate formula to formula (35).
From triple (39) we obtain that if E1 and L are compact Lie groups, then E is
also a compact Lie group. Now formula (37) follows from definitions. Formula (38)
is the conjugate formula to formula (37). The proposition is proved.
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car0 . Let
0 // E2 //
α′
H ′ //
β′
L′ // 0.
be another admissible triple from Car0 . Then we have the following admissible triple
from Car0 :
0 // E1 //
α′α
H ′ //
α′β
E3 ∐
E2
H ′ // 0.
Proposition 9 . We have the following formulas.
1. For any f ∈ S(H ′) , G ∈ S ′(E1)
(α′α)∗(f) = α∗(α′)∗(f). (40)
(α′α)∗(G) = (α
′)∗α∗(G). (41)
2. If E3 and L
′ are discrete Lie groups, then E3 ∐
E2
H ′ is a discrete Lie group,
and the following formulas are satisfied for any f ∈ S(E1) , G ∈ S
′(H ′) :
(α′α)∗(f) = (α
′)∗α∗(f). (42)
(α′α)∗(G) = α∗(α′)∗(G). (43)
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Proof . Formula (40) follows from definitions of the corresponding maps. Formu-
la (41) is the conjugate formula to formula (40).
From an admissible triple from Car0
0 // E3 //
βα′
E3 ∐
E2
H ′ //
ββ′
L′ // 0
we obtain that if E3 and L
′ are discrete Lie groups, then E3 ∐
E2
H ′ is also a discrete
Lie group. Now formula (42) follows at once from definition. Formula (43) is the
conjugate formula to formula (42). The proposition is proved.
Let
0 // E1 //
α
E2 //
β
E3 // 0 (44)
be an admissible triple from Car0 . Then we have the following admissible triple from
Car0 of the Pontragin dual groups:
0 // Ê3 //
βˆ
Ê2 //
αˆ
Ê1 // 0. (45)
Proposition 10 We have the following commutative diagrams.
S(E2)⊗C µ(E2) S(E3)⊗C µ(E3)
S(Ê2) S(Ê3)
//
β∗⊗Idµ(E3)







F







F
//
βˆ∗
(46)
S(E2) S(E1)
S(Ê2)⊗C µ(Ê2) S(Ê1)⊗C µ(Ê1)
//
α∗







F⊗Id
µ(Ê2)







F⊗Id
µ(Ê1)
//
αˆ∗⊗Idµ(Ê1)
(47)
S ′(E3)⊗C µ(Ê3) S
′(E2)⊗C µ(Ê2)
S ′(Ê3) S
′(Ê2)
//
β∗⊗Id
µ(Ê2)







F







F
//
βˆ∗
(48)
S ′(E1) S
′(E2)
S ′(Ê1)⊗C µ(E1) S
′(Ê2)⊗C µ(E2)
//
α∗







F⊗Idµ(E1)







F⊗Idµ(E2)
//
αˆ∗⊗Idµ(E2)
(49)
Proof . We use the natural isomorphisms (21) and (23) for admissible triples (44),
(45) and pairs of objects Ei , Êi (1 ≤ i ≤ 3) . Now we have
µ3(β∗(f ⊗ µ1)χ) = µ3(β∗(fβ
∗(χ)⊗ µ1)) = µ2(fβ∗(χ)), (50)
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where µi ∈ µ(Ei) (1 ≤ i ≤ 3) , µ3 = µ1⊗µ2 , χ ∈ Ê3 . The first equality in formu-
la (50) follows from the definition of map β∗ , the second equality in formula (50)
follows from Fubini’s theorem. Formula (50) is equivalent to diagram (46). Now
diagram (47) follows from diagram (46) by using statement 3 of proposition 6. Dia-
gram (48) is the conjugate diagram to diagram (46). Diagram (49) is the conjugate
diagram to diagram (47). The proposition is proved.
Corollary 1 (Poisson formula) Let µ1 ∈ µ(E1) , µ1 6= 0 , and µ3 ∈ µ(Ê3) .
Let δE1,µ1
def
= α∗(µ1) ∈ S
′(E2) , and analogously δÊ3,µ3
def
= βˆ∗(µ3) ∈ S
′(Ê2) . Then
Fµ−11 ⊗µ3
(δE1,µ1) = δÊ3,µ3 .
Proof . Using isomorphisms (21) and (23) we obtain that µ−11 ⊗ µ3 ∈ µ(Ê2) . By
definitions, we have δE1,µ1 = β
∗(δE3 ⊗ µ1) , where for any E ∈ Ob(C
ar
0 ) we define
δE ∈ S
′(E) as δE(f)
def
= f(0) for any f ∈ S(E) . Analogously, by definitions, we
have δ
Ê3,µ3
= αˆ∗(δ
Ê1
⊗ µ3) . Besides, for any E ∈ Ob(C
ar
0 ) , µ ∈ µ(E) , µ 6= 0
we have Fµ−1(µ) = δÊ , Fµ−1(δE) = µ
−1 . Now the Poisson formula follows from
diagram (48).
Proposition 11 We have the following commutative diagrams.
1. If E1 is a compact Lie group, then
S(E3)⊗C µ(E3) S(E2)⊗C µ(E2)
S(Ê3) S(Ê2)
//
β∗⊗Idµ(E3)⊗1E1







F







F
//
βˆ∗
(51)
where 1E1 ∈ µ(E1) , and for 1 ∈ S(E1) , by definition, 1E1(1) = 1 ∈ C ;
S ′(E2)⊗C µ(Ê2) S
′(E3)⊗C µ(Ê3)
S ′(Ê2) S
′(Ê3)
//
β∗⊗Idµ(Ê3)
⊗1E1 (·)







F







F
//
βˆ∗
(52)
where the map 1E1(·) : µ(Ê1) → C is given by the element 1E1 ∈ µ(E1) ≃
µ(Ê1)
∗ .
2. If E3 is a discrete Lie group, then
S(E1)⊗C µ(E1) S(E2)⊗C µ(E2)
S(Ê1) S(Ê2)
//
α∗⊗Idµ(E1)⊗
∑
E3







F







F
//
αˆ∗
(53)
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where
∑
E3
∈ µ(E3) , and for f ∈ S(E3) , by definition,
∑
E3
(f) =
∑
x∈E3
f(x) ;
S ′(E2)⊗C µ(Ê2) S
′(E1)⊗C µ(Ê1)
S ′(Ê2) S
′(Ê1)
//
α∗⊗Id
µ(Ê1)
⊗
∑
E3
(·)







F







F
//
αˆ∗
(54)
where the map
∑
E3
(·) : µ(Ê3)→ C is given by the element
∑
E3
∈ µ(E3) ≃
µ(Ê3)
∗ .
Proof . If E ∈ Ob(Car0 ) is a compact Lie group, then Ê is a discrete Lie group,
and 1E⊗
∑
Ê
= 1 with respect to isomorphism (23). We use also isomorphism (21).
Diagram (51) follows from Fubini’s theorem and the formula F1E1 (c) = cδ , where
c ∈ C , δ ∈ S(Ê1) , and δ(0) = 1 , δ(x) = 0 if x ∈ Ê1 , x 6= 0 . Diagram (52) is the
conjugate diagram to diagram (51). Diagram (53) follows from diagram (51) and
statement 3 of proposition 6. Diagram (54) is the conjugate diagram to diagram (53).
The proposition is proved.
4.2 Functions and distributions on objects of Car1
Let E = (I, F, V ) ∈ Ob(Car1 ) . By definition, for any i, j, k ∈ I such that i ≤ j ≤ k
we have an admissible triple from Car0
0 // F (j)/F (i) //
αijk
F (k)/F (i) //
βijk
F (k)/F (j) // 0. (55)
Hence, we have that for any i, j, k, l ∈ I , i ≤ j ≤ k ≤ l
F (k)/F (i) ≃ (F (l)/F (i)) ×
F (l)/F (j)
(F (k)/F (j))
F (l)/F (j) ≃ (F (l)/F (i)) ∐
F (k)/F (i)
(F (k)/F (j))
as objects of Car0 . Besides, from definition 8, there exist iE ≤ jE ∈ I such that for
any k ≤ iE the group F (iE)/F (k) is a finite abelian group, and for any l ≥ jE
the group F (l)/F (jE) is a finite abelian group.
Therefore, using subsection 4.1.3, we have the following well-defined C -vector
spaces:
S(E)
def
= lim
−→
m≥jE
lim
−→
n≤iE
S(F (m)/F (n)) = lim
−→
n≤iE
lim
−→
m≥jE
S(F (m)/F (n)), (56)
where limits are taken with respect to the maps β∗ijk and (αijk)∗ ;
S ′(E)
def
= lim
←−
m≥jE
lim
←−
n≤iE
S ′(F (m)/F (n)) = lim
←−
n≤iE
lim
←−
m≥jE
S ′(F (m)/F (n)), (57)
where limits are taken with respect to the maps (βijk)∗ and α
∗
ijk .
From this definition we have that the space S(E) is a C -subalgebra of C -
algebra F(V ) of all C -valued functions on V .
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Remark 5 A similar construction was used by F. Bruhat to define the correspond-
ing spaces of functions and distributions on locally compact abelian groups (see [5]).
Lemma 3 In notations of formula (55) we have that for any i ≤ j ≤ k ∈ I when
the following maps are defined
(αijk)∗ : S(F (j)/F (i)) → S(F (k)/F (i)), β
∗
ijk : S(F (k)/F (j)) → S(F (k)/F (i)),
these maps are injective maps, and the corresponding maps
α∗ijk : S
′(F (k)/F (i)) → S ′(F (j)/F (i)), (βijk)∗ : S
′(F (k)/F (i)) → S ′(F (k)/F (j))
are surjective maps.
Proof . The injectivity of corresponding maps follows from definitions. Be-
sides, we have the map: α∗ijk : S(F (k)/F (i)) → S(F (j)/F (i)) such that α
∗
ijk ·
(αijk)∗ = IdS(F (j)/F (i)) . Therefore, as conjugate equality we have α
∗
ijk · (αijk)∗ =
IdS′(F (j)/F (i)) . Hence, the map α
∗
ijk : S
′(F (k)/F (i)) → S ′(F (j)/F (i)) is a surjective
map. Analogously, we have the map:
(βijk)∗,1F(j)/F(i) : S(F (k)/F (i)) → S(F (k)/F (j))
which is defined as
(βijk)∗,1F(j)/F(i)(f)
def
= (βijk)∗(f ⊗ 1F(j)/F(i)),
where f ∈ S(F (k)/F (i)) , 1F(j)/F(i) ∈ µ(F (j)/F (i)) , 1F(j)/F(i)(1) = 1 , because
F (j)/F (i) is a compact Lie group. And we have that (βijk)∗,1F(j)/F(i) · β
∗
ijk =
IdF (k)/F (j) . Taking the conjugate map and the conjugate equality to the last equali-
ty, we obtain that the map (βijk)∗ : S
′(F (k)/F (i)) → S ′(F (k)/F (j)) is a surjective
map. The lemma is proved.
For any i ≤ j ∈ I we have the natural non-degenerate C -bilinear pairing
< ·, · >i,j : S(F (j)/F (i)) × S
′(F (j)/F (i)) −→ C.
Using lemma 3 and conjugate properties of direct and inverse images on Schwartz
spaces of Car0 , we obtain that there is a non-degenerate C -bilinear pairing:
< ·, · > : S(E)× S ′(E) −→ C. (58)
Example 8 We consider the situation of example 4. We have a number field K
such that [K : Q] = n , and we consider the ”full” adele ring of the field K
AK = A
fin
K ×
∏
1≤i≤l
Kpi ,
where AfinK is the ”finite” adele ring of the field K , and p1, . . . , pl are all
Archimedean places of the field K . We have
∏
1≤i≤l
Kpi ≃ R
n . We constructed
in example 4 the following object in the category Car1 :
Q = (D0 ∪D1,H × F,AK).
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Then, by definitions, we have that
S(Q) = S(AfinK )⊗C S(
∏
1≤i≤l
Kpi),
where S(
∏
1≤i≤l
Kpi) = S(R
n) (see example 5), and S(AfinK ) = D(A
fin
K ) is the space
of all locally constant functions with compact support on AfinK (see [12, 4.2] for
analogous situation of the category C1(Fq) .) Besides, any f ∈ S(A
fin
K ) is a finite
linear combination of functions
⊗
p
fp , where the product is taken over all non-
Archimedean places of the field K , fp ∈ S(Kp) = D(Kp) (in other words, fp is
from the space of all locally constant functions with compact support on Kp ), and
fp = δOKp for almost all p , where δOKp (x) = 1 if x ∈ OKp , and δOKp (x) = 0 if
x /∈ OKp .
Let E = (I, F, V ) ∈ Ob(Car1 ) . For any i ≤ j ∈ I we defined in section 4.1.2 the
space µ(F (i)/F (j)) ∈ S ′(F (i)/F (j)) such that dimC µ(F (i)/F (j)) = 1 .
For any i ≤ j ≤ k ∈ I we have that the map (βijk)∗ defines an isomorphism
between the spaces µ(F (k)/F (i)) and µ(F (k)/F (j)) if j ≤ iE . Indeed, if µ ∈
µ(F (k)/F (j)) , then, by formula (21), 1F(j)/F(i) ⊗ µ ∈ µ(F (k)/F (i)) (see notation
1F(j)/F(i) in proposition 11), and (βijk)∗(1F(j)/F(i) ⊗ µ) = µ .
Analogously, for any i ≤ j ≤ k ∈ I we have that the map α∗ijk defines an iso-
morphism between the spaces µ(F (k)/F (i)) and µ(F (j)/F (i)) if j ≥ jE . Indeed,
if µ ∈ µ(F (j)/F (i)) , then, by formula (21), µ ⊗
∑
F(k)/F(j) ∈ µ(F (k)/F (i)) (see
notation
∑
F(k)/F(j) in proposition 11), and α
∗
ijk(µ⊗
∑
F(k)/F(j)) = µ .
From these reasonings it follows that it is well-defined the following space:
µ(E)
def
= lim
←−
m≥jE
lim
←−
n≤iE
µ(F (m)/F (n)) = lim
←−
n≤iE
lim
←−
m≥jE
µ(F (m)/F (n)), (59)
where limits are taken with respect to the maps (βijk)∗ and α
∗
ijk . And we have
dimC µ(E) = 1. (60)
Remark 6 Let E = (I, F, V ) ∈ Ob(Car1 ) . Using formulas (56) and (57) we can
define operators Ta ( a ∈ V ) on the spaces S(E) and S
′(E) starting from the
corresponding operators on S(F (j)/F (i)) and S ′(F (j)/F (i)) , where i ≤ j ∈ I
(see the beginning of subsection 4.1.2). Then it is easy to see that µ(E) = S ′(E)V .
Let E = (I, F, V ) ∈ Ob(Car1 ) . Then for any i ≤ j ∈ I we have the natural
isomorphism µ(F (j)/F (i)) ⊗C µ( ̂F (j)/F (i)) ≃ C (see (23)). Besides, if j ≤ iE
then 1F(j)/F(i)⊗
∑
̂F(j)/F(i)
= 1 under this isomorphism. Now from formulas (6)-(7)
and formulas (59)-(60) it follows that there is the following natural isomorphism:
µ(E)⊗C µ(Eˇ) −→ C. (61)
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Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car1 , where Ei = (Ii, Fi, Vi) ( 1 ≤ i ≤ 3 ). Then by (21)
we have the natural isomorphism for any i ≤ j ∈ I2 :
µ
(
F2(j) ∩ V1
F2(i) ∩ V1
)
⊗C µ
(
β(F2(j))
β(F2(i)
)
−→ µ
(
F2(j)
F2(i)
)
. (62)
Besides, if j ≤ iE then
1F2(j)∩V1
F2(i)∩V1
⊗ 1β(F2(j))
β(F2(i)
= 1F2(j)
F2(i)
,
and if i ≥ jE then ∑
F2(j)∩V1
F2(i)∩V1
⊗
∑
β(F2(j))
β(F2(i)
=
∑
F2(j)
F2(i)
under isomorphism (62).
Therefore from formulas (59)-(60) it follows that there is the following natural
isomorphism:
µ(E1)⊗C µ(E3) −→ µ(E2). (63)
Let E = (I, F, V ) ∈ Ob(Car1 ) . For any i ≤ j ∈ I we have the Fourier transforms:
Fi,j : S(F (j)/F (i)) ⊗C µ(F (j)/F (i)) −→ S( ̂F (j)/F (i)) and
Fi,j : S
′(F (j)/F (i)) ⊗C µ( ̂F (j)/F (i)) −→ S
′( ̂F (j)/F (i)).
Therefore, after taking the corresponding limits, using formulas (56)-(57), (59)-(60),
and proposition 11 we obtain a well-defined Fourier transforms (one-dimensional
Fourier transforms) from the maps Fi,j :
F : S(E)⊗C µ(E) −→ S(Eˇ) and
F : S ′(E) ⊗C µ(Eˇ) −→ S
′(Eˇ).
Remark 7 It is easy to see that this definition of Fourier transform F : S(E) ⊗C
µ(E)→ S(Eˇ) coincides with the analog of formula (22):
F(f ⊗ µ) = Fµ(f),
Fµ(f)(b) = µ(fb),
where f ∈ S(E) , µ ∈ µ(E) , b ∈ Vˇ ⊂ Hom(V,T) , and we consider S(Eˇ) as
C -subspace of all C -valued functions on Vˇ .
Let E = (I, F, V ) ∈ Ob(Car1 ) , let f ∈ S(E) , H ∈ S
′(E) . Using formu-
las (24-25) and taking corresponding limits in formulas (56)-(57), we can define
fˇ ∈ S(E) , Hˇ ∈ S ′(E) such that ˇˇf = f and ˇˇH = H . For any i ≤ j ∈ I the spaces
S(F (j)/F (i)) and S ′(F (j)/F (i)) are topological C -vector spaces. Therefore the
spaces S(E) and S ′(E) are also topological C -vector spaces which have topologies
of inductive and projective limits correspondingly. Now directly from proposition 6
and taking corresponding limits in formulas (56)-(57) we obtain the generalization
of proposition 6.
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Proposition 12 Let E ∈ Ob(Car1 ) , µ ∈ µ(E) , µ 6= 0 . The following properties
are satisfied.
1. The map Fµ is an isomorphism of topological C -vector spaces S(E) and
S(Eˇ) .
2. The map Fµ−1 is an isomorphism of topological C -vector spaces S
′(E) and
S ′(Eˇ) .
3. For any f ∈ S(E) and G ∈ S ′(Eˇ)
< F(f), G >=< f,F(G) > .
If E is a complete object, then
4. Fµ−1Fµ(f) = fˇ for any f ∈ S(E) ,
5. FµFµ−1(H) = Hˇ for any H ∈ S
′(E) .
We consider an admissible triple from Car1 :
0 // E1 //
α
E2 //
β
E3 // 0,
where Ei = (Ii, Fi, Vi) ( 1 ≤ i ≤ 3 ). In subsection 4.1.3 we constructed direct
and inverse images on functions and distributions of objects from Car0 . Using these
definitions, formulas (56)-(57), formulas (59)-(60), and taking the corresponding
inductive or projective limits, we obtain directly the following well-defined maps.
1. β∗ : S(E2)⊗C µ(E1)→ S(E3) .
2. β∗ : S ′(E3)⊗C µ(E1)→ S
′(E2) .
3. α∗ : S(E2)→ S(E1) .
4. α∗ : S
′(E1)→ S
′(E2) .
5. β∗ : S(E3)→ S(E2) if E1 is a compact object.
6. β∗ : S
′(E2)→ S
′(E3) if E1 is a compact object.
7. α∗ : S(E1)→ S(E2) if E3 is a discrete object.
8. α∗ : S ′(E2)→ S
′(E1) if E3 is a discrete object.
We note that, by constructions, the maps from items 1 and 2 are conjugate maps
with respect to pairing (58). The maps from items 3 and 4 are conjugate maps with
respect to pairing (58). The maps from items 5 and 6 are conjugate maps with
respect to pairing (58). The maps from items 7 and 8 are conjugate maps with
respect to pairing (58).
Remark 8 Directly from constructions above of direct and inverse images on func-
tions and distributions of objects of the category Car1 and from propositions of
subsection 4.1.3 we obtain that analogous propositions are valid for objects of cate-
gory Car1 : propositions 7, 8, 9, 10, 11 and Poisson formula. We have to preserve the
formulations of these propositions, but change in them objects of Car0 to objects of
Car1 , compact Lie groups to compact objects from C
ar
1 , and discrete Lie groups to
discrete objects from Car1 .
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Besides, if E = (I, F, V ) is a compact object from Car1 , then there is a nat-
ural element 1E ∈ µ(E) which is the projective limit of elements 1F(j)/F(i) ∈
µ(F (j)/F (i)) ( i ≤ j ∈ I ). If E = (I, F, V ) is a discrete object from Car1 ,
then there is a natural element
∑
E ∈ µ(E) which is the projective limit of el-
ements
∑
F(j)/F(i) ∈ µ(F (j)/F (i)) ( i ≤ j ∈ I ).
Remark 9 Let E2 = (I2, F2, V2) ∈ Ob(C
ar
1 ) . We consider another object E1 =
(I1, F1, V1) ∈ Ob(C
ar
1 ) which will dominate object E2 as filtered abelian group
and such that for any i ≤ j ∈ I2 we have the same structure of object of C
ar
0 on
F2(j)/F2(i) and on F1(φ(j))/F1(φ(i)) (see definition 2.) In this case we will say
that the object E1 dominates the object E2 .
Definition 13 Let (I, F, V ), (J,G, V ) ∈ Ob(Car1 ) . We say that there is an equiva-
lence (I, F, V ) ∼ (J,G, V ) iff there is a collection of objects (Il, Fl, V ) ∈ Ob(C
ar
1 ) ,
1 ≤ l ≤ n such that
(i) I1 = I , F1 = F , In = J , Fn = G ,
(ii) for any 1 ≤ l ≤ n − 1 either the object (Il, Fl, V ) dominates the object
(Il+1, Fl+1, V ) , or the object (Il+1, Fl+1, V ) dominates the object (Il, Fl, V ) .
Immediately from definitions we obtain that if E1 ∼ E2 , then S(E1) = S(E2) ,
S ′(E1) = S
′(E2) , µ(E1) = µ(E2) .
These isomorphisms are well-defined with respect to isomorphisms (21) and (23),
constructions of direct and inverse images, and Fourier transform. (More exactly, it
is possible to write the corresponding commutative diagrams.)
5 Categories Car2
Definition 14 Objects of the category Car2 , i.e. Ob(C
ar
2 ) , are filtered abelian
groups (I, F, V ) (see definition 1) with the following additional structures
(i) for any i ≤ j ∈ I on abelian groups F (j)/F (i) it is given a structure Ei,j ∈
Ob(Car1 ) ,
(ii) for any i ≤ j ≤ k ∈ I
0 −→ Ei,j −→ Ei,k −→ Ej,k −→ 0
is an admissible triple from Car1 .
Definition 15 Let E1 = (I1, F1, V1) and E2 = (I2, F2, V2) be from Ob(C
ar
2 ) .
Then, by definition, MorCar2 (E1, E2) consists of elements A ∈ Homk(V1, V2) such
that the following conditions hold:
(i) for any i ∈ I1 there is an j ∈ I2 such that A(F1(i)) ⊂ F2(j) ,
(ii) for any j ∈ I2 there is an i ∈ I1 such that A(F1(i)) ⊂ F2(j) ,
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(iii) for any i1 ≤ i2 ∈ I1 and j1 ≤ j2 ∈ I2 such that A(F1(i1)) ⊂ F2(j1) and
A(F1(i2)) ⊂ F2(j2) we have that the induced k -linear map
A¯ :
F1(i2)
F1(i1)
−→
F2(j2)
F2(j1)
is an element from
MorCar1 (
F1(i2)
F1(i1)
,
F2(j2)
F2(j1)
).
The notion of morphisms in Car2 is well-defined as it follows from the following
proposition.
Proposition 13 Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) , E
′
1 , E
′
2 be from
Ob(Car2 ) , and A is a map from Hom(V1, V2) .
1. If the filtered abelian group E1 dominates the filtered abelian group E
′
1 , and
the filtered abelian group E2 dominates the filtered abelian group E
′
2 , then
A ∈ MorCar2 (E1, E2) if and only if A ∈ MorCar2 (E
′
1, E
′
2) .
2. MorCar2 (E1, E2) is an abelian subgroup of Hom(V1, V2) .
3. If E3 is an object of C
ar
2 , then
MorCar2 (E2, E3) ◦MorCar2 (E1, E2) ⊂ MorCar2 (E1, E3).
Proof of this proposition is fully analogous to the proof of proposition 2.1 from [11]
and can be done by induction, see propostion 2. The proposition is proved.
Definition 16 Let E1 = (I1, F1, V1) , E2 = (I2, F2, V2) and E3 = (I3, F3, V3) be
from Ob(Car2 ) . Then we say that
0 // E1 //
α
E2 //
β
E3 // 0 (64)
is an admissible triple from Car2 when the following conditions are satisfied:
(i)
0 // V1 //
α
V2 //
β
V3 // 0
is an exact triple of abelian groups,
(ii) the filtration (I1, F1, V1) dominates the filtration (I2, F
′
1, V1) , where F
′
1(i) =
F2(i) ∩ V1 for any i ∈ I2 ,
(iii) the filtration (I3, F3, V3) dominates the filtration (I2, F
′
3, V3) , where F
′
3(i) =
F2(i)/F2(i) ∩ V1 for any i ∈ I2 ,
(iv) for any i ≤ j ∈ I2
0 −→
F ′1(j)
F ′1(i)
−→
F2(j)
F2(i)
−→
F ′3(j)
F ′3(i)
−→ 0 (65)
is an admissible triple from Car1 . (By definition of Ob(C
ar
2 ) , on every abelian
group from triple (65) it is given the structure of element from Ob(Car1 ) ).
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We say that α from an admissible triple (64) is an admissible monomorphism,
and β from an admissible triple (64) is an admissible epimorphism.
Example 9 The category Cfin2 is a full subcategory of the category C
ar
2 such
that a triple from Cfin2 is an admissible triple from C
fin
2 if and only if it is an
admissible triple in Car2 .
The category Car1 is a full subcategory of the category C
ar
2 with respect to
the following functor I : for any G ∈ Car1 we put I(G) = ({(0), (1)}, F,G) , where
(0) < (1) , F ((0)) = e , F ((1)) = G , e is the trivial subgroup of G , and I acts as
identity map on the morphisms from Car1 .
We say that an object E1 = (I1, F1, V ) ∈ Ob(C
ar
2 ) dominates another object
E2 = (I2, F2, V ) ∈ Ob(C
ar
2 ) if the following conditions are satisfied:
(i) the filtration (I1, F1, V ) dominates the filtration (I2, F2, V ) ,
(ii) for any i ≤ j ∈ I2 the object E1i,j = F2(j)/F2(i) ∈ Ob(C
ar
1 ) with filtration
induced by Car2 -structure on E1 dominates the object E2i,j = F2(j)/F2(i) ∈
Ob(Car1 ) with filtration induced by C
ar
2 -structure on E2 (see remark 9).
We consider the group AutCar2 (E)
def
= MorCar2 (E,E)
∗ (i.e., invertible elements
in the ring MorCar2 (E,E) ) for any E ∈ Ob(C
ar
2 ) . By proposition 13, if an object
E1 ∈ Ob(C
ar
2 ) dominates an object E2 ∈ Ob(C
ar
2 ) , then canonically
AutCar2 (E1) = AutCar2 (E2).
Let E = (I, F, V ) ∈ Ob(Car2 ) . We define the dual object Eˇ = (I
0, F 0, Vˇ ) ∈
Ob(Car2 ) in the following way. The abelian group Vˇ ⊂ Hom(V,T) is defined as
Vˇ
def
= lim
→
j∈I
lim
←
i≥j
Eˇj,i, (66)
where the object Eˇj,i ∈ Ob(C
ar
1 ) is constructed from the object Ej,i = F (i)/F (j) ∈
Ob(Car1 ) (see subsection 3.2). The set I
0 is a partially ordered set, which has the
same set as I , but with the inverse order than I . For j ∈ I0 the subgroup
F 0(j)
def
= lim
←
i≤j∈I0
Eˇj,i ⊂ Vˇ . (67)
If E1, E2 ∈ Ob(C
ar
2 ) and θ ∈ MorCar2 (E1, E2) , then there is canonically θˇ ∈
MorCar2 (Eˇ2, Eˇ1) . If
0 // E1 //
α
E2 //
β
E3 // 0
is an admissible triple from Car2 , then there is canonically the following admissible
triple from Car2 :
0 // Eˇ3 //
βˇ
Eˇ2 //
αˇ
Eˇ1 // 0.
Lemma 4 Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from Car2 .
34
1. Let D ∈ Ob(Car2 ) , and γ ∈ MorCar2 (D,E3) . Then there is the following
admissible triple from Car2
0 // E1 //
γα
E2 ×
E3
D //
γβ
D // 0 (68)
and βγ ∈ MorCar2 (E2 ×E3
D,E2) such that the following diagram is commuta-
tive:
0 E1
E2 ×
E3
D D 0
0 E1 E2 E3 0
// //
γα






















//
γβ











βγ
//












γ
// //
α
//
β
//
(69)
2. Let A ∈ Ob(Car2 ) , and θ ∈ MorCar2 (E1, A) . Then there is the following ad-
missible triple from Car2
0 // A //
θα
A ∐
E1
E2 //
θβ
E3 // 0 (70)
and αθ ∈ MorCar2 (E2, A ∐E1
E2) such that the following diagram is commuta-
tive:
0 E1 E2 E3 0
0 A A ∐E1
E2 E3 0
// //
α












θ
//
β











αθ
//




















// //
θα
//
θβ
//
(71)
Proof follows by repeating of reasonings from the proof of lemma 2 when in
this proof the fibered product (or the amalgamed sum) of quotients of filtration is
understood as the fibered product (or the amalgamed sum) of objects from Car1 ,
constructed in lemma 2. The lemma is proved.
Definition 17 We say that (I1, F1, V1) ∈ Ob(C
ar
2 ) is a c -object iff there is an
i ∈ I1 such that F1(i) = V1 .
We say that (I2, F2, V2) ∈ Ob(C
ar
2 ) is an d -object iff there is an j ∈ I2 such
that F2(j) = {0} .
It follows from definition that if E1 ∈ Ob(C
ar
2 ) is a c -object, then Eˇ1 ∈ Ob(C2)
is a d -object. If E2 ∈ Ob(C
ar
2 ) is a d -object, then Eˇ2 ∈ Ob(C
ar
2 ) is a c -object.
Definition 18 We say that (I1, F1, V1) ∈ Ob(C
ar
2 ) is a cf -object if for any i1 ≥
j1 ∈ I1 the object F (i1)/F (j1) ∈ Ob(C
ar
1 ) is a compact object.
We say that (I2, F2, V2) ∈ Ob(C
ar
2 ) is a df -object if for any i2 ≥ j2 ∈ I2 the
object F (i2)/F (j2) ∈ Ob(C
ar
1 ) is a discrete object.
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It follows from definition that if E1 ∈ Ob(C
ar
1 ) is a cf -object, then Eˇ1 ∈
Ob(Car1 ) is a df -object. If E2 ∈ Ob(C
ar
1 ) is a df -object, then Eˇ2 ∈ Ob(C
ar
2 ) is a
cf -object.
Definition 19 We say that (I, F, V ) ∈ Ob(Car2 ) is a complete object if the follow-
ing two conditions are satisfied.
1. For any i ≥ j ∈ I the object Ej,i = F (i)/F (j) ∈ C
ar
1 is a complete object.
2.
V = lim
→
i∈I
lim
←
j≤i
F (i)/F (j).
It follows from definitions that E ∈ Ob(Car2 ) is a complete object iff
ˇˇE = E .
We have the obvious functor of completion Ω : Car2 → C
ar
2 , where for E =
(I, F, V ) ∈ Ob(Car2 ) we define
Ω(E)
def
= (I, F ′, lim
→
i∈I
lim
←
j≤i
Ψ(F (i)/F (j))),
where for any j ∈ I we define
F ′(j)
def
= lim
←
j≤i
Ψ(F (i)/F (j)),
and Ψ is a completion functor on Car1 (see subsection 3.2). The map Ω is easily
extended to MorCar2 (E1, E2) , E1, E2 ∈ Ob(C
ar
2 ) from MorCar1 .
It is clear from definition that for any E ∈ Ob(Car2 ) the object Ω(E) is a
complete object, and Ω2 = Ω . Moreover, Ω(E) = ˇˇE .
Example 10 We consider the field K = R((t)) (or the field K = C((t)) ). Since
any finite-dimensional R (or C )-vector space is an object of category Car0 , which is
an object of category Car1 by example 3, we have that K has the natural structure
of object of category Car2 with filtration given by fractional ideals in the discrete
valuation field K .
Example 11 Let X be an integral scheme of finite type over Z , and dimX = 2 .
We suppose that there is a projective surjective morphism X → SpecE , where E
is the ring of integers in a number field K , [K : Q] = n . It means that X is an
”arithmetic surface”.
Now according to examples 1 and 9 the ring AX ∈ Ob(C
fin
2 ) ⊂ Ob(C
ar
2 ) (com-
pare also with example 2.9 from [10]).
Let p1, . . . , pl be all Archimedean places of the field K . Then for every 1 ≤ i ≤ l
the completion field Kpi is isomorphic either the field C , or the field R . We consider
a curve
XK
def
= X ⊗SpecE SpecK,
which is the generic fibre of the morphism from X to SpecE . We define the
following ring
AX,∞
def
= AXK ⊗̂K (
∏
1≤i≤l
Kpi) = lim−→
D1
lim
←−
D2≤D1
AXK (D1)
AXK (D2)
⊗K (
∏
1≤i≤l
Kpi)
 , (72)
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where AXK is the adelic ring of the curve XK , D2 ≤ D1 runs over all pairs of
corresponding Cartier divisors on the curve XK , and for a Cartier divisor D on
XK the K -vector space
AXK (D)
def
=
∏
q∈XK
Oˆq ⊗OXK O(D).
Here the product is taken over all closed points of XK , the ring Oˆq is the completion
of the local ring of point q ∈ XK with respect to the maximal ideal, the invertible
sheaf O(D) on XK corresponds to the Cartier divisor D on XK .
We note that
AXK = lim−→
D1
lim
←−
D2≤D1
AXK (D1)
AXK (D2)
,
and the space
AXK (D1)
AXK (D2)
is a finite-dimensional vector space over the field K . Using
the isomorphism
∏
1≤i≤l
Kpi ≃ R
n we obtain that AX,∞ ∈ Ob(C
ar
2 ) , because we can
take the filtration of AX,∞ by Cartier divisors on the curve XK (see formula (72)),
and quotients of this filtration are finite-dimensional vector spaces over R and
belong to Ob(Car1 ) according to examples 3 and 9.
Now we define the arithmetic adelic ring of X :
AarX
def
= AX ×AX,∞.
We have that AarX ∈ Ob(C
ar
2 ) , because we take the product filtration on A
ar
X , which
is induced by filtrations on AX and AX,∞ .
We note that
AX ⊂
∏
x∈C
Kx,C ,
where this product is taken over all pairs: integer one-dimensional subschemes C of
X and closed points p on C . The ring Kx,C is a finite product of two-dimensional
local fields. If x is a regular point of C and of X , then Kx,C is a two-dimensional
local field. (See, for example, [10, th. 2.10, prop. 3.4]).
We note also that the closed points of the curve XK are in one-to-one correspon-
dence with irreducible ”horizontal” curves on X , i.e., with integer one-dimensional
subschemes of X that are surjectively mapped onto SpecE . (Such an irreducible
”horizontal” curve is the closure of a point of generic fibre.)
From this point of view we consider the definition of the ring AarX as addition
of local fields R((t)) or C((t)) to the ring AX such that these fields correspond
to pairs: irreducible ”horizontal” curves on X and infinite points (or Archimedean
places) on these curves. It follows from the following well-known formula:
L⊗K Kp =
∏
q
Lq,
where the field L is a finite extension of the field K , p is an Archimedean place
of K , and the product is taken over all Archimedean places q of L which are over
p .
37
Remark 10 In a way, which is similar to the definition of categories Cfinn (see def-
initions 4, 5), we could define categories Carn , starting by induction from categories
Car1 . Further in the article we will apply categories C
ar
0 , C
ar
1 and C
ar
2 . Therefore
we do not give here the definition of categories Carn for any n ∈ N .
6 Virtual measures.
Let E = (I, F, V ) ∈ Ob(Car2 ) .
For any i, j ∈ I we define a one-dimensional C -vector space of virtual measures
µ(F (i) | F (j))
def
= lim
−→
l∈I
l≤i,l≤j
HomC(µ(F (i)/F (l)) , µ(F (j)/F (l))), (73)
where to take the inductive limit we need the identities which follow from formu-
la (63): for l′ ≤ l ∈ I
µ(F (i)/F (l′)) = µ(F (i)/F (l)) ⊗C µ(F (l)/F (l
′))
µ(F (j)/F (l′)) = µ(F (j)/F (l)) ⊗C µ(F (l)/F (l
′)).
And the maps in this limit are given in the following way:
f ∈ HomC(µ(F (i)/F (l)), µ(F (j)/F (l))) 7→ f
′ ∈ HomC(µ(F (i)/F (l
′)), µ(F (j)/F (l′))),
where f ′(a ⊗ c)
def
= f(a) ⊗ c , a is any from µ(F (i)/F (l)) , c is any from
µ(F (l)/F (l′)) . These maps are isomorphisms.
Proposition 14 For any i, j, l ∈ I there is a canonical isomorphism
γ : µ(F (i) | F (j)) ⊗C µ(F (j) | F (l)) // µ(F (i) | F (l))
such that the following diagram of associativity is commutative for any i, j, l, n ∈ I :
µ(F (i)|F (j))⊗Cµ(F (j)|F (l))⊗Cµ(F (l)|F (n)) µ(F (i)|F (l))⊗Cµ(F (l)|F (n))
µ(F (i)|F (j))⊗Cµ(F (j)|F (n)) µ(F (i)|F (n))
//
 
//
Proof . We have a canonical map:
HomC(µ(F (i)/F (l
′)), µ(F (j)/F (l′)))⊗C HomC(µ(F (j)/F (l
′)), µ(F (l)/F (l′)))
HomC(µ(F (i)/F (l
′)), µ(F (l)/F (l′)))







(74)
which satisfies the associativity diagram. And this map commutes with the inductive
limit from the definition of µ(· | ·) . We obtain the map γ after the taking the
inductive limit in (74). The proposition is proved.
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Remark 11 We have the following canonical isomorphisms. For any i, j ∈ I
µ(F (i) | F (i)) = C , µ(F (i) | F (j)) = µ(F (j) | F (i))∗.
Let i ≤ j ∈ I . Then
µ(F (i) | F (j)) = µ(F (j)/F (i)) , µ(F (j) | F (i)) = µ(F (j)/F (i))∗ .
7 Basic spaces
Let E = (I, F, V ) ∈ Ob(Car2 ) . Let i ≥ j ≥ l ≥ n ∈ I . Then F (i) ⊃ F (j) ⊃ F (l) ⊃
F (n) , and from the definition of objects in category Car2 we have
F (j)/F (n) ∼ (F (i)/F (n)) ×
F (i)/F (l)
(F (j)/F (l))
F (i)/F (l) ∼ (F (i)/F (n)) ∐
F (j)/F (n)
(F (j)/F (l))
as objects of category Car1 .
For any i ≥ j ≥ l ∈ I we have the following admissible triple from Car1 :
0 // F (j)/F (l) //
αlji
F (i)/F (l) //
βlji
F (i)/F (j) // 0.
We fix some o ∈ I . Then from subsection 4.1.3 we have that the following spaces
over the field C are well-defined.
SF (o)(E)
def
= lim
←−
p∈I
lim
←−
q≤p
S(F (p)/F (q)) ⊗C µ(F (q) | F (o)) =
= lim
←−
q∈I
lim
←−
p≥q
S(F (p)/F (q)) ⊗C µ(F (q) | F (o))
(75)
with respect to the maps (βlji)∗ ⊗ Idµ(F (j)|F (o)) :
S(F (i)/F (l)) ⊗C µ(F (l) | F (o)) // S(F (i)/F (j)) ⊗C µ(F (j) | F (o)),
and the maps α∗lji ⊗ Idµ(F (l)|F (o)) :
S(F (i)/F (l)) ⊗C µ(F (l) | F (o)) // S(F (j)/F (l)) ⊗C µ(F (l) | F (o)).
S ′F (o)(E)
def
= lim
−→
p∈I
lim
−→
q≤p
S ′(F (p)/F (q)) ⊗C µ(F (o) | F (q)) =
= lim
−→
q∈I
lim
−→
p≥q
S ′(F (p)/F (q)) ⊗C µ(F (o) | F (q))
(76)
with respect to the maps β∗lji ⊗ Idµ(F (o)|F (l)) :
S ′(F (i)/F (j)) ⊗C µ(F (o) | F (j)) // S
′(F (i)/F (l)) ⊗C µ(F (o) | F (l)),
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and the maps (αlji)∗ ⊗ Idµ(F (o)|F (l)) :
S ′(F (j)/F (l)) ⊗C µ(F (o) | F (l)) // S
′(F (i)/F (l)) ⊗C µ(F (o) | F (l)).
From definitions of these spaces we have the following canonical isomorphism
for any o1 ∈ I :
SF (o)(E)⊗C µ(F (o) | F (o1)) // SF (o1)(E)
such that the following diagram is commutative for any o2 ∈ I :
SF (o)(E)⊗Cµ(F (o)|F (o1))⊗Cµ(F (o1)|F (o2)) SF (o1)(E)⊗Cµ(F (o1)|F (o2))
SF (o)(E)⊗Cµ(F (o)|F (o2)) SF (o2)(E)
//
 
//
Dually, we have the following canonical isomorphism for any o1 ∈ I :
µ(F (o1) | F (o)) ⊗C S
′
F (o)(E)
// S ′F (o1)(E)
such that the following diagram is commutative for any o2 ∈ I :
µ(F (o2)|F (o1))⊗Cµ(F (o1)|F (o))⊗CS
′
F (o)
(E) µ(F (o2)|F (o1))⊗CS
′
F (o1)
(E)
µ(F (o2)|F (o))⊗CS
′
F (o)
(E) S′
F (o2)
(E)
//
 
//
Remark 12 Let {Bl} , l ∈ J be a projective system of vector spaces over a field
k with the surjective transition maps φl1,l2 : Bl1 → Bl2 for any l1 ≥ l2 ∈ J . Let
J0 be a partially ordered set with the same set as J but with inverse order then
J . Let {Al} , l ∈ J
0 be an inductive system of k -vector spaces with the injective
transition maps ψl2,l1 : Al2 → Al1 . Suppose for any l ∈ J we have a non-degenerate
k -linear pairing
< ·, · >l Bl ×Al // k
such that for any l1 ≥ l2 ∈ I , x ∈ Bl1 , y ∈ Al2 we have
< φl1,l2(x), y >l2=< x,ψl2,l1(y) >l1 .
Then we have canonically non-degenerate k -linear pairing between k -vector spaces
lim
←−
l∈J
Bl and lim
−→
l∈J0
Al which is induced by pairings < ·, · >l , l ∈ J .
For E = (I, F, V ) ∈ Ob(Car2 ) , for any i ≥ j ∈ I there are non-degenerate
C -linear pairings between S(F (i)/F (j)) and S ′(F (i)/F (j)) (see formula (58)).
Besides, it is not difficult to see from definitions and corresponding facts for direct an
inverse images in the category Car0 that transitions maps in projective system (75)
40
are surjective maps, and transitions maps in inductive system (76) are injective
maps.
Therefore applying remark 12 twice to formulas (75)-(76) we obtain that there
is the following non-degenerate pairing:
< ·, · >SF (o)(E) : SF (o)(E)× S
′
F (o)(E)
// C.
Remark 13 Let E = (I, F, V ) ∈ Ob(Car2 ) be a cf -object. Then, according to
remark 8, for any i ≥ j ∈ I we have a canonical element
1ij
def
= 1F(i)/F(j) ∈ µ(F (i)/F (j)).
(This element can be also defined via non-degenerate pairing (58): < 1, 1ij >= 1 .)
Therefore for any k, l ∈ I we have a canonical element 1kl ∈ µ(F (k) | F (l)) such
that for any k, l, n ∈ I according to proposition 14:
γ(1kl ⊗ 1ln) = 1kn.
Taking into account these elements 1lo and 1ol for l, o ∈ I we can do not write 1 -
dimensional C -spaces µ(F (l) | F (o)) and µ(F (o) | F (l)) in formulas (75) and (76)
which define C -spaces SF (o)(E) and S
′
F (o)(E) . These C -spaces do not depend on
the choice of o ∈ I .
Similarly, let E = (I, F, V ) ∈ Ob(Car2 ) be a df -object. Then, according to
remark 8, for any i ≥ j ∈ I we have a canonical element
δij
def
=
∑
F(i)/F(j)
∈ µ(F (i)/F (j)).
(This element can be also defined via non-degenerate pairing (58): < f, δij >=∑
x∈Vij
f(x) , where f ∈ S(E) , F (i)/F (j) = (Iij , Fij , Vij) ∈ Ob(C
ar
1 ) .) Therefore for
any k, l ∈ I we have a canonical element δkl ∈ µ(F (k) | F (l)) such that for any
k, l, n ∈ I according to proposition 14:
γ(δkl ⊗ δln) = δkn.
Taking into account these elements δlo and δol for l, o ∈ I we can do not write 1 -
dimensional C -spaces µ(F (l) | F (o)) and µ(F (o) | F (l)) in formulas (75) and (76)
which define C -spaces SF (o)(E) and S
′
F (o)(E) . These C -spaces do not depend on
the choice of o ∈ I .
8 Fourier transform
Let E = (I, F, V ) ∈ Ob(Car2 ) be a complete object. Then we have
ˇˇE = E . We fix
some o ∈ I .
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8.1
Let i ≥ j ∈ I be any. By subsection 4.2 there are the following C -linear maps:
f ⊗µ ∈ S(F (i)/F (j))⊗C µ(F (j) | F (o)) 7→ fˇ ⊗µ ∈ S(F (i)/F (j))⊗C µ(F (j) | F (o))
G⊗µ′ ∈ S ′(F (i)/F (j))⊗Cµ(F (o) | F (j)) 7→ Gˇ⊗µ
′ ∈ S ′(F (i)/F (j))⊗Cµ(F (o) | F (j)).
These maps commute with direct and inverse images when we change i, j ∈ I to
i′, j′ ∈ I , i′ ≥ i , j′ ≤ j .
Therefore using formulas (75)-(76) we have that the following C -linear maps
are well defined:
f ∈ SF (o)(E) 7−→ fˇ ∈ SF (o)(E)
G ∈ S ′F (o)(E) 7−→ Gˇ ∈ S
′
F (o)(E).
The square of any from these maps is the indentity map. From the evident
corresponding formulas for category Car1 we have now the following formulas:
< fˇ,G >SF (o)(E)=< f, Gˇ >SF (o)(E) for any f ∈ SF (o)(E), G ∈ S
′
F (o)(E).
8.2
According to section 5 we have the dual object Eˇ = (I0, F 0, Vˇ ) ∈ Ob(Car2 ) . For
any i ≥ j ∈ I , for the object Ej,i = F (i)/F (j) ∈ Ob(C
ar
1 ) we have the object
Eˇj,i = F
0(j)/F 0(i) ∈ Ob(Car1 ) .
For any l, n ∈ I we have
µ(F (l) | F (n)) = µ(F 0(l) | F 0(n)). (77)
Indeed, let k ∈ I such that k ≤ l , k ≤ n . Then according to proposition 14,
remark 11 and formula (61) we have
µ(F (l) | F (n)) = µ(F (l) | F (k)) ⊗C µ(F (k) | F (n)) =
= µ(F (l)/F (k))∗ ⊗C µ(F (n)/F (k)) = µ(F
0(k)/F 0(l))⊗C µ(F
0(k)/F 0(n))∗ =
= µ(F 0(l) | F 0(k)) ⊗C µ(F
0(k) | F 0(n)) = µ(F 0(l) | F 0(n)).
Therefore we have the following maps for any i ≥ j ∈ I (Fourier trasnsforms):
F⊗ µ(F (i) | F (o)) :
S(F (i)/F (j)) ⊗C µ(F (j) | F (o)) // S(F
0(j)/F 0(i)) ⊗C µ(F
0(i) | F 0(o))
(78)
F ⊗ µ(F (o) | F (i)) :
S ′(F (i)/F (j)) ⊗C µ(F (o) | F (j)) // S
′(F 0(j)/F 0(i)) ⊗C µ(F
0(o) | F 0(i))
(79)
Now we use remark 8, more exactly: the analog of proposition 10 for category
Car1 , which connect Fourier transform with direct and inverse images. We use it
when we change i, j ∈ I to i′, j′ ∈ I , i′ ≥ i , j′ ≤ j , and take the limits according
to formulas (75)-(76). We obtain that the following C -linear maps (two-dimensional
Fourier transforms) are well defined:
F : SF (o)(E) // SF 0(o)(Eˇ) (80)
F : S ′F (o)(E)
// S ′F 0(o)(Eˇ) (81)
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Remark 14 Since for any i ≥ j ∈ I the spaces S(F (i)/F (j)) and S ′(F (i)/F (j))
are topological C -vector spaces, and dimC µ(F (j) | F (o)) = 1 , we have that the
spaces S(E) and S ′(E) are also topological C -vector spaces, which have the
topologies of projective and inductive limits correspondingly (see [17]) according
to formulas (75)-(76).
Proposition 15 The following statements are satisfied.
1. The maps F given by formulas (80)-(81) are isomorphisms of topological C -
vector spaces.
2. For any f ∈ SF (o)(E) and G ∈ S
′
F (o)(E)
F ◦F(f) = fˇ , F ◦F(G) = Gˇ.
3. For any f ∈ SF (o)(E) and G ∈ S
′
F 0(o)(Eˇ)
< F(f), G >SF0(o)(Eˇ)
=< f,F(G) >SF (o)(E) .
Proof follows from the construction of two-dimensional Fourier transform given
in this section and the properties of Fourier transform for category Car1 (see sub-
section 4.2 and proposition 12) applied to functions and distributions on objects
F (i)/F (j) ∈ Ob(Car1 ) for any i ≥ j ∈ I . The proposition is proved.
9 Central extension and its representations
In this section we construct a central extension of some subgroup of group of au-
tomorphisms of an object of the category Car2 and consider representations of this
group on the spaces of functions and distributions of the given object.
9.1
Let an object E1 = (I1, F1, V ) ∈ Ob(C
ar
2 ) dominates an object E2 = (I2, F2, V ) ∈
Ob(Car2 ) (see section 5). We fix some o ∈ I2 . Then we obtain the following canonical
isomorphisms:
SF (o)(E1) = SF (o)(E2) , S
′
F (o)(E1) = S
′
F (o)(E2).
Indeed, from formulas (75)-(76) we obtain that inductive and projective limits used
in the definitions of these spaces will be the same on sets of indices depending on
I1 or I2 . Moreover, by the same reasons, the two-dimensional Fourier transform
coincides for the spaces depending on E1 or E2 . (Compare it with remark 9 and
reasonings after definition 13.)
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9.2
Let E = (I, F, V )) ∈ Ob(Car2 ) . We define the following subgroup of the group
AutCar2 (E) .
Definition 20 A set AutCar2 (E)
′ consists of elements g ∈ AutCar2 (E) such that
1. for any i ∈ I there is j ∈ I such that gF (i) = F (j) ;
2. for any i ≥ j ∈ I let g(F (i)) = F (p) , g(F (j)) = F (q) , then p ≥ q ∈ I ;
3. the element g−1 ∈ AutCar2 (E) satisfies conditions which are analogous to con-
ditions 1-2 of this definition.
It is clear that the set AutCar2 (E)
′ is a subgroup of the group AutCar2 (E) .
Now we construct an object E˜ ∈ Ob(Car2 ) , which dominates the object E ∈
Ob(Car2 ) .
At first, for any fixed i ≥ j ∈ I we consider the natural object Ej,i =
(Ij,i, Fj,i, F (i)/F (j)) ∈ Ob(C
ar
1 ) which appears from C
ar
2 -structure on E . We de-
fine an object E˜j,i ∈ Ob(C
ar
1 ) , which dominates the object Ej,i , in the following
way. Let a filtered abelian group E˜j,i = (G, Id, F (i)/F (j)) , where G is a set of
the following subgroups of the group F (i)/F (j) : gFl,k(n) , where g ∈ AutCar2 (E)
′ ,
k ≥ l ∈ I , n ∈ Il,k , g(F (k)) = F (i) , g(F (l)) = F (j) , Fl,k(n) ⊂ F (k)/F (l) . The
set G is partially ordered by inclusions of subgroups. The function Id maps an
element from G to the corresponding subgroup of F (i)/F (j) . From definition 15
it follows that for any such subgroup gFl,k(n) there are p ≥ q ∈ Ij,i such that
Fj,i(p) ⊃ gFl,k(n) ⊃ Fj,i(q),
and the subgroup gFl,k(n) is a closed subgroup in the Lie group Fj,i(p)/Fj,i(q) .
Therefore, according to remark 1 we obtain that the filtered abelian group E˜j,i
is well-defined as an object of Car1 such that the object E˜j,i dominates the ob-
ject Ej,i .
Immediately from these constructions we have that E˜ = (I, F, V ) , where on the
group F (i)/F (j) ( i ≥ j ∈ I ) we put a Car1 -structure E˜j,i , is well-defined as an
object from Car2 . Besides, the object E˜ dominates the object E in the category
Car2 . Therefore, AutCar2 (E˜) = AutCar2 (E) . By definition we have that
AutCar2 (E˜)
′ = AutCar2 (E)
′ (82)
as subgroups of AutCar2 (E) .
9.3
Let E = (I, F, V ) ∈ Ob(Car2 ) . Then for any i1, i2 ∈ I we have the virtual measures
space µ(F (i1) | F (i2)) . For any g ∈ AutCar2 (E)
′ , for any i ∈ I we have from the
definition of the group AutCar2 (E)
′ that gF (i) = F (p) for some p ∈ I . Therefore for
any g, h ∈ AutCar2 (E)
′ , for any i1, i2 ∈ I we have the well-defined one-dimensional
C -vector space µ(gF (i1) | hF (i2)) .
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Using isomorphism (82) and subsection 9.1, for any g ∈ AutCar2 (E)
′ , for any
p ≥ q ∈ I we have the following isomorphism:
rg : S(F (p)/F (q)) // S(gF (p)/gF (q)), (83)
where rg(f)(v)
def
= f(g−1v) for any v ∈ gF (p)/gF (q) and any f from S(F (p)/F (q)) .
(We used that it is enough to consider E˜ instead of E , and S(F (i)/F (j)) is a
C -subalgebra of the space F(F (i)/F (j)) of all C -valued functions on V , where
i ≥ j ∈ I are any elements.)
Dually to formula (83), for any g ∈ AutCar2 (E)
′ , for any p ≥ q ∈ I we have the
following isomorphism:
r′g : S
′(F (p)/F (q)) // S ′(gF (p)/gF (q)). (84)
(In other words, the map r′g is the conjugate map to the map rg−1 with respect to
the pairing (58)).
Using remark 6, we obtain that the map r′g induces the following isomorphism
of one-dimensional C -vector spaces:
ng : µ(F (p)/F (q)) // µ(gF (p)/gF (q)).
For any g ∈ AutCar2 (E)
′ , for any p, q, s ∈ I , s ≤ p , s ≤ q we have the following
C -isomorphism mg :
HomC(µ(F (p)/F (s)), µ(F (q)/F (s))) // HomC(µ(gF (p)/gF (s)), µ(gF (q)/gF (s))),
where for any f ∈ HomC(µ(F (p)/F (s)), µ(F (q)/F (s))) :
mg(f)
def
= ng ◦ f ◦ ng−1 .
Now we apply isomorphisms mg to the inductive limit in formula (73), then we
obtain the following C -linear isomorphism for any p, q ∈ I :
lg : µ(F (p) | F (q)) // µ(gF (p) | gF (q)).
We have for any g1, g2 ∈ AutCar2 (E)
′ that lg1g2 = lg1lg2 . Besides, for any a ∈
µ(F (p) | F (q)) , for any b ∈ µ(F (q) | F (s)) , for any p, q, s ∈ I we have that
γ(lg(a)⊗ lg(b)) = lgγ(a⊗ b)
(see proposition 14 for definition of the isomorphism γ ).
Let p, q ∈ I . Then for any µ ∈ µ(F (p) | F (q)) , µ 6= 0 we define canonically
µ−1 ∈ µ(F (q) | F (p)) such that µ⊗µ−1 = 1 with respect to the following canonical
isomorphism:
µ(F (p) | F (q)) ⊗C µ(F (q) | F (p)) = C.
Let E = (I, F, V ) ∈ Ob(Car2 ) . We fix some o ∈ I . Then there is the following
central extension of groups:
1 // C∗ // ̂AutCar2 (E)
′
F (o)
//
Λ
AutCar2 (E)
′
// 1, (85)
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where
̂AutCar2 (E)
′
F (o)
def
= {(g, µ) : g ∈ AutCar2 (E)
′, µ ∈ µ(F (o) | gF (o)), µ 6= 0}.
Here Λ((g, µ)) = g . The operations (g1, µ1) · (g2, µ2) = (g1g2, γ(µ1 ⊗ lg1(µ2)))
and (g, µ)−1 = (g−1, lg−1(µ
−1)) define the structure of a group on the set
̂AutCar2 (E)
′
F (o)
. (The unit element of this group is (e, 1) , where e is the unit
element of the group AutCar2 (E)
′ ).
Remark 15 For any o1 ∈ I there is a canonical isomorphism
αo,o1 :
̂AutCar2 (E)
′
F (o)
−→ ̂AutCar2 (E)
′
F (o1)
.
Indeed, we fix any ν ∈ µ(F (o1) | F (o)) , ν 6= 0 . Then
αo,o1((g, µ))
def
= (g, γ(γ(ν ⊗ µ)⊗ lg(ν
−1))).
The map αo,o1 does not depend on the choice of ν ∈ µ(F (o1) | F (o)) , ν 6= 0 .
9.4
Let E = (I, F, V ) ∈ Ob(Car2 ) . In subsection 9.2 we constructed the object E˜ ∈
Ob(Car2 ) which dominates the object E .
For any g ∈ AutCar2 (E)
′ , for any p ≥ q ∈ I we have isomorphism (83):
rg : S(F (p)/F (q)) // S(gF (p)/gF (q)).
We fix some o ∈ I . Using formula (83) we construct the map Rg˜ for any
g˜ = (g, µ) ∈ ̂AutCar2 (E)
′
F (o)
for any p ≥ q ∈ I :
Rg˜ : S(F (p)/F (q))⊗C µ(F (q) | F (o)) // S(gF (p)/gF (q))⊗C µ(gF (q) | F (o))
(86)
as composition of the map rg ⊗ lg with multiplication by µ
−1 ∈ µ(gF (o) | F (o)) .
Applying this formula to formula (75) we obtain the map for any g˜ ∈
̂AutCar2 (E)
′
F (o)
:
Rg˜ : SF (o)(E˜) // SF (o)(E˜)
such that Rg˜Rh˜ = Rg˜h˜ .
Therefore using subsection 9.1 we obtain the representation of the group
̂AutCar2 (E)
′
F (o)
by maps Rg˜ on the C -space SF (o)(E) .
Let o ∈ I . Dually to formula (86) and using the isomorphisms r′g given by
formula (84), we construct the map R′g˜ for any g˜ = (g, µ) ∈
̂AutCar2 (E)
′
F (o)
for
any p ≥ q ∈ I :
R′g˜ : S
′(F (p)/F (q))⊗Cµ(F (o) | F (q)) // S
′(gF (p)/gF (q))⊗Cµ(F (o) | gF (q))
(87)
as composition of the map r′g ⊗ lg with multiplication by µ ∈ µ(F (o) | gF (o)) .
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Applying formula (87) to formula (76), and using subsection 9.1, we obtain the
representation of the group ̂AutCar2 (E)
′
F (o)
on the C -space S ′F (o)(E) by maps R
′
g˜ .
By constructions, we have the following formula for any H ∈ S ′F (o)(E) , any
f ∈ SF (o)(E) , any g˜ ∈ ̂AutCar2 (E)
′
F (o)
:
< R′g˜(H) , Rg˜(f) >SF (o)(E)=< H , f >SF (o)(E) . (88)
9.5
Let E = (I, F, V ) ∈ Ob(Car2 ) be a complete object. Then there is the dual object
Eˇ = (I0, F 0, Vˇ ) , and ˇˇE = E . For any g ∈ AutCar2 (E) we have canonically gˇ ∈
AutCar2 (Eˇ) . And we have the following isomorphism of groups:
g ∈ AutCar2 (E) 7−→ gˇ
−1 ∈ AutCar2 (Eˇ),
which induces the following isomorphism of groups:
AutCar2 (E)
′ −→ AutCar2 (Eˇ)
′.
Hence, for any o ∈ I we have the following isomorphism of groups:
(g, µ) ∈ ̂AutCar2 (E)
′
F (o)
7−→ (gˇ−1, µ) ∈ ̂AutCar2 (Eˇ)
′
F 0(o)
, (89)
where we use isomorphism (77) to obtain that for any g ∈ AutCar2 (E) we have
canonically
µ(F (o) | gF (o)) = µ(F 0(o) | gˇ−1F 0(o)).
Using isomorphism (89) we obtain representations of the group ̂AutCar2 (E)
′
F (o)
on C -spaces SF 0(o)(Eˇ) and S
′
F 0(o)(Eˇ) .
We have the following proposition.
Proposition 16 Let E = (I, F, V ) ∈ Ob(Car2 ) be a complete object. Then the
Fourier transform F gives an isomorphism between representations of the group
̂AutCar2 (E)
′
F (o)
on C -spaces SF (o)(E) and SF 0(o)(Eˇ) and on C -spaces S
′
F (o)(E)
and S ′F 0(o)(Eˇ) .
Proof . Using the definition of two-dimensional Fourier transform F from sec-
tion 8.2, and using formulas (75)-(76), we reduce the statements of this proposi-
tion to corresponding statements about isomorphisms of objects of category Car1
and one-dimensional Fourier transforms between them. These last statements fol-
low from the definition and properties of one-dimensional Fourier transform, or can
be again reduced to the case of objects from category Car0 by formulas (56)-(57)
using the definition of one-dimensional Fourier transforms from section 4.2. The
proposition is proved.
Remark 16 We used in this section the subgroup AutCar2 (E)
′ instead of the whole
group AutCar2 (E) for E ∈ Ob(C
ar
2 ) . In a lot of important examples the groups
which are considered are subgroups of the group AutCar2 (E)
′ if we have the enough
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fine filtration on E . For example, E can be constructed from two-dimensional
local field K with the finite last residue field, or from K ≃ R((t)) , or from E =
K ≃ C((t)) , and the group K∗ ⊂ AutCar2 (E)
′ (see examples 1 and 10). In another
example, E can be the arithmetic adelic ring AarX , where X is an ”arithmetic
surface”, and the group of invertible elements (idelic group) (AarX )
∗ ⊂ AutCar2 (E)
′ ,
see example 11.
10 Direct and inverse images
In this section we construct direct and inverse images of spaces of functions and
distributions on objects of category Car2 .
10.1
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) ,
1 ≤ i ≤ 3 . By definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2,
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
Proposition 17 We suppose that E1 is a c -object. Let o ∈ I2 . Then there is the
direct image
β∗ : SF2(o)(E2)⊗C µ(F1(ε(o)) | V1)
// SF3(γ(o))(E3).
Proof . For any i, j ∈ I2 we have canonically
µ(F2(i) | F2(j)) = µ(F1(ε(i)) | F1(ε(j))) ⊗C µ(F3(γ(i)) | F3(γ(j))). (90)
Let k ∈ I2 such that F1(ε(k)) = V1 . Let i ≥ j ∈ I2 be any such that i ≥ k ≥ j .
Then we have an admissible triple from category C1 :
0 // V1/F1(ε(j)) // F2(i)/F2(j) //
βij
F3(γ(i))/F3(γ(j)) // 0.
We have a well-defined map:
(βij)∗ : S(F2(i)/F2(j)) ⊗C µ(F1(ε(j)) | V1) // S(F3(γ(i))/F3(γ(j))),
where we use that µ(F1(ε(j)) | V1) = µ(V1/F1(ε(j))) .
Therefore we have a well-defined map
(βij)∗ ⊗ Idµ(F3(γ(j))|F3(γ(o))) :
S(F2(i)/F2(j))⊗Cµ(F1(ε(j)) | V1)⊗Cµ(F3(γ(j)) | F3(γ(o))) //
// S(F3(γ(i)) | F3(γ(j))) ⊗C µ(F3(γ(j)) | F3(γ(o))).
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From (90) we have that
µ(F3(γ(j)) | F3(γ(o)) = µ(F2(j) | F2(o))⊗C µ(F1(ε(o)) | F1(ε(j))).
Therefore
µ(F1(ε(j)) | V1)⊗C µ(F3(γ(j)) | F3(γ(o))) = µ(F2(j) | F2(o))⊗C µ(F1(ε(o)) | V1).
Thus we have a well-defined map
(βij)∗ ⊗ Idµ(F3(γ(j))|F3(γ(o))) :
S(F2(i)/F2(j)) ⊗C µ(F2(j) | F2(o)) ⊗C µ(F1(ε(o)) | V1) //
// S(F3(γ(i))/F3(γ(j))) ⊗C µ(F3(γ(j)) | F3(γ(o))).
Now we take the projective limits which are used to construct spaces SF2(o)(E2)
and SF3(γ(o))(E3) . Then we obtain a well-defined map β∗ from the maps (βij)∗ ⊗
Idµ(F3(γ(j))|F3(γ(o))) . The proposition is proved.
Remark 17 Dually to the maps above, we obtain a well-defined map
β∗ : S ′F3(γ(o))(E3)⊗C µ(F3(ε(o)) | V1)
// S ′F2(o)(E2)
such that the maps β∗ and β
∗ are conjugate maps with respect to the pairings
< ·, · >SF2(o)(E2)
and < ·, · >SF3(γ(o))(E3)
.
10.2
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) ,
1 ≤ i ≤ 3 . By definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2,
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
Proposition 18 We suppose that E3 is a d -object. Let o ∈ I2 . Then there is the
inverse image
α∗ : SF2(o)(E2)⊗C µ(F3(γ(o)) | {0})
// SF1(ε(o))(E1),
where {0} is the zero subgroup of V3 .
Proof . For any i, j ∈ I2 we have canonically
µ(F2(i) | F2(j)) = µ(F1(ε(i)) | F1(ε(j))) ⊗C µ(F3(γ(i)) | F3(γ(j))). (91)
Since β is an admissible epimorphism, and E3 is a d -object, there is k ∈ I2
such that F3(γ(k)) = {0} . Let i ≥ j ∈ I2 be any such that i ≥ k ≥ j . Then we
have an admissible triple from category Car1 :
0 // F1(ε(i))/F1(ε(j)) //
αij
F2(i)/F2(j) // F3(γ(i)) // 0. (92)
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We have a well-defined map
α∗ij : S(F2(i)/F2(j)) // S(F1(ε(i))/F1(ε(j))).
Therefore we have a well-defined map
α∗ij ⊗ Idµ(F1(ε(j))|F1(ε(o))) :
S(F2(i)/F2(j)) ⊗C µ(F1(ε(j)) | F1(ε(o))) //
// S(F1(ε(i)) | F1(ε(j))) ⊗C µ(F1(ε(j)) | F1(ε(o))).
From (91) and (92) we have that
µ(F2(o) | F2(j)) = µ(F1(ε(o)) | F1(ε(j))) ⊗C µ(F3(γ(o)) | {0}).
Hence
µ(F1(ε(j)) | F1(ε(o))) = µ(F2(j) | F2(o))⊗C µ(F3(γ(o)) | {0}).
Thus we have a well-defined map
α∗ij ⊗ Idµ(F1(ε(j))|F1(ε(o))) :
S(F2(i)/F2(j))⊗Cµ(F2(j)/F2(o))⊗Cµ(F3(γ(o)) | {0}) //
// S(F1(ε(i)) | F1(ε(j))) ⊗C µ(F1(ε(j)) | F1(ε(o))).
Now we take the projective limits (with respect to i ≥ k ≥ j ) which we used to
construct spaces SF2(o)(E2) and SF1(ε(o))(E1) . Then we obtain a well-defined map
α∗ from the maps α∗ij ⊗ Idµ(F1(ε(j))|F1(ε(o))) . The proposition is proved.
Remark 18 Dually to the maps above, we obtain a well-defined map
α∗ : S
′
F1(ε(o))
(E1)⊗C µ(F3(γ(o)) | {0}) // S
′
F2(o)
(E2)
such that the maps α∗ and α∗ are conjugate maps with respect to the pairings
< ·, · >SF2(o)(E2)
and < ·, · >SF1(ε(o))(E1)
.
10.3
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 . By
definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2,
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
Proposition 19 We suppose that E1 is a cf -object. Let o ∈ I2 . Then there is
the inverse image
β∗ : SF3(γ(o))(E3)
// SF2(o)(E2).
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Proof . For any i, j ∈ I2 we have canonically
µ(F2(i) | F2(j)) = µ(F1(ε(i)) | F1(ε(j))) ⊗C µ(F3(γ(i)) | F3(γ(j))). (93)
Since E1 is a cf -object, for any i ≥ j ∈ I2 we have a canonical element
1ij ∈ µ(F1(ε(i))/F1(ε(j))) constructed in remark 13.
Therefore we have a canonical element 1ij ∈ µ(F1(ε(i)) | F1(ε(j))) for any
i, j ∈ I2 such that 1ij ⊗ 1jk = 1ik for any i, j, k ∈ I2 . Thus, we have canonically
that µ(F1(ε(i)) | F1(ε(j))) = C for any i, j ∈ I2 . (See also remark 13).
Thus from formula (93) we have for any i, j ∈ I2
µ(F2(i) | F2(j)) = µ(F3(γ(i)) | F3(γ(j))). (94)
For any i ≥ j ∈ I2 we have an admissible triple from category C
ar
1 :
0 //
F1(ε(i))
F1(ε(j))
//
F2(i)
F2(j)
//
βij F3(γ(i))
F3(γ(j))
// 0.
We have a well-defined map:
β∗ij : S(F3(γ(i))/F3(γ(j))) // S(F2(i)/F2(j)),
because F1(ε(i))F1(ε(j)) is a compact object from category C
ar
1 .
From formula (94) we have that
µ(F2(j) | F2(o)) = µ(F3(γ(j)) | F3(γ(o))).
Therefore we have a map:
β∗ij ⊗ Idµ(F2(j)|F2(o)) :
S(F3(γ(i))/F3(γ(j)))⊗Cµ(F3(γ(j)) | F3(γ(o))) //
// S(F2(i)/F2(j)) ⊗C µ(F2(j) | F2(o)).
These maps (for various i ≥ j ∈ I2 ) are compatible when we take the projective
limits according to formulas which define SF3(γ(o))(E3) and SF2(o)(E2) . Therefore
we obtain the map β∗ from the maps β∗ij ⊗ Idµ(F2(j)|F2(o)) . The proposition is
proved.
Remark 19 Dually to the maps, which we considered above, we have a well-defined
map
β∗ : S
′
F2(o)
(E2) // S
′
F3(γ(o))
(E3)
such that the maps β∗ and β∗ are conjugate maps with respect to the pairings
< ·, · >SF2(o)(E2)
and < ·, · >SF3(γ(o))(E3)
.
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10.4
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) ,
1 ≤ i ≤ 3 . By definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2,
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
Proposition 20 We suppose that E3 is a df -object. Let o ∈ I2 . Then there is
the direct image
α∗ : SF1(ε(o))(E1)
// SF2(o)(E2).
Proof . For any i, j ∈ I2 we have canonically
µ(F2(i) | F2(j)) = µ(F1(ε(i)) | F1(ε(j))) ⊗C µ(F3(γ(i)) | F3(γ(j))). (95)
Since E3 is a df -object, for any i ≥ j ∈ I2 we have a canonical element δij ∈
µ(F3(γ(i))/F3(γ(j))) constructed in remark 13. Therefore we have a canonical ele-
ment δij ∈ µ(F3(γ(i)) | F3(γ(j))) for any i, j ∈ I2 such that δij ⊗ δjk = δik for
any i, j, k ∈ I2 . Therefore we have canonically µ(F3(γ(i)) | F3(γ(j))) = C for any
i, j ∈ I2 . (See also remark 13).
Thus from formula (95) we have for any i, j ∈ I2
µ(F2(i) | F2(j)) = µ(F1(ε(i)) | F1(ε(j))). (96)
For any i ≥ j ∈ I2 we have an admissible triple from C
ar
1 :
0 //
F1(ε(i))
F1(ε(j))
//
αij F2(i)
F2(j)
//
F3(γ(i))
F3(γ(j))
// 0.
We have a well-defined map:
(αij)∗ : S(F1(ε(i))/F1(ε(j))) // S(F2(i)/F2(j)),
because F3(γ(i))F3(γ(j)) is a discrete object from category C
ar
1 .
From formula (96) we have that
µ(F2(j) | F2(o)) = µ(F1(ε(j)) | F1(ε(o))).
Therefore we have a map:
(αij)∗ ⊗ Idµ(F2(j)|F2(o)) :
S(F1(ε(i))/F1(ε(j)))⊗Cµ(F1(ε(j)) | F1(ε(o))) //
// S(F2(i)/F2(j)) ⊗C µ(F2(j) | F2(o)).
These maps (for various i ≥ j ∈ I2 ) are compatible when we take the projective lim-
its according to the formulas which define the spaces SF1(ε(o))(E1) and SF2(o)(E2) .
Therefore we obtain the map α∗ from the maps (αij)∗⊗Idµ(F2(j)|F2(o)) . The propo-
sition is proved.
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Remark 20 Dually to the maps, which we considered above, we have a well-defined
map
α∗ : S ′F2(o)(E2)
// S ′F1(ε(o))(E1)
such that the maps α∗ and α
∗ are conjugate maps with respect to the pairings
< ·, · >SF2(o)(E2)
and < ·, · >SF1(ε(o))(E1)
.
11 Composition of maps and base change
rules.
In this section we consider base change rules (subsection 11.1) and rules of compo-
sition of maps (subsection 11.2).
11.1
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 .
Let
0 // D //
γ
E3 //
δ
B // 0
be an admissible triple from category Car2 , where D = (R,S, Y ) , B = (T,U,W ) .
Then we have the following commutative diagram of morphisms from category Car2 .
0 0
0 E1
E2 ×
E3
D D 0
0 E1 E2 E3 0
B B
0 0























// //
γα






















//
γβ











βγ
//












γ
// //
α
//
β












βδ
//












δ
























(97)
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Let X ′ = E2 ×
E3
D = (N,Q,X) as object of category Car2 . In this diagram two
horizontal triples and two vertical triples are admissible triples from category Car2 .
We choose any i ≤ j ∈ I2 . Then diagram (97) induces the following commutative
diagram of morphisms from category Car1 (see the construction of fibered product
from lemma 4).
0 0
0
F2(j) ∩ V1
F2(i) ∩ V1
F2(j) ∩X
F2(i) ∩X
β(F2(j)) ∩ Y
β(F2(i)) ∩ Y
0
0
F2(j) ∩ V1
F2(i) ∩ V1
F2(j)
F2(i)
β(F2(j))
β(F2(i))
0
δβ(F2(j))
δβ(F2(i))
δβ(F2(j))
δβ(F2(i))
0 0
 
// //
(γα)ji
//
(γβ)ji

(βγ)ji
//

γji
// //
αji
//
βji

(βδ)ji
//

δji
 
(98)
Here two horizontal triples and two vertical triples are admissible triples from
category Car1 . At the same time,
F2(j) ∩X
F2(i) ∩X
=
F2(j)
F2(i)
×
β(F2(j))
β(F2(i))
β(F2(j)) ∩ Y
β(F2(i)) ∩ Y
as objects from category Car1 .
Proposition 21 Using notations of diagram (97), let E1 be a c -object, B be a
d -object. Let o ∈ I2 , µ ∈ µ(F2(o) ∩ V1 | V1) , ν ∈ µ(δβ(F2(o)) | {0}) . Then the
following formulas are satisfied.
1. For any f ∈ SF2(o)(E2)
γ∗(β∗(f ⊗ µ)⊗ ν) = (γβ)∗(β
∗
γ(f ⊗ ν)⊗ µ). (99)
2. For any G ∈ S ′β(F2(o))∩Y (D)
β∗(γ∗(G ⊗ ν)⊗ µ) = (βγ)∗(γ
∗
β(G ⊗ µ)⊗ ν). (100)
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Remark 21 The formulation of this proposition is well-defined (with respect to
definitions of direct and inverse images), since α = βγ ◦ γα , βδ = δ ◦ β .
Proof of proposition 21. We prove at first formula (99). Let j0 ∈ I2 be such that
F2(j0) ∩ V1 = V1 . (Such a j0 it is possible to choose, since E1 is a c -object.) Let
i0 ∈ I2 be such that βδ(F2(i0)) = {0} . (Such an i0 it is possible to choose, since
B is a d -object.) We consider arbitrary j ≥ i ∈ I2 such that j ≥ j0 , i ≤ i0 .
Then the base change formula on objects from category Car1 is satisfied for the
maps βji , γji , (γβ)ji , (βγ)ji from cartesian square of diagram (98). (We have to
use the analog of formula (27) from proposition 7 for objects of Car1 , see remark 8.)
We multiply this formula by corresponding measure spaces, and then we take the
projective limit with respect to all such j ≥ i ∈ I2 ( j ≥ j0 , i ≤ i0 ). Using the
constructions of maps (direct and inverse images) β∗ and γ
∗ from propositions 17
and 18, we obtain the base change formula (99).
Formula (100) is a dual formula to formula (99), and it can be obtained by anal-
ogous reasonings as in the proof of formula (99), but one has to take the inductive
limit with respect to j, i ∈ I2 , and one has to use the analog of formula (28) instead
of the analog of formula (27) (see remark 8). The proposition is proved.
Proposition 22 Using notations of diagram (97), let E1 be a cf -object, B be a
df -object. Let o ∈ I2 . Then the following formulas are satisfied.
1. For any f ∈ Sβ(F2(o))∩Y (D)
β∗γ∗(f) = (βγ)∗γ
∗
β(f). (101)
2. For any G ∈ S ′F2(o)(E2)
γ∗β∗(G) = (γβ)∗β
∗
γ(G). (102)
Proof . We prove formula (101). We consider arbitrary j ≥ i ∈ I2 . Then the base
change formula on objects from category Car1 is satisfied for the maps βji , γji ,
(γβ)ji , (βγ)ji from cartesian square of diagram (98). (We have to use the analog
of formula (33) from proposition 7 for objects of Car1 , see remark 8). We take the
projective limit with respect to such j ≥ i ∈ I2 . Using the constructions of maps
(inverse and direct images) β∗ and γ∗ from propositions 19 and 20, we obtain the
base change formula (101).
Formula (102) can be obtained by analogous reasonings, but one has to take
the inductive limit with respect to i, j ∈ I2 , and one has to use the analog of
formula (34) instead of the analog of formula (33) (see remark 8). The proposition
is proved.
Proposition 23 Using notations of diagram (97), let E1 be a c -object, B be a
df -object. Let o ∈ I2 , µ ∈ µ(F2(o) ∩ V1 | V1) . Then the following formulas are
satisfied.
1. For any f ∈ SF2(o)∩X(X
′) , µ ∈ µ(E1)
β∗((βγ)∗(f)⊗ µ) = γ∗(γβ)∗(f ⊗ µ). (103)
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2. For any G ∈ S ′β(F2(o))(E3) , µ ∈ µ(E1)
γ∗β(γ
∗(G)⊗ µ) = β∗γβ
∗(G⊗ µ). (104)
Proof is analogous to the proofs of proposition 21 and 22, and it is reduced to the
corresponding analog of formula (31) for objects of category Car1 (to prove formu-
la (103)) and to the corresponding analog of formula (32) for objects of category
Car1 (to prove formula (104)), see remark 8. The proposition is proved.
Proposition 24 Using notations of diagram (97), let E1 be a cf -object, B be
a d -object. Let o ∈ I2 , ν ∈ µ(δβ(F2(o)) | {0}) . Then the following formulas are
satisfied.
1. For any f ∈ Sβ(F2(o))(E3)
γ∗βγ
∗(f ⊗ ν) = β∗γ(β
∗(f)⊗ ν). (105)
2. For any G ∈ S ′F2(o)∩X (X
′)
β∗(βγ)∗(G⊗ ν) = γ∗((γβ)∗(G)⊗ ν). (106)
Proof is analogous to the proofs of proposition 21 and 22, and it is reduced to the
corresponding analog of formula (29) for objects of category Car1 (to prove formu-
la (105)) and to the corresponding analog of formula (30) for objects of category
Car1 (to prove formula (106)), see remark 8. The proposition is proved.
11.2
We consider again diagram (97). If E1 and D are c -objects, then E2 ×
E3
D is a
c -object. Indeed, it follows from the admissible triple from category Car2 :
0 // E1 //
γα
E2 ×
E3
D //
γβ
D // 0. (107)
Let o ∈ I2 . Then from (107) we obtain the canonical isomorphism
µ(F2(o) ∩X | X) = µ(F2(o) ∩ V1 | V1)⊗C µ(β(F2(o)) ∩ Y | Y ). (108)
(The subspaces, which appear in formula (108), are elements of the filtration of
corresponding objects from category Car2 . Therefore the spaces of virtual measures
are well-defined, see section 6.)
We have from diagram (97) the following admissible triple from Car2 :
0 // E2 ×
E3
D //
βγ
E2 //
δβ
B // 0.
Proposition 25 Using notations of diagram (97), let E1 and D be c -objects.
Let o ∈ I2 , µ ∈ µ(F2(o) ∩ V1 | V1) , ν ∈ µ(β(F2(o)) ∩ Y | Y ) . Then the following
formulas are satisfied.
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1. For any f ∈ SF2(o)(E2)
(δβ)∗(f ⊗ (µ⊗ ν)) = δ∗(β∗(f ⊗ µ)⊗ ν). (109)
2. For any G ∈ S ′δβ(F2(o))(B)
(δβ)∗(G⊗ (µ⊗ ν)) = β∗(δ∗(G⊗ ν)⊗ µ). (110)
Remark 22 Due to (108) we have that µ⊗ ν ∈ µ(F2(o) ∩X | X) .
Proof of proposition 25. Let j0 ∈ I2 be such that F2(j0) ∩ V1 = V1 and
β(F2(j0)) ∩ Y = Y . We consider arbitrary j ≥ i ∈ I2 such that j ≥ j0 . Then
the analog of formula (35) from proposition 8 for objects of category Car1 (see re-
mark 8) is satisfied for the maps βji , δji and (βδ)ji = δjiβji (see diagram (98)).
We multiply this formula by corresponding measure spaces, and then we take the
limit with respect to j ≥ i ∈ I2 ( j ≥ j0 ). Using explicit construction of direct
image from proposition 17, we obtain formula (109).
Formula (110) can be obtained by analogous reasonings, but one has to use the
analog of formula (36) from proposition 8 for objects of category Car1 (see remark 8).
The proposition is proved.
Using notations of diagram (97), we suppose that E1 and D are cf -objects.
Then from admissible triple from category Car2 (107) it follows that E2 ×
E3
D is also
a cf -object.
Proposition 26 Using notations of diagram (97), let E1 and D be cf -objects.
Let o ∈ I2 . Then the following formulas are satisfied.
1. For any f ∈ Sδβ(F2(o))(B)
(δβ)∗(f) = β∗δ∗(f). (111)
2. For any G ∈ S ′F2(o)(E2)
(δβ)∗(G) = δ∗β∗(G). (112)
Proof . We consider arbitrary elements j ≥ i ∈ I2 . Then the analog of formula (37)
from proposition 8 for objects of category Car1 (see remark 8) is satisfied for the
maps βji , δji and (βδ)ji = δjiβji (see diagram (98)). We multiply this formula
by corresponding measure spaces, and then we take the limit with respect to j ≥
i ∈ I2 . Using explicit construction of inverse image from proposition 19, we obtain
formula (111).
Formula (112) can be obtained by analogous reasonings, but one has to use the
analog of formula (38) from proposition 8 for objects of category Car1 (see remark 8).
The proposition is proved.
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A little bit rewriting (and redenoting) diagram (97), we obtain the following
commutative diagram of morphisms between objects from category Car2 :
0 0
0 E1 E2 E3 0
0 E1 H ′ E3 ∐E2
H ′ 0
L′ L′
0 0
























// //
α






















//
β












α′
//











βα′
// //
α′α
//
α′β












θ
//











θ′
























(113)
In this diagram two horizontal and two vertical triples are admissible triples from
category Car2 .
Let Ei = (Ii, Fi, Vi) ( 1 ≤ i ≤ 3 ), H
′ = (J ′, T ′,W ′) as objects from category
Car2 . From admissible triple from category C
ar
2
0 // E3 //
βα′
E3 ∐
E2
H ′ //
θ′
L′ // 0 (114)
we obtain that if E3 and L
′ are d -objects, then E3 ∐
E2
H ′ is also a d -object.
Let o ∈ J ′ be any, then from (114) we canonically have
µ(α′β(T
′(o)) | {0}) = µ(β(T ′(o) ∩ V2) | {0}) ⊗C µ(θ(T
′(o)) | {0}). (115)
(The subspaces, which appear in formula (115), are elements of the filtration of
corresponding objects from category Car2 . Therefore the spaces of virtual measures
are well-defined, see section 6.)
From diagram (113) we have an admissible triple from category Car2
0 // E1 //
α′α
H ′ //
α′β
E3 ∐
E2
H ′ // 0.
Proposition 27 Using notations of diagram (113), let E3 and L
′ be d -objects.
Let o ∈ J ′ , µ ∈ µ(β(T ′(o) ∩ V2) | {0}) , ν ∈ µ(θ(T
′(o)) | {0}) . Then the following
formulas are satisfied.
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1. For any f ∈ ST ′(o)(H
′)
(α′α)∗(f ⊗ (µ ⊗ ν)) = α∗((α′)∗(f ⊗ ν)⊗ µ). (116)
2. For any G ∈ S ′T ′(o)∩V1(E1)
(α′α)∗(G⊗ (µ⊗ ν)) = (α
′)∗(α∗(G⊗ µ)⊗ ν). (117)
Remark 23 Due to (115) we have that µ⊗ ν ∈ µ(α′β(T
′(o)) | {0}) .
Proof of proposition. Formula (116) can be reduced to the analog of formula (40)
from proposition 9 for objects of category Car1 (see remark 8) after the taking the
projective limit with respect to j ≥ i ∈ J ′ , where i ≤ i0 , and i0 is chosen such that
θ(T ′(i0)) = {0} and β(T
′(i0)∩ V2) = {0} . At that we use the explicit construction
of inverse image from proposition 18. (Compare with the proof of proposition 26.)
Formula (117) can be proved analogously, but one has to use the analog of
formula (41) from proposition 9 for objects of category Car1 (see remark 8) and
take the inductive limit. The proposition is proved.
Using notations of diagram (113) we suppose that E3 and L
′ are df -objects.
Then from admissible triple from category Car2 (114) it follows that E3 ∐
E2
H ′ is
also a df -object.
Proposition 28 Using notations of diagram (113), let E3 and L
′ are df -objects.
Let o ∈ J ′ . Then the following formulas are satisfied.
1. For any f ∈ ST ′(o)∩V1(E1)
(α′α)∗(f) = (α
′)∗α∗(f). (118)
2. For any G ∈ S ′T ′(o)(H
′)
(α′α)∗(G) = α∗((α′)∗(G). (119)
Proof of formula (118) can be reduced to the analog of formula (42) from propo-
sition 9 for objects of category Car1 (see remark 8) after the choice of j ≥ i ∈ J
′
and taking the projective limit with respect to this j ≥ i ∈ J ′ . At that we use the
explicit construction of direct image from proposition 20.
The proof of formula (119) is analogous, but one has to take the inductive limit
with respect to j ≥ i ∈ J ′ and use the analog of formula (43) instead of the analog
of formula (42) (see remark 8). The proposition is proved.
12 Fourier transform and direct and inverse
images
Let
0 // E1 //
α
E2 //
β
E3 // 0
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be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) ,
1 ≤ i ≤ 3 . We suppose that Ei ( 1 ≤ i ≤ 3 ) is a complete object from cate-
gory Car2 . Then
ˇˇEi = Ei , 1 ≤ i ≤ 3 .
By definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2;
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
We consider the following admissible triple from category Car2 :
0 // Eˇ3 //
βˇ
Eˇ2 //
αˇ
Eˇ1 // 0.
We have Eˇi = (I
0
i , F
0
i , Vˇi) , 1 ≤ i ≤ 3 . We recall that the partially ordered set I
0
i
( 1 ≤ i ≤ 3 ) is equal to Ii as a set, but has inverse partial order comparing with Ii
( 1 ≤ i ≤ 3 ). We have that for any i, j ∈ I2 :
αˇ(F 02 (i)) = F
0
1 (ε(i))
F 02 (i) ∩ Vˇ3 = F
0
3 (γ(i)).
(120)
For any i, j ∈ I2 we have from formula (77) that
µ(F1(ε(i)) | F1(ε(j))) = µ(F
0
1 (ε(i)) | F
0
1 (ε(j)))
µ(F3(γ(i)) | F3(γ(j))) = µ(F
0
3 (γ(i)) | F
0
3 (γ(j))).
(121)
We have the following statements.
Proposition 29 Let o ∈ I2 . The following diagrams are commutative.
1. If E1 is a c -object, then
SF2(o)(E2)⊗C µ(F1(ε(o)) | V1) SF3(γ(o))(E3)
SF 02 (o)(Eˇ2)⊗C µ(F
0
1 (ε(o)) | {0}) DF 03 (γ(o))(Eˇ3).
//
β∗

F⊗Idµ(F1(ε(o))|V1)

F
//
(βˇ)∗
2. If E3 is a d -object, then
SF2(o)(E2)⊗C µ(F3(γ(o)) | {0}) SF1(ε(o))(E1)
SF 02 (o)(Eˇ2)⊗C µ(F
0
3 (γ(o)) | Vˇ3) SF 01 (ε(o))(Eˇ1).
//
α∗

F⊗Idµ(F3(γ(o))|{0})

F
//
(αˇ)∗
3. If E1 is a c -object, then
S ′F3(γ(o))(E3)⊗C µ(F1(ε(o)) | V1) S
′
F2(o)
(E2)
S ′F 03 (γ(o))
(Eˇ3)⊗C µ(F
0
1 (ε(o)) | {0}) S
′
F 02 (o)
(Eˇ2).
//
β∗

F⊗Idµ(F1(ε(o))|V1)

F
//
(βˇ)∗
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4. If E3 is a d -object, then
S ′F1(ε(o))(E1)⊗C µ(F3(γ(o)) | {0}) S
′
F2(o)
(E2)
S ′F 01 (ε(o))
(Eˇ1)⊗C µ(F
0
3 (γ(o)) | Vˇ3) S
′
F 02 (o)
(Eˇ2).
//
α∗

F⊗Idµ(F3(γ(o))|{0})

F
//
(αˇ)∗
5. If E1 is a cf -object, then
SF3(γ(o))(E3) SF2(o)(E2)
SF 03 (γ(o))(Eˇ3) SF 02 (o)(Eˇ2).
//
β∗

F

F
//
(βˇ)∗
6. If E3 is a df -object, then
SF1(ε(o))(E1) SF2(o)(E2)
SF 01 (ε(o))(Eˇ1) SF 02 (o)(Eˇ2).
//
α∗

F

F
//
(αˇ)∗
7. If E1 is a cf -object, then
S ′F2(o)(E2) S
′
F3(γ(o))
(E3)
S ′F 02 (o)
(Eˇ2) S
′
F 03 (γ(o))
(Eˇ3).
//
β∗

F

F
//
(βˇ)∗
8. If E3 is a df -object, then
S ′F2(o)(E2) S
′
F1(ε(o))
(E1)
S ′F 02 (o)
(Eˇ2) S
′
F 01 (ε(o))
(Eˇ1).
//
α∗

F

F
//
(αˇ)∗
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Proof follows from formulas (120) and (121), constructions of two-dimensional di-
rect and inverse images from section 10, construction of two-dimensional Fourier
transform from section 8, and corresponding analogs of propositions 10 and 11 for
objects of category Car1 (see remark 8), which connect direct and inverse images
with Fourier transform on objects of category Car1 . The proposition is proved.
13 Two-dimensional Poisson formulas
In this section we obtain two-dimensional Poisson formulas: the Poisson formula I
(subsection 13.1) and the Poisson formula II (subsection 13.2).
13.1 Poisson formula I
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where
Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 . We suppose that Ei ( 1 ≤ i ≤ 3 ) is a complete
object from category Car2 . By definition, there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2;
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
Let o ∈ I2 . If we suppose that E1 is a c -object, then from any
µ ∈ µ(F1(ε(o)) | V1) we canonically construct 1µ ∈ S
′
F1(ε(o))
(E1) in the follow-
ing way. By definition, we have
S ′F1(ε(o))(E1) = lim−→
k∈I1
S ′(V1/F1(k))⊗C µ(F1(ε(o)) | k). (122)
By definition, µ(F1(ε(o)) | V1) ⊂ S
′(V1/F1(ε(o))) . Therefore µ ∈ S
′(V1/F1(ε(o))) .
In formula (122) we take k = ε(o) . Then µ(F1(ε(o)) | k) = C and we put
1 ∈ µ(F1(ε(o)) | ε(o)) . Therefore µ gives 1µ ∈ S
′
F1(ε(o))
(E1) by formula (122).
Let o ∈ I2 . If we suppose that E3 is a d -object, then from any
ν ∈ µ(F3(γ(o)) | {0}) we canonically construct δν ∈ S
′
F3(γ(o))
(E3) in the following
way. By definition, we have
S ′F3(γ(o))(E3) = lim−→
k∈I2
S ′(F3(k))⊗C µ(F3(γ(o)) | {0}). (123)
In formula (123) we take k = γ(o) . Then we put δ ∈ S ′(F3(γ(o))) in formula (123),
where < δ, f >
def
= f(0) , f ∈ S(F3(γ(o))) with respect to the pairing (58). (The
element δ can be also defined as the projective limit of Dirac delta functions ac-
cording to formula (57).) We put also ν ∈ µ(F3(γ(o)) | {0}) in formula (123). Thus
we have constructed δν ∈ S
′
F3(γ(o))
(E3) .
We note that
F(1µ) = δµ and F(δν) = 1ν (124)
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under the maps
F : S ′F1(ε(o))(E1)
// S ′F 01 (ε(o))
(Eˇ1) and
F : S ′F3(γ(o))(E3)
// S ′F 03 (γ(o))
(Eˇ3).
(We used that
µ(F1(ε(o)) | V1) = µ(F
0
1 (ε(o)) | {0}) and µ(F3(γ(o)) | {0}) = µ(F
0
3 (γ(o)) | Vˇ3).)
Now we suppose that simultaneously E1 is a c -object, and E3 is a d -object.
Let o ∈ I2 . Then from any µ ∈ µ(F1(ε(o)) | V1) , ν ∈ µ(F3(γ(o)) | {0}) it is
well-defined the characteristic function
δE1,µ⊗ν
def
= α∗(1µ ⊗ ν) ∈ S
′
F2(o)
(E2). (125)
We have the following statement.
Lemma 5 The following equality is satisfied
δE1,µ⊗ν = β
∗(δν ⊗ µ).
Proof follows from constructions and corresponding statements for the following
admissible triple from category Car1 :
0 // V1/F1(ε(k2)) //
F2(k1)
F2(k2)
// F3(γ(k1)) // 0,
where k1 ≥ o ≥ k2 ∈ I2 and F1(ε(k1)) = V1 , F3(γ(k2)) = {0} . The lemma is
proved.
Now we have the following first two-dimensional Poisson formula.
Theorem 1 (Poisson formula I) . Let E1 be a c -object. Let E3 be a d -object.
Let o ∈ I2 . Then for any µ ∈ µ(F1(ε(o)) | V1) , ν ∈ µ(F3(γ(o)) | {0}) we have
F(δE1,µ⊗ν) = δEˇ3,ν⊗µ.
Proof follows from lemma 5, from formulas (124), and from proposition 29 about
connection of direct and inverse images with two-dimensional Fourier transform.
The theorem is proved.
Definition 21 Let E = (I, F, V ) ∈ Ob(Car2 ) . We will say that an element g ∈
AutCar2 (E) satisfies condition (∗) iff the following two conditions are satisfied.
1. g ∈ AutCar2 (E)
′ (see definition 20).
2. Let i ≥ j ∈ I be any. Let g(F (i)) = F (p) , g(F (j)) = F (q) for some p ≥
q ∈ I . Let Ej,i = (Ij,i, Fj,i, F (i)/F (j)) , and Eq,p = (Iq,p, Fq,p, F (p)/F (q)) be
the corresponding objects of category Car1 constructed from E . Then for any
l ∈ Ii,j there is rl ∈ Iq,p such that gFj,i(l) = Fq,p(rl) , and for l1 ≤ l2 ∈ Ij,i
we have that rl1 ≤ rl2 ∈ Iq,p .
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Remark 24 It is not difficult to see that subgroups of AutCar2 (E) for E ∈ Ob(C
ar
2 )
which was considered in remark 16 consist of elements satisfying condition (∗) .
We consider any admissible triple of complete objects from category Car2 :
0 // E1 //
α
E2 //
β
E3 // 0,
where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 , and E1 is a c -object, E3 is a d -object.
Let g ∈ AutC2(E2) satisfies condition (∗) (see definition 21). Then we have the
following admissible triple from category Car2 :
0 // gE1 //
g(α)
gE2 //
g(β)
gE3 // 0, (126)
where gE2 = E2 , gE3 = E2/gE1 .
From (126) we have canonically
µ(F2(o) | gF2(o)) = µ(F2(o) ∩ gV1 | gF1(ε(o))) ⊗C µ(g(β)(F2(o)) | gF3(γ(o))).
Then for any a ∈ µ(F2(0) | gF2(0)) we consider a = b⊗ c , where
b ∈ µ(F2(o) ∩ gV1 | gF1(ε(o))), c ∈ µ(g(β)(F2(o)) | gF3(γ(o))).
Under conditions and notations of theorem 1 we have
gµ ∈ µ(gF1(ε(o)) | gV1), gν ∈ µ(gF3(γ(o)) | {0}).
We have g˜ = (g, a) ∈ ̂AutCar2 (E2)
′
F2(o)
. Then we obtain
R′g˜(δE1,µ⊗ν) = δgE1,(gµ⊗b)⊗(gν⊗c) = δgE1,gµ⊗gν⊗a.
Corollary 2 Let (g, a) ∈ ̂AutCar2 (E2)
′
F2(o)
such that g ∈ AutCar2 (E2) satisfies
condition (*) from definition 21. Then we have
F(δgE1,gµ⊗gν⊗a) = δgˇ−1(Eˇ3),gˇ−1(ν)⊗gˇ−1(µ)⊗a.
Proof follows from theorem 1 (Poisson formula I) and section 9.5. The corollary is
proved.
13.2 Poisson formula II
Let
0 // E1 //
α
E2 //
β
E3 // 0
be an admissible triple from category Car2 , where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 . We
suppose that Ei ( 1 ≤ i ≤ 3 ) is a complete object from category C
ar
2 . By definition,
there are order-preserving functions:
(i) γ : I2 // I3 such that β(F2(i)) = F3(γ(i)) for any i ∈ I2;
(ii) ε : I2 // I1 such that F2(i) ∩ V1 = F1(ε(i)) for any i ∈ I2.
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If E1 is a cf -object, then using remark 13 we have
S(E1) = lim
←−
i≥j∈I1
S(F1(i)/F1(j)).
We have that F1(i)/F1(j) is a compact object from category C
ar
1 (for any i ≥ j ∈
I1 ). Therefore 1 ∈ S(F1(i)/F1(j)) . Taking the projective limits, we obtain that in
this case the following element is well-defined:
1 ∈ S(E1). (127)
If E3 is a df -object, then using remark 13 we have
S(E3) = lim
←−
i≥j∈I3
S(F3(i)/F3(j)).
We have that F3(i)/F3(j) is a discrete object from category C
ar
1 (for any i ≥ j ∈
I3 ). Therefore δ0 ∈ S(F3(i)/F3(j)) , where δ0(0) = 1 and δ0(x) = 0 for x 6= 0 ( x
is from underlying abelian group of Car1 -object F3(i)/F3(j) ). Taking the projective
limits, we obtain in this case a well-defined element:
δ0 ∈ S(E3). (128)
We note that
F(1) = δ0 and F(δ0) = 1 (129)
under the maps
F : S(E1) // S(Eˇ1) and
F : S(E3) // S(Eˇ3).
Now we suppose that simultaneously E1 is a cf -object, and E3 is a df -object.
Let o ∈ I2 . Then an element
δE1
def
= α∗(1) ∈ SF2(o)(E2) (130)
is well-defined.
We have the following statement.
Lemma 6 The following equality is satisfied
δE1 = β
∗(δ0).
Proof follows from constructions and corresponding statements for the following
admissible triples from category Car1 (for any i ≥ j ∈ I2 ):
0 //
F1(ε(i))
F1(ε(j))
//
F2(i)
F2(j)
//
F3(γ(i))
F3(γ(j))
// 0,
where F1(ε(i))F1(ε(j)) is a compact object from category C
ar
1 , and
F3(γ(i))
F3(γ(j))
is a discrete
object from category Car1 . The lemma is proved.
Now we have the following second two-dimensional Poisson formula.
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Theorem 2 (Poisson formula II) . Let E1 be a cf -object. Let E3 be a df -object.
Let o ∈ I2 . Then
F(δE1) = δEˇ3 .
Proof follows from lemma 6, from formulas (129), and from proposition 29 about
direct and inverse images and two-dimensional Fourier transform. The theorem is
proved.
We consider any admissible triple of complete objects from category Car2 :
0 // E1 //
α
E2 //
β
E3 // 0,
where Ei = (Ii, Fi, Vi) , 1 ≤ i ≤ 3 , and E1 is a cf -object, E3 is a df -object.
Let g ∈ AutCar2 (E2) satisfies condition (∗) from definition 21. Then we have the
following admissible triple from category Car2 :
0 // gE1 //
g(α)
gE2 //
g(β)
gE3 // 0, (131)
where gE2 = E2 , gE3 = E2/gE1 .
Corollary 3 Let g ∈ AutCar2 (E2) satisfies condition (∗) from definition 21. Then
we have
F(δgE1) = δgˇ−1(Eˇ3).
Proof follows from theorem 2 (Poisson formula II) and section 9.5. The corollary
is proved.
14 An example
In this section we will compute some quotient groups of adelic groups AX of a
two-dimensional scheme X .
14.1 Some quotient groups of adelic groups of algebraic
surface
We recall that in example 4 we computed the group AK/K for a number field K .
Let D be an irreducible projective curve over a field k . Let p ∈ D be a smooth
k -rational point. Then by a similar reasoning as in example 4 we obtain the following
exact sequence:
0 −→
∏
q∈D,q 6=p
Oˆq −→ AD/k(D) −→ Kp/Ap −→ 0, (132)
where k(D) is the field of rational functions on the curve D , Oˆq is the completion
by maximal ideal mq of the local ring Oq of point q ∈ D , Kp = k(D)p is the
fraction field of the ring Oˆp if p is a smooth point (in general, the ring Kp is the
localization of the ring Oˆp with respect to the multiplicative system Op \0 ), Ap is
the ring of regular functions on the affine curve D \ p . We note that Kp ≃ k((t)) .
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If the field k is a finite field, then all terms of sequence (132) have the structure
of compact objects from the category Car1 such that this sequence is an admissible
triple from the category Car1 .
We note that the adelic ring AD and the field of rational functions k(D) are the
groups which appear in adelic complex of the curve D . Indeed, for any quasicoherent
sheaf F on the curve D there is the following adelic complex (see [6], [10, §3.1],
[2], [8]):
AD,0(F) ⊕ AD,1(F) −→ AD,01(F)
whose cohomology groups coincide with the cohomology groups H∗(D,F) . For the
sheaf F = OD we have
AD,0(OD) = k(D), AD,1(OD) =
∏
q∈D
Oˆq,
AD,01(OD) = AD =
∏
q∈D
′
Kq,
where
∏′ denotes the restricted (adelic) product. Thus, we obtained that
AD/k(D) = AD,01(OD)/AD,0(OD). (133)
Now let X be a two-dimensional scheme. For any quasicoherent sheaf F on X
there is the following adelic complex (see [6], [10, §3.3]):
AX,0(F)⊕AX,1(F)⊕AX,2(F) −→ AX,01(F)⊕AX,02(F)⊕AX,12(F) −→ AX,012(F)
(134)
whose cohomology groups coincide with the cohomology groups H∗(X,F) .
Let X be a smooth irreducible surface over a field k , and C be a divisor on
X . For the sheaf F = OX(C) we define the components of adelic complex (134) as
subgroups of the group ∏
p∈D
Kp,D,
where this product is taken over all pairs: irreducible curves D on X and points
x on D . For every such pair x ∈ D the ring Kx,D is a finite product of two-
dimensional local fields such that if the point x is a smooth point of the curve D ,
then the ring Kx,D = k(x)((u))((t)) is a two-dimensional local field (see [10, §2.2,
§3.3]). Now
AX,012(OX(C)) = AX =
∏
x∈D
′
Kx,D,
where the adelic product
∏′ fx,D is given inside the usual product ∏ fx,D by the
following two conditions:
• for a fixed irreducible curve D ⊂ X and a local equation tD = 0 of the curve
D on some open affine subset U ⊂ X we demand that
{fx,D} ∈ AD((tD)),
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• for all except a finite number of irreducible curves D ⊂ X we demand that
{fx,D} ∈ AD[[tD]].
Let OˆD be the completion of local ring of an irreducible curve D ⊂ X , KD
be its fraction field, Oˆx be the completion of local ring of a point x ∈ X , Kx =
Oˆx · k(X) inside the fraction field of the ring Oˆx , Oˆx,D be the product of rings of
discrete valuation of two-dimensional local fields that belong to the ring Kx,D .
We have the following groups, which are diagonally embedded into the group
AX :
AX,0(OX(C)) = k(X), AX,1(OX(C)) =
∏
D⊂X
OˆD ⊗OX OX(C),
AX,2(OX(C)) =
∏
x∈X
Oˆx ⊗OX OX(C),
AX,01(OX(C)) =
∏
D⊂X
′
KD :=
( ∏
D⊂X
KD
)
∩ AX ,
AX,12(OX(C)) =
∏
x∈D
′
Oˆx,D ⊗OX OX(C) :=
(∏
x∈D
Oˆx,D ⊗OX OX(C)
)
∩ AX .
In the sequel we will omit indication on the sheaf in adelic notations when this
sheaf is the structure sheaf OX , and we will use simple notations in this case:
AX = AX,012 , AX,0 , AX,1 , AX,2 , AX,01 , AX,02 , AX,12 .
The analog of formula (133) for the case of projective algebraic surface X is the
following expression:
AX
AX,01 + AX,02
=
AX,012(OX)
AX,01(OX) + AX,02(OX)
. (135)
We want to obtain for expression (135) an exact sequence which will be analogous
to exact sequence (132), and also to the sequences from example 4 for the case of
arithmetical surfaces.
Theorem 3 Let X be a projective smooth irreducible algebraic surface over a field
k . Let Ci , 1 ≤ i ≤ k be irreducible curves on X . We suppose that C =
⋃
1≤i≤k
Ci
is an ample divisor on X . Then there is the following exact sequence:
0→
∏′
x∈D,D 6⊂C
Oˆx,D∏
D⊂X,D 6⊂C
OˆD +
∏
x∈X,x/∈C
Oˆx
→
AX
AX,01 + AX,02
→
∏
1≤i≤k
∏′
x∈Ci
Kx,Ci∏
1≤i≤k
KCi +
∏′
x∈C
Bx
→ 0,
(136)
where Bx is a subring of the ring Kx defined as
Bx
def
=
⋂
D⊂X,D 6⊂C
(
Kx ∩ Oˆx,D
)
.
(The intersection Kx ∩ Oˆx,D is taken in the ring Kx,D .)
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Remark 25 This theorem is am elaboration of the constructions introduced in [13,
14].
Remark 26 We can rewrite the first term in sequence (136) in the following way:
∏′
x∈D,D 6⊂C
Oˆx,D∏
D⊂X,D 6⊂C
OˆD +
∏
x∈X,x/∈C
Oˆx
=
∏
D⊂X,D 6⊂C
( ∏′
x∈D
Oˆx,D
OˆD
)
∏
x∈X,x/∈C
Oˆx
(137)
For a fixed irreducible curve D ⊂ X such that D 6⊂C we have that∏′
x∈D
Oˆx,D = AD[[tD]], OˆD = k(D)[[tD]].
Hence, ∏′
x∈D
Oˆx,D
OˆD
= (AD/k(D))[[t]] (138)
We suppose that the field k is a finite field. Then by exact sequence (132)
we have that the group AD/k(D) has a structure of compact object from cate-
gory Car1 . More exactly, it is an object from category C
fin
1 . Therefore the group
(AD/k(D))[[t]] has also a structure of compact object from category C
fin
1 . (We have
to use the structure of object of category Cfin1 which is similar to the Tikhonov
topology on the infinite product of compact topological spaces.) For a point x ∈ X
the group Oˆx is a profinite group, therefore it also has a structure of compact object
from category Cfin1 . Hence we obtain that the group given by expression (137) has
also a structure of compact object from category Cfin1 .
Proof (of theorem 3). We define an open subset U = X \ C . By condition of
theorem, the divisor C on the surface X is an ample divisor. Therefore for the
quasicoherent sheaf F
def
= lim
−→
n∈N
OX(nC) we have that
H1(X,F) = 0 and H2(X,F) = 0,
because H i(X,F) = lim
−→
n∈N
H i(X,OX (nC)) , and H
i(X,OX (nC)) = 0 when i > 0
and n ∈ N is sufficiently large. By definition (see [2], [8], [6], [10]), the adelic groups
of quasicoherent sheaves commute with inductive limits. Hence, we have that inside
of the group AX,012(F) = AX,012 = AX the following properties are satisfied:
AX,1(F) = AX,12(F) ∩ AX,01(F) and AX,2(F) = AX,12(F) ∩ AX,02(F),
because, by construction, these properties are satisfied for the adelic groups of
sheaves OX(nC) , n ∈ N . Therefore from H
1(X,F) = 0 and adelic complex (134)
we obtain that inside of the group AX :
AX,12(F) ∩ (AX,01 + AX,02) = (AX,12(F) ∩ AX,01) + (AX,12(F) ∩ AX,02), (139)
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because AX,01(F) = AX,01 and AX,02(F) = AX,02 . By definition,
AX,12(F) =
∏′
x∈D,D 6⊂C
Oˆx,D ⊕
∏
1≤i≤k
∏′
x∈Ci
Kx,Ci , (140)
AX,01 =
∏′
D⊂X,D 6⊂C
KD ⊕
∏
1≤i≤k
KCi , (141)
AX,02 =
∏′
x∈U
Kx ⊕
∏′
x∈C
Kx. (142)
Hence, and using formula (139), we obtain that
AX,12(F)∩ (AX,01+AX,02) =
 ∏
D⊂X,D 6⊂C
OˆD ⊕
∏
1≤i≤k
KCi
+(∏
x∈U
Oˆx ⊕
∏′
x∈C
Bx
)
.
(143)
We consider now a natural map
φ :
∏′
x∈D,D 6⊂C
Oˆx,D −→
AX
AX,01 + AX,02
. (144)
By definition, we have that
Ker φ = (
∏′
x∈D,D 6⊂C
Oˆx,D) ∩ (AX,01 + AX,02) ⊃
∏
D⊂X,D 6⊂C
OˆD +
∏
x∈U
Oˆx.
From formula (140) we have that AX,12(F) ⊃
∏′
x∈D,D 6⊂C
Oˆx,D . Therefore
AX,12(F) ∩ (AX,01 + AX,02) ⊃ Ker φ.
Hence, by formula (143) we have that
Ker φ =
∏
D⊂X,D 6⊂C
OˆD +
∏
x∈U
Oˆx, (145)
because
∏′
x∈D,D 6⊂C
Oˆx,D ⊃ Kerφ , and elements of the group
∏′
x∈D,D 6⊂C
Oˆx,D have only
the zero projections to any subgroups Kx,Ci ( x ∈ Ci , 1 ≤ i ≤ k ) of adelic group
AX , but any nonzero element from the group
∏
1≤i≤k
KCi or the group
∏′
x∈C
Bx has
the nonzero projection to some subgroup Kx,Ci ( x ∈ Ci , 1 ≤ i ≤ k ) of adelic
group AX .
Now from formulas (144) and (145) it follows the exactness of the beginning of
sequence (136).
From H2(X,F) = 0 and adelic complex (134) we have that
AX = AX,12(F) + AX,01 + AX,02. (146)
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We denote the subgroup AUX,12(F)
def
=
∏′
x∈D,D 6⊂C
Oˆx,D of the group AX . Now formu-
la (140) can be rewritten as the following formula:
AX,12(F) = A
U
X,12(F) ⊕
∏
1≤i≤k
∏′
x∈Ci
Kx,Ci . (147)
From formula (146) we have the following evident exact sequence:
AX,12(F) ∩ (A
U
X,12(F) + AX,01 + AX,02)
AUX,12(F)
→֒
AX,12(F)
AUX,12(F)
։
AX
AUX,12(F) + AX,01 + AX,02
.
(148)
We denote the group
G
def
=
AX,12(F) ∩ (AX,01 +AX,02)
AUX,12(F) ∩ (AX,01 +AX,02)
,
and we consider a map:
ψ : G −→
AX,12(F) ∩ (A
U
X,12(F) +AX,01 + AX,02)
AUX,12(F)
. (149)
It is clear that the map ψ is an isomorphism.
We want to prove the following isomorphism of groups:
G ≃
∏
1≤i≤k
KCi +
∏′
x∈C
Bx. (150)
By definition,
AUX,12(F) ∩ (AX,01 + AX,02) ⊃
∏
D⊂X,D 6⊂C
OˆD +
∏
x∈U
Oˆx. (151)
From formula (143) we have a natural map
ξ :
∏
1≤i≤k
KCi +
∏′
x∈Ci
Bx −→ G.
From formulas (143) and (151) we obtain that the map ξ is a surjective map.
The map ξ is an injective map, because the image of map ξ does not contain
the subgroup AUX,12(F) . Thus, the map ξ is an isomorphism, and we have proved
formula (150).
From formula (147) we have that
AX,12(F)
AUX,12(F)
≃
∏
1≤i≤k
∏′
x∈Ci
Kx,Ci .
Hence and from formulas (148)–(150), we obtain the exactness of the middle and
the end of sequence (136). The theorem is proved.
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14.2 More refined computation
In this subsection we will compute the last nonzero term of sequence (136) more
explicitly.
Theorem 4 Let X be a projective smooth irreducible algebraic surface over a field
k . Let Ci , 1 ≤ i ≤ k be irreducible curves on X . Let C =
⋃
1≤i≤k
Ci . Let the point
p =
⋂
1≤i≤k
Ci . There is the following isomorphism:
∏
1≤i≤k
∏′
x∈Ci
Kx,Ci∏
1≤i≤k
KCi +
∏′
x∈C
Bx
≃
∏
1≤i≤k
Kp,Ci∏
1≤i≤k
BCi +Bp
,
where the ring BCi ( 1 ≤ i ≤ k ) is a subring of the field KCi defined as
BCi
def
=
⋂
x∈Ci\p
(KCi ∩Bx).
(The intersection KCi ∩Bx is taken in the ring Kx,Ci .)
Before the proof of this theorem we will prove the following lemma.
Lemma 7 Under conditions of theorem 4, for every 1 ≤ i ≤ k there is the following
isomorphism:
KCi/BCi ≃
∏′
x∈Ci\p
Kx,Ci/Bx.
Proof of lemma 7. We fix 1 ≤ i ≤ k . We have the diagonal embedding: KCi →∏′
x∈Ci\p
Kx,Ci , which induces the map:
η : KCi/BCi −→
∏′
x∈Ci\p
Kx,Ci/Bx.
Now the injectivity of the map η follows from the definition of the ring BC .
We will prove that the map η is a surjective map.
Let JCi be the ideal sheaf of the curve Ci on the surface X . For every n ∈ N
we consider a scheme
Yn = (Ci \ p , OX/J
n
Ci |Ci\p),
which is some infinitesimal neighbourhood of the affine curve Ci \ p in X . For
every l,m ∈ Z such that l < m we consider a coherent sheaf J lCi/J
m
Ci
|Ci\p on the
scheme Ym−l . We have that dimYm−l = 1 , and H
1(Ym−l, J
l
Ci
/JmCi |Ci\p) = 0 for
any l < m ∈ Z , because Ym−l is an affine scheme. Therefore the adelic complex
(see [2], [10]) gives us the following exact sequence Kl,m for every l < m ∈ Z :
0 −→ H0(Ym−l, J
l
Ci/J
m
Ci |Ci\p) −→ AYm−l,0(J
l
Ci/J
m
Ci |Ci\p)⊕AYm−l,1(J
l
Ci/J
m
Ci |Ci\p)
−→ AYm−l,01(J
l
Ci/J
m
Ci |Ci\p) −→ 0.
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For every fixed l ∈ Z the projective system of abelian groups
(H0(Ym−l, J
l
Ci/J
m
Ci |Ci\p) , m > l)
satisfies the ML-condition (the Mittag-Leffler condition), because for any m > l
the map
H0(Ym−l+1, J
l
Ci/J
m+1
Ci
|Ci\p) −→ H
0(Ym−l, J
l
Ci/J
m
Ci |Ci\p)
is a surjective map, as it follows from the following exact sequence of sheaves on the
scheme Ym−l+1 :
0 −→ JmCi/J
m+1
Ci
|Ci\p−→ J
l
Ci/J
m+1
Ci
|Ci\p−→ J
l
Ci/J
m
Ci |Ci\p−→ 0,
and H1(Ym−l+1, J
m
Ci
/Jm+1Ci |Ci\p) = 0 , because J
m
Ci
/Jm+1Ci is a coherent sheaf on
the affine scheme Ym−l+1 .
Now we consider the sequence K := lim
−→
l∈Z
lim
←−
m>l
Kl,m , which is an exact sequence,
because the inductive limit preserves the exactness of sequences, and the projective
limit preserves the exactness due to ML-condition which we have explained above.
The sequence K is of the following type:
0 −→M −→ A0 ⊕ A1 −→ A01 −→ 0, (152)
where as subgroups of the group AX we have
A0 = KCi , A1 =
∏′
x∈Ci\p
Bx. A10 =
∏′
x∈Ci\p
Kx,Ci ,
Now from exactness of sequence (152) we obtain that the map η is a surjective
map. The lemma is proved.
Proof (of theorem 4). Let k = 1 , i.e, C = C1 . We have
∏′
x∈C
Kx,C
KC +
∏′
x∈C
Bx
=
∏′
x∈C\p
Kx,C ⊕Kp,C
KC +
∏′
x∈C\p
Bx ⊕Bp
=
∏′
x∈C\p
Kx,C
∏′
x∈C\p
Bx
⊕
Kp,C
Bp
KC
by lemma 7
=
KC
BC
⊕
Kp,C
Bp
KC
=
KC
BC
⊕
Kp,C
Bp+BC
KC
BC
=
Kp,C
BC +Bp
.
If k > 1 , then we have to do the analogous computation applying lemma 7 k
times: for the curves Ci , 1 ≤ i ≤ k . For example, we do it when k = 2 . In this
case we have∏′
x∈C1
Kx,C1 ⊕
∏′
x∈C2
Kx,C2
KC1 ⊕KC2 +
∏′
x∈C
Bx
=
(
∏′
x∈C1\p
Kx,C1)⊕Kp,C1 ⊕ (
∏′
x∈C2\p
Kx,C2)⊕Kp,C2
KC1 ⊕KC2 + (
∏′
x∈C1\p
Bx)⊕Bp ⊕ (
∏′
x∈C2\p
Bx)
by lemma 7
=
Kp,C1 ⊕Kp,C2
BC1 ⊕BC2 +Bp
.
Theorem 4 is proved.
73
14.3 Case of an arithmetic surface
Let X = C1 ×k C2 , and C = C1 ∪ C2 , p = C1 ∩ C2 . We have the transversal
intersection of the curves C1 and C2 on X . Assume that C1 and C2 are projective
lines over the field k with coordinates t and u such that the point p is given by
local equations t = 0 , u = 0 .
By definition, we have the following rings and fields:
k(C1) = k(t), k(C2) = k(u),
Kp,C1 = k((t))((u)), Kp,C2 = k((u))((t)),
BC1 = k[t
−1]((u)), BC2 = k[u
−1]((t)),
Bp = lim
−→
m∈N,n∈N
u−mt−nk[[u, t]].
We note that the quotient group (see theorem 4)
F =
Kp,C1 ⊕Kp,C2
BC1 ⊕BC2 +Bp
,
where the group Bp is diagonally embedded to the group Kp,C1 ⊕ Kp,C2 , can be
computed by reduction to a single two-dimensional local field, say, the field Kp,C2 .
Namely, we have that 0⊕Kp,C2 +BC1 ⊕BC2 +Bp = Kp,C1 ⊕Kp,C2 . Therefore
0 −→ Kp,C2 ∩ (BC1 ⊕BC2 +Bp) −→ Kp,C2 → F −→ 0, (153)
where the intersection is taken inside the group Kp,C1 ⊕Kp,C2 , and Kp,C2 = 0 ⊕
Kp,C2 is considered inside of this group. The first nonzero group in sequence (153)
is equal to the group BC2 + Kp,C2 ∩ (BC1 + Bp) , since the group BC2 belongs
only to the group Kp,C2 as a subgroup. The group Kp,C2 ∩ (BC1 +Bp) is equal to
the subgroup BC1 ∩ Bp of the group Kp,C1 ⊕ 0 , which is embedded to the group
0⊕Kp,C2 through the inclusion Bp ⊂ Kp,C2 .
At last, we obtain
F =
Kp,C2
BC2 + (BC1 ∩Bp)
=
k((u))((t))
k[u−1]((t)) + k((u))[t−1]
≃ k[[u, t]]ut.
We have the following analogy of this computation for an arithmetic surface. We
consider the surface X as a fibration with projection onto the curve C2 . We want
to compare the surface X fibered over the curve C2 with the simplest arithmetic
surface P 1 over SpecZ . Point p ∈ C2 will correspond to the place ∞ added
to SpecZ . The curve C1 corresponds to the non-existing closed fiber over the
place ∞ . There are the following analogies based on the classical analogy between
algebraic surfaces and arithmetic surfaces (see, for example, [15]):
k(C2)p = k((u)) ∼ R
Kp,C2 ∼ R((t))
BC2 = {regular functions on C2 \ p}((t)) ∼ Z((t))
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BC1 ∩Bp = k((u))[t
−1] ∼ R[t−1]
Using this dictionary one obtains the following analog of the group F :
F ∼
R((t))
Z((t)) +R[t−1]
= (R/Z)[[t]]t ≃ T[[t]]t.
Obviously, on the group T[[t]]t we have a structure of an object from the cate-
gory Car2 such that it is a c -object and a cf -object.
Remark 27 It is also interesting to consider an analog of the first nonzero term
in sequence (136) for the case of an arithmetical surface. We recall the situation
of example 11. We consider a regular two-dimensional scheme X with a projective
surjective morphism X −→ SpecE , where E is the ring of integers in a number
field K , [K : Q] = n . It means that X is an arithmetical surface. Let XK be the
generic fibre of this morphism. Let C ⊂ X be a ”horizontal” irreducible arithmetic
curve, i.e. an integral one-dimensional subscheme C which is surjectively mapped
onto SpecE . The subscheme C corresponds to some closed point pC ∈ XK . We
recall that p1, . . . , pl are all Archimedean places of the field K , and Kpi , 1 ≤ i ≤ l
is the corresponding completion field. Then according to the definition of adelic ring
AarX (see example 11) we have that the following group Ψ is an analog of the first
nonzero term in sequence (136):
Ψ
def
=
(
∏′
x∈D,D 6⊂C
Oˆx,D) ⊕
∏
q∈XK , q 6=pC
Oˆq⊗ˆK(
∏
1≤i≤l
Kpi)∏
D⊂X,D 6⊂C
OˆD +
∏
x∈X,x/∈C
Oˆx
, (154)
where x ∈ D runs over the pairs: integral one-dimensional subschemes D of X
and closed points x on D . A point q is a closed point of the curve XK , the ring
Oˆq is the completion of the local ring of the point q on XK with respect to the
maximal ideal of the point q . By definition,
Oˆq⊗ˆK(
∏
1≤i≤l
Kpi) = lim←−
n∈N
 Oˆq
mˆnq
⊗K (
∏
1≤i≤l
Kpi)
 ,
where mˆq is the maximal ideal of the local ring Oˆq .
Now, we clarify how subgroups from (154) are embedded, one inside another.
We note that for a fixed ”horizontal” arithmetic irreducible curve D ⊂ X there is
the diagonal embedding:
OˆD →֒ (
∏′
x∈D
Oˆx,D) ⊕ OˆpD⊗ˆK(
∏
1≤i≤l
Kpi),
where the point pD ∈ XK corresponds to the irreducible arithmetic curve D ⊂ X ,
and, by construction, OˆD = OˆpD .
For a fixed ”vertical” irreducible curve D ⊂ X (i.e. D is defined over some
finite field) we have only the following diagonal embedding:
OˆD →֒
∏′
x∈D
Oˆx,D.
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Also, for a fixed closed point x ∈ X we have only the following diagonal em-
bedding:
Oˆx →֒
∏
D∋x
Oˆx,D.
Now, similar to (137) we can rewrite the group Ψ in the following way:
Ψ =
Ψ1 ⊕Ψ2∏
x∈X,x/∈C
Oˆx
, (155)
where
Ψ1 =
∏
D⊂X,D 6⊂C
D”horizontal”

∏′
x∈D
Oˆx,D ⊕ OˆpD⊗ˆK(
∏
1≤i≤l
Kpi)
OˆD
 ,
and
Ψ2 =
∏
D⊂X,D 6⊂C
D”vertical”

∏′
x∈D
Oˆx,D
OˆD
 .
For a fixed irreducible ”horizontal” arithmetic curve D ⊂ X let k(D) be the
field of rational functions on D , and let tD = 0 be the local equation of D on
some open subset of X . We have∏′
x∈D
Oˆx,D ⊕ OˆpD⊗ˆK(
∏
1≤i≤l
Kpi)
OˆD
=
(
Ak(D)/k(D)
)
[[tD]].
From example 4 we have that Ak(D)/k(D) is a compact object in category C
ar
1 .
Therefore,
(
Ak(D)/k(D)
)
[[tD]] and, consequently, Ψ1 has structure of c -object
and cf -object from category Car2 (compare with remark 26).
For a fixed irreducible ”vertical” curve D ⊂ X we have∏′
x∈D
Oˆx,D
OˆD
= lim
←−
n∈N
ADn/ADn,0,
where the closed subscheme Dn ⊂ X is given as
Dn = (D,OX/J
n
D),
and JD is the ideal sheaf of the curve D on X . We note that D1 = D . By
induction on n and by reasoning from the beginning of section 14.1 we obtain that
ADn/ADn,0 has structure of a compact object from category C
ar
1 . Hence Ψ2 has
a structure of c -object and cf -object from category Car2 .
Like in remark 26, the group
∏
x∈X,x/∈C
Oˆx has a structure of c -object and cf -
object from category Car2 .
Hence and from (155), we obtain that the group Ψ has a structure of c -object
and cf -object from category Car2 (compare with remark 26).
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