This work proposes a novel neural network architecture, called the Dynamically Controlled Recurrent Neural Network (DCRNN), specifically designed to model dynamical systems that are governed by ordinary differential equations (ODEs). The current state vectors of these types of dynamical systems only depend on their state-space models, along with the respective inputs and initial conditions. Long Short-Term Memory (LSTM) networks, which have proven to be very effective for memory-based tasks, may fail to model physical processes as they tend to memorize, rather than learn how to capture the information on the underlying dynamics. The proposed DCRNN includes learnable skipconnections across previously hidden states, and introduces a regularization term in the loss function by relying on Lyapunov stability theory. The regularizer enables the placement of eigenvalues of the transfer function induced by the DCRNN to desired values, thereby acting as an internal controller for the hidden state trajectory. The results show that, for forecasting a chaotic dynamical system, the DCRNN outperforms the LSTM in 100 out of 100 randomized experiments by reducing the mean squared error of the LSTM's forecasting by 80.0% ± 3.0%.
Introduction
Recurrent neural networks have set the state-of-the-art on an enormous array of diverse time series tasks (Lipton et al., 2015) . They are designed for processing time series by sharing weights through time. It is remarkable that they are so successful at processing general time series, even though time series can be generated by systems of an extremely diverse nature. For example, the mechanisms involved behind a time series generated by a mass-spring-damper system are incomparably different from linguistic time series produced by a generative grammar (Chomsky & Lightfoot, 2002) . This work will distinguish time series as those having been produced by a dynamical system from those that have been produced by a system with an internal memory. Our work designs a novel and easily interpretable recurrent network, based on a standard technique in control theory, namely the Lyapunov linearization method (Lyapunov, 1949) .
In cases where the system has an internal memory, there exists many difficulties in training recurrent networks, such as learning long-term dependencies between the inputs (Bengio et al., 1994; Pascanu et al., 2013) . This is a quintessential difficulty in automatic speech recognition (Ravanelli et al., 2018; Chiu et al., 2018) .
Several variants of the recurrent network have been proposed to alleviate the aforementioned problems, such as the Long Short-Term Memory network, or LSTM (Hochreiter & Schmidhuber, 1997; Gers et al., 1999) ; which have gained wide popularity and have been thoroughly studied (Jozefowicz et al., 2015; Greff et al., 2017) . Various architectures have been proposed as extensions of LSTMs, such as the forget-gate only architecture introduced called the JANET (Van Der Westhuizen & Lasenby, 2018) . These efforts are heavily dependent on memory and contain a memory-cell, which exists in order to retain information from the past and attenuates the effects of vanishing/exploding gradients.
In the case that the input was generated by a dynamical system without memory, such as systems modeled by differential equations, LSTM-like networks will still try to use their memory cell to remember the trajectory of the inputs, instead of learning the underlying equations governing the trajectory of the system. The fundamental problem of modeling dynamical systems with an LSTM is that differential equations do not have a long-term memory, they are only dependent on the current state, input and the equations governing the state evolution. Therefore, LSTM models often try to find the long-term memory dependencies when they do not actually exist.
Lyapunov's linearization method is a mathematical technique developed to study the stability of nonlinear systems (Kalman & Bertram, 1960) . This method allows us to determine the stability of nonlinear systems in the neighborhood of equilibrium points on the basis of the linearized system. In the context of recurrent networks, we treat the hidden states of the recurrent network as the system's state variables, which is important as this allows us to control their trajectories as they propagate forward in time. If the hidden states are unstable, this prevents the network from learning as it saturates its corresponding activation functions and thus leads to vanishing gradients for backpropagation.
With these motivations we develop the Dynamically Controlled Recurrent Neural Network, or DCRNN, which is designed in a way such that Lyapunov's linearization methods are used to control the trajectories of the hidden states.
The key contributions of this paper are:
• Introduce hidden state connections, with learnable coefficients, over a number of previous time steps.
• Construct a nonlinear state-space representation of the network; which is then linearized using Lyapunov's linearization method. The state variables considered are the hidden-states of the recurrent network.
• Control the placement of the eigenvalues of the linearized system by introducing a regularization term to the overall cost function, compelling the eigenvalues to converge to their desired positions during training.
The regularizer acts as a controller to the system in the context of control theory, a concept that we have not seen implemented before, to the best of our knowledge. Neural network architectures exist that introduce gating functions that the designers call a controller cell, for example (Tay et al., 2018) , with the goal that the neural network learn the controller during training. In our design, we impose a controller in the DCRNN that is specifically designed to stabilize the hidden state trajectory through eigenvalue placement, making it consistent with the term controller adapted in control theory.
The DCRNN is a generalization of the vanilla RNN and can also be parameterized to become the constant error carousel structure in LSTM, thus providing greater model flexibility and better representation power.
Related Work
Our neural architecture, the DCRNN, is meant for (i) modeling dynamical systems; it focuses on (ii) controlling hidden states within RNNs, and (iii) uses skip-connections in order to model differential equations of various orders.
This section briefly highlights previous work that concerns these three areas.
Modeling Dynamical Systems Various efforts have been introduced to deal with modeling dynamical systems using RNNs. A generative approach was recently proposed to model time-sereies data by introducing an additional step to an RNN autoencoder . This approach takes as input time-series data, along with the initial state of the data, and uses an external ordinary differential equations (ODE) solver to produce latent state variables that describes a unique latent trajectory of the input. Using this uniquely defined trajectory, predictions can be made arbitrarily far into the future or past. Neitz et. al (2018) introduced the Adaptive Skip Intervals (ASI), which classifies tasks where the labels are generated by dynamical systems. This method adjusts the time-frame at which predictions are made, as the goal is to capture the dynamics of the observed input in terms of causal mechanisms; similar to the causal inference approach. This approach is built to have varying prediction intervals as it searches for the easiest time frames in which the input can be correctly classified, whereas the DCRNN is designed to control trends in the hidden space needed to make an accurate prediction at every time-step.
Containing Hidden States Similar to our efforts in controlling the hidden-states around acceptable values is recurrent batch normalization (Cooijmans et al., 2016) , where hidden states are scaled and normalized according to the layer mean and variance. Through this approach, the hidden states (and input) are essentially zero-meaned and thus are maintained at an acceptable value such that they do not diverge allowing the RNN to learn. The network however is sensitive to initialization of the batch-normalization (BN) network parameters, and vulnerable to overfitting in certain applications, as indicated in the paper. BN was also applied to RNNs in Liao & Poggio, 2016; Amodei et al., 2016) , but was found not to improve results when applied to hidden states. Chang et al. (2017) introduced the DilatedRNN, where the number of time-steps skipped, or dilation, grows exponentially as the number of layers is increased. The DilatedRNN achieves state-of-the-art results even when using vanilla RNN cells. Another approach was to design a hierarchical RNN (El Hihi & Bengio, 1996) , which introduces several levels of state variables operating at different time-scales through discrete time-step delays. As the number of different time-scales considered in the network was increased, the test errors decreased for long-sequence data. However, both cases use an identity mapping for the skip connections, which as discussed above may very likely lead the hidden states to blow-up in value and saturate in their correspond-ing activation functions.
Skip-Connections in RNNs
As mentioned earlier, the term controller used in this paper is consistent with control theory and is different from the term controller in (Tay et al., 2018) which represents a cell that learns gating functions in order to influence their target cell.
Proposed Approach
To improve and control the flow of information through an RNN, we introduce the DCRNN architecture which contains a parameter k ∈ Z + that refers to the number of weighted skip connections across time-steps, in the following manner:
where α i ∈ R n×n , ∀i = 1, . . . , k is a diagonal matrix with diagonal entries α (j) i , ∀j = 1, . . . , n, and ϕ h (·) is the activation function. The matrices α i are referred to as the skip-coefficients, h t ∈ R n are the hidden states commonly used in RNNs, and x t ∈ R n is the input to the RNN. Notice that if we set k = 0, the system reduces to a vanilla RNN. Whereas for k = 1 and α 1 = 1, the system reduces to the constant error carousel structure in the original LSTM paper (Hochreiter & Schmidhuber, 1997) . It should also be noted that the forget gate was added to the LSTM later (Gers et al., 1999) , effective by making α 1 = f t , where f t is the forget gate value. Furthermore, we let the skip-coefficients be learnable parameters in order to allow the network to vary the coefficients such that the the states of the RNN are controlled. To achieve such control, we introduce a regularizer that is added to the loss-function which updates the skipcoefficients such that the states of the RNN never diverge. In order to do so, we create a linearized state-space representation of the network and build the regularizer to ensure that the absolute value of the eigenvalues of the linearized state-space model are inside the unit circle.
State-Space Representation of DCRNN Architecture
With the architecture described above, it becomes possible to define state-vectors as all previous connected hidden states, in the following manner q j t := h t−j , ∀j = 1, . . . , k. Thus, we can create a state-space formulation describing the hidden states' behavior as:
where 1 is the n × n identity matrix. The system in Equation (2) is a nonlinear time-varying dynamical system, which makes it difficult to analyze whether or not the states q n t for n = 1, . . . , k are prone to diverge. However, by Lyapunov's linearization method, the system can be linearized to study the stability of the states in a region around the equilibrium points q e and x e . The equilibrium points can be easily found by setting q t+1 = f (q e , x e ) = 0, which vary according to the chosen activation function. The linearized system can be found by taking the Jacobian of the functions f (q t , x t ) with respect to the states and input to the system evaluated at the equilibrium points, which has the form:
where h.o.t. are the higher order terms of the true nonlinear system. In matrix form the linearized system, after neglecting the higher order terms, is written as:
The assumption made here is that the activation function used is continuously differentiable and locally Lipschitz. The activation function chosen for our experiments is the hyperbolic tangent function, tanh(·), which is continuously differentiable and locally Lipschitz around the origin. We know tanh(q 1 t , x t ) = 0 when (q 1 t , x t ) = (0, 0) for all t, and ∂ϕ(·)
= W rec , where W rec is the recurrent weight matrix. By setting all of the state functions f (q e t , x e t ) = 0, all of the resulting equilibrium points will be at the origin. From Lyapunov's linearization method, it is possible to determine whether the states q j t will converge or not ∀j = 1, 2, . . . , k, by studying the eigenvalues, λ(A), of the matrix A in equation (4) above. Since the system is discrete, to ensure convergence of the states, we require the absolute value of all of the eigenvalues of A to be strictly less than one (Krstic et al., 1995) . In other words, the desired eigenvalues should be inside the unit circle:
where λ * i is the i th desired eigenvalue.
Regularizer for Desired Eigenvalues
As mentioned earlier, the linearized model of the system varies at every training iteration, thus the skip-coefficients constantly need to be adjusted in order to maintain all desired eigenvalues, λ * i for i = 1, . . . , n · k, of the system. Since the skip-coefficients of the network are subject to change at every training iteration, the loss function with respect to the learnable parameters of the network will also change at every training iteration.
For this reason, the parameters for the skip-coefficients are also added as an eigenvalue regularization term in the loss function. In this way the parameter updates take into consideration both the eigenvalue placement, as well as minimizing the classification/regression error.
The eigenvalue regularizer we built is designed to minimize the distance between λ * i for i = 1, . . . , n · k and the eigenvalues of A in (4) as a function of the skip-coefficients, λ(α), by using the Euclidean norm:
Note that the complexity for computing the eigenvalues of a square m × m matrix increases by the order of O(m 2 ). If we denote the cost-function for output of the neural network as C N N , then the overall cost function of the DCRNN becomes:
where β is a constant regularizer parameter and can be simply chosen to be 1 as in our experiments.
Remark 1. The skip-coefficients and the rest of the parameters of the DCRNN are updated simulltaneously, which indicates that the skip-coefficients no longer yield the desired eigenvalues of the new linearized model. However, this does not pose an alarming problem if the learning rate is chosen small enough. This is because the parameters will be updated slow enough such that the new set of λ(A (t+1) ) are in a region close enough to λ(A (t) ), where the superscript (t) refers to the training iteration.
Remark 2. From (5) all the desired eigenvalues must belong inside the unit circle. The closer the eigenvalues are chosen to the origin, the faster the states should converge towards the corresponding equilibrium points, whereas eigenvalues chosen very close to 1 will require a large number of time-steps for h t to converge. Hence, intuitively one would choose a small desired eigenvalue to ensure a more stable trajectory of hidden states, which effectively allows the RNN to learn better.
Backpropagation Through Time with DCRNN
Backpropagation through time (BPTT) is well understood and established (Werbos, 1990) , especially for a standard RNN with no skip connections. However, when skipconnections are introduced into the architecture, as in the DCRNN, the derivation of the BPTT becomes drastically more complex to expand as a function of time. This is because the chain-rule adapted in the standard BPTT needs to be reapplied to all k previously connected hidden states.
In equation form, this expands to include multiple nested summation terms which have the following structure:
This expansion can prove to be tedious at times, especially for larger values of k; thus, we present an alternative approach to expand Equation (8) in the Supplementary Materials. Once the equation is expanded to the T th time step, the following substitutions are recommended:
We present two examples to illustrate BPTT for the DCRNN for the cases where k = 1 and 2, respectively:
1. For the k = 1 case, we show the effect of the BPTT on the gradient by borrowing notations from the proof in (Pascanu et al., 2013) , as follows:
We know that the Jacobian matrix ∂ht ∂ht−1 = α 1 + W T rec diag ϕ ′ (h t−1 ) . Let Λ w = 1 γ be the largest singular value of the recurrent weight matrix W rec , and Λ α be the largest singular value of the skip-coefficient α 1 . Then ∀t:
Let the error of the RNN at time t be denoted by E t . Then it can be shown that
It can be seen that the DCRNN for k = 1 case may still suffer from the vanishing gradients problem. However, as mentioned earlier, the DCRNN is not designed to solve memory-based tasks, but rather to learn the underlying equations that drive dynamic systems. The long-term dependencies problem applies to memory-based problems and not dynamics-based problems, which will be discussed in detail in Section 4.2.
2. For the k = 2 case, we give an example of BPTT for T = 6.
Using equations (8) and (9), and defining α 1 + W T rec diag ϕ ′ (h t−1 ) α * 1 , the example unfolds to be:
Experiments and Results
In this section, we test the performance of the proposed DCRNN on several different tasks. We compare the results with (i) a vanilla RNN with tanh activations, as well as (ii) a LSTM. As previously stated, the explicit hypothesis that we are testing is that memory-based tasks and dynamics-based tasks are two very different kinds of tasks, and as powerful a model as the LSTM is, it seems to be ill-suited for modeling dynamical systems. First, a numerical dataset was created to test the forecasting performance of the DCRNN for data that is generated by a set of ODEs. Second, we test the performance of the DCRNN for a classification task, as well as how different k parameters in the DCRNN leads to different results. We also explain why the long-term dependencies problem does not apply to dynamical problems. Third, we test the performance on the MNIST dataset and a copy memory task (Arjovsky et al., 2016) ).
For all models, we used a single layer with 128 hidden units and a batch size of 1000. All of the networks were trained with the Adam optimizer (Kingma & Ba, 2014) with a learning rate of 0.001, with gradients clipped to 5 (Pascanu et al., 2013) . For DCRNN models, we initialized the weight matrices with Glorot initializers (Glorot & Bengio, 2010) . All models have been implemented in Tensorflow (Abadi et al., 2016) .
Lorentz System Forecasting
Standard machine learning datasets mostly belong to the domains of images or speech, where the sequential data are often not driven by an underlying differential equation. In other words, most of these standard tasks are memorybased tasks and are not dynamics-based tasks. Because of this, we created a simple numerical example to test the performance of the DCRNN with other standard methods.
The Lorentz system is a chaotic dynamical system governed by three coupled differential equations (13).
dz dt = xy − βz Even though the system is chaotic (and so a slight change in initial conditions can yield huge changes in the trajectory), if a neural network is able to learn the underlying differential equation governing the system, then given a new initial condition the same learned neural network should still be able to well model this system. On the other hand, if the neural network is simply trying to remember what the trajectories look like without capturing the equations' underlying dynamics, it will not perform well at this task. See Figure 1 for an example of two trajectories generated by the exact same system but with two different initial conditions.
This hypothesis was tested with a typical Lorenz System of σ = 10, ρ = 28 and β = 8/3, which yield the well known figure-eight-like trajectory. A collection of 200 initial conditions were randomly sampled from a 3- dimensional Gaussian (since the Lorenz System's feature dimension is 3 for the (x, y, z) initial conditions) with zero mean and standard deviation 10. Half of the initial conditions were used to produce a training trajectory of 1, 000 samples and a time step of T = 10 for each of the samples, while the other half were used to produce a testing trajectory of the same length. The goal of the neural network is to forecast the next time step given the present as
where ∆t is set to be 0.01 for all cases. This is thus a direct means of measuring the ability for the neural network to learn the underlying model for the Lorentz system, as the training and testing trajectories can be wildly different due to the chaotic dynamics (as illustrated by example in Figure 1 ) even though the underlying dynamical system is the same. The error is measured as the Euclidean distance between the true position and the predicted position, i.e. E t+1 := ||x t+1 −x t+1 || 2 .
The results of these experiments are listed in Table 1 , where it is seen that the dynamical systems model outperforms the standard RNN model 100 out of 100 experiments. Additionally it is seen that the memory based LSTM model is ill-suited for this task of learning a dynamical system, as it performs the least well in all 100 experiments.
When comparing the reductions in error on this task, averaged over the 100 randomized trials, the DCRNN reduces the error of the LSTM by 80.0% ± 2.99%, and the DCRNN reduces the error of the RNN by 62.0% ± 5.92%. Additionally it is seen that the memory based LSTM model is ill-suited for this task of learning a dynamical system. These results show that the LSTM, although extremely powerful when used to model systems that have some internal memory, has significant difficulty in modeling dynamical systems of differential equations, as its structure does not lend itself well to this task. Conversely, the DCRNN was specifically designed to be able to model dynamical systems, which is why it has the ability to excel at this task.
Lorentz System Classification
This subsections discusses how the parameter k in DCRNN affects the model accuracies, and also discusses why the long-term dependencies problem does not apply to dynamics-based tasks.
For this experiment, we created two Lorenz systems with parameters (a) σ = 10, ρ = 28, β = 8/3 and (b) σ = 11, ρ = 29, β = 3 for classification. The samples from both classes were generated with the same initial conditions of x = 1, y = 1, z = 1 and integration step of ∆t = 0.01. The lengths of the time steps T consist of these following values: T ∈ {10, 20, 50, 100, 200, 500}. Starting at the initial conditions, T time steps of {x, y, z} values will be generated as one sample in the dataset. Then we repeat 20, 000 times for each T value to get 10, 000 training data (randomly chosen from all samples) and the rest as test data. The two systems' trajectories are plotted in Figure 2 .
In Table 2 we list the accuracies for different values of k parameter in the DCRNN as well as for vanilla RNN and LSTM when T = 10. It is shown that as that DCRNN with k = 1 will yield the overall best performance for this classification task. It is consistent with the Lorenz System equations (13) since the current state only depend on its one time-step previous state. Enforcing additional structures on the hidden states by adding hidden states further back in history will lead to worse results. Additionally, as previously discussed in Section 3, a LSTM is a k = 1 network with additional gating functions, and a vanilla RNN is a k = 0 network. The proposed DCRNN with k = 1 can outperform both networks. Figure 3 shows the average test set accuracy for 10 independent training sessions versus the number of epochs. Specifically, the DCRNN with k = 1, 3, 5 and the LSTM results are shown. As the parameter k increases, the DCRNN requires less epochs to converge as the network is doing more computations (adding k-step previous hidden states and calculating eigenvalues of a larger square matrix, the latter of which is much more computationally expensive) per epoch. It is seen that the LSTM is unable to properly learn the dynamical structure of this process, and is vastly overfitting the data.
Furthermore, we will try to illustrate why the so-called "long term dependency problem" (Bengio et al., 1994) is not applicable to dynamics-based tasks. Figure 4 shows the average test accuracy and standard deviation for different time step length T for the DCRNN with parameter k = 2. Contrary to many sequential tasks where the problem becomes harder with increasing sequence length, this classification task becomes easier with larger T , as seen in Figure 4 . A simple geometric interpretation is that we are taking a longer curve of the trajectory generated by the underlying ODEs when we are increasing the sequence length, and the longer the curve is, the easier it is to classify. Therefore, we believe that "sequential tasks" should be carefully divided into two subcategories: memory-based sequential tasks (e.g. speech data) and dynamics-based se- quential tasks (e.g. engineering systems sensory data), due to the vast differences in their behaviours with long-term dependencies. Methods that work extremely well for one of those tasks (e.g. LSTM for memory-based tasks) can easily fail at the other tasks (e.g. LSTM for forecasting or classification of Lorenz Systems), and vice versa.
MNIST and Copying Memory Problem
Although our proposed DCRNN is not designed for memory-based tasks, we still present the results on MNIST and the copying memory problem (Arjovsky et al., 2016) .
For row-by-row MNIST, we treat the 28 × 28 images as sequential data of 28 time steps with 28-dimensional features at each time step. Test accuracies after 200 epochs are reported in Table 3 . The LSTM performs better than the DCRNN. Since there is no dynamical relationship between two adjacent time steps in this dataset, i.e. sequential MNIST was not generated by a system of differential equations, the DCRNN is not able to outperform the LSTM with its memory structure.
The copying memory problem is a more direct way of testing if a model has an explicit memory, and it considers 10 categories {a i } 9 i=0 of T + 20 length data. In the input, the first 10 entries contains actual information that needs to be remembered, and are sampled uniformly from {a i } 7 i=0 . The next T − 1 entries are all a 8 , followed by a delimiter a 9 . The output consists of T + 10 repeated entries of a 8 followed by the first 10 entries from the input. This is a pure memory problem and the goal is to minimize the cross entropy of the predictions at each time step. We can plot the losses for the case of T = 20 in Figure 5 . The blue solid line is the cross entropy loss for the classification results, and the green solid line is the DCRNN regularizer loss. The blue dashed line represents the baseline classification loss for a memoryless strategy. Note that the total loss for optimizing the DCRNN is the sum of the classification loss and regularizer loss as in Equation (7). For this purely memory-based task, it has been shown that a baseline memoryless strategy (which would predict a 8 for T + 10 entries and random guess among {a i } 7 i=0 for last 10 entries) would lead to a categorical loss of 10 log (8) T +20 . To beat this baseline, the system need to be able to process memory, which is why the DCRNN has a higher loss than the baseline. As good as the DCRNN is for modeling dynamical systems governened by ODEs, it is not suitable for memory-based tasks because it does not have a memory structure.
Summary and Discussions
This paper develops a new RNN architecture designed to model data generated by dynamical systems that are governed by ODEs. The DCRNN is a generalization of the vanilla RNN, in that it allows for weighted skip connections to the current hidden state across k-step previous hidden states. From the perspective of dynamical systems and control theory, the notion of Lyapunov stability is introduced to an eigenvalue regularization term in the overall loss function, which imposes a controller for the hidden state trajectory. Experimental results show that the DCRNN is able to outperform LSTM in forecasting and classification tasks of dynamical systems by a substantial margin.
One of the notable findings in the experiments with the DCRNN is that "sequential data" can have very different underlying structures depending on how the data was generated. Data generated by dynamical systems in many physics and engineering domains are often governed by some system of differential equations, while this is not the case for speech or image data (Chomsky & Lightfoot, 2002) . It follows that we should treat memory-based tasks and dynamics-based tasks differently, instead of trying to use a "one-size-fits-all" approach for all sequential time series data.
It was shown that the memory structure in the LSTM, which makes it so effective for memory-based tasks, is also it's own Achilles' heel when modeling dynamical systems, because trying to remember trajectories without learning the dynamical structure is ineffective for machine learning tasks involving nonlinear differential equations. What's more, there is a need for developing standard sequential datasets for dynamical systems. We believe that the MNIST dataset is inappropriate for evaluating sequential models, yet for the lack of standard preprocessed sequential datasets, it is still being used fairly often for proof of concepts.
There are many directions of future research in further developing the DCRNN. It is obvious that if we know the data is generated by a k-th order dynamical system, we should use the same k parameter in the DCRNN. However, a systematic method for selecting the value of the k parameter, given a dataset with unknown dynamics, is an important direction for future study. Additionally, a more rigorous study for selecting the eigenvalues will also help improve the model. Finally, studies on intializing the weight matrix could potentially make the training converge faster.
Supplementary Material Backpropagation Through Time: Combinatorics Shortcuts
The expansion of Backpropagation Through Time (BPTT) for the DCRNN, introduced in Section 3.3, may seem tedious to expand, especially for larger values of k. We present methods using combinatorics to simplify the calculations relating to the expansion of the BPTT.
Due to the space constraint, we will show the example of k = 2 and T = 4 here. This can be easily generalized to multiple time-steps and different k values. For this case, the DCRNN has the following structure: h t = α 1 h t−1 + α 2 h t−2 + ϕ h (h t−1 , x t ). By defining the partial derivatives ∂ht ∂ht−1 = α 1 +W T rec diag ϕ ′ (h t−1 ) α * 1 and ∂ht ∂ht−2 α 2 , we can draw the following tree: Starting at h t , where h t = f (h t−1 , h t−2 ), the error being backpropagated will split to both h t−1 (left child) and h t−2 (right child), with the edge of the tree denoting the respected partial derivatives. The error can be traced back through several branches until h t−4 is reached. By summing up all the branches we should get the total error propagated to T = 4 time steps back. ∂Et ∂ht−4 = (α * 1 ) 4 + 3(α * 1 ) 2 (α 2 ) 1 +(α 2 ) 2 . Note, the value of k dictates the number of branches each edge splits into, meaning for k = 1 trees or k = 0 trees (vanilla RNN), they will only have the left child because the current hidden state only depend on its immediate previous hidden state, i.e. h t = f (h t−1 ). Now for this case (k = 2 and T = 4), we can alternatively treat this problem as trying to go back 4 time steps in total, when you can go back 1 step (∂h t /∂h t−1 ) or 2 steps (∂h t /∂h t−2 ) at a time. Then, this becomes a problem of finding the pair of natural numbers (i, j) such that
If T = 4, then we have 4 = 4 × 1 = 2 × 1 + 1 × 2 = 2 × 2, or (i, j) ∈ ((4, 0), (2, 1), (0, 2)). Looking back at the tree graph, since going left is 1 step and going right is 2 steps, we can take 4 left steps, or 2 left steps and 1 right step, or 2 right steps to reach h t−4 . Once we've settled for each pair of (i, j) values, the associated term is given by
For example, when (i, j) = (2, 1), by using combinatorics we can easily determine that coefficient for the term (α * 1 ) 2 (α 2 ) 1 is 2+1 2 = 3 (basically we are taking 2 left children and 1 right child from the tree, and we need to choose the locations of the two left children among all three children).
Then for the derivation of ∂Et ∂ht−6 for a DCRNN of parameter k = 2 in Section 3.3, we can write the BPTT without having to expand every term by = (α * 1 ) 6 + 5(α * 1 ) 4 (α 2 ) 1 + 6(α * 1 ) 2 (α 2 ) 2 + (α 2 ) 3
This can also be generalized to larger k values. Basically, comparing to vanilla RNN, DCRNN have more terms in its backpropagation and will better model higher order dynamical equations.
