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Abstract
In this paper we study decay of correlations and limit theorems for
generalized baker’s transformations [7, 8, 3, 22, 19]. Our examples are
piecewise non-uniformly hyperbolic maps on the unit square that posses
two spatially separated lines of indifferent fixed points.
We obtain sharp rates of mixing for Lipschitz functions on the unit
square and limit theorems for Ho¨lder observables on the unit square. Some
of our limit theorems exhibit convergence to non-normal stable distribu-
tions for Ho¨lder observables. We observe that stable distributions with
any skewness parameter in the allowable range of [−1, 1] can be obtained
as a limit and derive an explicit relationship between the skewness param-
eter and the values of the Ho¨lder observable along the lines of indifferent
fixed points.
This paper is the first application of anisotropic Banach space meth-
ods [6, 5, 10] and operator renewal theory [21, 12] to generalized baker’s
transformations. Our decay of correlations results recover the results of
[7]. Our results on limit theorems are new for generalized baker’s trans-
formations.
1 Introduction
Intermittent baker’s transformations (IBTs) are invertible, non-uniformly hy-
perbolic, and area preserving skew products on the unit square that generalize
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the classical baker’s transformation [7, 8, 3, 22, 19].
If a map T : X → X preserves a probability measure µ, ψ : X → R is in
L∞(µ), and η : X → R is in L1(µ), then we define the correlation function by
Cor(k;ψ, η, T ) =
∣∣∣∣∫ ψ ◦ T k η dµ− ∫ ψ dµ ∫ η dµ∣∣∣∣ .
If the limit of the correlation function as k tends to infinity is zero for all ψ ∈ L∞
and η ∈ L1, then the map is strongly mixing. If Cor (k;ψ, η, T ) = O ( 1kν ) for
some ν > 0, then we say that the correlations decay at a polynomial rate. If the
rate is independent of the choice of ψ and η in some class of functions, then we
say that T displays a polynomial rate of decay of correlations for observables in
that class. If the class contains functions ψ and η such that1 Cor(k;ψ, η, T )  1kν
as k → ∞, then we say that the rate is sharp. A limit theorem is a statement
of the form: If (H) and
∫
ψ dm = 0, then
1
An
n−1∑
k=0
ψ ◦ T k dist−−→ Z, as n→∞. (1.1)
Where (H) is a dynamical hypothesis, An is a sequence of real numbers, and Z
is a real valued random variable. It is well known [15] that if a map displays
a summable rate of decay of correlations and mild additional hypotheses (H),
then (1.1) is satisfied with An =
√
n and Z = N(0, σ) a normal distribution
with variance determined by the correlation function. When a map displays a
rate of decay of correlations that is not summable it is possible [11] to prove
that (1.1) is satisfied with a different normalizing sequence and Z a stable law,
which may not be normal. In this case more delicate hypotheses are required.
In [7] the authors prove that every IBT displays a sharp polynomial rate of
decay of correlations for Ho¨lder observables via the Young tower method [23].
The Young tower method relies on analyzing an expanding factor map of the
hyperbolic map in question and obtaining rates of decay of correlations for the
factor map. These rates are then lifted to the full hyperbolic map via a posteriori
arguments. Operator renewal theory [21, 12, 13] has been used to obtain sharp
polynomial rates of decay of correlation estimates and convergence to stable
laws when the rate of decay of correlations is not summable. The anisotropic
Banach space methods of [6, 5, 10] are used to analyze the transfer operator
associated to multidimensional maps directly without the need to pass to one
dimensional factors.
In this paper we construct anisotropic Banach spaces adapted to IBTs mod-
eled on the work of [10, 17]. This allows us to analyze the transfer operator
of the two dimensional piecewise non-uniformly hyperbolic IBT directly. IBTs
1The notation f(k)  g(k) as k → ∞ indicates that f and g are in bounded ratio for k
sufficiently large. See Section 2.2 a discussion of asymptotics.
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posses lines of indifferent fixed points that obstruct exponential rates of decay of
correlations and the Lasota-Yorke type arguments used to obtain such results.
In order to treat indifferent fixed points for the full two dimensional map and
obtain sharp polynomial rates of decay of correlations we apply operator renewal
theory. We also use the operator renewal method to obtain limit theorems for
both the summable and non-summable rates of decay of correlations.
Non-normal stable distributions posses a skewness parameter that ranges in
[−1, 1]. In most dynamical applications limit theorems exhibit convergence to
a stable distribution with skewness parameter either equal to 1 or −1. In this
paper we obtain limit theorems that exhibit convergence to stable distributions
with any skewness parameter in [−1, 1] and derive an explicit relationship be-
tween this parameter and properties of the IBT and the observable in question.
We also obtain convergence to the normal distribution with both standard and
non-standard normalizing sequences.
We will obtain the spectral decomposition required to apply operator renewal
theory in Section 5. In Section 5.1 we recover the sharp polynomial rates of
decay of correlations for Lipschitz functions. In Section 5.2 we obtain limit
theorems for IBTs, which is a new result. See Section 1.1 for statements of the
theorems.
1.1 Statement of results
A function φ : [0, 1]→ [0, 1] is an intermittent cut function (ICF) if it is smooth,
strictly decreasing, and there exist constants α0, α1 > 0, c0, c1 > 0, and differ-
entiable functions h0 and h1 defined on a neighborhood of zero with hj(0) = 0
and Dhj(x) = o
(
xαj−1
)
, such that
1− φ(x) = c0xα0 + h0(x), (1.2)
φ(1− x) = c1xα1 + h1(x). (1.3)
Every IBT is uniquely determined by an ICF. We refer to the constants cj and
αj above as the contact coefficients and contact exponents of B respectively.
Given an IBT B we will induce on a subset Λ of the unit square and apply
operator renewal theory to obtain the following.
Theorem 1.1. Suppose that B : [0, 1]2 → [0, 1]2 is an Intermittent Baker’s
Transformation, as defined in Section 2, with contact exponents αj > 0. Let α =
max {α0, α1}. If η and ψ are Lipschitz functions on Λ, then Cor(k;ψ, η,B) =
O
(
k−
1
α
)
. If additionally
∫
η dLeb 6= 0 and ∫ ψ dLeb 6= 0, then Cor(k;ψ, η,B) 
k−
1
α .
It is important to note that we obtain a sharp decay rate in Theorem 1.1.
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c1(1− x)α1
1− c0xα0
φ
Figure 1: An intermittent cut function.
If η and ψ are supported on Λ,
∫
Λ
η 6= 0, and ∫
Λ
ψ 6= 0, then Equation (5.8)
shows that the rate of decay of correlation is asymptotically in bounded ratio
with n−
1
α .
The following is a collection of limit theorems for IBTs. See Theorem 5.4 for
precise statements.
Theorem 1.2. Suppose that ψ : [0, 1]
2 → R is γ-Ho¨lder for some γ ∈ (0, 1] and∫
[0,1]2
ψ dLeb = 0. Let M0 =
∫ 1
0
ψ(0, y1+
1
α0 ) dy and M1 =
∫ 1
0
ψ(1, y1+
1
α1 ) dy.
i. If2 α0, α1 < 1, then (1.1) is satisfied with An =
√
n and Z = N(0, σ2)
where σ2 depends on Cor(k;ψ,ψ, T ) for all k ≥ 0.
ii. If α0 > α1, α0 > 1, and M0 > 0, then (1.1) is satisfied with An = n
α0
α0+1
and Z a stable law of index 1 + 1α0 , and skewness parameter 1.
iii. If α0 = α1 =: α, α > 1, M0 > 0 and M1 < 0, then (1.1) is satisfied
with An = n
α
α+1 and Z a stable law of index 1+ 1α , and skewness parameter
determined by M0 and M1. Any skewness parameter in [−1, 1] is attainable.
iv. If α0 = α1 = 1, M0 6= 0, and M1 6= 0, then (1.1) is satisfied with An =√
n log(n) and Z = N(0, σ2) where σ2 is determined by M0 and M1.
2 Maps
Generalized baker’s transformations are area preserving maps of the unit square
that generalize the classical baker’s transformation. Roughly speaking a gen-
eralized baker’s transformation is a map that realizes the following procedure.
2This hypotheses is weakened substantially in Section 5.2.
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First, select a function φ : [0, 1] → [0, 1] and let A = ∫ φ. Second, slice the
unit square along the line x = A. Third, press the left portion of the square
under the graph of φ. Fourth, press the right portion of the square over the
graph of φ. If the pressing is done so that area is preserved and every vertical
line is mapped affinely to a vertical line, then this procedure determines a map
B : [0, 1]2 → [0, 1]2.
B
A
φ
(x, y)
(f(x), gx(y))
Figure 2: An intermittent baker’s transformation.
We will make the rough description of the last paragraph percise in the case
that the function φ is an ICF as defined in Section 1.1. As before let A =
∫
φ
denote the area of the region below the graph of φ. The associated IBT B can
be defined in terms of an expanding factor map f : [0, 1]→ [0, 1] and fibre maps
gx : [0, 1]→ [0, 1], by the formula
B(x, y) = (f(x), gx(y)) . (2.1)
We define f in Section 2.1 below and note that the fibre maps are defined for
each x ∈ [0, 1] by
gx(y) =
{
φ (f(x)) y, if x ∈ [0, A);
[1− φ (f(x))] y + φ (f(x)) , if x ∈ [A, 1]. (2.2)
For convenience we introduce the following notation for iterates of B,
g(0)x (y) = y;
g(n+1)x (y) = gfn(x)
(
g(n)x (y)
)
, n ≥ 0; (2.3)
Bn(x, y) =
(
fn(x), g(n)x (y)
)
. (2.4)
5
f(x)
A
Figure 3: The expanding factor of an IBT.
2.1 Expanding Factor
We define w0 : [0, 1]→ [0, A] and w1 : [0, 1]→ [A, 1] by
w0(x) =
∫ x
0
φ(t) dt, (2.5)
w1(x) = A+
∫ x
0
1− φ(t) dt. (2.6)
Since φ(0) = 1, φ(1) = 0 and φ is strictly decreasing we have that φ is strictly
positive on [0, 1) and hence the functions w0 and w1 are continuous and strictly
increasing and thus are invertible. Define f : [0, 1]→ [0, 1] by
f(x) =
{
w−10 (x), if x ∈ [0, A);
w−11 (x), if x ∈ [A, 1].
(2.7)
Using Equations (2.5) to (2.7) we compute
Df(x) =
{
[φ (f(x))]
−1
, if x ∈ [0, A);
[1− φ (f(x))]−1 , if x ∈ (A, 1]. (2.8)
D2f(x) =
{ −Dφ (f (x)) [Df(x)]3 , if x ∈ [0, A);
Dφ (f (x)) [Df(x)]
3
, if x ∈ (A, 1]. (2.9)
The alternative representation of gx below follows from the displayed equation
above and Equation (2.2).
gx(y) =
{
y
Df(x) , if x ∈ [0, A);
1− 1−yDf(x) , if x ∈ (A, 1].
(2.10)
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Taking partial derivatives of the displayed equation above we obtain the dis-
played equations below. To avoid confusion we write g(x, y) instead of gx(y) to
emphasise that g : [0, 1]2 → [0, 1].
∂xg(x, y) =
 −y
D2f(x)
[Df(x)]2
, if x ∈ [0, A);
(1− y) D2f(x)
[Df(x)]2
, if x ∈ (A, 1]. (2.11)
∂yg(x, y) =
1
Df(x)
(2.12)
Note that Df(x) approaches ∞ as x approaches A from the left or from
the right. From Equation (2.7) we see that f(0) = 0 and f(1) = 1. From
Equation (2.8) we see that Df(0) = Df(1) = 1 and therefore f has neutral
fixed points at 0 and 1. It also follows from Equation (2.8) that Df(x) ≥ 1 for
all x 6= A, therefore f is an expanding map.
It should be noted that for x near 0, the expanding factor f is approximately
x 7→ x(1 + cxα0), with similar behavior near x = 1. From [18] Theorem 3 we
might only expect a finite invariant measure for α > 1, however f does not have
bounded distortion near x = A so the main theorem [18] from does not apply.
Note that f is the factor, by projection onto the first coordinate, of B which
preserves two-dimensional Lebesgue measure. It follows that f must preserve
one-diminsional Lebesgue measure. In these examples unbounded distortion
near x = A balances slow escape from the indifferent fixed points at x = 0 and
x = 1. The map f associated to an ICF with contact exponent α preserves
one-dimnsional Lebesgue measure for any α > 0.
2.2 Exact Rate of Escape from Indifferent Fixed Points
In this section we are concerned with refining asymptotic estimates from [7].
We begin by setting notation.
Definition 2.1. Suppose that f and g are positive real valued functions.
• We say that f(x)  g(x) as x→ a if
0 < lim inf
x→a
f(x)
g(x)
≤ lim sup
x→a
f(x)
g(x)
<∞.
• We say that f(x) ∈ O(g(x)) as x→ a if
lim sup
x→a
f(x)
g(x)
<∞.
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• We will say that f(x) ∼ g(x) as x→ a if
lim
x→a
f(x)
g(x)
= 1.
• We will say that f(x) ∈ o(g(x)) as x→ a if
lim sup
x→a
f(x)
g(x)
= 0.
We will often abuse notation and let O(g(x)) (resp. o(g(x))) denote and arbi-
trary function h such that h(x) ∈ O(g(x)) (resp. h ∈ o(g(x))) as x → a. Note
that f(x)  g(x) as x→ a if and only if f(x) ∈ O(g(x)) and g(x) ∈ O(f(x)) as
x→ a. Similarly f(x) ∼ g(x) as x→ a if and only if f(x) = g(x) (1 + o(1)).
In this section we refine asymptotic estimates of the form f(x)  g(x) as
x → a from [7] to obtain asymptotic estimates of the form f(x) ∼ g(x) as
x→ a.
Throughout this section f : [0, 1] → [0, 1] will be the expanding factor map
associated to an intermittent cut function with contact exponents α0 and α1,
and contact constants c0 and c1.The results of this section are more precise
versions of the results contained in [7] Lemma 1. These refinements are need to
prove limit theorems when the rate of decay of correlations is not summable.
We begin by setting notation and collecting a few facts. The map f has two
smooth onto branches and Df(x) > 1 for x ∈ (0, A) ∪ (A, 1), therefore there
exist a unique period-2 orbit {p, q} such that 0 < p < A < q < 1, i.e.
f(p) = q, f(q) = p. (2.13)
For all n ≥ 0 define,
pn = w
n
0 (p), qn = w
n
1 (q), (2.14)
p◦n+1 = w1 (pn) , q
◦
n+1 = w0 (qn) . (2.15)
By Equation (2.7) w0 and w1 are inverses of the branches of f . For all n ≥ 0,
f (pn+1) = pn, f (qn+1) = qn, (2.16)
f
(
p◦n+1
)
= pn, f
(
q◦n+1
)
= qn. (2.17)
For each n ≥ 0, intervals are mapped onto one another by f in the following
pattern,[
p◦n+2, p
◦
n+1
] 7→ [pn+1, pn] 7→ [pn, pn−1] 7→ · · · 7→ [p1, p0] 7→ [p, q] (2.18)[
q◦n+1, q
◦
n+2
] 7→ [qn, qn+1] 7→ [qn−1, qn] 7→ · · · 7→ [q0, q1] 7→ [p, q]
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Using Equations (2.5) and (2.6) it is easy to check that for all n ≥ 0,
0 < pn+1 < pn, qn < qn+1 < 1. (2.19)
Both of the maps w0 and w1 are increasing. For all n ≥ 1,
A < p◦n+1 < p
◦
n < q, p < q
◦
n < q
◦
n+1 < A. (2.20)
The following is a refinement of Lemma 1 from [7].
Lemma 2.2. As n→∞,
pn ∼
(
α0+1
c0α0
) 1
α0
(
1
n
) 1
α0 (2.21)
1− qn ∼
(
α1+1
c1α1
) 1
α1
(
1
n
) 1
α1 (2.22)
pn − pn+1 ∼ 1α0
(
α0+1
c0α0
) 1
α0
(
1
n
)1+ 1α0 (2.23)
qn+1 − qn ∼ 1α1
(
α1+1
c1α1
) 1
α1
(
1
n
)1+ 1α1 (2.24)
p◦n −A ∼ 1α
(
α+1
cα
) 1
α0
(
1
n
)1+ 1α0 (2.25)
A− q◦n ∼ 1α
(
α+1
cα
) 1
α1
(
1
n
)1+ 1α1 (2.26)
p◦n − p◦n+1 ∼ c0α0
(
α0+1
c0α0
)1+ 1α0 ( 1
n
)2+ 1α0 (2.27)
q◦n+1 − q◦n ∼ c0α0
(
α0+1
c0α0
)1+ 1α0 ( 1
n
)2+ 1α1 (2.28)
Proof. We begin by proving Equation (2.21), the proof of Equation (2.22) is
similar. From the definition of φ and w0 we have, as x→ 0,
x− w0(x) =
∫ x
0
1− φ(t) dt = c0
α0 + 1
xα0+1 + o
(
xα0+1
)
.
Note that, as y →∞,
1(
1
y
) 1
α0 −
(
1
y+z
) 1
α0
=
y
1
α0
1−
(
1 + zy
)− 1α0 = α0y
1
α0
+1
z
+ o
(
y
1
α0
)
.
The second equality above is obtained by computing the MacLaurin series of the
middle expression divided by its numerator in terms of the variable 1y . Using
the last two displayed equations, we obtain, as y →∞,(
1
y
) 1
α0 − w0
((
1
y
) 1
α0
)
(
1
y
) 1
α0 −
(
1
y+z
) 1
α0
=
α0c0
α0 + 1
1
z
+ o(1)
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Setting z = α0c0α0+1 and
(
1
y
) 1
α0
= pk, we obtain, as k →∞
pk − pk+1
pk −
(
1
y+z
) 1
α0
= 1 + o(1).
An induction argument shows that, as k →∞, for all j ≥ 1,
pk − pk+j
pk −
(
1
y+jz
) 1
α0
= 1 + o(1).
Rearranging yields, pk+j ∼ (y + jz)−
1
α0 as k →∞. Note that z(k+ j) ∼ y+ jz
as j → ∞, therefore pk+j ∼ z−
1
α0 (k + j)
− 1α0 as j → ∞ faster than k → ∞.
Letting n = k + j we conclude that
pn ∼
(
α0+1
α0c0
) 1
α0
(
1
n
) 1
α0 .
This completes the proof of Equation (2.21).
Equation (2.23) follows from Equation (2.21) since(
1
n
) 1
α0 −
(
1
n+1
) 1
α0 ∼ 1α0
(
1
n
)1+ 1α0 .
To Prove Equation (2.25) we note that by Equations (1.2), (2.6) and (2.15)
we have
p◦n −A = w1(pn−1)− w1 (0)
=
∫ pn−1
0
1− φ(t) dt
=
∫ pn−1
0
c0t
α0 + h(t) dt
=
(
c0
α0+1
) (
pα0+1n−1
)
+ o
(∫ pn−1
0
tα0 dt
)
∼ 1α0
(
α0+1
c0α0
) 1
α0
(
1
n
)1+ 1α0
Lemma 2.3. Suppose n ≥ 0 and that (x, y) ∈ [p, q]×[0, 1]. For all 1 ≤ k ≤ n+1,
let (xk, yk) = B
k(x, y).
i. If x ∈ [p◦n+2, p◦n+1], then as n− k →∞,
xk ∼
(
α0+1
c0α0
) 1
α0
(
1
n−k+2
) 1
α0
, (2.29)
yk ∼
(
1− k+1n
)1+ 1α0 .
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ii. If x ∈ [q◦n+1, q◦n+2], then as n− k →∞,
1− xk ∼
(
α1+1
c1α1
) 1
α1
(
1
n−k+2
) 1
α1
, (2.30)
yk ∼
(
k+1
n
)1+ 1α1 .
Proof. We will only prove the asymptotic for x ∈ [p◦n+2, p◦n+1] the case of
x ∈ [q◦n+1, q◦n+2] being similar. Throughout this proof we will suppress sub-
scripts (α := α0 and c := c0). By Equation (2.18), xk ∈ [pn−k+2, pn−k+1]. By
Equation (2.21), as n− k →∞,
pn−k+2 ∼
(
α+1
cα
) 1
α
(
1
n−k+2
) 1
α
.
By Equation (2.23), as n− k →∞,
xk − pn−k+2 ≤ pn−k+1 − pn−k+2 = o
(
1
n−k
) 1
α
.
This verifies the claimed asymptotic behavior of xk.
Recall Equations (2.2) and (2.3), and note that for k ≥ 2
yk = [φ(x1) + (1− φ (x1)) y]
k∏
j=2
φ (xj)
and y1 can be obtained by omitting the product in the equation above. Applying
Equation (1.2) and expanding log(1− t) about t = 0, we see that as t→ 0
log (φ (t)) = log (1− ctα + h(t)) ∼ −ctα.
Applying the asymptotic for xk from above we obtain, as n− k →∞,
log (φ (xj)) ∼ −
(
α+1
α
) (
1
n−j+2
)
.
It follows that, as n− k →∞
k∑
j=2
log (φ (xj)) ∼ −
(
α+1
α
) k∑
j=2
1
n−j+2 ∼ α+1α log
(
n−k+1
n
)
.
Therefore,
k∏
j=2
φ (xj) ∼
(
1− k+1n
)1+ 1α .
Noting that φ(x1) = 1 + o
(
1
n
)
we see that, as n− k →∞,
yk ∼
(
1− k+1n
)1+ 1α ,
as desired.
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3 Induced Map
In this section we will construct an induced map that will enjoy uniform hyper-
bolicity and bounded distortion.
Consider an Intermittent Baker’s Transformation B : [0, 1]2 → [0, 1]2 as de-
fined in Section 2. Let f denote the expanding factor that was described in
Section 2.1 and let {p, q} denote the period-2 orbit described in Equation (2.13).
Define the set
Λ = [p, q]× [0, 1]. (3.1)
We will refer to Λ as the base and consider first returns to Λ.
Define the return time function r : Λ→ N ∪ {∞} by
r(x, y) = inf {n ∈ N ∪ {∞} : Bn(x, y) ∈ Λ} . (3.2)
The induced map T : Λ→ Λ, defined by
T (x, y) = Br(x,y)(x, y), (3.3)
maps a point in Λ to the first point along its B-orbit that lands in Λ.
Given a point (x, y) the first coordinate of a Bn(x, y) is independent of y
for all n ≥ 0, similarly membership of (x, y) in Λ does not depend on y. We
conclude that r(x, y) does not depend on y. It follows that
T (x, y) = Br(x)(x, y) =
(
fr(x)(x), g(r(x))x (y)
)
. (3.4)
We see that T is a skew product and define a factor map u : [p, q] → [p, q] and
fibre maps vx : [0, 1]→ [0, 1] for each x ∈ [p, q] by,
u(x) = fr(x)(x), (3.5)
vx(y) = g
(r(x))
x (y). (3.6)
Let λ denote the conditional measure on Λ, defined by
λ(E) =
Leb(E ∩ Λ)
Leb(Λ)
. (3.7)
Note that by Equation (2.18) we have, for each n ≥ 0,
[r = n+ 2] =
((
q◦n+1, q
◦
n+2
] ∪ [p◦n+2, p◦n+1))× [0, 1]. (3.8)
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It follows from Lemma 2.2 that,
λ [r = n] 
(
1
n
) 1
α+2
, (3.9)
where α = max {α0, α1}.
Lemma 3.1. If x ∈ (A, q), then
Du(x) = [1− φ (f(x))]−1
r(x)∏
k=2
[
φ
(
fk(x)
)]−1
(3.10)
If x ∈ (p,A), then
Du(x) = [φ (f(x))]
−1
r(x)∏
k=2
[
1− φ (fk(x))]−1 (3.11)
Proof. Suppose that n ≥ 0. If (x, y) ∈ Λ such that x ∈ [p◦n+2, p◦n+1), then x ∈
[A, 1],
{
Bk(x, y) : 1 ≤ k ≤ n+ 1} ⊂ [0, p) × [0, 1], and Bn+2(x, y) ∈ Λ. Using
the relationship between in induced factor map u and the factor map f from
Equation (3.5) and the derivative formulas from Equation (2.8) we apply the
chain rule to verify Equation (3.10). A similar argument verifies Equation (3.11)
Lemma 3.2. If x ∈ (A, q), then
v(x, y) = g(x, y)
Df
Du
(x). (3.12)
If x ∈ (p,A), then
1− v(x, y) = [1− g(x, y)] Df
Du
(x). (3.13)
Proof. This follows by inspecting Equations (2.8) and (3.6) and Lemma 3.1.
Intuitively DfDu collects all of the contractions that are applied by the dynamics
after the first affine operation on the fiber.
Lemma 3.3. If x ∈ (A, q), then
∂xv(x, y) =(1− y) D
2u(x)
[Du(x)]
2
Df(x)
Du(x)
− g(x, y) D
2u(x)
[Du(x)]
2Df(x) (3.14)
+ g(x, y)Dφ (f(x))
[Df(x)]
3
Du(x)
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If x ∈ (p,A), then
∂xv(x, y) = y
D2u(x)
[Du(x)]
2
Df(x)
Du(x)
+ [1− g(x, y)] D
2u(x)
[Du(x)]
2Df(x) (3.15)
+ [1− g(x, y)]Dφ (f(x)) [Df(x)]
3
Du(x)
Proof. Differentiate Equations (3.12) and (3.13) respectively and apply Equa-
tions (2.9) and (2.11).
Define the projection µ of the measure λ onto [p.q], by
µ(E) = λ (E × [0, 1]) . (3.16)
Recall the usual transfer operator T∗ acting on measures is defined for mea-
surable E by T∗ν(E) = ν
(
T−1E
)
. The transfer operator induces the Perron-
Frobenius operator P on L1(λ). Given η ∈ L1 (λ) and a measurable set E, define
ν(E) =
∫
E
η dλ, then the Perron-Frobenius operator is defined by Pη = dT∗νdλ
where the right hand side is a Radon-Nikodym derivative. We note that T is
invertible and preserves λ, and therefore dT∗νdλ = η ◦ T−1. For this reason we
will abuse notation and use T∗ to denote both the transfer operator and the
Perron-Frobenius operator associated to T , that is, for all η ∈ L1(λ),
T∗η = η ◦ T−1. (3.17)
When we refer to iterates of T we will use the notation v
(k)
x defined analogously
to Equation (2.3) so that we have.
T k(x, y) =
(
uk(x), v(k)x (y)
)
(3.18)
The map u preserves µ.
In what follows it will be convenient to define the k-th return time r(k) : Λ→
N ∪ {∞} by,
r(1)(x, y) = r(x, y)
r(k+1)(x, y) = r(k)(x, y) + r
(
T k(x, y)
)
. (3.19)
Note that if n = r(k)(x, y), then n is the smallest positive integer so that the
set
{
Bj(x, y) : j = 1, . . . , n
}
contains k points in Λ.
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3.1 Dynamical Partitions
Our anisotropic Banach spaces will be built with respect to stable and unstable
curves for the IBT. Since T is a skew product, it is easy to check that vertical
lines form an equivariant family of stable curves for T . For convenience we
introduce notation. For every x ∈ [p, q], define
`(x) = {x} × [0, 1]. (3.20)
With this notation equivariance takes the form
T (`(x)) ⊂ `(u(x)). (3.21)
It is routine to check that for every x ∈ [p, q] the map vx : `(x)→ `(u(x)) is an
affine contraction by at least β.
The next lemma characterizes unstable curves for T .
Lemma 3.4. There is an equivariant family Γ of unstable curves for T such
that, each curve is the graph of a function in C1 ([p, q], [0, 1]), the family is
bounded in the C1 norm, and the family forms a partition of Λ.
Proof. The proof is a standard but involved application of graph transforma-
tions. See [20] Chapter 12 or [9] Lemma 5.4.15.
We define γ : Λ→ Γ by,
γ(x, y) ∈ Γ such that (x, y) ∈ γ(x, y). (3.22)
Since Γ is a partition γ(x, y) is uniquely defined.
Note that by Equation (3.8) the collection {[r = n] : n ≥ 1} is a partition mod
λ of Λ, as is {(p,A)× [0, 1], (A, q)× [0, 1]}. For all k ≥ 1 we define,
Ω1 = {[r = n] : n ≥ 1} ∨ {(p,A)× [0, 1], (A, q)× [0, 1]} , (3.23)
Ωk+1 = Ω1 ∨ T−1Ωk.
All of these collections are partitions mod λ since T is measure preserving.
Every cell of Ωk is a column of the form [a, b)× [0, 1) or (a, b]× [0, 1]. We define
ωk : Λ→ Ωk by,
ωk(x, y) ∈ Ωk such that (x, y) ∈ ωk(x, y). (3.24)
Since Ωk is a partition mod λ, we have that ωk(x, y) is uniquely defined for
λ-a.e. (x, y). Note that r(k) is measurable with respect to Ωk.
Let Ωˆk denote the projection of Ωk on to the interval [p, q] by the map (x, y) 7→
x.
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Lastly we define measurable partitions Θn and maps θn : Λ→ Θn by
Θn = T
nΩn (3.25)
θn(x, y) ∈ Θn such that (x, y) ∈ θn(x, y). (3.26)
The cells of Θn are strips that are bounded above and below by curves in Γ and
extend across the full width of Λ.
3.2 Derivative Bounds
While an IBT is non-uniformly hyperbolic, the induced map introduced in the
last section enjoys uniform hyperbolicity. For our purposes it suffices to show
that the factor map u of the induced map T is a well behaved interval map
meaning that it enjoys uniform expansion and bounded distortion. The following
lemmas from [7] provide the necessary bounds.
Lemma 3.5 (Lemma 2 from [7]). If
β = sup
t∈[p,q]
max {φ(t), 1− φ(t)} , (3.27)
then ∥∥∥[Du]−1∥∥∥
∞
≤ β. (3.28)
Proof. This follows immediately from Equations (3.10) and (3.11). Note that
every term in the product can be bounded above by 1 since φ takes values in
[0, 1] and fr(x)(x) ∈ [p, q].
Lemma 3.6 (Lemma 3 from [7]). There exists κ <∞ such that for all k ≥ 1,
if w and x lie in the same cell of Ωˆk, then∣∣∣∣Duk(x)Duk(w) − 1
∣∣∣∣ ≤ κ ∣∣uk(x)− uk(w)∣∣ . (3.29)
Proof. See [7].
Lemma 3.7. There exists a constant τ > 0 such that∥∥∥∥∂xv(k)Duk
∥∥∥∥
∞
≤ τ. (3.30)
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Proof. Suppose that k = 1. By Equation (3.14) we have the identity below for
almost every x ∈ (A, q).
∂xv(x, y)
Du(x)
= (1− y) D
2u(x)
[Du(x)]
2
Df(x)
[Du(x)]2
− g(x, y) D
2u(x)
[Du(x)]
2
Df(x)
Du(x)
+ g(x, y)Dφ (f(x))
[Df(x)]
3
[Du(x)]2
Similarly, by Equation (3.15) we have the identity below for almost every x ∈
(p,A).
∂xv(x, y)
Du(x)
= y
D2u(x)
[Du(x)]
2
Df(x)
[Du(x)]
2 + [1− g(x, y)]
D2u(x)
[Du(x)]
2
Df(x)
Du(x)
+ [1− g(x, y)]Dφ (f(x)) [Df(x)]
3
[Du(x)]
2
Taking norms we obtain the bound below.∥∥∥∥∂xvDu
∥∥∥∥
∞
≤
∥∥∥∥∥ D2u[Du]2
∥∥∥∥∥
∞
∥∥∥∥ Df[Du]2
∥∥∥∥
∞
+
∥∥∥∥∥ D2u[Du]2
∥∥∥∥∥
∞
∥∥∥∥DfDu
∥∥∥∥
∞
+
∥∥∥∥∥ [Dφ ◦ f ] [Df ]3[Du]2
∥∥∥∥∥
∞
By Lemma 3.6 we have, ∥∥∥∥∥ D2u[Du]2
∥∥∥∥∥
∞
≤ κ.
Suppose that x ∈ (p◦n+2, p◦n+1). Since φ is decreasing and f(x) is increasing,
Df(x) = [1 − φ(f(x))]−1 is decreasing. Recall from Equation (2.18) that f
maps
(
p◦n+2, p
◦
n+1
)
onto (pn+1, pn). By the Mean Value Theorem there exists
θn ∈
(
p◦n+2, p
◦
n+1
)
such that
Df(θn) =
pn − pn+1
p◦n+1 − p◦n+2
.
Since Df is decreasing for all x ∈ (p◦n+2, p◦n+1),
Df(θn−1) ≤ Df(x) ≤ Df(θn+1).
By Equations (2.23) and (2.27) we have
pn − pn+1
p◦n+1 − p◦n+2
≈ n
We deduce that for all x ∈ (p◦n+2, p◦n+1),
Df(x) ≈ n.
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A similar argument shows that for all x ∈ (p◦n+2, p◦n+1),
Du(x) ≈ q − p
p◦n+1 − p◦n+2
≈ n2+ 1α0
By Equation (1.2), Dφ(t) = −c0α0tα0−1 + o
(
tα0−1
)
for t near 0. If x ∈(
p◦n+2, p
◦
n+1
)
, then f(x) ∈ (pn+1, pn) by Equation (2.18). From Equation (2.29)
we see that f(x) ≈ ( 1n)1/α0 . Thus, for x ∈ (p◦n+2, p◦n+1),
Dφ (f (x)) ≈ n1/α0−1.
Similar arguments apply to x ∈ (q◦n+1, q◦n+2).
Combining the last three displayed equations and their analogues for x > A
we see that
∥∥∥DfDu∥∥∥∞, ∥∥∥ Df[Du]2 ∥∥∥∞, and ∥∥∥ [Dφ◦f ][Df ]3[Du]2 ∥∥∥∞ are all finite. We conclude
that for k = 1 Equation (3.30) holds with some constant τ0 > 0.
We claim that Equation (3.30) holds with τ = τ0(1 − β2)−1. To verify this
we first prove that ∥∥∥∥∂xvkDuk
∥∥∥∥
∞
≤ τ0
k−1∑
m=0
β2m.
The claim follows by replacing the finite geometric series with the infinite geo-
metric series.
Suppose that the displayed inequality above holds for some k ≥ 1. Let DT k
denote the Jacobian of T k. Note that
DT k =
[
Duk 0
∂xv
[
Duk
]−1] .
Since DT k+1 =
(
DT k ◦ T )DT we have
∂xv
(k+1) =
(
∂xv
(k) ◦ T
)
Du+
∂xv
Duk ◦ u ,
Duk+1 =
(
Duk ◦ u)Du.
Thus,
∂xv
(k+1)
Duk+1
=
∂xv
(k)
Duk
◦ T + 1
[Duk ◦ u]2
∂xv
Du
.
Taking the norm of both sides of the identity above, applying the induction
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hypothesis, and applying Equation (3.28) we obtain the bound below.∥∥∥∥∂xv(k+1)Duk+1
∥∥∥∥
∞
≤
∥∥∥∥∂xv(k)Duk
∥∥∥∥
∞
+
∥∥∥∥ 1Duk
∥∥∥∥2
∞
∥∥∥∥∂xvDu
∥∥∥∥
∞
≤ τ0
k−1∑
m=0
β2m + τ0β
2k = τ0
k∑
m=0
β2m
≤ τ0
1− β2 .
4 Adapted Banach Spaces
In this section we will define Banach spaces W and S with anisotropic norms
that are adapted to the dynamics of the induced map T . These spaces were
first introduced in [17] and are a simplified version of the norms defined in [10].
We begin by constructing a space L of bounded measurable functions that
exhibit regularity along unstable curves, which is one of the key properties that
we will need in the space S. This regularity is necessary in the proof of a
Lasota-Yorke inequality (see Proposition 6.6).
Definition 4.1. Given a bounded measurable function η : Λ→ R, define
Lipu (η) = sup
γ∈Γ
sup
(x,y) 6=(w,z)∈γ
η(x, y)− η(w, z)
|x− w| ,
‖η‖L = ‖η‖sup + Lipu (η) ,
L = {η : ‖η‖L <∞} .
Recall that Γ is the partition of Λ by unstable curves.
While elements of the space S must exhibit regularity along unstable curves
to satisfy a Lasota-Yorke inequality, they will also have a distributional quality
along stable lines to facilitate the proof of a compact embedding. By restricting
to a stable line we will view elements of S and W as functionals on spaces of
Ho¨lder functions.
Definition 4.2. Let L denote the space of real valued Lipschitz functions with
domain [0, 1]. Fix a ∈ (0, 1) and let H denote the space of real values a-Ho¨lder
functions with domain [0, 1]. Let ‖·‖L and ‖·‖H denote the norms of L and H
respectively.
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Next we define norms for the spaces S andW, which should be viewed as being
related to the strong operator norm on the dual spaces H∗ and L∗. Specifically,
a bounded measurable function η : Λ→ R induces a functional for each vertical
line `(x) through integration. Given ψ in H or L
ψ 7→
∫ 1
0
η(x, y)ψ(y) dy
defines a bounded linear functional. This motivates the following definition.
Definition 4.3. For all bounded measurable functions η : Λ→ R define
‖η‖W = sup
{∫ 1
0
η(x, y)ψ(y) dy : x ∈ [p, q], ‖ψ‖L ≤ 1
}
, (4.1)
‖η‖s = sup
{∫ 1
0
η(x, y)ψ(y) dy : x ∈ [p, q], ‖ψ‖H ≤ 1
}
, (4.2)
Lips (η) = sup
{∫ 1
0
η(w, y)− η(x, y)
|w − x| ψ(y) dy : w 6= x ∈ [p, q], ‖ψ‖L ≤ 1
}
,
(4.3)
‖η‖S = ‖η‖s + Lips (η) . (4.4)
Since L ⊂ H we have ‖·‖W ≤ ‖·‖s ≤ ‖·‖S . Both ‖·‖S and ‖·‖W are bounded
semi-norms on the space of Lipschitz functions. By taking quotients, ‖·‖S and
‖·‖W induce norms on quotient spaces of L. Completing these quotient spaces
with respect to their norms produces Banach spaces S and W.
5 Main Results
In this section we apply operator renewal theory as described in [12, 11] to obtain
the rate of decay of correlation (Theorem 1.1) and limit theorems (Theorem 5.4)
for an IBT B.
For each n ≥ 1 and k ≥ 1 we define operators by
R(k)n η = T
k
∗
(
1{r(k)=n}η
)
, (5.1)
Bnη = 1ΛB
n
∗ (1Λη) . (5.2)
We will always abbreviate R
(1)
n as Rn. The operators Rn are a decomposition
of T∗ by first return time. The operators Bn can be viewed as a restriction of
Bn∗ to an action on functions supported on Λ.
A key technical observation in operator renewal theory is that the generating
functions defined by Equations (5.3) and (5.4) are well defined and related by
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Equation (5.5).
B(z) = I +
∞∑
n=1
znBn (5.3)
R(z) =
∞∑
n=1
znRn (5.4)
B(z) = [I −R(z)]−1 (5.5)
In what follows we will make use of the following identities, which are routine
to check,
R(1) = T∗ (5.6)
[R(z)]
k
=
∞∑
n=1
R(k)n z
n. (5.7)
5.1 Decay of Correlations
Heuristically, if η is supported on Λ and
∫
Λ
η 6= 0, then the push forward distri-
butions Bn∗ η must equilibrate to a multiple 1[0,1]2 , which is the density for the
preserved measure. The transfer operator B∗ sends all of the mass represented
by η outside of Λ. In order for Bn∗ η to attain its limiting value of
∫
[0,1]2
η dLeb
inside of Λ, mass must return to Λ. The amount of mass that has failed to
return after n steps of the dynamics is Leb [r > n], which provides a rough es-
timate for how quickly the convergence Bn∗ η → 1[0,1]2
∫
[0,1]2
η dLeb can occur.
Theorem 1.1 shows that this rough estimate is actually sharp.
In this section we will prove Theorem 1.1 by applying [12] Theorem 1.1,
which we reproduced below for the convenience of the reader. We have modified
notation slightly to match the current setting.
Theorem 5.1 (Theorem 1.1 from [12]). Let Bn be bounded operators on S
such that B(z) = I +
∑
n≥1 z
nBn converges in Hom(S,S)3 for every z ∈ C
with |z| < 1. Assume that:
1. Renewal equation: for every z ∈ C with |z| < 1, B(z) = (I −R(z))−1
where R(z) =
∑
n≥1 z
nRn, Rn ∈ Hom(L,L) and
∑ ‖Rn‖ < +∞.
2. Spectral Gap: 1 is a simple isolated eigenvalue of R(1).
3. Aperiodicity: for every z 6= 1 with |z| ≤ 1, I −R(z) is invertible.
3With the strong operator topology
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Let P be the eigenprojection of R(1) at 1. If
∑
k>n ‖Rk‖ = O
(
1/nβ
)
for some
β > 1 and PR′(1)P 6= 0, then for all n
Bn =
1
µ
P +
1
µ2
+∞∑
k=n+1
Pk + En
where µ is given4 by PR′(1)P = µP , Pn =
∑
l>n PRlP and En ∈ Hom(L,L)
satisfy
‖En‖ =
 O
(
1/nβ
)
, if β > 2;
O
(
log(n)/n2
)
, if β = 2;
O
(
1/n2β−2
)
, if 2 > β > 1.
The following two propositions verify that the hypotheses of Theorem 5.1 are
satisfied and will be proved later.
Proposition 5.2 (Convergence and Renewal Equation).
• For all n ≥ 1, the operators Bn and Rn are bounded on S.
• For all z in the open unit disk of C, the operators B(z) and R(z) converge
in Hom (S,S) and satisfy B(z) = (I −R(z))−1.
• The operator R(z) converges in Hom (S,S) for z in the closed unit disk
of C, that is
∑
n≥1 ‖Rn‖S <∞.
• Let α = max {α0, α1}. As n→∞,
∑
k>n ‖Rk‖S = O
(
n−(1+
1
α )
)
.
Proof. See Section 6.4.
Proposition 5.3 (Spectrial Gap and Aperiodicity).
• 1 is a simple isolated eigenvalue of R(1).
• For z 6= 1 with |z| ≤ 1, I −R(z) is invertible.
• For η ∈ L, the spectral projector P can be computed by the formula Pη =
1Λ
∫
Λ
η dλ.
Proof. See Section 6.6
Proof of Theorem 1.1. Suppose that η and ψ are Lipschitz functions on Λ. Let
α = max {α0, α1}.
4Here R′(1) denotes the operator d
dz
R|z=1.
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We start by identifying the parameter β from Theorem 5.1. By Proposition 5.2
we have ∑
k>n
‖Rk‖S = O
((
1
n
)1+ 1α)
.
Therefore, β = 1 + 1α .
Next we identify the parameter µ from Theorem 5.1. Note that since η is
Lipschitz on Λ we have η ∈ L. Applying the spectral projector formula from
Proposition 5.3 we obtain,
P
dR
dz
(1)Pη = P
∞∑
n=1
nRnPη = P
∞∑
n=1
nRn1λ
∫
η dλ
= P
∞∑
n=1
nT∗1[r=n]
∫
η dλ =
∞∑
n=1
nPT∗1[r=n]
∫
η dλ
=
∞∑
n=1
nλ[r = n]1Λ
∫
η dλ =
∞∑
n=1
nλ[r = n]Pη
By Kac’s Lemma
∑∞
n=1 nλ[r = n] =
1
Leb(λ) . Therefore µ =
1
Leb(Λ) .
Next we identify the operators Pk from Theorem 5.1. By a calculation similar
to the one above,
Pkη =
∑
l>k
PRlPη = Pη
∑
l>k
λ [r = l] = λ [r > k]Pη.
Therefore,
Pk = λ[r > k]P.
From Theorem 5.1 we obtain the expansion
Bn = Leb(Λ)P + Leb(Λ)
2
∑
k>n
Pk + En
where
‖En‖ =

O
((
1
n
)1+ 1α) , if α > 1;
O
(
log(n)
n2
)
, if α = 1;
O
((
1
n
)2/α)
, if α < 1.
Since λ is the conditional measure obtained by restricting Leb to Λ, see Equa-
tion (3.7), we have for any η ∈ L1 (Λ, λ), Leb(Λ) ∫
Λ
η dλ =
∫
Λ
η dLeb. Applying
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the expansion of Bn that we have just obtained we see that
Bnη = Leb(Λ)Pη + Leb(Λ)
2
∑
k>n
Pkη + Enη
= 1ΛLeb(Λ)
∫
Λ
η dλ+
∑
k>n
1[r>k]Leb(Λ)
2λ[r > k]
∫
η dλ+ Enη
= 1Λ
∫
Λ
η dLeb+ 1Λ
∑
k>n
Leb [r > k]
∫
Λ
η dLeb+ Enη.
Since η and ψ are Lipschitz on the square, 1Λη ∈ L and we obtain∫
Bnη ψ dLeb =
∫
1ΛB
n
∗ (1Λη) ψ dLeb =
∫
1Λη (1Λψ) ◦Bn dLeb
If η and ψ are the restrictions to Λ of Lipschitz functions on the square, then∫
Λ
η ψ ◦Bn dLeb =
∫
Λ
η dLeb
∫
Λ
ψ dLeb+
∑
k>n
Leb [r > k]
∫
Λ
η dLeb
∫
Λ
ψ dLeb
+
∫
Λ
Enη ψ dLeb.
Note that
∑
k>n Leb [r > k] 
(
1
n
) 1
α and that regardless of the value of α this
decays slower than ‖En‖. If
∫
η 6= 0 and ∫ ψ 6= 0, then∫
Λ
η ψ ◦Bn dLeb−
∫
Λ
η dLeb
∫
Λ
ψ dLeb =
∑
k>n
Leb [r > k]
∫
Λ
η dLeb
∫
Λ
ψ dLeb
(5.8)
+
∫
Λ
Enη ψ dLeb

(
1
n
) 1
α
.
For functions with integral zero the rate of decay may be faster than
(
1
n
) 1
α .
Corollary 5.3.1. If the hypotheses of Theorem 1.1 are satisfied and additionally
either
∫
Λ
ψ = 0 or
∫
Λ
η = 0, then Cor (k, ψ, η,B) is a summable sequence.
5.2 Limit Theorems
In this section we will select an observable X : [0, 1]2 → R with mean zero and
deduce distributional limit behavior of the form
1
An
n−1∑
k=0
X ◦Bk dist−−→ Z, as n→∞, (5.9)
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where An is a sequence of real numbers, and Z is a real valued random variable
and B is an IBT with contact coefficients cj and contact exponents αj .
The random variables that can arise as the limits in Equation (5.9) are stable
distributions. Stable distributions with mean zero can be parameterized as
follows. Let p ∈ (1, 2], a > 0 and b ∈ [−1, 1]. Let St(p, a, b) be the distribution
such that if Z ∼ St(p, a, b), then
E
[
eitZ
]
= e−a|t|
p(1−b sgn(t) tan( ppi2 )).
Note that if p = 2, then Z is normally distributed with mean zero and standard
deviation σ =
√
2a.
Below we collect a precise technical version of Theorem 1.2. In order to state
the theorem we need to define several constants.
M0 =
∫ 1
0
X(0, y1+
1
α0 ) dy,
M1 =
∫ 1
0
X(1, y1+
1
α1 ) dy,
C0 =
|M0|
α0Leb(Λ)
(
|M0|(α0+1)
c0α0
) 1
α0
,
C1 =
|M1|
α1Leb(Λ)
(
|M1|(α1+1)
c1α1
) 1
α1
.
Theorem 5.4. Suppose that X : [0, 1]
2 → R is γ-Ho¨lder for some γ ∈ (0, 1]
and
∫
[0,1]2
X dLeb = 0.
i. Suppose that5 ξ ∈ L2 and that ξ is not a coboundary. Then σ2 = ∫
Λ
|ξ|2 dλ+
2
∑∞
k=1
∫
Λ
ξ ◦ T k ξ dλ converges, σ2 > 0, and as n→∞,
1√
n
n−1∑
k=0
X ◦Bk dist−−→ N(0, σ2).
ii. Suppose that α0 > α1, α0 > 1, and M0 > 0. Let p = 1 +
1
α0
, a =
C0Γ(1− p) cos
(
ppi
2
)
, and b = 1. As n→∞,
1
n
α0
α0+1
n−1∑
k=0
X ◦Bk dist−−→ St(p, a, b).
iii. Suppose that α0 = α1 =: α, α > 1, M0 > 0 and M1 < 0. Let p = 1 +
1
α ,
a = (C0 + C1) Γ(1− p) cos
(
ppi
2
)
, and b = C0−C1C0+C2 . As n→∞,
1
n
α
α+1
n−1∑
k=0
X ◦Bk dist−−→ St(p, a, b).
5In particular if the hypotheses of Lemma 5.5 are satisfied
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iv. Suppose that α0 = α1 = 1, M0 6= 0, and M1 6= 0, then as n→∞,
1√
n log(n)
n−1∑
k=0
X ◦Bk dist−−→ N(0, C0 + C1).
Note that by manipulating the values of M0 and M1 in the third limit the-
orem above on can obtain stable distributions with any skewness parameter
b ∈ [−1, 1].
The choices of parameter ranges in the last three limit theorems above are
motivated by the following lemma.
Lemma 5.5 (Finite Variance Conditions). Suppose that X : [0, 1]
2 → R is γ-
Ho¨lder for some γ ∈ (0, 1]. If for j = 0 one of the conditions below is satisfied,
and similarly for j = 1 one of the conditions below is satisfied, then ξ ∈ L2.
i. αj < 1,
ii. Mj = 0 and αj = 1,
iii. Mj = 0, 1 < α < 3, and γ >
α−1
2 ,
Proof. See Section 6.7
The proof of this Theorem 5.4 is an application of [11] Theorem 2.1. For the
convenience of the reader we reproduce the theorem here. We have modified
the notation slightly to fit our setting.
Theorem 5.6 (Theorem 2.1 from [11]). Let S be a Banach space and Rn ∈
Hom(S,S) be operators on S with ‖Rn‖ ≤ rn for a sequence rn such that an =∑
k>n rk is summable. Write R(z) =
∑
Rnz
n for z ∈ D. Assume that 1 is a
simple isolated eigenvalue of R(1) and that I−R(z) is invertible for z ∈ D−{1}.
Let P denote the spectral projection of R(1) for the eigenvalue 1, and assume
that PR′(1)P = µP for some µ > 0. Let Rn(t) be an operator depending on
t ∈ [−δ0, δ0], continuous at t = 0 with Rn(0) = Rn and ‖Rn(t)‖ ≤ Crn for all
t ∈ [−δ0, δ0], for some constant C > 0. For z ∈ D and t ∈ [−δ0, δ0] write
R(z, t) =
∞∑
n=1
znRn(t).
This is a continuous perturbation of R(z). For t small and z close to 1, R(z, t)
is close to R(1), whence it admits an eigenvalue χ(z, t) close to 1. Assume that
χ(1, t) = 1 − (c + o(1))M(|t|) for c ∈ C with Re(c) > 0, and some continuous
function M : R+ → R+ vanishing only at 0. Then
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1. There exists 0 > 0 such that for all |t| < 0, I − R(z, t) is invertible for
all z ∈ D. We can write (I −R(z, t))−1 = ∑Tn,tzn.
2. Furthermore, there exist functions (t) and δ(n) tending to 0 when t→∞
and n→∞ such that for all |t| < 0, for all n ∈ N∗, we have∥∥∥Tn,t = 1µ (1− cµM (|t|)n P) ≤ (t) + δ(n).∥∥∥
Before we can apply Theorem 5.6 we must define the operators Rn(t). First,
we define an observable ξ : Λ→ R derived from the observable X as follows,
ξ(x, y) =
r(x)−1∑
k=0
(X ◦Bk)(x, y). (5.10)
For all t ∈ R and η ∈ L, let
Rn(t)η = Rn [exp (itξ) η] . (5.11)
Note that the hypotheses of Theorem 5.6 that pertain to the unperturbed
operators have already been verified in Propositions 5.2 and 5.3. Recall from
the proof of Theorem 1.1 that µ = 1Leb(Λ) . The following two propositions
verify the remaining hypotheses of Theorem 5.6 that pertain to the perturbed
operator.
Proposition 5.7 (Convergence and Continuity of Perturbations).
• The operators Rn(t) are continuous at t = 0.
• As t→ 0, ‖R(z, t)−R(z, 0)‖ = O (|t|).
• There exists δ0 > 0 and C > 0 such that for all t ∈ [−δ0, δ0] and n ∈ N∗,
‖Rn‖ ≤ Crn.
Proof. See Section 6.8.
Proposition 5.8 (Expansion of Dominant Eigenvalue). Let χ(t) denote the
eigenvalue near 1 of the operator R(1, t) for small t. Suppose that X : [0, 1]
2 →
R is γ-Ho¨lder for some γ ∈ (0, 1] and ∫
[0,1]2
X dLeb = 0.
i. Suppose that6 ξ ∈ L2 and that ξ is not a coboundary. Then σ2 = ∫
Λ
|ξ|2 dλ+
2
∑∞
k=1
∫
Λ
ξ ◦ T k ξ dλ converges, σ2 > 0, and as t→ 0,
χ(t) ∼ 1− ( 12σ2 + o(1)) t2,
6In particular if the hypotheses of Lemma 5.5 are satisfied
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ii. Suppose that α0 > α1, α0 > 1, and M0 > 0. Let p = 1 +
1
α0
, a =
C0Γ(1− p) cos
(
ppi
2
)
, and b = 1. As t→ 0,
χ(t) = 1−
(
a
(
1− ib sgn(t) tan
(ppi
2
))
+ o(1)
)
|t|p
iii. Suppose that α0 = α1 =: α, α > 1, M0 > 0 and M1 < 0. Let p = 1 +
1
α ,
a = (C0 + C1) Γ(1− p) cos
(
ppi
2
)
, and b = C0−C1C0+C2 . As t→ 0,
χ(t) = 1−
(
a
(
1− ib sgn(t) tan
(ppi
2
))
+ o(1)
)
|t|p
iv. Suppose that α0 = α1 = 1, M0 6= 0, and M1 6= 0. As t→ 0,
χ(t) = 1 +
(
1
2 (C0 + C1) + o(1)
) |t|2 log |t| .
Proof. See Section 6.9
Proof of Theorem 5.4. The results follow from arguments similar to those pre-
sented in [11] Sections 4.3 and 4.4. For the proof of (iv) it is worth noting
that
χ
(
t√
n log(n)
)
= 1 + (C0 + C1)t
2 1
n
[
log(t)
log(n) − log(log(n))2 log(n) − 12
]
= 1− 12 (C0 + C1)t2 1n [1− o(1)]
∼ 1− 12 (C0 + C1)t2 1n .
Therefore,
lim
n→∞
[
χ
(
t
√
log(n)
n
)]n
= exp
(− 12 (C0 + C1)t2) .
6 Technical Results
In this section we verify Propositions 5.2, 5.3, 5.7 and 5.8.
6.1 Compact Embedding
In this section we will show that S is compactly embedded into W. This is
necessary for us to apply Hennion’s theorem in Section 6.2 to show that the
operators R(z) acting on S are quasi-compact.
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Proposition 6.1. The inclusion of S into W is a compact embedding.
Lemma 6.2. Let U be a linear subspace of a Banach space with norm ‖·‖. Sup-
pose that for all  > 0 there exist a finite set of linear functionals {α1, . . . , αk}
defined on U such that for all η ∈ U ,
‖η‖ ≤ max
1≤i≤k
|αi (η)|+ .
Then U is a compactly embedded subspace.
Proof. Let α : U → Rk, be the linear mapping with coordinate functions α1, . . . , αk.
We will view Rk as a normed linear space equipped with the max-norm. By the
supposed bound, α has operator norm 1. Let U1 denote the unit ball of U and
note that α(U1) is a subset of the unit ball of Rk. Fix  > 0 and let {V1, . . . , Vj}
be a finite cover of the unit ball of Rk by balls of radius .
The collection
{
α−1V1, . . . , α−1Vk
}
is a cover of U1. In fact, this collection
is a cover by sets of diameter at most 3. To verify this, fix j ∈ {1, . . . , k} and
suppose that η and ν are in α−1Vj . Since Vj is a max-norm ball of radius  we
have
‖α(η − ν)‖max = ‖α(η)− α(ν)‖max ≤ diam(Vj) ≤ 2
By the supposed bound, we obtain
‖η − ν‖ ≤ max
1≤i≤k
|αi(η − ν)|+  = ‖α(η − ν)‖max +  ≤ 3.
For each j ∈ {1, . . . , k}, select ηj ∈ α−1Vj and let Bj be the open ‖ · ‖-ball
of radius 4 centered at ηj . By the choice of radius, we see that α
−1Vj ⊂ Bj .
Therefore, {B1, . . . , Bk} is an open cover of U1 by balls of radius 4. Since  > 0
was arbitrary, we conclude that U1 is totally bounded with respect to the metric
induced by ‖ · ‖. Therefore, U is a compactly embedded subspace of the Banach
space.
Lemma 6.3. The space L is compactly embedded into H.
Proof. Recall that L and H are respectively Lipschitz and Ho¨lder functions on
[0, 1]. The result is classical.
Proof of Proposition 6.1. Fix  > 0. Chose a set {w1, . . . , wm} ⊂ [p, q] that
is 2 -dense. Chose {ξ1, . . . , ξn} ⊂ L that is 2 -dense in the unit ball of L with
respect to ‖·‖H. Note that for all j ∈ {1, . . . , n}, ‖ξj‖H ≤ ‖ξj‖L ≤ 1.
For η ∈ L with ‖η‖S <∞, i ∈ {1, . . . ,m}, and j ∈ {1, . . . , n}, define αij(η) =∫ 1
0
η(wi, y) ξj dy. These linear functionals are in W∗ with norm at most 1.
Therefore, the functionals αij are defined on the linear subspace S ⊂ W.
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For all η ∈ L with ‖η‖S < ∞, x ∈ [p, q], ψ ∈ L, i ∈ {1, . . . ,m}, and
j ∈ {1, . . . , n},∫ 1
0
η(x, y)ψ(y) dy =
∫ 1
0
η(x, y) [ψ − ξj ] (y) dy
+
∫ 1
0
[η(x, y)− η(wi, y)] ξj(y) dy
+
∫ 1
0
η(xi, y) ξj(y) dy
≤ ‖η‖S ‖ψ − ξj‖H + Lips (η) |x− wi|+ |αij(η)|
By selecting i so that wi and x are close, and selecting j so that ψ and ξj are
close we see that ∫ 1
0
η(x, y)ψ(y) dy ≤ |αij(η)|+ .
Take a maximum over i ∈ {1, . . . ,m} and j ∈ {1, . . . , n} on the right hand
side of the inequality above, and a supremum over x ∈ [p, q] and ψ ∈ L with
‖ψ‖L ≤ 1 on the left hand side to obtain
‖η‖W ≤ maxi,j |αij (η)|+ . (6.1)
Since the set of η ∈ L with ‖η‖S < ∞ is dense in S, the bound above extends
to all η ∈ S. We have shown that for all  > 0 there exists a finite collection
of bounded linear functionals αij ∈ W∗, such that for all η ∈ S, we have
Equation (6.1). By Lemma 6.2, the inclusion of S into W is compact.
6.2 Essential Spectrum
In this section we show that the operators R(z) are quasi-compact for |z| ≤ 1
(see Proposition 6.4). This is the first step toward proving the finer spectral
properties of R(z) obtained in Proposition 5.3. In the process of proving quasi-
compactness we will produce bounds on the operators Rk (see Lemma 6.7) that
will be sufficient to prove Proposition 5.2.
Recall that β is defined in Equation (3.27) and is related to the unstable
expansion of the map T and that a ∈ (0, 1] is a parameter related to the norm
on H and is fixed in Section 4.
Proposition 6.4 (Quasi-Compactness). For each |z| ≤ 1 the operator R(z) : S →
S is quasi-compact with spectral radius less than or equal to |z| and essential
spectral radius less than or equal to βa |z|.
The proof of Proposition 6.4 is an application of the following theorem of
Hennion.
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Theorem 6.5 (Hennion [14] via Liverani [16]). If S ⊆ W are Banach spaces
with norms ‖·‖S and ‖·‖W respectively, such that ‖·‖W ≤ ‖·‖S , and L : S → S
is a bounded linear operator such that:
1. L : S → W is a compact operator;
2. There exists θ,A,B,C > 0 such that for all k ∈ N there exists Mk > 0
such that for all f ∈ S, we have
(a)
∥∥Lkf∥∥W ≤ CMk ‖f‖W ,
(b)
∥∥Lkf∥∥S ≤ Aθk ‖f‖S +BMk ‖f‖W .
Then L : S → S is quasi compact with essential spectral radius less than or
equal to θ. We will refer to the second inequality above as the Lasota-Yorke
inequality.
In order to apply Theorem 6.5 to obtain Proposition 6.4 we need the following
inequalities.
Proposition 6.6 (Uniform Lasota-Yorke Inequality). For all η ∈ L and k ≥ 1∥∥R(z)kη∥∥S ≤ [κ+ 1] |z|k ‖η‖S , (6.2)∥∥R(z)kη∥∥W ≤ [κ+ 1] : |z|k ‖η‖W , (6.3)∥∥R(z)kη∥∥S ≤ [κ+ 1] |z|k [(βa)k ‖η‖S + (κ+ τ + 1) ‖η‖W] . (6.4)
Proof. This proposition is proved in Section 6.5
We are now in a position to prove Proposition 6.4.
Proof of Proposition 6.4. As is discussed in Section 4, ‖·‖W ≤ ‖·‖S and as a
result S can be viewed as a subset ofW. The operator R(z) : S → S is bounded
by the first inequality from Proposition 6.6.
The compactness of R(z) : S → W follows from Proposition 6.1, which states
that the inclusion of S intoW is compact. The transformation R(z) : S → W is
the composition of the bounded operator R(z) : S → S followed by the compact
inclusion from S into W, and thus is compact. Therefore, the first hypothesis
of Theorem 6.5 is satisfied.
The second hypothesis of Theorem 6.5 is verified by the second and third
inequalities obtained in Proposition 6.6. By inspecting the third inequality
from Proposition 6.6 we see that θ = |z|βa and we have verified the claimed
bound on the essential spectral radius of R(z).
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The claimed bound on the spectral radius of R(z) follows from the first in-
equality in Proposition 6.6 and the Gelfand spectral radius formula.
6.3 Basic Norm Bounds
The following lemma provides the key estimates required to prove Proposi-
tions 5.2 and 6.6.
Lemma 6.7 (Basic Norm Bounds). For all k ≥ 1, n ≥ 1, and η ∈ L,∥∥∥R(k)n η∥∥∥W ≤ [κ+ 1]λ{r(k) = n} ‖η‖W , (6.5)∥∥∥R(k)n η∥∥∥
s
≤ [κ+ 1]λ
{
r(k) = n
}
‖η‖s , (6.6)
Lips
(
R(k)n η
)
≤ [κ+ 1]λ
{
r(k) = n
} [
βkLips (η) + (τ + κ) ‖η‖W
]
, (6.7)∥∥∥R(k)n η∥∥∥
s
≤ [κ+ 1]λ
{
r(k) = n
}[
2 (βa)
k ‖η‖s + ‖η‖W
]
, (6.8)∥∥∥R(k)n η∥∥∥S ≤ [κ+ 1]λ{r(k) = n}[2 (βa)k ‖η‖S + (κ+ τ + 1) ‖η‖W] . (6.9)
Proof. Recall the definitions of norms from Section 4 and the definition of the
operators R
(k)
n from Equation (5.1). All of the quantities that we wish to bound
are defined through integrals of the form∫ 1
0
R(k)n η(x, y)ψ(y) dy =
∫ 1
0
T k∗
(
η1{r(k)=n}
)
(x, y)ψ(y) dy (6.10)
=
∫ 1
0
T k∗ η(x, y)ψ(y) 1Tk{r(k)=n} dy.
The set T k
{
r(k) = n
}
is a countable collection of horizontal strips. Similarly
the set
{
r(k) = n
}
is a countable collection of vertical strips. That is, there
exists a countable collection of intervals {Ij ⊆ [p, q] : j ∈ Z+} such that{
r(k) = n
}
=
⋃
j∈Z+
Ij × [0, 1].
It will be convenient to define Vj = Ij×[0, 1]. Note that for all j ∈ Z+, T kVj is a
horizontal strip and T k|Vj is C1. In the horizontal coordinate, uk|Ij : Ij → [p, q]
is a C2 bijection.
The integration in Equation (6.10) is over the set T k
{
r(k) = n
}∩({x} × [0, 1]).
By the comments of the previous paragraph, for each j ∈ Z+, there exists sj ∈ Ij
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so that uk(sj) = x. Therefore, the preimage of the region of integration under
the map T k is the countable union of full vertical lines as follows,
T−k
(
T k
{
r(k) = n
}
∩ ({x} × [0, 1])
)
=
{
r(k) = n
}
∩ T−k ({x} × [0, 1])
=
⋃
j∈Z+
{sj} × [0, 1].
Suppose that (sj , t) ∈ Vj and that (x, y) = T k(sj , t) =
(
uk(sj), v
(k)
sj (t)
)
. Let
η ∈ L and ψ ∈ L or H. Suppose that n ∈ Z+ and k ∈ Z+ are numbers such that
the set
{
r(k) = n
}
is non-empty. An elementary change of variables on each line
segment {sj} × [0, 1] shows that∫ 1
0
R(k)n η(x, y)ψ(y) dy =
∞∑
j=1
∫ 1
0
η(sj , t)ψ
(
v(k)(sj , t)
)
∂tv
(k)(sj , t) dt,
where we have written v(k)(s, t) instead of v
(k)
s (t), this helps to avoid nested
subscripts and reduces confusion when taking partial derivatives of the map
v(k) : Λ→ [0, 1].
Recall from Section 3 that T preserves the measure λ on Λ, which is a prob-
ability measure obtained by restricting Lebesgue measure to Λ. From this we
deduce that, λ almost everywhere the Jacobian determinant of T is 1. Cal-
culating the Jacobian determinant of T k using Equation (3.18) we obtain the
identity below.
∂yv
(k)(x, y)Duk(x) = 1 (6.11)
It follows that for µ almost every x,∫ 1
0
R(k)n η(x, y)ψ(y) dy =
∞∑
j=1
∫ 1
0
η(sj , t)ψ
(
v(k)(sj , t)
) [
Duk (sj)
]−1
dt.
(6.12)
We apply the definitions of ‖·‖s and ‖·‖W (see Equations (4.1) and (4.2)) to
provide the following preliminary bounds. If ψ ∈ L, then∫ 1
0
R(k)n η(x, y)ψ(y) dy ≤
∑
j∈Z+
[
Duk (sj)
]−1 ‖η‖W ∥∥∥ψ ◦ v(k)sj ∥∥∥L . (6.13)
If ψ ∈ H, then∫ 1
0
R(k)n η(x, y)ψ(y) dy ≤
∞∑
j=1
[
Duk (sj)
]−1 ‖η‖s ∥∥∥ψ ◦ v(k)sj ∥∥∥H . (6.14)
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In order to bound Lips
(
R
(k)
n η
)
we must consider integrals of the form∫ 1
0
[
R(k)n η(x, y)−R(k)n η(w, y)
]
ψ(y) dy,
where x,w ∈ [p, q] are fixed horizontal coordinates and ψ ∈ L is a test function.
If we separate the integral above by linearity and apply Equation (6.12) to each
term we obtain∫ 1
0
[
R(k)n η(x, y)−R(k)n η(w, y)
]
ψ(y) dy =
∞∑
j=1
[
Duk(sj(x))
]−1 ∫ 1
0
η (sj(x), t) ψ
(
v(k)(sj(x), t)
)
dt
−
∞∑
j=1
[
Duk(sj(w))
]−1 ∫ 1
0
η (sj(w), t) ψ
(
v(k)(sj(w), t)
)
dt
where sj(x) and sj(w) are points in Ij such that u
k (sj(x)) = x and u
k (sj(w)) =
w. We will fix j and expand j-th term of right hand side of the identity above
following the pattern
AxBxCx−AwBwCw = (Ax −Aw)BxCx+Aw (Bx −Bw)Cx+AwBw (Cx − Cw)
and apply the definitions of ‖·‖s and Lips (·) (see Equations (4.3) and (4.4)) to
obtain the preliminary bound below.∫ 1
0
[
R(k)n η(x, y)−R(k)n η(w, y)
]
ψ(y) dy ≤
∞∑
j=1
[
Duk(sj(w))
]−1 ∣∣∣∣1− Duk(sj(w))Duk(sj(x))
∣∣∣∣ ‖η‖W ∥∥∥ψ ◦ v(k)sj(x)∥∥∥L
+
∞∑
j=1
[
Duk(sj(w))
]−1
Lips (η) |sj(x)− sj(w)|
∥∥∥ψ ◦ v(k)sj(x)∥∥∥L
+
∞∑
j=1
[
Duk(sj(w))
]−1 ‖η‖W Lip(ψ) sup
0≤t≤1
∣∣∣v(k)sj(x)(t)− v(k)sj(w)(t)∣∣∣ .
(6.15)
Having collected the preliminary bounds Equations (6.13) to (6.15) we wish
to improve them to bounds that are uniform in the horizontal coordinates x and
w. To this end we collect the following uniform bounds.
Fix j ∈ Z+, suppose that s ∈ Ij and uk(s) = x. Since uk maps Ij onto [p, q],
1
µ(Ij)
∫
Ij
Duk(s) dµ(s) =
1
µ(Ij)
∫ q
p
1 dµ(x) =
1
µ(Ij)
.
Since uk|Ij is C2, we can apply the Integral Mean Value Theorem to conclude
that there exists θ ∈ Ij such that
Duk(θ) =
1
µ (Ij)
.
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Since s, θ ∈ Ij ⊂
[
r(k) = n
]
we may apply Equation (3.29) to obtain∣∣∣∣Duk(θ)Duk(s) − 1
∣∣∣∣ ≤ κ ∣∣uk (s)− uk (θ)∣∣ ≤ κ
Since uk|Ij is order preserving, we have Duk(s) ≥ 0. In combination with the
last two displayed equations this yields,
0 ≤ [Duk(s)]−1 ≤ (κ+ 1)µ (Ij) . (6.16)
By another application of Equation (3.29), for all w, x ∈ [p, q],∣∣∣∣1− Duk(sj(w))Duk(sj(x))
∣∣∣∣ ≤ κ |u(sj(x))− u(sj(w))| = κ |x− w| . (6.17)
Since v
(k)
s(z) viewed as a map of the interval [0, 1] into itself is a contraction for
all z ∈ [p, q], we have ∥∥∥ψ ◦ v(k)s(z)∥∥∥L ≤ ‖ψ‖L . (6.18)
Let us view x 7→ sj(x) as a local inverse of uk on Ij and note that,
∂x
[
v(k) (sj(x), t)
]
=
∂xv
(k)(sj(x), t)
Duk (sj(x))
.
By Lemma 3.7 we have ∥∥∥∥∥∂xv(k)xDuk
∥∥∥∥∥
∞
≤ τ.
From the previous two lines it follows that
sup
0≤t≤1
∣∣∣v(k)s(x)(t)− v(k)s(w)(t)∣∣∣ ≤
∥∥∥∥∥∂xv(k)xDuk
∥∥∥∥∥
∞
|x− w| .
≤ τ |x− w| (6.19)
Finally, note that |sj(x)− sj(w)| ≤ βk |x− w| by Equation (3.28).
Having collected the uniform bounds above we refine Equations (6.13) to (6.15)
as follows. If ψ ∈ L and x ∈ [p, q], then∫ 1
0
R(k)n η(x, y)ψ(y) dy ≤
∑
j∈Z+
(κ+ 1)µ(Ij) ‖η‖W ‖ψ‖L
= (κ+ 1)λ
{
r(k) = n
}
‖η‖W ‖ψ‖L .
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By taking a supremum over ψ such that ‖ψ‖L ≤ 1 and x ∈ [p, q] we obtain
Equation (6.5). Simmilarly, if ψ ∈ H and x ∈ [p, q], then∫ 1
0
R(k)n η(x, y)ψ(y) dy ≤ (κ+ 1)λ
{
r(k) = n
}
‖η‖s ‖ψ‖H .
By taking a supremum over ψ such that ‖ψ‖H ≤ 1 and x ∈ [p, q] we obtain
Equation (6.6).
If ψ ∈ L and w, x ∈ [p, q], then
∫ 1
0
[
R(k)n η(x, y)−R(k)n η(w, y)
]
ψ(y) dy ≤ (κ+ 1)λ
{
r(k) = n
}
κ |w − x| ‖η‖W ‖ψ‖L
+ (κ+ 1)λ
{
r(k) = n
}
Lips (η)β
k |x− w| ‖ψ‖L
+ (κ+ 1)λ
{
r(k) = n
}
‖η‖W Lip(ψ)τ |x− w|
By taking a supremum over ψ such that ‖ψ‖L ≤ 1 and w, x ∈ [p, q] we obtain
Equation (6.7).
Finally, we must verify Equation (6.8). Suppose that ψ ∈ H and x ∈ [p, q].
By Equation (6.12),∫ 1
0
R(k)n η(x, y)ψ(y) dy =
∞∑
j=1
∫ 1
0
η(sj , t)ψ
(
v(k)(sj , t)
) [
Duk (sj)
]−1
dt
=
∞∑
j=1
∫ 1
0
η(sj , t)
[
ψ
(
v(k)(sj , t)
)
− ψ
(
v(k)(sj , 0)
)] [
Duk (sj)
]−1
dt
+
∞∑
j=1
∫ 1
0
η(sj , t)ψ
(
v(k)(sj , 0)
) [
Duk (sj)
]−1
dt
≤ (κ+ 1)λ
{
r(k) = n
}
‖η‖s ‖Ψ1‖H
+ (κ+ 1)λ
{
r(k) = n
}
‖η‖W ‖Ψ0‖L
Ψ0 := ψ
(
v(k)(sj , 0)
)
Ψ1 := ψ
(
v(k)(sj , t)
)
− ψ
(
v(k)(sj , 0)
)
In the third line we have use the fact that Ψ0 is constant and hence Lipschitz.
An elementary calculation shows that
‖Ψ0‖L ≤ ‖ψ‖L ≤ ‖ψ‖H
‖Ψ1‖H ≤ 2(βa)k ‖ψ‖H
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We conclude that,∫ 1
0
R(k)n η(x, y)ψ(y) dy ≤ (κ+ 1)λ
{
r(k) = n
}
‖ψ‖H
[
2 (βa)
k ‖η‖s + ‖η‖W
]
.
By taking a supremum over ψ such that ‖ψ‖H ≤ 1 and x ∈ [p, q] we obtain
Equation (6.8).
Lastly Equation (6.9) follows by adding Equation (6.7) and Equation (6.8)
and noting that βk < βak.
6.4 Proof of Convergence and Renewal Equation
In this section we use Lemma 6.7 to prove Proposition 5.2.
Claim 1 For all n ≥ 1, the operators Bn and Rn are bounded on S.
Proof. Boundedness of the Rn is given by Equation (6.6) from Lemma 6.7
with k = 1. Note that Bn =
∑n
k=1R
(k)
n , and that the collection of sets{{
r(k) = n
}
: k = 1, . . . , n
}
are disjoint. It follows from Equation (6.6) that
‖Bnη‖S ≤
n∑
k=1
∥∥∥R(k)n η∥∥∥S ≤
n∑
k=1
[κ+ 1]λ
[
r(k) = n
]
‖η‖S
≤ [κ+ 1] ‖η‖S .
Therefore, the operators Bn are bounded on S.
Claim 2 For all z in the open unit disk of C, the operators B(z) and R(z)
converge in Hom (S,S) and satisfy B(z) = (I −R(z))−1.
Proof. Since the operators Rn and Bn are uniformly bounded in n, R(z) and
B(z) converge for |z| < 1 as desired.
The IBT B is clearly conservative and non-singular with respect to Lebesgue
measure and Λ has positive measure. That B(z) and R(z) satisfy B(z) =
(I −R(z))−1 can be verified by applying [21] Proposition 1.
Claim 3 The operator R(z) converges in Hom (S,S) for z in the closed unit
disk of C, that is
∑
n≥1 ‖Rn‖S <∞.
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Proof. Note that the sets [r = n] partition Λ. By Equation (6.6) with k = 1,
for any η ∈ L,
‖R(1)η‖S ≤
∞∑
n=1
‖Rnη‖S ≤ [κ+ 1] ‖η‖S
∞∑
n=1
λ [r = n]
= [κ+ 1] ‖η‖S
So R(z) is bounded on S for all |z| ≤ 1.
Claim 4 Let α = max {α0, α1}. As n→∞,
∑
k>n ‖Rk‖S = O
(
n−(1+
1
α )
)
.
Proof. It follows directly from the definition of λ in Equation (3.7) and the
relationship between p◦n, q
◦
n and return time outlined in Equation (2.18) that
for n ≥ 2,
λ[r = n] =
p◦n−1 − p◦n + q◦n − q◦n−1
Leb (Λ)
By the asymptotic behavior of p◦n−1 − p◦n and q◦n−1 − q◦n described in Equa-
tions (2.27) and (2.28) we have
λ[r = n]  ( 1n)2+ 1α .
By the norm bound obtained in Equation (6.6) with k = 1, ‖Rn‖ = O (λ[r = n]),
therefore ∑
k>n
‖Rk‖S = O
((
1
n
) 1
α+1
)
.
6.5 Proof of Lasota-Yorke inequality
In this section we will use Lemma 6.7 to prove Proposition 6.6.
Proof of Proposition 6.6. We will prove Equation (6.4). The proofs of the other
inequalities are similar.
Note that min r(k) ≥ 2k and apply Lemma 6.7 so that,∥∥R(z)kη∥∥S ≤ ∞∑
n=2k
|zn|
∥∥∥R(k)n η∥∥∥S
≤ |z|k
∞∑
n=2k
[κ+ 1]λ
{
rk = n
} [
2 (βa)
k ‖η‖S + (κ+ τ + 1) ‖η‖W
]
= [κ+ 1] |z|k
[
2 (βa)
k ‖η‖S + (κ+ τ + 1) ‖η‖W
]
.
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Obviously we could have obtained |z|2k as a multiplier in the inequalities
above. We opt for the weaker bound as it makes no difference in what follows
and is slightly less cumbersome.
6.6 Proof of Spectral Gap and Aperiodicity
In this section we will prove Proposition 5.3. The next two lemmas will be
useful in the proof.
Lemma 6.8. If |z| ≤ 1 and η ∈ L, then
‖R(z)η‖L ≤ ‖η‖L . (6.20)
Proof. We begin by bounding the sup-norm term in ‖·‖L,
‖R(z)η‖sup = sup
(x,y)∈Λ
∣∣∣∣∣
∞∑
n=1
znRnη(x, y)
∣∣∣∣∣
= sup
(x,y)∈Λ
∣∣∣∣∣
∞∑
n=1
zn T∗
(
1{r=n} η
)
(x, y)
∣∣∣∣∣
= sup
(x,y)∈Λ
∣∣∣∣∣
∞∑
n=1
zn [1{r=n} ◦ T−1](x, y) [η ◦ T−1](x, y)
∣∣∣∣∣
= sup
(x,y)∈Λ
∣∣∣zr(T−1(x,y)) [η ◦ T−1](x, y)∣∣∣
≤ sup
(x,y)∈Λ
∣∣[η ◦ T−1](x, y)∣∣
≤ ‖η‖sup
For the Lipu (·)-term, fix γ ∈ Γ and (x, y), (w, z) ∈ γ. Note that T−1γ is a
segment of some unstable curve γ′ ∈ Γ. Note that r ◦ T−1 is constant on
unstable curves, that is T∗r is Bu measurable. Let N(γ) = r
(
T−1(x, y)
)
=
r
(
T−1(w, z)
)
. Let x′ and w′ denote the first coordinates of T−1(x, y) and
T−1(w, z) respectively. Note that |x′ − w′| ≤ β |x− w|, since T is uniformly
expanding along unstable curves. Computing as above we obtain,
R(z)η(x, y)−R(z)η(w, z) = zN(γ)η (T−1(x, y))− zN(γ)η (T−1(w, z))
≤
∣∣∣zN(γ)∣∣∣Lipu (η) |x′ − w′|
≤ βLipu (η) |x− w| .
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Since (x, y) and (w, z) were arbitrary, Lipu (R(z)η) ≤ βLipu (η). We conclude
that,
‖R(z)η‖L ≤ ‖η‖sup + βLipu (η) ≤ ‖η‖L .
Lemma 6.9. For each z with |z| = 1,
1. The peripheral spectrum of R(z) consists of semi-simple7 eigenvalues.
2. Every peripheral eigenvector of R(z) is in L.
Proof. This follows from Lemma 6.8 by a standard argument, and can be found
in a slightly different setting in [4] Proposition 3.5. We will outline the proof
for the convenience of the reader.
Note that by Proposition 6.4 the operator R(z) is quasi-compact and therefore
admits a decomposition R(z) = Q+F such that the spectral radius of Q is the
essential spectral radius of R(z), F is supported on a finite dimensional subspace
of S, and QF = FQ = 0. It follows directly that R(z)k = Qk + F k for k ≥ 1.
It follows from Equation (6.2) that for all k ≥ 1 and η ∈ L, we have the
uniform bound
∥∥R(z)kη∥∥S ≤ |z| [κ+ 1] ‖η‖S . From the decomposition in the
last paragraph we have
∥∥F kη∥∥S ≤ |z| [κ+ 1] ‖η‖S .
The peripheral spectrum of R(z) coincides with the peripheral spectrum of F
since the spectral radius of Q is strictly less that that of R(z). It follows that
the peripheral spectrum of R(z) consists of eigenvalues.
Recall that the spectral radius of R(z) and hence F is |z|. If F had a gen-
eralized eigenvector associated to a peripheral eigenvalue, then |z|−k ‖F k‖op
would grow linearly in k. This cannot be the case since |z|−k ‖F k‖op ≤ κ + 1.
Therefore, the peripheral spectrum of R(z) consists of semi-simple eigenvalues.
Note that F (S) is finite dimensional and therefore closed in S. By definition
L is dense in S, thus F (L) is dense in F (S). Since F (S) is closed F (L) = F (S).
By Lemma 6.8, R(z) is bounded on L and thus F is also. Therefore, F (S) =
F (L) ⊂ L. Every eigenvector of F is contained in F (S). We conclude that
every eigenvector associated to a peripheral eigenvalue of R(z) is in L.
We are now in a position to prove Proposition 5.3.
Proof of Proposition 5.3. The proof of this lemma will be divided into several
distinct parts.
7An eigenvalue is semi-simple if its algebraic and geometric multiplicities match.
40
Claim 1: For all |z| ≤ 1 the operator R(z)− I is invertible if and only if 1 is
not an eigenvalue of R(z).
Proof of Claim 1. If 1 is an eigenvalue of R(z), then R(z)−I is not invertible by
the definition of an eigenvalue. Suppose that R(z)−I is not invertible. Then 1 is
a point in the spectrum of R(z). By Proposition 6.4 the operator R(z) is quasi-
compact with essential spectral radius less than βa |z|, which is strictly less then
1, therefore 1 is a point in the spectrum of R(z) that is outside the essential
spectrum. It follows that 1 is an eigenvalue of R(z) and that any eigenvector
associated to the eigenvalue 1 lies in a finite dimensional R(z) invariant subspace
of S.

Claim 2: If |z| < 1, then R(z)− I is invertible.
Proof of Claim 2. Fix z such that |z| < 1. It follows from Proposition 6.4 that
the spectral radius of R(z) is at most |z|. By assumption |z| < 1, so 1 is not an
eigenvalue of R(z). By the previous claim R(z)− I is invertible.

Claim 3: If |z| = 1 and z 6= 1, then I −R(z) is invertible. The operator R(1)
has a simple eigenvalue at 1 and the associated eigenspace is span {1Λ}.
Proof of Claim 3. We will verify both parts of the claim simultaneously. Let z
be a complex number such that |z| = 1 and let η ∈ S be an eigenvector of R(z)
with eigenvalue 1, that is
R(z)η = η.
The proof relies on two observations about η:
Observation 1: If |z| = 1 and η ∈ S such that R(z)η = η, then for almost
every (x, y) ∈ Λ,
[η ◦ T ](x, y) zr = η(x, y). (6.21)
Observation 2: If |z| = 1 and η ∈ S so that R(z)η = η, then η is a constant
multiple of 1Λ.
We will verify both observations after completing the proof of Claim 3.
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We will show that, if η 6= 0, then z = 1. By Observation 2, η is constant.
Since T preserves Lebesgue measure η ◦ T = η. It follows that Equation (6.21)
reduces to
(zr(x) − 1)η = 0.
The equation above is satisfied if η = 0 or if zr(x) = 1.
The equation zr(x) = 1 is satisfied if and only if for all a ∈ image (r) ⊆ Z,
a
arg(z)
2pi
∈ Z.
The inclusion above can hold if and only if there exists a rational number b/c
such that arg(z)2pi = b/c. Assuming that b/c is reduced we see that ab/c ∈ Z
and if and only if c divides a. Therefore, arg(z)2pi = b/c and c divides a for all
a ∈ image (r). From Section 2.2 it follows that image (r) = {n ∈ N : n ≥ 2} and
hence the greatest common divisor of image (r) is 1 so that c = 1 and hence
arg(z)
2pi ∈ Z. Therefore the principal value of the argument of z is 0 and hence
z = 1.
T preserves Lebesgue measure on Λ. By Equation (5.6) we have that R(1) is
the Frobenius-Perron operator of T . It follows that R(1)1Λ = 1Λ. By Observa-
tion 2 any η that satisfies the eigenvector equation R(1)η = η is a multiple of
1Λ. By Lemma 6.9 the eigenvalue 1 is semi-simple. We have verified that 1Λ is
a basis for the eigenspace associated to the eigenvalue 1. We conclude that 1 is
a simple eigenvalue of R(1).

To complete the proof of the lemma it remains to verify Observation 1 and
Observation 2 from the proof of the last claim.
Proof of Observation 1. By Lemma 6.9 we have η ∈ L. Since ‖η‖∞ ≤ ‖η‖sup ≤
‖η‖L we have η ∈ L∞ (Λ, λ). For all ψ and η in L we have∫
R(z)η ψ dλ =
∫ ∞∑
n=1
znRnη ψ dλ =
∞∑
n=1
∫
znT∗(η 1[r=n])ψ dλ
=
∞∑
n=1
∫
η zn1[r=n] ψ ◦ T dλ =
∫ ∞∑
n=1
η zn1[r=n] ψ ◦ T dλ
=
∫
η zrψ ◦ T dλ.
Since η ∈ L∞ (λ) we have η ∈ L2 (λ). Define W (z) on L∞ (λ) by W (z)ψ =
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zr ψ ◦ T . Now we compute as in [12],
|W (z)η − η|22 = |W (z)η|22 − 2Re〈W (z)η, η〉+ |η|22
= |W (z)η|22 − 2Re〈η,R(z)η〉+ |η|22
= |W (z)η|22 − 2Re〈η, η〉+ |η|22
= |W (z)η|22 − |η|22 ,
and note that
|W (z)η|22 =
∫
|η|2 ◦ T dλ =
∫
|η|2 dλ = |η|22 ,
from which we conclude that W (z)η = [η ◦T ] zr = η except possibly on a λ null
set. We have verified Equation (6.21). 
Proof of Observation 2. We begin by showing that η is essentially constant
along stable fibres. Recall that by Lemma 6.9 we have η ∈ L. For each
j ≥ 1 select τj ∈ C∞ (Λ) such that |τj − η|1 < 2−j . Note that |W (τj − η)|1 =|zr(τj − η) ◦ T |1 = |τj − η|1 < 2−j . Let τ¯j(x, y) =
∫
τj(x, y) dy and note that
by the Mean Value Theorem there exists s ∈ (0, 1) and t ∈ (y, s) such that
|τj(x, y)− τ¯j(x, y)| = |τj(x, y)− τj(x, s)| = |∂yτj(x, t)||y − s| ≤ ‖∂yτj‖∞ |y − s|.
Further application of the Mean Value Theorem yields
|Wnτj(x, y)−Wnτ¯j(x, y)| ≤ ‖∂yτj‖∞
∥∥∥∂yv(n)x ∥∥∥∞ ≤ ‖∂yτj‖∞ βn.
For each j ≥ 1 select n = n(j) such that ‖∂yτj‖∞ βn + 2−j < 10 · 2−j and note
that
|η − τ¯j |1 ≤ |Wnη −Wnτj |1 + |Wnτj −Wnτ¯j |1 ≤ 10 · 2−j .
We see that η is the L1-limit of functions that are constant along stable fibres.
It follows that for µ-a.e. x ∈ [p, q],
for Leb-a.e. y, η(x, y) =
∫
`(x)
η(x, z) dLeb(z), (6.22)
Next we will use the unstable regularity of η to show that Property 6.22 holds
for every x ∈ [p, q]. To verify this suppose that x failed to satisfy Property 6.22.
This can happen if and only if there exist sets Ax, Bx ⊂ `(x) and  > 0, such
that Leb(Ax) > 0, Leb(Bx) > 0, and for all y in Ax and z in Bx
η(x, y)− η(x, z) ≥ . (6.23)
For w 6= x let Aw ⊂ `(w) be the set obtained by sliding8 Ax along unstable
curves into `(w) and let Bw be defined similarly. Note that Leb(Aw) > 0 if and
only if Leb(Ax) > 0. Since η is in L we have that
|η(x, y)− η(`(w) ∩ γ(x, y))| ≤ Lipu (η) |x− w| .
8By sliding along unstable curves we mean (x, y) 7→ γ(x, y) ∩ `(w)
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Choose δ > 0 so that Lipu (η) δ < /3. Fix w ∈ [p, q] such that |w − x| < δ.
Select (w, y) ∈ Aw and (w, z) ∈ Bw and let (x, y′) ∈ Ax and (x, z′) ∈ Bx denote
the points obtained by sliding along unstable disks back to `(x). We compute,
η(w, y)− η(w, z) ≥ η(x, y′)− η(x, z′)− 2Lipu (η) |x− w| ≥ − 2Lipu (η) δ ≥ 
3
.
We have just shown that for every w ∈ [p, q] with |w − x| < δ Property 6.23
holds at w, thus Property 6.22 fails at w. This contradicts our observation that
Equation (6.22) holds for µ-a.e. x ∈ [p, q]. We conclude that Equation (6.22)
holds for every x ∈ [p, q].
Define h(x) =
∫ 1
0
η(x, y) dy. This function is Lipschitz. To verify this fix
x,w ∈ [p, q]. Let Ax ⊂ `(x) denote the set of points in `(x) where Equa-
tion (6.22) fails and let Aw be defined similarly. By the previous paragraph
both Ax and Aw are null sets. Let B ⊂ `(x) be the set obtained by sliding
Aw along unstable disks into `(x). The set B is a null set, therefore the set
G = `(x) − (Ax ∪ B) consisting of points in `(x) where η(x, y) = h(x) and
η(γ(x, y) ∩ `(w)) = h(w) has full measure. Choose (x, y) ∈ G and note that
|h(x)− h(w)| = |η(x, y)− η (γ(x, y) ∩ `(x))| ≤ Lipu (η) |x− w| ,
so h is Lipschitz with Lipschitz constant at most Lipu (η).
Next we would like to verify
∫
[W (z)η](x, y) dy = zr [h ◦ u](x). Note that T
maps `(x) into `(u(x)) affinely. We will apply the change of variable y′ = vx(y)
noting that dy′ = ∂yvx(y)dy and that ∂yvx(y) is constant and exactly equal to
the length of the interval T`(x) ⊂ `(u(x))∫ 1
0
zr(x)(η ◦ T )(x, y) dy = zr(x) 1|T`(x)|
∫
T`(x)
η(u(x), y′) dy′ = zr(x)h (u(x))
Applying Observation 1 we obtain
zr [h ◦ u](x) = h(x) (6.24)
Next we deduce that h is an essentially constant function. We will apply
Corollary 3.2 from [2]. We reformulate the Corollary in our notation for the
convenience of the reader.
Suppose that:
• u : [p, q] → [p, q] is a probability preserving, almost onto Gibbs-Markov
map with respect to the partition α =
{
Ij , I
′
j : j = 2, · · · ,∞
}
9.
• ϕ : [p, q]→ {z ∈ C : |z| = 1} is α-measurable.
9see Section 2.2
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• h : [p, q]→ {z ∈ C : |z| = 1} is Borel measurable and ϕ(x) = h · h¯ ◦ u
Then h is essentially constant.
Let us verify that u satisfies the first hypothesis of the Corollary. For each
a ∈ α the map u|a is a homeomorphism onto [p, q) with C2 inverse va : [p, q]→ a.
The map u is uniformly expanding by Lemma 3.5 and satisfies Adler’s bounded
distortion property by Lemma 3.6. By Example 2 of [2] it follows that u is a
mixing Gibbs-Markov map. Since every branch of u is onto, u is almost onto as
defined immediately after Theorem 3.1 of [2].
Since u is a Gibbs-Markov map, u is ergodic. Taking the complex modulus
of Equation (6.24) yields |h| = |h ◦ u| = |h| ◦ u, thus |h| is an essentially con-
stant function. Since h is Lipschitz, we have that |h| is Lipschitz and therefore
pointwise constant. Without loss of generality assume that |h| = 1.
Since h is a circle valued function we have h¯ = 1/h. Let ϕ(x) = h · h¯ ◦ u. By
Equation (6.24) we have
ϕ(x) = h · h¯ ◦ u = h
h ◦ u = z
r(x).
Since r(x) is measurable with respect to the partition α we have that ϕ is circle
valued and α-measurable. We have just verified that ϕ satisfies the second
hypothesis above and that h and ϕ are related as required in the third hypothesis
by definition.
Applying the Corollary we see that h is essentially constant. Since h is Lips-
chitz we conclude that h is pointwise constant. Let h0 denote the constant value
of h.
Define H(x, y) = h0, this function is clearly in L. On each vertical line the
function H agrees with η except possibly on a set of one dimensional Lebesgue
measure zero. It follows that for all t ∈ [p, q] there exists a λ-null set Nt such
that for all (x, y) ∈ Λ −Nt we have η (`(t) ∩ γ(x, y)) −H(x, y) = 0. With this
fact it follows directly from Equations (4.2) and (4.3) that ‖η −H‖s = 0 and
Lips (η −H) = 0, thus ‖η −H‖S = 0. We conclude that η and H are in the
same S-equivalence class. 
Having verified Observation 1 and Observation 2 from the proof of Claim 3
we see that the lemma follows by combining Claim 2 and Claim 3.
6.7 Proof of Finite Variance Conditions
In this section we prove Lemma 5.5.
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Proof of Lemma 5.5. Recall that Ω1 is a partition mod λ of Λ that is the com-
mon refinement of the return time partition and the partition that splits Λ along
the vertical line `A (see Equation (3.23). Let ω1(n, 0) to be the cell of Ω1 with
return time n that lies to the right of `A and ω1(n, 1) be the cell of Ω1 that lies
to the left of `A. Note that ω1(n, j) must pass near the fixed line at `j before
returning to Λ. By the monotone convergence theorem and Ho¨lder’s inequality∫
Λ
|ξ|2 dλ =
1∑
j=0
∞∑
n=0
∫
Λ
1ω1(n,j) |ξ|2 dλ
≤
1∑
j=0
∞∑
n=0
∥∥∥1ω1(n,j) |ξ|2∥∥∥
sup
λ (ω1(n, j)) .
By Equation (2.18) we have λ (ω1(n, 0)) = p
◦
n+1 − p◦n+2 and λ (ω1(n, 0)) =
q◦n+2 − q◦n+1. By Equations (2.27) and (2.28), as n→∞,
λ (ω1(n, j)) = O
((
1
n
)2+ 1αj ) .
We will show that ∞∑
n=0
∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
λ (ω1(n, 0)) , (?)
converges for each of the stated conditions. The sum with j = 1 converges by
analogous arguments that are independent of the j = 0 case.
i. By Lemma 6.10, as n→∞ Suppose that α0 < 1∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
= O(n2).
Therefore, ∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
λ (ω1(n, 0)) = O
((
1
n
) 1
α0
)
.
and the terms in (?) are summable.
ii. Suppose that M0 = 0 and α0 = 1. By Lemma 6.10, as n→∞,∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
= O(n2−2γ).
Therefore, ∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
λ (ω1(n, 0)) = O
((
1
n
)2γ+1)
.
Since 2γ + 1 > 1, the terms in (?) are summable.
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iii. Suppose that M0 = 0, 1 < α0 < 3, and γ >
α0−1
2 . By Lemma 6.10, as
n→∞, ∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
= O
(
n2−2
γ
α0
)
.
Therefore, ∥∥∥1ω1(n,0) |ξ|2∥∥∥
sup
λ (ω1(n, 0)) = O
((
1
n
) 2γ+1
α0
)
Since 2γ+1α0 > 1, the terms in (?) are summable.
6.8 Proof of Convergence and Continuity of Perturbations
In this section we prove Proposition 5.7
Proof of Proposition 5.7. We will show that for all  > 0 there exists δ > 0 such
that for all t ∈ (−δ, δ) and for all η ∈ L,
‖[Rn(t)−Rn(0)] η‖S ≤  ‖η‖S .
First note that,
[Rn(t)−Rn(0)] η = T∗
(
(exp (itξ)− 1) 1[r=n]η
)
Second note that,
‖[Rn(t)−Rn(0)] η‖S = ‖[Rn(t)−Rn(0)] η‖s + Lips ([Rn(t)−Rn(0)] η) .
Fix  > 0. We will estimate the two terms on the right. Let ψ ∈ H be a test
function with ‖ψ‖H ≤ 1, x be a point in [p, q], and consider a typical integral
from the definition of ‖[Rn(t)−Rn(0)] η‖s,
I =
∫ 1
0
T∗
(
(exp (itξ)− 1) 1[r=n]η
)
(x, y)ψ(y) dy
We will use the following facts to bound I.
A. For all x ∈ [p, q], dvxdy is a constant and for all x ∈ [r = n], 0 < dvxdy ≤
[κ+ 1]λ [r = n].
B. The value of 1[r=n](x, y) is independent of y.
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C. For all t, a ∈ R, |exp (ita)− 1| ≤ 2 ∣∣sin (at2 )∣∣ ≤ |at|. It follows that, for all
x ∈ [p, q],
‖exp (itξ(x, ·))− 1‖L ≤ |t| ‖ξ (x, ·)‖L .
Applying the change of variables (x, y) = T (w, z) = (u(x), vw(z)), we compute
as follows.
I =
∫ 1
0
T∗
(
(exp (itξ)− 1) 1[r=n]η
)
(x, y)ψ(y) dy
=
∫ 1
0
(
(exp (itξ)− 1) 1[r=n]η
)
(w, z)ψ(vw(z))
dvw
dz
dz
≤ [κ+ 1]λ[r = n]
∫ 1
0
(
(exp (itξ)− 1) 1[r=n]η
)
(w, z)ψ(vw(z)) dz (by A)
= [κ+ 1]λ[r = n]
∫ 1
0
η(w, z) (exp (itξ)− 1) (w, z)ψ(vw(z)) dz (by B)
≤ [κ+ 1]λ[r = n] ‖η‖S ‖ψ (exp (itξ)− 1) (w, ·)‖L
≤ 2[κ+ 1]λ[r = n] ‖η‖S ‖ψ‖L ‖(exp (itξ)− 1) (w, ·)‖L
≤ 2 |t| [κ+ 1]λ[r = n] ‖η‖S ‖ψ‖L ‖ξ(w, ·)‖L (by C)
Similarly, we consider a typical integral from the definition of Lips ((Rn(t)−Rn(0)) [η]).
Let x1, x2 ∈ [p, q] such that x1 6= x2 and ψ1 and ψ2 be test functions. We will
apply changes of variable (x1, y) = T (w1, z1) and (x2, y) = T (w2, z2). Define
Ψj = ψj ◦ vwj (exp(itξ)− 1) and Φj =
(
maxj
{‖Ψj‖L})−1 Ψj . We compute as
follows.
II =
∫ 1
0
Rn(t)η(x1, y)ψ1(y)−Rn(t)η(x2, y)ψ2(y)
|x1 − x2| dy
= 1|x1−x2|
∫ 1
0
η(w1, z1)Ψ1(z1)
dvw1
dz1
dz1
− 1|x1−x2|
∫ 1
0
η(w2, z2)Ψ2(z2)
dvw2
dz2
dz2
≤ [κ+1]λ[r=n]|x1−x2|
∫ 1
0
η(w1, z1)Ψ1(z1) dz1
− [κ+1]λ[r=n]|x1−x2|
∫ 1
0
η(w2, z2)Ψ2(z2) dz2
≤ [κ+1]λ[r=n] maxj{‖Ψj‖L}|x1−x2|
∫ 1
0
η(w1, z)Φ1(z)− η(w2, z)Φ2(z) dz
≤ [κ+ 1]λ[r = n] max
j
{‖Ψj‖L}Lips (η)
≤ 2 |t| [κ+ 1]λ[r = n] max
j
{‖ψj‖L ‖ξ(wj , ·)‖L}Lips (η)
It is necessarily the case that w,w1, w2 ∈ [r = n] in the calculations above.
By Lemma 6.10, ‖ξ(x, ·)‖L is uniformly bounded on [r = n] by some constant
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M(n). Chose δ > 0 such that δ(κ + 1)M(n) ‖η‖s < /3. It follows from the
calculations above that for |t| < δ we have I < /3 and II < 2/3, which com-
pletes the proof of continuity.
By the estimates above,
‖Rn(t)−Rn(0)‖S = O
(|t|λ [r = n] ‖ξ‖1v1) .
As n → ∞, ‖ξ(x, ·)‖L = O(n) and λ [r = n] = O
(
n−2−
1
α
)
, where α =
max {α0, α1}, thus
‖Rn(t)−Rn(0)‖op = O
(
|t|n−1− 1α
)
.
The estimate above is summable in n. The result for R(z, t) follows by an easy
application of the triangle inequality and monotone convergence.
By unpacking the definition of ‖Rn(t)η‖S as was done above and choosing to
use the bound
∣∣e−itξ∣∣ ≤ 1 yields
‖Rn(t)‖op = O (λ [r = n]) .
Note that we could have obtained a similar bound in the argument above by
taking 2
∣∣∣sin( tξ2 )∣∣∣ < 2 instead of 2 ∣∣∣sin( tξ2 )∣∣∣ < |t| |ξ|, however we would not
have obtained the desired dependence on |t|. Since λ ([r = n]) = O
(
n−2−
1
α
)
,
where α = max {α0, α1}, the sequence rn = λ [r = n] verifies the third claim.
6.9 Proof of Expansion of the Dominant Eigenvalue
In this section we will prove Proposition 5.8. Before we can complete the proof
we will need the following two lemmas on the asymptotic behavior of ξ.
Lemma 6.10. Suppose that X : [0, 1]
2 → R is γ-Ho¨lder for some γ ∈ (0, 1]
and that (x, y) ∈ Λ is a point such that x ∈ [A, q] and r(x, y) = n+ 2 for some
n ≥ 0. As n→∞,
ξ(x, y) = n
∫ 1
0
X(0, y1+
1
α0 ) dy +O
(
n1−γ
)
+O
(
n1−
γ
α0
)
.
If x ∈ [p,A], then as n→∞,
ξ(x, y) = n
∫ 1
0
X(1, y1+
1
α1 ) dy +O
(
n1−γ
)
+O
(
n1−
γ
α1
)
.
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Proof. We will prove the first asymptotic expansion, the proof of the second is
similar. Through out this proof we will suppress the subscript on the contact
parameters (α = α0 and c = c0). By Equation (5.10)
ξ(x, y) =
n+1∑
k=0
X (xk, yk) .
Since X is γ-Ho¨lder,
|X (xk, yk)−X (0, yk)| = O (xγk) = O
(
n−
γ
α
)
.∣∣∣X (0, yk)−X (0, (1− k+1n )1+ 1α)∣∣∣ = O (n−γ) .
An end point approximation to the Riemann sum shows that∣∣∣∣∣
∫ 1
0
X
(
0, y1+
1
α
)
dy − 1
n
n−1∑
k=1
X
(
0,
(
1− k+1n
)1+ 1α)∣∣∣∣∣ = O (n−γ)
A standard triangle inequality argument shows that
ξ(x, y) = n
∫ 1
0
X(0, y1+
1
α ) dy +O
(
n1−γ
)
+O
(
n1−
γ
α
)
and therefore the claimed asymptotic holds.
Next we investigate the cumulative distribution function of ξ.
Lemma 6.11. Suppose that X : [0, 1]
2 → R is γ-Ho¨lder for some γ ∈ (0, 1].
• If M0 > 0, then for t sufficiently large,
λ ([ξ > t] ∩ [A, q]) ∼ M0α0Leb(Λ)
(
M0(α0+1)
c0α0
) 1
α0
(
1
t
)1+ 1α0 ,
λ ([ξ < −t] ∩ [A, q]) = 0.
• If M0 < 0, then for t sufficiently large,
λ ([ξ > t] ∩ [A, q]) = 0,
λ ([ξ < −t] ∩ [A, q]) ∼ |M0|α0Leb(Λ)
(
|M0|(α0+1)
c0α0
) 1
α0
(
1
t
)1+ 1α0 .
• If M1 > 0, then for t sufficiently large,
λ ([ξ > t] ∩ [p,A]) ∼ M1α1Leb(Λ)
(
M1(α1+1)
c1α1
) 1
α1
(
1
t
)1+ 1α1 ,
λ ([ξ < −t] ∩ [p,A]) = 0.
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• If M1 < 0, then for t sufficiently large,
λ ([ξ > t] ∩ [p,A]) = 0,
λ ([ξ < −t] ∩ [p,A]) ∼ |M1|α1Leb(Λ)
(
|M1|(α1+1)
c1α1
) 1
α1
(
1
t
)1+ 1α1 .
Proof. We will prove the first asymptotic, the proofs of the others are similar.
We will suppress subscripts through out this proof (M = M0, α = α0, and
c = c0). For convenience define for any function f on Λ and real number t,
U(f, t) = [f > t] ∩ [A, q]. Note that by Equation (2.18), λ (U(r, n)) = p◦n−Aq−p =
p◦n−A
Leb(Λ) , thus by Equation (2.25)
λ (U(r, t)) ∼ 1αLeb(Λ)
(
(α+1)
cα
) 1
α
(
t
btc
)1+ 1α ( 1
t
)1+ 1α .
Let g(x, y) = ξ(x, y)−Mr(x, y), then Fix  > 0 and note that,
λ (U(ξ, t)) ≥ λ (U(Mr, t(1 + )))− λ (U(|g| , t)) ,
λ (U(ξ, t)) ≤ λ (U(Mr, t(1− ))) + λ (U(|g| , t)) .
Note that |g| > t iff r > r|g|t. By Lemma 6.10 |g| = o (r(x, y)), thus the
quantity r|g| is unbounded as r →∞. We conclude that as t→∞,
λ (U(|g| , t)) = o (λ (U(r, t))) .
Therefore as t→∞,∣∣λ (U(ξ, t))− λ (U (r, tM ))∣∣ = o (λ [r > t]) .
The claimed asymptotic for λ (U(ξ, t)) follows, since(
t
M
⌊
M
t
⌋)1+ 1α
= 1 + o(1)
as t→∞.
It is not hard to check that ξ is continuous on each set [r = n+ 2]∩ [A, q] for
n ≥ 0. By Lemma 6.10, for (x, y) ∈ [r = n+ 2] ∩ [A, q],
ξ(x, y) = Mn+O
(
n1−γ
)
+O
(
n1−
γ
α
)
.
For n sufficiently large the first term dominates the last two and ξ is strictly
positive on [r = n+ 2] ∩ [A, q]. This leaves finitely many sets where ξ may be
negative, on each ξ is continuous, therefore ξ is bounded below. We conclude
that, for t sufficiently large,
λ ([ξ < −t] ∩ [A, q]) = 0.
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We are now in a position to prove Proposition 5.8.
Proof of Proposition 5.8. By Proposition 5.7 we have
‖R(z, t)−R(z, 0)‖S = O (|t|) .
If e(t) is the eigenfunction of R(1, t) associated to the eigenvalue χ(t) with
integral 1, then because eigenvectors depend holomorphicaly on operators
‖e(t)− 1‖S = O (‖R(z, t)−R(z, 0)‖S) = O (|t|) .
With this estimate in place the claimed expansions follow directly from Lemma 6.11
and the following theorems.
i. By arguments similar to [11] Theorem 3.7 we obtain the claimed expansion.
Since T∗ has a spectral gap the series in the definition of σ2 converges.
ii. The estimate above is sufficient to apply [2] Theorem 5.1, which yields the
desired expansion of the eigenvalue χ(t) for t near 0.
iii. The estimate above is sufficient to apply [2] Theorem 5.1, which yields the
desired expansion of the eigenvalue χ(t) for t near 0.
iv. Similarly we apply [1] Theorem 3.1 to obtain the claimed expansion.
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