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Introduccio´n
En a´reas aplicadas es comu´n aproximar superficies suaves por superficies polie´dricas
o mallas las cuales se forman pegando pol´ıgonos planos (elementos) por sus aristas.
El caso particular de mallas triangulares es particularmente importante. En esas apli-
caciones es importante estimar propiedades diferenciales de la superficie aproximada
a partir de la superficie polie´drica y entonces es deseable tener garant´ıas de conver-
gencia a medida que la densidad de los puntos en la superficie polie´drica aumenta
de tal manera que el taman˜o de los elementos de la malla tiende a 0.
Un ejemplo ba´sico que ilustra las dificultades en obtener convergencia cuando el
taman˜o de la malla tiende a cero es el caso de estimar el vector normal y el a´rea.
La la´mpara de Schwartz (ver figura) es un ejemplo de una superficie polie´drica cuyos
ve´rtices esta´n sobre una superficie suave cil´ındrica con altura y circunferencia unidad,
para la cual tanto el vector normal como el a´rea estimados no convergen a los valores
correspondientes en la superficie suave. Cada uno de los 2n4 tria´ngulos iso´sceles
resultantes tiene base de longitud ≈ 1
n
y altura de longitud ≈ π
4n2
, lo que resulta
en un a´rea total ≈ πn
4
que tiende a infinito cuando n tiende a infinito. Tambie´n
se observa que el vector normal a estos tria´ngulos iso´sceles forma un a´ngulo con el
vector normal a la superficie cil´ındrica que tiende a π/2 a medida que n tiende a
infinito. Esta dificultad se corrige requiriendo que los tria´ngulos de la malla tengan
una razo´n de aspecto acotada.
En esta tesis estamos interesados en la estimacio´n del operador Laplace-Beltrami.
Este operador es la extensio´n natural del operador de Laplace de un espacio Eucl´ıdeo
al caso de una superficie suave M [11, 17]. Se define como la divergencia del gradien-
te,
∆Mf = divM(∇Mf)
donde los operadores divM y ∇M son el operador divergencia y gradiente sobre M .
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Figura 1: La linterna de Schwartz se construye sobre un cilindro de altura y circunferencia
unidad. Se disponen n4 + n = n(n3 + 1) puntos en n3 + 1 circunferencias con distancia
1/n entre ellas a lo largo del cilindro, y de tal manera que en cada circunferencia se tienen
n puntos uniformemente espaciados como se ilustra en la figura. Sobre estos puntos se
construye una triangulacio´n, la cual consta de 2n4 tria´ngulos iso´sceles.
En Rk, este operador es igual a
∆f =
∑
i
∂2f
∂x2i
.
Una versio´n discreta de este operador para superficies en R3 es un elemento impor-
tante en varias aplicaciones de procesamiento geome´trico [8], donde la variedad so´lo
se conoce de forma aproximada como una malla que aproxima la superficie, y tam-
bie´n en el caso en que so´lo se tiene un subconjunto finito S de muestras tomadas de
M , lo que suele llamarse una nube de puntos. En ambos casos, la funcio´n f sobre
la que se quiere estimar el operador so´lo se conoce a trave´s del conjunto finito de
valores f(p), p ∈ S.
El intere´s en una versio´n discreta del operador Laplace-Beltrami aparece tambie´n
en el a´rea de geometr´ıa diferencial discreta [5], en la cual se busca definir diferen-
tes cantidades geome´tricas como curvatura, originalmente definidas sobre superficies
suaves, en superficies polie´dricas. En ambos casos, se espera que existan resultados
de convergencia al caso suave a medida que la nube de puntos o malla es ma´s densa
en M . Esto se puede medir con un para´metro h que mide las distancias entre las
muestras o el taman˜o de los elementos de la malla.
En el plano, para una malla regular de cuadrados de lado h, se obtiene una definicio´n
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natural por medio de las segundas diferencias finitas a lo largo de los ejes coordenados;
para un ve´rtice x, el operador discreto Lh evaluado para la funcio´n f es
Lhf(x) =
1
h2
∑
p∈N(x)
(f(p)− f(x))
donde N(x) es el conjunto de 4 vecinos de x en la malla. La extensio´n a una nube
de puntos o a una malla que aproximan una superficie M en R3 no es u´nica y
especialmente se encuentra dificultad con sus propiedades de convergencia. Si K
es una malla para M , generalizando Lh arriba se obtiene, para un ve´rtice x, la
aproximacio´n:
LK,hf(x) =
∑
p∈NK(x)
wp,x · (f(p)− f(x)) (1)
donde NK(x) es el conjunto de vecinos de x en K, y wp,x es un peso para la arista
px. Una expresio´n ma´s general podr´ıa incluir en la suma te´rminos correspondientes
a las caras de dos dimensiones incidentes a x. Hasta hace poco, aunque se hab´ıan
propuesto varias discretizaciones del operador Laplace-Beltrami, para ninguna de
ellas se hab´ıa obtenido una garant´ıa de convergencia puntual. En particular, en el
me´todo de la cotangente [6] los coeficientes wp,x dados por
wp,x =
{
1
2
(cotαp,x + cotαx,p) si px es una arista interior
cotαp,x si px es una arista de borde
(2)
donde αp,x y αx,p son los a´ngulos opuestos a una arista px interna, o uno solo de ellos
en caso de ser una arista px de borde.
Recientemente, Belkin y Niyogi [3] describieron un me´todo para el caso de nubes de
puntos para el cual obtienen convergencia puntual y, basados en e´ste, posteriormente
Belkin, Sun y Wang [4] propusieron un esquema de aproximacio´n que converge pun-
tualmente para una malla arbitraria que aproxima la superficie suaveM en distancia
Hausdorff y normal. El operador que proponen se calcula, para un punto x en la
malla, con la fo´rmula
LK,hf(x) =
1
4πh2
∑
τ∈T (K)
Area(τ)
|V (τ)|
∑
p∈V (τ)
exp
(
−‖p− x‖
2
4h
)
· (f(p)− f(x)) (3)
donde T (K) es el conjunto de 2-caras (pol´ıgonos) en K, y V (τ) es el conjunto de
ve´rtices de τ . Es importante que mientras en me´todos anteriores, LK,hf(x) depende
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so´lo de los valores de f(x) en los ve´rtices vecinos, en estos nuevos me´todos depende de
otros ve´rtices ma´s lejanos con pesos decrecientes con la funcio´n exp(−‖p− x‖2/4h),
lo que es esencialmente una convolucio´n con un kernel Gaussiano.
La idea de convolucio´n con un kernel fue retomada en un trabajo de Hildebrandt y
Polthier [14] quienes, continuando su investigacio´n dentro del marco de la geometr´ıa
diferencial discreta, extienden el me´todo de la cotangente para obtener un me´todo
con convergencia puntual.
SeanM una superficie suave yMh una superficie polie´drica que aproximaM . Adema´s,
sea u una funcio´n C2(M) y ∆u su operador Laplace-Beltrami en M . Por una gene-
ralizacio´n de integracio´n por partes se tiene que (si el soporte de ϕ esta´ contenido en
el interior de M) ∫
M
∆uϕ dvol = −
∫
M
〈∇u,∇ϕ〉g dvol. (4)
Esta identidad se usa para definir un operador Laplace-Beltrami de´bil restringiendo
el espacio de funciones de prueba ϕ. Sea uh la interpolacio´n lineal de u en Mh deter-
minada por los valores de u en los ve´rtices, y ∇ y ∇h los gradientes respectivos en
M y Mh. Siguiendo la idea de [4], el me´todo de [14] consiste en aproximar ∆u(x) en
un ve´rtice x de Mh por
∆u(x) ≈ 〈∆huh|ϕx〉 = −
∫
Mh
〈∇huh,∇hϕx〉Mh dvolh, (5)
donde ϕx es un kernel con soporte concentrado alrededor de x.
En esta tesis estudiamos los detalles del me´todo de Hildebrandt y Polthier, incluyendo
las herramientas necesarias para probar la convergencia del me´todo.
Contenido. El desarrollo de esta tesis esta´ distribuido de la siguiente manera. En
el cap´ıtulo 1 se presentan conceptos preliminares, en el cap´ıtulo 2 se define el tensor
de distorsio´n me´trica y algunas propiedades que juegan un papel importante en el
ana´lisis del me´todo de aproximacio´n, y en el cap´ıtulo 3 se describe el me´todo de
aproximacio´n y su ana´lisis. En el ape´ndice se presentan algunos resultados auxilia-
res.
Cap´ıtulo 1
Conceptos preliminares.
El objetivo de este cap´ıtulo es introducir los conceptos y resultados de diversas
tema´ticas que se necesitara´n para la comprensio´n de los resultados de aproximacio´n
del operador Laplace-Beltrami.
1.1. Superficies Polie´dricas y suaves
Definicio´n 1.1. Una superficie polie´drica o superficie co´nica Eucl´ıdea Mh es el
espacio me´trico obtenido al unir tria´ngulos planos, denotados Th, isome´tricamente a
lo largo de sus aristas. Aqu´ı, so´lo consideraremos triangulaciones finitas, las cuales
son homeomorfas a una 2-variedad1 compacta, conexa y orientable.
Figura 1.1: Bolas trianguladas
1Usamos la palabra variedad en lugar de manifold por el contexto.
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Definicio´n 1.2. Si γ : [a, b]→Mh es una curva continua, entonces la longitud de γ es
el supremo sobre todas las particiones admisibles, Z = {a = t0 ≤ t1 ≤ · · · ≤ tn = b},
de [a, b] :
l(γ) = sup
Z
n∑
i=1
dE2(γ(ti−1), γ(ti)).
Donde una particio´n es admisible si γ(ti) y γ(ti+1) esta´n en el mismo tria´ngulo
Th (posiblemente en ∂Th). Aqu´ı, dE2 denota la distancia Eucl´ıdea dentro de cada
tria´ngulo. La curva es llamada rectificable si l(γ) <∞.
Definicio´n 1.3. El conjunto Cθ := {(r, ϕ)|0 ≤ r;ϕ ∈ R/θZ} / ∼, junto con la me´tri-
ca (infinitesimal)
ds =
√
dr2 + r2dϕ2 (1.1)
es llamada una me´trica co´nica con a´ngulo co´nico θ. Aqu´ı, (0, ϕ1) ∼ (0, ϕ2) para
cualquier par (ϕ1, ϕ2). Un punto co´nico es la clase de equivalencia que consta de
todos los puntos (0, ϕ) ∈ Cθ. Un punto co´nico es llamado singular si el a´ngulo co´nico
es diferente de 2π.
Denotaremos una superficie co´nica dotada de su me´trica co´nica Eucl´ıdea por
(Mh, gMh).
Definicio´n 1.4. Definimos la distancia entre dos puntos x, y en Mh como
dMh(x, y) := ı´nfγ
l(γ),
donde l(γ) denota la longitud de la curva γ y el ı´nfimo es tomado sobre todas las
curvas rectificables en R3 que unen x con y y cuya gra´fica esta´ contenida en Mh.
Con esta me´trica y dado que Mh es compacto, una versio´n del Teorema de Hopf-
Rinow (ver [13]) para superficies polie´dricas garantiza que para cualquier par de pun-
tos en Mh existe una geode´sica minimizante que los une (Ver definicio´n 1.27). Deno-
taremos por dvol a la forma de volumen de la superficie co´nica Eucl´ıdea (Mh, gMh).
Esta forma de volumen esta´ definida (y es suave) por fuera de las singularidades
co´nicas e induce una medida regular de Borel sobre Mh. Denotaremos por X (Mh) al
espacio de campos vectoriales dvol-medibles definidos en Mh.
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Notacio´n 1.5. Para un tria´ngulo Th de una superficie polie´drica Mh, sea rcirc(Th) el
circunradio de Th y sea rin(Th) el radio interno de Th. Definimos el taman˜o de malla
h y la regularidad de forma ρ para Mh como
h = ma´x
Th∈Mh
rcirc(Th) y ρ = ma´x
Th∈Mh
rcirc(Th)
rin(Th)
.
rcircTh rinTh
Observacio´n 1.6. Supondremos que tanto la superficie polie´drica Mh como la su-
perficie suave M son compactas, conexas y orientadas. Adema´s, supondremos que
tanto M como Mh son superficies sin frontera.
ε
M
ε
Figura 1.2: El ǫ-tubo de M es el conjunto de todos los puntos que esta´n entre las dos
l´ıneas resaltadas.
Definicio´n 1.7. La funcio´n distancia δM : R
3 → R+ esta´ definida por
δM(y) = ı´nf
x∈M
‖x− y‖
R3
.
Observacio´n 1.8. Para y ∈ R3 fijo, existe al menos un punto x ∈ M tal que
δM(y) = ‖x− y‖R3 , pues M es compacto. Definamos
f : M → R
x 7→ f(x) := ‖x− y‖2 .
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As´ı 2,
df = 2 〈x− y, ·〉 .
Por tanto, si x ∈M es uno de tales puntos que realiza el ı´nfimo se tiene que
df(X) = 2 〈x− y,X〉 = 0,
para todo X ∈ TxM ; de donde se concluye que x− y esta´ en la recta normal a M en
x.
Definicio´n 1.9. (Funcio´n proyeccio´n) Como M es compacto, para cada y ∈ R3
existe al menos un punto x ∈ M tal que δM(y) = ‖x− y‖R3 . Este x es llamado una
proyeccio´n ortogonal de y sobre M. A pesar de que dicho x no necesariamente es
u´nico, existe una vecindad UM de M en R
3 tal que todo punto de UM tiene una
u´nica proyeccio´n ortogonal sobre M. La funcio´n inducida Π : UM → M es suave.
Una prueba de este hecho aparece en [12]. A la funcio´n Π : UM →M la llamaremos
la funcio´n proyeccio´n en M .
Definicio´n 1.10. El alcance de una superficie suave M es el supremo de todos los
nu´meros positivos ǫ tales que la proyeccio´n ortogonal sobre M es u´nica en el ǫ-tubo
abierto alrededor de M , donde un ǫ-tubo abierto alrededor de M es el conjunto de
todos los puntos x ∈ R3 que cumplen δM(x) < ǫ.
Observacio´n 1.11. Localmente, el alcance de M esta´ acotado de la siguiente ma-
nera3
alcance(M) ≤ ı´nf
x∈M
1
κmax(x)
, (1.2)
donde κmax(x) denota la curvatura ma´xima de M en x.
Definicio´n 1.12. Una superficie polie´drica Mh es un grafo normal sobre una super-
ficie suave M si Mh es un subconjunto del alcance(M)-tubo abierto alrededor de M
y la restriccio´n de la funcio´n proyeccio´n a Mh, Π|Mh , es una biyeccio´n. Decimos que
una superficie polie´dricaMh esta´ inscrita a una superficie suaveM si todos los ve´rti-
ces de Mh esta´n en M. Decimos que una superficie polie´drica Mh esta´ cercanamente
inscrita a una superficie suave M si esta´ inscrita a M y es un grafo normal a M .
Definicio´n 1.13. De ahora en adelante supondremos que Mh esta´ cercanamente
inscrita a M y, por simplicidad, denotaremos Π|Mh por Ψ. Expl´ıcitamente,
Ψ : Mh →M
y 7→ Ψ(y) = argmin ‖x− y‖
R3
, (1.3)
2Ver seccio´n 1.3.1 para la definicio´n de la diferencial de una funcio´n.
3Ver [16] para una discusio´n al respecto.
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esto es, δM(Ψ(y)) = ı´nf
x∈M
‖y − x‖
R3
. Denotaremos por Φ a Ψ−1:
Ψ−1 = Φ : M →Mh.
A la funcio´n Φ se le denomina la funcio´n distancia ma´s corta.
M
Φ(x)
x
Mh
Figura 1.3:Mh es un grafo normal aM . En cada punto x ∈M , Φ asigna a x el punto
de interseccio´n entre la recta normal a M que pasa por x y Mh.
Definicio´n 1.14. (Funcio´n distancia con signo) Sea N el campo normal a la super-
ficie suave M . Definimos la funcio´n distancia con signo φ por
φ : M → R
x 7→ φ(x) := 〈N(x),Φ(x)− x〉
R3
. (1.4)
As´ı, φ(x) es positiva cuando Φ(x)− x tiene igual direccio´n que N(x).
1.2. Espacios Lp en superficies
Usaremos la notacio´nM para referirnos bien sea a la superficie polie´drica Mh o a la
superficie suave M .
Definicio´n 1.15. Para 1 ≤ p < ∞, Lp(M) es el espacio de todas las funciones
medibles u que satisfacen ∫
M
|u|pdvol <∞.
Observacio´n 1.16. L2(M) es un espacio de Hilbert con el producto interno
〈u, v〉L2(M) :=
∫
M
uv dvol
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y norma
‖u‖L2(M) := 〈u, u〉1/2L2(M) .
Definicio´n 1.17. El espacio L∞(M) es el espacio de todas las funciones u que
satisfacen
ess sup
y∈M
|u(y)| <∞.
Y definimos
‖u‖L∞(M) := ess sup
y∈M
|u(y)| <∞.
Definicio´n 1.18. Sea X (M) el espacio de campos vectoriales dvol-medibles en M.
LpX (M) es el espacio de todos los campos X ∈ X (M) tales que
‖X‖p =
(∫
M
〈X,X〉p/2M dvol
)1/p
<∞.
Definicio´n 1.19. Si X es un campo vectorial en M, definimos
‖X‖L1(M) :=
∫
M
‖X‖M dvol =
∫
M
〈X,X〉1/2M dvol.
Definicio´n 1.20. L∞X (M) es el espacio de todos los campos vectoriales X que sa-
tisfacen
ess sup
y∈M
‖X(y)‖ <∞.
Y definimos
‖X‖L∞(M) := ess sup
y∈M
‖X(y)‖ <∞.
1.3. Diferenciacio´n en M
Definimos el gradiente de una funcio´n en M y la derivada covariante para campos
tangentes a M . Esta u´ltima parte es algo te´cnica y se hace para dar sentido a con-
ceptos definidos posteriormente. Para un tratamiento ma´s detallado ver [7].
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1.3.1. Gradiente
Sea p ∈M . Al conjunto de todos los vectores tangentes aM en p lo denotaremos por
TpM y lo llamaremos el espacio tangente a M en p. Supongamos que TpM tiene
una base ortonormal formada por ∂1, ∂2. Entonces, si X ∈ TpM se puede expresar
en la forma X = a1∂1 + a2∂2. Por tanto, si u ∈ C1(M) entonces se tiene que
du(X) = (a1∂1 + a2∂2) u,
de donde concluimos que du(X) = X(u), para todo X ∈ TpM . En consecuencia,
definimos el gradiente en M , denotado ∇, como el u´nico campo vectorial tangente
a M que satisface
〈∇u,X〉g = du(X), ∀ X ∈ TpM.
1.3.2. Derivada covariante
Comenzamos considerando una curva en R3. Sea C una curva dada por x(t) =
(x1(t), x2(t), x3(t)), para a < t < b. Supongamos que Z(t) = Zx(t) es un campo
vectorial de clase C1 a lo largo de C. As´ı, para cada t ∈ (a, b) se tiene
Z(t) =
∑
ai(t)
(
∂
∂xi
)
x(t)
∈ Tx(t)(R3).
Deseamos definir una derivada de Z(t) con respecto a t, que denotaremos por dZ/dt,
y que sera´ un campo vectorial a lo largo de C. Como Tp(R
3) y Tq(R
3) son isomorfos
para p, q ∈ R3, tiene sentido la expresio´n Z(t0 +∆t)− Z(t0), que es la diferencia de
un vector en Tx(t0+∆t)(R
3) y un vector Tx(t0)(R
3) (suponemos Z(t0 +∆t) desplazado
o identificado con el correspondiente vector en Tx(t0)(R
3) y que la resta se hace all´ı).
As´ı, podemos definir el cociente
1
∆t
[Z(t0 +∆t)− Z(t0)] =
3∑
i=1
ai(t0 +∆t)− ai(t0)
∆t
(
∂
∂xi
)
x(t0)
.
Pasando al l´ımite, ∆t→ 0, obtenemos la siguiente definicio´n(
dZ
dt
)
t0
=
∑ dai
dt
(t0)
(
∂
∂xi
)
x(t0)
∈ Tx(t0)(R3).
Notemos que de esta definicio´n se concluye que dZ/dt satisface las propiedades usua-
les de linealidad y la regla de Leibniz.
12 CAPI´TULO 1. CONCEPTOS PRELIMINARES.
Ahora, consideremos un campo vectorial Z definido en M , no necesariamente tan-
gencial. Por tanto, para cada p ∈ M , Zp := Z(p) ∈ Tp(R3). La diferencialbilidad de
Z se puede definir en te´rminos de sus componentes relativas a la base cano´nica de R3
en puntos de M , pues estas son funciones de M . Luego, si Zp =
∑3
i=1 ai(∂/∂xi)p, por
definicio´n diremos que Z es de clase Cr si ai, para i = 1, 2, 3, es de clase C
r en M .
Para cada p ∈M , Tp(R3) y TpM tienen el producto interno esta´ndar de R3 y as´ı M
Figura 1.4: La descomposicio´n del campo vectorial Zp en Z
′
p y Z
′′
p .
tiene la me´trica Riemanniana inducida. Esto nos permite descomponer cualquier vec-
tor Zp, p ∈ M , en una u´nica forma Zp = Z ′p + Z ′′p con Z ′p ∈ TpM y Z ′′p ∈ T⊥p M , el
complemento ortogonal de TpM . Por tanto, el espacio Tp(R
3) tiene una descomposi-
cio´n en subespacios mutuamente ortogonales: Tp(R
3) = TpM ⊕T⊥p M . Sean π′, π′′ las
respectivas proyecciones: π′(Zp) = Z ′p y π
′′(Zp) = Z ′′p , las cuales son funciones linea-
les de Tp(R
3) en los subespacios tangente y normal a M en p, TpM y T
⊥
p M .
En particular, si Y es un campo vectorial tangente a M , esto es, para cada p ∈ M ,
Figura 1.5: La proyeccio´n del campo vectorial dY
dt
en TpM .
1.3. DIFERENCIACIO´N EN M 13
Yp ∈ TpM , se tiene π′(Y ) ≡ Y . Entonces, si p(t), para t en algu´n intervalo, es una
curva de clase C1 en M , Y (t) = Yp(t) es un campo vectorial a lo largo de la curva. Al
ignorar a M , diferenciamos a Y (t) como un campo vectorial a lo largo de una curva
en R3 y obtenemos dY/dt, el cual es otro campo vectorial a lo largo de la curva. As´ı,
en cada punto p(t) podemos proyectar dY/dt a un vector tangente π′(dY/dt), el cual
sera´ denotado DY/dt y se llamara´ la derivada covariante del campo vectorial Y
en M a lo largo de la curva p(t). Notemos que la derivada covariante satisface las
propiedades de linealidad y la regla de Leibniz.
Ahora, sean Y un campo vectorial en R3, p ∈ M , Xp ∈ TpM y γ(t) una curva dife-
renciable tal que γ(t0) = p y (dγ/dt)t0 = Xp. Adema´s, supongamos que tenemos una
base para TpM . Entonces, como (DY/dt)t0 ∈ TpM , al calcular (DY/dt)t0 se obtiene
una expresio´n que no depende de γ(t) y que so´lo depende del vector tangente Xp en
p. En consecuencia, se obtiene una funcio´n
TpM → TpM
Xp 7→ (DY/dt)t0 .
Definimos
∇XpY := (DY/dt)t0 ,
a lo largo de cualquier curva γ(t) con γ(t0) = p y (dγ/dt)t0 = Xp. As´ı, como lo
hace la derivada direccional Xpf de una funcio´n f con respecto a un vector Xp, la
derivada covariante ∇XpY mide el cambio del campo vectorial Y en p en la direccio´n
Xp. Tambie´n, notemos que a lo largo de γ(t) se cumple que ∇dγ/dtY = DY/dt.
Con el fin de tener en forma resumida las principales propiedades de la derivada
covariante escribimos la siguiente proposicio´n (correspondiente a un caso particular
del Teorema 2.11 [7, p. 306]). Sea X (M) el espacio de campos vectoriales enM .
Proposicio´n 1.21. Sea M una superficie suave en R3. Para cualquier campo vecto-
rial tangente Y enM de clase Cr, r > 1, tenemos, en cada punto p ∈M , una funcio´n
lineal Xp 7→ ∇XpY de TpM → TpM . Adema´s, ∇XpY tiene las siguientes propiedades:
(a) Si X, Y son campos vectoriales en M de clase Cr (o C∞), entonces ∇XY
definido por (∇XY )p := ∇XpY , es un campo vectorial en M de clase Cr−1
(respectivamente C∞).
(b) La funcio´n TpM × X (M) → X (M) dada por (Xp, Y ) 7→ ∇XpY es R-lineal en
Xp y Y . Para una funcio´n f , diferenciable en una vecindad de p,
∇Xp(fY ) = (Xpf)Yp + f(p)∇XpY.
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1.3.3. Divergencia, Laplaciano y Hessiano
Sea X un campo vectorial enM . Definimos la divergencia de X, divX, como
divX := tr(∇X).
Si ∂1, ∂2 es una base ortonormal en TpM tenemos la siguiente expresio´n
tr(∇X) = 〈∇∂1X, ∂1〉g + 〈∇∂2X, ∂2〉g .
Si f : M → R es suave, definimos el Laplaciano de f , denotado por ∆f , como
∆f = div(∇f).
Definimos el Hessiano de f por
Hessg f(X, Y ) = 〈∇X∇f, Y 〉g
donde X, Y son campos vectoriales tangentes a M . Luego,
Hessg f = ∇(∇f) = ∇2f.
As´ı, se cumple que
∆f = div(∇f) = tr(∇(∇f)) = tr(Hessg f).
Definicio´n 1.22. Para funciones en C2(M) definimos las siguientes seminormas
|u|C2(M) := ma´x
p∈M
∥∥∇2u∥∥ = ma´x
p∈M
(
〈∇2u,∇2u〉)1/2
|u|C1(M) := ma´x
p∈M
‖∇u‖ = ma´x
p∈M
(〈∇u,∇u〉)1/2,
1.4. Espacios de Sobolev
Definicio´n 1.23. Para 1 ≤ p <∞ el espacio de Sobolev W 1,p(M) consta de todas
las funciones u ∈ Lp(M) para las cuales existe un gradiente de´bil, denotado ∇u ∈
LpX (M), tal que∫
M
〈∇u,X〉M dvol = −
∫
M
udivX dvol ∀X ∈ X∞(M). (1.5)
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En W 1,p(M) definimos la norma
‖u‖W 1,p(M) = ‖u‖Lp(M) + ‖∇u‖Lp(M) .
Es comu´n denotar por H1(M) al espacio W 1,2(M). Es un hecho conocido que el
subespacio C∞(M) es denso en W 1,p(M), para 1 ≤ p < ∞. Denotaremos por
H10 (M) a la clausura de C∞(M) con respecto a la norma ‖·‖W 1,2(M). En H10 (M)
definimos el producto interno
〈u, v〉H1
0
(M) :=
∫
M
〈∇u,∇v〉M dvol,
el cual induce una estructura de espacio de Hilbert a H10 (M). EnW 1,1(M) definimos
la seminorma
|ϕ|W 1,1(M) :=
∫
M
‖∇ϕ‖M dvol.
1.5. Funciones Lineales por tramos
Definicio´n 1.24. Sea Sh el subespacio de dimensio´n finita de H
1(Mh) que consta de
todas las funciones continuas en Mh que son lineales en cada tria´ngulo de Mh, y sea
Sˆh el espacio que contiene toda funcio´n vˆ = v ◦Φ ∈ H1(M), para alguna v ∈ Sh. As´ı,
para cualquier funcio´n continua u en M , existen funciones u´nicas uh ∈ Sh y uˆh ∈ Sˆh
que interpolan a u en los ve´rtices de Mh.
Supongamos que v1, ..., vn son los ve´rtices de Mh. Entonces, el subespacio Sh(Mh)
tiene una base formada por las funciones σj, las cuales esta´n definidas de la siguiente
manera
σj(vk) :=
{
1 si j = k,
0 si j 6= k. (1.6)
El siguiente lema acota el error del gradiente entre el interpolante lineal de una
funcio´n en M y su pullback a Mh.
Lema 1.25. SeanM una superficie suave,Mh una superficie polie´drica cercanamente
inscrita a M y u ∈ C2(M). Entonces,
‖∇h(u ◦Ψ− uh)‖L∞(Th) ≤ Ch|u ◦Ψ|C2(Th). (1.7)
Este es un caso particular del Teorema 4.4.4. en [9].
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Figura 1.6: Gra´fica de las funciones base σj .
1.6. Geode´sicas y la funcio´n exponencial
Los conceptos y resultados de esta seccio´n se usara´n u´nicamente para justificar al-
gunos ca´lculos del Cap´ıtulo 3; por tanto, se puede aplazar su lectura hasta encontrar
dichos ca´lculos.
Definicio´n 1.26. Una curva parametrizada γ : I →M es una geode´sica en el punto
t0 ∈ I, si Ddt(dγdt ) = 0 en t0; si γ es una geode´sica en t, para todo t ∈ I, diremos que
γ es una geode´sica. Si [a, b] ⊂ I y γ : I → M es una geode´sica, la restriccio´n de γ
a [a, b] es llamada un segmento geode´sico que une γ(a) con γ(b). A veces, por abuso
de notacio´n, nos referimos a la imagen γ(I) de una geode´sica γ como una geode´sica.
Si γ : I →M es una geode´sica, entonces
d
dt
〈
dγ
dt
,
dγ
dt
〉
= 2
〈
D
dt
dγ
dt
,
dγ
dt
〉
= 0,
es decir, la longitud del vector tangente dγ
dt
es constante.
Definicio´n 1.27. Un segmento de la geode´sica γ : [a, b] → M es llamado minimi-
zante si l(γ) ≤ l(c), donde l(·) denota la longitud de una curva y c es una curva
diferenciable a tramos que une γ(a) con γ(b) (arbitraria). Equivalentemente, si (V, d)
es un Espacio Me´trico, se dice que una geode´sica minimizante es una curva continua
γ : [a, b]→ V tal que d(γ(t), γ(t′)) = |t− t′| para todo t, t′ ∈ [a, b].
Definamos
TM := {(p, v) : p ∈M, v ∈ TpM} .
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Proposicio´n 1.28. Sea M una superficie suave. Dado p ∈M , existen una vecindad
V de p en M , un nu´mero ǫ > 0 y una funcio´n de clase C∞ γ : (−2, 2)×U →M , con
U = {(q, w) ∈ TM |q ∈ V,w ∈ TqM, ‖w‖ < ǫ}, tal que t 7→ γ(t, q, w), t ∈ (−2, 2), es
la u´nica geode´sica de M que, en el instante t = 0, pasa por q con velocidad w, para
todo q ∈ V y para todo w ∈ TqM con ‖w‖ < ǫ. Una prueba de esto aparece en [11].
Definicio´n 1.29. (La funcio´n exponencial.) SeaM una superficie suave. Sean p ∈M
y U ⊂ TM un conjunto abierto dado por la Proposicio´n 1.28. Entonces, la funcio´n
exp : U → M dada por exp(q, v) := γ(1, q, v) = γ(|v|, q, v‖v‖), con (q, v) ∈ U , es
llamada la funcio´n exponencial en U .
Podemos usar la restriccio´n de exp a un subonjunto abierto del espacio tangente TqM ,
es decir, definimos expq : Bǫ(0) ⊂ TqM → M por expq(v) := exp(q, v). Geome´tri-
camente, expq(v) es un punto de M obtenido al recorrer una distancia igual a |v|,
comenzando en q, a lo largo de una geode´sica que pasa por q con velocidad v/ ‖v‖.
Proposicio´n 1.30. Sea M una superficie suave. Dado q ∈ M , existe un ǫ > 0 tal
que expq : Bǫ(0) ⊂ TqM → M es un difeomorfismo de Bǫ(0) en un subconjunto
abierto de M . Una prueba de esto aparece en [11].
Definicio´n 1.31. Si expp es un difeomorfismo de una vecindad V del origen en
TpM , entonces exppV = U es llamada una vecindad normal de p. Si Bǫ(0) es tal que
Bǫ(0) ⊂ V , llamamos exppBǫ(0) = Bǫ(p) la bola normal (o bola geode´sica) con centro
en p y radio ǫ.
1.7. Operador Laplace-Beltrami
Tratamos dicho operador tanto en superficies polie´dricas Mh, como en superficies
suaves M.
Definicio´n 1.32. El Operador Laplace-Beltrami fuerte (o cla´sico) sobre una super-
ficie suave M es el operador lineal y continuo que asigna a una funcio´n u ∈ C∞(M)
el campo escalar ∆u := div(∇u).
Proposicio´n 1.33. Sea M una superficie suave, compacta, orientada y sin frontera.
Entonces, si u ∈ C∞(M) y X es un campo vectorial suave definido en M se cumple
que ∫
M
〈∇u,X〉g dvol = −
∫
M
udivX dvol (1.8)
Este es un caso particular del problema 14-7 en [15].
A partir de la anterior definicio´n y usando el resultado previo, vemos que el operador
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Laplace-Beltrami fuerte (o cla´sico) para una funcio´n u ∈ C∞(M) es la u´nica funcio´n
continua ∆u que satisface∫
M
∆uϕ dvol = −
∫
M
〈∇u,∇ϕ〉g dvol, (1.9)
para todo ϕ ∈ C∞(M). Extendemos la definicio´n del operador Laplace-Beltrami
al espacio H10 (M). Sea H−1(M) el espacio dual de H10 (M). El operador Laplace-
Beltrami de´bil es el operador lineal y continuo que asigna a una funcio´n u ∈ H10 (M)
el operador ∆u ∈ H−1(M) definido por
〈∆u|ϕ〉 = −
∫
M
〈∇u,∇ϕ〉M dvol, (1.10)
para todo ϕ ∈ H10 (M); donde 〈·|·〉 denota el par correspondiente en los espacios
H−1(M) y H10 (M).
Nota 1.34. Observamos que el Operador Laplace-Beltrami de´bil es una generaliza-
cio´n del Operador Laplace-Beltrami fuerte, pues C∞(M) = H10 (M).
Cap´ıtulo 2
Tensor de Distorsio´n Me´trica
En este cap´ıtulo definimos el tensor de distorsio´n me´trica, el cual tiene un papel
importante en el ana´lisis de convergencia. A continuacio´n, obtenemos una represen-
tacio´n para este tensor en te´rminos del operador de forma, las curvaturas principales
de M y los normales a M y a Mh y que dependera´ de la diferencial de la funcio´n
proyeccio´n. A partir de esta representacio´n presentamos resultados de acotamiento
de la norma de este tensor en funcio´n del taman˜o de malla h. Finalizamos el cap´ıtulo
mostrando co´mo se relacionan los elementos de volumen de las superficies M y Mh
a trave´s de dicho tensor y tambie´n co´mo sirve para acotar el error entre una funcio´n
y su interpolante lineal.
2.1. Operador de forma
Dada una superficie suave M , sabemos que el campo normal N a la superficie tiene
longitud constante y apunta en direccio´n normal; por tanto, para cualquier X ∈
X T (M), el espacio de los campos tangentes a M , la derivada DXN es tambie´n un
campo vectorial tangente. Lo anterior sugiere la siguiente definicio´n.
Definicio´n 2.1. Sea M una superficie suave. El operador de forma S, tambie´n
conocido como el operador de Weingarten, es el campo tensorial que para cualquier
x ∈M esta´ dado por
S(x) : TxM → TxM
v 7→ −DvN. (2.1)
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Se sabe que los valores propios y las direcciones propias de S(x) son las curvatu-
ras principales κ1(x) y κ2(x) y las direcciones de curvatura principales de M en x.
Por tanto, la representacio´n matricial de S en la base formada por las direcciones
principales es
S =
(
κ1 0
0 κ2
)
.
Adema´s, definimos κmax(x) := ma´x {|κ1(x)|, |κ2(x)|} la curvatura ma´xima en x. Para
una descripcio´n ma´s detallada del operador de forma ver [18].
2.2. Diferencial de la funcio´n proyeccio´n
Calcularemos dicho diferencial con el obejtivo de, posteriormente, definir el tensor
de distorsio´n me´trica.
Considere una vecindad abierta UM de M que es un subconjunto del alcance(M)-
tubo alrededor de M . En primera instancia, notemos que la funcio´n distancia con
signo φh : UM → R esta´ dada por
φh(y) = 〈y − Π(y), N(Π(y))〉R3 . (2.2)
Al diferenciar esta ecuacio´n en un punto y en una direccio´n v ∈ R3 se obtiene
dyφh(v) = 〈N(Π(y)), v〉R3 , (2.3)
pues las ima´genes de DN y de dΠ son ortogonales a N y y − Π(y) es paralelo a N .
Usando la ecuacio´n (2.2) obtenemos la siguiente expresio´n para Π
〈Π(y), N(Π(y))〉
R3
= 〈y,N(Π(y))〉
R3
− φh(y)
= 〈y,N(Π(y))〉
R3
− φh(y) 〈N(Π(y)), N(Π(y))〉R3
= 〈y − φh(y)N(Π(y)), N(Π(y))〉R3 ,
de donde concluimos
Π(y) = y − φh(y)N(Π(y)). (2.4)
Si diferenciamos esta ecuacio´n tenemos
dΠ = Id− dφh N ◦ Π− φh DN ◦ dΠ.
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Ahora, usando la definicio´n del operador de forma y la ecuacio´n (2.3), obtenemos la
siguiente igualdad
(Id− φhS)dΠ = Id− 〈N ◦ Π, ·〉R3 N ◦ Π.
Notemos que el lado derecho de esta u´ltima ecuacio´n describe la proyeccio´n ortogonal
en R3 sobre el plano tangente de M . Denotemos e´sta funcio´n por Qˆ. Por otro lado, a
partir de la ecuacio´n (1.2) se concluye que la funcio´n Id−φh(y)S ◦Π(y) es biyectiva
sobre TΠ(y)M , y e´sto para todo y ∈ UM . As´ı, la funcio´n (Id−φh(y)S◦Π(y))−1 existe
y tenemos que
dΠ = (Id− φhS)−1Qˆ, (2.5)
donde hemos denotado S ◦ Π por S.
Observacio´n 2.2. Notemos que, si x ∈ M , entonces, x = Ψ(y) para un u´nico
y ∈Mh. Por tanto, se cumplen las siguientes igualdades
φh = φ ◦Ψ y φh ◦ Φ = φ;
donde hemos denotado φh|Mh por φh. As´ı, escribiremos Id−φ·S en lugar de Id−φh ·S;
esto porque el operador de forma S esta´ definido en M .
Lema 2.3. La funcio´n Ψ es un homeomorfismo de Mh a M y, para cada tria´ngulo
Th de Mh, la restriccio´n de Ψ al interior de Th es un difeomorfismo sobre su imagen.
Demostracio´n. Comencemos probando que Ψ es un homeomorfismo. Ψ es continua
por ser la restriccio´n a Mh de la funcio´n suave Π y Ψ es biyectiva por hipo´tesis (Mh
esta´ cercanamente inscrita a M). Probemos ahora que Ψ es una funcio´n cerrada. Sea
B un subconjunto cerrado de Mh. Entonces, como Mh es compacto, se tiene que B
tambie´n lo es. Ahora bien, como Ψ es continua, Ψ(B) es compacto enM y, por tanto,
cerrado. Ahora, consideremos un tria´ngulo Th de Mh y un punto y en el interior de
Th. Notemos que la diferencial de Ψ en y es la restriccio´n de dyΨ al plano tangente
de Th; luego, de la ecuacio´n (2.5) y la observacio´n 2.2 se tiene que
dyΨ = (Id− φ(x)S(x))−1Qˆy, (2.6)
donde Qˆy es la restriccio´n de Qˆ al plano tangente de Th y x = Ψ(y). Qˆy tiene rango
completo porque, por construccio´n, los planos tangentes de Th en y y de M en Ψ(y)
no se cortan ortogonalmente. Por otro lado, Id − φS tiene rango completo por la
ecuacio´n (1.2) y teniendo en cuenta la representacio´n matricial de S. As´ı, dyΨ tiene
rango completo y, por tanto, la restriccio´n de Ψ al interior de Th es un difeomorfismo
sobre su imagen.
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Definicio´n 2.4. Podemos usar Φ para llevar la me´trica co´nica deMh aM . Espec´ıfi-
camente, definimos una me´trica gh en la preimagen del interior de la unio´n de los
tria´ngulos de Mh, y por lo tanto a.e. en M , por
〈X, Y 〉gh := 〈dΦ(X), dΦ(Y )〉R3 a.e., (2.7)
donde X, Y son campos vectoriales tangentes a M .
Definicio´n 2.5. Denotemos por A a la composicio´n dΦ∗ ◦ dΦ. As´ı, A satisface
〈X, Y 〉gh = 〈A(X), Y 〉g a.e., (2.8)
la cual se obtiene de la ecuacio´n (2.7). Llamaremos a A el Tensor de distorsio´n
Me´trica. Notemos que A es auto-adjunto.
2.3. Representacio´n matricial
Obtendremos una representacio´n matricial para el tensor de distorsio´n me´trica, con
respecto a las curvaturas principales de M , con el fin de acotar en forma simple su
distorsio´n generada, es decir, cua´nto difiere este tensor del tensor Identidad.
Teorema 2.6. Sea Mh una superficie polie´drica que es un grafo normal sobre una
superficie suave y embebida M . Denotemos por N al campo normal a M , por Nh al
pullback bajo Φ del campo normal de Mh a M (el cual es constante a tramos), esto
es, Nh := NMh ◦ Φ. Entonces, el tensor de distorsio´n me´trica A satisface
A = P ◦Q−1 ◦ P a.e., (2.9)
una descomposicio´n en matrices sime´tricas y definidas positivas P y Q, las cuales
pueden ser diagonalizadas, en bases diferentes, en la forma
P =
(
1− φ · κ1 0
0 1− φ · κ2
)
y Q =
( 〈N,Nh〉2 0
0 1
)
,
donde κ1 y κ2 denotan las curvaturas principales de la superficie suave M y φ la
distancia escalar con signo.
Demostracio´n. Basta considerar un tria´ngulo Th deMh. Definamos φTh = φ◦Ψ|Th :
Th → R y NTh = N ◦ Ψ|Th : Th → R; es decir, NTh denota el pullback del normal N
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de M al tria´ngulo Th, en lugar del normal de Th. Ahora, Ψ restringida a Th puede
ser escrita, segu´n la ecuacio´n (2.4), como
Ψ = Id− φTh ·NTh . (2.10)
Al diferenciar Ψ se obtiene
dΨ = Id−NTh · dφTh − φTh · dNTh . (2.11)
Y como dNTh = dN ◦ dΨ = −S ◦ dΨ, donde S = −dN es el operador de forma en
M , se tiene
dΨ = Id+ φ · S ◦ dΨ−NTh · dφTh ,
de donde obtenemos,
(Id− φ · S)dΨ = Id−NTh · dφTh .
Adema´s, por la justificacio´n de la ecuacio´n (2.5) se sabe que Id− φ · S es invertible.
En consecuencia, podemos escribir dΨ de la siguiente manera
dΨ = (Id− φ · S)−1 ◦ (Id−NTh · dφTh) : TTh → TM.
As´ı pues, si definimos
P := (Id− φ · S) : TM → TM, (2.12)
Qˆ := (Id−NTh · dφTh) : TTh → TM, (2.13)
obtenemos que dΨ = P−1 ◦ Qˆ y como Ψ|Th es difeomorfismo sabemos que Qˆ es
invertible y, por tanto, dΦ = Qˆ−1 ◦ P . Ahora, para cada x ∈ M definimos un
operador sime´trico y definido positivo Q sobre TxM por〈
Q−1(X), Y
〉
R3
=
〈
Qˆ−1(X), Qˆ−1(Y )
〉
R3
,
de donde se concluye que
Q−1 = (Qˆ−1)∗(Qˆ−1) : TM → TM. (2.14)
De la ecuacio´n (2.12) se deduce que los valores propios de P son los afirmados, pues
la representacio´n matricial de S tiene como valores propios las curvaturas principales
en cuestio´n. As´ı, la base considerada en cada TxM es la formada por los vectores
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propios asociados a las curvaturas principales, es decir, la formada por las direcciones
principales. Denotemos e´sta base por βP .
Para Q, sea Y un campo vectorial sobre el tria´ngulo Th. Recordemos que, en R
3, se
tiene que NTh ⊥ im(dΨ) y NTh ⊥ im(dNTh); as´ı, de (2.11) obtenemos que
〈dΨ(Y ), NTh〉 = 〈Y −NThdφTh(Y )− φTh · dNTh(Y ), NTh〉
= 〈Y,NTh〉 − 〈NThdφTh(Y ), NTh〉 − 〈φTh · dNTh(Y ), NTh〉
= 〈Y,NTh〉 − dφTh(Y ) 〈NTh , NTh〉
= 〈Y,NTh〉 − dφTh(Y ).
Por tanto, se tiene
0 = 〈dΨ(Y ), NTh〉 = 〈Y,NTh〉 − dφTh(Y ), (2.15)
con lo cual podemos reescribir Qˆ como
Qˆ = Id−NTh ·NTh : TTh → TM, (2.16)
Notemos que este operador es sime´trico,es decir,
〈
Qˆ(Y ), X
〉
=
〈
Y, Qˆ(X)
〉
, y de-
finido positivo. Ahora, si x ∈ M y Φ(x) = y, como los espacios tangentes TxM y
TyMh, identificados con subespacios de R
3, tienen una direccio´n en comu´n, digamos
Y, se cumple Qˆ(Y ) = Y y as´ı un valor propio es 1. Para hallar el otro valor pro-
pio, consideremos dos l´ıneas rectas que se cortan en el origen generando un a´ngulo
α. Un vector de longitud l en la primera recta es proyectado ortogonalmente so-
bre la otra recta en un vector de longitud l cosα; as´ı, el otro valor propio de Qˆ
es cos∠(TyMh, TxM) = 〈N,Nh〉. Consideremos dos vectores propios asociados con
norma unitaria y denotemos la matriz formada por e´stos vectores propios por βQˆ.
Ahora, de 2.14 se obtiene que Q = QˆQˆ∗ : TM → TM . Es claro que los valores
propios asociados a la base βQˆ son 1 y 〈N,Nh〉2; lo cual completa la prueba.
Notemos que si T es la matriz de cambio de base de βP a βQˆ entonces T es una
matriz de rotacio´n; por tanto, existe un a´ngulo θ ∈ (0, π/2) tal que
T =
(
cos θ − sen θ
sen θ cos θ
)
.
En consecuencia, el tensor de distorsio´n me´trica A tiene la siguiente representacio´n
matricial en la base de las direcciones de curvatura principales βP :
A = P ◦ T−1 ◦Q−1 ◦ T ◦ P.
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Colorario 2.7. Bajo las hipo´tesis del Teorema 2.6, los elementos de volumen de M
y Mh satisfacen
dvolMh =
√
detA dvolM ,
con √
detA =
1 + φ2 · κ− φ ·H
〈N,Nh〉 a.e., (2.17)
donde κ es la curvatura Gaussiana y H denota la curvatura media de M .
Demostracio´n. La primera igualdad se justifica en el Teorema 2.13. Para la se-
gunda igualdad, recordemos que κ = κ1 · κ2 y que H = κ1 + κ2. Ahora bien,
√
detA =
√
detP
√
detT−1
√
detQ−1
√
detT
√
detP
=
√
detQ−1 detP
=
(1− φ · κ1)(1− φ · κ2)
〈N,Nh〉
=
1− φ · κ1 − φ · κ2 + φ2 · κ1 · κ2
〈N,Nh〉
=
1 + φ2 · κ− φ ·H
〈N,Nh〉 .
2.4. Convergencia de Normal y distancia
Establecemos cotas de error entre los normales de M y de Mh con el fin de acotar la
norma del supremo de la funcio´n distancia φ; cota que sera´ necesaria para establecer
las cotas de error del tensor de distorsio´n me´trica.
Lema 2.8. Sea Mh una superficie polie´drica inscrita en la superficie suave M y tal
que Mh esta´ dentro del alcance de M . Entonces, los a´ngulos entre los normales Nh
(de Mh) y N (de M), comparados bajo la funcio´n de distancia ma´s corta, satisfacen
∠(N,Nh) ≤ C · h,
donde h denota el taman˜o de la malla de Mh y C so´lo depende de la curvatura de
M y de los radios de los tria´ngulos de Mh.
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Demostracio´n. Ver [10].
Lema 2.9. Sea Mh una superficie polie´drica cercanamente inscrita en la superficie
suave M . Entonces,
‖φ ◦Ψ‖L∞(Mh) ≤ C · h2, (2.18)
donde h denota el taman˜o de la malla de Mh y C so´lo depende de la curvatura de
M y de los radios de los tria´ngulos de Mh.
Demostracio´n. Denotemos por Nh al normal de Mh y por N al normal de M .
Basta considerar un tria´ngulo Th de Mh. Usaremos la misma notacio´n del Teorema
2.6. Sean p un ve´rtice de Th y y en el interior de Th. Consideremos el segmento de
recta que une a p con y parametrizado de la forma
f : [0, 1]→ Th
t 7→ f(t) := (1− t)p+ ty.
As´ı, dado t ∈ [0, 1] se tiene
φ(Ψ((1− t)p+ ty) = φTh((1− t)p+ ty) = φTh(f(t)).
Definamos θ := ∠(y − p,NTh(t)). Al usar la ecuacio´n (2.15) obtenemos
|dφTh · f ′(t)| = |dφTh(y − p)|
= |〈y − p,NTh(t)〉|
≤ ‖y − p‖ |cos θ|
≤ h · |cos θ| .
p y
NhN (t)Th
θ
Figura 2.1: A´ngulo entre y − p y NTh(t).
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Ahora, notemos que
∣∣θ − π
2
∣∣ ≤ ∠(N,NTh(t)); de donde concluimos que∣∣∣sen(θ − π
2
)∣∣∣ = |cos θ| ≤ |sen(∠(N,NTh(t)))| ,
y como Mh esta´ cercanamente inscrita a M ,
sen(∠(N,NTh(t))) ≈ ∠(N,NTh(t)) ≤ C · h,
por el lema 2.8. Por tanto, tenemos que
|dφTh · f ′(t)| = |dφTh(y − p)| ≤ C · h2,
para todo y ∈ Th; de donde se concluye que
‖dφTh‖L∞(Th) ≤ C · h2.
Ahora bien, notemos que
φTh(f(t)) =
∫ t
0
dφTh · f ′(t) dt ≤ |dφTh(y − p)| · t ≤ ‖dφTh‖L∞(f([0,1])) ≤ ‖dφTh‖L∞(Th) ,
con lo cual
‖φTh‖L∞(f([0,1])) ≤ C · h2,
y esto para todo y ∈ Th. As´ı, se concluye
‖φTh‖L∞(Th) ≤ C · h2.
Del lema anterior se concluye que ‖φ‖L∞(M) ≤ C · h2.
Definicio´n 2.10. Para cualquier campo tensorial g-sime´trico A definido en M , de-
notamos por ‖A‖∞ al supremo esencial, para p ∈ M , de la funcio´n formada por el
ma´ximo de los valores absolutos de los valores propios de A(p).
2.5. Convergencia del tensor de distorsio´n
Establecemos las cotas de error del tensor de distorsio´n me´trica respecto al tensor
Identidad. Estas cotas sera´n esenciales con el fin de establecer el teorema de aproxi-
macio´n del operador Laplace-Beltrami.
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Lema 2.11. Sea M una superficie suave en R3. Entonces, existe h0 ∈ R+ tal que
para cada superficie polie´drica Mh que este´ cercanamente inscrita a M y que tenga
un taman˜o de malla h < h0 se satisface lo siguiente
‖A− Id‖∞ ≤ C · h2, (2.19)
‖
√
detA− 1‖L∞(M) ≤ C · h2, y (2.20)
‖
√
detAA−1 − Id‖∞ ≤ C · h2, (2.21)
donde las constantes C so´lo dependen de M,h0 y la regularidad de forma ρ de Mh.
Demostracio´n. Sea N el campo normal a M y sea Nh := NMh ◦ Φ, el pullback
bajo Φ del campo normal de Mh a M (el cual es constante a tramos). Entonces, por
Teorema 2.6, A = P ◦ T−1 ◦Q−1 ◦ T ◦ P a.e. Expl´ıcitamente,
A =


(1−φκ1)2
〈N,Nh〉2 (cos
2 θ + 〈N,Nh〉2 sen2 θ) sen θ cos θ(1−φκ1)(1−φκ2)〈N,Nh〉2 (〈N,Nh〉
2 − 1)
sen θ cos θ(1−φκ1)(1−φκ2)
〈N,Nh〉2 (〈N,Nh〉
2 − 1) (1−φκ2)2〈N,Nh〉2 (〈N,Nh〉
2 cos2 θ + sen2 θ)

 .
Notemos que A es sime´trica, con lo cual A− Id tambie´n lo es; por tanto, sus valores
propios son no nagativos y as´ı cada uno esta´ acotado por tr(A−Id). En consecuencia,
tenemos que
‖A− Id‖∞ ≤
(1− φκ1)2
〈N,Nh〉2
(cos2 θ+〈N,Nh〉2 sen2 θ)+(1− φκ2)
2
〈N,Nh〉2
(〈N,Nh〉2 cos2 θ+sen2 θ)−2.
Ahora, como 〈N,Nh〉2 = cos2(∠(N,Nh)) ≤ 1 concluimos que (cos2 θ+〈N,Nh〉2 sen2 θ) ≤
1 y (〈N,Nh〉2 cos2 θ + sen2 θ) ≤ 1, con lo cual
‖A− Id‖∞ ≤
(1− φκ1)2 + (1− φκ2)2 − 2 〈N,Nh〉2
〈N,Nh〉2
=
((1− φκ1)2 − 1) + ((1− φκ2)2 − 1)− 2(〈N,Nh〉2 − 1)
〈N,Nh〉2
.
Notemos que, por el lema 2.8, se concluye que 〈N,Nh〉2 − 1 es O(h2), por tanto
1
〈N,Nh〉2 es 1+O(h
2) . Tambie´n, por el lema 2.9 sabemos ‖φ‖L∞(M) es O(h2). Adema´s,
como M es suave y compacta las curvaturas principales son funciones continuas y
as´ı podemos definir
κ˜1 := ma´x
M
|κ1|, κ˜2 := ma´x
M
|κ2|, κ˜ := ma´x
M
|κ|, H˜ := ma´x
M
|H|,
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con lo cual (1− φκ1)2 − 1 y (1− φκ2)2 − 1 son O(h2) y se concluye (2.19).
Por otro lado, de la ecuacio´n (2.17) se obtiene que
∣∣∣√detA− 1∣∣∣ =
∣∣∣∣∣1 + φ
2 · κ− φ ·H − 〈N,Nh〉2
〈N,Nh〉2
∣∣∣∣∣
≤ ‖φ‖
2
L∞(M) κ˜+ ‖φ‖L∞(M) H˜ +
∣∣〈N,Nh〉2 − 1∣∣
〈N,Nh〉2
≤ Ch2,
de donde se concluye (2.20).
Para la tercera cota, primero notemos que de (2.20) se concluye que 1√
detA
es 1 +
O(h2). Ahora, como A es sime´trica, entonces √detAA−1−Id tambie´n lo es; adema´s,
tr(
√
detAA−1 − Id) = tr(A− Id) + 2(1−
√
detA)√
detA
,
con lo cual se concluye (2.21).
Observacio´n 2.12. Si A es el tensor de distorsio´n me´trica y A¯ :=
√
detAA−1
entonces, ∥∥A¯− Id∥∥∞ = ∥∥A¯∥∥∞ − 1. (2.22)
Basta verificar dicha igualdad puntualmente.
2.6. Cambio de variable
En esta seccio´n mostramos co´mo el tensor de distorsio´n me´trica aparece cuando se
hace el pullback de una funcio´n definida en Mh.
Teorema 2.13. Sean M una superficie suave en R3, Mh una superficie polie´drica
cercanamente inscrita a M , ϕ ∈ H10 (Mh) y ϕˆ := ϕ ◦ Φ. Entonces se satisface la
siguiente igualdad
‖∇hϕ‖L1(Mh) =
∫
M
√
〈A−1∇ϕˆ,∇ϕˆ〉g
√
detA dvol. (2.23)
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Demostracio´n. Al usar el Teorema de cambio de variable se obtiene
‖∇hϕ‖L1(Mh) =
∫
Mh
〈∇hϕ,∇hϕ〉1/2 dvol
=
∫
M
(
〈∇ϕ,∇ϕ〉1/2 ◦ Φ
)
|det dΦ| dvol
Ahora, si x ∈M y y = Φ(x), entonces
(
〈∇ϕ,∇ϕ〉1/2 ◦ Φ
)
(x) = 〈∇ϕ(Φ(x)),∇ϕ(Φ(x))〉1/2
= 〈∇ϕ(y),∇ϕ(y)〉1/2
= 〈dΨ∗(∇ϕˆ(x)), dΨ∗(∇ϕˆ(x))〉1/2g
= 〈(dΨ ◦ dΨ∗)(∇ϕˆ(x)),∇ϕˆ(x)〉1/2g
=
〈
A−1(∇ϕˆ(x)),∇ϕˆ(x)〉1/2
g
;
por lo tanto,
〈∇ϕ,∇ϕ〉1/2 ◦ Φ = 〈A−1(∇ϕˆ),∇ϕˆ〉1/2
g
. (2.24)
Adema´s,
|det(dΦ)| =
√
(det(dΦ))2
=
√
det(dΦ)det(dΦ)
=
√
det(dΦ∗)det(dΦ)
=
√
det(dΦ∗dΦ)
=
√
detA.
Proposicio´n 2.14. Sean u ∈ C2(M) y uˆh ∈ Sˆh el interpolante de u. Entonces
‖∇h(u ◦Ψ− uh)‖L∞(Th) =
∥∥∥√〈A−1∇(u− uˆh),∇(u− uˆh)〉g∥∥∥
L∞(T )
(2.25)
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Demostracio´n. Primero recordemos que uˆh ◦Ψ = uh. As´ı,
‖∇h(u ◦Ψ− uh)‖L∞(Th) = ‖∇h(u ◦Ψ− (uˆh ◦Ψ))‖L∞(Th) = ‖∇h((u− uˆh) ◦Ψ)‖L∞(Th) .
Luego, usando la igualdad 2.24 obtenemos lo siguiente (tomando y = Φ(x))
‖∇h(u ◦Ψ− uh)‖L∞(Th) = sup
y∈Th
‖∇h(u ◦Ψ− uh)(y)‖
= sup
y∈Th
‖∇h((u− uˆh) ◦Ψ)(y)‖
= sup
x∈T
‖∇h((u− uˆh) ◦Ψ)(Φ(x))‖
= sup
x∈T
〈∇h((u− uˆh) ◦Ψ),∇h((u− uˆh) ◦Ψ)〉1/2 ◦ Φ(x)
= sup
x∈T
〈
A−1∇((u− uˆh)(x)),∇((u− uˆh(x))
〉1/2
g
=
∥∥∥〈A−1∇((u− uˆh),∇((u− uˆh)〉1/2g
∥∥∥
L∞(T )
2.7. Estimativos de error entre u y uˆh
Establecemos cotas de error entre una funcio´n definida en M y su interpolante lineal
en M . Tambie´n establecemos una cota entre los gradientes de estas dos funciones.
Dichas cotas son importantes con el fin de establecer los teoremas de aproximacio´n
del operador Laplace-Beltrami en el caso diferenciable y en el caso discreto (respec-
tivamente).
Lema 2.15. SeanM una superficie suave,Mh una superficie polie´drica cercanamente
inscrita a M y u ∈ C2(M). Entonces,
|u ◦Ψ|C2(Th) ≤ C(|u|C2(T ) + h|u|C1(T )). (2.26)
La prueba de este lema es ana´loga a la del lema 3.3.1 en [19].
Lema 2.16. Sea u ∈ C2(M) y sea uˆh ∈ Sˆh el interpolante de u. Entonces
‖∇(u− uˆh)‖L∞(M) ≤ Ch(|u|C2(M) + h|u|C1(M)), (2.27)
‖u− uˆh‖L∞(M) ≤ Ch2(|u|C2(M) + h|u|C1(M)), (2.28)
donde las constantes C so´lo dependen de M y de la regularidad de forma ρ de Mh.
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Demostracio´n. Consideremos un tria´ngulo Th de Mh y denotemos por T a Ψ(Th).
Notemos que uh |Th es la funcio´n lineal que interpola a u en los ve´rtices de Th. Adema´s,
es claro que u ◦Ψ|Th ∈ C2(Th). Veamos que
‖∇(u− uˆh)‖L∞(T ) ≤ ‖A‖1/2∞
∥∥∥√〈A−1∇(u− uˆh),∇(u− uˆh)〉g∥∥∥
L∞(T )
. (2.29)
Definamos f := u− uˆh. Entonces, por la observacio´n A.8 (ver Ape´ndice), obtenemos
‖∇f‖g = 〈∇f,∇f〉1/2g
≤ ‖A‖1/2∞
〈
A−1∇f,∇f〉1/2
g
≤ ‖A‖1/2∞
∥∥∥〈A−1∇f,∇f〉1/2
g
∥∥∥
L∞(T )
;
de donde se concluye lo afirmado. Adema´s, por la ecuacio´n (2.25), se tiene que
‖∇(u− uˆh)‖L∞(T ) ≤ ‖A‖1/2∞ ‖∇h(u ◦Ψ− uh)‖L∞(Th) .
Por tanto, como e´sta cota se satisface para cada tria´ngulo de Mh se concluye (2.27).
En cuanto a la segunda desigualdad, primero observemos que ‖u − uˆh‖L∞(T ) =
‖u ◦Ψ− uh‖L∞(Th). Ahora, sean x en el interior de Th, v un ve´rtice de Th, L(v, x) el
segmento de recta que une a v con x y w := x−v‖x−v‖ , un vector unitario en la direccio´n
de L(v, x); entonces, por el Teorema del Valor Medio (ver [1]) existe un z ∈ L(v, x)
tal que |w · ((u ◦ Ψ− uh)(v))− (u ◦ Ψ− uh)(x)| = |w · (∇h(u ◦ Ψ− uh)(z))(x− v)|;
de donde se concluye que
|(u ◦Ψ− uh)(x)| = |(∇h(u ◦Ψ− uh)(z))(x− v)|
≤ ‖(∇h(u ◦Ψ− uh)(z))‖ ‖(x− v)‖
≤ ‖(∇h(u ◦Ψ− uh)(z))‖h
≤ ‖(∇h(u ◦Ψ− uh))‖L∞(Th) h.
As´ı, tenemos que
‖u ◦Ψ− uh‖L∞(Th) ≤ ‖(∇h(u ◦Ψ− uh))‖L∞(Th) h.
Ahora, por la desigualdad (1.7) se tiene que
‖u ◦Ψ− uh‖L∞(Th) ≤ Ch2|u ◦Ψ|C2(Th).
Finalmente, por la desigualdad (2.26), se concluye (2.28).
Cap´ıtulo 3
Aproximacio´n del operador
Laplace-Beltrami
El objetivo en este cap´ıtulo es aproximar puntualmente el operador Laplace-Beltrami
∆u a trave´s del interpolante lineal de u, uh. Para tal fin, definimos las funciones r-
locales y comparamos ∆u con ∆hu ◦ Ψ, donde ∆h es el operador Laplace-Beltrami
en Mh.
3.1. Funciones r-locales
Definicio´n 3.1. Sea M una superficie suave o polie´drica en R3, y sea CD una
constante positiva. Para cualquier x ∈ M y para todo r ∈ R+, decimos que una
funcio´n ϕ : M → R es r-local en x (con respecto a CD) si satisface las siguientes
cinco condiciones
(D1) ϕ ∈ H10 (M)
(D2) ϕ(y) ≥ 0 para todo y ∈M,
(D3) ϕ(y) = 0 para todo y ∈M con dM(x, y) ≥ r,
(D4) ‖ϕ‖L1 = 1,
(D5) |ϕ|W 1,1 ≤ CDr .
Observacio´n 3.2. Las funciones que satisfacen (D2), (D3) y (D4) se pueden usar
para aproximar el valor f(x) de cualquier funcio´n continua f a trave´s de la integral
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∫
M
fϕ dvol. Por otra parte, notemos que (D3) implica que el soporte de ϕ esta´ con-
tenido en Br(x).
Lema 3.3. Sea ϕ ∈ L1(M) tal que satisface las condiciones (D2),(D3) y (D4) de la
definicio´n anterior para algu´n x ∈ M y cierto r ∈ R+, y sea f ∈ C1(M). Entonces,
se cumple el siguiente acotamiento∣∣∣∣f(x)−
∫
M
fϕ dvol
∣∣∣∣ ≤ ‖∇f‖L∞(M)r. (3.1)
Demostracio´n. Por (D4) y (D3) tenemos que∣∣∣∣f(x)−
∫
M
fϕ dvol
∣∣∣∣ =
∣∣∣∣
∫
M
(f(x)− f)ϕ dvol
∣∣∣∣
=
∣∣∣∣
∫
Br(x)
(f(x)− f)ϕ dvol
∣∣∣∣
≤ sup
y∈Br(x)
|f(x)− f(y)|.
Ahora, para cualquier y en la bola geode´sica Br(x) alrededor de x, sea γ una geode´sica
minimizante (con velocidad unitaria) que conecta a x con y; entonces
|f(x)− f(y)| =
∣∣∣∣
∫
γ
〈∇f(γ(t)), γ˙(t)〉g dt
∣∣∣∣
≤
∫
γ
|(∇f(γ(t))||γ˙(t))| dt
≤ ‖∇f‖L∞(M)
∫
γ
|γ˙(t)| dt
= ‖∇f‖L∞(M)l(γ)
≤ ‖∇f‖L∞(M)r,
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donde la segunda desigualdad se cumple porque ∇f es continua en M y M es com-
pacto. As´ı, se concluye que sup
y∈Br(x)
|f(x)− f(y)| ≤ ‖∇f‖L∞(M)r.
Observacio´n 3.4. Algunas funciones r-locales tienen un orden de aproximacio´n
mayor. Existen funciones r-locales ϕ que satisfacen∣∣∣∣f(x)−
∫
M
fϕ dvol
∣∣∣∣ ≤ C|f |C2(M) r2 (3.2)
3.2. Estimativo de error entre ∆ y ∆ˆh
Como el objetivo es aproximar el operador Laplace-Beltrami (definido en M) de
una funcio´n definida en M a trave´s del operador Laplace-Beltrami (definido en Mh)
aplicado al pullback de su interpolante lineal, definimos un operador auxiliar en M ,
denotado ∆ˆh, para comparar los dos operadores bajo la norma de los operadores
lineales continuos.
Definicio´n 3.5. Definimos
〈∆ˆhu|ϕ〉 := 〈∆hu ◦Ψ|ϕ ◦Ψ〉
para cualquier u, ϕ ∈ H10 (M). Expl´ıcitamente, el operador ∆ˆh esta´ dado por
〈∆ˆhu|ϕ〉 = −
∫
M
〈
A−1∇u,∇ϕ〉
g
√
detA dvol,
Proposicio´n 3.6. La distancia de ∆ y ∆ˆh, en la norma del espacio de operadores
lineales continuos de H10 (M) a H
−1(M), esta´ acotado superiormente por
‖∆− ∆ˆh‖Op = sup
u,ϕ
|〈(∆− ∆ˆh)u|ϕ〉| ≤ ‖
√
detAA−1 − Id‖∞;
donde el supremo es tomado sobre todo u, ϕ ∈ H10 (M) con |u|H1 = 1 y |ϕ|H1 = 1.
Demostracio´n. Sean u, ϕ como antes. Primero notemos que
|u|H1(M) =
∫
M
‖∇u‖g dvol = ‖∇u‖L1(M) y |ϕ|H1(M) =
∫
M
‖∇ϕ‖g dvol = ‖∇ϕ‖L1(M) .
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Ahora, usando la desigualdad de Ho¨lder y recordando la igualdad 1.10 obtenemos∣∣∣〈∆− ∆ˆhu|ϕ〉∣∣∣ = ∣∣∣〈∆u|ϕ〉 − 〈∆ˆhu|ϕ〉∣∣∣
=
∣∣∣∣
∫
M
(
〈
A−1∇u,∇ϕ〉
g
√
detA− 〈∇u,∇ϕ〉g) dvol
∣∣∣∣
=
∣∣∣∣
∫
M
(
〈√
detAA−1∇u,∇ϕ
〉
g
− 〈∇u,∇ϕ〉g) dvol
∣∣∣∣
=
∣∣∣∣
∫
M
〈
(
√
detAA−1 − Id)∇u,∇ϕ
〉
g
dvol
∣∣∣∣
≤
∫
M
∣∣∣∣〈(√detAA−1 − Id)∇u,∇ϕ〉
g
∣∣∣∣ dvol
≤
∥∥∥(√detAA−1 − Id)∇u∥∥∥
L1(M)
‖∇ϕ‖L1(M)
≤
∥∥∥√detAA−1 − Id∥∥∥
∞
‖∇u‖L1(M) ‖∇ϕ‖L1(M)
=
∥∥∥√detAA−1 − Id∥∥∥
∞
;
de donde se concluye lo afirmado.
Nota 3.7. Observe que, por el Lema 1, se concluye que ‖∆− ∆ˆh‖Op es O(h2).
3.3. Aproximacio´n del operador Laplace-Beltrami
Teorema 3.8. Sea M una superficie suave en R3 y sea u una funcio´n suave en M .
Entonces, existe un h0 ∈ R+ tal que para cualquier par (Mh, h), donde Mh es una
superficie polie´drica cercanamente inscrita a M y h < h0, y cualquier funcio´n ϕ que
sea r-local en un punto y ∈Mh, se satisface el siguiente acotamiento
|∆u(x)− 〈∆huh|ϕ〉 | ≤ C(r + h
r
), (3.3)
donde uh ∈ Sh(Mh) es el interpolante de u y x = Ψ(y). Si ϕˆ satisface (3.2), entonces
se cumple
|∆u(x)− 〈∆huh|ϕ〉 | ≤ C(r2 + h
r
). (3.4)
Las constantes C so´lo dependen de M,u, h0, la regularidad de forma ρ de Mh y la
constante CD de ϕ.
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Demostracio´n. Como el operador ∆h y las funciones uh y ϕ esta´n definidas en Mh
lo primero que haremos es llevarlas aM y, usando la desigualdad de Cauchy-Schwarz,
obtenemos
|∆u(x)− 〈∆huh|ϕ〉 | =
∣∣∣∆u(x)− 〈∆ˆhuˆh|ϕˆ〉∣∣∣ =∣∣∣∆u(x)− 〈∆u|ϕˆ〉+ 〈∆u|ϕˆ〉 − 〈∆uˆh|ϕˆ〉+ 〈∆uˆh|ϕˆ〉 − 〈∆ˆhuˆh|ϕˆ〉∣∣∣
≤ |∆u(x)− 〈∆u|ϕˆ〉|+ |〈∆(u− uˆh)|ϕˆ〉|+
∣∣∣〈(∆− ∆ˆh)uˆh|ϕˆ〉∣∣∣ . (3.5)
Ahora, encontremos cotas para los u´ltimos tres te´rminos de la ecuacio´n (3.5). Para
el primer sumando, como el soporte de ϕ esta´ contenido en la bola geode´sica Br(y)
(propiedades (D2) y (D3) de la definicio´n 3.1) entonces, por el Lema A.10, el soporte
de ϕˆ esta´ contenido en B‖A−1‖1/2∞ r(x). Ahora, de la ecuacio´n (2.22) se concluye que
‖A−1‖1/2∞ ≤ C; por tanto, existe una constante C, que so´lo depende deM y h0, tal que
ϕˆ satisface la propiedad (D3) de la definicio´n 3.1 para x y el radio Cr. As´ı, ϕˆ/‖ϕˆ‖L1
satisface las hipo´tesis del lema 3.3 y, usando el operador fuerte de Laplace-Beltrami,
obtenemos
∣∣∣∣∆u(x)− 1‖ϕˆ‖L1 〈∆u|ϕˆ〉
∣∣∣∣ =
∣∣∣∣∆u(x)− 1‖ϕˆ‖L1
∫
M
∆uϕˆ dvol
∣∣∣∣
=
∣∣∣∣∆u(x)−
∫
M
∆u
(
ϕˆ
‖ϕˆ‖L1
)
dvol
∣∣∣∣
≤ Cr
donde la constante C = ‖∇(∆u)‖L∞ (por el Lema 3.3).
Por otro lado, aplicando el Teorema de Cambio de variable y el hecho de que
38 CAPI´TULO 3. APROXIMACIO´N DEL OPERADOR LAPLACE-BELTRAMI
‖ϕ‖L1(Mh) = 1 se tiene que
∣∣‖ϕˆ‖L1(M) − 1∣∣ =
∣∣∣∣
∫
M
〈ϕˆ, ϕˆ〉1/2g dvol − 1
∣∣∣∣
=
∣∣∣∣
∫
Mh
〈ϕ, ϕ〉1/2
√
detA dvol − 1
∣∣∣∣
=
∣∣∣∣
∫
Mh
〈ϕ, ϕ〉1/2
√
detA dvol −
∫
Mh
〈ϕ, ϕ〉1/2 dvol
∣∣∣∣
=
∣∣∣∣
∫
Mh
〈ϕ, ϕ〉1/2 (
√
detA− 1)dvol
∣∣∣∣
≤ ‖
√
detA− 1‖L∞(M)
∣∣∣∣
∫
Mh
〈ϕ, ϕ〉1/2 dvol
∣∣∣∣
= ‖
√
detA− 1‖L∞(M)
≤ Ch2,
donde la u´ltima desigualdad se tiene por el Lema 2.11. Adema´s, se cumple que∣∣∣∣ 1‖ϕˆ‖L1(M) 〈∆u|ϕˆ〉
∣∣∣∣ =
∣∣∣∣ 1‖ϕˆ‖L1(M)
∫
M
∆uϕˆ dvol
∣∣∣∣
≤ 1‖ϕˆ‖L1(M)
∫
M
|∆u||ϕˆ| dvol
=
1
‖ϕˆ‖L1(M)
∫
M
|∆u|ϕˆ dvol
≤ ma´x
enM
|∆u| 1‖ϕˆ‖L1(M)
∫
M
ϕˆ dvol
= C,
donde C es una constante. Por tanto, se concluye que:
|∆u(x)− 〈∆u|ϕˆ〉| ≤
∣∣∣∣∆u(x)− 1‖ϕˆ‖L1 〈∆u|ϕˆ〉
∣∣∣∣+
∣∣∣∣(1− ‖ϕˆ‖L1) 1‖ϕˆ‖L1 〈∆u|ϕˆ〉
∣∣∣∣
≤ C(r + h2).
Si ϕˆ satisface (3.2), entonces usamos e´ste acotamiento en lugar del lema 3.3 y obte-
nemos
|∆u(x)− 〈∆u|ϕˆ〉| ≤ C(r2 + h2).
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Para establecer una cota para el segundo sumando primero recordemos que, como ϕ
es r-local, entonces, por (D5), se tiene que |ϕ|W 1,1(Mh) ≤ C 1r , pero
|ϕ|W 1,1(Mh) =
∫
Mh
‖∇hϕ‖R3 dvol =
∫
Mh
〈∇hϕ,∇hϕ〉
1
2 dvol = ‖∇hϕ‖L1(Mh).
As´ı pues, mostremos que la cota ‖∇hϕ‖L1(Mh) ≤ C 1r se satisface para ‖∇ϕˆ‖L1(M). En
efecto, por la observacio´n A.9 en el Ape´ndice y el Teorema 2.13,
‖∇ϕˆ‖L1(M) =
∫
M
‖∇ϕˆ‖g dvol
≤ ‖(detA)−1A‖1/2∞
∫
M
√
〈A−1∇ϕˆ,∇ϕˆ〉
√
detA dvol (3.6)
= ‖( detA)−1A‖1/2∞ ‖∇hϕ‖L1(Mh)
≤ C 1
r
,
En consecuencia, aplicando la desigualdad de Ho¨lder y el lema 2.16, obtenemos
|〈∆(u− uˆh)|ϕˆ〉| =
∣∣∣∣
∫
M
〈∇(u− uˆh),∇ϕˆ〉g dvol
∣∣∣∣
≤ ‖∇(u− uˆh)‖L∞(M) ‖∇ϕˆ‖L1(M)
≤ Ch
r
.
Una cota para el tercer sumando se sigue de los lemas 2.11 y 2.16,∣∣∣〈(∆− ∆ˆh)uˆh|ϕˆ〉∣∣∣ =
∣∣∣∣
∫
M
〈
(Id−
√
detAA−1)∇uˆh,∇ϕˆ
〉
g
dvol
∣∣∣∣
≤ ‖Id−
√
detAA−1‖∞ ‖∇uˆh‖L∞(M) ‖∇ϕˆ‖L1(M)
≤ Ch
2
r
.
Colorario 3.9. Bajo las hipo´tesis del Teorema 3.8, si r =
√
h, entonces
|∆u(x)− 〈∆huh|ϕ〉 | ≤ C
√
h.
Si ϕˆ satisface (3.2) y r = h
1
3 , entonces
|∆u(x)− 〈∆huh|ϕ〉 | ≤ Ch 23 .
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3.4. Operadores Laplace-Beltrami discretos
Definicio´n 3.10. Sea n el nu´mero de ve´rtices de Mh y denotemos por {v1, ..., vn} al
conjunto de ve´rtices. Sabemos que cualquier funcio´n uh ∈ Mh esta´ determinada en
forma u´nica por sus valores en los ve´rtices. Al vector (uh(v1), ..., uh(vn)) lo llamaremos
el vector nodal y nos permite describir los operadores Laplace-Beltrami discretos al
especificar sus acciones sobre e´stos.
Sea {ϕi}i∈{1,2,...,n} un conjunto de funciones tales que cada ϕi es r-local en el ve´rtice
vi ∈Mh. Entonces, definimos el operador Laplace-Beltrami discreto ∆{ϕi}h : Sh → Sh,
asociado a {ϕi}, por 

uh(v1)
uh(v2)
. . . . . .
uh(vn)

 7→


〈∆huh|ϕ1〉
〈∆huh|ϕ2〉
. . . . . . . . . .
〈∆huh|ϕn〉

 .
Definicio´n 3.11. Para cada ϕi existe una constante CD,i tal que (D5) de la definicio´n
3.1 se satisface. En adelante, nos referiremos al ma´ximo de las CD,i como la constante
CD de {ϕi}.
Teorema 3.12. SeanM una superficie suave en R3 y u una funcio´n suave definida en
M . Entonces, existe un h0 ∈ R+ tal que para cualquier parMh, conMh cercanamente
inscrita a M y con h < h0, y un conjunto de funciones {ϕi}i∈{1,2,...,n} tal que cada ϕi
es r-local en el ve´rtice vi ∈Mh con r =
√
h, se satisface que
sup
y∈Mh
∥∥∥∆u(Ψ(y))−∆{ϕi}h uh(y)∥∥∥ ≤ C√h, (3.7)
donde uh ∈ Sh(Mh) es el interpolante de u. Si cada ϕˆi satisface (3.2) y r = h1/3, se
tiene que
sup
y∈Mh
∥∥∥∆u(Ψ(y))−∆{ϕi}h uh(y)∥∥∥ ≤ Ch2/3. (3.8)
Las constantes C so´lo dependen de M,u, h0, la regularidad de forma ρ de Mh y la
constante CD de {ϕi}.
Demostracio´n. Sean v ∈ Sh y vˆ ∈ Sˆh los interpolantes de la funcio´n ∆u en Mh y
M , respectivamente. Entonces, por (2.28), el error de aproximacio´n satisface
‖∆u− vˆ‖L∞(M) ≤ Ch2(|∆u|C2(M) + h|∆u|C1(M)). (3.9)
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Por otro lado, el Teorema 3.8 implica que
|∆u(Ψ(vi))− 〈∆huh|ϕi〉 | ≤ C
√
h (3.10)
para todo i. Ahora bien, como v(vi) = vˆ(vi) = ∆u(Ψ(vi)), tenemos que
‖v −∆{ϕi}h uh‖L∞(Mh) ≤ C
√
h; (3.11)
e´sto por la definicio´n de Sh y Sˆh.
As´ı, si y ∈Mh y x = Φ(y)∣∣∣∆u(Ψ(y))−∆{ϕi}h uh(y)∣∣∣ ≤ |∆u(Ψ(y))− vˆ(x)|+ |vˆ(x)− v(y)|+ ∣∣∣v(y)−∆{ϕi}h uh(y)∣∣∣
≤ ‖∆u− vˆ‖L∞(M) +
∥∥∥v −∆{ϕi}h uh∥∥∥
L∞(Mh)
≤ Ch2(|∆u|C2(M) + h|∆u|C1(M)) + C
√
h
≤ C
√
h.
Note que la u´ltima desigualdad se cumple al ser h suficientemente pequen˜o.
3.5. Representacio´n matricial
El objetivo de esta seccio´n es mostrar co´mo la matriz cotangente, denotada por S,
puede usarse para obtener la matriz de representacio´n de ∆
{ϕi}
h , denotada por L, con
respecto a la base nodal. Sean Mh una malla y v1, ..., vn sus ve´rtices. Por simplicidad
supondremos que las funciones ϕi ∈ Sh(Mh). Luego, dada una funcio´n uh ∈ Sh(Mh)
podemos escribirla, por la ecuacio´n (1.6), en la forma
uh =
n∑
j=1
uh(vj)σj.
Similarmente, ϕi tiene la forma
ϕi =
n∑
k=1
ϕi(vk)σk.
As´ı,
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〈∆huh|ϕi〉 =
〈
∆h
n∑
j=1
uh(vj)σj|
n∑
k=1
ϕi(vk)σk
〉
=
〈
n∑
j,k=1
∆huh(vj)σj|ϕi(vk)σk
〉
=
n∑
j,k=1
uh(vj)ϕi(vk) 〈∆hσj|σk〉
=
n∑
j=1
(
n∑
k=1
ϕi(vk) 〈∆hσj|σk〉
)
uh(vj). (3.12)
Recordando que S es la matriz de entradas Sjk :=
1
2
(cotαjk + cot βjk), veamos
que
−Skj = 〈∆hσj|σk〉 .
En efecto,
〈∆hσj|σk〉 = −
∫
Mh
〈∇σj,∇σk〉 dvol.
T1
T2
αjk
βjk
vk
vj
Figura 3.1: vj, vk son ve´rtices adyacentes cuya arista pertenece a los tria´ngulos T1 y
T2.
Para j 6= k, si los ve´rtices vj y vk no son adyacentes, entonces la interseccio´n de
los soportes de σj y σk es vac´ıa y en este caso se tiene que 〈∆hσj|σk〉 = 0. As´ı,
supongamos que vj y vk son adyacentes y sean T1 y T2 los dos tria´ngulos que tienen
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a la arista vjvk como uno de sus lados y sean αjk, βjk los a´ngulos internos de estos
que son opuestos a dicha arista.
Notemos que ‖∇σj‖ = 1h2 y ‖∇σk‖ = 1h1 en T1; luego
vj
h2
b1
∇σj
αjk
∇σk
h1
vk
b2
Figura 3.2: Gradientes de σj y σk
∫
T1
〈∇σj ,∇σk〉 dvol = 1
h2
1
h1
cosαjkArea(T1) =
1
h2
1
h1
cosαjk
1
2
b1b2 senαjk =
1
2
cotαjk.
Similarmente, ∫
T2
〈∇σj,∇σk〉 dvol = 1
2
cot βjk.
Por tanto, se tiene que
〈∆hσj|σk〉 = −1
2
(cotαjk + cot βjk) = −Sjk = −Skj = 〈∆hσk|σj〉 .
Para j = k, sea ∆ = {j | vj y vk son adyacentes}, entonces
〈∆hσk|σk〉 = −
∫
Mh
〈∇σk,∇σk〉 dvol = −
∑
j∈∆
∫
Tj
〈∇σj,∇σk〉 dvol.
As´ı, queda mostrado que
−Skj = 〈∆hσj|σk〉 .
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Ahora, sea R la matriz con entradas Rij = ϕi(vj). Entonces, de la ecuacio´n (3.12) se
obtiene
〈∆huh|ϕi〉 =
n∑
j=1
(
n∑
k=1
−RikSkj
)
uh(vj)
=
n∑
j=1
(−RiSj)uh(vj)
= −RiS


uh(v1)
uh(v2)
. . . . . .
uh(vn)

 . (3.13)
Por tanto, por la definicio´n de ∆
{ϕi}
h , se concluye que
L = −RS.
Ape´ndice A
Resultados auxiliares
Aqu´ı mostraremos hechos relevantes que se usan en algunos resultados de los Cap´ıtu-
los.
A.1. Norma de operadores
Denotaremos un operador entre espacios vectoriales y su representacio´n matricial de
igual forma.
Definicio´n A.1. Sean P y Q espacios vectoriales de dimensiones n y m con pro-
ductos internos 〈·, ·〉P y 〈·, ·〉Q y T : P → Q un operador. Definimos la norma de
operador de T por
‖T‖ := sup
x 6=0
‖Tx‖Q
‖x‖P
.
Proposicio´n A.2. Sea T : P → Q un operador entre espacios vectoriales de di-
mensio´n finita con productos interiores 〈·, ·〉P y 〈·, ·〉Q, respectivamente. Entonces se
tiene que
〈x, x〉1/2P ≤ ‖T−1‖ 〈T ∗Tx, x〉1/2P ,
donde T ∗ denota el operador adjunto de T .
Demostracio´n. Sabemos que la norma de T es
‖T‖ = sup
x 6=0
‖Tx‖Q
‖x‖P = supx 6=0
〈Tx, Tx〉1/2Q
〈x, x〉1/2P
= sup
x 6=0
〈T ∗Tx, x〉1/2P
〈x, x〉1/2P
,
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entonces, para cualquier x ∈ P , x 6= 0, se tiene que
〈Tx, Tx〉1/2Q ≤ ‖T‖ · 〈x, x〉1/2P . (A.1)
Similarmente,
‖T−1‖ = sup
y 6=0
‖T−1y‖P
‖y‖Q = supy 6=0
〈T−1y, T−1y〉1/2P
〈y, y〉1/2Q
= sup
y 6=0
〈(T−1)∗T−1y, y〉1/2Q
〈y, y〉1/2Q
,
as´ı, para cualquier y ∈ Q, y 6= 0, se tiene que〈
T−1y, T−1y
〉1/2
P
≤ ‖T−1‖ · 〈y, y〉1/2Q .
Por tanto, para x ∈ P se tiene que
〈x, x〉1/2P =
〈
T−1(Tx), T−1(Tx)
〉1/2
P
≤ ‖T−1‖ · 〈Tx, Tx〉1/2Q
= ‖T−1‖ · 〈T ∗Tx, x〉1/2P .
Ahora, estableceremos una relacio´n entre la norma de operador ‖·‖Op y la norma
tensorial ‖·‖∞.
Definicio´n A.3. (Espectro de una matriz.)
Sea B una matriz arbitraria. El espectro de B es el conjunto de todos sus valores
propios y se denota por σ(B).
Definicio´n A.4. (Radio espectral de una matriz.)
Sea B una matriz arbitraria. El radio espectral de B es el ma´ximo de los valores
absolutos de sus valores propios y se denota por rσ(B) := ma´x
λ∈σ(B)
|λ|.
Definicio´n A.5. (Matriz Hermitiana.)
Decimos que una matriz arbitraria B es Hermitiana si B∗ = B, donde B∗ denota la
matriz adjunta.
Proposicio´n A.6. Sean P y Q espacios vectoriales de dimensio´n n con productos
internos 〈·, ·〉P y 〈·, ·〉Q y T : P → Q un operador. Entonces,
‖T‖ =
√
rσ(T ∗T ). (A.2)
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Demostracio´n. Como la matriz T ∗T es Hermitiana, sabemos que todos sus valores
propios son no negativos (ver [2, Teorema 7.5, p 478-479.]). Sean e´stos
0 ≤ λn ≤ · · · ≤ λ2 ≤ λ1
contados segu´n su multiplicidad; y sean v(1), ..., v(n) los correspondientes vectores
propios, los cuales tomamos tales que
∥∥v(j)∥∥
P
= 1, para j = 1, ..., n. As´ı, dado v ∈ P
sabemos que
v =
n∑
j=1
αjv
(j).
Por lo tanto se cumple que
T ∗Tv =
n∑
j=1
αjT
∗Tv(j) =
n∑
j=1
αjλjv
(j).
En consecuencia tenemos que
‖Tv‖2Q = 〈Tv, Tv〉Q
= 〈v, T ∗Tv〉P
=
〈
n∑
j=1
αjv
(j),
n∑
j=1
αjλjv
(j)
〉
P
=
n∑
i,j=1
λjαiαj
〈
v(i), v(j)
〉
P
≤ λ1
n∑
i,j=1
αiαj
〈
v(i), v(j)
〉
P
= λ1 〈v, v〉P
= λ1 ‖v‖2P ,
de donde se concluye que
‖T‖2 ≤ λ1.
Para obtener la igualdad, basta tomar v = v(1); pues en e´ste caso se tiene que
‖Tv‖2Q = 〈v, T ∗Tv〉P =
〈
v(1), λ1v
(1)
〉
P
= λ1.
Con lo cual se prueba lo afirmado.
Observacio´n A.7. Dada una matriz B, como B∗B es una matriz Hermitiana se
tiene que B∗B y BB∗ tienen los mismos valores propios no nulos (ver [2, Problema
19, p. 500]) y, por lo tanto, rσ(B
∗B) = rσ(BB∗).
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A.2. Ca´lculos auxiliares
Observacio´n A.8. Para utilizar la Proposicio´n A.2 en la prueba del Lema 2.16 (de
la desigualdad (2.29)) tomamos T := dΨ∗ y f ∈ C2(M). As´ı, T ∗ = dΨ y T ∗T = A−1.
Por otro lado, T−1 = (dΨ∗)−1 = (dΨ−1)∗ = dΦ∗ y (T−1)∗ = dΦ. Por lo tanto,
(T−1)∗(T−1) = dΦ ◦ dΦ∗. En consecuencia, por la observacio´n A.7 y la igualdad
(A.2), se tiene que
〈∇f,∇f〉1/2g ≤
∥∥T−1∥∥ 〈T ∗T∇f,∇f〉1/2g
= ‖dΦ∗‖ 〈T ∗T∇f,∇f〉1/2g
=
√
rσ(dΦ ◦ dΦ∗) 〈T ∗T∇f,∇f〉1/2g
=
√
rσ(dΦ∗ ◦ dΦ) 〈T ∗T∇f,∇f〉1/2g
= ‖A‖1/2∞ 〈T ∗T∇f,∇f〉1/2g
= ‖A‖1/2∞
〈
A−1∇f,∇f〉1/2
g
Observacio´n A.9. Para usar la proposio´n A.2 en el Teorema 3.8 (de la desigualdad
(3.6)) tomamos T :=
√
detAdΨ∗ y F := ∇ϕˆ, un campo vectorial tangencial suave en
M . As´ı, T ∗ =
√
detAdΨ y T ∗T = (detA)A−1. De donde, T−1 = ((detA)1/2dΨ∗)−1 =
(detA)−1/2(dΨ−1)∗ = (detA)−1/2dΦ∗ y (T−1)∗ = (detA)−1/2dΦ. Con lo cual, (T−1)∗(T−1) =
(detA)−1dΦ ◦dΦ∗. Por lo tanto, recordando la observacio´n A.7 y usando la igualdad
(A.2), se tiene
〈F, F 〉1/2g ≤
∥∥T−1∥∥ 〈T ∗TF, F 〉1/2g
=
∥∥(detA)−1/2dΦ∗∥∥ 〈T ∗TF, F 〉1/2g
=
√
rσ((detA)−1(dΦ ◦ dΦ∗)) 〈T ∗TF, F 〉1/2g
=
√
rσ((detA)−1(dΦ∗ ◦ dΦ)) 〈T ∗TF, F 〉1/2g
=
√
rσ((detA)−1A) 〈T ∗TF, F 〉1/2g
=
∥∥(detA)−1A∥∥1/2∞ 〈T ∗TF, F 〉1/2g
=
∥∥(detA)−1A∥∥1/2∞ 〈(detA)A−1F, F〉1/2g .
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Ahora, al integrar sobre M se tiene∫
M
〈F, F 〉1/2g dvol ≤
∫
M
∥∥(detA)−1A∥∥1/2∞ 〈(detA)A−1F, F〉1/2g dvol
=
∥∥(detA)−1A∥∥1/2∞
∫
M
〈
(detA)A−1F, F
〉1/2
g
dvol
=
∥∥(detA)−1A∥∥1/2∞
∫
M
〈
A−1F, F
〉1/2
g
√
detA dvol
Lema A.10. Sean M una superficie suave en R3, Mh es una superficie polie´drica
cercanamente inscrita a M , ϕ una funcio´n r-local en un punto y ∈Mh y ϕˆ := ϕ ◦Φ.
Supongamos que el soporte de ϕ esta´ contenido en Br(y). Entonces, el soporte de ϕˆ
esta´ contenido en B‖A−1‖1/2
∞
r
(x), donde y = Φ(x).
Demostracio´n. Sean z ∈ Br(y) arbitrario y γ : I = [a, b] → R3 una geode´sica
minimizante que une a y con z. Sea γˆ := Ψ(γ). Entonces, como Ψ es un difeomorfismo
se tiene, usando la regla de la cadena,
l(γˆ) =
∫
γˆ
〈
d
dt
(γˆ(t)),
d
dt
(γˆ(t))
〉1/2
g
dt =
∫
γ
〈
d
dt
(Ψ ◦ γ)(t), d
dt
(Ψ ◦ γ)(t)
〉1/2
g
dt
=
∫
γ
〈
dΨ(
d
dt
γ(t)), dΨ(
d
dt
γ(t))
〉1/2
g
dt ≤ ‖dΨ‖
∫
γ
〈
d
dt
γ(t),
d
dt
γ(t)
〉1/2
dt
= ‖dΨ‖
∫
γ
∥∥∥∥( ddtγ(t))
∥∥∥∥ dt = ∥∥A−1∥∥1/2∞ l(γ) ≤ ∥∥A−1∥∥1/2∞ r,
donde la primera desigualdad se cumple por (A.1).
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