Numerical predictions of the dynamic response of complex structures are often uncertain due to uncertainties inherited from the assumed load effects. Inverse methods can estimate the true dynamic response of a structure through system inversion, combining measured acceleration data with a system model. This article presents a case study of the full-field dynamic response estimation of a long-span floating bridge: the Bergøysund Bridge in Norway. This bridge is instrumented with a network of 14 triaxial accelerometers. The system model consists of 27 vibration modes with natural frequencies below 2 Hz, which is solved using a tuned finite element model that takes the fluid-structure interaction with the surrounding water into account. Two methods, a joint input-state estimation algorithm and a dual Kalman filter, are applied to estimate the full-field response of the bridge. The results demonstrate that the displacements and the accelerations can be estimated at unmeasured locations with reasonable accuracy when the wave loads are the dominant source of excitation.
structures that are made from lightweight aggregate concrete. The floating span of the bridge is 840 m long, with free spans of Figure 3 : Left: accelerometer mounted on the truss; right: GNSS rover station at the middle of the bridge.
System equations for a floating bridge 62
A floating bridge is a system where the structural vibrations are coupled with the fluid motion at the wetted part of the body. 63 Consider a system discretized with n DOF degrees of freedom (DOFs). The governing equations of motion are first formulated 64 in the frequency domain for convenience:
where the displacement vector u(ω) and the wave excitation forces p w (ω) are Fourier transforms of their time-domain 66 equivalents u(t) ∈ R n DOF and p w (t) ∈ R n p , respectively. The selection matrix S p ∈ R n DOF ×n p assigns the wave forces to the DOF 67 that has direct fluid contact. It is assumed that waves are the dominant source of excitation for the bridge. In the structural 68 monitoring assessment by Kvåle and Øiseth [23] , it was shown that the dynamic response of the Bergsøysund Bridge is largely 69 dictated by the waves, whereas the direct load effects of the wind for most cases are small in the frequency range of the 70 wave spectrum. The aforementioned study also found that the response to traffic is small compared to waves and is largely 71 high-frequent (>2 Hz).
72
The system matrices in Eq. 1 can be split into two parts according to their nature of origin:
The subscript s denotes that the mass, damping and stiffness matrices M s , C s and K s are related to the structure. Due to the 74 fluid-structure interaction, the hydrodynamic mass M h (ω) and damping C h (ω) are functions of frequency. K h is the hydrostatic 75 restoring stiffness, which is assumed to not vary with frequency. When applying the inverse Fourier transform and rearranging 76 terms, Eq. 1 can be written as follows:
77
(M s + M h0 )ü(t) + C su (t) + (K s + K h )u(t) = S p p w (t) + S p p mi (t) = S p p(t)
where M h0 = M h (ω = 0). The term S p p mi (t) are considered as the motion-induced forces here. Using the convolution theorem, the following definition is obtained:
The kernelk can be viewed as a memory-type function and is defined as follows:
A choice is made to establish a time-invariant linear system model, which is required for using the algorithms presented 81 in Section 3.1. The formulation in Eq. 5 is interpreted as follows: the terms on the left-hand side constitute a linear system,
82
whereas those on the right-hand side are the input forces applied to the linear system. The wave excitation forces and motion-83 induced forces, which work in the same set of DOFs, are collected in the hydrodynamic force vector p(t) = p w (t) + p mi (t). In 84 other words, p(t) is by definition the input forces as felt by the moving structure.
85
For structures with many DOFs, it is favoured to work with a reduced-order model based on a limited set of vibration modes.
86
A modal reduction of the system in Eq. 5 is performed by solving the following eigenvalue problem:
The mass-normalized "wet" mode shape vectors of the n m selected modes are collected in the matrix Φ ∈ R n DOF ×n m . Using 88 the relation u(t) = Φz(t), the modal transform of Eq. 5 reads as follows:
where the structural damping C s was assumed proportional. Γ ∈ R n m ×n m and Ω ∈ R n m ×n m are both diagonally populated 90 with the natural frequencies ω j and modal damping ratios ξ j :
91 Ω = diag(ω 1 , ω 2 , . . . , ω n m ), Γ = diag(2ω 1 ξ 1 , 2ω 2 ξ 2 , . . . , 2ω n m ξ n m )
We emphasize that the modal properties are inherited from the chosen linear system as defined in Eq. 5. In other words, the 92 modal quantities do not correspond to solving the complex eigenvalue problem of the system in Eq. 1, which can be desired for 93 frequency-domain studies of floating structures (see, e.g. [24]). A discrete-time state-space representation of Eq. 9 is formulated 94 under the assumption of a zero-order hold on the force:
where the sample rate is set to F s = 1 /∆t. x k is the modal state vector, and p k is the force vector at time instant t k = k∆t 96 (k = 0, 1, . . . , N):
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The state transition matrix A ∈ R 2n m ×2n m and input matrix B ∈ R 2n m ×n p are given as follows:
Next, acceleration and displacement measurements are considered. The output vector y ∈ R n d reads as follows:
where the boolean matrices S a ∈ R n d ×n DOF and S d ∈ R n d ×n DOF select the measured DOFs. G ∈ R n d ×n m and J ∈ R n d ×n p denote 100 the output influence matrix and direct transmission matrix, respectively:
Zero-mean white noise vectors are added to Eq. 11 and 14, which completes the stochastic state-space representation:
The following covariance relations describe the process noise w k and measurement noise v k :
Finally, an additional equation is introduced for the DKF, in which the force evolution is modelled as a random walk:
Additionally, η k is a zero-mean white noise vector. Its prescribed covariance matrix E[η k η T l ] = Q P δ kl can be viewed as a parameter, namely the covariance matrix Q P . The JIS makes no prior assumption on the evolution of the forces, which is an 118 advantage in the sense that less information on the problem at hand is required prior to filtering. It can however suffer from 119 instabilities when only acceleration data is available, which can only be removed by also including displacement or strain data.
120
When estimates of the system states (x) and forces (p) are available from these filtering algorithms, displacements or 121 accelerations can be estimated in any DOF using Eq. 20 or 21, respectively:
where S d or S a now selects the considered DOFs, and G and J can be determined using Eq. 15. 
144
Model validation is important since inverse problems can be sensitive to model errors. For the present case, the (real) modes 145 in the state-space model cannot be directly compared to (complex) modes from a system identification, as the latter ones also 146 include the contribution from the frequency dependent mass and damping. In the model updating the average frequency error 147 is 2.5% and generally a good representation of the mode shapes is acquired. We therefore think the model errors are reasonable 148 low, given the complexity of the structure in this case study.
149
Since the wave loading is the main source of excitation, the response is dominated by frequency content below 2 Hz. To 150 reconstruct the observed dynamic behaviour, it is therefore decided to include the lowermost n m = 27 modes in the reduced-151 order model. The natural frequencies and mode types are listed in Table 1 ; a selection of twelve shapes are shown in Fig. 5 . All 152 the modes are global and thus influence the output. The majority of the modes can be classified as either pure vertical bending 153 or, due to the curvature of the bridge, a combination of horizontal bending and torsion. for an illustration. In feasibility studies of force identification on the Bergsøysund Bridge, numerical simulations showed that 158 not all six components have a significant influence on the output [28] . The forces Fy and Fz and the moment Mx govern the 159 dynamics of the bridge; thus, the components Fx, My and Mz are neglected (n p = 7 × 3 = 21).
160
The use of the algorithms in Section 3.1 requires fulfilling fundamental conditions for instantaneous system inversion. The 161 conditions are related to the system model and to the sensor network [29] . The requirements that are listed below are necessary 162 to fulfil but do not guarantee a successful estimation; they only reflect the estimation feasibility from an algorithmic perspective.
163
-System observability is necessary for state estimation and is fulfilled if and only if the matrix [S a Φ S d Φ] has no zero 164 columns. Here, the observability condition is fulfilled since all the modes in the model are captured by at least one 165 acceleration or displacement output.
166
-Direct invertibility ensures that the system can be inverted without time delay, translating to the condition rank(J) = n p , 167 where J is the direct transmission matrix in Eq. 14. This condition implies that the number of acceleration outputs must 168 be greater than or equal to the number of unknown forces (n p ≤ n d,a ) and that the number of forces cannot exceed the 169 number of modes in the model (n p ≤ n m ). Here, it is readily found that rank(J) = 21 = n p .
170
-Stability concerns whether a unique system inversion is possible and is governed by the system transmission zeros λ j ∈ C, 171 which are solutions of the following equation:
The presence of transmission zeros means that a unique system inversion is impossible since the force p k = p 0 λ k j (k = 173 0, 1, . . . , N) will not be distinguishable from the output. Here, the system model used for the JIS contains no transmission 174 zeros, whereas the zero λ j = 1 occurs for the system model used for the DKF since now only acceleration data are 175 included in the output vector. The latter is the case of so-called marginal stability.
checked conditions (e.g. FE model errors, errors on the locations of the forces or coloured noise).
Recording no. (1) (1) Three recordings are chosen as data sets for the case study. The recordings, which are listed in Table 2 , are selected on the 181 basis of representing a variety of the ambient load conditions occurring at the site. The statistics in Table 2 are reported for 10 182 minute intervals because the fjord areas have shorter periods of stationarity than, for instance, off-shore open waters. Here, the 183 listed significant wave heights (SWHs) are approximated as four times the standard deviation of the wave elevation measured 184 by the wave radars [30] , and the mean wind velocities are reported for the midmost anemometer. The response excitation levels 185 are also shown in Fig. 7 . The responses should follow a linear trend with the SWH. The observed response is follows a slightly 186 steeper than linear trend since the peak period tend to shift down with an increase in SWH. The power spectral densities (PSDs) 187 in Fig. 8 show that the wave energy has its highest concentration in the range 0.3-0.5 Hz. For more information on the metocean 188 characteristics at Bergsøysundet, see [23] . cases, the covariances can be manually tuned to a level where the results (either state or input estimates) are deemed realistic.
198
Here, the following measurement error covariance is assigned:
where the scale factor α R = 0.01 is used. Note that the description of the noise processes in Eq. 16-17 only covers white 200 noise. In practice, the addition of errors on the FE model and the presence of excitation forces at other locations than the wave 201 forces inherently results in coloured noise processes, which the filtering algorithms are not designed to account for. As is the 202 case for many practical problems with an uncertain and complicated error picture, the chosen covariance in Eq. 23 can only 203 be argued to be a "best practice" solution without a true basis from optimal theory. The following covariance matrix for the 204 process noise is assigned:
In comparison, the modal responses are expected to be in the order of 1 − 10 2 based on (forward) numerical simulations of 206 the bridge to wave actions. Note that the presence of errors on the model also implies that in reality S 0 [31]. However, since 207 these errors (and their inherent correlations) are unknown, S is set equal to zero in this application.
208
For the DKF, the force covariance is also an important control variable. The following simple force regularization model is 209 adopted:
where γ P is a tuning variable, and a larger step value is assigned to the seven moments, which typically are an order of 211 magnitude larger than the forces. L-curve-type approaches are often the go-to option for determining an appropriate amount of 212 regularization (see, e.g.
[32] for a mathematical description or [5, 12, 33] for practical use). The technique is, however, based on 213 cases where the measurement errors are dominant [33] . A "derived L-curve" approach is nevertheless adopted here as a measure 214 to determine the influence of the force covariance. Using real data, the DKF algorithm is run repeatedly with several values for 215 γ P ; Figs. 9a, 10a and 11a show the influence of the force covariance on the fitting of the data using the mean innovation error norm ( 1 N+1 N k=0 ||y k − Gx k − Jp k || 2 2 ) as a control metric. Since model errors cannot be neglected for the present case, the curves 217 do not resemble the characteristic L-shape (Figs. 9b, 10b and 11b ). However, a minimum is observed in the innovation error for 218 a given γ P value. In the following, the values for γ P are respectively chosen as 10 7.75 , 10 7.0 , and 10 8.0 for the three recordings.
219
Compared with the SWHs in the three recordings, the order of difference between the γ P values is deemed realistic. Note that 220 the filtering algorithms also allow time-varying noise covariance matrices. This can be relevant for cases with non-stationary 221 excitation, where the optimal amount of regularization can vary throughout the time series. Although variations in the ambient 222 conditions occur, constant covariance matrices are used for each recording in this study. to the total response. In general, the errors are the largest above 1 Hz, where the acceleration estimates appear to "blow up".
232
The JIS is slightly more prone to this ill-conditioning than the DKF.
233
The largest errors are observed for the second recording. This result may be explained by the low SWH compared to the 234 wind velocity (cf. Table 2 ). If the wave forces are no longer the dominant source of excitation, this translates to a larger model 235 and measurement error. In recordings 1 and 3, the errors are smaller.
236
Traffic loading is a disturbance not accounted for in the description of the forces. We however find it unlikely that this is the 237 cause of errors in the high frequency range since the errors generally occur through the entire time series. It is also expected 238 that very few cars pass the bridge at night, when recording 2 and 3 was taken. 
As discussed in Section 3.2, the model used is calibrated by FE model updating. This calibrated model has a 3-7% difference 240 in natural frequencies compared to an uncalibrated one. It is also interesting to see the how an uncalibrated model performs, 241 since model updating is not always feasible in all experimental studies. We have therefore also run the analysis with the uncalibrated model as a check. This results in an increase of 1-5% for the errors in response magnitude in the high-frequency range is however very small compared to the overall peak magnitude; thus, the two filters yield very similar temporal results.
280
The results presented here generally agree with previous assessments of the performance of the GNSS sensor [23], where 281 it was concluded that the satellite-based data have a significant noise floor. Large amplitude excitation is therefore required 282 for a high SNR. This can be observed in the first ten minutes of recording 1 or throughout recording 3, for example. In these 283 time periods, the best match of the peaks and valleys is acquired. Note that these levels of response, i.e. amplitudes above This paper presented a case study of full-field response estimation on the Bergsøysund Bridge, which is a long-span pontoon 289 bridge that is excited mainly by wave forces. The dynamic response was estimated using two well-established filter algorithms 290 for state and input estimation, which utilize a reduced-order system model and measured acceleration data. Three different data 291 recordings with varying ambient conditions were used in the analysis. It was found that the accelerations can be reconstructed 292 at unmeasured locations with moderate errors. The errors generally increase when the wave forces on the pontoons are not the 293 dominant source of excitation. In the validation of the displacement estimate, it was shown that for large amplitude excitation, 294 the filter estimates agree well with the motion measured by an independent GNSS sensor. For small excitation levels, the sensor 295 noise in the GNSS inhibits proper validation.
296
Overall, the results confirm that the presented methodology is applicable to large-scale structures with a highly complex 297 dynamic behaviour. However, the studies indicate that the use of inverse methods on these structures still has many practical 298 challenges. In particular, model errors and stochastic excitation at unknown locations remain as adverse sources of error for the 299 estimated response.
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