A novel crossmodal matching paradigm including vision, audition, and somatosensation was developed in order to investigate the interaction between attention and crossmodal congruence in multisensory integration. To that end, all three modalities were stimulated concurrently while a bimodal focus was defined blockwise. Congruence between stimulus intensity changes in the attended modalities had to be evaluated. We found that crossmodal congruence improved performance if both, the attended modalities and the task-irrelevant distractor were congruent. If the attended modalities were incongruent, the distractor impaired performance due to its congruence relation to one of the attended modalities. Between attentional conditions, magnitudes of crossmodal enhancement or impairment differed. Largest crossmodal effects were seen in visual-tactile matching, intermediate effects for audio-visual and smallest effects for audio-tactile matching. We conclude that differences in crossmodal matching likely reflect characteristics of multisensory neural network architecture. We discuss our results with respect to the timing of perceptual processing and state hypotheses for future physiological studies. Finally, etiological questions are addressed.
Introduction
Any instant of conscious perception is shaped by the differential contributions of all of our sensory organs. Integration of these different sensory inputs is not merely additive but involves crossmodal interactions. The mechanisms of these interactions are still far from being completely understood. One on-going challenge in the field of multisensory research is the question of how crossmodal interactions can be identified and quantified (Gondan and Röder, 2006,Stevenson et al., 2014) .
In many cases, crossmodal interactions have been investigated by means of redundant signal detection paradigms in which performance in unimodal trials is compared to performance in redundant multimodal trials (Diederich and Colonius, 2004 ). The race model inequality introduced by Miller (1982) is commonly used to decide if performance increments are actually indicative of crossmodal interactions. These are inferred if the multimodal cumulative distribution function (CDF) of response times is larger than the sum of the unimodal CDFs. Otherwise, performance increments are deemed to be due to statistical facilitation (Raab, 1962) . Stimulus design and presentation in redundant signal detection paradigms were typically chosen such that multisensory principles formulated by Stein and Meredith (1993) could be tested. These principles were deduced from the observation that multisensory neurons showed strongest crossmodal effects when stimuli to distinct modalities shared temporal and spatial characteristics, and crossmodal effects increased when unimodal stimulus intensities decreased (Sarko et al., 2012) .
Although supporting evidence for the validity of these principles in human behavior exists (e.g., Bolognini et al., 2004; Senkowski et al., 2011) , an increasing number of empirical null results and methodological issues question the general applicability of these principles (Holmes, 2007; Otto et al., 2013; Pannunzi et al., 2015; Spence, 2013; Sperdin et al., 2010) . Additionally, it has been demonstrated that crossmodal interactions can also have competitive effects, leading to crossmodal inhibition rather than enhancement (Sinnett et al., 2008) . In an audio-visual redundant signal detection paradigm, auditory detection was delayed by redundant visual presentation while visual detection was speeded by redundant auditory presentation. Similarly, Wang et al. (2012) presented results suggesting the coexistence of crossmodal inhibition and enhancement in a trimodal study. In a target detection task, participants were presented with visual, auditory or somatosensory targets in the presence or absence of perceptual competition by the respective other modalities. Overall, visual detection was fastest whereas auditory and somatosensory detection was comparable. Interestingly, they observed that the 
