Abstract-
the best MRC in the sense of the equivalent signal-to-noise ratio and MMSE combiner. They also assessed the BER performance of the latter and MLD in the uncoded case.
Compared to the aforementioned works, this paper also aims at designing a good combiner at the destination but it differs from them on two essential points : 1. The interaction between the combiner and channel decoder is exploited in the sense that we want to express the branch metrics of the trellis associated with channel decoding for the MRC, MMSE combiner, C-MRC and especially for the ML combiner ; 2. When the ML combiner is assumed, the source and relay can use arbitrary modulations (not necessarily BPSK modulations as in [2] [3] [5] ) and, more importantly, these can be different.
II. SIGNAL MODEL
At the source the L-information bit sequence m is encoded into a sequence of bits b and modulated into the transmitted signal x = (x(1), ..., x(T )) where, ∀t ∈ {1, ..., T }, x(t) ∈ X , X is a finite alphabet corresponding to the modulation constellation used by the source and E |x(t)| 2 ≤ P0. At the relay the message is decoded, re-encoded with the same encoder as the source and modulated into the transmitted signal
where, ∀t1 ∈ {1, ..., T1}, x1(t1) ∈ X1, X1 is a finite alphabet corresponding to the modulation constellation used by the relay and E |x1(t1)| 2 ≤ P1. We denote by s (resp. r) the number of coded bits conveyed by one source (resp. relay) symbol. By definition : s = log 2 |X | and r = log 2 |X1|. More specifically, the information bit sequence is assumed to be encoded by a 1 q -rate convolutional encoder (q ∈ N * ). As the sequence x comprises T symbols we have that q(k +ν) = sT where ν is the channel encoder memory. Assuming time selective but frequency non-selective channels, the baseband signals received by the destination from the source and relay respectively write y0(t) = h0x(t) + z0(t) and y1(t1) = h1x1(t1) + z1(t1) where z0 and z1 are zero-mean circularly symmetric complex Gaussian noises with variances σ 2 0 and σ 2 1 respectively. The complex coefficients h0 and h1 represent the gains of the source-destination and source-relay fading channels. For insuring coherent decoding, these two gains are assumed to be known to the receiver and relay respectively. We define γ0 = E |h0|
is the gain of the source-relay fading channel. Note that, in order to ensure the conservation of the coded bit rate between the input and output of the relay, s and r have to be linked by the following compatibility relation : sT = rT1. In the sequel we will use the quantity k = lcm(s, r) (where lcm is the least common multiple function). For simplicity, we assume that the source and relay use the same channel coder. Therefore the relay has to use a modulation that is compatible with the source's one. We will also assume that the number of times per second the channel can be used is directly proportional to the available bandwidth.
For example, if the source uses a BPSK modulation and the cooperation channel has a bandwidth equal to half the downlink bandwidth, the relay can use a QPSK modulation.
III. A NEW TRELLIS BRANCH METRIC

A. When the source and relay use arbitrary and different modulations
In this case, the linear combiners derived by [3] [4][6] cannot be used in general. However, provided that the above compatibility condition is met, the ML combiner can be derived as we show now. Let us denote by y 0 and y 1 the sequences of noisy symbols received by the destination from the source and relay respectively. The discrete optimization problem the ML combiner solves is as follows :
As the reception noises are assumed to be independent, pML =
. The first term easily writes as
In order to express the second term, we introduce a sequence of T1 discrete symbols denoted by e 1 which models the residual noise at the relay after the decoding-re-encoding process. This noise is therefore modeled by a multiplicative error term which is not independent of the symbols transmitted by the relay.
Additionally, the statistics of this noise are assumed to be known by the destination. For this, one can establish once and for all a lookup table between the source-relay SNR and the bit error rate after re-encoding at the relay. The cooperation signal writes then
andx1 (t1) 
. At this point, we need to make an additional assumption in order to easily derive the path metric of the ML decoder. From now one, we assume that the discrete symbols of the sequence e 1 are conditionally independent. This assumption is very realistic, for example, if the source and relay implement a bit interleaved coded modulation (BICM) or a trellis coded modulation (TCM). In the case of the BICM, the channel coder, which generates coded bits, and the modulator are separated by an interleaver. The presence of this interleaver precisely makes the proposed assumption reasonable. Under the aforementioned assumption one can expand p
.
The main consequence of this assumption is a significant reduction of the decoder complexity. If the assumption is not valid, the proposed derivation can always be used but the performance gain obtained can be marginal since the errors produced by will not be spread over the data block but rather occurs in a sporadic manner along the block.
In order to express the path metric of a given path in the trellis associated with channel decoding, we need now to link the likelihood expressed above and the likelihood associated with a given bit bj , where j ∈ {1, ..., k}. The reason why we consider sub-blocks of k bits is that, in order to meet the rate compatibility condition, the ML combiner combines the ks = k s symbols received from the source with the kr = k r symbols received from the relay. Now, ∀(i, j) ∈ {0, 1}×{1, ..., k}, let us define the sets , bj = i}, their equivalents in the source (resp. relay) modulation space. With these notations the bit likelihood can be expressed as follows
where we used the notation v n 1 = (v(1) , ..., v(n)). When a BICM is used, the obtained log-likelihood sequence is then deinterleaved and given to a Viterbi decoder.
B. When the source and relay use arbitrary and identical modulations
The derivation of the coded-bit likelihood in the case where the modulations used by the source and relay are the same is ready since it is special case of derivation conducted previously with k = s = r. In this case, both ML and linear combiners can be used since the combination can be performed symbol-by-symbol. The log-likelihood becomes λ (bj = i) = ln 2 6 4 
