The AstraZeneca Compound Management group uses high-performance liquid chromatography-mass spectrometry for structure elucidation and purity determination of the AstraZeneca compound collection. These activities are conducted in a high-throughput environment where the rate-limiting step is the review and interpretation of analytical results, which is time-consuming and experience dependent. Despite the development of a semiautomated review system, manual interpretation of results remains a bottleneck. Data-mining techniques were applied to archived data to further automate the review process. Various classification models were evaluated using WEKA and Pipeline Pilot (Pipeline Pilot version 8.5.0.200, BIOVIA, San Diego, CA). Results were assessed using criteria including precision, recall, and receiver operating characteristic area. Each model was evaluated as a cost-insensitive classifier and again using MetaCost to apply cost sensitivity. Pruning and variable importance were also investigated. A 10-tree random forest generated with Pipeline Pilot reduced the number of analyses requiring manual review to 36.4% using a threshold of 90% confidence in predictions. This represents a 45% reduction in manual reviews compared with the previous system, delivering an annual savings of $45,000 or an increase in capacity from 25,000 analyses per month up to 45,000 with the same resource levels.
Introduction
As the size of compound collections has increased, so too has the need for rapid analytical methods of quality assurance. A number of techniques have been developed to achieve this, including (but not limited to) liquid chromatography (LC) and mass spectrometry (MS), 1 nuclear magnetic resonance, 2 and charged aerosol detection (CAD). 3 A common requirement for many of these methods is that they can be integrated into workflows characterized by automated systems capable of high throughputs. As instrumentation has become more sophisticated with the introduction of automated compound storage 4 and nanoliter dispensing, 5 so too have the demands on data handling and interpretation. 4 An effective instrument data management system to process, store, and organize the volume of data produced is essential, 6 and meeting the highthroughput demands may be achievable only using softwaresupported spectra interpretation. 7 The overall quality of AstraZeneca's corporate compound collection is monitored by Compound Management (CM). The purity and structural identity of compounds entering the collection are established using reversed-phase high-performance chromatography coupled with MS with an additional CAD to measure concentration, 8 hereafter referred to as the LC-MS system. In addition, LC-MS activities are required to support the formation of screening collections for high-throughput screening (HTS) campaigns as well as the provision of "just in time" analysis to support later-stage screening projects.
To meet the challenges of this high-throughput environment, the CM group developed an LC-MS platform capable of automatically passing analyses in which a set of thresholds were detected in the preprocessed data generated by the instrumentation. As a result, 33.8% of the analyses performed were automatically flagged as "passed," with the remaining analyses reviewed by domain experts. 8 Despite the success of the autopass functionality, the interpretation of analytical data remains the bottleneck in the LC-MS workflow. The available archive of more than 700,000 analyses, many of which were annotated by LC-MS experts, was identified as an opportunity to apply a data-mining approach to further automate the classification of LC-MS results.
Applications of data-mining algorithms are increasingly prevalent in pharmaceutical research and health care more widely. Structure-activity relationships, hit identifications, and disease diagnosis can all be facilitated by decision tree (DT) induction. 9, 10 The basic process involves recursive partitioning of data into more homogenous subsets by passing each record through a series of if-then rules arranged in a tree structure.
Particular focus has been given to ensemble learning models, which involve using a number of classification models in combination. These techniques are less prone to problems associated with overfitting as the resulting models are collectively less biased toward a particular training data set. Wu et al. 11 evaluated ensemble techniques with the aim of diagnosing ovarian cancer based on peptide/protein intensities. Random forests (RFs) outperformed all other methods in the study, which also raised the issues of data preprocessing, noise reduction, and variable selection as additional challenges faced when making diagnoses using MS data. Burbidge et al. 12 applied a support vector machine (SVM) to structure-activity relationship data and concluded that SVM was an "automated and efficient deterministic learning algorithm" capable of highly accurate classification (error rate of 0.1269).
That the application of classification models to LC-MS results in the "-omics" cascade (genomics, transcriptomics, proteomics, and metabolomics) is well documented, [13] [14] [15] but no examples were found of the use of these techniques for quality assurance of small-molecule compound libraries. A number of features described herein are, to my knowledge, novel, such as the classification of each individual integrated peak and the application of an overall confidence per analysis.
Methods
A number of data-mining techniques were applied to data from the existing LC-MS database in order to construct classification models capable of predicting the pass/fail outcome of an LC-MS analysis. The WEKA 16 software suite was used to build, test, and evaluate a diverse set of models, including DTs, SVMs, neural nets, and various ensemble techniques such as RFs and alternating decision trees (ADTree). The Analysis and Statistics Library in Pipeline Pilot was also used to evaluate an RF implementation owing to the ability to output a confidence measure against each prediction. Various pruning techniques were also evaluated whereby the complexity of a model is minimized with little or no reduction in performance. Cost-sensitive classification was investigated using MetaCost. 17 The general pattern of the analytical data stored in the existing LC-MS database was represented by a tuple for the analysis containing information on the target compound, the expected mass, chromatographic results, and source vessel. Additional tuples were created for each integrated peak from the UV chromatogram, with information on the percentage purity by UV and the percentage spectral purity by MS for two ionization methods (electrospray ionization [ESI] and atmospheric pressure chemical ionization [APCI]).
The data were denormalized from the hierarchical structure into records representing each integrated peak. The classification models instead used a pass/fail class label for each peak, which could ultimately be aggregated back to the analysis level to determine the overall outcome of an analysis event.
A process of data cleaning was performed to remove any invalid or erroneous values from the data set. A total of 2,443 analyses, containing a total of 10,650 integrated peaks, were marked by users as instrument errors during manual review. These records represented 0.46% of the total data available. They were filtered out from all experimental data sets as the data produced was spurious and may have polluted the construction of classification models if included. Different LC-MS instrumentation used by CM recorded ultraviolet (UV) peak height, UV peak width, CAD peak height, and CAD peak area using different units. A multiplier was used to normalize these values across the different instruments.
Data in the LC-MS database were generated by analytical instrumentation with subtly different configurations. All MS detectors used ESI, but some instruments also included an APCI system. These missing values were assigned the value of 0. This had little effect on the data overall, as the spectral purity by MS values for individual ionization techniques and ion modes was not considered directly. Instead, a function was used to find the maximum spectral purity value across each ionization method and ion mode. This function is described below. The likelihood of a sample being detected may have been slightly less if processed on an instrument with only ESI ionization, but this was not considered significant.
Null values for MS spectral purity or percentage purity by UV were considered valid results indicating that the target mass or any of the adducts included in the search pattern had not been detected. As such, null values were also assigned a zero value. A full list of the fields recorded for each peak is included in Supplementary Table S4 .
Additional derived attributes were calculated for each peak. These were the outcome of consultations with LC-MS domain experts and were considered potentially useful when classifying analyses as pass or fail. The attribute get_closest_peak was included to help identify a particular type of issue. The LC-MS instruments perform the task of identifying each eluted peak when processing raw data. Although this is generally successful, sometimes a slight aberration or "shoulder" during chromatography can cause the instrument to incorrectly divide a single peak into two. This effect is described in the simplified representation of a chromatogram in Figure 1 . A further example from an actual analysis is included in Supplementary Figure S5 . The get_closest_peak attribute measures the distance in retention time from each peak to the closest peak, eluted either before or after in the chromatogram, and was used to try to identify these types of integration problems. The remaining derived attributes were as follows; num_of_ peaks, the total number of peaks eluted in the DAD chromatogram for the given sample; get_cad_percent, the area under the CAD chromatogram for a given peak, expressed as a percentage of the total area; and horz_max_ms_purity, the maximum spectral purity for a given peak from the one or two ionization techniques employed by the MS detector. Each has two ion modes, giving a total of either two or four values.
Training/test data sets (2/3 training and 1/3 test data) of increasing sizes were created. Initial evaluations were performed with subsets of the available data due to processing times and hardware constraints, with the full data set used for later-stage analysis. Although this study ultimately used a binary classification label of pass or fail, different types of pass/fail results were identified. A process of stratification was applied to the data sets to ensure that the proportions of these types of outcomes were maintained and reflected the distribution found in the data set as a whole. This was done to avoid any bias toward a particular outcome.
The class attributes provided increasing levels of detail regarding the pass/fail outcome for each peak and how that outcome was reached. The first class label (class label 1) was a binary classifier with possible outcomes of pass or fail. The second (class label 2) split these two categories into a more detailed class label, with possible values of auto pass, agreed pass, overwritten pass, agreed fail, and overwritten fail. The third class label (class label 3) divided the values of the second level into even more detailed outcomes, such as ms fail uv fail overwritten pass or ms pass uv fail agreed fail. All possible outcomes for each peak are included in Supplementary Table S5 . A diagram and description of the manual review process are provided in an earlier article. 8 Cross-validation was used for the initial assessment of learning algorithms and for the experiments on pruning methods. Smaller training sets are more likely to be biased by particular features of the data and therefore suffer from overfitting. Standard 10-fold cross-validation was used, in which data are divided randomly into 10 folds or partitions. One of the folds is used as a holdout test set with the remaining nine used as training data. The process is repeated with each of the 10 folds used as the holdout test set. Finally, an average error estimate is calculated from all 10 results.
When larger data sets were used to assess model performance, cross-validation became less essential and more computationally expensive. The amount of data used for the later assessment of classification models and for the experiments on cost sensitivity contained approximately 500,000 instances. Because of memory constraints, cross-validation was not applied as maximizing the size of data sets was preferred to emulating a large data set by applying cross-validation.
A number of measures were considered to quantify various aspects of performance. LC-MS data in this domain are a binary decision of pass or fail with regard to structural identification and purity. As such, there are four possible outcomes for each analysis: true positive (TP), an actual pass that was correctly predicted as a pass; true negative (TN), an actual fail that was correctly predicted as a fail; false positive (FP), an actual fail that was predicted as a pass; and false negative (FN), an actual pass that was predicted as a fail.
The overall accuracy and error rate for predicted outcomes on test data were used as simple measures of the performance of learning models. Accuracy is the number of correct classifications divided by the total number of classifications shown in eq 1:
accuracy TP TN TP TN FP FN
Conversely, error rate is calculated as in eq 2:
The kappa statistic, a measure of overall success rate that also takes into account how many correct classifications would be expected from a random classifier, was recorded for each classification model. So too was the recall, precision, and F-measure, all of which examine the overall accuracy taking into account the different classification errors.
Recall expresses the number of TPs as a percentage of the total number of positives, shown in eq 3:
Precision calculates how often a prediction of pass is correct by comparing the number of TPs with the total predicted to be passes, shown in eq 4:
F-measure combines recall and precision into a single value, shown in eq 5:
F measure x precision x recall precision recall
As the true positive rate (TPR) of a classification model increases a cost is incurred in terms of the false positive rate (FPR). The optimum situation is one in which an increase in TPR can be achieved with minimal increase in FPR. The relationship between these two rates can be visualized using receiver operating characteristic (ROC) curves, and the area under the ROC curve (AUC) describes the quality of the classifier, with a larger AUC signaling a better performance. Different costs for misclassifications can be defined by a cost matrix C(i,j), where i is the actual class and j is the predicted class. 18
Eq 6 represents a cost matrix that assumes the same cost for FP and FN misclassifications. Eq 7 defines a cost matrix that assigns a much higher cost to FN misclassifications than to FP and rewards TP more than TN by assigning a negative score. Such cost matrices can be applied to the predictions of a classifier, with the effect of altering the assessment of performance according to the differing costs of misclassifications. A more powerful approach is to make the classifier cost sensitive by incorporating the cost matrix during the construction of the classification model. The predictions themselves are altered rather than the evaluation of the predictions according to costs. This was achieved using the MetaCost meta-learner. 17 MetaCost is not an algorithm for building classification models but a "wrapper" used in conjunction with an arbitrary base classifier to make the underlying classification algorithm consider a cost matrix during its construction. MetaCost does not make any changes to the base classifier, treating it like a black box. It was therefore possible to apply MetaCost to a range of different classification algorithms.
Pruning
DTs often contain a structure that accommodates anomalies or outliers in the training data. For DTs to perform more accurately on test data or unseen future data, a process of pruning is required. This produces a more generalized form of the tree, avoiding problems of overfitting. Both prepruning and postpruning methods were evaluated. Prepruning involves the decision not to continue dividing subsets of the training data during the construction of the tree. Postpruning involves removing subtrees from the overall DT after the full tree has been constructed.
In a fully unpruned DT, splitting ceases when the data produced from a node is 100% pure with regard to the class label or when a split produces a single instance. By applying a minimum number of instances per leaf node, further splitting will not be applied even if the purity of the data partitioned is less than 100%. This eliminates the lower branches of the DT and produces smaller, more generalized models. The methods of assessing which attributes to split on, such as information gain 19 and Gini index, 20 can be used to test for a threshold below which further splitting will not occur. This represents a tradeoff, as too high a threshold will result in oversimplified trees that perform poorly and too (1)
low a threshold will provide insufficient simplification to avoid overfitting.
Other pruning methods investigated were reduced-error pruning 21 (postpruning) in which some of the training data are used specifically for pruning, and SimpleCart DT, the cost-complexity algorithm used in classification and regression trees. 22 This method considers both the error rate (the number of tuples misclassified) and the complexity of the subtree in terms of the number of leaf nodes.
Classification models were examined in terms of number of nodes/leaves and variance in complexity, comparing unpruned models with prepruning and postpruning techniques. A data set containing approximately 100,000 records was used to build DTs. Ten-fold cross-validation was applied in each case to produce sets of 10 DTs. The average, standard deviation, and variance of both the number of leaf nodes and the total number of nodes in the trees were recorded. Measurements of accuracy, precision, recall, ROC area, kappa statistics, and FP/FN rates were considered to evaluate the performance of each algorithm and pruning method. These performance measures were calculated by combining the results of all 10 models in each set.
Ensemble Methods of Classification. A number of ensemble methods were evaluated in which classification models are combined so that the overall classification decision is the amalgamation, by an average or weighted average, of the decision outcomes of each model. This is analogous to decision-making "by committee." These methods can often greatly increase the accuracy of classification and are less prone to overfitting because the combined decision avoids any bias that may be caused by the idiosyncrasies of one particular set of training data. 23 There are a number of methods of combining models such as bagging, 24 boosting, 25 RFs, 26 and stacking. 27 In all cases, the main advantage is one of variance reduction; the combined outcome of diverse classifiers compensates for the error rate of any individual classifier. 23 A disadvantage with some but not all ensemble methods is the loss of interpretability, as the base classifiers cannot be visualized in the same way as an individual classifier such as a DT.
RFs possess a number of advantages over other ensemble techniques and have been widely applied in the field of life sciences, particularly -omics data, in which the number of attributes can often be vast. 28 RFs combine two methods to build classification models, namely, bagging and random feature selection. As such, they introduce randomness in two, possibly complementary areas. Sampling with replacement is conducted as with standard bagging, producing bootstrap samples for training that contain n number of instances randomly drawn with replacement from the learning set of n instances. 29 A random set of attributes is then generated and the base model is constructed using only those attributes. The Gini index is used as the splitting attribute selection mechanism. Some of the advantages of RF algorithms are that they are relatively robust to outliers and noise, they are faster than bagging or boosting, and they can provide useful internal estimates of error, strength, correlation, and variable importance. 26 
Results

Evaluation of Classification Models
In accordance with a simplicity-first approach to data mining, learning models of increasing complexity were evaluated, beginning with simple classification rules and progressing through more complex algorithms. A data set of approximately 500,000 records was used to construct each of the models listed in Table 1 , with the exception of the RFs generated with Pipeline Pilot, in which all available data were included (773,176 peaks) because of lower memory requirements for this platform.
Because the majority of integrated peaks are fails, the ZeroOne algorithm simply predicted the class of all peaks as fail and was accurate for 85.95% of instances. Clearly this rule is of no use in making predictions, reflected in a Kappa score of 0, an FPR of 0, and an FNR of 1. It is useful, however, in establishing a baseline against which the other classification models can be compared. The single test on percent purity by UV produced by the Decision Stump is successful in predicting a large number of instances, with measurements of 0.949 and 0.902 for F-measure and ROC area, respectively. This highlights the fact that as expected, the attribute percent purity by UV is the single most important variable in the decision of pass or fail. The more sophisticated algorithms all increased the predictive performance of the remaining instances, with RF showing the highest performance on all measures with an accuracy close to 100% when using 20 and 50 tree ensembles.
Further experiments were carried out using Pipeline Pilot to investigate the performance of the RF available in this software. The motivation for this was that much of the existing LC-MS system is implemented in Pipeline Pilot so the barrier to future integration with the current operational workflow would be low. Crucially, the Pipeline Pilot model was capable of outputting confidence statistics on all class predictions. This feature was particularly desirable as it allows the partitioning of results into high confidence predictions (autopass and autofail) and low confidence predictions that require manual review.
The maximum amount of available data from the legacy LC-MS database (773,176 peaks) was used to train and test the RF models in Pipeline Pilot. Forests were constructed using 5, 10, 20, 50, 100, and 200 trees in the ensemble. The results of these experiments are also shown in Table 1 . All RF models showed high performance, with the 5-tree and 10-tree models producing an FNR of 0.0054 (4151 FN results) and 0.0054 (4181 FN results), respectively. The remaining RF ensembles showed very little difference in performance when the number of trees was increased, supporting the findings of Oshiro et al. 30 that at some point, increasing the number of trees in an ensemble produces no significant gains in accuracy.
The RF models constructed using Pipeline Pilot were also assessed in terms of the confidence measures with which predictions of class were made. The data for all models are summarized in Figure 2 , which shows the percentage of predictions that had a confidence value in excess of 90% (represented as >0.9). A single-tree classification and regression model was included for comparison, labeled RF_TreeModel. All RF models were able to make more confident predictions of class outcomes compared with the single-tree model. The proportion of high-confidence predictions declined as the number of trees in the ensemble was increased, with the five-tree ensemble showing the highest proportion of high-confidence predictions.
To assess the impact of a system as described above, an analysis was performed on the test data used to evaluate the RF (10 trees) in Pipeline Pilot. All 773,176 peaks were grouped into their respective samples, producing 175,893 unique analyses. Various confidence thresholds, referred to as min conf, were investigated to test the effect on the number of analyses that would require a manual review. Each group was then tested to see if any "pass" predictions were present. If found, the samples were labeled as autopass if the confidence on pass predictions was >min conf and pass-requires-review if <min conf. For samples in which all peaks were predicted as failed, the value of the prediction with the lowest confidence was tested, with >min conf labeled as autofail and those with at least one prediction where the confidence was <min conf labeled as fail-requiresreview. The results are summarized in Figure 3 .
For comparison, the current LC-MS system was able to automatically pass 59,497 analyses, with the remaining 116,396 (66.2%) requiring a manual review. When the RF model is applied, the number of analyses requiring a manual review drops to 77,840 (44.3%), with min conf set at 95% and 40,688 (23.2%) when min conf is relaxed to 80%. Following discussions with domain experts, a figure of 90% for min conf was considered a suitable compromise between accuracy and a reduction in the number of manual reviews. This figure could be adjusted to suit the requirements of specific LC-MS processes. When min conf was set to 90%, the number of analyses requiring manual review dropped to 64,087 (36.4%), a 45% reduction in the number of manual reviews. Within the 111,806 analyses automatically passed, there would have been 1966 (1.8%) FP results and only 335 (0.3%) FN results. Clearly this is a significant reduction in the amount of resources required in terms of reviews by expert LC-MS technicians. For the data included in this test set alone, 52,309 analyses would have been removed from the manual review process. 
Cost-Sensitive Classification Using MetaCost
As with many real-world data sets, the costs of different types of misclassification in this domain are unequal. An FP result for an analysis could potentially lead to a low-quality compound being included in the screening collection. The reasons for failure could vary: the purity was recorded as lower than 85%, an impurity more sensitive to UV absorption was present, the compound could not be detected by UV, and the compound was pure but was a different structure from the one expected. For most HTS campaigns, activity in an assay is detected by a cluster of hits rather than a single reactive compound. Libraries are synthesized in which a number of compounds share a similar parent structure and occupy a similar point in the chemical space represented by the screening set. As such, the inclusion of a compound with an FP classification is considered low cost. Furthermore, it is possible that the compound could show high activity in an assay despite the presence of an impurity or even because of it. If such a compound were to pass through to lead optimization screening, it would be resynthesized, at which point any activity due to an impurity would be elucidated. By contrast, an FN could result in a high-quality compound being excluded from the screening collection or disposed of altogether. Given the costs associated with the design, synthesis, purification, transportation (often crosscontinent), and the potential cost of a highly active compound being excluded from screening, the costs of FN misclassifications are considered to be much higher.
The MetaCost algorithm was used as a wrapper to convert the base classifiers into cost-sensitive models using the cost matrix shown in eq 8: 
The values in the cost matrix were used to reflect the relative high cost of FN classifications after preliminary experimentation with different misclassification costs. These values were found to be satisfactory at reducing the FN rates without too great a cost being incurred in the increase of FP misclassifications, as was the case with higher ratios of costs for FP and FN. The performance of the various classification models using MetaCost are shown in Table 2 .
The effect of applying the MetaCost wrapper to each classification model was assessed in terms of changes to the rates of FP and FN misclassifications. All the models show a significant reduction in FNR, with the exception of Decision Stump, for which the reduction in FNR was insignificant. In addition, RFs produced such low FNR with cost-insensitive models that any reduction by applying cost sensitivity was negligible. The most significant reduction was for ADTree, with an FNR of 0.14 for the cost-insensitive model and 0.022 using MetaCost. The application of MetaCost did incur a cost in terms of an increase in FPR; however, the increase in FPR was always lower than the decrease in FNR, with the exception of the Decision Stump algorithm. Again, the ADTree classifier showed the largest increase in FPR. The overall effect of cost sensitivity is summarized in Figure 4 showing the change in FPR and FNR for each model to which MetaCost was applied.
Variable Importance
Variable importance was assessed to establish which attributes were the most powerful at predicting the class outcome of analysis events. Chi-squared measurements were calculated and compared using JMP software package (JMP, SAS, Cary, NC). A classification and regression DT model was generated using JMP, similar to the SimpleCART implementation in WEKA. The contribution of each attribute to data partitioning was measured using the G 2 (likelihoodratio chi-square). As expected, the two variables with the largest contribution to the class outcome were percent_purity_uv (748030.80) and horz_max_ms (240759.26), with get_ cad_percent also scoring highly (47612.42). In addition, get_closest_peak and uv_peak_height made significant contributions to classification, with cad_start, retention_ time and cad_stop also contributing to the partitioning of data. A notable finding in these results is the zero values for two of the criteria that were used to confirm an autopass in the previous LC-MS system, namely, uv_peak_width and cad_peak_area, suggesting that the inclusion of these two attributes in the previous autopass function is redundant. A table listing the G 2 value for each attribute is included in Supplementary Table S6 .
Pruning and Model Stability
The results of applying the various pruning techniques are shown in Table 3 . All pruning methods greatly reduced the size and complexity of the DTs generated, with the exception of the LMT, which has a built-in pruning method that always generates compact models. Generally, the largest reduction in tree complexity was achieved by the minimum instances (minNum) prepruning method. Despite even the largest reduction in size and complexity, the pruned trees showed minor increases in accuracy, suggesting some degree of overfitting on training data for unpruned models.
Discussion
The ideal scenario for quality assurance of large compound collections would be the existence of a universal method for identifying the structure and purity of research compounds. Although LC-MS is a ubiquitous technique for addressing this need, it is not a panacea for compound quality. Although most compounds can be successfully analyzed using this approach, there are a small minority of structures where this method is less effective. Ideally, an analyte would show a single, well-defined peak in the chromatography with high UV absorption. It would be successfully ionized and detected by MS, forming one of the simple adduct patterns for which the spectrometer has been programmed to look (the ionized molecules M+1 and M-1 and the sodiated ionized molecule M+23 included because of possible contaminants from glassware). This clear chromatographic separation of a single peak is rarely the case, with five integrated peaks being most common. The simplicity of the LC-MS results under investigation, compared with proteomics in which the integrated peaks can number in the hundreds, 31 is confirmed by the fact that a brief review by a domain expert is often all that is required to confirm the outcome as a pass or fail. LC-MS results in this domain are clearly "solvable," with even very simple rules such as Decision Stump showing high accuracy at predicting outcomes. It is, however, important to consider that most analyses produce multiple peaks, and only one peak per analysis can by definition be considered a pass, resulting in highly imbalanced data. An obviously useless model that predicted all peaks as fails would be correct in approximately 85% of cases. The real battleground for the development of highperformance classification models concerns the outliers at the fringe. Here the situation is more complex and requires more sophisticated algorithms that can examine the subtleties of the data to make accurate predictions. This has been successfully achieved by including the additional derived attributes and the use of more complex classification algorithms, such as ensemble methods.
As would be expected, the most powerful attributes for classifying results in this domain are the percent purity by UV and the spectral purity by MS (highest and second highest chi-squared values, respectively). In the original LC-MS system, three other attributes were used as supporting evidence of a pass result (UV peak height, UV peak width, and CAD peak area), with any analysis satisfying all five criteria labeled as an automatic pass. The philosophy applied to the original design of this process was deliberately cautious, and the inclusion of these five features was thought to provide strong evidence that the results of the analysis confirmed the purity and structural identity of the analyte. In addition, the threshold values applied to these features were set deliberately high, increasing the number of samples that would be diverted for manual review but minimizing the risk of FP classifications. Because of the generic nature of the detection methods used in this system, it was possible to produce FP results by detecting an analyte that coincidentally matched one of the adduct patterns but was in fact a different structure from the expected compound. It is also possible that a manually reviewed compound could be erroneously labeled as a pass during the review process. Both scenarios were considered infrequent, and the overall FP rate of the current LC-MS system, although difficult to quantify, was considered to be low.
The algorithms evaluated in this work confirm that the previous configuration was indeed cautious, particularly with regard to the value of spectral purity, which must have exceeded 30% for a sample to be considered a pass. The classification models generated often partitioned data on a figure of approximately 8% to 11% spectral purity, with further splitting on other attributes in lower nodes. When used in combination with these other attributes, these much lower values for spectral purity were found to be optimal at accurately classifying the data, supporting the assertion that the value of 30% used historically was indeed overly conservative. What is perhaps more interesting is that the most important variables that were found to contribute to the classification were not the five originally used in the autopass function but were derived attributes get_cad_percent and get_closest_peak. Although these attributes are applied to each peak individually, both have the characteristic of placing each peak in the context of the other peaks in an analysis event. The high chi-squared value for the get_clos-est_peak attribute suggests that it was successful in identifying peak integration errors, as discussed above and illustrated in Figure 1 . A large get_closest_peak increased the likelihood that a peak was predicted as a fail.
The ability of the RF model to make accurate predictions on the outcome of LC-MS analyses greatly increased the number of samples automatically processed compared with the previous system. An examination of 33,091 analyses that required manual review in the previous system but were automatically passed by the RF model (with a confidence ≥90%) revealed three main categories: (1) the sample passed the purity by UV criteria and the spectral purity criteria but failed one of the three additional tests on UV peak height, UV peak width, and CAD peak area (class label 3 of ms_pass_uv_pass_agreed_pass); (2) the sample passed purity by UV but failed the spectral purity filter (class label 3 of ms_fail_uv_pass_overwritten_pass); (3) the sample failed to reach the purity by UV criteria and passed the spectral purity criteria (class label 3 of ms_pass_uv_fail_ overwritten_pass). The total numbers of analyses for these three categories are 19,481, 6437, and 7173, respectively.
The first category can be explained by the fact that of the three additional attributes, two (uv_peak_height and cad_ peak_area) were found to make no significant contribution to the pass/fail outcome of an analysis, with uv_peak_height having some importance but scoring a relatively low value for G 2 . Many of the reasons for these analyses not being automatically passed were therefore redundant and removed in the RF models. An example of this situation is provided in Supplementary  Figure S6 .
The second category could be explained by the observation discussed above that the original spectral purity threshold of 30% was overly cautious. Many analyses with a spectral purity of lower than 30% but higher than approximately 11% could be automatically flagged as passes in the RF model but not by the current LC-MS system. An example is provided in Supplementary Figure S7 .
The third category may have a number of more complex explanations as a purity by UV lower than 85% would seem to indicate an impure sample and therefore a fail result. One explanation is that in some cases, the sample is eluted in the solvent front, meaning that it is not successfully recorded in the DAD chromatogram, which excludes the solvent front to avoid the dimethyl sulfoxide peak that would otherwise be detected. In such cases, an inspection by a domain expert could confirm this situation and enter an interpreted purity by UV, making the analysis result a pass. The RF model may be able to label an analyte as a pass if there is a strong signal in the CAD chromatogram, indicated by the derived attribute get_cad_percent. This demonstrates the utility of having a secondary detector in the LC-MS system. An example is given in Supplementary Figure S8 .
In other cases, the peak integration performed by the instrument software may have split a single peak into two because of the presence of a "shoulder" in the chromatogram, as described earlier. The percent_purity_uv will be given for the incorrectly labeled portion of the actual peak and could therefore be less than 85%. The inclusion of additional derived attributes for get_cad_percent and get_clos-est_peak may allow the RF model to better identify occurrences of this type and correctly identify them as passed. An example of this is provided in Supplementary  Figure S5 .
The RF model generated a total of 335 FN misclassifications labeled auto_fail, with the remainder passing through for manual review. An examination of these results found that approximately 50% were due to the RF model making an incorrect decision on the outcome of the analysis, and the remaining 50% were due to the domain experts mislabeling the analyses as passed during the review stage. A common feature of many of the FN analyses is low-quality data, which could explain the high frequency of errors by domain experts during the review process. Many of these could be described as subjective or borderline with regard to the pass/fail outcome. An example is provided in Supplementary Figure S9 . This analysis was marked as a pass by a domain expert because of the presence of the compound in the positive ion, albeit at low spectral purity because of the solvent front. Generally, the UV detection is the primary means of determining the pass/fail outcome of an analysis, but in this case, there was no significant UV signal. As there was no UV signal and a spectral purity of only 5.09%, the RF model labeled this analysis as a fail with high confidence (90%).
An analysis of the FP results revealed a number of categories: (1) the analysis was labeled by a domain expert as "no peaks," indicating low confidence in the data generated (283 analyses, 14.4% of FPs); (2) the analysis was labeled as "no spectra" by the domain expert (298 analyses, 15.2% of FPs); (3) purity was overwritten with a value lower than 85% by a domain expert (347 analyses, 17.7% of FPs); (4) a value for "mass found" was entered by a domain expert, indicating that the compound detected did not have the expected mass (125 analyses, 6.4% of FPs); (5) no additional annotations by a domain expert but failed on spectral purity or purity by UV (913 analyses, 46.4% of FPs).
An example of category 1 FP is shown in Supplementary  Figure S10 . Both the percentage purity by UV and spectral purity have very high values and are passed by the RF model. The domain expert may have considered the UV signal to have been insufficient to pass this analysis (low UV peak height), preferring instead to trigger the sample to be reanalyzed by marking the results as "no peaks." The calculated concentration from the CAD chromatogram is 1.54 mM rather than the expected 10 mM, indicating a possible injection issue. The results of the reanalysis are included in Supplementary Figure S11 and confirm the analysis as a pass. It could be said that the initial analysis was not necessarily a fail, but rather the domain expert did not consider the data provided enough confidence to pass the analysis, instead opting for it to be rerun. Figure S12 . A spectral purity of 18.49% and a purity by UV of 93.65% were sufficient for this analysis to be passed by the RF model. However, a visual inspection by a domain expert revealed a different interpretation. The large spectral peak at 390 Da in the positive ion mode suggests that the compound detected has a molecular mass of 389 Da and the 391 Da peak detected is the carbon 13 isotope rather than the ionized target compound.
An example of category 2 FP is shown in Supplementary
An example of category 3 FPs is shown in Supplementary  Figure S13 . Again, the values for spectral purity and purity by UV of 42.39% and 100%, respectively, were sufficient for the RF model to label this analysis as an automatic pass. A comparison of the two chromatograms shows that the target compound exhibited low UV absorbance and all but one of the peaks integrated in the CAD were integrated in the UV. In response, the domain expert added an interpreted purity by UV of 65%, marking the result as a fail.
An example of category 4 FPs is shown in Supplementary  Figure S14 . In this example, the target mass is 239 Da. A spectral peak was detected as 240 Da, with a spectral purity of 5.49%. This may have been considered strong enough evidence for the RF model to label this result as a pass. A visual inspection by a domain expert again provided the correct interpretation. The large peak in the positive ion mode at 218 Da suggests the presence of a compound with a molecular weight of 217 Da. The peak at 240, therefore, is the sodiated ion M+23 and not the target compound. Further evidence of this is provided by the peak at 457 Da, which indicates the presence of 2M+23, the singly-sodiated dimer.
The remaining 46% of FPs all appear to have high values for spectral purity and purity by UV but not in excess of 30% and 85%, respectively, and so were marked as fails in the current system. These results are on the boundary between an automatic pass status and being diverted for review. Overall, the numbers are small, and as discussed previously, FP misclassifications are considered low cost. The number could be reduced by increasing the confidence level for automatic pass/fail but at a cost in terms of the number of analyses requiring manual review.
Many of the examples from the first four categories show the limitations of the RF model at accurately predicting the outcome of analyses. An obvious problem is detection being expressed as a percentage. One hundred percent of a poor-quality signal might be interpreted as strong evidence of a pass by the RF model but would not be considered a high-confidence result by a domain expert, preferring to repeat the analysis. Other issues arise from the simplicity of the method of detection by spectral purity. As each peak is considered individually, none of the data-mining algorithms are capable of recognizing the kinds of patterns and signatures shown in the category 4 example (Suppl. Fig.  S14) , which would require a review by an experienced technician.
Despite these limitations, the relatively small FPR offset against the reduction in manual reviews was still considered a significant improvement from the current LC-MS system. At a steady state of approximately 25,000 results per month, the estimated time spent reviewing data is 15 h/wk or 40% of a full-time employee. The application of the RF model using a confidence threshold of 90% on predictions would reduce this time from 15 h to 8.25 h, or from 40% of one full-time employee to 22%. This reduction could potentially be recouped in two ways: an annual saving of $45,000 in reduced staff requirements and a potential increase in the capacity of the LC-MS system from the current rate of 25,000 analyses per month up to 45,000 with the same resource levels.
All classification models were able to make accurate predictions on LC-MS outcomes, with RF generated with WEKA showing the best performance, with an accuracy close to 100%. The RFs generated with Pipeline Pilot were less accurate (10 tree RF was 96.06% accurate with an F-measure of 0.873) but had the advantage of generating confidence measures on predictions.
The application of MetaCost reduced the FNR more than it increased the FPR for all models except Decision Stump, Naive Bayes where the increase in FPR was larger than the decrease in FNR, and the RFs, where the FNR was already very low.
Variable importance measurements suggested that per-cent_purity_uv (purity by UV) and horz_max_ms (spectral purity by MS) were the most important variables in determining the outcome of an analysis. The derived attributes get_cad_percent and get_closest_peak made the third and fourth largest contribution, respectively, to determining the outcome. The prepruning method of a minimum number of instances per leaf node greatly reduced the size and complexity of DTs without reducing and in some cases increasing accuracy.
The predictions of LC-MS outcomes sought in this work are binary decisions of pass or fail. Although achieving the objective of reducing the number of manual reviews, this does come at a cost; the models are not capable of distinguishing the different reasons for failures. However, simple methods could be applied to make some distinctions. For example, autofails where a peak had a high value for purity by UV would indicate a substance was found but was not the expected mass. This differs from autofails where no substance was detected. Furthermore, if there were no integrated peaks in the results, or if all were of particularly low quality (very low spectral purity), this may indicate that the analysis itself has failed, a different situation from the analysis being performed and producing a fail outcome. Rather than being flagged as requiring a manual review, these analyses could be marked as erroneous results, triggering a second analysis of the sample. This approach would further reduce the number of analyses requiring manual review and be another step toward a highly automated, high-performance system for quality assurance by LC-MS.
