We describe and discuss an electronic implementation of an attractor neural network with plastic synapses. The network undergoes double dynamics, for the neurons as well as the synapses. Both dynamical processes are unsupervised. The synaptic dynamics is autonomous, in that it is driven exclusively and perpetually by neural activities. The latter follow the network activity via the developing synapses and the in uence of external stimuli. Such a network self-organizes and is a device which converts the gross statistical characteristics of the stimulus input stream into a set of attractors (reverberations). To maintain for long time the acquired memory the analog synaptic e cacies are discretised by a stochastic refresh mechanism. The discretised synaptic memory has inde nitely long life time in the absence of activity in the network. It is modi ed only by the arrival of new stimuli. The stochastic refresh mechanism produces transitions at low probability which ensures that transient stimuli do not create significant modi cations and that the system have large palimpsestic memory. A change in the attractor structure represents a major, macroscopic change in the statistics of the input stream, which may deform attractors, may create new ones and may eliminate others.
Introduction
We have undertaken to implement in electronics a neural network which organically creates long lasting plastic representations capturing the statistics in a stream of input stimuli. The statistical features of the input stream is to be converted by the learning process into a set of attractors (reverberations) of the dynamics of a neural network with a large number of neurons with high degree of synaptic connectivity. The network should self-organize, by learning from the stream itself, i.e. form its synaptic (coupling) structure, so that it can perform content-addressable associative memory. The set of attractors representing the statistical features of the input stream should be stable to the arrival of noisy versions belonging to a given statistical distribution. This set of attractors should modify itself upon a change in the large scale characteristics of the input ow. The context is a network with a double dynamics that of the neurons and that of the synapses. Both dynamical processes operating in an unsupervised way and without an external control between learning and retrieval stages. In this context we require that the network modify its synapses continuously based on neural activities and be able to maintain its functional memory for inde nite periods even in the absence of neural activity. The main prerequisites and sources of inspiration are biological plausibility and electronic feasibility.
During the last decade, in concomitance with the theoretical modeling of attractor neural networks (ANN), material implementations have emerged. The rst implementations intended to exhibit a physical version of a theoretical model { the Hop eld model. They had xed resistive, optical or CCD synapses (see, e.g. 1] and references therein). They are all characterized by the absence of synaptic dynamics, i.e. learning. That is, one prepares in advance the synaptic weights, based on some prescription deriving from a set of binary patterns to be memorized, and only after this pre-processing the network performs retrieval. The arriving stimuli have no e ect on future performance of the network. When the network is presented an unknown pattern, a pattern that has not been taken into account during the process of learning, the network cannot learn it. Such patterns would be classi ed, typically, as belonging to the class associated with one of the prelearned memories.
More recently a wide range of networks has been implemented, involving varying degrees of learning and of analog elements. In order to situate the present project in the context of the electronic implementations, we proceed to sketch a tentative classi cation of the inventory. Our review is not intended to be comprehensive since the main goal of our classi cation is to point out the di erences between our approach and the traditional one. For an alternative classi cation see e.g. Hirai 2] .
In essentially all the implementations to date the objective has been a realization of a coprocessor, to go alongside a traditional computer. The role of the neural network coprocessor is, typically, to carry out, in an optimized and parallel fashion, apriori prescribed operations that recur frequently in some computational context. The goal of the neural coprocessor design is to achieve a large number of elementary operations per second in minimal silicon area. Usually, when analog components are introduced, it is in order to reduce the area of or to speed up some part of the circuitry.
A notable exception are the networks of Mead 3] , which delineate another extreme: that of emulating in electronics the detailed structure of parts of the nervous system whose structure is considered known.
In order to facilitate the discussion of the implementations of the rst type we use a taxonomy based on three characteristics: the hardware elements implementing the network's dynamics; the type of learning process; the technique of long-term memory maintenance. Typically the networks are envisaged as feed-forward modules, though several of them have a exible con guration which allows them to act as feed-back (attractor) networks. Yet this mode of operation, even where permitted, has not appeared as part of a computational paradigm underlying the implementation.
Neural dynamics
Neural variables have been taken as computer controlled digital values of the RAM type in devices such as SYNAPSE-1 4], URAN- 1 5] and the Neuro-chip of Watanabe et al. 6] . This type of coprocessor carries in parallel and at very high rate vectorial operations required in the simulation of neural networks. Note that in these implementations the neuron is not considered as a dynamical unit on its own.
On the other hand, in implementations such as ETANN 7] , the BiCMOS chip 8], and the devices of the UCLA group 9], and of the AT&T group 11] the neurons are veritable analog circuits, operating on currents and/or potentials. The neurons also interact with the synapses in an analog fashion: all post-synaptic multiplications are carried out on analog values by a multiplier of the Gilbert type 12]. The analog character of the neural variables and of the operations speeds up the operations and optimizes VLSI integration. But the main characteristic remains the execution of well de ned, predetermined class of parallel computations.
In the works of Alspector el al. 10] the neurons are analog and they have a stochastic dynamics, to improve the capability of the network to perform global optimization. The main feature of this approach is in the fact the source of stochastiticy is the thermal noise.
Learning
Here we distinguish between devices which learn o or on the device itself. In the former category we nd ETANN 7] , AT&T's device 11], SYNAPSE-1 4], and BiCMOS 8] . The operation is separated into a learning phase, done o the device, to produce the synaptic matrix. The synaptic weights are then down-loaded into memory elements (such as EPROM) in the device, and are typically kept xed during the computational operation of the network. The internal synaptic memory elements are usually digital, and where the network's dynamics is analog, as described in the previous section, these values are converted, by DACs, to analog values before multiplication. In principle it is possible for the controlling computer to read the neuronal dynamical values and to continue learning. But the long times required for the down-loading does not make it a very attractive mode of operation. The recent devices of Maher et al. 9] and of Linares{Barranco et al. 13 ] include the learning on chip. Again, the motivation is e ciency. One is spared the time of communication with the outside. The chip becomes more autonomous even if learning is always separated from computation.
In all the above mentioned devices learning is considered as a deterministic dynamics. In other words, given a well de ned computational task, uncontrollable e ects are eliminated where possible. The exception are pRAM devices (see e.g. 14]) and the VLSI devices implemented by Alspector et al 10] . The pRAM devices have a stochastic learning rule in order to improve the generalization capabilities of the network. These devices use a digital pseudo-random number generator as a source of stochasticity. In the devices of Alspector the stochasticity in the learning process is a consequence of the non-deterministic dynamics of the neurons (see above).
Memory maintenance
For networks which maintain their synaptic values in digital memory elements the issue of long-term memory maintenance does not present itself. This is the case for such networks as ETANN 7] , SYNAPSE-1 4], URAN-I 5], for example. Where the memory element on the device is analog (typically a capacitor) some solution is required for the problem of synaptic discharge on long time scales. The solution adopted in existing implementations is a memorization of the synaptic structure (on RAM o the chip) and its reloading on a time scale of the synaptic capacitors' time constant. Obviously this solution does not allow for a dynamical learning even if in principle it is possible to change the synaptic e cacies during the computational phase. In fact the down-loading time is so long that the network cannot work in an e cient way.
Another solution has been proposed by the UCLA group 9]. In this proposal the device is kept at 77 o K and the synaptic e cacy can be preserved for several days.
In terms of the neural variables and the synaptic multiplications, our implementation falls into the class of the completely analog devices: all the elementary operations are performed by analog circuitry and there is no external processor controlling the computational ow. As a consequence there is no synchronization and no need of an external global clock. It does di er in several other characteristics to be discussed below, but principally in the absence of a computational paradigm. The philosophy behind this position is expounded at the end of Section 1.2.
In the present implementation learning is done on the device and is part of the ongoing dynamics of the network. There is no separation of learning from computational phases, though learning can be modulated by stimulus strength and presentation times etc, see below. Moreover, learning in the present network is expressely stochastic in order to increase the capacity of long-term memory, as we explain in detail in what follows. See also ref. 15].
Plastic attractors for adaptive behavior Learning attractors
One may go as far as to suggest that some of what is most impressive about`brainy' performance is its ability to organize to perform in an unfamiliar situation. Or, at least, to adjust an approximate behavior, using ambient information to arrive at qualitatively novel behavior. The attractor structure of an ANN may be considered as an internal representation of the classes of stimuli that are classi ed by the network. In other words, the variety of external stimuli which drive the network to the same attractor is represented by that attractor, provided these attractors are stable on relatively long time scales. This seems to be consistent with biological observations. For a detailed discussion of this point see e.g. 16] . But as the nature of the data arriving to the network changes signi cantly in time, it may be desirable for the proper functioning of the network, as a device or as a brain component, to modify the attractor structure, either by deforming the attractors or by creating new ones. To have the ANN capture the large scale statistics of the in owing data, synapses must be plastic. In other words, given a de nition of the synaptic dynamics, which is an intrinsic property of the synapses, the ow of data, the arriving stimuli, will generate with time a synaptic structure. If the synaptic dynamics is vaguely hebbian, the network will typically develop attractors. The resulting synaptic structure will be dynamic, in the sense that it will be ever changing, depending on the characteristics of the data ow; on the parameters of the learning dynamics; on the nature of the neural variables and on their parameters etc...
A second basic issue is that we consider the learning of attractors to be an unsupervised process. This can be defended, though not conclusively, as follows: In the brain, attractors are observed in relatively down stream parts of the processing sequence, such as inferotemporal and pre-frontal cortex 17, 18] and hippocampus 19, 20] . It is rather di cult to imagine how supervision could intervene at this level. Unsupervised learning of attractor structures has been proposed even for such front end parts as primary visual cortex 21]. This is not to argue that learning attractors cannot be accelerated or enhanced, depending on global variables, such as urgency, surprise, novelty etc... See e.g. refs. 22]. As we shall indicate below, learning rates depend strongly on global levels of noise and on the strength of the external (stimulus) a erents. In fact they can also depend on the level of nonspeci c local inhibition.
The role of attractors
The most likely, and transparent, role of attractors is to serve as a mechanism for shifting a passive memory from the synaptic structure into a working state, or working memory, by a class of stimuli that should be treated in an equivalent way. See e.g. refs. 19, 17, 16] for discussion of similar ideas in the biological context. In other words, the memory imprinted in synaptic e cacies can be actualized and communicated only via neural activities. Attractors, therefore, make it possible to operate on a memory elicited by a stimulus long after the stimulus has disappeared: the activity distribution can maintain itself, by means of the structured synaptic feedback. The actual form of the attractor may be immaterial. What matters is that functionally equivalent stimuli lead, following the removal of the stimulus, to the same attractor, i.e. to the same neural activity distribution. And, that the synaptic structure reading the attractor, in a feed-forward way, provokes the desired reaction. That latter part may be, or should be, supervised.
Digital vs analog
As far as neurons are concerned, enough is known about neuronal dynamics to lead to the conclusion that spike dynamics and the interaction of spike rates can serve as a rich and promising starting point. If one supposes that spike rates carry a signi cant share of cortical information processing, then those rates themselves can serve as neural analog variables. See e.g. 26]. This excludes the exploitation of spike time emissions as computational elements. They may have to be reintroduced, once a tangible computational model employing them is put forth.
The analog nature of the variables enters the learning process via the covariances of activities of pairs of neurons, which are a natural source for the dynamics of the synapse connecting the pair. Higher and lower rates may drive rather di erent learning, even for the same set of stimuli 27]. However, if we focus on the e ect of synaptic plasticity, it may not be essential to have the neural variables analog, but the way in which the neuronal variables enter the synaptic dynamics. This is the approach adopted here.
Much less is known about synaptic dynamics, about natural synaptic variables and about their interaction with neural variables. One would, naively, expect that synaptic change has some intrinsic time constant, i.e. it is not instantaneous. It is likely that a similar constant would also govern the decay of the synaptic value. Moreover, it seems reasonable to suppose that a synapse cannot maintain for very long times an analog value of great depth. It is likely that on long time scales the synapse can maintain only a limited analog depth which can be simulated by a digital variable. Moreover, we shall assume that the set of discrete synaptic e cacies is universal, in the sense that the discrete states of a given synapse have xed stable values and that all synapses have approximately (up to uctuations) the same set of discrete values. In that case one can picture learning as a process in which a synapse integrates the covariance of the activities of the two neurons it connects, on the short time scale. This part takes place with a given integration and decay constant. Then, given a certain set of synaptic thresholds, the synaptic e cacy will intrinsically be driven toward one of its stable values, depending on which of the thresholds the synaptic value had crossed.
This way, given a ow of stimuli, the synaptic values are continuously modi ed, with the intervention of the`refreshing' mechanism that drives the synaptic value toward one of the stable values, asynchronously and independently of the stimuli. It depends though on the actual synaptic value. When the stream of stimuli stops for a long period, each synapse maintains one of the discrete set of stable synaptic values. As soon as stimuli begin arriving again, those values begin to drift, either up or down, depending on whether the synapsè sees' a correlated or anti-correlated pair of neuronal activities. If in the course of this drift a synaptic threshold is crossed, in either direction the synapse will be attracted towards a di erent stable value. These are LTP and LTD (long-term-potentiation and depression) in the present context. The new value may be higher or lower, depending on the covariance of the activities of the neurons connected by it. This is how the network learns and forgets.
The manner in which neural activities a ect the synaptic value is the essential role of unsupervised learning. It typically tends to potentiate the synapse if the activities are correlated and to depress it if they are anti-correlated. Part of the neural correlation driving the synapse may originate in the simultaneous activities of the two neurons. Another part may originate in correlations of delayed activities.
Learning parameters and stochastic LTP Learning parameters
In the present context information is coded in stimuli, or in the resulting attractors, as spike rates of neurons. When a stimulus is imposed on the network, it induces a certain distribution of activities among the neurons of the network. Yet even among neurons whose activities are well above the spontaneous level, the rates may be distributed in a wide range. If learning is assumed to be driven by the covariances of neural activities, then the source driving the learning in a given synapse will depend on the magnitudes of the rates of the two neurons. This is one variable a ecting the speed of learning of a given stimulus on each synapse.
Another variable a ecting the speed of learning, i.e. of the number of presentations required for a given attractor to be formed, is the temporal length of each presentation. If the synaptic dynamics integrates the activity covariance of the associated pair of neurons, for short presentations of a stimulus the synaptic change will not reach saturation. In such cases the synaptic value may not reach the threshold for the corresponding transitions between stable states. For a short presentation only synapses connecting neurons with the highest rates may change, if any. The shorter the presentation, relative to the integration time constant of the synapse, the fewer the synapses on which the stimulus will leave a long term e ect.
This raises a related issue: the nature of the long term stabilization of the synaptic values, or the nature of the threshold controlled refresh mechanism. It is rather likely that this mechanism is not deterministic, either because the threshold for transitions between stable states is noisy. Or, which is not unrelated, the neural rate variables are noisy and hence the description in terms of rates does not capture the uctuations in the distance between the instantaneous synaptic value and the threshold. Consequently, even for a given presentation time of a stimulus, and xed rate distribution among neurons upon its presentation, the transitions from one synaptic state to another will be a stochastic process.
Speed of learning vs memory capacity
It has been recently shown that in a neural network, with synapses having a discrete, -nite set of stable states, in which too many synapses change in a single presentation of a stimulus, the number of memories that can be recalled is very limited 28, 15]. The levers of control are principally the coding levels of the stimuli, i.e. the fraction of the neurons of the network driven by the stimulus and the transition probabilities of the refresh (discretizing) mechanism.
At a given coding level, and with sizable synaptic transition probabilities, per typical presentation time interval, a stimulus presented even once will be learned. That means that after a single presentation the changes in the synaptic structure will create an autoassociative attractor, i.e. similar in activity distribution to the stimulus. The higher the transition probabilities the higher the signal to noise ratio in the attractor and the easier it is to detect. But the number of di erent patterns that can be learned and recalled with such intensity, grows at most logarithmically with the number of neural elements. On the other hand, if the synaptic transition probabilities induced in a single presentation of a stimulus are very low, the signal to noise ratio for recall of the learned memory may be too low. The stimulus is not learned.
There exists 15] an intermediate regime in which stimuli are learned with synaptic transition probabilities high enough to allow the creation of attractors upon a single presentation, and yet low enough to allow for high storage. Low synaptic transition probabilities can be interpreted as slow learning. To compensate for slow learning longer presentations or multiple presentations can be used. Both lead to an e ective rise in the number of synaptic transitions. Speeding up learning becomes counterpoised to high storage capacity. It should be pointed out that the low capacity that goes along with fast learning is not due to synaptic instability or decay, but rather to the elimination of older memories by new ones. The network acts as a palimpsest and the rate of erasure of old memories by new ones is intimately connected to the speed with which the memories are learned.
Speed of learning vs prototype extraction
The speed of learning is also related to the processing capability of the network, in other words, to the structure of the resulting set of attractors. If in the stream of stimuli there are groups of similar, highly overlapping patterns, with larger distances (in the Hamming sense) separating patterns of di erent groups, one would like the resulting attractors to create a relatively stable representative for each group. The structure of such an attractor can depend only on the patterns whose trace is still in the synaptic structure.
If learning is fast, erasure of the traces of previous patterns is fast and only the traces of a small number of patterns are available. If many patterns of a given group appear together, i.e. are within the same logarithmic memory span, the corresponding attractor for the group will have traces of them all. Though the last presented pattern will have a very pronounced weight. On the other extreme, if the patterns from di erent groups of similar patterns are intermixed in the input stream and only one pattern of each group appears in a logarithmic memory span, then the structure of the attractor will re ect this pattern only. It will still represent the group, in the sense that stimuli similar to it will ow into it. But, this representative will be very unstable.
On the contrary if learning is slow, the memory span is long and the change in the synaptic structure induced by each stimulus is small. The attractor representing each group will be a mixture of all the patterns of the same group whose memory is still preserved in the synaptic structure. The attractor will be some mean of the stimulus group, and it can be considered a good prototype for all the patterns of the group. After each presentation of a new pattern of the same group, the attractor will move very slowly toward this new pattern preserving the information about all the other stimuli belonging to the same group which had been learnt previously. The speed with which an attractor will follow new samples from the same group will depend on the number of patterns of the same group which are held in memory, that, in turn, depends on the speed of learning.
Control of learning speed and universality of elements
The wide qualitative spectrum of learning and recall behaviors { from fast learning low capacity to slow learning high capacity { raises the question of whether di erent constituent elements (neurons and synapses) would be required for implementing networks placed at remote places on this scale. One does seem to observe such disparate behaviors in brains. It seems that hippocampus learns sharply and fast. See e.g. 22]. On the other hand associative cortex appears to be learning rather slowly, as is indicated by the length of time it takes to train a monkey in experiments such as ref. 17] .
It is rather encouraging to observe that available experimental and theoretical information does not exclude the possibility of universal elements. Experience with the dynamics of the analog electronic synapse indicates that synaptic transition rates are quite sensitive to the rates of the neurons during stimulation (see e.g. Section 4). The latter determine the saturation level of the synaptic dynamics, qua integrator. The higher this level, the higher the transition probabilities between the discrete synaptic states. Moreover, the neural rates in realistic model are quite naturally manipulable by means either of the level of noise from spontaneous activity a erent on the neurons 26], or by the level of non-speci c inhibition 29].
If, in fact, both hippocampus and cortex are made of the same building blocks, the dichotomy between speed of learning and storage capacity may nd a con rmation. It is tempting to speculate, following Traub 30] and Rolls 31] that hippocampus is where`episodes' have to be learned fast, even at the expense of capacity. While cortex is where things are transcribed after many repetitions and where of the more stable features of the world have to be maintained for future classi cations.
Nature of computational paradigm in the present implementation
Perhaps the most signi cant departure of the present implementation from previous ones is the absence of a computational paradigm. The network, via its learning dynamics, is expected to generate a set of attractors. Each attractor constitutes an internal representation of a cluster of stimuli in the input stream. As such the set of attractors will provide a representation of the statistics in the history of the input stream of stimuli. In principle, the only requirement (as an expectation rather than an imposition) is the existence of some correspondence between the set of attractors and the statistics in the set of stimuli. No computational paradigm is speci ed: we do not specify how this correnspondence is achieved, nor which correnspondence must be achieved. As a consequence the computational paradigm is present only at a meta{level.
To the extent that a paradigm is implemented here it is in the learning rule, which in turn is unsupervised. This synaptic dynamics may be considered as related to a computation, but in a very indirect way. It has been dictated mainly by general considerations of a Hebbian type; by their biological plausibility and by electronic constraints. Thus, in essence, we implement a study of the computational consequences (as a neural dynamics) of a given learning mechanism (synaptic dynamics).
Input and output systems
So far we have discussed only the internal core of the system { the network learning and actuating the attractors. Minimal additions should be input and output interfaces. These would render the network autonomous. The rst must take into account that input synapses are usually of similar magnitude to recurrent synapses and hence weak. Every neuron in a learning ANN (LANN) must receive inputs from a whole group of elements in the external world (a retina), constituting its receptive eld. The input system, the structure of the receptive elds and the structure of the stimuli in the external world must be such as to allow the LANN to learn a new attractor, even if the LANN receives recurrent inputs. This issue has been discussed theoretically and found candidate solutions. See e.g. 23, 24] . It has not yet been implemented.
Similarly, the computational outcome of the LANN, the attractor representing a particular stimulus, should be communicated to the outside world. The attractor is an activity distribution among the neurons in the network. For a large LANN it is not practical to inspect the full distribution and information reduction is called for. A simple version would be to have the LANN connected, by a set of synapses, to a set of external indicators (such as LEDs). The connectivity between the LANN and the system of indicators is to be learned, in either a supervised or unsupervised way. The desired outcome of the learning process may be winner-take-all, a single activated indicator for a given attractor. The learning process should be such that the responses be robust to the plasticity of the attractors. Such a system has been designed 25] and is being implemented.
Synaptic dynamics
The synaptic dynamics, including the refresh mechanism, can be schematically written as: c _ J ij (t) = ?J ij (t) + B(t) + J c (J ij (t) ? J 0 ? w ij (t)) ? J c (?J ij (t) ? J 0 + w ij (t)) ; (3) where c is the time constant of the synapse. The term B represents the Hebbian learning source which is stimulus speci c: B(t) = (s i (t) ? hs i i 0 + H i (t) ? hH i i 00 ) (s j (t) ? hs j i 0 + H j (t) ? hH j i 00 ) (4) where the angular brackets h:::i denote the temporal mean in a window of width . This term charges the capacitor, as long as it is on, in an analog way, up to saturation at J ij = B, where B can be positive or negative. The last two terms represent the asynchronous stochastic refresh mechanism. J c and ?J c are the stable values of the synaptic e cacy in absence of stimuli. The step function = 1 when the argument is positive and = 0 otherwise. J 0 is a mean threshold for the refresh mechanism and w ij is the stochastic part of that threshold. It has zero mean and maximum amplitude J 0 ( J 0 = maxjw ij (t)j).
The Hebbian source
The synaptic learning source B(t) is composed of three parts: the learning amplitude ; the pre-synaptic factor (labeled j) and a post synaptic factor (labeled i). These two factors are taken with the same form to ensure a symmetric synaptic matrix. Each factor is a composite construction emulating some features of analog neurons in a network whose neurons are essentially discrete. s(t) is the contribution of the current attractor state to the synaptic modi cation. It intervenes for a time 0 only, due to the subtraction of the mean. The stimulus H(t) enters this term to capture the fact that, typically, during the presence of the stimulus the driven neurons have higher frequencies. A fact that cannot be expressed by the neurons of the present network. Again, the learning e ect of a given stimulus is not allowed to dominate the synaptic structure for a time greater than 00 due to the subtraction of the mean. This subtraction prevents a domination of the synaptic structure by a stimulus which is persistent for a particularly long time.
Note that when the network is in a given attractor and the next stimulus appears, the synaptic structure can be a ected by the correlation of the attractor representing the previous stimulus and the current stimulus. This type of synaptic dynamics has been proposed as a candidate for the description of delay activity correlations as those observed by Miyashita et. al . 17] . In fact the term hsi 0 preserves the memory of the attractor when the activity con guration begins to change due to external stimulation. The attractor can maintain some memory of the previous stimulus for a time that can be very long and that does not depend on any time constants involved in the dynamics of the synapse.
Stochastic asynchronous refresh mechanism
Before turning to the description of the electronic implementation we present a qualitative discussion of the progress of the refresh mechanism.
Deterministic introduction
Let us assume that the stimuli arrive at a rate such that no more than one stimulus is within a capacitor's time constant c . If the width of the noise J 0 is zero, learning is deterministic:
If J ij = 0 and jBj < J 0 , the synaptic value will not reach the threshold, and when the stimulus is removed the synaptic value decays, exponentially, to zero. No long-term learning occurs. If B is of opposite sign to the value J c , and is weak so that jJ c + Bj > J 0 , the synaptic value will not reach J 0 and when the stimulus is removed it returns, exponentially, to +J c or ?J c , from where it had started. Thus all three synaptic values are stable.
Long term learning takes place in the following situations: If the synapse starts from J ij = 0 with a large Hebbian source (B > J 0 ), eventually J ij crosses J 0 . Then the refresh current turns on and drives the synapse toward J c . When the stimulus driven source B is turned o , the current persists in driving the synaptic value toward J c . Similarly, if the synapse starts from J ij = J c and the Hebbian source is negative and strong enough, i.e. J c + B < J 0 , the refresh source will stop and the synapse will be charged by the negative current B alone. If it stays on long enough, it will cross zero and become negative. If jBj < J 0 , the synaptic value will never go below B, and consequently never cross the negative synaptic threshold, and when the stimulus is removed, the synaptic value will decay to zero and be stable. On the other hand, if jBj > J 0 , the synaptic value will eventually cross the negative threshold and the stable outcome will be a synaptic value of ?J c . A double transition will have occurred. The story in the negative part of the interval is analogous.
In this example there are several possible outcomes: If the Hebbian source terms are all weak, the network may learn in an analog way, but maintains the synaptic modi cations for short intervals, of the order of the synaptic decay time, only. On longer time scales the synaptic values are unchanged. If the Hebbian source term is large enough, transitions will occur with probability 1. Depending on the strength of the Hebbian source, either single transitions, or double transitions will occur. The behavior is deterministic, and the storage capacity is catastrophically low (see e.g. 28]).
Stochastic transitions
One possible escape has been suggested in 28]: that transitions between stable synaptic states be stochastic. When the Hebbian source is strong enough to produce transitions between stable synaptic states, the transitions occur with a probability less than 1. This was implemented by adding to the synaptic transition threshold a noise term, with a high frequency cuto at 1= 0 . The threshold uctuates in the interval J 0 ? J 0 ; J 0 + J 0 ]. See e.g. Fig. 1 . When J ij is outside this region, the synapse has the deterministic behavior described above, i.e. when ?(J 0 ? J 0 ) < J ij < J 0 ? J 0 and B is turned o , the synaptic value decays to 0. If J ij is above the upper limit of the strip in which the threshold can uctuate, the refresh term is active and J ij tends, in absence of a stimulus, to J c . Similarly for the region below the lower edge of the negative strip. As in the previous, deterministic case the three states J c and 0 are stable.
Suppose that the synapse is at the stable state 0 and the stimulus generates a source term B that penetrates the strip in which the threshold uctuates, i.e. B > J 0 ? J 0 . There is then a nite probability that the stochastic threshold goes by chance below the synaptic The refresh threshold uctuates in the shaded regions. If the learning source term B stops between the two shaded regions, the synaptic value will decay to zero. Once the source term + refresh goes outside (above or below) the shaded regions and the source B is turned o , the synaptic value will settle to the corresponding discrete value.
value. The refresh source turns on and the synapse is charged by a source B + J c . As near point A in Fig. 2 . Since in our case the characteristic time, 0 , of the noise satis es 0 > c , where c is the characteristic time of the synapse (see discussion in 2.2, below), the synaptic value increases and it will not turn back. The transition to the stable value J c takes place.
Thus, for a given presentation interval, we get a transition probability 0 ! J c , which grows monotonically, as a function of B. This is veri ed empirically in Section 4, Figure 17 .
Similar considerations apply to a synapse which starts at the stable value J c and is driven, due to a stimulus, by a negative source B. Here initially, the capacitor is driven by a source J c + B (< J c ). If the synaptic value enters the strip from above, and the threshold uctuates to a value above J ij , the refresh source is turned o and the synapse is driven by the negative term B alone. Again, given that 0 > c , the synaptic value will continue to decrease monotonically with jBj.
But when the synapse is driven down by a negative Hebbian source, its value may overshoot 0 and a double transition, straight to ?J c , may take place, as in the deterministic case described above. The probability for a double transition is rather low, if the sources are such as to make the probability for a single transition low.
Finally, the consideration for synapses starting at ?J c are fully analogous.
The transition probabilities depend on:
The stimulus presentation time p ; The amplitude of the Hebbian source B;
The width of the region in which the synaptic threshold uctuates ( J 0 ); The high frequency cuto of the noise 1= 0 . The dependence of the transition probabilities per unit time on these parameters is rather complicated, due to the non-linear way in which the stochastic term enters the synaptic dynamics via Eq. 3. We have established them empirically. There are six di erent transition probabilities depending on the initial and the nal stable state of the synapse and on B (see The Hebbian source is positive when both the neurons connected by the synapse are in the same state (both active or both silent), and negative otherwise. The parameters of the network, which are the same for all the di erent synapses, have been chosen to make double transitions negligible. The ratio between the threshold J 0 and the stable state J c is 2 in order to obtain p ? = p + = q ? = q + .
Time scales
There is a relatively large number of time scales involved in the present implementation. Some are explicit others are implicit, but all quite important in terms of their implications. A list includes:
t: neuronal time constant (see Eq. 2) c : synaptic time constant=synaptic analog memory p : basic stimulus presentation time 00 : stimulus learning cut-o time 0 : attractor learning cut-o time 0 : inverse of noise high frequency cuto =noise memory duration All these are direct times. But, of course, the minimal presentation time of a stimulus before any synapse in the network has a nite probability of modi cation or the minimal time for the formation of a new attractor, will strongly depend on the synaptic transition probabilities. These are implicit time constants. The choice of a range of values for the various constants is a commitment similar in nature to the imposition of a synaptic learning dynamics. It has signi cant implications for the expected computational behavior and the performance of the network. Here again computational is used in the restricted sense discussed at end of Section 1.2.
In fact, the considerations that guided us in the various choices have also been similar, i.e. either biologically inspired or imposed by electronic constraints. Since not much is known about the details of synaptic learning dynamics, we have at times reversed the process. Informational or electronic constraints have been respected by the choice and the potential implications for the biological system exposed. The situation is too rich to allow an exhaustive discussion. We proceed to discuss a selection of time constants that we deemed important together with their motivations and consequences.
The rst issue concerns the memory of the synapse: there is a long term memory which is preserved by a non-linear refresh mechanism. It allows the synaptic value to be maintained at a discrete set of values. But the synapse must have also a short term analog memory. Such memory turns out to be essential to the proper functioning of the synaptic dynamics, over and beyond the possibility that the intermediate synaptic values could e ect the information processing in the network. In fact, our choices make the neuronal dynamics controlled essentially by the discrete set of stable synaptic values. This might have led to the conclusion that the time constant of the synapse c could be arbitrarily short, which would have been very convenient from the electronic point of view.
Yet one cannot make this time constant too short. There is likely to be a minimum presentation time in which a stimulus can induce a synaptic modi cation with nite probability. If a stimulus is presented to the network for a time less than the critical one then no learning should occur. This minimal time must provide a transition probability less than the inverse of the total number of synapses. It implies that the synapse must have a memory for at least that minimal time. But the analog memory time constant of the synapse can neither be much longer than this minimal time, or stimuli which are presented for a shorter time will not induce any modi cations in the synaptic structure. Thus we are led to choose p c .
Note in passing, that there is yet another intrinsic requirement for nite analog memory time of a model of a synapse. If either neuronal or synaptic dynamics are governed by spike rates, then the synapse must have su cient memory to be able to distinguish between high and low rates of arriving spikes. See e.g. 37].
Time of high activity stimulus learning 00 must be obviously greater than c , otherwise no learning occurs. This time scale may be related to the behaviour of the input system rather than to some intrinsic property of the synapse. The decay of the learning source after a time 00 may be due to the adaptation of the input system. We introduced this e ect by subtracting the temporal mean of H i from the learning source. t p so that the neurons can quickly adjust to the e ect of the stimulus and allow learning of that stimulus. This implies also t c .
On second thought 0 is not an essential time constant. Since in absence of a stimulus B is rather low, no transitions take place and the attractors activity cannot dominate the synaptic structure. In the present implementation, in which neurons are discrete, the subtraction of hsi 0 can serve as a vehicle for connecting information of previous attractor to a new stimulus Next we turn to the noise ltering time constant 0 , which is conditioned by the need to control the transition probabilities for the synapses. As was pointed out above, in order to have a non-zero transition probability for at least one synapse, the elementary presentation time, p , must satisfy, p c , where c is the time constant of the synaptic integrator.
There will be some minimal number of elementary presentations which would be required for the formation of a good attractor. This number can either be deduced from neuro-physiology or from requirements on the performance of the network 28]. The required number of elementary presentations may either be a ected by repeated elementary presentations, or due to long presentations within the interval 00 . The number of elementary presentations required for the formation of an attractor puts an upper bound on the elementary transition probability in p , which we denote p el . But p el cannot be too small. The reason is that this probability is quite sensitive to uctuations in the learning source B. This sensitivity is essentially independent of the actual value of p el . Thus the lower p el , the higher its relative uctuations. If 0 < c , the probability of a transition in p is higher than that in 0 . In fact, since the values of the noise are uncorrelated beyond 0 , it will be approximately p el 0 = p . Thus more di cult to control. The conclusion is that in order to control best p el we must have 0 at least ' c . Only then we can make full use of the actual amplitude of the uctuating noise, since within c , or p , it will not uctuate (see e.g. Fig.  2) .
The choices made here are that the minimal presentation time constant, to serve as the unit presentation time, p , is of order of the synaptic memory time c . This implies that the analog value of the synapse changes rapidly, it will essentially saturate during the presentation of the briefest relevant stimulus. The slowness of the learning process is due, in the present picture, to the low transition probabilities. In other words, upon the presentation of a unit stimulus all synapses receiving a potentiating signal will vary fast to their saturation. But very few of them will indeed make the transition to a stable potentiated value.
3 Hardware implementation
Building block in a modular construction
The target network To investigate the agenda described above one should have implemented a network with the following characteristics, at least:
1. Two types of neurons, excitatory and inhibitory; 2. Neurons, either analog elements with a reasonable current-voltage gain function, or better, spiking neurons; 3. Excitatory neurons coupled by a plastic synaptic matrix, which is to be structured by learning; 4. The synaptic matrix should be diluted randomly, i.e. only a small fraction of randomly chosen synapses can actually learn, the rest remain zero; 5. There should be no symmetry (imposed) in the synaptic structure, neither due to dilution nor to the learning dynamics; 6. Inhibitory neurons coupled in a xed, unstructured way, among themselves and to and from the excitatory neurons, to maintain appropriate levels of activity and to assist in learning new attractors against the background of existing attractors (see e.g. ref.
24]); 7. Synapses among excitatory neurons to be all positive analog on the short time scales and refreshed asynchronously; 8. Large number of neurons.
A modest rst step and modular construction
The lack of experience in analog electronics and in particular the di culty of conducting exhaustive tests, has led us to start on a very reduced scale. The novel analog element of the present program is the synapse. Hence, we have restricted ourselves to e ectively discrete neurons, which provide analog inputs to the synapses, see Section 2.1 and discussion. The familiarity with functioning of the Hop eld model with a xed set of synapses, has led us to take neurons taking values V .
Due to the more complex potential dynamics of networks with two types of neurons, we have taken a single type of neuron, which requires synapses of both signs. Thus the synapses in our network vary continuously between ?J c and +J c and every synapse is clipped, independently, to one of these two values when it crosses the corresponding threshold, ?V T (t) = ?J 0 + w ij or +V T (t) = J 0 + w ij . A synapse that remains inside this interval is allowed to decay to 0. The synaptic refresh mechanism is stochastic, as mentioned above, see also Section 2.2 below and refs. 28, 15]. The threshold V T (t) is a stochastic variable of mean J 0 and width J 0 , corresponding to the stochastic threshold discussed in Section 2, above. The properties of V T (t) will be discussed below.
Note that the refresh mechanism is asynchronous, it takes place independently on every synapse, and in the absence of any clock. This stochastic mechanism, slows down learning, and increases the capacity of the network 15].
The network is fully connected and the synaptic dynamics is constrained to produce a symmetric synaptic matrix.
To gain experience with running tests on a system which combines the analog nature of the synapses with the stochastic nature of the refresh and with the free nature of the input ow, we have chosen to make the rst implementations on networks of discrete electronic elements. This has prescribed networks of small size. The network to be described here is composed of three neurons and three synapses! See Fig. 3(A) . It is a building block of a system that is being expanded, in a modular way, to a fully connected network of 27 neurons and (27 13) synapses, still with discrete elements. The modular scheme is sketched in Fig. 3(C) . As an intermediate step we have constructed the 9-neuron-36-synapse network, Fig. 3(B) .
The neuron
The block diagram of the neuron is sketched in Fig. 4 . The neuron's transfer function is s i (t) = (h i (t) + H i (t)) (5) where the argument is the sum of two contributions: the feedback (recurrent) current from the other neurons h i (see Eq. (2)) and the external stimulus a erent on the network H i . The sum of the two terms is performed by the adder circuit which consists of an operational ampli er with high noise rejection features. The sum signal is fed into a high gain operational ampli er, in order to perform an approximate sign function whose output corresponds to the neural variable s i as given by the Eq. 5 (See e.g. Fig. 5) . Thus, the neural transfer function is performed by the combination of these two circuits.
Note that despite the fact that the neurons are considered discrete ( V ) the neuron is fundamentally analog. The discreteness is implemented by the high gain of the ampli er, on the right in The Hebbian learning source term B, Eq. 4, can be rewritten as the product of two terms
where L i and L j denote, respectively, the`learning signal' of the post-synaptic neuron and of the pre-synaptic neuron: 
+ V Neuron Transfer Function
Gnd Gnd Figure 6 : The L-unit: computing a neuron's learning signal. Note that the output of -unit (A) serves as ground reference for -unit (B): the bottom block in Fig. 4. 
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The synapse General
The learning element of the synapse is a RC circuit with a time constant c of 500 s. Longterm memory is implemented by combining the capacitor and the asynchronous, stochastic refresh mechanism. The sum of the long-term memorized discrete synaptic value and the recent analog synaptic modi cation is expressed in the instantaneous voltage across the capacitor. This voltage, in turn, modulates via a mosfet the resistivity of the channel, bringing the output from the pre-synaptic neuron to the post-synaptic one. It is, functionally, the mapping of the biological fact that a synapse is a variable conductance.
Composition
The block diagram of the electronic synapse is shown in Fig. 8 . It is composed of the following stages: the multiplier for the synaptic learning source producing L i L j ; the analog learning device; the amplifying unit; the refresh circuitry; the output multiplier of J ij s j . To perform the analog multiplication we use mosfet transistors operating in the linear region 32]. Besides, the mosfet transistor is a suitable component for a future integration of the neural network into a silicon chip. It also provides an excellent insulation between the input and the output signals, which is quite useful considering the high connectivity of the network and the possibility of unwanted crosstalk between the network components.
A simple mosfet does not su ce to obtain a complete multiplier. We use both PMOS and NMOS transistors. The output current of the PMOS is negative and equal to the product of the input signals only if they are both negative. The output current of the NMOS is positive and equal to the product of the input signals only if they are positive. We implement a four-quadrant multiplier, as described in Fig. 9 . Notice that the four-quadrant product can be implemented by four single quadrant multipliers (eight mosfets, see Fig. 9 ), provided The analog learning device is an RC circuit, Fig. 9 . The learning source is a current coming across the resistance and is added to current arriving from the refresh circuit. The synaptic value J ij is the instantaneous voltage across the capacitor. The time constant of the analog memory is given by c = RC. This becomes the time scale of reference in what follows.
The stochastic refresh is implemented by means of a double comparator and two-mosfet circuits, Fig. 10 , which performs the -functions on the right hand side of Eq. 3. The circuit decides whether the refresh is to be positive, negative or zero. In case of positive (or negative) refresh, i.e. J ij (t) > V T (t) (or J ij (t) < ?V T (t) ), the output voltage of comparator A (or B) is positive (negative). Then mosfet A (or B) is in its saturation region, so that a positive (or negative) current is pumped to the learning capacitor. The pumped current is such that, when the refresh is on, the capacitor's voltage is clipped to the refresh value J c .
When the synaptic value J(t) is in the interval ?V T (t); V T (t)] the two mosfets are in the non-saturation region, so that no current is pumped to the learning capacitor.
The synaptic value is fed into an ampli er and subsequently to the post synaptic multipliers which multiply this value by the neural activities using a mosfet, forming the contribution of the pre-synaptic neuron to the post-synaptic current, Fig. 11 .
Noise generator
The stochastic refresh mechanism described in Section 2.2 needs a noisy source w ij in order to produce the uctuating threshold V T (t) = J 0 + w ij of Eq. 3. We use an inverse polarized bipolar junction to generate a white noise with zero mean (see Fig. 12 ). This signal passes through a low-frequency lter whose cuto frequency is 1= 0 and the resulting noise is added The noise term w ij is well approximated by a gaussian distribution with zero mean and variance ( 0 ). Its amplitude depends on the cuto frequency and on the gain of the lter. It is possible to modify 0 keeping constant , provided that the ampli cation factor is properly changed. This is a consequence of the fact that the noise distribution is approximately gaussian with mean zero and hence is a single parameter family. Histograms of measured probability distributions of w ij are shown in Fig. 13 for three di erent cuto frequencies. The ampli cation factor is the same in A,B and C. D shows that the distribution becomes the same for two di erent 0 's by an adjustment of the gain: histogram A ( 0 = 2 c ) is superposed to histogram B ( 0 = 4 c ).
Testing the LANN
A satisfactory test of a LANN would consist of extensive tests of the synaptic dynamics during operation and with a variety of streams of stimuli. Then the resulting collective dynamics of the neurons must be tested on the short time scale to check that it is consistent with the temporary synaptic structure. Clearly, in a network of three neurons the second test, for collective behaviour, cannot be very penetrating. On the other hand all the tests concerning the dynamics of the synapse do not depend on the size of the network and so can be performed quite extensively. Most of the testing was therefore done on the synaptic structure, and the neurons were essentially tested for consistency with it. But the neural dynamics is neither new nor unfamiliar. At the level of a network of 27 neurons some tests of the collective behavior of the neurons as well as of its possible interaction with synaptic dynamics will be carried out.
Data acquisition device
The prototype of the LANN is connected to a PC through a digital I/O interface. It allows for a high rate, simultaneous reading of the states of all the neurons and the stable states of all the synapses. The host computer controls the values of all the external sources H i : it is possible to write a null value (i.e. neurons not activated by stimulus) or a 4-bits positive or negative value. The presentation time of any stimulus can be arbitrary. There is also a global control on the values of the synaptic transition thresholds which is used to calibrate the electronic devices in order to select the desired transition probabilities for the synapses. The threshold can be set with a resolution of 5 bits. From the sequence of stable synaptic e cacies we estimate the transition probabilities of the synapses.
Testing the learning dynamic
The transition probability that a synapse changes its stable state upon a single presentation of a stimulus (see Section 2.2) contains all the information about the e ects of learning which persist long after the presentation of the last stimulus. Measuring these probabilities as a function of the parameters of the synaptic dynamics and of the stimuli provides a test of the properties of long term memory of the network.
Learning parameters
There are two classes of parameters a ecting the learning behaviour: those characterizing the stimuli and those of the learning dynamics of the synapse. The rst class includes:
Presentation time p , i.e. the time interval in which stimulus is on and consequently there is a non-zero learning source B (Eq. 3). Stimulus intensity, determined by the modulus of H (Eq. 3) which, in turn, a ects the amplitude of the Hebbian source B. In the second class we nd three times and two voltages:
The time constant of the synapse c The cuto frequency of the noise generator 1= 0 (see discussion in Section 2.
2) The decay time of the external source 00 The threshold J 0 (see Eq. 3) and the stable value of the synaptic e cacy J c . They are not independent since J c must be 2J 0 in order to get the same transition probabilities when going from 0 to J c and viceversa (see Section 2.2).
The width of the noise These parameters are not independent in the sense that, it is possible to obtain the same behavior (i.e. the same transition probabilities), upon the presentation of the same stimuli, by coordinated changes of several parameters. For instance a change J 0 ! J 0 accompanied by the same rescaling of the width of the noise and of the learning source B, leaves the transition probabilities unchanged. This again is a consequence of the fact that the probability distributions are approximately gaussian and depend on a single parameter .
We chose c = 500 s as the time unit. All the other time parameters will be expressed in these units. The voltage scale is determined by the threshold J 0 = 280mV. The width of the noise is kept xed ( = 30mV) even when 0 changes (see discussion at the end of Section 3.4). As a consequence the transition probabilities depend on V= ( V = B ? J 0 is the distance between the Hebbian source and the threshold), the presentation time p , the inverse of cuto frequency of the noise 0 , and the decay time of the external source 00 .
Desiderata
The upper and the lower bound of the optimal transition probabilities for a single presentation are determined by two factors:
The lower bound is determined by the fact that there would be some minimal number of times that a pattern must be presented before the corresponding attractor is learned. See e.g. discussion in Section 1.2. Note that in presence of the subtraction of the mean in the learning source, the relevant parameter is the number of presentations of a stimulus and not its presentation time. In fact most of the stimuli are active for a time which is longer than the learning source cuto interval 00 . As a consequence there is no di erence between very persistent stimuli and stimuli shown for a short time. On the contrary stimuli presented several times can modify a larger number of synapses since every presentation a ects the synaptic structure.
If n is that minimal number of presentations of the same pattern, and other stimuli intervening between successive repetitions of the same stimulus have a negligible e ect, then the cumulative probability for a synaptic transition consistent with the particular stimulus is:
where p is the elementary transition probability for a single presentation. The lower bound for a single pattern presentation is determined by the following condition 15]:
(9) where C is a constant which depends on the desired quality of retrieval. By simulating a network of N = 200 neurons we found that a stimulus can be retrieved with a quality m = 0:9 (m is the mean overlap between the attractor and the stimulus) when C > 4:3.
The upper bound protects the palimpsestic property of the network: the higher the transition probability, the faster the forgetting rate and the shorter the memory span. See Section 1. In a more realistic network, with analog neurons and learned patterns with low coding level and low transition probabilities, the storage capacity of the network can be much enhanced 15, 24] . The elementary probabilities required for a network of similar size to approach its optimal capacity should be of order 0.01. Also at these values we nd su ciently stable transition probabilities.
Measuring the transition probabilities
Each transition probability is estimated by the measured relative frequency of occurrence in a large number of presentations. The network is presented a series of N random uncorrelated patterns. Each stimulus is composed of a pattern i (i = 1; 2; 3 enumerates the the neurons and = 1; :::; N enumerates the stimuli) which is a string of three unbiased random binary variables: i = 1 chosen with probability 1=2. The random patterns are prepared by the host computer which activates the stimulus by setting simultaneously all the three external sources to the corresponding values: H i = i H a , where H a is the strength of the stimulus (equal for all the patterns of the series). A given synapse sees a learning source B, generated by the pair of H i 's. For a given value of B the synapse is expected to make a speci c transition, up for positive B and down for negative B. The transition probability is estimated as the relative frequency of transition, i.e. the ratio of the number of transitions and the number of trials in which the particular transition was supposed to take place. For example, to estimate the transition probability for a 0! J c transition we have to count the number of such transitions which had taken place out of the total number of cases in which initially a synapse was in the state 0 and the learning source was positive.
After a time interval p the stimulus is removed, by setting all external sources to zero. The stable value of the synaptic e cacy is read 20 c after the removal of the stimulus and is compared to its value before the presentation of the last stimulus in order to establish if a transition has occurred and to update the statistics. Following another 80 c , the network is presented the next stimulus. The network is presented new stimuli with the same procedure until the number of trials, in which a particular transition is supposed to have taken place, is 2500. For instance in Figs. 14{17 we monitor transition 0 ! J c of one of the three synapses. The total number of presentations N is much greater than 2500 and depends on the transition probabilities for coming back to initial condition J ij = 0: the smaller the transition probabilities the larger the number of total presentations required for the synapse to recover the relevant initial condition, e.g. to make the transitions J c !0.
The transition probabilities for the other synapses are supposed to be the same. In fact, due to electronic inhomogeinities, there are some di erences. These uctuations are discussed below (see Fig. 18 ).
Since our data set is nite the relative frequency uctuates. The uncertainty in the value of the estimated probability is taken to be the interval in which the con dence level is 95.4%. See e.g. ref. 35], page 287. This is the meaning of the`error bars' in gures 14{18.
The testing program on the host computer records automatically any potential forbidden transitions (e.g. 0 ! J c when the Hebbian source is negative). No transition incompatible with the rule described at the end of Section 2.2 has been observed.
Transition probabilities vs parameters
The network has a di erent behaviour depending on the parameters characterizing the stimulus and on the intrinsic parameters of the synapse:
Presentation time ( p ) depedence: the behavior of the network is shown in Figs. 14, 15, 16. In the rst two gures the term ?hH i i 00 (see Eq. 4) is absent in order to show the behavior of the synapse for a wide range of presentation times. In the absence of a cuto term for the stimuli (Figs. 14, 15) , stimuli which are presented for a longer time are impressed on the synapses more strongly, i.e. the transition probabilities are closer to the asymptotic value 1 (deterministic transitions). When the subtraction term ?hH i i 00 is present, it limits the e ective presentation time and the asymptotic value of the transition probability for large p is less than 1 (Fig. 16 ).
There is a minimum presentation time per stimulus which allows for stable synaptic changes. All stimuli that are shown for a shorter time interval can provoke a short term analog synaptic modi cation and activate a relaxation process (retrieval) but do not induce any stable change in the synaptic con guration. For this kind of stimuli the transition probabilities are zero.
Moreover, if the intensity of the stimuli is not strong enough, no long-term learning occurs. This behavior is observable in Fig. 15 in which the transition probability is plotted as a function of presentation time for several di erent strengths of the external stimuli. As the stimuli get stronger (learning source closer to the mean of the threshold J 0 ), the transition probability increases and the learning rule becomes almost deterministic when B surpasses J 0 . The curves are quasi-linear when V is negative and large and presentation time is not too long (bottom curves). For V below {85mV there are no transitions. Near {85mV the transition probabilities can be very small, but they are unstable and require ne-tuned settings (see discussion in Section 2.2).
The shape of transition probability curves depends strongly on the cuto frequency of the noise 34] (see Section 3.4). The higher the cuto frequency, the steeper are the curves of the transition probability as a function of the presentation time (see Fig. 14) . As a consequence higher cuto frequencies imply all{or{none learning behavior: the network does not learn for presentation times below a certain threshold and learns with a constant (independent of the presentation time) transition probability otherwise. If the cuto frequency is smaller, the transition probability below saturation is approximately a linear function of the presentation time. For higher presentation times it is constant (see 34] for a detailed description). In Fig. 14 one observes that for low cuto frequencies (high 0 ) the curves become smoother and the small transition probabilities can be controlled more easily. In fact as the curves become steeper the transition probabilities are more sensitive to the electronics uctuations: a small variation of the source due to the electronic inhomogeinities induces a large variation in the transition probability.
In Fig. 16 , the subtraction of the mean of H i has been reintroduced in the learning source (see Eq. 4): all the stimuli which persist for a long time ( p > 00 ) are e ective for a time 00 only. As a consequence the curve of transition probability as a function of presentation time tends to an asymptotic value, below unity, which depends on V and 0 .
Dependence on the Hebbian source and the noise cuto frequency (Fig. 17): stronger stimuli are impressed on the synapses more strongly and more quickly (they require less presentations). As the cuto frequency decreases ( 0 increases), the curves get smoother and the transition probabilities can be controlled more easily, especially in the region of small transition probabilities. Notice that for the smallest values of 0 (top curve) the curve is steep and the uctuations are high (see discussion at the end of Section 3.4).
Spatial and temporal uctuations in transition probabilities
Transition probabilities di er from synapse to synapse even if the external elds and the threshold are the same. The inhomogeinities of electronic devices do not allow for a uniform behaviour of all the synapses. As a consequence transition probabilities may change in time (temporal uctuations) and may be di erent for di erent synapses (spatial uctuations). The observed di erences vary with the magnitude of the transition probability (see Fig. 18 ).
For large values of the probability, where the uctuations are greater, they are always less than 0.1 in absolute value. The temporal uctuations are always negligible, even if one waits for days. For lower values of the probability the maximum uctuations are smaller than 0.02 (in absolute value) if one considers the region of small transition probabilities (0.01-0.1). In fact they are of the same order as the statistical uctuations, intrinsic of the measurement procedure. With this level of uctuations the learning dynamics of the network is quite reliable. In fact, even at the lower extreme of transition probabilities in the range of 0.02 required for the low coding network a uctuation of order 0.02 is acceptable.
The tests show that the learning rule has been properly implemented in the physical device. The transition probabilities can be easily controlled and the behaviour of the network upon the presentation of a wide class of stimuli is in agreement with the theoretical expectations. One of the main results is that the small transition probabilities (<0.1) can be made stable provided that the cuto frequency 1= 0 is not too high. This behavior is expected on the basis of a very general and intuitive reasoning (see end of Section 3.4).
Testing the dynamics of the neurons
The tests of the dynamics of the neurons are rudimentary, as explained at the beginning of this section. After each trial, the pattern of activities is read and the compatibility between the attractor con guration and the stable synaptic con guration is checked 20 c after the removal of the stimulus by comparing the sign of the internal elds h i (the synaptic feedback Eq. 2) and the status of the corresponding neurons. For a con guration to be compatible, the internal eld which depends on synaptic con guration and on the activities of the other neurons, should have the same sign as the corresponding neuron (11) There are cases in which h i does not determine the sign of the neuron because its value is zero when calculated by expression 11. These are coincidences due to the low number of neurons and to the discreteness of the variables. But in a real device, the components have inhomogeneities that do not allow exact cancellations. We have veri ed that the network always determines the sign of every neuron and in the ambiguous cases produces always the same neuronal state for the same neuron. Moreover, the neural dynamics would be sensitive to short-term memory e ects. Following the presentation of each stimulus for learning, all the synapses are driven to saturation, determined by the learning source B. A few make transitions between stable synaptic states. The others decay to their original stable values preceding the presentation of the last stimulus. The decay is on a time scale of c . This is the analog aspect of the memory. Thus for a time of order c the network has modi ed synaptic values. Such synaptic e ects may stabilize the activity pattern for a short time interval, even if the stimulus is not an attractor of the stable synaptic con guration.
Since our interface reads only the stable value of the synaptic e cacies, our tests are not sensitive enough to detect these e ects. Hence, we have carried out simulations to investigate them. We have found that these terms intervene only for short intervals, of the order of a few c 's. Then the dynamics of the neurons becomes identical to that in the absence of the short term memory. The network reaches the same attractors as are in the long term memory of the stable synaptic states. If the stimulus is unfamiliar, the network, after the short term memory dye, reaches a state which is not correlated with the stimulus.
5 Discussion and outlook
The network described in the present article has been mainly a long lesson on realizable synaptic dynamics. The lessons have been so many that we have chosen to describe what we have learned before waiting for the implementation of larger networks which can also test meaningfully the collective, attractor dynamics of the network. In fact, a network built on the principles described above composed of 27 neurons, fully connected by synapses with stochastic dynamics, is being mounted and its performance will be soon reported. It will be possible to test exaustively the collective dynamics of the neurons and to study the e ects of the attractors on the learning dynamics. In fact we know that the transition probabilities depend not only on the activities of the patterns being presented but also on the structure of the previous attractor (the temporal mean of s i (see Eq. 4) preserves the memory of the attractor's activities). If the network is shown the patterns in a xed order, the set of attractors will be correlated even in the case of uncorrelated stimuli 17, 29] . But a variety of considerations is pressing future development in new directions. Several of them have already been initiated. First is the inconvenience of discrete neural variables. This fact excludes a distinction between the neuron's activity in an attractor and its activity when driven by a stimulus. Such a distinction is quite crucial if learning is to be considered organic rather then driven by on-o external signals. In the present realization this defect was compensated by two artifacts (see e.g. Eq. 3): one is the presence of the stimulus in the neural output. The second is the subtraction term in the neural variable in the learning source B, which prevents the potential learning e ects due the high activity rates of the neurons in the attractor.
Both problems are naturally taken care of by neurons described by their spike rates (see e.g. 26]). The point is that attractors can operate with foreground neurons active at elevated but low spike rates. This leaves ample room for enhancement of these same activities during the presence of the stimulus. In some neuro-physiological experiments in functioning cortex 17] rates during the presence of the stimulus are higher by a factor of 3{4 than those in the attractor. This allows for a scenario in which the low rates in attractors provoke only very few synaptic modi cations, while the rates sustained by the stimulus drive signi cant learning. Such a network has already been designed and simulated in detail by Amit and Brunel 27 ]. The simulated model is being implemented in silicon, and will be described elsewhere.
Another issue whose importance is only beginning to become clear is the locus for the generation, the memorization and the stabilization of the noise in the synaptic dynamics. Studying this tiny system we have become strongly convinced that the role of low synaptic transition probabilities is crucial. We nd it di cult to conceive that the biological system could do without it. In the present system the noise required for generating stable low transition probabilities requires a rather bulky device for every synapse. See e.g. discussion in Section 2.2. The di culty may be resolved by spiking neurons. If the network can maintain, apart form elevated rates in attractors and during stimuli, also stable low`spontaneous' rates, these spontaneous rates can provide the source for stable generation of noise. We have veri ed 39] that in a network of integrate-and-re neurons, treated by mean-eld theory, a proper admixture of inhibitory neurons into the excitatory network can render spontaneous rates stable. The spontaneous rates are stable both when the network has no selective activity, or in the background neurons in an attractor. If this e ect is maintained when there are real stochastic spikes, it can be the source, the memory and the stabilizer of low probabilities, due to the large number of neurons in a network.
This last argument leads us in a direction of an implementation in terms of actually spiking neurons, rather than neurons with smoothed gain curves from currents to spikerates. This is a line of study originally traced by Carver Mead 3] . We have been drawn in this direction also by considerations of power consumption. In fact, the network described here consumes about 8W per synapse and as such is not a candidate for extension to a large scale. The spiking network consumes as little as 6 W per synapse when no transition occurs.
As was already mentioned in Section 1.2 a rst version of an attractor readout mechanism has been designed and simulated 25]. Its electronic implementation is in progress. Similarly, the network requires also a plausible input system. Such an input system should be able to deal with the fact that input synapses communicating stimuli are typically as weak as collateral (feedback) ones. This implies that every neuron in the network must receive many synapses from the outside. Moreover, neurons have relatively wide receptive elds, which is related to the fact that in order to receive many a erent synapses a given neuron in the LANN must receive synapses from sources common to several stimuli. The basic ideas for such an input system have been considered in ref. 24] . It is still awaiting its material implementation.
Perhaps that most serious defect of the present implementation is the problem of the capacitors. In the present implementation two capacitors are associated with each synapse. For the time scales required the capacitors have to be large. This is another reason why the present design cannot be scaled up and integrated in VLSI. In the present design the neurons are small and synapses are very large.
Looking back at biology one may venture several hypotheses: rst, that if MOS technology could operate at potentials of tens of millivolt (as does biology) instead of volts, the size of the capacitors could be much reduced. 1 The second observation is that it may be the case that biology uses capacitors only in the neurons. In other words, it may be su cient to have one capacitor to maintain the memory of the dendritic depolarization. This variable is essential for learning. And another capacitor may memorize the depolarization of the hillock, to control the emission of spikes.
The second option, of two capacitors per neuron, reduces signi cantly the dimensions of the network, because the number of neurons is several orders of magnitude lower than that of the synapses. It would also restore the natural relation of large neurons and small synapses. This option we intend to try in the context of the implementation of a LANN with spiking neurons.
One of the main issues which has been overlooked in this discussion is the problem of connectivity. A fully connected network is very hard to implement on a bidimensional silicon wafer. In fact the problem seems to be unsormontable when one tries to integrate the network in VLSI. Biology o ers here no help, since it uses three dimensional wiring. VLSI technology has been developed for a very limited number of layers and the structure that can be obtained is at best a very thin three-dimensional structure. Extreme dilution could be one possible escape, but, in this case a new generation of electronic CAD should be developed in order to make this dilution random. 
