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“Two things fill the mind with ever-increasing wonder and awe, the more often and the
more intensely the mind of thought is drawn to them: the starry heavens above me and
the moral law within me.”
Immanuel Kant, Critique of Practical Reason.
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Abstract
Scienze Computazionali e Informatiche - XXVI Ciclo
Doctor of Philosophy
Analysis, tuning and implementation of neuronal models simulating
Hippocampus dynamics
by Dr. Pasquale De Michele
This work focuses on methods, algorithms and software for computational neu-
roscience, a research field where several computing strategies are intensively adopted
for simulating real biological scenarios. This topic has a strong intersection with the
Computer Science to build up frameworks that reproduce neuronal behaviours, coming
from laboratory experiments and experiences. A key role is played by the simulation of
synaptic mechanisms and neuronal dynamics that regulate the activity of the neurons.
The model formalization requires long and deep steps in order to properly tune, through
numerical simulations, a large number of biological parameters. These tasks, needed to
validate a computational model, represent a well-known critical issue in terms of com-
puting resources, both in time and in memory allocation.
The main target of this PhD Thesis is the study of Hippocampus brain region,
devoted to the acquisition of new memory (i.e., storage) and retrieval of previously
acquired (i.e., recall). The dissertation starts with an introduction to the biological con-
text and with the state of the art on some single cell and network models. Then, the
formalization and the implementation of computational schemes that reproduce typical
neuronal phenomena are deeply investigated. More in detail, the depolarization block
of a CA1 pyramidal neuron and the effects of the CREB protein activity increasing in a
CA1 microcircuit are investigated. For these topics, sequential and parallel code pack-
ages, published on the well-known neuroscience repository ModelDB, are implemented.
Finally, as a case of study the acquired know-how on the modelling of cell and network
dynamics was adopted for reproducing user behaviours in a cultural heritage scenario.
Here, the main idea is to measure the interest of an artwork spectator by means of
models able to capture the context and the visitor behaviours.
The Thesis is structured as follows. Chapter 1 describes the preliminary no-
tions and the state of the art on neuronal models. Chapter 2 reports the analysis, the
formalization and the implementation of the computational model described in [6] (and
published in [7]), while Chapter 3 is devoted to the same considerations on the com-
putational model described in [8] (and published in [9]). Finally, Chapter 4 presents
two biologically inspired computational models describing the personalized interactions
of users with cultural heritage objects.
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Chapter 1
Introduction to computational
neurobiology
1.1 Structure of biological neurons
The nervous system is the site of the faculties of sense and thought and provides for the
control of bodily functions: for this purpose, this system collects sensory information
from the whole body and transmits them to the encephalon (i.e., brain) and spinal cord.
The nervous system is divided in two principal sections, the central and peripheral
nervous system. In particular, the central nervous system is composed by the brain and
the spinal cord [66]. The first one is the main site of the integrative activity of the
nervous system: in this, the memories are stored. The second one serves as a conductor
for many nerve pathways to and from the brain, as well as for coordinating many not
conscious nerve activities. More in detail, the human central nervous system involves
a complex large-scale interconnected neural network consisting of approximately 1011
neurons [52].
A neuron (Fig. 1.1) is a cell with particular structural and functional features. It is
characterized by a highly polarized structure able to facilitate the reception, integration
and transmission of nerve impulses. As well as any other cell of human body, the material
of which the neurons are constituted (i.e., cytoplasm) is surrounded by a thin “shell”
called cell membrane, which separates these from the external environment.
The central part of the neuron is constituted by the soma, (i.e., the cell body) in which
the nucleus resides. The soma ensures the necessary nourishment to the survival of the
entire cell. Moreover, two types of cytoplasmic extensions, which confer to the neuron
excitability and conductivity properties, arise from the soma. The first ones are the
1
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Figure 1.1: Schematic representation of a neuron.
dendrites, which are extensions to multiple branching that carry the nerve signal in a
centripetal direction (i.e., toward the soma) and are the main receptive structures of the
neuron (input). The second one is the axon, which transports the information generated
from the soma to the dendrites of other neurons (output).
The distal part of the axon is divided into several ramifications, each of which ends in
the pre-synaptic terminal (or axon terminal bouton, or synaptic bouton), which is an
expansion that rests directly on the membrane surface of a dendrite or soma belonging
to another neuron. The point at which the contact between a pre-synaptic terminal and
the membrane occurs is called electrical synapse (Fig. 1.2 [91]).
When there is not a direct connection between the synaptic bouton and the den-
drite or the soma, the synapse is called chemical synapse (or electrochemical synapse)
(Fig. 1.3 [91]) and the space that separates these is called synaptic gap. The synapses
considered in this work are the chemical synapses (for reasons of convenience, in the rest
of the thesis we refer to these by the simple name of synapses).
In the synapses, a nerve impulse causes the release of a chemical mediator at the level
of the neuritic terminal of the pre-synaptic bouton. This mediator transfers the nerve
impulse to the post-synaptic neuron [66]. By means of the synapses, the signals can
be transmitted from one neuron to the next: upon the activation, the synaptic bouton
releases a small amount of a transmitter substance (i.e., neurotransmitters) that stimu-
lates the neuron’s membrane on which it rests. In this way the information comes from
the pre-synaptic to the post-synaptic cell.
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Figure 1.2: Representation of an electrical synapse [91].
Figure 1.3: Representation of a chemical synapse [91].
Many axons, especially those of large dimensions, are covered by a myelin sheath (see
Figure 1.1), which has both a protective purpose and the aim to increase the conduction
velocity. This system ensures the propagation of the electrical impulses (i.e., spikes)
along the axon. These are generated by means of a mechanism of polarization and
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depolarization of the neuron membrane, which acts with a rocking motion.
1.2 Classification of biological neurons
It is possible to distinguish various types of neurons according to their morphology,
the function that they cover and their location within the nervous system. From a
morphological point of view, depending on how many extensions radiate from the cell
body, neurons can be classified into 3 types: unipolar neurons, which are provided with
only the axon; bipolar neurons, having only one dendrite and one axon that detach from
the opposite poles of the soma; multi-polar neurons, so called because they have a single
axon and many dendrites emerging from various points of the soma.
Moreover, according to the function and the direction of propagation of the nerve im-
pulses, it is possible to divide the neurons into other 3 types: afferent neurons, which
receive stimuli from the outside and send these to other neurons, by means of electrical
impulses; central neurons, which receive electrical impulses from other neurons and, af-
ter a partial processing, they retransmit them to other neurons interconnected; effector
neurons, which receive signals from other neurons and transmit them to the muscles,
causing the contraction of these latter.
Finally, it is possible to distinguish neurons according to their positioning within the
nervous system: in this regard, at the level of the cerebral cortex, the type of cell most
widespread is the pyramidal neuron (Fig. 1.4). This has a large soma, with a triangular
shape, and possesses long dendrites equipped with plugs, which are small extensions that
represent post-synaptic sites. The pyramidal neuron, which from a functional point of
view belongs to the category of the central neurons, is a multi-polar excitatory cell,
characteristic of the hippocampus (a particular brain region), whose axon ends in other
regions of the brain and in the spinal cord.
The main feature of these neurons is the cortical disposition: the apical dendrites cross
different cortical layers and are always oriented perpendicular to the surface of the cortex.
This dendritic organization facilitates the integration of the various afferent signals.
1.3 Dynamics of biological neurons
Here we show how the transmission and the propagation of the nervous information
occur from a neuron to another one.
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Figure 1.4: Pyramidal neurons of the cortical layer.
Neurons are cells with electric activity, hence there is a potential difference between the
inside and the outside of the cell membrane. In particular, this latter has an electric
potential V (or Vm) called membrane potential and measured in Volts (V ). As a first
approximation, we assume that V is equal at all the points of the membrane (see Fig-
ure 1.5 [103]). Moreover, assuming that the potential outside of the membrane is equal to
0, the potential when the cell is not activated (i.e., resting potential) is approximatively
equal to −70mV .
The presence of such an electric potential at the neuron membrane is due to the balancing
of the charges between the internal (intra-cellular liquid) and external (extra-cellular
liquid) environment of the cell. Several types of ions (with positive or negative charge)
are present inside and outside the cell and the difference between the inner and the outer
concentration of these ions produces the polarization of the membrane [103].
Ions such as K+ (potassium), Na+ (sodium) and Cl− (chlorine) are present both inside
and outside the neuron membrane, but with different distributions. In details, the extra-
cellular liquid contains large amounts of ions of sodium and chlorine and small amounts
of potassium ions, whereas in the intra-cellular liquid the opposite occurs.
The difference of ion concentrations between the inside and the outside of the cell is
preserved by the incessant work of the sodium-potassium pomp (see Figure 1.6) that,
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Figure 1.5: The membrane of the neuron is assumed, in a first approximation, to
have constant electric potential V [103].
at each cycle, ejects 3 ions Na+ and imports 2 ions K+, consuming energy by means of
the destruction of the ATP molecule (Adenosine TriPhosphate): in this way, a negative
electrical potential is generated inside of the cell.
Figure 1.6: Sodium-potassium pump.
The cell membrane is composed of ion channels that, under certain conditions, selec-
tively allow the passage of the above-mentioned ions between the inside and the outside
of the membrane. There are ion channels that are sensitive to Na+, which govern the
passage of sodium through the cell membrane, and ion channels that are sensitive to
K+, that govern the passage of potassium. Moreover, the ion channels can be classified
according to the speed by which the ions pass through them.
A neuron can be “stimulated” in order to induce a potential gradient that depolarizes the
cell membrane, opening ion channels so that there is a flow of positive ions from outside
to inside. The opening of the ion channels, in which the currents flow, is regulated by
the neurotransmitters, which reach the ion channels by means of the action potentials
(i.e., spikes) and arrive at the pre-synaptic junction. Obviously, this phenomenon is not
linear. If the stimulus is greater than a certain threshold, (i.e., approximately −55mV ),
then the membrane is depolarized and the neuron emits a spike, as we can observe in
Figure 1.7. More precisely, when the opening of the channels occurs, the flow of the ions
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towards the inside or outside of the cell determines the depolarization (the potential
increases) or the re-polarization (the potential decreases) of the neuron.
Figure 1.7: Schematic representation of an action potential.
Hence, the action potential consists in a rapid variation of the membrane potential: the
spike starts with an abrupt change that, by the normal resting potential (i.e., approxi-
mately −70mV ), leads to a positive membrane potential and ends with a further change,
just as fast, which restores the negative potential.
As shown in Figure 1.8, in this process it is possible to distinguish several phases. The
first one is the resting state (1 in Figure 1.8), which precedes the onset of the action
potential: during this phase the membrane is polarized, because the membrane potential
assumes the value of the resting potential. In the second phase, i.e. the depolarization (2
in Figure 1.8), the opening of the ion channels that are sensitive to the Na+ ions occurs:
consequence of this fact is the entry of a large number of Na+ ions within the cell. The
third phase, i.e., the re-polarization (3 in Figure 1.8), starts with the inactivation of the
Na+ channels (no other Na+ ion enters the cell) and the opening of the K+ channels
(K+ ions begin to leave the cell): this causes a migration of positive charges to the
outside of the cell and then the membrane potential returns to resting level. At the end
of this phase, Na+ channels are closed, while K+ channels start to close. Finally, the
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fourth phase is the hyper-polarization (4 in Figure 1.8), which is caused by the continued
movement of K+ ions out of the cell: some K+ channels are not yet closed, hence the
potential goes even more negative than the resting value. When all the K+ channels are
closed, the membrane potential goes back to its resting value: the membrane is polarized
again and the neuron returns in the resting state.
Figure 1.8: Schematic representation of the different phases of an action potential.
Figure 1.9 shows that in the first part of the depolarization phase there is a time pe-
riod (i.e., absolute refractory), during which no new depolarization process can occur.
Moreover, there exists also another time period (i.e., relative refractory), subsequent to
the first one and lasting a few ms, during which a new process of depolarization can
occur, but with the constraint that there is a higher threshold. In this way, a maximum
“firing” frequency is determined, i.e., a frequency of consecutive action potentials, which
is approximatively equal to 300Hz.
As we can observe in Figure 1.10, a neuron is not isolated but has strong connections
with the other neurons through the dendrites: in fact, the neuronal dynamics are just
due to the continuous exchanges of electric currents or of charges among neurons. Hence,
when a stimulated neuron emits a spike, this is propagated along the axon of the neuron
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Figure 1.9: Schematic representation of the refractory periods.
Figure 1.10: Schematic representation of a neural network [103].
itself, then it reaches the synaptic boutons, and, finally, it ensures that the neurotrans-
mitters are released in the synaptic gap: in this way, the pre-synaptic neuron is able to
“stimulate” the post-synaptic cells, in which there will be an action potential.
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1.4 The synaptic transmission
The synaptic transmission in the central nervous system is mediated by excitatory and
inhibitory amino acid neurotransmitters: the excitatory neurotransmitters (i.e., gluta-
mate or GLU) are able to promote the creation of nervous impulses in the post-synaptic
neuron; conversely, the inhibitory neurotransmitters (i.e., gamma-aminobutyric acid or
GABA) are able to inhibit the impulses. Obviously, the synapses mediated by excita-
tory neurotransmitters are called excitatory synapses, while the synapses mediated by
inhibitory neurotransmitters are called inhibitory synapses [66]. Moreover, the electrical
synapses are just excitatory, while the chemical synapses can be both excitatory and
inhibitory.
Glutamate activates AMPA and NMDA receptors. The AMPA receptors are channels
permeable to cations, but some types are not permeable to the calcium. They have very
fast kinetics of activation and inactivation. Typically, the rise time of the current varies
between 0.4ms and 0.8ms, whereas the time constant of the current is approximatively
equal to 5ms. The NMDA receptors are a thousand times more sensitive to glutamate
than other receptors. Moreover, a peculiar feature of the NMDA receptor channels is the
voltage-dependent sensitivity in order to stop the current for physiological concentrations
of Mg2+ (magnesium). At the resting potential, each channel is obstructed by one
magnesium ion coming from the outside of the cell, so that even if the receptor is
activated and the channel passes in the “open” state, it does not conduct any current.
GABA activates two classes of receptors, which are GABAA e GABAB. The first ones
have a relatively fast kinetic, whereas the second ones are slower since they involve other
messengers. Moreover, the receptors are classified into other two main classes: there are
ionotropic and metabotropic receptors. The first ones are themselves channels: GABAA,
NMDA ed AMPA are ionotropic receptors. The second ones are not channels, but they
are composed by a receptor coupled to other proteins responsible for enzymatic reactions:
GABAB is a metabotropic receptor.
1.5 Mathematical models representing biological neurons
To fully understand the biological dynamics characterizing the neurons, it is necessary
to study the mathematical models that form the functional substrate necessary to de-
scribe them. Over the years, in order to represent the biological neurons by means of
mathematical models, various attempts have been made. Although these models are not
able to exactly reproduce a real system, generally it is possible to define models that are
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able to exhibit a high degree of similarity with the qualitative behaviour of the system
under consideration.
A mathematical model, corresponding to a particular physical system S, consists of one
or more equations, whose individual solutions, in response to a given input, represent a
good approximation of the variables that are measured in S. A biological model consists
of a mathematical description of the cell properties, more or less accurate, and it allows
to describe and predict certain biological behaviours. A neuron can be modelled at
different levels of complexity: if we consider the propagation effects, then we have multi-
compartmental models (see Section 1.6 for more details) defined by means of Partial
Differential Equations (PDEs); on the other hand, if we assume that the action potential
propagation is almost instantaneous if compared to the time scale of the generation of
itself, then we have single compartment models defined by means of Ordinary Differential
Equations (ODEs) and algebraic equations.
1.5.1 Model Generations
The mathematical models for biological neuron representation can be classified into 3
different generations [74]. The neuronal models belonging to the first generation have
a great limitation: they do not consider the biological characteristics of the neuronal
membrane. Hence, these models are too simple to represent the biological behaviour
of the real neurons. Moreover, a characteristic feature of these models is that, for each
neuron, the output signals, which are determined by means of a threshold “activation
function”, are digital, thus they can assume only two values: 1 (all) or 0 (nothing).
The second generation of neuronal models replaces the threshold function with a contin-
uous function for computing the output signals of a given neuron: common activation
functions are the sigmoid function ϕ(y) = 1/(1 + e−y) and the linear saturated function
pi with pi(y) = y for 0 ≤ y ≤ 1, pi(y) = 0 for y < 0 and pi(y) = 1 for y > 0 [74]. Hence, the
neural models from the second generation are able to compute functions with analogue
input and output. These models are more realistic than those belonging to the first gen-
eration, since the output of a neuron with a sigmoid function is a representation of the
current firing rate of a real biological neuron. On the other hand, as explained in [74],
the “firing rate interpretation” is questionable: experimental results from neurobiology
have lead to the investigation of a third generation of neural models that employ spiking
neurons as calculus units.
With the third generation of neuronal models we can observe a clear approach to the
description of biological reality, using individual spikes to describe the output signals of a
cell. Obviously, these mathematical models do not provide a complete description of the
Chapter 1. Introduction to Computational Neurobiology 12
extremely complex computational function of a biological neuron [74]. In the following
sections we show some of these models, which are formulated in terms of ODEs and
describe the evolution of the membrane potential in function of the time. The third
generation models have an important limitation due to the independence from space of
the membrane potential of the neuron. Making some changes to these models (using
the “cable theory” [49, 95]), it is possible to introduce the dependence on both time and
space, as well as it occurs for biological neurons.
1.5.2 McCulloch and Pitts model
The first mathematical formalization related to the behaviour of a neuron has been
proposed in [78] by McCulloch and Pitts (1943), where it is shown how simple formal
neurons could be combined together to calculate the 3 elementary logical operations
(i.e., NOT, AND and OR) and, starting from these, how it is possible to implement any
operation of the propositional calculus.
Figure 1.11: Schematic representation of the McCulloch and Pitts neuron.
Most specifically, as we can observe in the Figure 1.11, each i-th neuron performs the
weighted sum Σi of the products between the states Sj (with j = 1, . . . , n and j 6= i)
of each j-th neuron connected to it and the weights wi,j associated with the connec-
tions (synapses):
Σi =
n∑
j=1
Sjwi,j (1.1)
The value assumed by the Equation (1.1) is processed by an activation (or transfer)
function ϕ: depending on Σi is greater or less than a certain predetermined neuron’s
activation threshold θi, the status Si of the i-th neuron assumes the value 1 (active
status) or 0 (passive status), as shown in the Equation (1.2).
Si = ϕ(Σi, θi) =
 1 if Σi ≥ θi0 if Σi < θi (1.2)
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1.5.3 Integrate & Fire model
The Integrate & Fire (I&F) [67] is a simple ODE model, which is based on the idea that
a neuron can be represented as a RC circuit (Fig. 1.12). Notice that, in this way, it is
possible to evaluate only the effects of the membrane capacitance.
Figure 1.12: Elementary RC circuit as a neuron model.
The capacity C of a capacitor is the constant relating to the potential V with the charge
Q of a conductor [103]
Q = CV (1.3)
The Equation (1.3) is called capacitance law and its time derivative represents the
current-voltage relationship of the capacitor, which is
I(t) = C
dV
dt
(1.4)
Moreover, by the Kirchhoff’s tension law, which states that the algebraic sum of the
voltages acting between pairs of points in space that form any sequence closed (oriented)
is equal to zero, the circuit equation is
RI(t) + V = 0 (1.5)
where R is the resistance.
By replacing the Equation (1.4) in the Equation (1.5) we obtain the following differential
equation with constant coefficients
RC
dV
dt
+ V = 0 −→ dV
dt
+
V
RC
= 0 (1.6)
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The (1.6) can be rewritten as
dV
dt
+
V
τ
= 0 (1.7)
where τ = RC is the characteristic time of the potential.
The I&F model is not realistic in physical and biological terms. In fact, the firing
frequency of the model (i.e., the inverse of the time elapsed between the occurrence of
two consecutive spikes) increases linearly without bound as input current grows. The
model can be made more accurate by introducing a refractory period Tref (generally in
the order of 1 − 2ms), during which the neuron is insensible to external stimuli. This
limits the firing frequency of the neuron by preventing it from firing during that period.
Moreover, this model implements no time-dependent memory: if the model receives a
below-threshold signal at some time, it will retain that voltage boost forever until it fires
again. In order to solve this problem, it is possible to add a “leak” term (−V/R) to the
membrane potential, reflecting the diffusion of ions that occurs through the membrane
when some equilibrium is not reached in the cell. Hence, the model (Eq. (1.4)) looks
like
I(t)− V
R
= C
dV
dt
(1.8)
where I(t) is the ionic current at time t, V is the membrane potential, R is the resistance
and C is the membrane capacitance. We refer to this model as “Leak Integrate & Fire”.
Finally, from the Equation (1.8), we observe that
I(t) =
V
R
+ C
dV
dt
(1.9)
In other words, the driving current I(t) can be split into 2 components,
I(t) = IR + IC (1.10)
where
IR =
V
R
(1.11)
and
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IC = C
dV
dt
(1.12)
The first component is the resistive current IR that passes through the linear resistor R.
This can be calculated from Ohm’s law (V = IR). The second component IC charges
the capacitor C.
Despite the Equation (1.9) makes the model more accurate than the Equation (1.4) the
limit of the I&F is that there is not so much phenomenology of the neuron, since the
connection of the depolarization and re-polarization of the membrane potential with the
incoming or outgoing ionic currents is completely ignored [103].
1.5.4 Hodgkin-Huxley model
The Hodgkin-Huxley model (HH) [45–48] describes in detail the evolution of the mem-
brane potential of the axon of the squid. HH is the first model with the real phe-
nomenology of the neuron [103], which takes into account the contributions due to the
ionic currents that cross the “active” channels (i.e. those which are subject to the
opening/closing) and the loss effects due to the “passive” channels (called pores).
As well as the I&F, the HH model relies on the analogy with an electrical circuit with
resistances and capacitors (Fig. 1.13). On the other hand, in this case more detailed
neuronal dynamics are considered. The semi-permeable membrane of the neuron divides
the interior of the cell from the outside (extracellular fluid) operating as a capacitor:
any release of the input current within the cell, can lead to the loss or addition of a
further charge to the capacitor through the channels of the cell membrane.
Figure 1.13: Equivalent electrical circuit proposed by Hodgkin and Huxley for a small
segment of the squid axon.
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As stated in Section 1.3, the concentration of ions inside the cell differs respect to
the outside of the cell, as a result of the active transport of ions across the cellular
membrane. For example, the Na+ concentration inside the neuron is greater than that
outside and the K+ concentration inside the neuron is less than that outside. The mean
motion through the membrane will be in the direction of lower concentration, thus the
sodium current is going inside the neuron, while the potassium current flows outside the
neuron [103]. Note that, by convention, an inward current in the neuron is considered
positive, while an output current is negative.
Consequently, the current flow I(t) that crosses the membrane has 2 principal compo-
nents: the first one relating to the membrane capacity loading (Iext) and the second one
relating to the passage of specific types of ions across the membrane (Iion). The ionic
current is also further divided in 3 distinct components: a sodium current INa, a potas-
sium current IK , and a small leakage current IL, conveyed primarily by the chloride ions
(in literature, IL is also known with ICl).
Moreover, the opening and closure of the channels is modelled through a parameter that
is a function of time and satisfies a differential equation. Hence, the electrical circuit in
Figure 1.13 can be described by means of the following differential equation
C
dV
dt
+ Iion = Iext (1.13)
where C is the membrane capacitance and V is the membrane potential.
We remark that, the relationship between the electric potential and the ionic current
cannot follow the Ohm’s law, since there are the non-linear phenomena of closure and
opening of the channel. Thus, in order to describe the conductance of the channel, a
non-linear function G(V ) is used. Then, the ionic current is
Ji = gi(V − Ei) (1.14)
Notice that the conductance is the inverse of the resistance and Ei is the reversal po-
tential, i.e. the value of the potential such as to change the direction of the current.
So, the total ionic current is
Iion =
∑
i
Ji =
∑
i
gi(V − Ei) (1.15)
and it represents the algebraic sum of the individual contributes relating to the types
of the considered ions. Each ionic component Ji, therefore, has an associated conduc-
tance value gi (the conductance is the reciprocal of the resistance, gi = 1/Ri) and an
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equilibrium potential Ei (the equilibrium potential that allows the flow of ions across
the membrane is zero).
Therefore, recalling that we have assumed that the potential is the same at all points
of the membrane, from the Equations (1.13) and (1.15) we obtain the equation for the
current
C
dV
dt
= −gNa(V − ENa)− gK(V − EK)− gL(V − EL) + Iext (1.16)
where Iext is the external current applied, the conductances gNa and gK depend on the
potential and the conductance gL is a simple constant.
The dependence on the potential is managed by means the activation parameters that
are defined by
gNa = gNam
3h (1.17)
gK = gKn
4 (1.18)
Thus the system is defined by 4 parameters (V, m, n and h) with V and h fast variables,
m and n slow variables, and with m, n and h that vary between (0, 1). Moreover, n is
the parameter of activation for the potassium channel, m for the sodium channel and h
is the inactivation variable.
The variables m, n and h depend on the potential by means of a linear differential
equation with coefficients that depend on the potential V :
dm
dt
= αm(1−m)− βmm (1.19)
dh
dt
= αh(1− h)− βhh (1.20)
dn
dt
= αn(1− n)− βnn (1.21)
with
αm(V ) =
25− V
10[e
(25−V )
10 − 1]
(1.22)
βm(V ) = 4e
−V
18 (1.23)
αh(V ) =
7
100
e
−V
20 (1.24)
βh(V ) =
1
e
(30−v)
10 − 1
(1.25)
αn(V ) =
10− V
100[e
(10−V )
10 − 1]
(1.26)
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βn(V ) =
1
8
e
−V
80 (1.27)
The values of the maximum conductance and inversion potential for each ionic channel
were experimentally obtained by Hodgkin and Huxley and are reported in [48]:
gNa = 120
mS
cm2
(1.28)
gK = 36
mS
cm2
(1.29)
gL ≡ gL = 0.3mS
cm2
(1.30)
ENa = −115mV (1.31)
EK = 12mV (1.32)
EL = 10.599mV (1.33)
Finally, the system of equations of the HH model is
C dVdt = −gNa(V − ENa)− gK(V − EK)− gL(V − EL) + Iext
dm
dt = αm(1−m)− βmm
dh
dt = αh(1− h)− βhh
dn
dt = αn(1− n)− βnn
(1.34)
1.5.5 Modified Hodgkin-Huxley model
The HH model well describes the dynamics of the action potential for a neuron. On the
other hand, it assumes that the membrane potential is the same everywhere in the cell.
For real neurons this assumption is not true, because differences in potential exist along
the length of this and the resulting longitudinal currents must be explicitly considered.
In other words, it is necessary to abandon the hypothesis that the potential is the same
at each point of the membrane.
This problem can be overcome by means of the cable theory, firstly applied to the con-
duction of potentials in an axon in [49], and then to the dendritic trees of neurons
in [49, 95]. By means of the cable theory, it is possible to consider the neuron (with
dendrites and axon) (see Figure 1.14 A) as a cylinder with uniform radius negligible with
respect to its longitudinal length. In other words, the cylinder is considered unidimen-
sional. Moreover, the cylinder is divided in portions (sub-cylinders) with equal length
∆x along the x axis (see Figure 1.14 B). Under this hypothesis, if x is a specific point
of the neuron, then V (x, t) is the potential measured in the point x at time t. Finally,
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the sub-cylinders, which are assumed to be iso-potential patches of the membrane, are
represented by means of RC circuits that are connected in parallel (see Figure 1.14 C).
Figure 1.14: A) Sketch of a portion of the dendritic tree of a neuron emerging from
the soma at right. B) Portion of a secondary dendrite divided into three sub-cylinders.
C) Discrete electrical model for the three sub-cylinders.
By observing the Figure 1.14, Im and C are the current that exits the membrane and
the membrane capacitance per unit length of the cylinder, respectively. Multiplying
these by ∆x we obtain the total current and the capacitance in a sub-cylinder. Vi(x)
and Ve(x) are, respectively, the membrane potentials inside and outside the cell, while
V (x) = Vi(x) − Ve(x) is the membrane potential. Moreover, Ii(x) is the total current
flowing down the interior of the cylinder and Ie(x) is the total current flowing parallel to
the cylinder in the extracellular space. Finally Ri and Re are again defined as resistances
per unit length of the cylinder and Ri∆x is the resistance of the solutions inside the
cylinder between the center of a sub-cylinder and the center of the next, while Re∆x is
similarly defined as the resistance in the extracellular space between the center of two
sub-cylinders.
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At this point, it is possible to derive the cable equation. Considering the Ohm’s law
(V = IR) for current flow in the intracellular and extracellular spaces, we obtain:
Vi(x)− Vi(x+ ∆x) = Ii(x)Ri∆x (1.35)
and
Ve(x)− Ve(x+ ∆x) = Ie(x)Re∆x (1.36)
By rearranging the Equations (1.35) and (1.36) we obtain
Vi(x+ ∆x)− Vi(x)
∆x
= −RiIi(x) (1.37)
and
Ve(x+ ∆x)− Ve(x)
∆x
= −ReIe(x) (1.38)
Moreover, taking the limit as ∆x→ 0 for the Equations (1.37) and (1.38) we have
lim
∆x→0
Vi(x+ ∆x)− Vi(x)
∆x
=
∂Vi
∂x
= −RiIi(x) (1.39)
and
lim
∆x→0
Ve(x+ ∆x)− Ve(x)
∆x
=
∂Ve
∂x
= −ReIe(x) (1.40)
The conservation of current at the intracellular and extracellular nodes gives
Ii(x−∆x)− Ii(x) = Im(x)∆x → ∂Ii
∂x
= −Im(x) (1.41)
and
Ie(x−∆x)− Ie(x) = Im(x)∆x → ∂Ie
∂x
= −Im(x) (1.42)
Hence, for V = Vi−Ve, the membrane current Im can be written as the sum of the current
that crosses the membrane IR =
V
R (R is membrane resistance) and the displacement
current IC = C
∂V
∂t that causes a transfer of charge from the interior of the cell to the
membrane
Im(x)∆x =
V
R
∆x+ C∆x
∂V
∂t
(1.43)
Moreover, differentiating and subtracting the Equations (1.37) and (1.38) with (1.39)
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and (1.40), and substituting the Equations (1.41) and (1.42) allows the following rela-
tionship between the membrane potential and the membrane current to be written:
∂2V
∂x2
=
∂2(Vi − Ve)
∂x2
= −Ri∂Ii
∂x
+Re
∂Ie
∂x
= (Ri +Re)Im (1.44)
Finally, substituting the Equation (1.43) gives the non-linear cable equation:
1
Ri +Re
∂2V
∂x2
= C
∂V
∂t
+
V
R
(1.45)
Now, defining Rl = Ri + Re as the longitudinal resistance and substituting in the
Equation (1.45) we obtain
1
Rl
∂2V
∂x2
= C
∂V
∂t
+
V
R
(1.46)
which is a PDE of the second order.
At this point, it is possible to introduce 2 constants: the space constant λ and the time
constant τ . The first one, which gives information about the distance covered by the
current, is
λ =
√
R
Rl
(1.47)
The second one, which expresses how the potential varying the current quickly changes,
is
τ = RC (1.48)
Multiplying both members of the Equation (1.46) for R and taking into account the
Equations (1.47) and (1.48), and posing V = V (x, t), we obtain the cable equation in
its classical form:
λ2
∂2V (x, t)
∂x2
= τ
∂V (x, t)
∂t
+ V (x, t) (1.49)
1.6 From mathematical to computational models
The equations that describe the brain mechanisms generally do not have analytical
solutions, and the intuition is not a reliable guide to understand the working of the
cells and circuits of the brain [39]. For example, the Equation (1.49), which represents
a modified version of the HH model, introducing the dependence on the space x, in
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addition to the dependence on the time t, makes the resulting mathematical model
more complicated than the HH model. In this context, the computational neuroscience
community has developed several software that allow to simulate many neural models.
1.6.1 The nerve simulation environment NEURON
There exist many software that allow to simulate the neuronal dynamics. The sim-
ulations of single neuron and network models are typically based on the approach of
compartmental modelling: each cell consists of many iso-potential compartments and
each compartment is modelled with equations that describe electrical currents [94]. In
this way, there are no restrictions on the neuronal membrane properties we can describe.
This does not mean that models are “infinitely detailed”, but the choice of which details
to include in the model and which to omit is at the discretion of the investigator who
constructs the model [39].
In Table 1.1 we report the main neuroscience software [34, 55, 63, 88, 100] and their
major features. For each of these, several characteristics are analysed. More specifically,
Parallel indicates if the software supports the parallel processing, and Impl. lang.
represents the language with which the software is implemented. Moreover. Progr.
lang. is the programming language used by the software, and OS indicates the operative
systems compatible with this. Then, GUI indicates if it has a GUI, while Interpreter
indicates if it has an interpreter. Furthermore, Mod. def. inquires by means of
what is defined the model, Ionic ch., if it manages ionic channels, Syn. ch. if it
manages synaptic channels, and Neural net.: if it manages network models. Finally,
Int. method indicates the integration method(s) used (Impl : implicit; Expl : explicit),
Web site if the software has a web site, User group if it has a users group, and Book,
if there are published books about the simulator.
Each of these software differs with respect to the others for the complexity of the neu-
ronal models that it can perform: for example, Nodus is specific for the modelling of
small neural networks and it is easier to use than other software, but it is slower in terms
of performance. An other difference that distinguishes these software is that some of
them can only be used with certain operating systems: GENESIS runs only in Unix envi-
ronment, Nodus only in MAC OS environment; NEURON, instead, consists of different
versions that run on Linux/Unix, MAC OS and Microsoft Windows environments.
The widely diffused nerve simulation environments are NEURON [40] and GENE-
SIS [55]. These frameworks have large communities where the users collect and maintain
databases of published computational models. In this Thesis we have chosen NEURON,
which can solve problems at several levels of detail. This software is very flexible and
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Question NEURON GENESIS Nodus SNNAP Surf-Hippo NeuronC HHSim
Parallel MPI MPI, PVM NO NO NO NO NO
Impl. lang. C C Fortran Java Lisp C Matlab
Progr. lang. Hoc, C, Genesis NO NO NO NO NO
NMODL scripting Win
OS Unix Unix MacOs any Unix Unix Unix
Win Win
MacOs MacOs
GUI YES YES YES YES YES NO YES
Interpreter YES YES NO NO NO YES NO
Mod. def. Interpreter Interpreter Editor Editor Files Interpreter GUI
Ionic ch. YES YES YES YES YES YES HH
Syn. ch. YES YES YES YES YES YES NO
Neural net. YES YES Limited YES YES YES NO
Int. method Impl. Expl., Impl. Expl. Expl. Impl. Exp., Impl. No info
Web site YES YES YES YES YES YES YES
User group SenseLab BABEL NO NO NO NO NO
Book YES YES NO NO NO NO NO
Table 1.1: Features of several compartmental modelling packages.
can provide many advantages: firstly, users handle directly with neuroscience concepts;
secondly, NEURON provides functions that are specifically tailored to control the sim-
ulation and plot the results; thirdly, the computational engine of NEURON is very
efficient because of the use of special methods for dealing with nerve equations [39].
Moreover, NEURON is an environment for creating and using empirically-based models
of biological single neurons and neural networks [11]. It was developed for simulating
the nerve equations with cable geometry, or complex ionic channels. This simulation
environment enables the user to specify a 3D-topology, which is useful when the model
is based on the anatomical reconstruction of data.
NEURON is composed by an interpreter based on the program language “hoc” (High
Order Calculator) [59]. This language was further extended by the addition of new
features, such as the Graphical User Interface (GUI). The NEURON’s GUI contains
several tools that can be used to construct models, exercise simulations, and analyse
results. Moreover, users are able to investigate new kinds of membrane channels [39]
and add new synaptic mechanisms to the neural models by using the model description
language NMODL [86], which is a descendant of MOdel Description Language. These
mechanisms are described as a set of non-linear algebraic and differential equations, or
kinetic reaction schemes. By means of the execution of a shell script, named nrnivmodl
under UNIX and Linux OS, and mknrndll under MS Windows OS, it is possible to
compile and link the synaptic mechanisms of the model into a dynamically loadable
library. This recalls an executable (nocmodl) that, starting from the NMODL files,
generates the equivalent C files (.c), and the relative object files (.o), by means of
the gcc compiler. Users can choice between two different kinds of integration methods:
the first one is a first-order fully implicit integration method (backward Euler) and the
second one is a more accurate second-order variant of the Crank-Nicholson time step [88].
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NEURON does not deal directly with compartments, but it is designed around the notion
of continuous cable “sections” that are connected together to form any kind of branched
tree structure [88]. So, the basic computational task is to numerically solve the cable
equation describing the relationship between current and voltage in a one-dimensional
cable. The spatial discretization of this partial differential equation is equivalent to
reducing the spatially distributed neuron to a set of connected compartments [39]. The
notion of section makes possible to separate the biological properties from the numerical
issue of compartment size [39]. In this context, each section is divided into a number
of segments of equal length: this number, which can have a different value for each
section [39], is denoted by the section parameter nseg [88]. At the center of each
segment there is a node, which is the location where the internal voltage of the segment
is defined: it is crucial to realize that the location of the second order correct voltage is
not at the edge of a segment but rather at its center [39].
In NEURON, time and space (continuous variables for biological neurons) are repre-
sented by using the discretization technique, which allows to approximate partial differ-
ential equations by a set of algebraic differential equations, which can be numerically
solved. The values of the continuous variable in the space and in the time are calculated
on a discrete series of point in the space (i.e, the nodes) for a finite number of time
instants, approximating, therefore, the continuous system to a piecewise linear system.
Accordingly, in the cable Equation (1.49), the term ∂
2V (x,t)
∂x2
(shown, for simplicity, with
∂2V
∂x2
) is replaced by
∂2V
∂x2
≈ V (x+ ∆x)− 2V (x) + V (x−∆x)
∆x2
(1.50)
and the temporal derivative is replaced by
∂V
∂t
≈ V (t+ ∆t)− V (t)
∆t
(1.51)
1.7 Pyramidal neurons of the Hippocampus
The brain is divided into several regions, each of which is responsible for different func-
tionalities. In particular, one of the most widely studied regions of the brain is the
hippocampus: in [1, 28, 109] it is hypothesized that the hippocampus is involved in the
intermediate term storage of the memories that can be consciously recalled, i.e. the
declarative memories [38]. The hippocampus contains two main interlocking parts: the
Ammon’s horn (or Cornu Ammoni (CA)) and the Dentate Gyrus DG. In particular,
CA3 and CA1 regions of the CA part have been proposed in [104] to be, respectively,
auto- and heteroassociative memories [38].
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Figure 1.15: The hippocampus is the ragion where memory resides. Main areas are
CA1, CA3 and DG.
The associative memory is one of the oldest Artificial Neural Network (ANN) paradigms [38].
The information managed by this are called activity patterns, which are representations
of processed elements in the network and are stored in the memory by means of the
Hebbian modification of the connections among the computing units. More precisely, in
the ANNs the knowledge is stored in the strengths of connections among the neurons.
Moreover, a memory is recalled when an activity pattern, which is a partial or noisy
version of a stored pattern, is instantiated in the network [38] and memory recalling
is characterized by how the synaptic connection strengths are plastic. A key feature
of hippocampus is the theta rhythm (4 − 8 ∼ Hz), which contributes to the memory
formation by separating storage and recall phases into different functional half-cycles.
The hippocampus contains two main types of cells: principal excitatory neurons, which
are the main information processors of this region, and a large variety of inhibitory
inter-neurons, which form connections locally [29, 102]. The excitatory neurons are the
pyramidal cells in CA3 and CA1, and the granule cells in the DG [38]. Pyramidal neurons
are so called because of the form of the soma (Fig. 1.16) and are characterized by having
the axon projected to other cortical or spinal regions and spiny dendrites that cross
the various layers of the cerebral cortex. Moreover, the dendrites are oriented parallel
to each other and in a perpendicular way with respect to the cortex surface (cortical
disposition), promoting an additions to the afferent signals. Pyramidal neurons are
present in CA with different functional characteristics: CA3 neurons are activated only
by certain sensory inputs, thus they have a precise spatial location and transmit signals
in one directions [79]; CA1 neurons behave like CA3 neurons, but in a less accentuated
way [31].
In Figure 1.15 it is possible to see that neurons belonging to the several areas of the
hippocampus are interconnected, forming neural networks very complex and articulated.
Moreover, DG neuron axons have synapses with apical dendrites of the CA3 pyramidal
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Figure 1.16: Pyramidal neuron of the cortical region CA1.
neurons. Finally, CA3 neuron axons have synapses with dendrites of the CA1 pyramidal
neurons.
The conduction of experiments on the neural networks of the hippocampus allows us to
understand the behaviour of the processes of encoding (storage) and retrieval (recall) of
memories.
Chapter 2
On the mechanisms underlying
the depolarization block in the
spiking dynamics of CA1
pyramidal neurons
Abstract. The prototyping and the development of computational codes for biological
models, in terms of reliability, efficient and portable building blocks allow to simulate
real cerebral behaviours and to validate theories and experiments. A critical issue is
the tuning of a model by means of several numerical simulations with the aim to repro-
duce real scenarios. This requires a huge amount of computational resources to assess
the impact of parameters that influence the neuronal response. In this Chapter, we de-
scribe how parallel tools are adopted to simulate the so-called depolarization block of a
CA1 pyramidal cell of hippocampus. Here, high performance computing techniques are
adopted in order to achieve a more efficient model simulation. Finally, we analyse the
performance of this neural model, investigating the scalability and benefits on multi-core
and on parallel and distributed architectures.
2.1 Main references
[6] Bianchi, D., Marasco, A., Limongiello, A., Marchetti, C., Marie, H., Tirozzi, B.,
Migliore, M. On the mechanisms underlying the depolarization block in the spiking dy-
namics of CA1 pyramidal neurons.
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Abstract. Under sustained input current of increasing strength neurons eventually stop
firing, entering a depolarization block. This is a robust effect that is not usually explored
in experiments or explicitly implemented or tested in models. However, the range of
current strength needed for a depolarization block could be easily reached with a random
background activity of only a few hundred excitatory synapses. Depolarization block may
thus be an important property of neurons that should be better characterized in exper-
iments and explicitly taken into account in models at all implementation scales. Here
we analyse the spiking dynamics of CA1 pyramidal neuron models using the same set
of ionic currents on both an accurate morphological reconstruction and on its reduction
to a single-compartment. The results show the specific ion channel properties and ki-
netics that are needed to reproduce the experimental findings, and how their interplay
can drastically modulate the neuronal dynamics and the input current range leading to
a depolarization block. We suggest that this can be one of the rate-limiting mechanisms
protecting a CA1 neuron from excessive spiking activity.
[14] De Michele P. et al.: Parallel tools and techniques for biological cells modelling.
Abstract. In this paper we show a way to use high performance computing techniques in
order to achieve a more suitable neural network simulation approach. Several mathemat-
ical models and software for biological cells modelling are described. The performance of
a modified and optimized biological neuron computational model, based on multi-thread
and message passing tools, are reported.
2.2 Introduction
In the computational neuroscience context, many research papers (as [6, 8, 25, 92]) use
parallel and scientific computing tools in order to perform simulations of complex neural
models. The building up of a neural model, reproducing a real scenario, requires long
and deep steps to tune several biological parameters through numerical simulations.
These tasks are needed to validate the model and they represent the critical issue in
terms of computational resources, both in the time and in the memory allocation. In
this Chapter, we focus on the model described in [6], where a single experiment repro-
duction has an average execution time of T ≈ 11h, on a “Intel Xeon E5410” CPU
at 2.33GHz with a single core run. The tuning phase of this model requires several
thousands of simulations, in order to determine the correct setting of overall biologi-
cal parameters that characterize the neuron. As a result, that it is very important to
find alternative strategies for reducing the impact of the simulation time in a single
experiment. Generally, neuroscience papers highlight the biological results, without to
deal with the computational aspects related to the parameter settings and/or to the
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simulation strategies adopted; they do not report detailed analysis of the (eventually)
parallel and distributed implementations of the model. Here, we analyse these aspects
for the model presented in [6], based on [92, 99], where the biological phenomenon of
the depolarization block for the CA1 pyramidal neuron of the hippocampus region is
investigated. Moreover, we have formalized the computational framework underlying
the model, and we present parallel tools exploited for efficient simulations. Finally, we
report the performance of the proposed parallel implementation, analysing its scalability
and benefits on multi-core and on parallel and distributed architectures.
2.3 Computational neural models with NEURON
To build up a computational model with NEURON, it is necessary to write numerous
codes that implement several biological aspects. In Figure 2.1, we briefly report the
scheme of a generic model in NEURON, which consists of four main packages.
Figure 2.1: Model of cell in NEURON.
The first set of codes concerns the morphology of the neuron. In fact, as mentioned in
Section 1.6.1, NEURON relies on the approach of compartmental modelling, hence the
geometry of a neuron is described in terms of cylindrical sections. Each section has ba-
sic properties, which are automatically inserted by the software environment, and other
mechanisms (i.e., channels) with their own properties, which can be explicitly inserted
into a section. The second group of codes is needed in order to introduce 3D spatial
information into the model. These codes are very useful to reuse, also in other models,
the definition of the neuron in a very simple way. In order to achieve this objective,
NEURON provides the templates. A template defines a prototype of an object from
which we can also create multiple copies. The third set of codes concerns the definition
of new mechanisms reproducing the dynamics of the channels characterizing a specific
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neuron, by using the model description language (NMODL) (see Section 1.6.1). Fi-
nally, the fourth class of codes is adopted to define the scheme reproducing the neuron’s
dynamic, in order to replicate behaviours characterizing the real neurons. The class dia-
gram illustrated in Figure 2.2 summarizes the representation of the first three packages
of a cell model in NEURON. In Section 2.4, we will discuss about the computational
framework of the model in [6].
Figure 2.2: Class diagram of a cell model in NEURON.
2.4 A morphological model of a CA1 pyramidal neuron
In [6] a morphological model of a CA1 pyramidal neuron is presented. This model uses a
CA1 pyramidal neuron implemented by merging the model in [92] (ModelDB accession
number 20212), including a large set of currents experimentally observed in the CA1
neurons, and the model in [99] (ModelDB accession number 112546), including updated
kinetics and distributions of dendritic channels (reviewed in [82, 83]). The authors focus
on a particular behaviour of pyramidal CA1 neurons, which regularly fire, with some
frequency adaptation, in response to constant increment steps of the input current Iinj .
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Although, from the experimental point of view, the behaviour of these neurons, in rela-
tion to values of the input current Iinj much beyond the range of the linear increases, has
not been sufficiently tested, it is well known that these cells could stop firing, reaching
a depolarization block in which the membrane potential, during the current injection,
remains constant, generally around to −40mV . Since very little is known regarding the
way in which the models are able to reproduce the depolarization block, in [6] the authors
explored the properties of the model of a CA1 pyramidal neuron, highlighting the con-
ditions under which the neuron is able to enter in a depolarization block. The biological
behaviour of the CA1 cell observed in vivo experiments is shown in Figure 2.3 [6]. As
we can see, the synaptic activity grows its frequency with the constant increment of the
input current Iinj , ranging from 0.3nA to 1.1nA. But starting from 1nA, it is possible
to observe the depolarization block: after an initial synaptic activity, the potential stills
to a constant value of −40mV .
Figure 2.3: CA1 neurons spiking patterns in response to increasing steps for current
Iinj from 0.3nA to 1.1nA, observed in vivo experiments [6].
From a computational point of view, the CA1 pyramidal neuron is a complex frame-
work requiring a lot of classes that model the neuronal morphology and the numerical
dynamics. In order to reproduce a particular biological phenomenon, such as the depo-
larization block, it is necessary to properly set up all the parameters characterizing the
CA1 model (a small part of this is shown in Figure 2.2), and the synaptic mechanisms
that regulate the opening and closing of the ion channels. The first aim of the authors
of [6] was that to determine which mechanism is responsible for the depolarization block.
As illustrated in Figure 2.4, they proved that the NaT and KDR currents are sufficient
to achieve the depolarization block.
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Figure 2.4: Model response to 0.2nA and 0.4nA depolarizing pulse of external current
injected in the soma [6].
Although a suitable formulation for the NaT and KDR currents is needed to achieve
depolarization block, of course these are not enough to reproduce the major experimental
features that authors were interested to model in [6]. In fact, comparing Figures 2.3
and 2.4 we can observe different behaviour between the real cell and the model: this
latter reproduces a depolarization block already starting from 0.4nA, then the potential
assumes constant value equal to −20mV . This is not compliant with the real behaviour
of the cell observed in the in vivo experiments, in which the depolarization block occurs
for current injection starting from 1nA and, after this, the potential assumes a constant
value equal to −40mV . Moreover, further increasing the current injection, we can see
that the depolarization block no longer occurs, as shown in Figure 2.5.
Finally, the authors of [6] have also found that both the KM or the KmAHP currents were
able to reduce the potential to that observed in the in vivo experiments (−40mV ), as
shown in Figures 2.6 (for KM ) and 2.7 (for KmAHP ). Hence, when all parameters and
synaptic mechanisms were set, the model has accepted all the conditions that authors
have defined to characterize the experimental recordings, as shown in Figure 2.8, where
it is possible to observe the same behaviour observed in Figure 2.3.
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Figure 2.5: Model response to 0.5nA and 2nA of external current injected in the
soma [6].
Figure 2.6: Model response to 0.3nA and 0.7nA of external current injected in the
soma using the KM current [6].
Figure 2.7: Model response to 0.25nA and 0.6nA of external current injected in the
soma using the KmAHP current [6].
2.5 Parallel tools for CA1 model
The tuning phase of the biological parameters and current mechanisms characterizing
this complex model has required several thousand of simulations in order to reproduce,
in the correct way, the depolarization behaviour. As just stated, a serial simulation gives
execution times that are incompatible with the ability to replicate the biological phe-
nomenon within a reasonable time-scale. In this Section we show how parallel techniques
could be implemented in order to reduce the overall simulation time. As we can see in
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Figure 2.8: Model response to increasing steps for current Iinj from 0.3nA to 1.1nA
injected in the soma [6].
Figure 2.9, we started from the neuron’s dynamic package (in the green box), which re-
produces the experiments on the CA1 cell, in order to properly set up the parameters of
the neuron’s morphology and the mechanisms of the neuron’s mechanisms packages (in
the yellow boxes). Notice that the codes in the neuron’s 3D spatial information package
remain unchanged.
Figure 2.9: The packages of the CA1 model.
Figure 2.10 shows the computational tree implemented in the neuron’s dynamics pack-
age. More in detail, firstly we created the synaptic connections stimulating the neuron
with the procedures create syn NMDA() and create syn GLU(). Then, we resorted to
the procedure init(), which is devoted to the code instrumentation. In particular, the
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Figure 2.10: Procedure calls for the simulations of the CA1 model.
potential values at each time step and the times at which cell fires, are recorded by
the procedures potential record(), hh record Michele() and spikerecord(). Fi-
nally, the procedure kernel() (in the red box), is called (by init()) several times
in order to reproduce the laboratory experiments. This represents the most expen-
sive part of the package. More in detail, kernel() calls the sub-procedures for the
placement of the synapses (place syn NMDA() and place syn GLU()), the application
of the electrical stimuli to the synapses by instantiating NEURON’s NetCon objects
(stimul syn()) and the firing output information (potential hh syn print2() and
spikeout()). kernel() also calls the standard procedure run() (in the orange box),
which integrates the model, calling in turn the procedures stdinit() (to initialize the
model invoking the native NEURON method finitialize() ) and continuerun() (to
perform the simulations invoking the native NEURON method fadvance()).
The procedure run(), called by kernel(), impacts on the ∼ 99% of the overall ex-
ecution time, hence a crucial step is to speed up the overall simulations by changing
this procedure. Here, using a parallel methodology available on the Problem Solving
Environment (PSE) NEURON, we re-implemented all the neuron’s dynamics package
with new parallel codes. This PSE provides a complete suite of parallel tools, which al-
low for free to implement parallel strategies on a cluster of workstations or any parallel
computer.
As shown in Figure 2.11, we introduced a parallel layer where the underline communi-
cation tool is the Message Passing Interface (MPI), drawn in the blue box. The yellow
boxes represent the sequential part of the code, related to the sections of the cell (in the
orange box) splitted among the available N processors (in the white boxes). NEURON’s
classes that allow the communications among the sections, resorting to MPI, are shown
in the green boxes. More in details, the NEURON’s multisplit technique [43] splits the
cell into the minimum number of pieces required for load balance. This approach leads
several advantages: firstly, it is not necessary to change the code defining the cell type
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Figure 2.11: Parallel framework for the CA1 model.
(i.e., the implementation of the morphology, 3D spatial information and mechanisms of
the neuron); moreover, it allows you to exploit, in the best possible way, the available
computing resources. NEURON provides a complete suite of parallel tools, which are
shown in the class diagram represented in Figure 2.12.
In the Algorithm 1 the parallel version of the procedure kernel(), called P kernel(),
is listed. We remark that the procedure run() is replaced by statrun(), which, call-
ing the native NEURON method psolve(), integrates the model in a parallel con-
text. P kernel(), in order to properly invoke the procedure statrun(), which calls
the method psolve() on any processor holding a set of cell sections, needs to interface
with the classes ParallelNetManager and ParallelContext that manage the set up
and the running of a parallel simulation. In particular, the class ParallelNetManager
contains a collection of methods that can be used to manage the splitted cell. We have
adapted the basic functions of the multisplit, by introducing necessary changes to its
features. Obviously, the introduction of the parallelization implies the need to address
several administrative problems. For example, processors can manage only the sections
assigned to them. The NEURON’s method section exists() is used in order to check
the access to various cell sections; it returns 1 if the section exists and can be used, 0
otherwise.
Remarks on the performance of the parallel application are discussed in Section 2.6.
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Figure 2.12: Class diagram representing the parallelization scheme in NEURON.
2.6 Performance results
We have performed the simulations with NEURON (version 7.1), by using the model
files available on ModelDB (http://senselab.med.yale.edu/ModelDB/), with identi-
fication number 143719 [7]. All simulations were run with MPI using up to 32 cores on
two different parallel systems: the S.Co.P.E. Grid infrastructure at University of Naples
Federico II, Naples, Italy, and the CRESCO3 infrastructure of the ENEA Research
Center, Portici, Naples, Italy. The S.Co.P.E. infrastructure consists of 304 blade servers
each of which equipped with 2 “Intel Xeon E5410” 4−cores CPU (8−cores for each
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Algorithm 1 A light view of the P kernel() procedure
1: proc P kernel() {
2: ...
3: for i th sim = 1, number of simulations {
4: dbl precision(32)
5: pc.multisplit()
6: pc.set maxstep(100)
7: ...
8: /*** Synapse placement phase ***/
9: P place syn GLU NMDA(number of glu synapses)
10: P place syn NMDA(number of NMDA synapses set1,
number of glu synapses)
11: ...
12: /*** Synapse stimulation phase ***/
13: P stimul syn(number of glu synapses, number of nmda synapses set2,
synapse weights)
14: ...
15: /*** Integration phase ***/
16: statrun(tstop)
17: ...
18: /*** Output information phase ***/
19: if (section exists(‘‘soma’’, 0))
20: P potential hh syn print2(number of glu synapses, section name,
i th sim+1)
21: ...
22: if (section exists(‘‘soma’’, 0)) P spikeout()
23: ...
24: pc.done()}}
node) at 2.33GHz (2432 cores in total), connected with 10Gbps Infiniband links, with
8 or 16GB/RAM per node. The CRESCO3 infrastructure consists of 84 blade servers
each of which equipped with 2 “AMD Opteron 6234TM” 12−cores sockets (24−cores
for each node) at 2.4GHz (2016 cores in total), connected with 40Gbps Infiniband links,
with 64GB/RAM per node. Despite to the large number of cores available for the sim-
ulations, the choice of using up to 32 cores is related to the fact that, in general, the
multisplit method well scales with test models on shared memory machines up to 8
processors and gives worthwhile reduction in runtime on 16 processors [43].
In order to evaluate how the model scales on the multi-core architectures mentioned
above, in the following we report performance test results related to the number of
involved cores and blade servers. In these tests, we fixed the maximum piece size factor
to 0.3: thus, we split the cell in a certain number of pieces, also depending on the number
of available cores, which size is at most 30% of the initial size. The multisplit technique
requires several phases for the resolution of the neural model. In detail, the overall
execution time (i.e., run time) is given by the sum of the amount of time required for
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setting the split of the cell (i.e., set up time), the time spent by the hosts waiting for the
other cores (i.e., wait time), the amount of time required for each core to complete its
part of calculation (i.e., step time), and the amount of time spent by the processors to
communicate with each other (i.e., the split-cell communication time). In Table 2.1 we
show the details of the execution of the model related on several multisplit simulations
up to 4 blade servers of the S.Co.P.E. infrastructure (32 cores), and in Table 2.2 we
report results related to multisplit simulations up to 2 blade servers of the CRESCO3
infrastructure (32 cores). We remark that the execution times reported in Tables 2.1
and 2.2 are related to a light execution of the model: all the procedures described in
Section 2.5 are executed just 1 time. Moreover, values for runtime (Run), set up time
(Set up), wait time (Wait), step time (Step) and split-cell communication time (SCCT)
are expressed in seconds (s). Finally, the speed-up (S-UP) and the relative efficiency
(EFF) are reported.
From Table 2.1 we note that the model well scales on a single server (node) of the
S.Co.P.E. infrastructure, moving from 1 up to 8 cores, where the speed up is 5.11 with
respect to the single core test and the efficiency is equal to 64%. Moving from 1 up
to 4 nodes, for a maximum number of 32 cores, we observe an high worsening of the
performance. In particular, the step time remains substantially the same with 8, 16 and
32 processors, while observing slight worsening of the order of some tens of seconds,
but is the split-cell communication time that affects the performance. This is due to
two facts: firstly, moving from 8 to 16 and 32 cores, the memory is not shared, hence
the communications have a tremendous impact on the performance; secondly, as we can
see in Figure 2.13, the load imbalance becomes too high, thus, further increasing the
number of cores, we can only observe a performance degradation. More in detail, the
load imbalance is computed by NEURON using the following rule
100× cmax× nhosts
c
− 100
where cmax is the maximum complexity (equal to ∼ 6640) for a specific processor, nhosts
is the number of processors used in the simulation and c is the total complexity of the
model (equal to ∼ 17500).
Servers×Cores Run Set up Wait Step SCCT S-UP EFF
1×1 2396 0 0 2396 0% 1 1
1×8 469 0.83 0.001 451 17 5.11 0.64
2×8 969 0.97 0.004 466 502 2.47 0.15
4×8 2101 1.99 0.014 471 1628 1.13 0.04
Table 2.1: Performance in function of the number of involved cores for a multisplit
simulation up to 4 blade servers of the S.Co.P.E. infrastructure.
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Figure 2.13: Percentage of load imbalance related to the complexity of the model in
function of the number of processor used.
Also from Table 2.2 we observe that the model scales on a single server (node) of the
CRESCO infrastructure, moving from 1 up to 16 cores. In detail, with 8 cores the
speed up is 4.28 with respect to the single core test and the efficiency is equal to 54%.
Moreover, with 16 cores the runtime is 4.34s and the efficiency is 15%. This fact confirms
what has been said before: the shared memory among the cores positively impacts
on the performance. On the other hand, increasing the number of cores gives a load
imbalance too high (see Figure 2.13) and this fact negatively impacts on the performance.
In particular, the step time remains the same, and the split-cell communication time
decreases in the order of about ten seconds. Moving from 1 up to 2 nodes, for a maximum
number of 32 cores, we observe a worsening of the performance, due to the load imbalance
and to the communications among the cores.
Servers×Cores Run Set up Wait Step SCCT S-UP EFF
1×1 1 0 0 1764 0 1 1
1×8 412 0.68 0 373 38 4.28 0.54
1×16 406 0.75 0 376 29 4.34 0.27
1×24+1×8 425 0.98 0.001 362 62 4.15 0.13
Table 2.2: Performance in function of the number of involved cores for a multisplit
simulation up to 2 blade servers of the CRESCO3 infrastructure.
Finally, we also performed other tests in order to evaluate the impacts of a variation of
the maximum piece size factor. In some cases, we observed slight improvements of the
performance, but not such as to considerably impact the speed ups.
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2.7 Conclusions
The simulation of biological neurons is a challenging application from a computational
point of view. The calibration and the set up of a neuronal cell require mathematical
models in order to simulate the biological behaviour, dependent of the cell type, and
sophisticated programming environments for developing simulation codes. In the prac-
tice, building up a model that mimics the real behaviour of a biological cell, requires
algorithms and communication strategies computationally expensive. In this Chapter
we proposed a parallel implementation of an existing CA1 cell model, adopted to sim-
ulate the depolarization block effect. Our aim has been to formalize the computational
model and to analyse the performance of the proposed parallel code on a multi-core
architecture. We have observed that the main problem that has to be overcome is the
communication among the compartments of a cell in a parallel simulation environment.
We remarked that the cell model does not well scale on a cluster computing environ-
ment, when the spike communications are not carried out on a dedicated bus. Thus,
we strongly suggest to resort to general-purpose simulation environments that support
parallel multi-core programming, as massively parallel GPU architectures. In future
research lines we will investigate the compatibility of NEURON with GPU computing,
which it is not available at this time.
Chapter 3
Effects of increasing
CREB-dependent transcription
on the storage and recall
processes in a hippocampal CA1
microcircuit
Abstract. Although the building up of models of single biological neuron is very interest-
ing to understand neuronal dynamics and behaviours, it is through the implementation
of neural network models that we can study the effects of how the synaptic activity of a
cell are reflected on the other neurons. Neural networks consist of several kinds of cells
interconnected among them. Thus, the tuning of a large number of biological parameters
and synaptic mechanisms of several different cells that belong to the network, is a more
critical issue than in the case of the models of single neurons. As a result, the cor-
rect setting of the parameters characterizing a network model is tremendously expensive,
from a computational point of view. In this Chapter, we present the effects of increasing
cAMP Response Element Binding protein (CREB)-dependent transcription on the stor-
age and recall processes in CA1 microcircuit of the hippocampus, and we describe how
parallel tools can be adopted to simulate biological behaviours experimentally observed.
Here, we resort to a parallel computing strategy in order to achieve efficient and reliable
simulations. Finally, we analyse the performance of the proposed model, investigating
the scalability and benefits on multi-cores and on parallel and distributed architectures.
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3.1 Main references
[8] De Michele P. et al.: Effects of increasing CREB-dependent transcription on the
storage and recall processes in a hippocampal CA1 microcircuit.
Abstract. The involvement of the hippocampus in learning processes and major brain
diseases makes it an ideal candidate to investigate possible ways to devise effective thera-
pies for memory-related pathologies like Alzheimer’s Disease (AD). It has been previously
reported that augmenting CREB activity increases the synaptic Long Term Potentiation
(LTP) magnitude in CA1 pyramidal neurons and their intrinsic excitability in healthy
rodents. It has also been suggested that hippocampal CREB signaling is likely to be
down-regulated during AD, possibly degrading memory functions. Therefore, the concept
of CREB-based memory enhancers, i.e. drugs that would boost memory by activation of
CREB, has emerged. Here, using a model of a CA1 microcircuit, we investigate whether
hippocampal CA1 pyramidal neuron properties altered by increasing CREB activity may
contribute to improve memory storage and recall. With a set of patterns presented to a
network, we find that the pattern recall quality under AD-like conditions is significantly
better when boosting CREB function with respect to control. The results are robust and
consistent upon increasing the synaptic damage expected by AD progression, supporting
the idea that the use of CREB-based therapies could provide a new approach to treat AD.
[20] De Michele P. et al.: A Performance Evaluation of a Parallel Biological Network
Microcircuit in NEURON.
Abstract. A critical issue in biological neural network modelling is the parameter tuning
of a model by means of the numerical simulations to map a real scenario. This approach
requires a huge amount of computational resources to assesses the impact of every model
value that, generally, changes the network response. In this paper we analyse the perfor-
mance of a CA1 neural network microcircuit model for pattern recognition. Moreover,
we investigate its scalability and benefits on multicore and on parallel and distributed
architectures.
3.2 Secondary references
[15] De Michele P. et al.: A CUBLAS-CUDA Implementation of PCG Method of an
Ocean Circulation Model.
[16] De Michele P. et al.: Inverse preconditioning techniques on a GPUs architecture
in global ocean models.
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[17] De Michele P. et al.: An inverse preconditioner for a free surface ocean circulation
model.
[18] De Michele P. et al.: A smart GPU implementation of an elliptic kernel for an
ocean global circulation model.
[19] De Michele P. et al.: A regularized MRI image reconstruction based on Hessian
penalty term on CPU/GPU systems.
[90] De Michele P. et al.: 3D Non-Local Means denoising via multi-GPU.
[23] De Michele P. et al.: 3D data denoising via nonlocal means filter by using parallel
GPU strategies.
3.3 Introduction
The step immediately following the implementation of models of single neurons is the
building up of neural network models, in order to understand how the synaptic activity
of a specific cell is reflected on other neurons. As stated in Chapter 2, there exist
several neuroscience papers describing the biological phenomena reproduced by means
of computational models, but these rarely describe the computational aspects to be
taken into account for the implementation of these latter. It is clear that if the building
up of a model of single neuron is very expensive from a computational point of view,
then the implementation of a neural network model is even more onerous. Accordingly,
in the neuroscience literature, it is easier to find models of single neuron rather than
neural networks. In fact, comparing the results carried out by a search on ModelDB
(http://senselab.med.yale.edu/ModelDB/), a reference database for computational
neuroscience models, we can observe that the number of neural network models is almost
half compared to those of single neurons (265 vs. 416). In this Chapter, we refer to the
biological neural network model described in [8] and published in [9], for studying and
understanding the effects of increasing CREB-dependant transcription on the storage
and recall processes, also focusing on the computational aspects and solutions needed
to properly tune the overall biological parameters characterizing this network model.
3.4 Biological overview
In the process of memory formation, storage and recall is a central, and to a large extent
not understood, task carried out by the brain. A better understanding of the under-
lying processes is crucial to devise effective therapies for memory-related pathologies
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like Alzheimer’s Disease (AD). An important, but difficult, aspect in this context is to
integrate the discoveries made at the cellular level during memory formation into the
higher order, system-level, organization of the neuronal networks that encode memories.
Although it is well known that encoding of facts and events (declarative memory) first
takes place in the hippocampus [12], the molecular alterations of CA1 pyramidal neurons
that result from experience- or learning-dependent synaptic activation are complex and
still not fully identified.
It is now clear, however, that robust activation of CA1 synaptic inputs by CA3 axonal
stimulation, leading to long-term potentiation (LTP) of the AMPA receptor current at
these synapses, occurs during memory formation [108]. This robust activation of CA1
inputs results in calcium entry in the post-synaptic neuron and activates a variety of
transcription factors [35], the most studied of which is the cAMP Response Element
Binding protein (CREB). Recent work has characterized CREB-dependent neuronal
alterations in some detail (see [3] for a review). In particular, CREB-activated neurons
display a higher number of synapses containing only NMDA receptors (silent synapses),
more spines, a higher magnitude of LTP, and increased excitability [4, 27, 51, 73, 77].
Furthermore, it has been recently shown that increasing CREB activity in the CA1 or
dentate gyrus regions of the hippocampus enhances memory formation in rodents [96,
97].
These results suggest that CREB-dependent transcription of specific genes must, at
least in part, drive memory encoding [56, 72] through a number of neuronal adapta-
tions mediated by CREB-dependent gene transcription. By exploiting pharmacological
manipulation of these adaptations, one could improve memory processes impaired by
dysfunctions or diseases [10, 105]. The problem of how CREB-dependent neuronal al-
terations in synaptic strength, excitability, and LTP (as observed at the single neuron
level using biological tools), can improve memory formation has so far escaped detailed
investigation. In this paper, we have implemented a simplified CA1 network to inves-
tigate how and to what extent different cell properties, altered by increasing CREB-
dependent transcription, may contribute to improve or rescue stored memory patterns
under control and pathological conditions.
3.4.1 Neurons and network architecture
Our network reconstruction and its operation are based on the ideas discussed in several
papers, originating from the work in [38] and recently implemented, using several impor-
tant experimental constraints, in [25]. The network consists of 100 CA1 neurons with 4
types of inhibitory inter-neurons (1 iOLM, 2 iB, 1 iBS and 1 iAA), and is schematically
Chapter 3. Effects of increasing CREB-dependent transcription 46
illustrated in Figure 3.1 A. Each kind of inter-neuron has a specific function in modu-
lating not only the overall network function, but also the I/O properties of the principal
neurons and, especially, the synaptic plasticity processes leading to memory storage.
For the iOLM, iB, iBS and iAA we used the models implemented in [25] (ModelDB
acc.n. 123815). Each inter-neuron is connected to all CA1 neurons in the appropriate
dendritic/somatic/axonal region (iOLM in distal dendrites, iB in soma, iBS in proximal
dendrites and iAA in axon). The network has three main input signals: excitatory inputs
coming from EC (20 inputs) and CA3 Schaffer collateral (100 inputs), and inhibitory
signals coming from the septum (10 inputs). The two excitatory pathways (EC and
CA3) represent preprocessed sensory information and direct cortical contextual input
from internal memory. They are modelled with bursts of synaptic activations at an av-
erage frequency in the gamma rhythm range (30-80 Hz), riding on top of a theta rhythm
(4 − 8Hz), as suggested by both experimental [30] and theoretical [69] works. The EC
input activation precedes CA3 inputs by 9ms on average, consistent with experimental
data [68, 101]. In detail, EC cells were modelled as independent noisy spike trains,
using a pre-synaptic spike generator. A spike train consisted of spikes at an average
gamma frequency of 40Hz, with spike times Gaussian-distributed around an average ISI
of 25± 0.2ms. CA3 pyramidal cells were modelled as spike trains of the same form and
with the same characteristics (mean frequency and noise level) as the EC cells. Each
CA3 input makes two synaptic connections on the proximal dendrite of all CA1 neurons
(one AMPA and one NMDA synapse), and each EC input forms two synaptic contacts
on distal dendrites (AMPA synapses) with 20 different, randomly selected, CA1 neurons.
The septal input is modelled as bursts of synaptic activations at a mean frequency of
50Hz and length equal to a third of a theta cycle.
CA1 neurons had the same morphology template used in [25] but with different distri-
butions of ionic currents. Therefore each cell was implemented with 15 compartments:
soma, axon, two sections for basal dendrites (oriens proximal and distal compartments),
three sections for trunk (radiatum proximal, medial, distal compartments) and three
sections for distal dendrites for each of the two branches (lacunosus moleculare thin,
medium and thick compartments). Neurons included a transient Na+ current, potas-
sium KDR, KA, and KM currents, the non-specific Ih current, three main types of
calcium currents (CaT , CaN , and CaL), slow and fast calcium-dependent K
+ currents
(KAHP and KC), and a calcium extrusion mechanism. All currents were taken from
a recent model [6] (ModelDB acc.n. 143719), and reproduce the depolarization block
observed in these neurons. The calcium currents were distributed according to the ex-
perimental findings [76], the KA and Ih increased linearly with distance from the soma
[50, 75], and the KAHP and KC currents were uniformly distributed. The peak conduc-
tances of the ionic currents were adjusted to qualitatively reproduce specific experimental
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Figure 3.1: Diagram of the hippocampal CA1 microcircuit used in all simulations.
A) Schematic representation of cell types and their connectivity; arrows and small ovals
represent excitatory and inhibitory connections, respectively; EC: entorhinal cortex in-
put; CA3: Schaffer collateral input; AA: axo-axonic cell; B: basket cell; BS: bistratified
cell; OLM: oriens lacunosum-moleculare cell; SEP: Septal GABA input; active CA3
inputs are represented by a red outline. B) Schematic representation of the synaptic
connections on a CA1 neuron; (left) All connections, (middle) active connections during
a storage cycle, (right) active connections during a recall cycle. Black and white circles
represent excitatory and inhibitory connections, respectively.
findings [73] in control and increased CREB conditions. Both the relative cell propor-
tions and the connectivity of the network are consistent with previous implementations
Chapter 3. Effects of increasing CREB-dependent transcription 48
of similar networks [25, 38].
3.4.2 Synaptic plasticity
In [8], synaptic weights evolve with a Spike Time Dependent Plasticity (STDP) rule,
according to which long-term synaptic plasticity critically depends on the relative timing
of pre- and post-synaptic activity in the millisecond range. In principle, all kinds of
synapses should follow specific synaptic plasticity rules, undergoing LTP or long term
depression (LTD) according to the local pre- and post-synaptic activity. However, there
is not enough experimental evidence to constrain the plasticity rules for all types of
synapses used in the network. We have thus initially implemented synaptic plasticity
only for the CA3 inputs on CA1, fixing all the other peak synaptic conductances to
values consistent with experimental observations. Synaptic plasticity of all synapses will
be explored in a future work. Interestingly, the rules for STDP vary widely within brain
region, cell, and synapse type [5]. During storage we have applied a STDP learning
rule specific for the hippocampus, based on the experimental findings in [87]. Therefore,
the induction of LTP or LTD (i.e. the change of the peak synaptic conductance) is
determined by the correlation of the pre- and post-synaptic activation as follows:
gpeak(t) = g
0
peak +A(t)
with
A(t) = A(t− 1)×
1− d× e− ((tpost−tpre)−M)
2
2V 2
V
√
2pi

for (tpost − tpre) < 0 and
A(t) = A(t− 1) + (gmaxpeak − g0peak −A(t− 1))× p× e− (tpost−tpre)τ
for (tpost − tpre) > 0.
A is always ≥ 0 and represents the degree of potentiation. The constants M = −22ms,
V = 5ms, τ = 10ms reproduce the critical time window found in [87]. The g0peak denotes
the initial peak conductance and gmaxpeak its maximum value. The parameters p and d are
chosen in such way that, during a time span of 16s, the potentiated and depressed values
for the peak synaptic conductance are consistent with experimental findings [87]. As
in [25], the plasticity rule was activated when the local membrane potential crossed
a −55mV threshold, consistently with experimental findings suggesting that the post-
synaptic neuron did not have to produce an action potential to elicit the plasticity
process [32].
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Finally, the effect of the putative GABA-B inhibition during the storage phase was
modelled by reducing the AMPA component of the CA3 synapses by a 0.4 factor (as
in [25]).
3.4.3 Storage and recall
Storage and recall were implemented according to the papers [25, 38, 69]. Inputs from
EC and CA3 arrive in CA1 at different phases of a theta cycle. During a half theta
cycle, a strong EC input promotes the synaptic modification needed to encode a new
pattern, while in the other half theta cycle the CA3 input retrieves old associations
without the EC contribution. The storage and recall processes are schematically illus-
trated in Figure 3.1 B, where the complete microcircuit built around a CA1 neuron and
the relevant pathways active during each phase are shown. During the storage cycle,
the EC inputs activate the (20 randomly selected) CA1 neurons and the iB and iAA
interneurons. The CA3 inputs activate iAA, iB, iBS and all the CA1 neurons, with a
9ms delay with respect to EC. The iAA and iB generate an inhibitory signal on the
CA1 [60], therefore preventing iOLM activation. Note that iB inhibits iBS during the
storage phase, so that it is out of phase with the iB and IAA [61] (see the storage phase
in Figure 3.1 B). If the coincident activity of EC and CA3 on any given CA1 neuron is
strong enough, it will be able to potentiate the corresponding synapses, thus storing an
object composed by the set of features present in the EC path.
During recall (Fig. 3.1 B, right), the septum is active, inhibiting all the inter-neurons.
CA1 neurons are relieved from inhibition and activate the iOLM (overcoming septal
inhibition). This will in turn inhibit CA1 distal dendrites, preventing any contribution
from the EC. The CA3 input will overcome the inhibition only in those CA1 neurons
targeted by potentiated synapses, generating spikes in cells that represent the stored
pattern. The activation of iBS by the active CA1 neurons will be higher than septal
inhibition, and will prevent firing of CA1 cells not belonging to the correct pattern.
3.4.4 Recall quality
The input and output patterns are binary sequences indicating the state of activity
(firing +1/quiescent 0) of each neuron. After supplying an input pattern with nP active
neurons for storage, the quality of the recall (ranging from 0 to 1) is measured by its
correlation with the output pattern, calculated as the normalized dot product:
q(P, P ′) =
∑N
i=1 Pi × P ′i√∑N
i=1 Pi ×
∑N
i=1 P
′
i
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where P is the input pattern, P ′ the output pattern and N the total number of CA1
neurons.
In general, a higher quality reflects a better recall. More specifically, q = 1 indicates
that the input and output patterns are the same, while q = 0 indicates either that
the output has no active CA1 neurons in common with the input, or that all cells are
quiescent. A pattern was considered correctly recalled if its recall quality, q, was above
the threshold Th. This value corresponds to the quality of recall of an output pattern
in which all neurons are active. For this network (N = 100, nP = 20): Th = q(P, P ′) =
20√
20×100 = 0.4472. It should be noted that this way to calculate the quality of recall is
quite restrictive, since it considers the activity of all the nP = 20 neurons belonging to
a given pattern, rather than 20 randomly chosen neurons. In the latter case, it will be
q(P, P ′) = 4√
20×20 = 0.2 since there are on average 4 active neurons in common between
input and output.
The binary sequence corresponding to the output pattern is formed by considering the
CA1 spiking activity during a sliding 5ms time window inside the theta hemi-cycle in
which an input is presented to the network. Preliminary calculations using a 10ms
window (as in [25]) did not result in qualitative differences. For each window a binary
vector of length 100 is formed, with 0 or 1 according to whether there is at least one
CA1 spike within the time window. Each theta recall hemicycle thus contributes with
a set of independent values to the average quality. Cases in which there were no spikes
over an entire theta recall hemi-cycle were termed “silent cycles”.
In [8], we tested two different ways to measure the recall quality, excluding (Q1) or
including (Q2) silent cycles. Q1 was defined as the average of the quality values obtained
from all time windows with at least 1 spike, i.e silent theta recall hemi-cycles were not
considered (as in [25]); Q2 included silent cycles, which contributed to the average quality
with a zero value. Note that these two measures highlight different aspects of the output,
Q1 focusing more on the “quality” of the output patterns, whereas Q2 is more sensitive
to their “quantity”. As discussed in details later, we found Q1 more consistent with
experimental findings. We therefore took this as a measure of recall quality in most of
the following simulations.
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3.5 Biological results
3.5.1 CA1 model
The main aim of work in [8] is to investigate the effects of increased CREB activity on
the processes of pattern storage and retrieval in a hippocampal CA1 neuronal network.
Experimentally, it has been shown that CA1 neurons become more excitable when higher
CREB levels are present [27, 36, 73, 112]. The experimental results obtained in [73],
reported in the plot of Figure 3.2 A, were chosen as reference data for our CA1 model.
These authors explored the role of CREB in modulating the excitability of CA1 neurons
by performing single cell recordings in mice that over-express a constitutively active
form of CREB (VP16-CREB) in a regulated manner. Among other results, they found
that transgene expression increased neuronal excitability (Fig. 3.2 A) and inhibited slow
and medium potassium currents responsible for after-hyper-polarization currents. We
have thus implemented a reduced model of CA1 pyramidal neurons that qualitatively
reproduced the experimental findings on the effects of CREB on intrinsic neuronal ex-
citability. The results are shown in Figure 3.2 A. We first found the peak channels
conductances that qualitatively reproduced the number of action potentials elicited as
a function of the somatic current injection under control and, especially, under CREB
conditions (Fig. 3.2 A). The effect of CREB (Fig. 3.2 A, circles) was modeled by de-
creasing the peak conductance of after-hyper-polarizing currents by the same proportion
found in [73], i.e. 52% for mAHP current and 64% for sAHP current. As can be seen,
the model results were in good agreement with the experimental findings, reproducing
the linear increase of APs with input strength and the roughly 2-fold increase observed
for higher CREB levels.
Since we were interested in network properties, we then tested whether the CREB-
mediated increase in excitability could also be obtained via synaptic inputs, a condition
more similar to in vivo activity. Because of the highly non uniform dendritic distribu-
tion of ion channels in these neurons (reviewed in [81]), this is important information
that cannot be simply inferred from somatic currents injections. We thus carried out
additional simulations stimulating the neuron with the synaptic inputs modelling the
activation of the CA3 neurons. The results obtained with increasing strengths of synap-
tic conductance are shown in Figure 3.2 B and confirm that, also in this case, the model
exhibits the same excitability profiles in control and CREB conditions. These results
validate our single neuron model against experimental findings under somatic current
injection, and suggest that CA1 neurons excitability increases under CREB, with respect
to control, both under a somatic current injection and synaptic inputs.
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Figure 3.2: Input/Output properties of CA1 neurons under control and increased
CREB function. A) Number of APs triggered in response to 1s depolarizing somatic
current injection under control and CREB conditions: experimental findings, taken
and redrawn from [73] and results obtained from the model using the same stimulation
protocol. B) Number of APs elicited in a model neuron during 1s simulations of
synaptic activity as a function of the AMPA receptor peak conductance at the CA3-
CA1 synapse. Synapses were randomly activated.
3.5.2 Storage and recall of a single pattern
The effect of CREB involves not only the neuron’s excitability but also the magnitude of
LTP. We had previously studied the consequences of expression of a constitutively active
form of CREB on synaptic function in the rodent hippocampus using viral mediated gene
transfer in vivo [77]. We had observed that increasing CREB function leads to both
an enhancement of NMDA receptor mediated synaptic responses and to an increase
in the magnitude of AMPA receptor-mediated LTP, compared to the control neurons.
More specifically, the increase in the AMPA receptor mediated Excitatory Post Synaptic
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Currents (EPSCs) after LTP induction were larger after CREB activation than in control
neurons (by 266% in the CREB case, by 164% in the control case). We therefore also
took into account this result in our model. In summary, during a storage cycle we
simulate the control case by setting gmaxpeak = 1.64g
0
peak , and the CREB case by:
• decreasing the peak conductances of mAHP and sAHP currents by 52% and by
64% respectively;
• setting gmaxpeak = 2.66g0peak.
In all simulations, we used g0peak = 0.45nS. This value was chosen in such a way as not
to have spurious spikes during the random background activity.
The network stores and recalls patterns during the two hemi-cycles of the theta rhythm,
intermixing storage and recall [38]. In preliminary simulations, we found that 25 seconds
of simulation time, i.e. 100 theta cycles, was enough to allow the synaptic weights to
reach an equilibrium value. In Figure 3.3, we show typical results for a few synaptic
weights during a simulation. In about 16s, the conductance peaks reach a maximum
value (as in the experimental protocol in [87]) and, for the remaining time, they oscillate
within the same range. Although the qualitative time course of the weights is the same
under control or CREB conditions, the higher neuronal excitability and LTP magnitude
under CREB results in the weights reaching a higher value (Fig. 3.3, right). This effect is
robust and was observed for different values of the parameters modulating the plasticity
mechanism (not shown). In Figure 3.4, we show typical simulation results during a 1s of
simulation, after weight equilibration, under control (Fig. 3.4, left) and CREB (Fig. 3.4,
right) conditions. The same pattern is recalled on each gamma for all theta cycles.
The somatic membrane potential of one of the CA1 neurons belonging to the input
pattern (Fig. 3.4, bottom plots) shows that CA1 cells are more active during the recall
cycles in the increased CREB case with respect to control. However, in both cases, their
spiking activity very closely matches the expected recall, resulting in a very high quality
value in all those cases where the CA1 neurons belonging to a pattern generated an AP.
This occurs because all the expected 20 CA1 cells generate at least one spike within
the theta recall hemi-cycles (in almost all cases). These results suggest that increased
CREB activity does not lead to much difference from the control case in terms of the
overall quality of the recall (q), although the higher cell excitability may suggest a better
robustness of the output during pathological conditions.
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Figure 3.3: Plasticity of synaptic weights. Time course for the peak conductance
of selected CA3 active synapses (7 out of 100), targeting one of the CA1 neurons
involved in a pattern presented during a simulation (100 Θ-cycles of storage/recall);
(left) control, (right) under CREB conditions. Synaptic activation times were identical
in both conditions. Different colors indicate different CA3-CA1 synapses, targeting the
same CA1.
3.5.3 Storage and recall of orthogonal patterns
To better evaluate network performance in storage and retrieval of different patterns,
we used 10 groups of 5 orthogonal patterns (i.e. patterns that activate non overlapping
synapses), for 5 different stimulation conditions (i.e. we used different random sequences
for EC and CA3 inputs activation times). This resulted in 50 sets of 5 orthogonal
patterns, for both control and CREB, and corresponded to the maximum number of
orthogonal patterns available, given our initial choice to have 20 active CA3 neurons
out of 100. To test the storage and recall of these patterns, we carried out a chain of
simulations in which a given number of patterns was sequentially stored for 100 theta
cycles, one pattern at the time. The recall quality was then tested with a different series
of simulations in which the inputs associated with each pattern were presented for 10
theta cycles, with STDP and EC inputs switched off. To allow for equilibration, the
first cycle was excluded from the analysis.
In Figure 3.5, we report Q1 and Q2 (at the 95% confidence interval) as a function
of the stored patterns. For Q1, the average (±s.e.m.) overall recall quality for CREB
(0.939±0.008, red circles) was slightly but significantly higher than control (0.897±0.002,
black triangles, Wilcoxon Signed Rank test p < 0.001). These results demonstrate that
the recall quality of orthogonal patterns does not significantly change with the number of
stored patterns and that increasing CREB activity may only slightly improve an already
very good recall quality. For Q2, the results for the CREB case (Fig. 3.5, green circles)
were almost identical to Q1, because there were very few (1-2) silent cycles. However,
Q2 in the control case (Fig. 3.5, blue triangles) was considerably lower than Q1, because
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Figure 3.4: Typical example of an input/output activity during a simulation. In all
cases, left plots refer to control and right plots to CREB. A) raster plot showing spike
times, during a 1.1s simulation segment, for the septum (10 inputs), EC (20 inputs),
CA3 (100 inputs), the 5 inter-neurons, and the 100 CA1 neurons; the gray boxes at
the bottom of the plots indicate the time windows for the expected CA1 output (recall
phase). B) The recall quality for this particular simulation segment. C) Somatic
membrane voltage for one of the CA1 pyramidal cells receiving both the EC and CA3
inputs.
of the large number of silent cycles (about 5± 1 out of 9) that were present under this
condition. Contrary to Q2, Q1 is representative of the fact that there is no quality
improvement by CREB in the healthy case, as demonstrated in [4, 106, 107], in which
the same VP16-CREB transgenic mice employed in [73] is studied. We therefore took
Q1 as a measure of recall quality unless otherwise specified.
The results illustrated above represent a healthy condition, in which all synaptic connec-
tions evolve according to their activity and the STDP rule. Under these conditions, the
recall quality (Q1) was very high in all cases. We were also interested in investigating the
robustness of this result when an increasing fraction of synapses are impaired after the
storage phase, as presumably occurs during brain diseases such as AD [98]. To this pur-
pose, we have carried out a set of simulations to calculate the recall quality of a set of 5
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Figure 3.5: The recall quality is independent from the number of stored orthogonal
patterns. Average recall quality (at the 95% confidence interval) under control (trian-
gles) and CREB (circles) conditions as a function of the number of stored orthogonal
patterns with (Q2) or without silent recall cycles (Q1) included in the calculation. In all
cases, the average values were calculated from the n× 50 values for the recall measure
obtained for each number, n, of stored patterns.
orthogonal patterns, after different types and amount of synaptic deterioration. A differ-
ent proportion of synapses (20−80% of the whole set of 104 connections) was randomly
chosen and their peak conductance reduced by 25 to 75%. The recall quality was then
calculated for different combinations of proportion of impaired synapses and amount of
peak conductance reduction. The results are shown in Figure 3.6 A, where we report
the average quality (±SD, calculated from 10 random groups of involved synapses) as
a function of impaired synapses and conductance’s reduction of 25 − 50 − 75%. The
5 patterns were better recalled under increased CREB (Fig. 3.6 A, circles) than under
control (Fig. 3.6 A, triangles) conditions, with a significant increase in the quality for
all cases (19 − 59% increase, Wilcoxon signed rank test P value < 0.005 in all cases).
Remarkably, with increased CREB activity, the quality is always above Th, except in
those extreme cases in which 80% of synapses are impaired by a 75% reduction of their
peak conductance. Instead, in the control case the quality is below Th in most cases.
We next tested whether one of the mechanisms modulated by CREB had a more impor-
tant role in determining the recall quality. As discussed in Section Methods, the CREB
case was modelled by decreasing the AHP currents and increasing the maximum amount
of LTP for CA3-CA1 synapses, with respect to control. In a series of simulations, we
analysed the results obtained by modelling the CREB case by changing one condition
at the time, as follows:
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Figure 3.6: Increasing CREB function improves the recall quality of orthogonal pat-
terns in a disease-like condition. A) Average recall quality under control (triangles)
and CREB (circles) conditions as a function of the proportion of impaired synapses,
for different peak conductance reductions (25%, 50%, 75%). B) Average recall quality
as a function of the proportion of impaired synapses after a 50% peak conductance
reduction under control (triangles) and CREB conditions modelled as a change in the
peak synaptic conductance only (star), decrease in AHP currents only (diamond), and
both (circles). In all cases, the average quality was calculated from 10 simulations with
random selection of impaired synapses in a representative set of 5 stored orthogonal
patterns. The dotted line represents the threshold, Th, for the acceptable quality level.
• case “AHP”, where the peak conductances of mAHP and sAHP currents were
decreased by 52% and by 64% [73], respectively, and the maximum LTP unchanged
with respect to control, i.e. gmaxpeak = 1.64g
0
peak [77];
• case “only g”, where gmaxpeak = 2.66g0peak [77] and AHP currents were left unchanged,
with respect to control.
The simulation findings for these case are plotted in Figure 3.6 B, and show that most of
the CREB effects are taken into account by the change in the peak synaptic conductance
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(Fig. 3.6 B, star). Taken together, these results suggest that an increased CREB activity
may significantly improve the storage and recall process under pathological conditions
through its effects on synaptic transmission.
3.5.4 Storage and recall of random patterns
Next, we tested the recall quality of an increasing number of random patterns in the
healthy condition. This corresponds to an increasing average number of overlapping
active neurons (20% for 50 patterns). We have presented 10 different groups of 50
random patterns to the network, for 5 different initial conditions for the firing frequency
of EC and CA3 inputs (generating 50 sets of 50 random patterns). Figure 3.7 shows the
average quality (Q1 and Q2) obtained as a function of the number of stored patterns,
using the same storage and recall strategy as for the orthogonal patterns (Fig. 3.5). The
recall quality monotonically decreases with the number of stored patterns. The reason
for this decrease can be understood by considering that random patterns may have one
or more active neurons in common. Thus, each time a new pattern is stored, the synaptic
configuration (and in turn the quality of recall) of the previously stored patterns may be
altered. In particular, with 20% of active neurons, any two patterns will have, on average,
4 active neurons in common. The storage of each new pattern will thus tend to modify
previously active synapses, influencing the recall quality of previously encoded patterns.
The effects cumulate each time a new pattern is stored. For example, when the 5-th
pattern is stored, the synapses corresponding, on average, to 11.8 active neurons of the
first pattern have been modified. This is calculated by using an iterative probabilistic
calculation which takes into account the number of overlapping active neurons each
time a new pattern is presented. The Q1 quality for both control and CREB was
surprisingly above Th for the entire range, up to 50 patterns, a condition under which
all active synapses are involved in more than 25 patterns under physiological conditions
(i.e. outside a sparse coding assumption). The neuron’s higher excitability and increased
LTP under CREB did not significantly change the result obtained in control (Wilcoxon
signed rank test P > 0.1 in all cases), in agreement with the experimental findings
of [4] and [106, 107]. Interestingly, the Q2 for the control case (blue triangles) was
very different from CREB (green circles) and below threshold over the entire range of
patterns. This result can be explained with the relatively high mean number of silent
cycles included in the calculation (about 5 out of 9 theta hemi-cycles, on average).
To test CREB effects on recall of random patterns under pathological conditions, a
fraction of synapses were impaired (i.e. their peak conductance decreased) after the
storage phase. We first selected a representative set of 5 patterns, and carried out a
series of simulations mimicking synaptic deterioration as discussed in Figure 3.6: for an
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Figure 3.7: Increasing CREB function does not improve the recall quality of random
patterns in the healthy condition. Average recall quality under control (triangles) and
CREB (circles) conditions as a function of the number of stored random patterns with
(Q2) or without silent recall cycles (Q1) included in the calculation; the dotted line
represents the threshold, Th, for the acceptable quality level. In all cases, the average
values were calculated from the n× 50 values for the recall measure obtained for each
number, n, of stored patterns.
increasing subset of impaired synapses (20 − 80% of the total), the peak conductance
was reduced by different amounts (25 − 50 − 75%) and the average recall quality (Q1)
was calculated in each case. Figure 3.8 A displays the results of these simulations. The
average quality for the control cases (Fig. 3.8 A, triangles) is below Th in almost all
cases in which more than ≈ 40% of synapses were impaired, a direct consequence of
overlapping inputs. Surprisingly, the control case with a relatively small reduction in
the synapses peak conductance (25%, Fig. 3.8 A blue triangles), was significantly bet-
ter than the corresponding case with orthogonal patterns (blue triangles in Fig. 3.6),
with the average quality above Th over the entire range tested (20 − 80% of impaired
synapses). This is a case in which the peak conductance of common active synapses
is reinforced by the activation of more than one pattern, overcoming the effects of the
reduced conductance and leading to a better overall recall quality. Under CREB condi-
tions, the quality was above Th in almost all cases (Fig. 3.8, circles). Only when 80% of
synapses were impaired and the peak conductance was reduced by 75%, did the recall
quality become unacceptable. Taken together these results suggest that under patholog-
ical conditions, random patterns in control (i.e. normal CREB) can be recalled better
than orthogonal patterns at the beginning of the disease, whereas CREB activity will
significantly improve the recall quality over the entire disease progression.
The robustness of the results for the CREB effects is confirmed by the results shown in
Figure 3.8 B, where we report the average quality as a function of the stored (random)
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Figure 3.8: Increasing CREB function greatly improves the recall quality of random
patterns in a disease-like condition. A) Average recall quality under control (triangles)
and CREB (circles) conditions as a function of the proportion of impaired synapses,
for different peak conductance reductions (25%, 50%, 75%). Average quality calcu-
lated from the values obtained from 10 simulations with random selection of impaired
synapses in a representative set of 5 stored orthogonal patterns. The dotted line rep-
resents the threshold, Th, for the acceptable quality level. B) Average recall quality
under control (triangles) and CREB (circles) conditions as a function of the number of
stored random patterns and different proportion of impaired synapses (20− 40− 60%).
Average values were calculated from the n × 50 values for the recall quality obtained
for each number, n, of stored patterns. The dotted line represents the threshold, Th,
for the acceptable quality level.
patterns. Assuming a pathology affecting 20−80% of the synapses with a 50% strength’s
reduction, increasing CREB activity significantly improved the average recall quality
with respect to control (Wilcoxon signed rank test p < 0.002 in all cases). Particularly
striking results were obtained when 80% of the synapses were affected by the reduction
(Fig. 3.8 B, pink symbols). The poor recall quality under control condition (Fig. 3.8 B,
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pink triangles) was much improved under CREB (Fig. 3.8 B, pink circles) with a quality
above threshold for up to 35 stored patterns. These results suggest that increasing
CREB activity can greatly improve the process of memory recall under a wide range of
pathological conditions.
Finally, we also investigated the effects of CREB activity when synapses are impaired
during the storage phase. To this purpose, we carried out a set of simulations using the
same group of 50 random patterns used to model a 50% reduction in 20% of the synapses
(see Fig. 3.8 B). In these simulations, for each group of n patterns, 20% of random CA3-
CA1 synapses were impaired during the storage phase of the n−th pattern, and the
results are shown in Fig. 3.9 B. To help the comparison with the results obtained by
impairing the synapses before the recall phase (and after storage), in Figure 3.9 A
we reproduced the quality of n patterns from Figure 3.8 A under the same conditions
(Fig. 3.9 A, recall, solid lines), together with the results obtained by impairing synapses
during the storage phase (Fig. 3.9 A, storage, dashed lines). Under CREB, the average
quality for all patterns did not change (compare circles with solid and dashed lines).
Instead, interfering with the storage phase under control conditions had a significant
impact, and the overall quality was reduced especially for fewer stored patterns (sparse
coding). Interestingly, as shown in Figure 3.9 B, under CREB the recall quality of
the last pattern (stored with impaired synapses, Figure 3.9 B, dashed line and circles)
was significantly improved over the entire range of patterns, with respect to the case
in which synapses were impaired after storage (solid lines). Under control conditions a
better recall was observed only for a higher number of stored patterns (dense coding).
These results suggest that CREB activity can maintain an overall better quality with
respect to control even when synapses are impaired during the storage phase.
3.6 Discussion
The main aim of this work was to test whether hippocampal single cell properties, altered
by increased CREB-dependent transcription, may improve the memory recall process,
especially during the progression of a disease such as AD. The ability of a network
to store and retrieve information has been under intense scrutiny for the past years.
Models of the basic physiological operations of hippocampal networks, as encoding and
retrieval processes [70], place fields properties [65], or how inhibitory synaptic parameters
can modulate the oscillatory frequency and synchronization properties [110], have been
suggested. None of them, however, has implemented and used at the same time multi-
compartmental morphologies and synaptic properties to study the effects of increased
CREB activation to improve the recall process, as in this work. Several reports have
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Figure 3.9: CREB activity can maintain a better quality when synapses are impaired
during the storage phase. A) Average recall quality under control (triangles) and CREB
(circles) as a function of the number of stored patterns, calculated from simulations in
which synapses were impaired after storage of all patterns in each group (recall, solid
lines), or before the storage phase of the last pattern (storage, dashed lines). B) As
in panel A) but with average values calculated from simulations of recall of the last
pattern. The dotted line represents the threshold, Th, for the acceptable quality level.
shown that hippocampal CREB signaling is likely to be down-regulated in AD condi-
tions, suggesting negative effects on hippocampal-dependent plasticity [33, 93]. Because
of CREB’s role in memory formation, the concept of CREB-based memory enhancers,
i.e. drugs that would boost memory by CREB activation, has emerged [10, 105]. This
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idea is supported by several recent results suggesting that boosting the CREB pathway
improves hippocampal-dependent memory in healthy rodents and restores this type of
memory in an AD mouse model [2, 33, 85, 96, 97, 111]. However, not much is known
about how CREB-dependent neuronal alterations in synaptic strength, excitability, and
LTP, which have been observed at the single neuron level using biological tools, can
boost memory formation in the complex architecture of a neuronal network. To this
purpose, we extended the model in [25] to allow storage/recall of more than one pat-
tern, using a specific STDP learning rule [87] and a CA1 model able to reproduce many
experimentally observed features of these neurons under control (e.g. the depolarization
block [6]) and under CREB activity [73].
One of the main results of the model is that under healthy control conditions, the
larger excitability and LTP magnitude caused by enhanced CREB function does not
significantly improve the number of patterns that can be recalled with an acceptable
quality. This is true if we assume silent theta cycles are not involved in pattern recall
(as in Q1), using both orthogonal and random patterns. This is a rather surprising
result but it is physiologically reasonable for a low excitability neuron like the one we
are modelling, consistently with experimental findings on CA1 neurons in control and
CREB [73] and with low in-vivo average firing frequencies [44]. That silent cycles may
not be relevant for recall can also be alleged by considering the following example: a
case in which the relevant CA1 cells are silent in 60% of the theta recall hemi-cycles
(poor recall, quality=0) and fire in the rest of the cases (perfect recall, quality=1) would
give a meager average quality of 0.4, i.e. a value under threshold for pattern recognition.
Furthermore, data are also consistent with experiments suggesting that, while expression
of VP16-CREB in transgenic mice facilitates the establishment of hippocampal LTP, it
may not improve the recall process, assessed as success in spatial learning. The fact that
the relative performance of our network in control and CREB conditions most closely
matches spatial learning performance if silent theta cycles are not included in the recall
quality calculation, suggests that relatively sparse recall (i.e. every few theta cycles) is
sufficient for good cognitive behaviour.
There could thus be additional effects in which CREB activity, through more complex
biochemical pathways, could have a more distinct effect on memory-related processes,
such as the time of storage/recall or persistence, but a detailed investigation of these
effects was out of the scope of this paper. In striking contrast, under AD-like conditions
(i.e. with impaired synapses), the model predicts that the effect of CREB over-expression
can be remarkable, drastically improving the recall quality even in those cases in which
an extensive network impairment would prevent any pattern to be recalled under control
conditions. These findings are in good agreement with those of [111], who shown that
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locally increasing CREB function in the CA1 region of the dorsal hippocampus is suffi-
cient to rescue the spatial memory deficits of transgenic mice which model key aspects of
human AD (poor spatial memory navigation and AD-like neuropathology). The result
suggests that the rescue benefits of CREB on memory are mostly mediated by acting on
improving synaptic function rather than neuronal excitability, although both are likely
to be intimately linked [26]. The model predicts that the use of CREB-based thera-
pies could provide, in principle, a valuable approach to ameliorate AD-related memory
deficits, suggesting that pharmacologically stimulating the CREB pathway could be ben-
eficial to rescue memory deficits. There is currently no known therapeutic treatment,
which directly increases CREB function. One could however envisage the use of phos-
phodiesterase IV (PDE IV) inhibitors, such as rolipram, which act upstream of CREB
to increase CREB activity. In fact, treatment with this compound was shown to rescue
synaptic and cognitive deficits in a mouse model of AD [33]. Translation of our findings
to the clinics will however have to await the development of PDE IV inhibitors or other
molecules more directly targeting CREB, which are well tolerated in humans [89].
3.7 CA1 microcircuit model
Biological neural networks consist of several kinds of cells interconnected among them.
Depending on the biological issues to be studied, it is possible to decide the level of
biological details with which to define the neurons, from a computational point of view.
Typically, cells representing the inputs of the network are simulated by means of elec-
trical stimuli rather than to be implemented. Conversely, inter-neurons and output cells
are biologically defined by means of the implementation of the neuron’s morphology, neu-
ron’s 3D spatial information and neuron’s mechanisms code packages (see Figure 2.1).
In the following, we refer to these neurons as morphological cells. Figure 3.10 reports
the scheme of a generic network model implemented with NEURON, assuming that this
consists of K kinds of morphological cells.
As shown in Figure 3.1, the microcircuit consists of K TOT = 8 different types of cells,
for a total of nCells = 235 cells. In particular, CA3 (nCA3 = 100), EC (nEC = 20),
and SEP (nSEP = 10) cells are the inputs of the network. The last K = 5 kinds
of neuron, CA1 (nCA1 = 100), B (nB = 2), BS (nBS = 1), AA (nAA = 1) and
OLM (nOLM = 1), are morphological cells obtained by using the standard cell class
implementation of NEURON (see Figure 2.2). Figure 3.11 illustrates the main packages
of the CA1 microcircuit.
As stated in Section 3.4, the model presented in [8] relies on the neural network de-
scribed in [25]. This latter is able to perform the steps of storage and recall just for
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Figure 3.10: Model of neural network in NEURON.
Figure 3.11: The CA1 microcircuit model.
a single pattern (see Section 3.4.3). Our modification relies to redesign this model by
introducing a new multi-pattern recognition strategy. Hence, given a set of patterns
(n patterns to store variable), our model is able to store and subsequently to recall all
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Figure 3.12: The computational tree related to the procedure main() used in the
storage algorithm.
the patterns. As a result, the algorithm is divided in two main sub-algorithms: the
storage and the recall schemes.
3.7.1 Storage and recall algorithms
Figure 3.12 shows the computational tree for the storage algorithm, implemented in the
neuron’s dynamics package. This algorithm is organized in two key steps, each of which
managed by the procedure main(). For each pattern i (1 ≤ i ≤ n patterns to store) to
be stored, let be
W(i) = s(W(i−1), c(i),p(i))
where W(i−1) is the weight matrix obtained from the storage of the i − 1-th pattern
(W(0) = 0), c(i) is a network connection vector, p(i) is the i-th pattern to be stored, and
s is a function that represents the STDP rule. The weight matrix W covers a key role
in the proper setting of the network connections.
More in detail, the first step is the network creation, which consists in the set up of
the cells, and in the placement of the synapses by means of W. This task is carried
out, only one time, by resorting to the procedures mknet storage() and acc dist().
In Figure 3.13 the computational tree related to mknet storage() is drawn. This calls
alzh(), which simulates Alzheimer’s disease by modifying the initial weight matrix
W(0), according to the decay percentage of synapses. Moreover, mknet storage() calls
the procedures mkcells() and mkinputs(), which create and set up the morphological
and the input cells, respectively. Finally, the procedures connectcells(), connectEC(),
connectEC 2() and connectCA3() are called for placing the synapses among the cells
and for configuring them by using W(0).
The second step is referred to the numerical integration of the model, where W(i) is
updated for each i-th pattern to be stored. In detail, main() calls the procedures
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Figure 3.13: The computational tree related to the procedure mknet storage() used
in the storage algorithm.
Figure 3.14: The computational tree related to the procedure storage() used in the
storage algorithm.
spikerecord() and vrecord2(), which record the firing times and the potential values
for each cell, respectively. Then, the storage of the patterns is completely performed
by storage() (in the red box), which iteratively calls some sub-procedures, for each
pattern to be stored. In the following we give a brief description of the kernel procedure
storage(), which is very computationally expensive. As we can see in Figure 3.14, where
for simplicity we renamed n patterns to store with n, the procedures connectEC 2()
and connectCA3 2() are called. For each pattern i (with i > 1), these are delegated
to change the network connections by using W(i−1), which has been updated after the
storage of the previous pattern. Then, the NEURON’s standard procedures (in the
orange boxes) stdinit(), which initialize the model, and run(), which integrates the
model, are invoked. Moreover, the procedure store new weights() is used to update
W(i). Finally, the procedures spikeout() and vout2(), which produce the output
information previously recorded, are called.
Figure 3.15 shows the computational tree for the recall algorithm, implemented in
the neuron’s dynamics code package. The scheme for the recall of a set of patterns
(n patterns to recall variable) is organized in two key steps, each of which managed by
the procedure main(), as well as for the storage algorithm. Let be
OUT (i) = r(W(N), c(i),p(i))
where W(n) is the weight matrix obtained from the patterns previously stored, c(i) is
a network connection vector, p(i) is the i-th pattern to be recalled. The function r
evaluates the recall and gives in output OUT (i), which is the biological response related
to the recall quality.
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Figure 3.15: The computational tree related to the procedure main() used in the
recall algorithm.
Figure 3.16: The computational tree related to the procedure mknet recall() used
in the recall algorithm.
The first step of the recall algorithm is the network creation, as well as for the storage
algorithm. In Figure 3.16 the computational tree of the procedure mknet recall() is
drawn. Notice that this differs from the storage version because it does not call the
procedures alzh() and connectEC 2().
The second step consists in the numerical integration of the model, performed by the
procedure recall() (in the red box), which iteratively, for each pattern to be re-
called, calls some sub-procedures. This procedure represents the most expensive part
of the recall algorithm. As we can observe in Figure 3.17, where for simplicity we
renamed n patterns to recall with n, recall() calls the NEURON’s standard proce-
dures stdinit() and run() (in the orange boxes), and then it resorts to the procedures
spikeout() and vout2().
3.8 Parallel tools for CA1 microcircuit model
As stated in Section 2.5, the tuning phase of a complex model of single neuron requires
several thousand of simulations in order to properly reproduce biological behaviours. For
our CA1 microcircuit this issue emerges even more, because the number of biological
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Figure 3.17: The computational tree related to the procedure recall() used in the
recall algorithm.
parameters and synaptic mechanisms to be tuned grows with the number K of the
different types of morphological neurons (K = 5) in the network. In fact, each kind
of cell adds to the simulation runtime a different amount of processing time. This is
due to the number of compartments, the types of channels in a single compartment,
and the complexity and the number of synapses [42]. As a result, it is needed to resort
to parallel techniques, in order to perform simulations with reasonable execution times.
NEURON is able to support the parallelization of network models while maintaining,
as much as possible, a separation between the network features and how the cells are
distributed among all the processors. Hence, without modification, it is possible to write
code that can be properly executed in any serial or parallel hardware environment, and
that produces quantitatively identical results regardless of the number of CPUs [41].
More in detail, we start from the network’s dynamic code package shown in Figure 3.10
(in the green box), which reproduces the experiments on the CA1 microcircuit. Then,
for each kind of cell, we properly set up the parameters of the neuron’s morphology and
the mechanisms of the neuron’s mechanisms packages (in the yellow boxes), without
changing the neuron’s 3D spatial information package.
Algorithm 2 The round robin algorithm.
1: for (gid = pc.id; gid < nCells; gid += pc.nhost) {
2: //create cell associated with gid
3: }
The parallelization of a neural network model in NEURON consists of a mapping of
the network cells to the available processors (i.e., cores). Obviously, it is necessary to
introduce an integer global identifier (gid) in order to identify any cell. The distribution
of the gids (i.e., cells) on the processor is a crucial step in terms of performance. The
ideal condition is that each processor has approximatively the same amount of sequential
work to do. The simplest load balance approach ignores differences in individual cell
processing [42], according to the round robin (RR) strategy shown in Algorithm 2.
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Host ID GID LID
0 0, N, 2N, . . . 0, 1, 2, . . .
1 1, N+1, 2N+1, . . . 0, 1, 2, . . .
...
...
...
N-1 N-1, 2N-1, 3N-1, . . . 0, 1, 2, . . .
Table 3.1: Mapping processors-cells with round robin strategy. Processor ID: pro-
cessor identifier; GID: global identifier of the cell; LID: local identifier of the cell on a
specific processor.
Figure 3.18: Parallel framework for the CA1 microcircuit.
Here, pc.nhost is the number of available processors, nCells is the number of cells and
pc.id identifies the i-th processor. In Table 3.1, assuming that the number of available
processors is N = pc.nhost, the mapping of cells to processors with the RR algorithm
is shown.
Adopting the RR strategy, we introduced a parallel layer in the network’s dynamics
package. Here, as we can see in Figure 3.18, the underline communication tool is MPI
(in the blue box), as well as for the CA1 model [6] described in Chapter 2. The yellow
boxes represent the sequential part of the code, related to the groups of neurons assigned
to the same processor (in the orange box). The set up of a parallel network uses the
NetCon class as much as possible [84]. Moreover, additional parallel specific NEURON’s
methods from the classes ParallelContext and ParallelNetManager are required. For
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more details on these three classes (in the green boxes) see Figure 2.12. In this way,
there is no master host and all processors perform exactly the same program on different
subsets of neurons. All together the cores set up the internal and external connectivity
and perform the numerical integration on its associated cells. In the next subsections
we will present some parallel implementation of the storage and the recall algorithms.
3.8.1 Data consistency
One of the key issues addressed to parallelize an application is the data consistency:
each processor can only access data that actually handles. For the storage and the recall
algorithms this means that there is no processor attempting to manipulate cells that it
does not handle. Hence, it is very important to properly manage the communication
of a spike between two cells assigned to different processors. NEURON uses an event
delivery system to implement spike-triggered synaptic transmission among cells. In the
simplest case on serial hardware, the connection between a spike source (pre-synaptic
cell) and its target is made by instantiating an object of the class NetCon executing a
statement of the form
nc = new NetCon(source, target)
to monitor a source (pre-synaptic cell) for spikes. The detection of a spike throws
an event which will be delivered to the NetCon’s target [41]. In a parallel simulation
environment, the solution is to give to any cell (spike source) its own gid that can be
referred by any processor.
The aforementioned aspects are managed by the parallel implementations of the proce-
dures for cell connection connectcells(), connectEC(), and connectCA3(). In Algo-
rithm 3, the procedure P connectcells() is shown. Here, the processor connects the
target cells target, belonging to it, to the source cell source by means of gid connect()
NEURON’s method (line 14). This procedure is recalled by mknet storage() (see Fig-
ure 3.13) and mknet recall() (see Figure 3.16), for the storage and recall respectively.
More in detail, Algorithm 4 shows the parallel implementation of mknet storage(),
renamed as P mknet storage(), while Algorithm 5 lists the parallel implementation
of the procedure mknet recall(), renamed as P mknet recall(). In Algorithms 6
and 7 the parallel implementations of main() and storage() procedures are illustrated
(Figures 3.12 and 3.14). Finally, in Algorithms 8 and 9 the parallel implementations of
main() and recall() procedures are shown (Figures 3.15 and 3.17).
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Algorithm 3 A light view of the P connectcells() procedure.
1: proc P connectcells() {
2: ...
3: // loop over possible target cells
4: for i=0, nCells-1 {
5: gid = gidvec.x[i] // global id of cell
6: if (gid >= first target cell index && gid < last target cell index)
{
7: ...
8: // return in r the source cell index
9: rs.r.discunif(first source cell index, last source cell index)
10: source = rs.repick()
11: ...
12: // set up connection from source to target
13: target = cells.object(i).pre list
14: nc = pc.gid connect(source, target)
15: ...
16: }
17: ...
18: }
19: ...
20: }
Algorithm 4 A light view of the P mknet storage() procedure.
1: proc P mknet storage() {
2: ...
3: /*** Alzheimer application: synapse decay ***/
4: if (pc.id==0) P alzh(alzheimer percentage)
5: pc.barrier()
6: /*** Cell creation ***/
7: P mkcells() // create the morphological cells
8: P mkinputs() // create CA3, EC and SEP inputs
9: ...
10: /*** Network connection based on the weight matrix W (0) ***/
11: P connectcells(nB, nEC)
12: ...
13: P connectcells(nB, nOLM)
14: P connectEC()
15: P connectEC 2(pattern, 1, n patterns to store) // Store the 1-st
pattern...
16: P connectCA3(alzheimer weight matrix, 0, connection probability) //
...with modifiable synapses
17: }
3.9 Performance results
In this Section we report the performance results related to the described parallel algo-
rithms. Overall simulations are performed with NEURON (version 7.1), by using the
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Algorithm 5 A light view of the P mknet recall() procedure.
1: proc P mknet recall() {
2: /*** Cell creation ***/
3: P mkcells() // create the morphological cells
4: P mkinputs() // create CA3, EC and SEP inputs
5: ...
6: /*** Network connection based on the weight matrix W (0) ***/
7: P connectcells(nB, nEC)
8: ...
9: P connectcells(nB, nOLM)
10: P connectEC() // Restore existing pattern...
11: P connectCA3(weight matrix, 0, connection probability) // ...with
modifiable synapses
12: }
Algorithm 6 A light view of the P main() procedure for the storage algorithm.
1: proc P main() {
2: ...
3: /*** Network creation and connection based on the weight matrix
W (0) ***/
4: P mknet storage(weights matrix, 0, connection probability)
5: P acc dist()
6: /*** Instrumentation ***/
7: P spikerecord()
8: P vrecord2()
9: ...
10: /*** Numerical integration ***/
11: P storage()
12: ...
13: }
model files available on ModelDB (http://senselab.med.yale.edu/ModelDB/), with
identification number 151126 [9], and they were run with MPI using up to 128 cores on
the S.Co.P.E. Grid infrastructure at University of Naples Federico II, Naples, Italy. For
more details on the infrastructure used, see Section 2.6. The storage and recall algo-
rithms were executed on a set of 10 patterns, with an initial delay of 100ms and 8 theta-
cycles of 250ms. Hence, the overall simulation time is 100ms+ (250ms× 8) = 2100ms.
Notice that real experiments were performed with 50 patterns and 100 theta-cycles, for
an overall simulation time equal to 100ms+ (250ms× 100) = 25.1s.
In order to evaluate the storage and recall performance, different parameters were taken
into account. More in detail, Runtime indicates the total execution time, Wait rep-
resents the time spent for exchanging spikes during a simulation, and Step is the time
spent for numerical integration. Moreover, Setup and cell creation represents the
time needed to create the cells, Network connection indicate the time for connecting
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Algorithm 7 A light view of the P storage() procedure.
1: proc P storage() {
2: for i = 1, n patterns to store {
3: if (i != 1) {
4: /*** New network connection based on the weight matrix W (i−1)
***/
5: P connectEC 2(pattern, i, n patterns to store) // Store the i-th
pattern...
6: P connectCA3 2(weights matrix, i-1) // ...with modifiable synapses
7: }
8: ...
9: /*** Numerical integration ***/
10: pc.set maxstep(1)
11: stdinit()
12: pc.psolve(tstop)
13: /*** New weight matrix W (i) storage ***/
14: P store new weights(weights matrix, i)
15: ...
16: /*** Output generation ***/
17: P spikeout()
18: P vout2()
19: ...
20: }}
Algorithm 8 A light view of the P main() procedure for the recall algorithm.
1: proc P main() {
2: ...
3: /*** Network creation and connection based on the weight matrix
W (0) ***/
4: P mknet recall(weights matrix, 0, connection probability)
5: P acc dist()
6: /*** Instrumentation ***/
7: P spikerecord()
8: P vrecord2()
9: ...
10: /*** Numerical integration ***/
11: P recall()
12: ...
13: }
the network, and New weight matrix storage is the time for collecting and storing
the values of the weight matrix. Finally, Output is the time for storing biological output
information, and Others represents the time for collecting non-functional information.
Figure 3.19 shows that the CA1 microcircuit well scales on a single server (node) of
the S.Co.P.E. infrastructure. In fact, moving from 1 up to 8 processors, we observe a
huge reduction of Runtime from 40934s to 3189s. Moreover, Figure 3.20 shows that
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Algorithm 9 A light view of the P recall() procedure.
1: proc P recall() {
2: for i = 1, n pattern to recall {
3: ...
4: /*** Numerical integration ***/
5: pc.set maxstep(1)
6: stdinit()
7: pc.psolve(tstop)
8: /*** Output generation ***/
9: P spikeout()
10: P vout2()
11: ...
12: }}
Figure 3.19: Execution times for the storage of 10 patterns with 8 theta cycles moving
from 1 to 8 processors.
the numerical integration time (i.e., Step) dominates the overall execution time. More
in detail, with 8 cores the Step time is the ∼ 95% of the Runtime, while the Wait
time is the ∼ 4%. Finally, the other execution steps (setup and cell creation, network
connection, weight matrix storage and output generation) do not affect the overall time.
Figure 3.21 illustrates an high worsening of the performance, moving from 8 to 128
processors. More in detail, despite the numerical integration time (Step) continues
to decrease with doubling of the core number, the Runtime remains almost constant,
although with slight deteriorations. In fact, as we can observe in Figure 3.22, Step
ranges from ∼ 95% with 8 cores to 6% with 128 cores. On the other hand, there is
a strong increment of the amount of time needed to synchronize the communication
between two cells mapped on two different processors (Wait). Indeed, moving from 8
to 16 cores, we note a huge increasing from ∼ 4% to ∼ 48%, until reaching the value
∼ 87% with 128 processors. This phenomenon is due to the communications. In general,
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Figure 3.20: Percentages of execution time steps for the storage of 10 patterns with
8 theta cycles moving from 1 to 8 processors.
Figure 3.21: Execution times for the storage of 10 patterns with 8 theta cycles moving
from 8 to 128 processors.
increasing the number of processors, the size of subnets assigned among the processors
becomes small and the communication overhead for MPI calls larger. In these conditions,
communication times begins to dominate the runtime [84].
The recall algorithm has the same performance we have discussed for the storage. But,
in this case, it is possible to implement the recall algorithm on a distributed architec-
ture: in this way, each algorithm performs the recall of a single pattern on a node of the
infrastructure. A typical parametric execution of a distributed recall phase is charac-
terized by the pair (n patterns to recall, n theta cycles). In Table 3.2 the performance
of the parametric execution (10 patterns, 16 theta cycles) are illustrated, for an overall
simulation time equal to 100ms+(250ms×16) = 4100ms for each pattern. The recall of
n patterns to recall patterns is performed in ∼ 600s, which is the time needed to recall
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Figure 3.22: Percentages of execution time steps for the storage of 10 patterns with
8 theta cycles moving from 8 to 128 processors.
just one single pattern, obtaining a substantial performance improvement: without the
distribution of the patterns, the Runtime would have been equal to ∼ 6000s.
Pattern ID Runtime Wait Step #Spikes Set and Connect Output
1 608,775 8,71033 597,987 7975 0,54125 0,61625
2 608,861 8,93715 598,457 8149 0,54125 0,6375
3 607,072 8,51312 597,083 8061 0,54125 0,64875
4 607,812 8,67061 597,683 8033 0,54125 0,635
5 607,119 9,37756 596,286 7946 0,54125 0,6275
6 607,035 8,71243 596,895 7992 0,54125 0,6325
7 607,726 8,79549 597,473 8030 0,54125 0,62125
8 607,191 8,39568 597,321 7848 0,54125 0,63875
9 608,27 10,0982 596,692 8022 0,54125 0,63625
10 608,42 9,3668 597,576 8046 0,54125 0,6325
Table 3.2: Execution times with 8 cores for the recall of 10 patterns with 16 theta
cycles, distributing the patterns.
Finally, we remark that there exist alternative strategies to the RR, which allow to
obtain a better load balancing. One of these is the “longest processing time” (LPT)
algorithm in which one iteratively chooses the largest cell and puts it on the currently
lest used processor [42]. In this case, the METIS [57] graph partitioning program can
be used to define a ngid on nhost partition for optimizing the load balance and for
minimizing the communications [84]. We remark that we have chosen to resort to the
simplest strategy of distribution of the cells (i.e., RR) for the following discussion. As
observed in [84], in a context where computation time no longer scales with increasing
number of CPUs, we have a large number of spikes with constant synaptic delay. In our
model, there are the 55% of fast spiking artificial cells (input cells), which make this
point dramatically by communications point of view.
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3.10 Conclusions
The simulation of biological neural networks is a challenging application from a compu-
tational point of view. The calibration and set up of a network require mathematical
models in order to simulate the biological behaviour of the different cell type and so-
phisticated programming environments for developing simulation codes. In practice,
building up a microcircuit that mimes the real behaviour of a biological neural network,
with a large number of connections between its neurons, requires algorithms and com-
munication strategies computationally expensive. We observed that the main problem
that has to be overcome is the communication between a source cell and its target, in a
parallel simulation environment. To overcome this problem, we strongly suggest to use
general-purpose simulation environments that support massively parallel multi-core pro-
gramming. Finally, we think that the performance analysis of the proposed microcircuit
is useful in order to simulate a large number of microbiological multi-pattern recognition
experiments in an acceptable computing time.
Chapter 4
Biologically inspired models
describing user behaviours in a
Cultural Heritage scenario and a
social network community
Abstract. In this Chapter we start proposing a biologically inspired mathematical
model to simulate the personalized interactions of users with cultural heritage objects.
The main idea is to measure the interests of a spectator with respect to an artwork by
means of a model able to describe the behaviour dynamics. In our approach, the user
is assimilated to a computational neuron, and its interests are deduced by counting po-
tential spike trains, generated by external currents. The key idea consists in comparing
a strengthened validation approach for neural networks based on classification with our
novel proposal based on clustering; indeed, clustering allows to discover natural groups
in the data, which are used to verify the neuronal response and to tune the computa-
tional model. Moreover, a biologically inspired mathematical model to simulate social
network behaviours is presented. We propose a computational network of Integrate &
Fire neurons to model the dynamics of spectators in a community that shares interests
on cultural heritage assets. In this approach, users are assimilated to neurons, while
the friendships and the common interests are the synapses (i.e., connections) among
them. These connections may be more or less strong in dependence of how interests to
a particular feature are shared. The main novelty consists in describing the propagation
of the information on the network by simulating various applicative scenarios.
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4.1 Main references
[22] De Michele P. et al.: A biologically inspired model for describing the user behaviors
in a Cultural Heritage environment.
Abstract. We present a biologically inspired mathematical model for describing the
personalized interactions of users with cultural heritage objects. The main idea is to
measure the interest of an artwork spectator by means of a model able to capture the
context and the visitor behaviors. In the proposed approach, the user is assimilated to a
computational neuron, and its interests are deduced by counting potential spike trains,
generated by external currents. Preliminary experimental results based on a phantom
database, built from a real scenario, are shown. Finally, comparison results and appli-
cation scenarios that may be adopted for the context-aware user profiling in the cultural
heritage framework are discussed.
[24] De Michele P. et al.: A clustering-based approach for a finest biological model
generation describing visitor behaviours in a Cultural Heritage scenario.
Abstract. We propose a biologically inspired mathematical model to simulate the
personalized interactions of users with cultural heritage objects. The main idea is to
measure the interests of a spectator with respect to an artwork by means of a model
able to describe the behaviour dynamics. In this approach, the user is assimilated to a
computational neuron, and its interests are deduced by counting potential spike trains,
generated by external currents. The main novelty of our approach consists in resorting
to clustering task to discover natural groups, which are used in the next step to verify
the neuronal response and to tune the computational model. Preliminary experimental
results, based on a phantom database and obtained from a real world scenario, are shown.
To discuss the obtained results, we report a comparison between the cluster memberships
and the spike generation; our approach resulted to perfectly model cluster assignment
and spike emission.
[21] De Michele P. et al.: A Biologically Inspired Model for Analyzing Behaviours in
a Social Network Community and Cultural Heritage Scenario.
Abstract. In this paper, a biologically inspired mathematical model to simulate social
network behaviours is presented. We propose a computational network of Integrate &
Fire neurons to model the dynamics of spectators in a community that shares interests
on cultural heritage assets. In our approach, the users are assimilated to neurons, while
the friendships and the common interests are the synapses (i.e., connections) among
them. These connections may be more or less strong according to how interests to a
particular feature are shared. The main novelty consists in describing the propagation of
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the information on the network by simulating various applicative scenarios. Preliminary
experimental results, based on a phantom database and on real world data, are shown.
4.2 Introduction
In the cultural heritage area, the needs of innovative tools and methodologies to enhance
the quality of services and to develop smart applications is an increasing requirement.
Cultural heritage systems contain a huge amount of interrelated data that are more
complex to classify and analyse.
For example, in an art exhibition, it is of great interest to characterize, study, and mea-
sure the level of knowledge of a visitor with respect to an artwork, and also the dynamics
of social interaction on a relationship network. The study of individual interactions with
the tangible culture (e.g., monuments, works of art, and artefacts) or with the intangible
culture (e.g., traditions, language, and knowledge) is a very interesting research field.
To understand and to analyse how artworks influence the social behaviours are very
hard challenges. Semantic web approaches have been increasingly used to organize dif-
ferent art collections not only to infer information about an opera, but also to browse,
visualize, and recommend objects across heterogeneous collections [80]. Other methods
are based on statistical analysis of user datasets in order to identify common paths (i.e.,
patterns) in the available information. Here, the main difficulty is the management and
the retrieval of large databases as well as issues of privacy and professional ethics [64].
Finally, models of artificial neural networks, typical of Artificial Intelligence field, are
adopted. Unfortunately, these approaches seems to be, in general, too restrictive in de-
scribing complex dynamics of social behaviours and interactions in the cultural heritage
framework [62].
In this Chapter, we propose a comparative analysis for classification and clustering ap-
proaches, in order to discover a reliable strategy to tune the model parameters. Specifi-
cally, we adopt two different strategies to discover data groups: the first one consists in
exploiting the supervised data groupings by means of a Bayesian classifier [22], whereas
the second one is based on a new approach that finds data groupings in an unsupervised
way [24]. Such a strategy resorts to a clustering task employing the well-known K-means
algorithm [54]. The main purpose of our research has the aim of underlining the advan-
tages of the clustering-based approach with respect to the one based on the Bayesian
classifier in producing data groups (i.e., clusters) that highlight hidden patterns and
previously unknown features in the data. This fact naturally impacts on the following
step, which consists in estimating the values characterizing neuron electrical properties
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of the adopted network model. Such a discovered mathematical model is particularly
suitable to analyse visitor behaviours in cultural assets [8, 14, 20].
Here we refer to a computational neuroscience terminology for which a cultural asset
visitor is a neuron and its interests are the electrical activity which has been stimulated
by appropriate currents. More specifically, the dynamics of the information flows, which
are the social knowledge, are characterized by neural interactions in biological inspired
neural networks. Reasoning by similarity, the users are the neurons in a network and its
interests are the morphology; the common topics among users are the neuronal synapses;
the social knowledge is the electrical activity in terms of quantitative and qualitative
neuronal responses (spikes). This lead to produce a characterization of user dynamics
and social behaviours, starting from scenarios based on phantom and real datasets.
4.3 A validation protocol
Our research starts from the data collected in a real scenario. The key point event
was an art exhibition within Maschio Angioino Castle, in Naples (Italy), of sculptures
by Francesco Jerace, promoted by DATABENC (http://www.databenc.it), a High
Technology District for Cultural Heritage management recently founded by Regione
Campania (Italy). The sculptures was located in three rooms and each of them was
equipped with a sensor, able to “talk” with the users. After the event, the collected
data have been organized in a structured knowledge entity, named “booklet” [13]. The
booklet contents are necessary to feed the artworks fruition and they require a particular
structure to ensure that the artworks start to talk and interact with the people. The
Listing 4.1 shows a XML schema diagram of a simplified model of the booklet entity,
characterized by the attributes of an artwork.
1 <?xml version=” 1 .0 ” encoding=”UTF−8”?>
2 <USER ID=’ UI001 ’>
3 <STEREOTYPE USER>2</STEREOTYPE USER>
4 <START SESSION></START SESSION>
5 <END SESSION></END SESSION>
6 <TRANSACTION>
7 <REQUEST>
8 <HTTP METHOD>GET</HTTP METHOD>
9 <PATH INFO>/ opera</PATH INFO>
10 <REQUEST PARAMETERS>
11 <CODEARTWORK>ART0224VICTA</CODEARTWORK>
12 <DATE>13/05/2013</DATE>
13 </REQUEST PARAMETERS>
14 <REMOTE ADDRESS>1 9 2 . 1 6 8 . 1 . 6</REMOTE ADDRESS>
15 </REQUEST>
16 <PARAMETERS LOG>
17 <HOUR LISTEN START>13/05/2013 13 : 5 8 : 1 2</HOUR LISTEN START>
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18 <HOUR LISTEN END>13/05/2013 14 : 0 5 : 4 2</HOUR LISTEN END>
19 <AUDIOS>
20 <TOT NUMBER>3</TOT NUMBER>
21 <AUDIO ID=’AU1111 ’>
22 <HOUR END>13/05/2013 14 : 0 0 : 4 2</HOUR END>
23 <LENGTH>180</LENGTH>
24 </AUDIO>
25 </AUDIOS>
26 <IMAGES>
27 <TOT NUMBER>11</TOT NUMBER>
28 <IMAGE ID=’ IM1122 ’ />
29 <IMAGE ID=’ IM1134 ’ />
30 <IMAGE ID=’ IM1135 ’ />
31 </IMAGES>
32 <VIDEOS>
33 <TOT NUMBER>2</TOT NUMBER>
34 <VIDEO ID=’ VI3333 ’>
35 <HOUR END>13/05/2013 14 : 2 0 : 1 2</HOUR END>
36 <LENGTH>180</LENGTH>
37 </VIDEO>
38 </VIDEOS>
39 <TEXTS>
40 <TOT NUMBER>4</TOT NUMBER>
41 <TEXT ID=’TX4455 ’ />
42 <TEXT ID=’TX4456 ’ />
43 <TEXT ID=’TX4457 ’ />
44 <TEXT ID=’TX4458 ’ />
45 </TEXTS>
46 </PARAMETERS LOG>
47 </TRANSACTION>
48 </USER>
Listing 4.1: An example of the structured LOG file.
We analyse the log file of a phantom database that was populated with both real and
random data. It represents the basic knowledge on which we test the applicability of the
proposed biological inspired mathematical model. More specifically, in our experiments,
we adopted the Integrate & Fire model (see Chapter 1.5.3) and our goal is to apply the
discussed model to a case study of an artwork visitor of a cultural heritage asset in an
exhibit.
Here we show the details of the investigated validation protocol to discover neuronal
network model. The first approach is supervised and consists in the adoption of a naive
Bayesian classifier.
We have organized the log file structure (Listing 4.1, discussed in the Section 4.3, in
a Weka’s ARFF file format (Weka, Data Mining Software in Java, http://www.cs.
waikato.ac.nz/ml/weka/) and we have used it as an input for the Bayesian classifier.
In the following, we report an example of the typical adopted ARFF file.
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@RELATION ARTWORK
@ATTRIBUTE audios {p02, p04, p06, p08, p1}
@ATTRIBUTE images {p02, p04, p06, p08, p1}
@ATTRIBUTE texts {p02, p04, p06, p08, p1}
@ATTRIBUTE spike {yes, no}
@DATA
p02,p02,p02,No
p04,p02,p02,No
...
p1,p04,p02,Yes
...
In the proposed scheme, the values
p02, p04, . . . , p1
are the percentile of a fixed ATTRIBUTE (audios, images or texts). For example, the value
p02 of the feature images means that the user has viewed almost the 20% of overall im-
ages available for the specific artwork. A special role is played by the ATTRIBUTE spike
that reports the interest about an opera w.r.t a suitable feature combination. More
in details, the tuple p1, p04, p02 means that the user has listen between the 80% and
100% of the available audios, see between the 20% and 40% of the available images, read
between the 0% and 20% of the available texts and, in this case, spike is equal to yes,
i.e. user is interested to the artwork.
We recall that we are interested to find the I&F dynamic correlation with the output
of a such well-known classification method. Then, in order to have a comparison metric
with the results returned from the model, we choose to analyse the data trough a naive
Bayesian classifier. The selected one is fairly intuitive and is based on the minimization
of the following cost function:
CM(x1, x2, · · · , xn) =
= arg max
z
p
(
Z = z
) N∏
i=1
p(Xi = xi|Z = z)
where Z is a dependent class variable and X1 · · ·Xn are several feature variables. The
classifier is based on the computation of individual conditional probabilities for each val-
ues of the class variable Z and for each feature p(Xi|Zj). The class, given by Bayesian
classifier, is the one for which we have the largest product of the probabilities. The
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Metric Result
# of elements to classify 125
# of True Positive 65
# of False Positive 0
# of True Negative 52
# of False Negative 8
Precision 1
Recall 0.89
Table 4.1: BC classifier metrics.
Maximum Likelihood Estimation Method [71] is used to determine the individual con-
ditional probabilities.
We use the Bayesian classifier for investigate the data and in the Table 4.1 we report
some output. In this way, combining the values of the attributes audios, images and
texts, it is possible to obtain a total of N = 125 different tuples, belonging to the set
called U . Assuming split these tuples into two classes: let be C the class of the tuples
that involve a “spike”, namely the class of tuples to which the value yes, of the attribute
spike, is associated; let be U \ C the class of the tuples that do not involve a “spike”,
namely the class of tuples to which the value no, of the attribute spike, is associated.
At the end of the classification process, on all the N elements, for which the actual
classification is known, it is possible to define the following parameters:
• True Positive (TP ), that is the number of elements that were classified as be-
longing to C and actually belong to C.
• False Positive (FP ), that is the number of elements that were classified as be-
longing to C but that, in reality, belong to U \ C.
• True Negative (TN), that is the number of elements that were classified as
belonging to U \ C and actually belong to U \ C.
• False Positive (FP ), that is the number of elements that were classified as be-
longing to U \ C but that, in reality, belong to C.
Obviously, TP+FP+TN+FN = N and the number of elements that the classification
process has classified as belonging to C is TP + FP . Then, it is possible to define the
two metrics needed to evaluate the quality of the classification: recall and precision,
which are
TP
(TP + FN)
TP
(TP + FP )
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Note that both precision and recall ranges in [0..1]. All the above mentioned parameters
are reported in the Table 4.1. Moreover, we propose a more finest strategy to discover
classes in the data which can be used for the next modelling step, which is the tuning
of the electrical parameters for the circuit model characterizing the neuron. In fact,
classification algorithms have the major limitation of labelling data according to a yet-
known training set, as they are supervised approaches. In many real world datasets,
data objects do not typically have assigned class membership, and this may lead to have
accuracy issues in the whole classification process.
For this reason, we propose to address such an issue by introducing a clustering-based
approach [37, 54, 58] to discover data groups. Clustering is an unsupervised task, since
it can be applied to unclassified data (i.e., unlabelled) to obtain homogeneous object
groupings. In this approach, groups are more representative with respect to single object
as they summarize their common features and/or patterns; indeed, objects belonging
to the same group are quite similar each other, whereas objects in different groups are
quite dissimilar.
In our context, data to be clustered are tuples representing visitor’s behaviours related
to an artwork. Note that now “spike” has a more informative role in the dataset, as
it is not seen as a class but as a further information about visitor’s behaviour. In our
experiments, we assume the following criteria for spike generation. A visitor enjoyed an
artwork if he benefits from the whole content of at least one of the available services, or
if he exploits more than the 66% of the total contents.
This new clustering-based approach allows us to produce a more general dataset, in which
we do not need to assign object classes, and also attributes can take values in a continuous
range, instead of in a discrete one. Therefore, the clustering phase produces groups
according to visitor’s preferences, which are not necessary driven by spike generation.
On these hypothesis, we have rearranged the log file structure (Listing 4.1), in a suitable
way for clustering process, as follow:
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@RELATION ARTWORK
@ATTRIBUTE audios NUMERIC [0..1]
@ATTRIBUTE images NUMERIC [0..1]
@ATTRIBUTE texts NUMERIC [0..1]
@ATTRIBUTE spike {0,1}
@DATA
0.1,0.4,1.0,1
0.3,0.6,0.4,0
...
0.5,1.0,0.7,1
...
In the proposed scheme, data values represent the amount of information that the visitor
has exploited for an artwork for each attribute of the dataset, and the last attribute
describes the spike generation according to the algorithm previously described. In this
way, combining the values of the attributes audios, images and texts, it is possible to
obtain a total of N = 1, 331 different data objects (i.e., tuples) — for simplicity, we take
into account just real values rounded at the first decimal value.
As regards the clustering task, we can employ any algorithm to discover groups. How-
ever, in this paper, we resorted to the well-known K-means clustering algorithm [54].
K-means requires only one parameter, that is the number K of clusters (i.e., groups) to
be discovered. Algorithm 10 shows the outline of the K-means clustering algorithm.
Algorithm 10 K-means
Require: a dataset objects D = {o1, . . . , oN}; the number of output clusters K
Ensure: a set of clusters C = {C1, . . . , CK}
1: for i = 1 to K do
2: ci ←randomInitialize(D)
3: end for
4: repeat
5: for all Ci ∈ C do
6: Ci ← ∅
7: end for
8: for all ou ∈ D do
9: j ← argmini∈[1..K]dist(ou, ci)
10: Cj ← Cj ∪ {ou}
11: end for
12: for all Ci ∈ C do
13: ci ← updateCentroid(Ci)
14: end for
15: until centroids do not change or a certain termination criterion is reached
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Figure 4.1: Clustering results for K-means (K = 2)
In our experiments, we first started with K = 2, which is the natural starting choice to
model a classification-like approach (i.e, “spike” or “no-spike”). Nevertheless, we can also
perform further experiments by setting higher values for K to capture finest similarities
and/or hidden patterns in the data. Figure 4.1 shows the output of the clustering phase
with K = 2. Note that we do not take into account the “spike” attribute in the clustering
process, as it could clearly bias the entire process. However, we exploited it at the end of
the clustering phase to assess the result accuracy. We resorted to Weka “simpleKMeans”
implementation, and the plot is also obtained employing Weka clustering visualization
facilities.
The plot represents tuples in terms of cluster membership (x-axis) and spike emission
(y-axis). It is easy to note that all the data in cluster0 refer to tuples that produce spikes
(i.e., with value 1), whereas all the ones in cluster1 identify tuples that do not emit spike
(i.e., with value 0). Therefore, evaluating clustering results in terms of well-separation of
the data with respect to the spike emission issue, we achieved a high-quality clustering
as all the data have been correctly separated.
4.4 The single neuron model
By comparing the two proposed approaches, it is easy to note that the one based on
clustering furnishes more significant groups, which are more homogeneous in terms of
spike emission. In fact, summary results for the Bayesian-based model are shown in
Table 4.1, which highlights a certain number of False Negative data (i.e., FN = 8).
Consequently, this fact negatively affects Recall value, that is equal to 0.89. On the
contrary, the clustering-based approach does not assign any false membership in the
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Tuples M.C.F. (%) Cluster # spikes
0.2, 0.2, 0.2 20% cluster1 0
0.2, 0.2, 0.4 27% cluster1 0
0.4, 0.2, 0.2 27% cluster1 0
0.6, 0.6, 0.7 63% cluster1 0
0.6, 0.8, 0.8 73% cluster0 4
0.7, 0.9, 0.5 70% cluster0 4
0.8, 0.9, 0.3 67% cluster0 2
0.8, 0.9, 0.6 76% cluster0 5
1.0, 0.2, 0.1 43%(∗) cluster0 5
1.0, 0.8, 0.9 90%(∗) cluster0 10
1.0, 1.0, 0.6 86%(∗) cluster0 13
1.0, 1.0, 1.0 100%(∗) cluster0 16
Table 4.2: Spike response for clustering and I&F model with
(R,C) = (0.51kOhm, 30µF ).
data. This naturally impacts on our purpose of identifying user behaviours. For these
motivations, we adopted the clustering task to guide model parameter identification.
Then, starting from the clustering output, we have integrated the I&F computational
model in order to find some correlations with the clustering results. In particular, the
couple (R,C) represents the visitor sensitivity to the artwork. We have exploited the
clustering results in order to tune the values of the resistance R and conductance C of
the circuit that represents the model. In a first experiment, a good choice for the couple
(R,C) is
(R,C) = (0.51kOhm, 30µF )
The current is a linear combination of the values of the attributes in the dataset. The
Figure 4.2 gives the dynamic response of the neuron.
In the first case (top of the Figure 4.2) the current I(t) is not sufficient to trigger a
potential difference which gives a spike. In the second one (bottom of the Figure 4.2)
the neuron that has received stimuli is able to produce an interesting dynamic.
In these experiments, we show how the computational model and the clustering give
information about the interest of a visitor about an artwork. In the Table 4.2, exper-
imental results for the clustering and our model are reported. M.C.F. represents the
Media Content Fruition with respect to the overall media contents. With the symbol
(*) we have labelled the tuple combinations that contain the information about the fully
fruition of at least one media content. Note that the last column of the table indicates
the degree of the visitor interest for an artwork. Thus, in this respect, such an informa-
tion is obtained by the proposed I&F neuron model to achieve a fine-grained indication
for spikes.
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Figure 4.2: Top. With a current I(t) = 0.6 + 0.6 + 0.7, the neuron has no spikes.
Bottom. With a current I(t) = 0.6 + 0.8 + 0.8 the neuron has 4 spikes.
In Figure 4.3, we have fixed
I(t) = 0.8 + 0.9 + 0.3
as a stimulus and we have compared two users U1 with (R,C) = (0.51, 30) and U2 with
(R,C) = (0.6, 28).
We can observe the different number of spikes between U1 and U2 respect to the same
artwork. If the spike are related to the the interests that a cultural asset has aroused in
a viewer, the I&F is able to emerge this features. The choice of the pair (R,C) suitable
for a established user is the real challenge of the model. More in general, it may be
multiple scenarios to apply these dynamics. An example is the case of a cultural asset
exhibition in which the target is how to place artworks. A possible choice is to select the
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Figure 4.3: Top. With the couple (R,C) = (0.51, 30) the neuron has 2 spikes.
Bottom. With the couple (R,C) = (0.6, 28) the neuron has 5 spikes.
operas that have attracted the visitors with common interests, i.e., users with similar
(R,C). In the context-aware profiling instead the aim is how to change (R,C) in such a
way to predict the user behaviours in terms of spikes that represent its cultural assets.
4.5 The network model
Preliminary, we apply the discussed model to a case study of an artwork visitor of
a cultural heritage asset in an exhibit. Here the neural network represents a social
network and neurons represent the users. Neurons with synapses are intended such as
users which have a friendship or which belong to the same circle (i.e., fan page). We
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introduce a neural network model, which uses leaky I&F neurons. In this case, with
respect to the single neuron model, there are more components to take into account. In
a neural network neurons are connected among them by means of synapses. The neuron
ni is linked to nj by means of a synapse that is a positive weight wi,j . In other terms,
we model the network morphology by means a matrix
W =
{
wi,j > 0 if ni is linked to nj
0 otherwise.
Note that, in our case, we assume a symmetric structure for the matrix W , i.e. wi,j =
wj,i.
In a network, the neuron is stimulated by pre-synaptic currents arriving at its synapses.
Each pre-synaptic current gives a stereotyped contribution, described by a function
α(t), to the post-synaptic current. The contributions of different pre-synaptic spikes
are linearly combined to have the total post-synaptic current. In particular, the total
post-synaptic current to the ni neuron is modelled as:
Ii(t) =
∑
j
wi,j
∑
k
α(t− t(k)j )
where t
(k)
j is the time of the k−th spike of the j−th pre-synaptic neuron.
The weights wi,j are a measure of the liking degree of the users with respect to an as-
signed feature, for example the interest on the art history, on an artistic period or on
an artwork. In the Figure 4.4 we show the matrix W that represents the connections
among 348 friends (i.e., users) on Facebook. The dataset coming from the Stanford
Network Analysis Platform (https://snap.stanford.edu) and we highlight the con-
nection among the user U0 and other 347 friends (neurons of the network),
In our previous works [22, 24] we deal with a single neuron model where the (Rm, Cm)
couple represents the sensitivity of the user with respect to an artwork. In this context,
the (Rm, Cm) couple gives information about the sociality level of a user. The measure
of the sociality level is expressed by the product
τ = Rm ∗ Cm
and it is the tendency of the user to interact on a social network, sharing, liking or
commenting a social content. For our aims it holds that
• a small value of τ corresponds to an high sociality level;
• a large value of wi,j gives that liking degree between i and j is high.
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Figure 4.4: Connection matrix W between 348 neurons.
By using the draw framework, the neuron spikes give information about the social activ-
ity, i.e. about the sharing, the liking or commenting a social content. In our experiments
only one neuron is subject to an external stimulus Iext and we are interested to observe
how his neural activity influences other neurons. By the social network point of view,
this means that we observe how the social activity of a single user influences other users.
4.6 User behaviours on a social network
In the following experiments, an artwork spectator U1 with (Rm1 , Cm1) = (0.51kOhm, 10µF )
is stimulated with an external current Iext = I(t) = 1 + 1 + 1 that corresponds to have
beneficed from 100% of text, images and video of an artwork.
The Figure 4.5 shows the electrical activity in terms of spikes of this art spectator. We
can affirm that the spectator is very interest to the opera and he emits 26 spikes. In the
following subsections we assume that a spectator has shared this experience in a social
network and we refer to users in a social network as neurons in a neural network. We
are interested to analyse the network response in terms of social activity (i.e., electrical
stimulations) induced on the net.
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Figure 4.5: With the couple (Rm1 , Cm1) = (0.51kOhm, 10µF ) the user (i.e., neuron)
U1 has 26 spikes.
User τi (w1,i = 1.3) τi (w1,i = 0.5)
U1 5.10 5.10
U2 1.68 2.36
U3 7.94 1.04
U4 5.49 1.67
U5 8.24 7.55
U6 22.85 21.15
Table 4.3: Values τi, where i identifies the user Ui.
4.6.1 Simple interaction
We consider 6 users (i.e., neurons), where user U1 have a friendship (i.e., is connected)
with each other user. The network connectivity is shown in Figure 4.6. A key role
is played by two parameters: τi and wi,j . In a first experiment, the user U1 has
(Rm1 , Cm1) = (0.51kOhm, 10µF ), the connection weights are fixed as w1,i = 1.3 (with
i = 2, . . . , 6) and the values of τi (with i = 1, . . . , 6) differ. More in detail, the sociality
level of the user U1 is τ1 = 0.51×10 = 5.1 and for remaining users Ui (with i = 2, . . . , 6)
we have
τi = i× xi × τ1
where xi is a random value between 0 and 1. From the simulation, we can observe
that user U1 mostly influences all the other users with a small value of τi (i.e., U2 with
τ2 = 1.68 and U4 with τ4 = 5.49) as reported in bold in the second column of the
Table 4.3 and in Figure 4.7.
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Figure 4.6: Social network connectivity in the case of 6 users.
Figure 4.7: Social network activity in the case of 6 users, with fixed weights w1,j = 1.3.
The behaviour of the network changes decreasing the value of the weights. In fact, if
we choose w1,i = 0.5 (with i = 2, . . . , 6), the user U1 does not influence the others, even
with small values of τi (i.e., τ2 = 2.36, τ3 = 1.04 and τ4 = 1.67), as reported in bold in
the third column of the Table 4.3 and in Figure 4.8
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Figure 4.8: Social network activity in the case of 6 users, with fixed weights w1,j = 0.5.
Synapse w1,i (τ1 = 5.1, τi = 3) w1,i (τ1 = 5.1, τi = 20)
1, 2 0.75 1.02
1, 3 1.58 1.03
1, 4 0.44 1.67
1, 5 1.65 1.64
1, 6 1.07 0.35
Table 4.4: Values of the synapses w1,i, where 1 represents the user U1 and i an user
Ui.
In a second simulation, we set the sociality levels at τ1 = 5.1, τi = 3 (with (Rmi , Cmi) =
(0.5, 6)), for i = 2, . . . , 6, and we change the weights as
w1,i = xi × 2
where xi is a random value between 0 and 1. The network topology is the same of the
one shown in Figure 4.6. We can observe that the user U1 mostly influences users with
a large w1,j (i.e., w1,3 = 1.58 and w1,5 = 1.65) as shown in bold in the second column of
Table 4.4 and Figure 4.8.
The behaviour of the network is different by increasing the value of τi = 20 (with
i = 2, . . . , 6 and (Rmi , Cmi) = (0.5, 40)). In fact, in this case, we can observe from the
third column of the Table 4.4 that user U1 minimally affects the other users, even with
large values of w1,i (w1,4 = 1.67 and w1,5 = 1.64). The social network activity is reported
in the Figure 4.10.
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Figure 4.9: Social network activity in the case of 6 users, with τ1 = 5.1, τi = 3.
Figure 4.10: Social network activity in the case of 6 users, with τ1 = 5.1, τi = 20.
4.6.2 Viral interaction
In a more complex scenario, we consider 31 users and we introduce M = 5 as the
cardinality of the friendships. Then, users Ui, with i = 1, . . . ,M + 1, are connected with
M users Uj , where
j = M ∗ (i− 1) + 2, . . . , (M + 1) ∗ i+ 1− i
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Figure 4.11: Social network connectivity in the case of 31 users.
as shown in Figures 4.11 and 4.12. This scenario is typical of a viral context, in which a
social content can reach users even though they do not have a 1st level degree connection
(i.e., friendship). The virality of our case study is depicted in Figure 4.12.
We fix the couple (Rm1 , Cm1) = (0.51, 10) for the user U1 (τ1 = 5.1), the weights
wi,j = 1.3 (with i = 1, . . . ,M + 1 and j = M ∗ (i− 1) + 2, . . . , (M + 1) ∗ i+ 1− i) and
the sociality level of Ui as
τi = i× xi × τ1
where xi is a random value between 0 and 1. Comparing the second column of the
Table 4.5 with the Figure 4.13, we observe that the user U1 mostly influences users with
a small value of τi (i.e., U2 with τ2 = 0.40, U3 with τ3 = 1.78 and U4 with τ4 = 3.47). In
particular, the user U2 influences user U9 (with τ9 = 3.32), the user U3 influences user
U14 (with τ14 = 1.59), and the user U4 influences users U20 (with τ20 = 7.65) and U25
(with τ25 = 2.32).
The behaviour of the network changes by decreasing the value of the weights. If we set
wi,j = 0.5 (with i = 1, . . . ,M + 1 and j = M ∗ (i − 1) + 2, . . . , (M + 1) ∗ i + 1 − i),
observing the third column of the Table 4.5 and the Figure 4.14, the user U1 maximally
influences just the user U2 (with a very small τ2 = 0.36), while the influence on the
other users Ui (with i = 3, . . . ,M + 1) is very poor. Note that for the users U3 and
U4 we have also small values τ3 = 1.78 and τ4 = 3.47. Accordingly, for users Ui (with
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Figure 4.12: Different view of the social network connectivity in the case of 31 users.
Figure 4.13: Social network activity in the case of 31 users, with fixed weights
wi,j = 1.3.
i = 2, . . . ,M + 1) the probability of influencing the other users decreases: in fact, the
users Ui (with i = M + 2, . . . , 31) does not have social activity.
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User τi (wi,j = 1.3) τi (wi,j = 0.5)
U1 5.10 5.10
U2 0.40 0.36
U3 1.78 6.28
U4 3.47 4.07
U5 13.56 3.18
U6 24.79 3.99
U7 19.76 10.57
U8 27.26 34.31
U9 3.32 23.66
U10 8.39 3.72
U11 17.06 17.71
U12 14.13 44.86
U13 44.68 39.35
U14 1.59 53.58
U15 61.96 29.28
U16 48.56 10.12
U17 65.15 27.47
U18 68.95 49.92
U19 70.66 2.18
U20 7.65 43.35
U21 11.27 82.85
U22 49.08 28.21
U23 53.17 82.64
U24 9.72 113.94
U25 2.32 78.98
U26 108.63 0.89
U27 53.21 35.29
U28 106.34 75.70
U29 22.75 33.48
U30 23.80 33.04
U31 17.74 103.30
Table 4.5: Values τi, where i identifies the user Ui.
Here, we modify the network connectivity as shown in Figures 4.15 and 4.16: now the
user U5 is connected with users Uj , where
j = M ∗ 2 + 2, . . . , (M + 1) ∗ 5 + 1− 5.
Moreover, we fix wi,j = 2.3 (with i = 5, j = 1,M ∗ (i− 1) + 2, . . . , (M + 1) ∗ i+ 1− i),
wi,j = 0.2 (with 1 ≤ i < 5, 5 < i ≤M + 1 and j = M ∗ (i−1) + 2, . . . , (M + 1)∗ i+ 1− i)
and vary τi (with i = 1, . . . , 31).
Then, we have a strong liking degree with respect to an assigned feature between the
users U1 and U5. As in Figure 4.17, the user U5 have an intense social activity (24
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Figure 4.14: Social network activity in the case of 31 users, with fixed weights
wi,j = 0.5.
Figure 4.15: Social network connectivity in the case of 31 users.
spikes), while other users connected with U1 do not have social activity. On the other
hand, user U5 mostly influences users connected to him.
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Figure 4.16: Different view of the social network connectivity in the case of 31 users.
Figure 4.17: Social network activity in the case of 31 users, with fixed weights
w5, j = 2.3 (with j = 1,M ∗ (i−1)+2, . . . , (M +1)∗ i+1− i) and the others wi,j = 0.2.
4.6.3 Real interaction
We simulate the real case of 348 users of Facebook social network, as reported in Sec-
tion 4.5 and in Figure 4.4. More in detail, the user U1 has a friendship with all other 347
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Figure 4.18: Social network connectivity in the case of 348 users.
users, which also can have friendship among them. If there exists a connection between
two users Ui and Uj , the weight is set as wi,j = 0.2. Moreover, users that share the
interest for a particular feature with user U1 belong to a particular circle. In this case,
synapses between two users Ui and Uj belonging to the circle are incremented to the
value wi,j = 0.4. We are interested to reproduce the interactions among user U1 with all
other users and how these are influenced. In Figure 4.18, for representation simplicity,
we highlight the network connectivity among the first 100 users. As we can observe, in
the proximity of the user U1 there is a high concentration of connections. This is due to
the fact that user U1 is connected with all other users.
As shown in Figure 4.19, we have 10 of the 348 users belonging to the circle: in particular,
there are the users U1, U100, U117, U141, U145, U148, U151, U156, U271 and U328.
In Figure 4.20 the network activity is shown. As we can observe, user U117 has a high
number of “spikes”. This is due to two facts: firstly, this user belong to the circle
together U1, then the liking degree (i.e. weight) between these users is w1,117 = 0.4;
secondly, user U117 has a very small value of τ117 = 0.44, then the sociality level of this
user is very high.
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Figure 4.19: Social network connectivity for 10 of the 348 users.
Figure 4.20: Social network activity for 10 of the 348 users.
4.7 Implementation details
Here, we provide some technical details regarding the implementation of the two models.
From Section 1.5.3, rearranging the Eq. (1.8) we obtain
dV
dt
= − V
RC
+
I(t)
C
(4.1)
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Then, replacing dV = V ′ − V into the Eq. (4.1) we have
V ′ = V +
(
− V
RC
+
I(t)
C
)
dt (4.2)
Finally, from the the Eq. (4.2), we obtain
V ′ = V +
(−V + I(t)R
RC
)
dt (4.3)
The Eq. (4.3) is the core of our models. In Algorithm 11 we reported the code of the
single neuron model, where V[i] is V ′, V[t-1] is V and I t[t] is I(t). Moreover, time
indicates the duration of the simulation, t represents the time t, threshold rest is the
initial refractory time, R is the resistance R, tau is the time constant τ = R × C, dt
indicates the simulation time step in ms, V threshold is the spike threshold, V spike
is the spike delta and tau ref represents the refractory period.
Algorithm 11 A light view of the core of the single neuron model.
1: ...
2: for t in enumerate(time):
3: if t > threshold rest:
4: V[t] = V[t-1] + (-V[t-1] + I t[t]*R) / tau * dt
5: if V[i] >= V threshold:
6: V[t] += V spike
7: threshold rest = t + tau ref
8: ...
9: ...
The models are implemented in Python (v. 2.7.8), and we resorted to a set of Python
libraries, which are math for the mathematical functions, numpy for the list management
(array), and pylab for the plotting.
4.8 Conclusions
We described a framework that reflects the computational methodology adopted to infer
information about visitors in a cultural heritage context. The challenge here is to map,
in a realistic way, the biological morphology of a neuron in this application scenario. We
deal with a model where the (R,C) couple represents the sensitivity of the user respect
to an artwork.
We compared two different strategies for tuning model parameters, in order to find an
accurate approach that is able to provide the best setting for the neuronal model. In this
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respect, we shown experimental results for classic Bayesian classifier and new clustering
methodology to obtain starting groups from which these electrical parameters can be
tuned. From our experiments, it has been highlighted that clustering task is able to
produce a more accurate setting.
Moreover, we described a framework and the computational methodology adopted to
infer information about users of a social network in a cultural heritage context. We have
built a computational neural network able to reproduce the interactions in a cultural
heritage community. The challenge was to map, in a realistic way, the biological mor-
phology of the network and to deeply investigate the related parameters, that are the
sociality level τ and the friendship connection matrix W . The main novelty of our work
was to analyse how the information shared by a user can have influences on other actors
in a circle of a social network with cultural heritage topics. An interesting observation
and challenge for future works is to adapt, in a smart way, this computational framework
to many different application topics, such as the context-aware profiling, feedback based
and/or recommendation systems.
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