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Abstract
In this paper, we shall explore the dynamics of interfaces in the problem with global coupling in order
to investigate the existence of time periodic solutions as the global coupling intensity and the bifurcation
parameter vary.
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1. Introduction
The activator–inhibitor system has been discussed in several experimental systems, including the
distributed dynamical systems, chemical waves in excitable media [4,17,27], semiconductor devices
[1,3,12,19,26], thyristor structure [5–8,16], and electric gas discharges [14,20,25]. A typical model
of an activator–inhibitor system for activator u and its inhibitor v is
ut = 2uxx + H (u− a)− u− v;
vt = vxx + 
u− v; t ¿ 0; x∈R;
(1)
where  and  are positive constants and H is a Heaviside function satisfying H (z) = 1 for z¿ 0
and H (z) = 0 for z¡ 0. We assume that 
 satisfy the bistable condition which means that two
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di$erent steady states with high and low activator concentrations exist. When  is small, the stationary
solution, being smooth, exhibits an abrupt but continuously di$erentiable transition at the location
of the limiting discontinuity. Moreover, for a suGciently large , a motionless pulse is stable and
stationary solutions should undergo certain instabilities and the loss of stability resulting from a
Hopf bifurcation produces a kind of periodic oscillation in the location of the internal layers in
[2,4,18,21,22]. These periodic solutions are called breathers or breathing solutions because of the
nature of the oscillation in the position of the internal layers. Koga and Kuramoto [13] investigated
several instabilities and showed that the Hrst of these instabilities leads to breathing of a point.
Since the Hrst instability in [13] generally appears at small ratios of the two characteristic times,
where the breathing instability would have already occurred, steadily traveling spots can actually
only be observed if the breathing instability is suppressed. This phenomena can be achieved by
adding instantaneous inhibitory feedback in the form of global coupling as introduced in [14]
1

(
da
dt
+
a− a0

)
=
∫
R
(
1

H (u− a) + 
u− v
)
dx − 1

s0; 0¡a0 ¡
1
2
: (2)
This equation can be written in the equivalent form where
a= a0 + 
(∫
R
(u+ v) dx − s0
)
; 0¡a0 ¡
1
2
: (3)
The excitation threshold a depends on the total activator concentration in the medium. The positive
constant s0 is the value of the integral
∫
R(u + v) dx for the spatial distribution corresponding to
a stationary spot; the coeGcient  characterizes the intensity of global coupling. For a suGciently
large value of  in (3), Krischer and Mikhailov [14] proved that system (1) has a supercritical
bifurcation from a motionless pulse to a propagating pulse, Kawaguchi and Mimura [15] examined
the collision between two traveling waves and Ohta [23] investigated the reKection of interacting
pulses in a reaction–di$usion system using singular perturbation methods to extend in the interface
dynamics.
The case of without global coupling, a free boundary problem of (1) is obtained when  is equal
to zero and a Hopf bifurcation of the problem was examined in [9–11]. In this paper, we shall
derive a free boundary problem of (1) with global coupling condition (3) when  is equal to zero.
We now assume that there are two interface curves ±(t) in R and the time evolutionary equations
for ±(t) are given by
d±(t)
dt
=±C(v±; a(t)); (4)
where v± is the value of v on the interfaces, and C(r; a) is the velocity of the interfaces for (1)
when r and a are constants.
Hence a free-boundary problem with global coupling term (3) is given by
vt = vxx − (
 + 1)v+ 
; (x; t)∈+(t) = {(x; t) : −(t)¡x¡+(t); t ¿ 0};
vt = vxx − (
 + 1)v; (x; t)∈−(t) = {(x; t) : x¡−(t); x¿+(t); t ¿ 0};
v(x; 0) = v0(x);
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v(−∞; t) = 0 = v(∞; t); t ¿ 0;
′±(t) =±C(v(±(t)); a(t)); t ¿ 0;
±(0) =±0; 0 ∈ (0;∞): (5)
The global coupling condition (3) becomes a(t) = a0 + (|+(t)| − s0) where |+(t)| is a measure
of +(t). The velocity function for the interfaces is deHned on I := (−a; 1− a) and given by
C(r; a) =
1

1− 2a− 2r√
(r + a)(1− a− r) :
The purpose of this paper is to explore the dynamics of interfaces in problem (1) with global
coupling (3) in order to investigate the existence of time periodic solutions as the global coupling
intensity and the bifurcation parameter vary. From these results, we see how this problem is di$erent
from an activator–inhibitor system (1) which was dealt in [11] and the e$ectiveness of the global
coupling intensity. The organization of the paper is as follows. We shall obtain problem (6) by
using the regular setting which is equivalent to problem (5). In Section 3, the steady states and the
linearization of problem (5) are examined. In the last section we show the existence of the periodic
solutions and the bifurcation of the interface problem as a parameter  and global intensity a vary
by invoking the regular setting of problem (5).
2. Regularized equation of motion
For the application of semigroup theory to (5), we choose the space
X := L2((0; 1)) with norm‖ · ‖2
and let A be a di$erential operator −(d2=dx2)+
+1 with the domain D(A)={v∈H 2;2((−∞;∞)) :
v(−∞) = v(∞) = 0}.
Denition 2.1. We call (v; −; +) a solution of (5), if it satisHes the following natural properties:
There exists T ¿ 0 such that v(x; t) is deHned for (x; t)∈R × [0; T ), ± ∈R and v(±(t); t)∈ I for
t ∈ [0; T ),
(a) v(·; t)∈C1(R) for t ¿ 0 with v(±∞; t) = 0,
(b) −; + ∈C0([0; T )) ∩ C1((0; T )) with ±(0) =±0; 0 ∈ (0;∞),
(c) (Av)(x; t) and vt(x; t) exist for x∈R\{{−(t)} ∪ {+(t)}} and t ∈ (0; T ),
(d) t → v(·; t)∈C0([0; T ); X ) with v(·; 0) = v0 ∈X and
(e) v; − and + solve the di$erential equation for t ∈ (0; T ) and x∈R\{{−(t)} ∪ {+(t)}}.
We deHne g :R3 → R,
g(x; −; +) := A−1(
(H (· − −)− H (· − +)))(x) = 

∫ +
−
G(x; y) dy;
where G :R2 → R is a Green’s function of A satisfying the Dirichlet boundary conditions. Applying
the transformation u(t)(x)=v(x; t)−g(x; −(t); +(t)) then we obtain an equivalent abstract evolution
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equation of (5):
d
dt
(u; −; +) + A˜(u; −; +) = f(u; −; +);
(u; −; +)(0) = (u0(x);−0; 0);
(6)
where A˜ is a 3 × 3 matrix whose (1,1)-entry is an operator A and all the others are zero. The
nonlinear forcing term f is
f(u; −; + ) =


−C(u(−) +  (−; +); a)G(x; −)− C(u(+) + !(−; +); a)G(x; +)
−C(u(−) +  (−; +); a)
C(u(+) + !(−; +); a)

 ;
where the functions  :R×R→ R and ! :R×R→ R are deHned by  (−; +) := g(−; −; +) and
!(−; +) := g(+; −; +): We note that  (−; +) = !(−; +) = (
=2(
 + 1))(1− e−
√

+1(+−−)).
The well posedness of solutions are shown in [11] applying the semigroup theory using domains
of fractional powers "∈ (3=4; 1] of A and A˜. Moreover, they obtained that the nonlinear term f is a
continuously di$erentiable function from W ∩ D(A˜") to D(A˜), where D(A˜) = D(A)× R× R and
W := {(u; −; +)∈C1(R)× R× R : u(−) +  (−; +)∈ I; u(+) + !(−; +)∈ I}
⊂
open
C1(R)× R× R:
3. Existence of steady states and linearized equation of motion
In this section, we shall examine the stationary solutions of (6) and shall study the dependency of
 and as well as s0 on the existence of solutions. For an inHnitely strong global coupling, we consider
two di$erent types of deformations to the interfaces. One is the symmetric case where + = −−
and the other is the antisymmetric one where +− − is a Hxed constant [24]. If these deformation
increases with time, the interfaces is called a varicose and a zig-zag motion, respectively.
We now consider the stationary problem of (6) for (u∗; ∗−; ∗+)∈D(A˜)∩W . This system is equiv-
alent to the pair of equations
u∗ = 0; C( (∗−; 
∗
+); a) = 0 and C(!(
∗
−; 
∗
+); a) = 0 (7)
which implies that
1
2 − a0 − (∗+ − ∗− − s0)−  (∗−; ∗+) = 0;
1
2 − a0 − (∗+ − ∗− − s0)− !(∗−; ∗+) = 0:
(8)
Proposition 3.1. (i) Case without global coupling (= 0): Suppose that 12 − a0 ¡
=2(
+ 1), then
Eq. (6) has at least one stationary solutions (0; ∗−; ∗+) for all  = 0 satisfying that ∗+ − ∗− =
(1=(
√

 + 1)) ln(
=2(
 + 1)a0 − 1).
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Fig. 1. (a) s0 is small (s0 = 0:4); (b) s0 is large (s0 = 4).
(ii) Case with global coupling (¿ 0): Suppose that 12 − a0 ¡
=(2(
 + 1)). There is the only
one constant ∗ := ∗+ − ∗− ∈R+ satisfying s0 ¡∗¡ (1=(
√

 + 1)) ln(
=(2(
 + 1)a0 − 1)) or
(1=(
√

 + 1)) ln(
=2(
 + 1)a0 − 1))¡∗¡s0 and thus (6) has at least one stationary solutions
(0; ∗−; ∗+) for all  = 0.
(iii) Case with strong global coupling ( ↑ ∞): Suppose that 12 − a0 ¡
=2(
 + 1), there are
stationary solutions (0; ∗−; ∗+) for all  = 0 such that for antisymmetric, ∗+ − ∗− = s0 and for
symmetric case, ∗+ =−∗− = s0=2.
The linearization of f at the stationary solution (0; ∗−; ∗+) is
Df(0; ∗−; 
∗
+)(uˆ; ˆ−; ˆ+)
=


4
 (uˆ(
∗
−) +  −(
∗
−; 
∗
+) ˆ− +  +(
∗
−; 
∗
+) ˆ+ + ( ˆ+ − ˆ−))G(·; ∗−)
+4 (uˆ(
∗
+) + !−(
∗
−; 
∗
+) ˆ− + !+(
∗
−; 
∗
+) ˆ+ + ( ˆ+ − ˆ−))G(·; ∗+)
4
 (uˆ(
∗
−) +  −(
∗
−; 
∗
+) ˆ− +  +(
∗
−; 
∗
+) ˆ+ + ( ˆ+ − ˆ−))
− 4 (uˆ(∗+) + !−(∗−; ∗+) ˆ− + !+(∗−; ∗+) ˆ+ + ( ˆ+ − ˆ−))


:
The pair (0; ∗−; ∗+) corresponds to a unique steady state (v∗; ∗−; ∗+) of (5) for  = 0 with v∗(x)
= g(x; ∗−; ∗+):
Proof. From (7) and (8), the steady states (0; ∗−; ∗+) are solutions of the following equation:
1
2 − a0 − (+ − − − s0)−  (−; +) = 0: (9)
(i) For =0, Eq. (9) implies that (
=2(
+1))(1−e−
√

+1(+−−))= 12−a0. Thus (∗−; ∗+) satisHes
that ∗+ − ∗− = (1=(
√

 + 1)) ln(
=(2(
 + 1)a0 − 1)) if 0¡ 12 − a0 ¡
=2(
 + 1).
(ii) For arbitrary positive , we deHne $ˆ(b) :=  ˆ(b) − ( 12 − a0) + (b − s0) where b = + − −
and  ˆ(b) = (
=2(
 + 1))(1 − e−
√
(
+1)b). The relationship between  and b is given in Fig. 1. Let
b0 := (1=(
√

 + 1)) ln(
=(2(
 + 1)a0 − 1)) then  ˆ(b0) = (12 − a0). We have
$ˆ
′
(b)¿ 0; $ˆ(b0) = (b0 − s0) and $ˆ(s0) =  ˆ(s0)−
(
1
2 − a0
)
:
If b0 ¿s0 then $ˆ(b0)¿ 0; and $ˆ(s0)¡ 0 since $ˆ(b) is an increasing function of b (see Fig. 1(a)).
Hence there is a unique constant ∗ with s0 ¡∗¡b0. If b0 ¡s0 then $ˆ(b0)¡ 0; $ˆ(s0)¿ 0 and
thus there is a unique constant ∗ with b0 ¡∗¡s0 (see Fig. 1(b)).
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(iii) Eq. (9) is equivalent to
=
1=2− a0 − (
=2(
 + 1))(1− e−
√

+1(+−−))
+ − − − s0 :
As  ↑ ∞, we have |+(t)| → s0 and thus ∗+ − ∗− = s0. For the symmetric case (∗+ =−∗−), the
steady states (0; ∗−; ∗+) is equal to (0;−s0=2; s0=2).
The formula for Df(0; ∗−; ∗+) follows from the relation C ′(0; ∗−; ∗+) = 4= and Lemma 4 in
[11]. The corresponding steady state (v∗; ∗−; ∗+) for (5) is obtained using the transformation and
Proposition 7 in [11].
We state the linearized eigenvalue problem of (6):
−A˜(u; −; +) + &B(u; −; +) = ((u; −; +)
which is equivalent to
(A+ ()u = 
&(u(∗−) +  −− +  ++ + (+ − −))G(·; ∗−)
+ 
&(u(∗+) +  −− +  ++ + (+ − −))G(·; +);
(− = &(u(∗−) +  −− +  ++ + (+ − −));
−(+ = &(u(∗+) +  −− +  +− + (+ − −));
(10)
where  − :=  −(
∗−; ∗+);  + :=  +(∗−; ∗+) and &= 4=.
4. E"ects of global coupling for a Hopf bifurcation
Denition 4.1. Under the assumptions of Proposition 3.1, deHne (for 1¿ "¿ 3=4) the linear operator
B from X˜ " to X˜
B :=

4
Df(0; ∗−; 
∗
+):
We then deHne (0; ∗−; ∗+) to be a Hopf point for (6) if and only if there exists an 0 ¿ 0 and a
C1-curve
(−0 + &∗; &∗ + 0) → (((&); )(&))∈C× X˜ C
(YC denotes the complexiHcation of the real space Y ) of eigendata for −A˜+ &B with
(i) (−A˜+ &B)()(&)) = ((&))(&); (−A˜+ &B)()(&)) = ((&))(&);
(ii) ((&∗) = i+ with +¿ 0;
(iii) Re(() = 0 for all (∈ (−A˜+ &∗B) \ {±i+};
(iv) Re (′(&∗) = 0 (transversality).
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The main result of global coupling e$ects states as follows:
Theorem 4.2. (1) Case with global coupling (¿ 0): Assume that 12 − a0 ¡
=2(
+ 1). Then (6),
respectively (5), has at least one stationary solutions (u∗; ∗−; ∗+) where u∗=0 and (∗−; ∗+) satis7es
that either s0 ¡∗+− ∗−¡ (1=(
√

 + 1)) ln(
=(2(
+1)a0− 1)) or (1=(
√

 + 1)) ln(
=(2(
+1)a0−
1))¡∗+ − ∗−¡s0, respectively (v∗; ∗−; ∗+) for all &. If 06 ¡ (
G(∗−; ∗−)−  +)=2, then there
exists a unique &∗ such that the linearization −A˜+&∗B has a purely imaginary pair of eigenvalues.
The point (0; ∗−; ∗+; &∗) is then a Hopf point for (6) and there exists a C0-curve of nontriv-
ial periodic orbits for (6) and (5), respectively, bifurcating from (0; ∗−; ∗+; &∗), (v∗; ∗−; ∗+; &∗),
respectively.
(2) Case without global coupling ( = 0): Assume that 12 − a0 ¡
=2(
 + 1). Then (6) and
(5), respectively, has at least one stationary solutions (0; ∗−; ∗+), (v∗; ∗−; ∗+), respectively, for all
&. Then there exists a unique &∗ such that the linearization −A˜ + &∗B has a purely imaginary
pair of eigenvalues. The point (0; ∗−; ∗+; &∗) is then a Hopf point for (6) and there exists a
C0-curve of nontrivial periodic orbits for (6) and (5), respectively, bifurcating from (0; ∗−; ∗+; &∗),
(v∗; ∗−; ∗+; &∗), respectively.
(3) Case of strong global coupling ( ↑ ∞): Assume that 12−a0 ¡
=2(
+1). Then the symmetric
steady states (u∗; ∗−; ∗+) = (0;−s0=2; s0=2) is destabilized through the transitional bifurcation for
the increasing bifurcation parameter. For antisymmetric, (6) and (5), respectively, has at least one
stationary solutions (u∗; ∗−; ∗+) = (0; ∗−; ∗− + s0), (v∗; ∗−; ∗+), respectively, for all &¿ 0 and the
antisymmetric steady state causes a translational motion for a positive bifurcation parameter.
We shall show that there exists a unique &∗ such that the linearization −A˜ + &∗B has a purely
imaginary pair of eigenvalues.
Lemma 4.3. Let G+ be a Green function of the di;erential operator A + i+. Then the expression
Re(G+(∗−; ∗−) + G+(∗−; ∗+)) is strictly decreasing in +∈R+ with
ReG0(∗−; 
∗
−) = G(
∗
−; 
∗
−); lim
+→∞
ReG+(∗−; 
∗
−) = 0
and Im(G+(·; ∗−)− G+(·; ∗+) +)¡ 0 for any +¿ 0.
Proof. First, we have (A + i+)−1 = (A − i+)(A2 + +2)−1, so if L(+) := Re(A + i+)−1 and T (+) :=
Im(A+ i+)−1, then
L(+) = A(A2 + +2)−1 and T (+) =−+(A2 + +2)−1:
Since (A2++2)−1 is a positive operator, it follows that (−T (+)) is positive for +¿ 0, which implies
that Im(G+(·; ∗−) − G+(·; ∗+)+)¡ 0. Moreover, L(+) → A−1 as + → 0 and L(+) → 0 as + → ∞,
which results in the corresponding limiting behavior for Re(G+(∗−; ∗−) + G+(∗−; ∗+)).
Now to show that + → Re(G+(∗−; ∗−) + G+(∗−; ∗+)) is strictly decreasing, deHne h(+)(x):=
G+(x; ∗−) + G+(x; ∗+)− G(x; ∗−)− G(x; ∗+). Then (in the weak sense at Hrst)
(A+ i+)h(+) =−i+(G(·; ∗−) + G(·; ∗+)):
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As a result h(+)∈D(A)C and h :R+ → D(A)C is di$erentiable with ih(+) + (A + i+)h′(+) =
−i(G(·; ∗−) + G(·; ∗+)), therefore,
(A+ i+)h′(+) =−i(G+(·; ∗−) + G+(·; ∗+)):
We thus get
−i(h′(+)(∗−) + h′(+)(∗+)) =
∫
R
(A+ i+)2h′(+)h′(+)(x) dx
=
∫
R
(A+ i+)h′(+) · (A+ i+)h′(+) dx
=
∫
R
|Ah′(+)|2 − +2|h′(+)|2 dx + 2i+
∫
R
Ah′(+)h′(+) dx:
It follows that
Re(h′(+)(∗−) + h
′(+)(∗+)) =−2+
∫
R
|A1=2h′(+)|2 ¡ 0
since Re h′(+) cannot vanish identically and thus Re(G′+(
∗−; ∗−) + G′+(
∗−; ∗+))¡ 0.
Theorem 4.4. Assume 06 ¡ (
G(∗−; ∗−)−  +)=2, then for a unique critical point &∗¿ 0, there
exists a unique, purely imaginary eigenvalue (= i+ of (10) with +¿ 0.
Proof. We only need to show that the function (u; +; +; &) → E(u; +; i+; &) has a unique zero with
+¿ 0 and &¿ 0. This means solving the system (10) with (=i+ and u=v+
G(·; ∗−)−
G(·; ∗+)+,
(A+ i+)v=−
.∗− + 
.∗++ (11)
and
i+
&∗
= v(∗−) + 
G(
∗
−; 
∗
−)− 
G(∗−; ∗+)+ + (+  +)(+ − 1); (12)
− i+
&∗
+ = v(∗+) + 
G(
∗
+; 
∗
−)− 
G(∗+; ∗+)+ + (+  +)(+ − 1): (13)
Eq. (13) is
+
&∗
+ = 
 Im (G+(∗+; 
∗
−)− G+(∗−; ∗−)+)
which implies that + must have a negative value to guarantee the existence of a &∗¿ 0 since the
right-hand side is negative by Lemma 4.3. Eqs. (12) and (13) imply that
i+
&∗
(1− +) = (−
G+(∗−; ∗−)− 
G+(∗−; ∗+) + 
G(∗−; ∗−) + 
G(∗−; ∗+)−2(+ +))(1−+):
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The real and imaginary parts of the above equation are given by
+
&∗
(1− +) =−
 Im(G+(∗−; ∗−) + G+(∗−; ∗+))(1− +);
0 =−
Re(G+(∗−; ∗−) + G+(∗−; ∗+)) + 
G(∗−; ∗−) + 
G(∗−; ∗+)− 2(+  +): (14)
Since 
 Im(G+(∗−; ∗−)+G+(∗−; ∗+))(1−+) and + are negative, there is a critical point &∗ provided
the existence of +. We now deHne
K(+) := −
Re(G+(∗−; ∗−) + G+(∗−; ∗+)) + 
G(∗−; ∗−) + 
G(∗−; ∗+)− 2(+  +): (15)
By Lemma 4.3, then K ′(+)¿ 0; K(0) =−2( +  +)¡ 0 and lim+→∞ K(+) = 
G(∗−; ∗−)−  + −
2¿ 0. Therefore, there exists a + if 06 2¡
G(∗−; ∗−)−  +.
4.1. Case with global coupling (¿ 0)
We shall show that the steady states become a Hopf point under some condition.
Theorem 4.5. Assume 0¡¡ (
G(∗−; ∗−) −  +)=2, the operator −A˜ + &∗B has a unique pair
{±i+} of purely imaginary eigenvalues for some &∗¿ 0. Then (0; ∗−; ∗+; &∗) is a Hopf point
for (6).
Proof. We assume without loss of generality that +¿ 0, and )∗ is the (normalized) eigenfunction
of −A˜ + &∗B with eigenvalue i+. We have to show that ()∗; i+) can be extended to a C1-curve
& → ()(&); ((&)) of eigendata for −A˜+ &B with Re((′(&∗)) = 0.
For this let )∗= ( 0; %0; 20)∈D(A)×R×R. First, we see that %0 = 0 and 20 = 0, for otherwise,
if %0 = 0 = 20 then, by (10), (A + i+) 0 = 
i+(%0G(·; ∗−) − 20G(·; ∗+)) = 0, which is not possible
because A is symmetric. So without loss of generality, let %0 = 1. Then E( 0; 20; i+; &∗)= 0 by (10),
where
E :D(A)C × R× C× R→ XC × C× C;
E(u; +; (; &) :=


(A+ ()u− 
&(u(∗−) + (+  +)(+ − 1))G(·; ∗−)
−
&(u(∗+) + (+  +)(+ − 1))G(·; ∗+)
(− &(u(∗−) + (+  +)(+ − 1))
−(+ − &(u(∗+) + (+  +)(+ − 1))


since  −(
∗−; ∗+)=− +(∗−; ∗+). The equation E(u; +; (; &)=0 is equivalent to ( being an eigenvalue
of −A˜ + &B with eigenfunction (u; 1; +). We shall here apply the implicit function theorem to E,
and therefore have to check that E is C1 and that
D(u;+ ;()E( 0; 20; i+; &
∗)∈L(D(A)C × R× C× R; XC × C× C) is an isomorphism: (16)
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It is easy to see that E is C1. In addition, the mapping
D(u;+ ;()E( 0; 20; i+; &
∗)(uˆ; ˆ+; (ˆ)
=


(A+ i+)uˆ− 
&∗(uˆ(∗−) + (+  +)ˆ+)G(·; ∗−)
−
&∗(uˆ(∗+) + (+  +)ˆ+)G(·; ∗+) + (ˆ 0
(ˆ− &∗(uˆ(∗−) + (+  +)ˆ+)
−(ˆ20 − i+ ˆ+ − &∗(uˆ(∗+) + (+  +)ˆ+)


is a compact perturbation of the mapping
(uˆ; ˆ+; (ˆ) → ((A+ i+)uˆ; ˆ+; (ˆ)
which is invertible. Thus D(u;+ ;()E( 0; 20; i+; &
∗) is a Fredholm operator of index 0. Therefore, in
order to verify (16), it suGces to show that the system
D(u;+ ;()E( 0; 20; i+; &
∗)(uˆ; ˆ+; (ˆ) = 0
which is equivalent to
(A+ i+)uˆ+ (ˆ 0 = 
&∗(uˆ(∗−) + (+  +)ˆ+)G(·; ∗−)
+ 
&∗(uˆ(∗+) + (+  +)ˆ+)G(·; ∗+);
(ˆ = &∗(uˆ(∗−) + (+  +)ˆ+);
−(ˆ20 − i+ˆ+ = &∗(uˆ(∗+) + (+  +)ˆ+);
(17)
necessarily implies that uˆ=0; ˆ+ =0 and (ˆ=0. We deHne  1 :=  0− 
G(·; ∗−)+ 
G(·; ∗+)20 then
the Hrst equation of (17) is given by
(A+ i+)uˆ+ (ˆ 1 =−i+
G(·; ∗+)ˆ+: (18)
On the other hand, E( 0; 20; i+; &∗) = 0 implies that
(A+ i+) 0 = i+
(G(·; ∗−)− G(·; ∗+)20)
and thus,  1 is a solution to the equation
(A+ i+) 1 =−
.∗− + 
.∗+20 (19)
and
i+ = &∗( 1(∗−) + 
G(
∗
−; 
∗
−)− 
G(∗−; ∗+)20 + (+  +)(20 − 1));
−i+20 = &∗( 1(∗+) + 
G(∗+; ∗−)− 
G(∗+; ∗+)20 + (+  +)(20 − 1)):
(20)
From these equations,
&∗ Im( 1(∗−)−  1(∗+)20) = +(1 + 220):
Y.M. Ham, S.-G. Lee / Journal of Computational and Applied Mathematics 162 (2004) 393–409 403
Eq. (19) implies that
−
 1(∗−) + 
 1(∗+)20 =
∫
R
|A1=2 1|2 + i+
∫
R
| 1|2;
so that

 Im( 1(∗−)−  1(∗+)20) = +
∫
R
| 1|2:
Hence we have∫
R
| 1|2 = 
&∗ (1 + 2
2
0): (21)
From (19), we now can then calculate uˆ(∗±) as
∫
R(A+i+)uˆ 1=−
uˆ(∗−)+
uˆ(∗+)20, which together
with (17), (18) and (21) implies that
(ˆ
∫
 21 + i+
ˆ+
∫
G(x; ∗+) 1(x) dx= 
uˆ(
∗
−)− 
uˆ(∗+)20
= (ˆ

(1 + 220)
&∗
− 
 0(∗+)ˆ+
= (ˆ
∫
R
| 1|2 − 
 0(∗+)ˆ+:
Since from (19)
i+
∫
G(x; ∗+) 1(x) dx=−
∫
A 1(x)G(x; ∗+) dx − 
G(∗−; ∗+) + 
G(∗+; ∗+)20
=− 0(∗+)
is obtained. Hence we have
(ˆ
(∫
R
( 21 − | 1|2)
)
= 0
which implies that (ˆ= 0: We now let (ˆ= 0 and integrate by multiplying  1(x)G(x; ∗+) in (18) and
integrate by multiplying uˆ(x)G(x; ∗+) in (19), then we have
i+ ˆ+
∫
G2(x; ∗+) 1(x) dx = G(
∗
−; 
∗
+)uˆ(
∗
−)− G(∗+; ∗+)uˆ(∗+)20:
Substituting the fact from (18)
i+
∫
G2(x; ∗+) 1(x) dx =−
G2(∗−; ∗+) + 
G2(∗+; ∗+)20 −  1(∗+)G(∗+; ∗+);
then
ˆ+(
G2(∗−; 
∗
+)− 
G(∗−; ∗+)G(∗+; ∗+)− G(∗−; ∗+)(+  +) + G(∗+; ∗+)(+  +)) = 0
which implies
(G(∗+; 
∗
+)− G(∗−; ∗+))ˆ+ = 0: (22)
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Therefore, ˆ+ = 0 for ¿ 0 and thus uˆ = 0. We have shown (16), and thus get a C1-curve & →
()(&); ((&)) of eigendata such that )(&∗) = )∗ and ((&∗) = i+.
It remains to be shown that the transversality condition Re (′(&∗) = 0 holds. Implicit di$erentiation
of E( 0(&); +(&); ((&); &) = 0 implies that
D(u;+ ;()E( 0; 20; i+; &
∗)( ′0(&
∗); ′+(&); (
′(&∗))
=



( 0(∗−) + (+  +)(20 − 1))G(·; ∗−)
+
( 0(∗+) + (+  +)(20 − 1))G(·; ∗+)
 0(∗−) + (+  +)(20 − 1)
 0(∗+) + (+  +)(20 − 1)

 :
This means that the function u˜ :=  ′(&∗); ˜+ := ′+(&∗) and (˜ := (′(&∗) satisfy the equations
(A+ i+)u˜+ (˜ 1 =−i+
˜+G(·; ∗+);
(˜− &∗(u˜(∗−) + (+  +)˜+) =  0(∗−) + (+  +)(20 − 1);
−(˜20 − i+∗+ − &∗(u˜(∗+) + (+  +)˜+) =  0(∗+) + (+  +)(20 − 1);
(23)
where  1 :=  0 − 
G(·; ∗−) + 
G(·; ∗+)20. Eqs. (20) and (23) implies that
u˜(∗−) =
(˜
&∗
− i+
&∗2
− (+  +)˜+;
u˜(∗+) =−
(˜20
&∗
− i+
∗
+
&∗
+
i+
(&∗)2
20 − (+  +)˜+: (24)
We Hrst show that (˜ = 0. Suppose that (˜ = 0 in system (23). Multiplying  1 by (23) and u˜ by
(19) and then integrating,
∫
R
(A+ i+)u˜ 1 = 
˜+ 0(∗+);
∫
R
(A+ i+) 1u˜=−
(u˜(∗−)− u˜(∗+)20)
which implies that
i+

&∗2
(1 + 220) = 
˜+
(
 0(∗+) +
i+
&∗
20 + (+  +)(20 − 1)
)
= 0:
This is a contradiction since +
(1 + 220) = 0 and hence (˜ = 0.
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Multiplying u˜ by (19) and integrating, and then comparing with (23), we obtain
(˜
∫
R
 21 + i+
˜+
∫
R
G(x; ∗+) 1(x) dx = 
u˜(
∗
−)− 
u˜(∗+)20: (25)
Applying (24), we have
(˜
(∫
( 21 − | 1|2)
)
=− i
+
(&∗)2
(1 + 220); (26)
which implies that
Re (˜
(
Re
∫
 21 −
∫
| 1|2
)
− Im (˜
(
Im
∫
 21
)
= 0 (27)
and
Im (˜
(
Re
∫
 21 −
∫
| 1|2
)
+ Re (˜
(
Im
∫
 21
)
=− 
+
(&∗)2
(1 + 220): (28)
Suppose that Re (˜=0 in Eq. (27) then Im
∫
 21 =0 which implies that Re
∫
 1=0 or Im
∫
 1=0.
If Im  1 = 0 then Re
∫
 21 =
∫ | 1|2 and thus from Eq. (28), (
+=(&∗)2)(1 + 220) = 0. Therefore, we
have Re  1 = 0 and thus Re  1(∗−) = 0 and Re  1(∗+) = 0. From Eq. (20), we obtain

G(∗−; 
∗
−)−  +20 + (+  +)(20 − 1) = 0;
 + − 
G(∗+; ∗+)20 + (+  +)(20 − 1) = 0
which implies that 20 =−1. That means 
G(∗−; ∗−)−  + − 2=0. It contradicts to the assumption
06 2¡
G(∗−; ∗−)−  +. Hence the transversality condition Re (˜ = 0 holds.
4.2. Case without global coupling (= 0)
For = 0, the unique pure imaginary eigenvalue i+ and a unique critical point &∗¿ 0 exist from
the Theorem 4.4, since 
G(∗−; ∗−) −  + ¿ 0 in (15). However, there is a diGculty to show Eq.
(16) for  = 0 since we do not know whether ˆ+ is zero or not in Eq. (22). Therefore, we shall
use the di$erent way to show that ˆ+ = 0 and uˆ= 0.
Theorem 4.6. Assume that 12 − a0 ¡
=2(
 + 1). For any &∗¿ 0, the operator −A˜ + &∗B has a
unique pair {±i+} of purely imaginary eigenvalues. Then (0; ∗−; ∗+; &∗) is a Hopf point for (6).
Proof. In order to show (0; ∗−; ∗+; &∗) is a Hopf point, we need to show the transversality condition
and Eq. (16) hold, that is D(u;+ ;()E( 0; 20; i+; &
∗)(uˆ; ˆ+; (ˆ) = 0 implies that (uˆ; ˆ+; (ˆ) = 0. The proof
of the transversality condition and the proof of (ˆ= 0 are same as for the case of ¿ 0. Hence we
shall show that ˆ+ = 0 and uˆ= 0 in Eq. (17).
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Let (ˆ= 0 in Eq. (18) and then
uˆ(x) =−i+
ˆ+
∫
R
G+(x; z)G(z; ∗+) dz (29)
and thus
uˆ(∗+)=−
i+
ˆ+
2
√
u+ 1
√

 + 1 + i+
1√

 + 1 + i+ +
√

 + 1
=− 
ˆ+
2
√

 + 1(p2 + q2)
(p2 + q2 − p
√

 + 1 + iq
√

 + 1);
where p+ iq=
√

 + 1 + i+. Compare uˆ(∗+) =−( + + i+=&∗)ˆ+ in Eq. (17) then we have
+
&∗
ˆ+ =

q
2(p2 + q2)
ˆ+; (30)
 + ˆ+ =

ˆ+
2(p2 + q2)
√

 + 1
(p2 + q2 − p
√

 + 1): (31)
From Eq. (14),

 Im(G+(∗−; 
∗
−) + G+(
∗
−; 
∗
+)) =−
+
&∗
;

Re(G+(∗−; 
∗
−) + G+(
∗
−; 
∗
+)) = 
G(
∗
−; 
∗
−) + 
G(
∗
−; 
∗
+)− 2 +
which are equivalent to
+
&∗
=


2(p2 + q2)
(q+ e−p(
∗
+−∗−)(q cos(q(∗+ − ∗−)) + p sin(q(∗+ − ∗−)))); (32)

G(∗−; 
∗
−)−  + =


2(p2 + q2)
(p+ e−p(
∗
+−∗−)(p cos(q(∗+ − ∗−))
− q sin(q(∗+ − ∗−)))): (33)
Suppose ˆ+ = 0. Then comparing Eqs. (30) and (32)

q
2(p2 + q2)
=


2(p2 + q2)
(q+ e−p(
∗
+−∗−)(q cos(q(∗+ − ∗−)) + p sin(q(∗+ − ∗−))))
implies that
q cos(q(∗+ − ∗−)) + p sin(q(∗+ − ∗−)) = 0: (34)
From Eqs. (31) and (33) we obtain that

G(∗−; 
∗
−) =


2(p2 + q2)
(
p2 + q2 − p√
 + 1√

 + 1
+ p+ e−p(
∗
+−∗−)
× (p cos(q(∗+ − ∗−))− q sin(q(∗+ − ∗−)))
)
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implies that
1 =
1
p2 + q2
(
p2 + q2 +
√

 + 1e−p(
∗
+−∗−)(p cos(q(∗+ − ∗−))− q sin(q(∗+ − ∗−)))
)
and thus we obtain p cos(q(∗+− ∗−))− q sin(q(∗+− ∗−))=0. From Eq. (34), (p2 + q2) cos(q(∗+−
∗−)) = 0 which implies that p2 + q2 = 0. It is a contradiction since +=2pq¿ 0. Hence ˆ+ = 0 and
thus uˆ= 0. Hence (0; ∗−; ∗+; &∗) is a Hopf point.
4.3. Case of in7nitely strong global coupling ( ↑ ∞)
For the inHnitely strong global coupling, the measure of the domain is given by |+(t)|=s0 which
means +(t)−−(t)= s0 for all t¿ 0. The linearized eigenvalue problem (10) with a transformation
v= u− 
G(·; ∗−)− + 
G(·; ∗+)+ is given by
(A+ ()v=−
.∗− · − + 
.∗+ · + (35)
and
(− = &(v(∗−) + 
G(
∗
−; 
∗
−)− − 
G(∗−; ∗+)+ −  +− +  ++ + (+ − +)); (36)
− (+ = &(v(∗+) + 
G(∗+; ∗−)− − 
G(∗+; ∗+)+ −  +− +  ++ + (+ − +)): (37)
From (35), we have v(·) = −
G((·; ∗−)− + 
G((·; ∗+)+, where G( is a Green’s function of the
operator A+ (. For the symmetric case ∗+ =−∗−, Eqs. (36) and (37) imply that
(= &(
G(∗−; 
∗
−)− 
G(∗+; ∗−)− 
G((∗−; ∗−)− 
G((∗+; ∗−)− 2 + − 2): (38)
For the antisymmetric case, ∗+ − ∗− = s0 and then
(= &(
G(∗−; 
∗
−)− 
G(∗+; ∗−)− 
G((∗−; ∗−) + 
G((∗+; ∗−)): (39)
We let
F±(z) :=−z + &(
G(∗−; ∗−)− 
G(∗+; ∗−)− 
Gz(∗−; ∗−)∓ 
Gz(∗+; ∗−)
− ( + ±  +)− (1± 1)); (40)
where F+ and F− correspond to the cases of symmetric and antisymmetric, respectively, and
Gz(∗+; ∗−) = (1=(
√

 + 1 + z))e−
√

+1+zs0 .
We see that F−(0) = 0 holds for any &¿ 0 and ¿ 0 which means the translational invariance.
If (dF−=dz)(0) = 0 then it occurs the translational instability which provided that
&= &t(s0) =
4(1 + 
)3=2

(2(1− e−√
+1 s0)) + 
√
 + 1s0e−
√

+1s0
:
Hence, the antisymmetric steady state is a translational bifurcation for a positive bifurcation param-
eter.
For the symmetric case, F+(z) = 0 has a pair of pure imaginary eigenvalues ±i+ and a Hopf
critical point &∗ for some  satisfying the condition in Theorem 4.2. For this , the steady state are
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stable for small &, but as & increases the steady states is destabilized through oscillatory bifurcation
since the Hopf bifurcation is a supercritical [14].
When  is large (strong global coupling case), steady states is always stable for small & and
it is destabilized through transitional bifurcation for the increasing bifurcation parameter &. Since
+(t)=−−(t)= s0=2, there occurs no oscillatory bifurcation. Hence, we see that transitional motion
occurs instead of breathing motion when the global coupling e$ect increases.
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