The paper introduces a new Frequentist model averaging estimation procedure, based on a stacked OLS estimator across models, implementable on cross-sectional, panel, as well as time series data. The proposed estimator shows the same optimal properties of the OLS estimator under the usual set of assumptions concerning the population regression model. Relatively to available alternative approaches, it has the advantage of performing model averaging ex-ante in a single step, optimally selecting models' weight according to the MSE metric, i.e. by minimizing the squared Euclidean distance between actual and predicted value vectors. Moreover, it is straightforward to implement, only requiring the estimation of a single OLS augmented regression. By exploiting ex-ante a broader information set and benefiting of more degrees of freedom, the proposed approach yields more accurate and (relatively) more efficient estimation than available ex-post methods.
Introduction
The Classical Linear Regression Model (CLRM) is grounded on a basic set of assumptions concerning its specification and distributional properties of control variables and error term. In this respect, under what is usually held as Assumption 1, the population regression model is required to be linear in the parameters, and control variables are all known and included in the model. However, the latter correct specification assumption may not always be appropriate in Economics; for instance, there may be more than a single set of variables, i.e. more than a single candidate model, which can be employed in estimation, also when economic theory has clear-cut implications for the causal linkage of interest.
Consider the relationship linking y to x, when both variables can be measured in different ways, i.e. when there exist i y and j x , 1, , i P =  , 1 , , j R =  ; then, in principle, up to P R × , different models can be esti-mated. 1 Two solutions have so far been proposed in the literature to the above model selection problem. On the one hand, by maintaining the assumption of correct specification, a single model out of the P R × candidates can be selected according to various specification strategies (see [2] for a general account; see also [3] for recent developments in model selection). Alternatively, all of the P R × models can be estimated, and a weighted average across models computed ex-post for the parameters of interest. In the latter case, the assumption of correct specification does not have necessarily to be maintained.
Several model averaging procedures have been proposed in the literature, making use of either Bayesian or Frequentist procedures (see [4] [5] ). Admittedly, relatively to Bayesian, the Frequentist approach to model averaging is fairly underdeveloped. The current paper then aims at filling this gap in the literature, by proposing an ex-ante, mean square error-optimal model averaging procedure. The proposed procedure is grounded on a stacked OLS estimator across models, implementing model averaging ex-ante in a single step, optimally selecting models' weight according to the MSE metric, i.e. by minimizing the squared Euclidean distance between actual and predicted value vectors. Moreover, it is straightforward to compute, only requiring the estimation of a single OLS augmented regression. By exploiting a broader information set ex-ante, i.e. by making use of all the available information jointly, and benefiting of more degrees of freedom, the proposed estimator then yields more accurate and (relatively) more efficient estimation than available ex-post methods. Extension to other estimation frameworks, i.e. GIVE or GMM, is also straightforward.
The rest of the paper is organized as follows. In Section 2, the proposed approach is illustrated by means of a simple example. Then, the econometric methodology is outlined in full in Section 3, while Section 4 deals with its statistical properties. Finally Section 5 concludes.
Ex-Ante Model Averaging: An Example
For sake of clarity, consider the following bivariate example
where the dependent variable y is a linear function of the independent variable x. 
1 In Economics, the above situation is not unusual. For instance, be y a measure of income distribution inequality and x the degree of financial development of a country; in the latter case, the Gini Index, net or gross, or top-to-bottom income distribution quantile ratios (top to bottom 1% or 10%) would all be valid candidate dependent variables; moreover, concerning financial deepening, the GDP share of liquidity (M2 or M3), stock market capitalization, or credit to the private sector, might be alternatively employed (see [1] 
where , i j I is the Akaike or Schwarz-Bayes information criterion for model , i j . Other approaches are also available, based on Mallow's criterion [7] or cross-validation [8] .
On the other hand, the proposed model averaging strategy is single-step and implemented by means of an augmented regression model using all the available data jointly. It then requires the construction of the auxiliary dependent ( J y ) and independent ( J x ) variables, by appropriately stacking the actual data i y and j
where 
yielding, after some algebra 
T i t j t t ij T j t t y x x
The ex-ante model averaging or stacked OLS estimator of β is then equivalent to its ex-post counterpart, with weights determined according to the relative variation of the candidate regressors. 
Hence, the stacked OLS estimator of 2 σ is equivalent to the arithmetic mean, across models, of the disjoint OLS estimators of 2 σ . Issues related to the (relative) efficiency of the stacked OLS estimator and the gain in terms of higher degrees of freedom are discussed below.
Ex-Ante Model Averaging by Stacking
Consider the regression function
and suppose that P candidate dependent variables are available, i.e. 1 2 , , , P y y y  , where p y , 1, ,
For simplicity, three cases for the specification of the design matrix are considered:
1) The case of a single T K
2) The case of R candidates for one of the K regressors in the model, ordered first for simplicity, i.e., 1r
x , 1, , r R =  , yielding up to R different r X design matrices.
3) The case of R candidates for each of the K regressors in the model, yielding up to
The Case of a Single Design Matrix
In case 1. Up to P models could be estimated, i.e. 
Their union yields the stacked model
where
× × vector of observations on the P available candidate dependent variables, obtained by stacking the P column vectors i y on top of one other;
joint design matrix obtained by staking P times the matrix X on top of itself, i.e.
[ ]
β is the 1 K × vector of parameters, and
obtained by stacking the P column vectors i ε on top of one other. Hence, the sample size of the stacked model is S P T = × . Disjoint OLS estimation of the pth generic model in (15) yields (see [9] ) ( )
while for the variance, in large samples
The Ex-Ante Model Averaging Estimator Ex-ante model averaging is obtained by OLS estimation of the stacked model in (16), yielding
The linkage between ex-ante and ex-post model averaging can then be gauged by noting that (19) can be stated as
where ( )
Hence, in this case, ex-ante OLS model averaging is equivalent to ex-post arithmetic model averaging across the P disjoint OLS estimators ˆp β .
Similarly for
which also is the arithmetic average, across the P available models, of the disjoint estimators 2 p σ .
The Case of Multiple Design Matrices
In the case of multiple design matrices, up to G regression models can be computed, with G R = in case 2. and K G R = in case 3., i.e. 
The disjoint OLS estimator for the generic , p r th model, On the other hand, the union of the above disjoint models yields the stacked model , , ,
where β is the [ ]
× × × vector of residuals. Hence, the sample size of the stacked model is S T P G = × × . The stacked OLS estimator is then computed as . . 
3 Hence,
. Moreover, given
Hence, 2 ea σ is the arithmetic average, across the available G models, of the disjoint estimators 2 1,r σ .
The Case of Multiple Candidate Dependent Variables
Consider now the case in which more than single candidate dependent variable is available, i.e. 
=
where, as for the previous case,
The optimal ex-ante weights, contained in the K K × matrices r * W  , 1, , r G =  , are again computed by taking into account all the information available on the various candidate regressors and are proportional to their relative variation. Averaging is then performed across all possible models which can be estimated according to the P candidate dependent variables.
Moreover, , ,
1 1 1 .
Then, ex-ante model averaging estimation of the variance 2 ea σ is computed as the arithmetic average, across all the G P × models, of the disjoint estimators 2 , p r σ .
Statistical Properties
Assume that the properties of the classical linear regression model hold, i.e.:
1) The population regression function is linear in the K parameters, i.e. = + y Xβ ε .
2) { }
, ,
, p t r t y x is a candidate stationary and ergodic process, 1, , 
Under properties 1. to 5., by means of a CLT (see [9] ), one also has ( ) (  )   1 2  2  1  ,  ,  ,  , , lim
, plim plim plim , plim . 
, plim plim plim Finally, the gain in terms of degrees of freedom yield by the stacked over the disjoint OLS estimator is equal to ( )
In fact, by recalling that the number of degrees of freedom of the residual term is equal to the rank of the annihilator matrix (see [9] ), the gain yield by stacked over disjoint OLS estimation can be established by comparing the rank of the annihilator matrix in the two cases The above properties can also be established for the stacked OLS estimator, in the same way as for the disjoint OLS estimator (see [9] ), yielding ( 
Conclusion
The paper introduces an ex-ante model averaging approach, requiring the estimation of a single augmented model obtained from the union of all the possible candidate models, rather than their disjoint estimation. In this framework, optimal weights are implicitly computed according to the MSE metric, i.e. by minimizing the squared Euclidean distance between actual and predicted value vectors, and are proportional to the relative variation of the regressors. By exploiting ex-ante all the available information on the various candidate set of variables, and relying on more degrees of freedom, it then leads to more accurate and (relatively) more efficient estimation than available ex-post methods. Moreover, the proposed estimator shows the same optimal properties of the disjoint OLS estimator, under the usual set of assumptions concerning the population regression model. While the method is proposed to be used within the OLS estimator framework, extension to GIVE and GMM is straightforward. We point to [1] for an empirical application using OLS and GMM estimation.
