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INTRODUCTION 
In any ultrasonic NDE experiment, the distributed field 
properties of the transducer involved represent an important 
aspect of the overall measurement process. The normal velocity 
profile across the active face of the transducer is typically 
used to characterize these properties. In quantitative NDE 
applications, a simple parametric form is usually assumed for 
this profile, such as a rigid piston with either the nominal or 
so-called active probe diameter taken as the parameter value. It 
has been shown in related studies that such an approach does not 
characterize all UT transducers accurately in all measurement 
situations (particularly nearfield versus farfield locations) . 
Thus a new method for individual transducer characterization is 
presented herein that is based on reconstructions of the unknown 
probe velocity profile from measurements of the radiated field. 
In this paper, we first derive a quick and efficient method 
for calculating the field radiated by a finite but otherwise 
arbitrary velocity profile. Then we develop a transducer 
characterization method by expanding the tranducer's velocity 
profile in a set of orthonormal basis functions. The 
coefficients in this expansion are obtained by using a singular 
value decomposition method along with additional constraints 
imposed on the profile. Some representative numerical results 
are presented to support the validity of this approach. 
CALCULATION OF RADIATED FIELDS 
It is first assumed that the z-component of velocity is 
known across the entire plane z=O. The pressure field radiated 
into the half-space z>O can then be evaluated from the Rayleigh 
integral 
(1) 
where p0 is the ambient density of the fluid and k=w/c, with c 
being the wave speed (possibly complex). As shown in Fig. 1, 
r,$,z are the cylindrical coordinates of the field point while 
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Fig. 1. Geometry for field calculation. 
p.~ are the polar coordinates of the source point in the plane 
z=O. The dependence of the acoustic field on the angular 
frequency ffi will be explicitly included only in Eq. (1); it is 
implicit in the following derivations. 
The velocity profile is now expanded in a Fourier series in 
the angular coordinate ~' 
-too 
vz(p,'l') = L vm(p)eim'V. ( 2) 
m=-oo 
Upon substitution into Eq. (1), this leads to a similar series 
for the pressure 
-too 
p(r,<J>,z) = L Pm(r,z)eimcjl 
ffi=-oo 
where 
Pm(r,z) = -ikpoC J.~ Km(r,zlp)vm(P)pdp 
and where the kernel Km can be shown to have the integral 
representation 
(3a) 
(3b) 
( 4) 
Considered as a function of the complex variable p, Km admits a 
power series expansion in p that is uniformly convergent for ~l<z: 
Km(r,zlp) = L ~~(r,z)p2n-+lml ( 5) 
n=O 
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where the modal functions ~~ have the integral representation 
m (-l)n f-~n (r,z) = 2 o e-'Yyz Im(A.r) A.2n+m+ldA. , ~0. 
2 n+mn!(m+n)! 
( 6) 
Now, provided the velocity profile vanishes outside a circle of 
finite radius, that is, 
Vm(P) = 0 for p>a, (7) 
then the pressure component Pm can be written as the expansion 
Pm(r,z) = -ikp 0 C L ~~(r,z)~ (8) 
n=O 
and where the VW represent the moments of the velocity profile, 
( 9) 
The expansion in Eq. (8) converges for all r with z>a. 
The advantage of the expansion in Eq. (8) becomes apparent 
when the modal functions ~~ are evaluated. For the case r=O an 
exact analytical expression exists, as does an exact analytical 
expression for r>O for the special case n=O. Furthermore, these 
special cases are sufficient to determine all of the remaining 
~~·s since they satisfy the recurrence relation 
m m+2 m+l [ m+2 1 m+1 ] ~n (r,z) = ~n-1 (r,z) +---u- ~n-1 (r,z)- r ~n-1 (r,z) (10) 
that follows directly from the recurrence relation for Bessel 
functions. Since the Bessel function recurrence is stable for 
decreasing order for all values of the argument, and is used as 
such in Eq. (10), it follows that Eq. (10) is also stable. In 
addition, the special functions that occur in the analytical 
expressions can also be evaluated through appropriate recurrence 
relations. The modal functions~~ can thus be evaluated quickly 
and accurately. 
TRANSDUCER CHARACTERIZATION THROUGH SURFACE MOTION 
In order to extract the transducer velocity profile from 
measurements of the radiated field, it is convenient to convert 
the distributed field radiation problem into a discrete set of 
linear equations. The first step toward this is to discretize 
the velocity profile by expanding it as 
(11) 
where the ~ form a complete orthonormal set of basis functions 
on the interval [O,a]. For simplicity only the radially 
symmetric case (m=O) will be considered and thus the subscript m 
is dropped. The pressure field corresponding to the profile in 
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Eq. (11) is given by 
(12) 
where the functions Fi are the images of the basis functions fi 
and are given by 
Fi(r,z) = -ikpoC L Cin <l>n(r,z) (13a) 
0=0 
with 
(13b) 
A simple and direct way to complete the discretization of the 
radiation problem is to enforce 
where M is the number of data points and N the number of 
coefficients in the expansion of the velocity profile. In 
matrix form Eq. (14) may be written as 
Aa = b Aij = Fj(Tj,Zj) bi = p(ri,Zi) 
(14) 
(15) 
Equation (15) is a discrete (and truncated) approximation to the 
original distributed field radiation problem. The degree to 
which the solution of Eq. (15) reconstructs the actual profile 
will therefore depend on the details of the discretization: the 
number and location of field points, the number of expansion 
coefficients retained, and the set of basis functions used. 
In order to reduce the effect of noise and measurement errors, 
the system of equations (15) is usually overdetermined (M>N) and 
the best coefficients are sought by minimizing 
(16) 
However, it invariably happens that the measurement locations do 
not distinguish well between all possible combinations of the 
basis functions. This is a result of the ill-posedness of the 
inverse source problem. A singular value decomposition (SVD) of 
the matrix A leads to 
N 
E2 =~min+ L.laicri-13[ (17) 
i=l 
where e~in is the global minimum of e2 , the CJi are the singular 
values of A (crl;;::crz;;::. · .;;::Q), the ~i represent the known (measured) 
data, and the a are a new set of expansion coefficients. The 
SVD produces a new set of orthonormal basis functions such that 
784 
N 
v(p) = L ai t\(p). (18) 
i=l 
These new basis functions ~ are specific linear combinations of 
the old set {~}, and those for which the corresponding singular 
values cri<<cr1 represent the combinations not distinguished well 
by the measurement locations. From Eq. (17) it is clear that 
the global minimum of £2 is reached for Ui=~i/cri. However, this 
can predict a value for Ui which is far from the correct value 
when cri<<cr1 and ~i is corrupted by noise and experimental errors. 
Thus the criterion of minimizing ~ does not by itself 
necessarily yield useful results. 
However, since the Ui for which cri<<cr1 can be varied 
considerably without changing to any extent the value of ~, it 
is reasonable to ask that they also satisfy as closely as 
possible additional constraints. For smooth velocity profiles, 
some useful additional constraints are clearly the minimization 
of the norm of the profile and its derivatives. The 
minimization functional is thus 
N 
't(a) = L. I<Xicr;-~J2 + L. Yk 11 v<kl 112 , k=O,l, ... (19) 
i=l k 
where llv(k)ll represents the norm of the klh derivative of v (the 
norm of the profile itself for k=O) and the ~ are constants that 
specify the relative importance of each additional constraint. 
When Eq. (18) is used, Eq. (19) becomes a quadratic function in 
the coefficients a;. The minimum is found by setting to zero 
the derivative of 't with respect to each ~' resulting in a 
system of equations similar to (15) that can be solved directly 
for the Uj. 
RESULTS 
Representative numerical results are shown in Figs. 2-7. 
The velocity profile to be reconstructed was given by vz(p) = 1-x2 
for x<1 where x = p/a. The Legendre polynomials Pi-I(2x2-1) were 
chosen as the initial basis functions. Also, constraints on the 
first and second derivatives of the profile were used. For 
Figs. 2-4, 53 field locations were used, all of them within the 
nearfield of the source (0.35SSS0.8, OSr/aS2 where S=zAfa2). The 
field data were generated by numerical integration of the 
Rayleigh integral in Eq. (1). For Figs. 3 and 4 experimental 
noise was also simulated by adding in a random deviation from 
the correct value with a maximum amplitude of ±10% or ±20%, 
respectively, and then averaging over five independent 
realizations. Only the real part of the profile is plotted 
because errors in the reconstruction of the imaginary part are 
analogous. 
In Figs. 5-7, 71 field locations were used, all of them 
within the farfield of the source (1.5SSS2.6, OSr/aS2). In Fig. 
5 y, and ~ have been chosen to provide as closely as possible the 
most accurate reconstruction of the velocity profile. It is 
clear that nearfield data, even with some noise included, 
results in a much better reconstruction. In Fig. 6 ~ and ~ have 
been reduced by a factor of 100 from the optimal values to show 
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Fig. 2. Reconstruction based on nearfield data without 
including noise. 
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Fig. 3. Reconstruction based on nearfield data with a 10% 
noise level. 
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Fig. 4. Reconstruction based on nearfield data with a 20% 
noise level. 
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Fig. 5. Optimally constrained reconstruction based on 
farfield data (without noise) . 
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Fig. 6. Underconstrained reconstruction based on farfield 
data (without noise) . 
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Fig. 7. Overconstrained reconstruction based on farfield 
data (without noise) . 
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what happens when the reconstruction is underconstrained, while 
in Fig. 7 ~ and ~ have been increased by a factor of 100 to 
demonstrate an overconstrained reconstruction. 
DISCUSSION 
A method has been developed for calculating the field 
radiated by a finite but otherwise arbitrary velocity profile. 
The calculation is split into two basic parts: the determination 
of the moments of the profile (independent of the field 
locations) and the evaluation of the modal functions 
(independent of the source) . The advantage of this particular 
approach is that the modal functions can be evaluated quickly 
and accurately. 
The ability to reconstruct the velocity profile from 
measurements of the radiated field has been investigated for 
sources of finite extent. Although prior knowledge of the 
maximum extent of the source is required, this is not seen as a 
major limitation because the physical size of the transducer 
face should suffice for the highly directional probes used in UT 
NDE. Due to the ill-posedness of the inverse source problem, it 
was found that minimization of the error between the predicted 
and measured field data was not by itself sufficient to produce 
accurate reconstructions. Additional constraints on the 
behavior of the profile were required. For smooth profiles 
constraints on the norm of the profiles' derivatives proved to 
be useful. The accuracy of the reconstruction, however, depends 
critically on the location of the measurement points. For 
nearfield measurements the reconstruction was fairly robust when 
noise and variations in the weighting of the additional 
constraints were included. For farfield measurements, both the 
presence of noise and under- or over-constraining the 
reconstruction degraded the accuracy of the method. 
ACKNOWLEDGMENT 
This work was supported by the Center for NDE at Iowa State 
University and was performed at the Ames Laboratory. Ames 
Laboratory is operated for the U. S. Department of Energy by 
Iowa State University under Contract No. W-7405-ENG-82. 
788 
