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Sur la dynamique unidimensionnelle en re´gularite´ interme´diaire
Deroin, B. Kleptsyn, V. Navas, A.
Re´sume´. Par des me´thodes de nature probabiliste, nous de´montrons de nouveaux re´sultats de rigidite´ pour
des groupes et des pseudo-groupes de diffe´omorphismes de varie´te´s unidimensionnelles dont la classe de
diffe´rentiabilite´ est interme´diaire (i.e. entre C1 et C2). En particulier, nous prouvons des ge´ne´ralisations du
the´ore`me de Denjoy et d’un lemme classique de Kopell pour des groupes abe´liens. Ensuite, nous appliquons
les techniques introduites a` l’e´tude des feuilletages de codimension 1 dont la re´gularite´ transverse est in-
terme´diaire. Nous obtenons notamment des versions ge´ne´ralise´es du the´ore`me de Sacksteder en classe C1.
Nous finissons par quelques remarques a` propos de la mesure stationnaire.
Abstract. Using probabilistic methods, we prove new rigidity results for groups and pseudo-groups of
diffeomorphisms of one dimensional manifolds with intermediate regularity class (i.e. between C1 and C2).
In particular, we demonstrate some generalizations of Denjoy’s Theorem and the classical Kopell’s Lemma
for Abelian groups. These techniques are also applied to the study of codimension 1 foliations. For instance,
we obtain several generalized versions of Sacksteder’s Theorem in class C1. We conclude with some remarks
about the stationary measure.
Mots-cle´s : diffe´omorphismes, centralisateurs, rigidite´, feuilletages, mesure stationnaire.
Keywords : diffeomorphisms, centralizers, rigidity, foliations, stationary measure.
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Introduction
Quelques motivations
Dans ce travail, nous nous inte´ressons a` la dynamique des groupes de diffe´omorphismes de varie´te´s
unidimensionnelles dont la classe de diffe´rentiabilite´ est interme´diaire, c’est-a`-dire supe´rieure ou e´gale a` C1
mais strictement infe´rieure a` C2. A` premie`re vue, cela peut paraˆıtre un sujet d’e´tude a` la fois artificiel et
tre`s technique. Il y a ne´anmoins plusieurs raisons qui le justifient.
La premie`re est d’ordre dynamique. On sait depuis le ce´le`bre travail de Denjoy [10] que l’e´tude de la
dynamique des diffe´omorphismes de classe C2 du cercle dont le nombre de rotation est irrationnel se rame`ne
(a` conjugaison topologique pre`s) a` celle des rotations. Ce n’est plus le cas en classe C1, ce qui a e´te´ illustre´
aussi dans [10] par des ≪contre-exemples≫ (voir e´galement [3]). Au §3 du chapitre X de [24], et en suivant
une ide´e de Milnor et Sergeraert, Herman a ame´liore´ ces contre-exemples en les rendant de classe C1+τ
pour tout τ < 1. Au §5 de ce meˆme chapitre, on trouve des contre-exemples de Denjoy continus avec des
centralisateurs non triviaux. Il est bien possible que Herman ait de´ja` re´fle´chi au proble`me d’ame´liorer la
classe de diffe´rentiabilite´ de ces derniers. Ce proble`me est en fait au cœur de notre travail.
Une autre raison pour entreprendre cette e´tude, de nature cohomologique, est lie´e a` l’invariant de
Godbillon-Vey. Rappelons que pour des groupes agissant sur des varie´te´s unidimensionnelles, cet invari-
ant correspond a` une classe de 2-cohomologie (a` valeurs re´elles) dont le repre´sentant (non homoge`ne) est
donne´ par
GV(f, g) =
∫
log(f ′) d log(g′◦f).
Cette de´finition a un sens e´vident lorsque les diffe´omorphismes f et g sont de classe C2. Or, on s’aperc¸oit
facilement que le domaine de de´finition le plus naturel est celui des diffe´omorphismes dont le logarithme de
la de´rive´e appartient a` l’espace de Sobolev H1/2. En particulier, l’invariant peut eˆtre de´fini (et il est continu)
dans le groupe des diffe´omorphismes de classe C3/2+ε pour tout ε > 0. Cette ≪extension≫ propose´e par
Hurder et Katok dans [29] (voir aussi [66]) est a` comparer avec le travail remarquable [64] de Tsuboi, ou` il est
de´montre´ (parmi bien d’autres choses) qu’aucune extension n’est envisageable en classe C1 (voir e´galement
[65, 67]). La preuve de Tsuboi s’appuie sur l’existence d’une famille assez large de contre-exemples C1 (duˆs
a` Pixton [53]) a` un lemme classique de Kopell [36], selon lequel le centralisateur de tout diffe´omorphisme
de classe C2 de l’intervalle [0, 1[ sans point fixe a` l’inte´rieur agit librement sur ]0, 1[. Si l’on tient compte
de l’extension de Hurder et Katok, on devrait s’attendre a` ce que de tels contre-exemples ne puissent pas
eˆtre construits en classes interme´diaires trop e´le´ve´es. Cette motivation a amene´ Tsuboi a` construire des
contre-exemples au lemme de Kopell (et aussi au the´ore`me de Denjoy avec des centralisateurs non triviaux)
dont la re´gularite´ est supe´rieure a` C1 [67]. Il a e´galement conjecture´ des phe´nome`nes de rigidite´ en classe
interme´diaire, mais il n’a pas donne´ de re´sultats dans cette direction. Notre travail confirme l’intuition de
Tsuboi, et de plus il montre que ses constructions sont en fait optimales en ce qui concerne la re´gularite´
atteinte.
Signalons en passant que la classe de diffe´rentiabilite´ C3/2 apparaˆıt de manie`re naturelle dans d’autres
situations. Par exemple, dans [46, 50] elle se trouve eˆtre la classe critique pour la de´finition d’un autre
invariant cohomologique : le ≪cocycle de Liouville≫ . Ce cocycle est un outil important dans l’e´tude de
phe´nome`nes de rigidite´ (dans l’esprit des the´ore`mes de Margulis et Zimmer) pour les actions de groupes ≪de
rang supe´rieur≫ par diffe´omorphismes du cercle (voir [43] pour un lien entre le cocycle de Liouville et la classe
de Godbillon-Vey ; voir aussi [45]). D’autre part, la re´solution d’e´quations diffe´rentielles stochastiques dans
le groupe des diffe´omorphismes du cercle donne lieu a` des analogues de la mesure de Wiener sur Diff∞+ (S
1)
dont le support s’ave`re eˆtre pre´cise´ment l’espace des diffe´omorphismes de classe C3/2 (voir [38, 39]). A` notre
connaissance, le cas d = 2 des the´ore`mes A et B que nous verrons plus loin correspondent aux premiers
re´sultats de nature essentiellement dynamique et lie´s a` la classe C3/2.
La dernie`re justification de notre e´tude concerne la the´orie les feuilletages de codimension 1. En effet,
en s’inspirant du the´ore`me classique de Denjoy, cette the´orie s’est developpe´e en admettant la plupart des
cas une hypothe`se de re´gularite´ transverse C2. Or, si l’on tient compte de sa nature dynamique, et du fait
que de nombreux re´sultats fondamentaux en syste`mes dynamiques, notamment la the´orie de Pesin, sont
encore valables en classe C1+τ (et parfois meˆme en classe C1), on peut espe´rer que plusieurs proprie´te´s des
feuilletages de classe C2 soient encore valables dans ce contexte (quelques progre`s importants dans cette
direction sont de´ja` connus [11, 25, 26, 27, 28, 30]). Si tel est le cas, on devrait s’attendre e´galement a` voir
apparaˆıtre des obstructions en re´gularite´ interme´diaire.
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Pre´sentation des re´sultats
Suivant un principe exprime´ par Herman dans l’introduction de [24], ≪tout chercheur de´sireux de tra-
vailler sur les diffe´omorphismes du cercle doit s’habituer a` construire et e´tudier des exemples≫ . Ce point de
vue est illustre´ par le fait que Denjoy lui-meˆme ait abouti a` son ce´le`bre the´ore`me parce que ≪ il ne pouvait pas
en construire des contre-exemples de classe C2≫ (des contre-exemples qui, ne´anmoins, e´taient vraisemblables
a` Poincare´). Dans ce meˆme esprit, si l’on essaie de construire des contre-exemples en re´gularite´ infe´rieure
a` C2 a` plusieurs re´sultats de dynamique unidimensionnelle, on voit apparaˆıtre des obstructions pour des
classes de diffe´rentiabilite´ interme´diaires tre`s pre´cises. La premie`re est lie´e a` des actions de groupes abe´liens
sur le cercle.
The´ore`me A. Si d est un entier supe´rieur ou e´gal a` 2 et ε > 0, alors toute action libre de Zd par
diffe´omorphismes de classe C1+1/d+ε du cercle est minimale.
Ce re´sultat peut eˆtre conside´re´ comme une ge´ne´ralisation du the´ore`me de Denjoy (le cas d = 1) avec une
petite hypothe`se de re´gularite´ supple´mentaire (donne´e par le ε > 0). Il est bien possible qu’il soit encore
valable en classe C1+1/d. Nous en donnons une preuve simple dans ce cas sous une hypothe`se dynamique assez
naturelle (voir la proposition 1.1). Signalons que le the´ore`me A a e´te´ conjecture´ dans [67] par Tsuboi, qui
l’a e´galement illustre´ par des contre-exemples de classe C1+1/d−ε pour tout ǫ > 0 (nous discuterons de telles
constructions au §1). Il serait sans doute inte´ressant d’obtenir, sous les hypothe`ses du the´ore`me, un re´sultat
d’ergodicite´ (par rapport a` la mesure de Lebesgue) similaire a` celui valable pour les diffe´omorphismes de
classe C2 du cercle dont le nombre de rotation est irrationnel (voir [22, 24]). Quant a` la re´gularite´ de la
line´arisation, le lecteur trouvera dans le §3 de [37] des re´sultats optimaux (qui ge´ne´ralisent ceux de Moser
[44]) pour des groupes commutatifs engendre´s par des petites perturbations de rotations1.
Duˆ a` l’absence de re´currence pour la dynamique, le cas ou` il existe des points fixes globaux, i.e. le cas
de l’intervalle, est le´ge`rement diffe´rent. Dans ce contexte, on a un analogue du the´ore`me de Denjoy ; c’est
le the´ore`me de Kopell-Szekeres concernant la rigidite´ des centralisateurs de diffe´omorphismes de classe C2
(voir par exemple [70]). Le re´sultat suivant peut eˆtre vu comme une ge´ne´ralisation du fameux lemme de
Kopell (le cas d = 1) pour les actions de Zd+1 (sous une le´ge`re hypothe`se supple´mentaire de re´gularite´). En
effet, l’hypothe`se combinatoire (1) ci-dessus est exactement celle que l’on trouve lors de la de´monstration
du lemme de Kopell (voir le §1.2). De plus, c’est en utilisant des diffe´omorphismes (de petite re´gularite´) qui
ve´rifient cette proprie´te´ que Tsuboi a de´montre´ son the´ore`me d’acyclicite´ cohomologique dans [64].
The´ore`me B. Soient d≥ 2 un entier et ε > 0. Soient f1, . . . , fd+1 des diffe´omorphismes de classe C1 de
l’intervalle [0, 1] qui commutent entre eux. Supposons qu’il existe des intervalles ouverts disjoints In1,...,nd
qui sont dispose´s dans ]0, 1[ en respectant l’ordre lexicographique et tels que, pour tout (n1, . . . , nd)∈Zd,
fi(In1,...,ni,...,nd) = In1,...,ni−1,...,nd pour tout i∈{1, . . . , d} et fd+1(In1,...,nd) = In1,...,nd . (1)
Si f1, . . . , fd sont de classe C
1+1/d+ε, alors la restriction de fd+1 a` la re´union des In1,...,nd est l’identite´.
Une nouvelle fois, la classe de diffe´rentiabilite´ C1/d pour la de´rive´e est optimale. La construction de
contre-exemples, bien plus de´licate que dans le cas du cercle, apparaˆıt aussi dans [67].
Dans les deux re´sultats pre´ce´dents, la classe interme´diaire optimale est lie´e a` la ≪croissance≫ du groupe
(ou plutoˆt des orbites des actions respectives). Il serait inte´ressant (et pas tre`s difficile) d’obtenir des re´sultats
de ce type pour des actions de groupes nilpotents, a` croissance sous-exponentielle ou re´solubles, qui soient
des extensions en classe interme´diaire de ceux obtenus dans [55], [49, 51] et [48] respectivement. En pre´sence
d’une dynamique ≪ a` croissance exponentielle≫ , on voit apparaˆıtre des phe´nome`nes de rigidite´ analogues en
classe C1+τ pour tout τ >0. De plus, en utilisant des me´thodes un peu techniques mais tout a` fait standard
en syste`mes dynamiques, on peut de´montrer que certains de ces phe´nome`nes ont encore lieu en classe C1.
Un exemple est donne´ par le re´sultat ci-dessous, lequel peut eˆtre pense´ comme une version ge´ne´ralise´e du
the´ore`me de Sacksteder.
The´ore`me C. Soit F un feuilletage de codimension 1 et transversalement de classe C1. Si F n’admet pas
de mesure transverse invariante (au sens de Plante [54]), alors il posse`de des feuilles ressort hyperboliques.
1Malheureusement, nous devons signaler que les exemples du §2 de [37] sont errone´s. Ceci est une conse´quence directe de la
proposition 1.1, et re´sulte e´galement du the´ore`me A.
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Ce re´sultat n’est absolument pas nouveau. Dans toute sa ge´ne´ralite´, il doit eˆtre atribue´ a` Hurder [28],
si bien que des re´sultats relie´s (mais plus faibles) se trouvent dans [5, 11, 19]. La de´monstration que nous
proposons est e´le´mentaire et s’applique en ge´neral a` des pseudo-groupes de diffe´omorphismes en dimension 1.
En effet, d’apre`s la the´orie bien connue des feuilletages de codimension 1, la preuve du the´ore`me C se re´duit
a` de´montrer que, en pre´sence d’une feuille ressort topologique, il existe des feuilles ressort hyperboliques
(voir l’appendice 5.1). Or, c’est exactement cette affirmation que nous de´montrons ; la me´thode est simple
et directe, et elle pourrait eˆtre utile dans d’autres circonstances.
Le proble`me de la validite´ du the´ore`me de Sacksteder en classe infe´rieure a` C2 a e´te´ d’abord aborde´ par
Hurder pour les groupes de diffe´omorphismes du cercle [25, 26]. En pre´sence d’un minimal exceptionnel avec
une dynamique ≪suffisamment riche≫, il de´montre l’existence d’e´le´ments avec des points fixes hyperboliques.
Nous proposons ici une version ≪globale≫ de ce fait.
The´ore`me D. Si Γ est un sous-groupe de´nombrable de Diff1+(S
1) qui ne pre´serve aucune mesure de proba-
bilite´ du cercle, alors Γ contient des e´le´ments n’ayant que des points fixes hyperboliques.
Remarquons que l’hypothe`se de non existence d’une mesure de probabilite´ invariante ci-dessus e´quivaut
a` ce que le groupe Γ ne soit pas semi-conjugue´ a` un groupe de rotations et qu’il n’ait pas d’orbite finie.
Tel qu’il est e´nonce´, le the´ore`me D ge´ne´ralise les re´sultats obtenus par Hurder dans [25, 26] dans trois
directions : l’hypothe`se faite sur la dynamique (nous admettons des groupes non abe´liens avec toutes ses
orbites denses), le nombre de points fixes hyperboliques, et la non existence d’autres points fixes. La premie`re
direction n’est pas nouvelle, car il avait e´te´ de´ja` remarque´ par Ghys que, en classe C2, le the´ore`me de
Sacksteder (qui en ge´ne´ral est pre´sente´ comme un re´sultat qui n’est valable qu’en pre´sence d’un minimal
exceptionnel) reste valide pour des groupes non commutatifs qui agissent de manie`re minimale (voir la page
11 de [12]). De plus, Hurder a re´cemment de´montre´ que tout sous-groupe de Diff1+(S
1) sans probabilite´
invariante posse`de des e´le´ments avec des points fixes hyperboliques [27]. La deuxie`me direction, suivant
laquelle il existe des e´le´ments avec des points fixes hyperboliquement dilatants et contractants, est une
ame´lioration non banale de´ja` en classe C2. Nous en donnons une preuve simple dans ce contexte au §4.3.
Finalement, l’obtention d’un e´le´ment n’ayant que des points fixes hyperboliques est un raffinement bien plus
subtil. En effet, meˆme dans le cas analytique re´el, on ne dispose d’aucune de´monstration de ce fait par des
me´thodes ≪standard≫. Pour la preuve nous nous appuyons fortement sur des re´sultats concernant la mesure
stationnaire et les exposants de Lyapunov d’une action, lesquels portent un intereˆt en soi et sont inclus dans
l’appendice de ce travail.
Sur la me´thode de de´monstration
L’un des aspects techniques les plus importants de la dynamique unidimensionnelle diffe´rentiable est lie´ a`
la possibilite´ de controˆler la distorsion (line´aire ou projective) des ite´re´es d’une application (ou de compose´es
de diffe´rentes applications). Dans le cas d’une dynamique ≪ inversible≫, i.e. lorsqu’il n’y a pas de point
critique, deux principes sont plus au moins canoniques pour controˆler la distorsion line´aire. Le premier vient
du the´ore`me de Denjoy : en classe C2, on peut controˆler la distorsion des ite´re´es sur des intervalles disjoints
en la comparant avec la somme des longueurs de ces intervalles. Le deuxie`me principe, dit du ≪ folklore≫
dans [60], est valable en classe C1+τ lorsqu’on sait a priori qu’il y a suffisamment d’hyperbolicite´.
Dans ce travail nous introduisons des nouvelles me´thodes pour controˆler la distorsion en classe in-
terme´diaire lorsque la dynamique a une structure topologique et combinatoire bien pre´cise et qui apparaˆıt de
manie`re naturelle dans de nombreuses situations. Ces me´thodes s’appuient sur des arguments de nature prob-
abiliste (inspire´s en partie de [11]) : nous cherchons a` assurer un controˆle uniforme pour la distorsion d’une
suite ale´atoire ≪typique≫ de compositions (si bien qu’en ge´ne´ral il est impossible de de´terminer pre´cise´ment
quelle suite conviendra !). Nous croyons que, au dela` meˆme des the´ore`mes pre´sente´s, ces me´thodes soient
celles qui donnent le plus d’intereˆt a` cet article. D’ailleurs, il est tre`s raisonnable d’essayer de les utiliser afin
de raffiner d’autres re´sultats classiques de la the´orie des feuilletages de codimension 1, comme par exemple
ceux de Duminy [7, 47] (voir a` ce propos [30]). Il pourrait s’ave´rer e´galement inte´ressant de repenser en
re´gularite´ interme´diaire la the´orie des niveaux [6, 23], tout en s’appuyant sur les techniques introduites dans
ce travail.
Quelques recommandations pour la lecture. La structure de cet article n’est pas toujours line´aire.
Le lecteur presse´ pour la de´monstration du the´ore`me de Denjoy ge´ne´ralise´ peut aller directement au §2 (si
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bien que la lecture des exemples du §1.1 peut aider a` e´claircir un peu le panorama). Celui qui est plutoˆt
inte´resse´ par le the´ore`me de Sacksteder peut passer imme´diatement au §2.1 et puis aux §4.1 et §4.2 (ou` l’on
de´montre les versions ge´ne´ralise´es pour des pseudo-groupes). Le cas des diffe´omorphismes du cercle ne´cessite
cependant les re´sultats probabilistes de l’appendice (qui peuvent eˆtre e´tudie´s sans la ne´cessite´ du reste de
l’article). Nous proposons ci-dessous un sche´ma d’interde´pendance logique entre les diffe´rents paragraphes.
Une fle`che continue repre´sente une lecture indispensable, alors qu’une fle`che pointille´e indique une lecture
non indispensable mais tout a` fait convenable pour la compre´hension.
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1 Quelques exemples
Tout au long de ce travail, nous ne conside´rerons que des transformations qui respectent l’orientation.
En nous inspirant du travail de Denjoy [10], ou` la construction des contre-exemples C1 pre´ce`de au the´ore`me
(et en constitue la partie la plus longue), nous ferons une re´vision rapide des constructions d’exemples de
diffe´omorphismes du cercle et de l’intervalle a` des centralisateurs non triviaux. La pre´sentation est inspire´e
de [13, 51], bien que des constructions similaires, base´es sur les exemples de Pixton [53], apparaissent de´ja`
dans le travail de Tsuboi [67].
Rappelons qu’e´tant donne´ un home´omorphisme η : [0,∞[→ [0,∞[, on dit qu’une fonction ψ de´finie sur
le cercle ou un intervalle et a` valeurs re´elles est η-continue s’il existe C <∞ tel que pour tout x, y on ait
|ψ(x) − ψ(y)| ≤ C η(|x− y|).
Lorsque τ appartient a` ]0, 1[, un diffe´omorphisme f est dit de classe C1+τ si sa de´rive´e est η-continue
par rapport a` η(s) = sτ , c’est-a`-dire s’il existe une constante C < ∞ telle que pour tout x, y on ait
|f ′(x)− f ′(y)| ≤ C|x− y|τ (on dit e´galement que f ′ est τ -Ho¨lder continue). Nous dirons que f est de classe
C1+lip si sa de´rive´e est lipschitzienne.
1.1 Les contre-exemples de Denjoy-Herman
Pour construire nos exemples d’actions libres et non minimales de Zd sur le cercle, nous utiliserons la fa-
mille d’applications ϕa,b : [0, a]→ [0, b] introduite par Yoccoz et donne´e sur ]0, a[ par ϕa,b(x)=ϕb ◦(ϕa)−1(x),
ou` ϕa : R→]0, a[ est de´fini par
ϕa(u) =
1
π
∫ u
−∞
ds
s2 + (1/a)2
=
a
2
+
a
π
arctan(au).
En faisant u = ϕ−1a (x) on voit que
ϕ′a,b(x) = ϕ
′
b(u) (ϕ
−1
a )
′(x) =
ϕ′b(u)
ϕ′a(u)
=
u2 + 1/a2
u2 + 1/b2
,
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ce qui montre que ϕa,b est un diffe´omorphisme de classe C
1 tangent a` l’identite´ aux extre´mite´s. De plus,
pour la deuxie`me de´rive´e on trouve aise´ment la majoration
∣∣ϕ′′a,b(x)∣∣ ≤ 6πa
∣∣∣∣ ba − 1
∣∣∣∣ . (2)
Si pour des intervalles non de´ge´ne´re´s I = [x0, y0] et J = [x1, y1] on de´signe par ϕ(I, J) : I → J le
diffe´omorphisme donne´ par
ϕ(I, J)(x) = x1 + ϕy0−x0,y1−x1(x − x0),
alors on constate imme´diatemment que la famille des ϕ(I, J) est e´quivariante, dans le sens que
ϕ(J,K) ◦ ϕ(I, J) = ϕ(I,K).
Graˆce aux proprie´te´s pre´ce´dentes, cette famille permet de construire des contre-exemples de Denjoy de classe
C1+1/d−ε dont le centralisateur contient un sous-groupe isomorphe a` Zd qui agit librement. Plus ge´ne´ralement,
nous construirons de tels contre-exemples en classe C1+η par rapport au module de continuite´ η(s) =
s1/d[log(1/s)]1/d+ε. Pour cela, on commence avec d rotations Rθ1 , . . . , Rθd d’angles line´aire´ment inde´pendants
sur les rationnels. On fixe un entier m ≥ 2 et un point p ∈ S1, et pour chaque (i1, . . . , id) ∈ Zd on remplace
le point pi1,...,id = R
i1
θ1
· · ·Ridθd(p) par un intervalle Ii1,...,id de longueur
ℓ(i1,...,id) =
1(|i1|+ · · ·+ |id|+m)d [ log(|i1|+ · · ·+ |id|+m)]1+ε .
On obtient ainsi un nouveau cercle (de longueur finie Tm ≤ 2dε/[log(m)]ε(d−1)!), sur lequel les Rθj induisent
de manie`re unique des home´omorphismes fj ve´rifiant, pour tout x ∈ Ii1,...,ij ,...,id ,
fj(x) = ϕ(Ii1,...,ij ,...,id , Ii1,...,1+ij ,...,id)(x).
En vertu des proprie´te´s d’e´quivariance des ϕ(I, J), ces home´omorphismes fj commutent entre eux. Ve´rifions
maintenant que f1 est de classe C
1+η, le cas des autres fi e´tant analogue. Pour cela, on remarque d’abord
que si x et y appartiennent au meˆme intervalle Ii1,...,id , alors |f ′1(x) − f ′1(y)| = f ′′1 (p)|x − y| pour un point
p ∈ Ii1,...,id . Ceci donne, graˆce a` (2) et au fait que la fonction s 7→ s/η(s) est croissante,
|f ′1(x) − f ′1(y)|
η
(|x− y|) ≤ |x− y|η(|x− y|) · 6π|Ii1,...,id |
∣∣∣∣ |I1+i1,...,id ||Ii1,...,id | − 1
∣∣∣∣ ≤ 6πη(|Ii1,...,id |)
∣∣∣∣ |I1+i1,...,id ||Ii1,...,id | − 1
∣∣∣∣ .
Or, l’expression a` droite est e´gale a`∣∣∣∣ (|i1|+· · ·+|id|+m)d[log(|i1|+· · ·+|id|+m)]1+ε(|1+i1|+· · ·+|id|+m)d[log(|1+i1|+· · ·+|id|+m)]1+ε − 1
∣∣∣∣ 6pi (|i1|+· · ·+|id|+m)[log(|i1|+· · ·+|id|+m)](1+ε)/d[d log(|i1|+· · ·+|id|+m)+(1+ε) log(log(|i1|+· · ·+|id|+m))]1/d+ε .
En appliquant le the´ore`me des accroissements finis a` la fonction s 7→ sd[log(s)]1+ε, on constate aise´ment
que cette expression est majorable par (d + 2)/[log(m)]ε(1−1/d). Lorsque x et y appartiennent a` des inter-
valles |Ii1,...,id | distincts, la meˆme majoration modulo un facteur 2 est valable, car les diffe´omorphismes sont
tangents a` l’identite´ aux extre´mite´s de ces intervalles. Cela montre qu’en faisant tendre m vers l’infini, les
diffe´omorphismes fj deviennent aussi proches que l’on veut de l’identite´ en topologie C
1+η. Puisque Tm ≤ 1
pour tout m ∈ N assez grand, ceci reste encore valable apre`s renormalisation du cercle (de fac¸on a` ce que sa
longueur soit e´gale a` 1).
Les exemples que nous venons de construire ve´rifient f ′j(x) = 1 pour tout point x qui est une extre´mite´
de l’un des intervalles Ii1,...,id . Nous verrons ci-dessous que, sous une telle hypothe`se, il est impossible de
fabriquer des exemples analogues de classe C1+1/d. L’argument de la preuve pre´sente´e a` continuation est a`
rapprocher avec [52].
Proposition 1.1. Conside´rons une action de Zd par diffe´omorphismes du cercle qui est libre et semicon-
jugue´e a` une action par des rotations sans y eˆtre conjugue´e. Supposons que pour toute composante connexe
I du comple´mentaire du Cantor invariant minimal, et pour tout e´le´ment h ∈ Zd, la de´rive´e de (l’image de)
h aux extre´mite´s de I soit e´gale a` 1. Alors la re´gularite´ de l’action est strictement infe´rieure a` C1+1/d.
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De´monstration. Supposons le contraire et soient f1, . . . , fd les ge´ne´rateurs de Z
d en tant que sous-groupe
de Diff
1+1/d
+ (S
1). Notons Ci la constante de Ho¨lder d’exposant 1/d pour f
′
i , et posons C = max{C1, . . . , Cd}.
Fixons une composante connexe I du comple´mentaire du Cantor invariant, et pour chaque entier n ≥ 0
notons ℓn la longueur minimale d’un intervalle de la forme f
i1
1 · · · f idd (I), avec ij ≥ 0 et
∑
j ij = n. Sans
perdre en ge´ne´ralite´, nous pouvons supposer que tous ces intervalles ont une longueur infe´rieure ou e´gale a`
( 1C(1+1/d))
1/d. Nous affirmons que
ℓn+1 ≥ ℓn(1 − C ℓ1/dn ). (3)
En effet, si ℓn+1 est re´alise´ comme la longueur correspondante a` un intervalle J , alors J est l’image par l’un
des ge´ne´rateurs fi d’un intervalle K = [a, b] dont la longueur est par de´finition supe´rieure ou e´gale a` ℓn.
Puisqu’il existe q ∈ K tel que f ′i(q) = |J |/|K| et que f ′i(a) = f ′i(b) = 1, on a∣∣∣∣ |J ||K| − 1
∣∣∣∣ ≤ Ci|q − a|1/d ≤ C|K|1/d,
d’ou` on obtient ∣∣ℓn+1 − |K|∣∣ = ∣∣|J | − |K|∣∣ ≤ C|K|1+1/d.
Donc
ℓn+1 ≥ |K|
(
1− C|K|1/d),
et ceci implique (3), car |K| ≥ ℓn et la fonction s 7→ s(1−Cs1/d) est croissante sur l’intervalle
[
0, ( 1C(1+1/d))
1/d
]
.
Nous affirmons maintenant que pour A = min{ℓ1, dd/2d2Cd} et pour tout n∈N,
ℓn ≥ A
nd
. (4)
Cette ine´galite´ est ve´rifiable aise´ment par re´currence. Pour n = 1 elle a lieu a` cause de la condition A ≤ ℓ1.
D’autre part, si elle est valable pour un entier n ≥ 1 alors, la fonction s 7→ s(1− Cs1/d) e´tant croissante sur
l’intervalle
[
0, ( 1C(1+1/d))
1/d
]
, a` partir de l’ine´galite´ (3) et de la condition A1/d ≤ d/2dC on obtient
ℓn+1 ≥ A
nd
(
1− C A
1/d
n
)
≥ A
(n+ 1)d
.
Nous sommes maintenant en mesure d’achever la preuve de la proposition. Pour cela, remarquons que la
quantite´ d’intervalles de la forme Ii1,...,id = f
i1
1 · · · f idd (I), avec ij ≥ 0 et
∑
j ij = n, est supe´rieure ou e´gale a`
Bnd−1 pour une certaine constante universelle B > 0. Ceci donne, graˆce a` (4),
∑
(i1,...,id)∈Nd0
|Ii1,...,id | = |I|+
∑
n≥1
∑
∑
ij=n
|Ii1,...,id | ≥ B
∑
n≥1
nd−1ℓn ≥ AB
∑
n≥1
1
n
=∞,
ce qui est absurde, car la somme des longueurs des intervalles (disjoints) Ii1,...,id est finie. 
1.2 Les contre-exemples de Pixton-Tsuboi
Dans le contexte des groupes abe´liens de diffe´omorphismes de l’intervalle on dispose du fameux lemme
de Kopell [36], dont la version la plus connue n’est d’habitude e´nonce´e qu’en classe C2. Pour la commodite´
du lecteur, nous donnons ci-dessous la version ge´ne´rale avec une preuve simple dont l’ide´e sous-jacente sera
utilise´e a` plusieurs reprises. Rappelons qu’un diffe´omorphisme f de [0, 1[ est de classe C1+vb si sa de´rive´e est
a` variation borne´e sur tout intervalle compact contenu dans [0, 1[.
Lemme [Kopell]. Soient f et g deux diffe´omorphismes de l’intervalle [0, 1[ qui commutent entre eux.
Supposons que f soit de classe C1+vb et g de classe C1. Si f n’a pas de point fixe sur ]0, 1[ et g posse`de de
tels points, alors g est l’identite´.
De´monstration. Quitte a` changer f par son inverse, on peut supposer que f(x) < x pour tout x ∈]0, 1[.
Soit b∈]0, 1[ l’un des points fixes de g. Pour chaque n ∈ Z notons bn = fn(b), et soit a = b1 = f(b)2. Puisque
2Remarquons que pour f1 = f, f2 = g et In = fn(]a, b[), nous sommes exactement sous une hypothe`se combinatoire du type
(1), avec d = 1.
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g fixe l’intervalle [bn+1, bn], pour chaque n ∈ N il existe cn ∈ [bn, bn+1] tel que g′(cn) = 1. E´tant donne´ que
la suite (cn) tend vers l’origine et que g est de classe C
1, on a ne´cessairement g′(0) = 1. Notons M =M(f)
la variation du logarithme de la de´rive´e de f sur l’intervalle [0, b]. Si u et v appartiennent a` [a, b] alors∣∣∣∣log( (fn)′(v)(fn)′(u)
)∣∣∣∣ ≤
n∑
i=1
∣∣ log (f ′(f i−1(v)))− log (f ′(f i−1(u)))∣∣ ≤M. (5)
En posant u = x ∈ [a, b] et v = f−ngfn(x) = g(x) ∈ [a, b], en utilisant l’e´galite´
g′(x) =
(fn)′(x)
(fn)′(f−ngfn(x))
g′(fn(x)) =
(fn)′(x)
(fn)′(g(x))
g′(fn(x)),
et en passant a` la limite lorsque n tend vers l’infini, on obtient l’ine´galite´ supx∈[a,b] g
′(x) ≤ exp(M). Or,
ceci reste valable lorsqu’on remplace g par gj pour n’importe quel j ∈ N (car M ne de´pend que de f). On
en de´duit que supx∈[a,b](g
j)′(x) ≤ exp(M). Comme g fixe a et b, ceci implique que la restriction de g a`
l’intervalle [a, b] est l’identite´. Finalement, en conjugant successivement par f , on conclut que g est l’identite´
sur tout l’intervalle [0, 1[. 
Remarque 1.2. Notons que dans la de´monstration pre´ce´dente, tout le controˆle de distorsion est re´alise´ par
le diffe´omorphisme f , qui doit donc eˆtre de classe au moins C1+vb, tandis que l’autre diffe´omorphisme g n’a
besoin que d’eˆtre de classe C1. Le lemme n’est cependant plus valable lorsque g est seulement lipschitzien. En
effet, si l’on fixe n’importe quel home´omorphisme lipschitzien h de [a, b] et on l’e´tend a` [0, 1[ en commutant
avec f , alors pour tout c ∈]0, 1[ l’application qu’on obtient est encore lipschitzienne sur [0, c], et sa constante
de Lipschitz y diffe`re de celle de h par un facteur au plus e´gal a` exp(Mc), ou` Mc de´signe la variation du
logarithme de la de´rive´e de f sur [0, c]. L’intereˆt de cette observation vient du fait que, dans [20], il a e´te´
remarque´ que si f : [0, 1[→ [0, 1[ est un diffe´omorphisme de classe C2 sans point fixe a` l’inte´rieur et g est
un home´omorphisme de [0, 1[ qui commute avec f , alors la restriction de g a` ]0, 1[ est automatiquement de
classe C2 lorsque g est un diffe´omorphisme de classe C1. De plus, si f est hyperbolique, i.e. si f ′(0) 6= 1,
alors g est de classe C2 sur [0, 1[ de`s qu’il est diffe´rentiable a` l’origine [61].
On peut donner des contre-exemples au lemme de Kopell analogues a` ceux du the´ore`me de Denjoy, tout
en respectant la proprie´te´ combinatoire (1). Pour cela, fixons un entier m ≥ 2, et pour (i1, . . . , id) ∈ Zd
posons une nouvelle fois
ℓ(i1,...,id) =
1(|i1|+ · · ·+ |id|+m)d [ log(|i1|+ · · ·+ |id|+m)]1+ε .
Par re´currence sur j de´finisons ℓ(i1,...,ij−1) =
∑
ij∈Z
ℓ(i1,...,ij−1,ij). Notons [x(i1,...,ij ,...,id), y(i1,...,ij ,...,id)]
l’intervalle d’extre´mite´s
x(i1,...,ij ,...,id) =
∑
i′1<i1
ℓ(i′1)+
∑
i′2<i2
ℓ(i1,i′2)+. . .+
∑
i′d<id
ℓ(i1,...,id−1,i′d), y(i1,...,ij ,...,id) = x(i1,...,ij ,...,id)+ℓ(i1,...,id).
Conside´rons le diffe´omorphisme fj de [0, 1] dont la restriction aux intervalles [x(i1,...,ij ,...,id), y(i1,...,ij ,...,id)]
co¨ıncide avec
ϕ
(
[x(i1,...,ij ,...,id), y(i1,...,ij ,...,id)], [x(i1,...,ij−1,...,id), y(i1,...,ij−1,...,id)]
)
.
Les estime´es qui pre´ce`dent la proposition (1.1) permettent de de´montrer une nouvelle fois que les fi ainsi
obtenus sont de classe C1+η par rapport au module de continuite´ η(s) = s1/d[log(1/s)]1/d+ε. On obtient
donc des contre-exemples au lemme de Kopell donne´s par des actions de Zd par diffe´omorphismes de classe
C1+1/d−ε de l’intervalle. Cependant, nous devons impe´rativement souligner que la re´gularite´ atteinte par cette
me´thode n’est pas optimale. Pour aboutir a` la classe optimale C1+1/(d−1)−ε, il est ne´ce´ssaire de modifier la
construction pre´ce´dente afin de suprimer les tangences a` l’identite´ ≪excessives≫. En effet, une modification
simple de la proposition 1.1 montre que par cette me´thode on n’atteindra meˆme pas la classe C1+1/d. Le
lecteur inte´resse´ trouvera dans [67] la construction des contre-exemples optimaux au lemme de Kopell ; nous
reviendrons sur ce point dans le §3.
Pour finir ce paragraphe, nous voudrions pre´senter une preuve simple d’une version du lemme de Kopell
pour des actions de Z3 avec une hypothe`se de re´gularite´ interme´diaire (qui ne´anmoins n’est pas optimale).
Pour cela, commenc¸ons par un lemme e´le´mentaire mais tre`s utile.
Dynamique unidimensionnelle en re´gularite´ interme´diaire 9
Lemme 1.3. Soit g : [a, b] → [a, b] un diffe´omorphisme de classe C1+τ . Si C = C(g) de´signe la constante
de τ-ho¨lderianite´ de g′, alors pour tout x∈]a, b[ on a
|x− g(x)| ≤ C |b− a|1+τ . (6)
De´monstration. Fixons un point arbitraire x dans ]a, b[, et prenons deux points p ∈ [a, x] et q ∈ [a, b] tels
que g′(p) =
(
g(x)− g(a))/(x− a) and g′(q) = (g(b)− g(a))/(b− a) = 1. Alors on a
|x− g(x)| = ∣∣x− [(x− a)g′(p) + g(a)]∣∣ = ∣∣(x − a)(1− g′(p))∣∣. (7)
Puisque g′ est τ -Ho¨lder continue,
|1− g′(p)| = |g′(q)− g′(p)| ≤ C|q − p|τ ≤ C|b − a|τ . (8)
De (7) et (8) on de´duit
|x− g(x)| ≤ |x− a| · C|b− a|τ ≤ C|b − a|1+τ ,
ce qui conclut la preuve du lemme. 
La proposition suivante n’est qu’une conse´quence du lemme de Kopell ge´ne´ralise´ (the´ore`me B). Cepen-
dant, l’ide´e de la preuve que nous pre´sentons, dans un esprit dynamique ≪classique≫ , pourrait eˆtre utile
dans d’autres situations.
Proposition 1.4. Soient f , g et h des diffe´omorphismes de l’intervalle [0, 1] qui commutent entre eux, avec
f et g de classe C1+τ et h de classe C1. Supposons qu’il existe des intervalles ouverts disjoints de la forme
Ii,j qui soient dispose´s en respectant l’ordre lexicografique sur ]0, 1[, et de sorte que pour tout (i, j) ∈ Z2 on
ait
f(Ii,j) = Ii−1,j , g(Ii,j) = Ii,j−1 h(Ii,j) = Ii,j .
Si τ ≥ (√5− 1)/2 alors la restriction de h a` la re´union des Ii,j est l’identite´.
De´monstration. Reprenons l’argument de la preuve du lemme de Kopell. Pour tout x ∈ I = I0,0 et tout
(n,m) ∈ N2 on a
log(hn)′(x) = log
(
(hn)′(fm(x))
)
+ log
(
(fm)′(x)
)− log ((fm)′(hn(x))).
Puisque fm(x) converge vers un points fixe (parabolique) de h, en prenant la limite lorsque m tend vers
l’infini on obtient
| log ((hn)′(x))| ≤ ∑
k≥0
∣∣ log (f ′(fk(x))) − log (f ′(hn(fk(x))))∣∣
≤ C¯
∑
k≥0
∣∣fk(x) − hn(fk(x))∣∣τ
≤ C¯
∑
k≥0
|fk(I)|τ ,
ou` C¯ = C¯(f) de´signe la constante de τ -ho¨lderianite´ de log(f ′). Pour obtenir la convergence de la dernie`re
se´rie, l’ide´e consiste a` remarquer que |fk(I)| est tre`s petit par rapport a` |fk(J)|, ou` J de´signe le plus petit
intervalle contenant tous les gm(I), avec m ∈ Z (notons que g fixe l’intervalle J). En effet, si C = C(g) est
la constante de τ -ho¨lderianite´ de g′, alors l’ine´galite´ (6) donne |fk(I)| ≤ C |fk(J)|1+τ . Par suite,∣∣ log ((hn)′(x))∣∣ ≤ C¯C∑
k≥0
|fk(J)|τ(1+τ).
Si τ ≥ (√5− 1)/2 alors τ(1 + τ) ≥ 1, et l’expression pre´ce´dente est majore´e par C¯C∑k≥0 |fk(J)| ≤ C¯C.
Autrement dit, pour tout x ∈ I et tout n ∈ N on a l’ine´galite´ (hn)′(x) ≤ exp(C¯C). Comme dans la fin de
la preuve du lemme (classique) de Kopell, ceci implique que la restriction de h a` I (et donc a` tous les Ii,j)
est l’identite´. 
Si pour chaque entier d ≥ 3 on note τd l’unique re´el positif qui ve´rifie l’e´galite´ τd(1 + τd)d−2 = 1,
alors la me´thode pre´ce´dente permet de de´montrer une proposition analogue pour des actions de Zd par
diffe´omorphismes de classe C1+τd (et qui ve´rifient une condition combinatoire du type (1)). Or, cet exposant
τd n’est pas du tout optimal. En effet, bien que la suite (τd) converge vers ze´ro lorsque d tend vers l’infini,
le nombre τd est supe´rieur a` 1/(d− 1) (par exemple, τ3 est e´gal au nombre d’or (
√
5− 1)/2 > 1/2).
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2 Le the´ore`me de Denjoy ge´ne´ralise´
2.1 Le principe ge´ne´ral
Nous rappelons dans la suite l’ide´e de la preuve du the´ore`me de Denjoy donne´e par Schwartz dans [58].
C’est un principe qui est devenu classique graˆce a` la formulation et les applications aux feuilletages de
codimension 1 donne´es par Sacksteder dans [57] (voir [6] pour une discussion plus de´taille´e).
Lemme 2.1. Soit Γ un groupe de diffe´omorphismes de classe C1+lip d’une varie´te´ unidimensionnelle com-
pacte. Supposons qu’il existe un sous-ensemble fini G de Γ et un intervalle ouvert I satisfaisant la proprie´te´
suivante : pour chaque n ∈ N il existe un e´le´ment hn = gin,ngin−1,n · · · gi1,n dans Γ tel que tous les gim,n
appartiennent a` G, les intervalles I, gi1,n(I), gi2,ngi1,n(I), . . . , gin−1,n · · · gi1,n(I) sont deux a` deux disjoints, et
hn(I) s’accumule sur l’une des extre´mite´s de I. Alors pour n ∈ N assez grand, l’application hn posse`de un
point fixe hyperbolique (qui est proche de l’extre´mite´ correspondante de I).
La de´monstration de ce lemme utilise le fait que les intervalles I, . . . , gin−1,n · · · gi1,n(I) sont disjoints, ainsi
que l’hypothe`se de re´gularite´ C1+lip, pour controˆler la distorsion de hn sur I graˆce a` l’argument classique
de Denjoy. Ensuite, l’ide´e consiste a` controˆler la distorsion de hn sur un intervalle plus large J contenant I
et inde´pendant de n ∈ N. On aboutit a` ceci par un argument de re´currence assez subtil (remarquons que, en
ge´ne´ral, les intervalles J, . . . , gin−1,n · · · gi1,n(J) ne sont pas disjoints !). La contraction (topologique) devient
alors e´vidente (voir la figure 1), et cette contraction doit eˆtre hyperbolique a` cause du controˆle (uniforme)
de la distorsion.
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Si l’on veut controˆler les distorsions en classe C1+τ , on est amene´ a` estimer des sommes du type
|I|τ +
n−1∑
k=1
|gik,n . . . gi1,n(I)|τ (9)
Or, meˆme si les intervalles I, . . . , gin−1,n · · · gi1,n(I) sont deux a` deux disjoints, cette somme peut devenir
trop grande avec n. Pour re´soudre ce proble`me, notre ide´e consiste a` penser les compositions de manie`re
ale´atoire (contrairement au cas de la preuve de Schwartz et Sacksteder, ou` la suite des compositions est
fixe´e de manie`re de´terministe). Plus pre´cise´ment, nous conside´rerons des suites d’applications hn de la forme
hn = gnhn−1 de fac¸on a` ce que les intervalles h0(I) = I, h1(I), . . . soient deux a` deux disjoints, et par des
arguments d’ordre probabiliste nous chercherons a` montrer que pour un ≪chemin typique≫ la valeur de
la somme (9) est uniforme´ment borne´e. Cela nous permettra de trouver des e´le´ments avec des points fixes
hyperboliques graˆce au lemme ge´ne´ral suivant.
Lemme 2.2. Soit Γ un pseudo-groupe de diffe´omorphismes de classe C1+τ d’une varie´te´ unidimensionnelle
compacte. Supposons qu’il existe un sous-ensemble fini G de Γ, un intervalle ouvert I et une constante M<∞
tels que la proprie´te´ suivante soit satisfaite : a` chaque e´le´ment g ∈ G on peut associer un intervalle compact
Cg contenu dans un domaine ouvert de de´finition de g de sorte que, pour tout n ∈ N, il existe un e´le´ment
hn = gin,n · · · gi1,n dans Γ ve´rifiant les proprie´te´s suivantes :
– tous les gim,n appartiennent a` G ;
– si gik,n = g alors l’intervalle gik−1,n · · · gi1,n(I) est contenu dans Cg (ou` nous convenons que gik−1,n · · · gi1,n
est l’identite´ lorsque k = 1) ;
– on a l’ine´galite´
n−1∑
k=0
|gik,n · · · gi1,n(I)|τ ≤M.
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Alors il existe une constante strictement positive L = L(τ,M, |I|;G) telle que si n ∈ N est tel que hn(I) est
contenu dans un L-voisinage de l’intervalle I, alors l’application hn posse`de un point fixe hyperbolique (qui
est proche de l’extre´mite´ correspondante de I).
De´monstration. La preuve du lemme e´tant bien connue, nous ne la re´pe´tons que pour le cas d’un groupe
de diffe´omorphismes. Fixons une constante C > 0 telle que pour tout g ∈ G et tout x, y on ait∣∣ log(g′(x)) − log(g′(y))∣∣ ≤ C |x− y|τ .
Nous montrerons alors que pour
L = L(τ,M, |I|;G) = |I|
2 exp(2τCM)
,
l’affirmation du lemme est satisfaite.
De´signons par J le 2L-voisinage de I, et notons I ′ (resp. I ′′) la composante connexe de J \I a` droite (resp.
a` gauche) de I. Pour n ∈ N fixe´ nous montrerons par re´currence sur k∈{0, . . . , n} que les deux proprie´te´s
suivantes sont simultane´ment ve´rifie´es :
(i)k |gik,n · · · gi1,n(I ′)| ≤ |gik,n · · · gi1,n(I)| ;
(ii)k supx,y∈I∪I′
(gik,n ···gi1,n )
′(x)
(gik,n ···gi1,n )
′(y) ≤ exp(2τ CM).
La condition (ii)0 est trivialement ve´rifie´e, tandis que (i)0 est satisfaite graˆce a` l’hypothe`se |I ′|=2L≤|I|.
Supposons que (i)j et (ii)j soient valables pour tout j ∈ {0, . . . , k − 1}. Dans ce cas, pour tout x, y dans
I ∪ I ′ nous avons∣∣∣∣log
(
(gik,n · · · gi1,n)′(x)
(gik,n · · · gi1,n)′(y)
)∣∣∣∣ ≤
k−1∑
j=0
∣∣ log(g′ij+1,n(gij,n · · · gi1,n(x))) − log(g′ij+1,n(gij,n · · · gi1,n(y)))∣∣
≤ C
k−1∑
j=0
∣∣gij,n · · · gi1,n(x)− gij,n · · · gi1,n(y)∣∣τ
≤ C
k−1∑
j=0
(|gij,n · · · gi1,n(I)|+ |gij,n · · · gi1,n(I ′)|)τ
≤ C 2τM.
Ceci montre (ii)k. Quant a` (i)k, remarquons qu’il existe x ∈ I et y ∈ I ′ tels que
|gik,n · · · gi1,n(I)| = |I| · (gik,n · · · gi1,n)′(x) et |gik,n · · · gi1,n(I ′)| = |I ′| · (gik,n · · · gi1,n)′(y).
Donc, par (ii)k,
|gik,n · · · gi1,n(I ′)|
|gik,n · · · gi1,n(I)|
=
(gik,n · · · gi1,n)′(x)
(gik,n · · · gi1,n)′(y)
· |I
′|
|I| ≤ exp(2
τCM)
|I ′|
|I| ≤ 1,
ce qui montre (i)k. Bien suˆr, un argument analogue montre que (i)k et (ii)k sont ve´rifie´es pour tout k dans
{0, . . . , n} lorsqu’on remplace I ′ par I ′′.
Supposons maintenant que hn(I) soit contenu dans le L-voisinage de l’intervalle I. La proprie´te´ (i)n
donne alors hn(J) ⊂ J . De plus, si hn(I) ⊂ J se trouve a` droite (resp. a` gauche) de I, alors hn(I ∪ I ′) ⊂ I ′
(resp. hn(I
′′∪I) ⊂ I ′′). Les deux cas e´tant analogues, conside´rons seulement le premier. Bien e´videmment, hn
posse`de au moins un point fixe x dans I ′. Il nous reste donc a` ve´rifier qu’il s’agit d’un point fixe hyperbolique
contractant. Or, il existe y ∈ I tel que
h′n(y) =
|hn(I)|
|I| ≤
L/2
|I| .
Par conse´quent, si h′n(x) ≥ 1 alors on aurait h′n(x)/h′n(y) ≥ 2 |I|/L, et donc, d’apre`s (ii)n,
exp(2τCM) ≥ 2 |I|
L
,
ce qui contredirait la de´finition de L. 
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2.2 Preuve du the´ore`me de Denjoy ge´ne´ralise´
Avant de rentrer dans les de´tails de la de´monstration du the´ore`me A, nous en donnons l’ide´e essentielle.
Supposons que I soit un intervalle ouvert errant pour la dynamique de deux diffe´omorphismes g1 et g2 du
cercle qui sont de classe C1+τ et qui commutent entre eux. Remarquons que l’ensemble
{gm1 gn2 (I) : (m,n) ∈ N0 × N0,m+ n ≤ k}
contient exactemment (k + 1)(k + 2)/2 intervalles. Puisqu’ils sont deux a` deux disjoints, leur ≪ longueur
typique ≫ est de l’ordre de 1/k2. Donc, pour une ≪suite ale´atoire typique≫ I, h1(I), h2(I) . . ., ou` hn+1 = g1hn
ou hn+1 = g2hn, on s’attend a` ce que, pour τ > 1/2,
∑
k≥1
|hk(I)|τ ≤ C
∑
k≥1
1
k2τ
<∞.
Or, la se´rie a` gauche est exactement celle dont la convergence permet de controˆler les distorsions, et donc de
trouver des e´le´ments avec des points fixes (hyperboliques), contredisant ainsi la liberte´ de l’action.
Afin de ≪modeler≫ une preuve dans l’esprit de l’ide´e ci-dessus, nous devons pre´ciser quelles sont nos
≪suites ale´atoires typiques≫ . Pour cela, conside´rons le processus de Markov sur N0×N0 dont les probabilite´s
de transition sont
p
(
(m,n)→ (m+ 1, n)) = m+ 1
m+ n+ 2
et p
(
(m,n)→ (m,n+ 1)) = n+ 1
m+ n+ 2
. (10)
Ce processus markovien induit une mesure de probabilite´ P sur l’espace de chemins correspondant Ω. On
ve´rifie aise´ment que, en partant de l’origine, la probabilite´ d’arriver en k pas au point (m,n) est e´gale a`
1/(k + 1) (resp. 0) si m+ n = k (resp. m+ n 6= k).
Remarque 2.3. Il est inte´ressant de constater que les probabilite´s de passage (10) ci-dessus co¨ıncident avec
celles qui apparaissent dans le mode`le d’urne de Polya.
Remarque 2.4. On peut canoniquement identifier l’espace (Ω,P) a` l’intervalle unite´ (muni de la mesure
de Lebesgue). Pour cela, a` chaque x ∈ [0, 1] on associe le chemin dont la position au k-ie`me pas est e´gale
a`
(
[kx], k−[kx]). Avec cette identification, la proprie´te´ d’e´quidistribution pre´ce´dente devient comple`tement
naturelle.
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•
Pour de´montrer le the´ore`me A dans le cas d = 2, nous proce´dons par contradiction. Soient g1 et g2 deux
diffe´omorphismes du cercle de classe C1+τ qui commutent. Le semigroupe Γ+ engendre´ par g1 et g2 s’identifie
a` N0 × N0. Par suite, le processus markovien de´crit pre´ce´demment induit une ≪promenade ale´atoire≫ sur
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Γ+. Dans ce qui suit nous identifierons Ω a` l’espace des chemins correspondants sur Γ+. Pour tout ω ∈ Ω
et tout n ∈ N, de´signons par hn(ω) ∈ Γ+ le produit des n premie`res cordonne´es de ω. Autrement dit, pour
ω = (gi1 , gi2 , . . .) ∈ Ω notons hn(ω) = gin · · · gi1 (ou` les gij ce sont des g1 ou des g2), et convenons que
h0(ω) = id.
Si l’action du groupe Γ= 〈g1, g2〉∼Z2 est libre, alors les nombres de rotation ρ(g1) et ρ(g2) de g1 et g2
respectivement sont inde´pendants sur les rationnels, dans le sens que pour tout (r0, r1, r2) ∈ Q3 distinct de
(0, 0, 0) on a r1ρ(g1) + r2ρ(g2) 6= r0. En effet, dans le cas contraire on pourrait trouver des e´le´ments non
triviaux (et donc d’ordre infini) avec un nombre de rotation rationnel ; de tels e´le´ments posse´dant des points
pe´riodiques, ceci contredirait la liberte´ de l’action.
Supposons maintenant que l’action de Γ soit (libre et) non minimale. Dans ce cas, il existe un ensemble
de Cantor invariant et minimal pour l’action. De plus, toute composante connexe I du comple´mentaire de
cet ensemble est errante pour la dynamique, dans le sens que ses images par des e´le´ments distincts du groupe
sont disjointes.
Lemme 2.5. Si τ > 1/2 alors la valeur de la se´rie
∑
n≥0 |hn(ω)(I)|τ est finie pour P-presque tout ω ∈ Ω.
De´monstration. Pour tout chemin ω ∈ Ω de´finissons
ℓτ (ω) =
∑
k≥0
|hk(ω)(I)|τ .
Nous allons ve´rifier que, si τ > 1/2, alors l’espe´rance (par rapport a` P) de la fonction ℓτ est finie, ce qui
implique e´videmment l’affirmation du lemme. Remarquons d’abord que
E(ℓτ ) = E
(∑
k≥0
|hk(ω)(I)|τ
)
=
∑
k≥0
E
(|hk(ω)(I)|τ ) =∑
k≥0
∑
m+n=k
|gm1 gn2 (I)|τ
k + 1
.
Or, l’ine´galite´ de Ho¨lder montre aise´ment que
∑
m+n=k
|gm1 gn2 (I)|τ
k + 1
≤
( ∑
m+n=k
|gm1 gn2 (I)|
)τ (
(k + 1) · 1
(k + 1)1/(1−τ)
)1−τ
,
et donc,
E(ℓτ ) ≤
∑
k≥0
(∑
m+n=k |gm1 gn2 (I)|
)τ
(k + 1)τ
.
En appliquant une nouvelle fois l’ine´galite´ de Ho¨lder on obtient
E(ℓτ ) ≤

 ∑
(m,n)∈N0×N0
|gm1 gn2 (I)|


τ 
∑
k≥1
(
1
kτ
) 1
1−τ


1−τ
.
E´tant donne´ que τ > 1/2, la se´rie ∑
k≥1
(
1
kτ
) 1
1−τ
=
∑
k≥1
1
kτ/(1−τ)
converge, et puisque les intervalles gm1 g
n
2 (I) sont deux a` deux disjoints, ceci montre la finitude de E(ℓτ ). 
Remarque 2.6. Dans la de´monstration pre´ce´dente, la seule proprie´te´ du processus de diffusion sur N0×N0
que l’on a utilise´ est le fait que les probabilite´s d’arrive´e en k pas sont e´quidistribue´es sur l’ensemble des
points a` distance (simpliciale) k de l’origine.
D’apre`s le lemme pre´cedent, si M est suffisamment grand alors l’ensemble Ω(M)=
{
ω ∈ Ω : ℓτ (ω) ≤M
}
posse`de une probabilite´ strictement positive (en fait, P[Ω(M)] converge vers 1 lorsque M tend vers l’in-
fini). Fixons un tel M , et soit L=L(τ,M, |I|; {g1, g2}) la constante du lemme 2.2. Conside´rons finalement
l’intervalle ouvert K ′ de taille |K ′| = L et adjacent a` droite a` I. Nous affirmons que
P
[
ω ∈ Ω : hn(ω)(I) 6⊂ K ′ pour tout n ∈ N
]
= 0. (11)
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Pour de´montrer (11) remarquons d’abord que l’action du groupe engendre´ par les diffe´omorphismes g1 et
g2 est semiconjugue´e a` une action par des rotations. Par suite, si l’on ≪ e´crase≫ chaque composante connexe
du comple´mentaire du Cantor invariant minimal Λ, alors on obtient un cercle topologique S1Λ sur lequel g1
et g2 induisent des home´omorphismes dont toutes les orbites sont denses. De plus, l’intervalle K
′ devient un
intervalle U d’inte´rieur non vide dans S1Λ. Les nombres de rotation de g1 et g2 e´tant irrationnels, il existe
N ∈ N tel que, apre`s e´crasement, g−11 (U), . . . , g−N1 (U) recouvrent le cercle topologique S1Λ, et de meˆme pour
g−12 (U), . . . , g
−N
2 (U). Sur le cercle original S
1 cela se traduit par le fait que, pour toute composante connexe
I0 de S
1 \ Λ, il existe n1 et n2 dans {1, . . . , N} tels que gn11 (I0) ⊂ K ′ et gn22 (I0) ⊂ K ′.
Soulignons maintenant la proprie´te´ e´le´mentaire suivante et qui de´coule directement de (10) : les proba-
bilite´s de passage a` droite (resp. vers le haut) du processus markovien conside´re´ sont ≥ 1/2 au dessous (resp.
au dessus) de la diagonale (voir la figure 2). D’apre`s la de´finition de N , cette proprie´te´ donne, pour tout
entier k ≥ 0,
P
[
gi1hk(ω)(I) 6⊂ K ′ et gi2hk(ω)(I) 6⊂ K ′ pour tout i ≤ N
∣∣hj(ω)(I) 6⊂ K ′ pour tout j ≤ k] ≤ 1− 1
2N
.
Cette dernie`re ine´galite´ implique e´videmment que
P
[
hk+i(ω)(I) 6⊂ K ′ pour tout i ≤ N
∣∣hj(ω)(I) 6⊂ K ′ pour tout j ≤ k] ≤ 1− 1
2N
. (12)
Par conse´quent, pour tout r ∈ N,
P
[
hn(ω)(I) 6⊂ K ′ pour tout n ∈ N
] ≤ P[hn(ω)(I) 6⊂ K ′ pour tout n ∈ {1, . . . , rN}] ≤ (1− 1
2N
)r
,
d’ou` l’on obtient (11) en faisant tendre r vers l’infini.
Pour finir la preuve du the´ore`me A (toujours dans le cas d = 2), remarquons que si ω ∈ Ω(M) et
n ∈ N sont tels que hn(ω)(I) ⊂ K ′, alors le lemme 2.2 permet de trouver un point fixe hyperbolique pour
hn(ω) ∈ Γ+, contredisant ainsi l’hypothe`se de liberte´ de l’action.
Modifications pour le cas d > 2. La de´monstration du the´ore`me A pour d > 2 est tout a` fait analogue
a` celle donne´e pour le cas d = 2. Elle se fait aussi par contradiction : on suppose l’existence d’un intervalle
errant et on conside`re le processus markovien sur Nd0 a` probabilite´s de transition
p
(
(n1, . . . , ni, . . . , nd) −→ (n1, . . . , 1 + ni, . . . , nd)
)
=
1 + ni
n1 + · · ·+ nd + d.
Les probabilite´s d’arrive´e en k pas pour ce processus sont aussi e´quidistribue´es sur l’ensemble des points a`
distance (simpliciale) k de l’origine. Cela permet a` nouveau de controˆler les distortions pour presque toute
suite ale´atoire, c’est-a`-dire de de´montrer un analogue du lemme 2.5 lorsque τ > 1/d. On remarque ensuite
que chaque point (n1, . . . , nd) de N
d
0 est le point de de´part d’au moins une ligne droite telle les probabilite´s
de passage entre deux sommets conse´cutifs est supe´rieure ou e´gale a` 1/d (il suffit de suivre la direction de
la coordonne´e i-e`me pour laquelle ni prend la valeur la plus grande). Cela permet d’obtenir une ine´galite´
analogue a` (12) (dont le membre a` droite sera e´gal a` 1−1/dN pour un certain entier N assez grand). Une
telle ine´galite´ entraˆıne la proprie´te´ (11), qui graˆce au controˆle de distorsion permet d’utiliser le lemme 2.2.
On trouve ainsi des e´le´ments avec des points fixes hyperboliques, contredisant une nouvelle fois la liberte´ de
l’action.
Remarque 2.7. Dans la de´monstration pre´ce´dente nous n’avons eu besoin de la finitude de la fonction
ℓτ que pour un ensemble de suites de mesure strictement positive. Ne´anmoins, la me´thode du lemme 2.5
me`ne a` une conclusion beaucoup plus forte : l’espe´rance de la fonction ℓτ est finie de`s que τ > 1/d. On
pourrait donc imaginer qu’en affaiblisant cette dernie`re affirmation on puisse attaquer le cas critique τ=1/d
par des me´thodes analogues. On constatera cependant que pour la preuve du lemme 2.5 nous nous sommes
appuye´s uniquemment sur le fait que I e´tait un intervalle errant. Or, c’est aussi le cas de l’intervalle I0,...,0
de l’exemple du §1.1, alors que pour cet exemple la valeur de la fonction ℓ1/d est infinie pour toute suite
ω (lorsque ε ≤ d − 1). Ceci indique que pour de´montrer le the´ore`me dans le cas critique, il est ne´cessaire
d’introduire des me´thodes plus fines et qui prennent en compte la nature dynamique des intervalles gm1 g
n
2 (I)
(et non seulement le fait qu’il soient deux a` deux disjoints). En effet, la preuve pre´ce´dente ne permet pas
de conclure que (pour ε ≤ d − 1) l’exemple du §1.1 n’est pas de classe C1+1/d, alors que ceci est aise´ment
ve´rifiable d’apre`s les de´finitions (et re´sulte e´galement de la proposition 1.1).
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Nous voudrions conclure ce paragraphe en donnant le sche´ma d’une autre preuve du the´ore`me A dont
l’ide´e sera essentielle a` la fin du §3. Pour simplifier, nous ne conside´rons que le cas d = 2, et nous gardons
les notations introduites tout au long de ce paragraphe. En raffinant le´ge`rement les arguments donne´s pre´ce`-
demment, on de´montre que pour presque toute suite ω ∈ Ω et pour tout point p appartenant au cercle topolo-
gique S1Λ, l’ensemble des points de la forme hn(ω)(p) est dense dans S
1
Λ. FixonsM > 0 suffisamment grand de
fac¸on a` ce que P[Ω(M)] > 0, et comme dans la preuve du lemme 2.2 notons J=I ′∪ I ∪ I ′′ le 2L-voisinage de
I. Choisissons un e´le´ment h ∈ Γ tel que h(I) et h−1(I) soient des intervalles de taille strictement infe´rieure a`
|I| exp(−2τCM) contenus dans I ′ et I ′′ respectivement. Fixons un point arbitraire a ∈ Λ, et supposons que
h′(a) ≥ 1 (le cas ou` h′(a) ≤ 1 est re´gle´ en appliquant les arguments qui suivent a` h−1 au lieu de h, tout en
remarquant que dans ce cas (h−1)′(h(a)) = 1/h′(a) ≥ 1 et h(a) ∈ Λ). La premie`re partie de la de´monstration
du lemme 2.2 montre que pour tout x et y appartenant a` I¯ ′ ∪ I¯, tout ω ∈ Ω(M) et tout n ∈ N,
hn(ω)
′(x)
hn(ω)′(y)
≤ exp(2τCM).
A` partir de l’e´galite´ h = hn(ω)
−1 ◦ h ◦ hn(ω) on en de´duit que, pour tout y ∈ I,
h′(y) =
hn(ω)
′(y)
hn(ω)′(h(y))
h′
(
hn(ω)(y)
) ≥ exp(−2τCM) lim sup
n∈N
h′
(
hn(ω)(y)
)
.
Or, puisque la suite
(
hn(ω)(p)
)
est dense sur S1Λ pour tout p∈S1Λ, il existe une suite croissante et infinie d’en-
tiers nk tels que l’intervalle hnk(ω)(I) tend vers le point a. Par suite, lim supn∈N h
′
(
hn(ω)(y)
) ≥ h′(a) ≥ 1,
et donc h′(y) ≥ exp(−2τCM) pour tout y ∈ I. Ceci implique que la taille de l’intervalle h(I) est au moins
e´gale a` |I| exp(−2τCM), ce qui contredit notre choix de h.
3 Le lemme de Kopell ge´ne´ralise´
De manie`re analogue a` ce que nous avons fait pour la ge´ne´ralisation du the´ore`me de Denjoy, pour la
preuve du the´ore`me B nous ne conside´rerons que le cas d = 2, et nous laisserons au lecteur le soin d’adapter
nos arguments au cas d ≥ 3. Tout en gardant les notations de l’e´nonce´ du the´ore`me (avec d = 2), identifions le
semigroupe Γ+ engendre´ par les e´le´ments f1 et f2 de Diff
1+τ
+ ([0, 1]) avec N0×N0, et conside´rons le processus
markovien du §2.2. Si l’on fixe l’intervalle I = I0,0 et pour chaque ω ∈ Ω on de´finit
ℓτ (ω) =
∑
i≥0
|hi(ω)(I)|τ ,
alors l’argument de la preuve du lemme 2.5 montre que, lorsque τ > 1/2, la fonction ℓτ : Ω→ R est presque
suˆrement finie (et qu’en fait, son espe´rance est finie).
Soit C une constante de τ -ho¨lderianite´ pour log(f ′1) et log(f
′
2). Pour chaque ω = (fj1 , fj2 , . . .) ∈ Ω, tout
n, k dans N et tout x ∈ I, l’e´galite´ fn3 = hk(ω)−1 ◦ fn3 ◦ hk(ω) donne
log
(
(fn3 )
′(x)
)
= log
(
(fn3 )
′(hk(ω)(x))
)
+
k∑
i=1
[
log
(
f ′ji(hi−1(ω)(x))
) − log (f ′ji(fn3 ◦ hi−1(ω)(x)))],
et donc ∣∣ log ((fn3 )′(x))∣∣ ≤ ∣∣ log ((fn3 )′(hk(ω)(x)))∣∣+ C
k∑
i=1
∣∣hi−1(ω)(x) − fn3 ◦ hi−1(ω)(x)∣∣τ
≤ ∣∣ log ((fn3 )′(hk(ω)(x)))∣∣+ C
k∑
i=1
|hi−1(ω)(I)|τ .
En prenant ω ∈ Ω tel que ℓτ (ω) =M soit fini, l’ine´galite´ pre´ce´dente implique que∣∣ log ((fn3 )′(x))∣∣ ≤ ∣∣ log ((fn3 )′(hk(ω)(x)))∣∣+ CM.
Or, le point hk(ω)(x) converge ne´cessairement vers un point fixe (parabolique) de f3. En faisant tendre k
vers l’infini on en de´duit que
∣∣ log ((fn3 )′(x))∣∣ ≤ CM. Par suite, (fn3 )′(x) ≤ exp(CM) pour tout x ∈ I et tout
n ∈ N, ce qui entraˆıne e´videmment que la restriction de f3 a` l’intervalle I est l’identite´. Par commutativite´,
ceci est aussi vrai sur tous les intervalles In1,n2 , ce qui conclut la de´monstration.
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Remarque 3.1. Une lecture attentive de la preuve pre´ce´dente montre que le the´ore`me B est encore valable
pour des diffe´omorphismes de classe C1+τ de l’intervalle [0, 1[, i.e. pour des diffe´omorphismes dont on ne
dispose d’une borne uniforme pour la constante de τ -ho¨lderianite´ que sur chaque intervalle compact contenu
dans [0, 1[.
Le lecteur pourrait eˆtre incommode´ a` cause de l’hypothe`se combinatoire (1). Ne´anmoins, nous avons
de´ja` explique´ que les contre-exemples au the´ore`me B qui ve´rifient cette condition correspondent aux actions
de Zd+1 sur [0, 1] ≪ les plus inte´ressantes≫ du point de vue cohomologique. Ils portent aussi un intereˆt
dynamique, car il n’est pas difficile de construire des actions de Zd+1 par diffe´omorphismes de classe C2−ε de
l’intervalle sans point global a` l’inte´rieur. En effet, conside´rons par exemple des diffe´omorphismes f2, . . . , fd+1
d’un intervalle [a, b]⊂]0, 1[ dont les supports soient disjoints, et soit f1 un diffe´omorphisme de l’intervalle
[0, 1] dans lui meˆme sans point fixe a` l’inte´rieur et qui envoie ]a, b[ sur un intervalle disjoint. En e´tendant
f2, . . . , fd+1 a` tout l’intervalle [0, 1] de fac¸on a` ce qu’ils commutent avec f1, on obtient une action (fide`le) de
Zd+1 par home´omorphismes de l’intervalle et sans point fixe global a` l’inte´rieur. Bien suˆr, les me´thodes du
§1.2 (resp. de [67]) permettent de rendre cette action de classe C3/2−ε (resp. C2−ε) pour tout ε > 0.
L’exemple na¨ıf ci-dessus rend naturel le proble`me d’obtenir un re´sultat qui ge´ne´ralise simultane´ment
les the´ore`mes A et B, et qui permette de de´crire (toutes) les actions de Zd+1 par diffe´omorphismes du
cercle de re´gularite´ interme´diaire ; pour cela il faudrait e´tudier les actions non libres mais sans point fixe
global. Remarquons a` ce propos l’existence d’un exemple inte´ressant : il s’agit d’une action de Z2 par
diffe´omorphismes de classe C2−ε du cercle. Dans cet exemple, l’un des ge´ne´rateurs correspond a` un contre-
exemple de Denjoy, alors que l’autre ge´ne´rateur laisse invariant le Cantor minimal du premier et agit non
trivialement sur les composantes connexes de son comple´mentaire. Pour rendre cette action de classe C2−ε,
on doit utiliser les me´thodes de [67].
Un autre aspect inte´ressant et important a` remarquer est l’existence d’actions sur l’intervalle qui a`
l’inte´rieur sont libres mais non conjugue´es a` des actions par des translations. Ce phe´nome`ne ne peut pas se
produire en classe C1+vb (voir le lemme 3.2 de [49]). Cependant, en classe C3/2−ε on peut construire des
actions de Z2 sur [0, 1] qui sont libres sur ]0, 1[ mais qui admettent des intervalles errants, tout en utilisant les
techniques du §1. Une nouvelle fois, la classe de diffe´rentiabilite´ 3/2−ε est optimale pour de tels exemples.
Le re´sultat suivant est a` rapprocher avec celui qui stipule l’existence de champs de vecteurs associe´s aux
diffe´omorphismes de classe C2 de l’intervalle sans point fixe a` l’inte´rieur [59].
Proposition 3.2. Soit Γ un sous-groupe de Diff1+τ+ ([0, 1]) isomorphe a` Z
d, avec τ > 1/d et d ≥ 2. Si la
restriction a` ]0, 1[ de l’action de Γ est libre, alors elle est minimale et topologiquement conjugue´e a` l’action
d’un groupe de translations.
Avant de passer a` la de´monstration, rappelons qu’un the´ore`me classique duˆ a` Ho¨lder stipule que tout
groupe d’home´omorphismes de l’intervalle ]0, 1[ qui agit librement est topologiquement semi-conjugue´ a` un
groupe de translations (voir [17] pour une preuve comple`te de ce re´sultat). Lorsque l’action est minimale,
cette semi-conjugaison est force´ment une conjugaison ; dans le cas contraire, on voit apparaˆıtre des intervalles
errants pour la dynamique.
Supposons maintenant que f1, . . . , fd soient les ge´ne´rateurs d’un groupe Γ∼ Zd qui agit librement sur
]0, 1[ mais qui n’est pas conjugue´ a` un groupe de translations. Si l’on identifie les points des orbites par
f1, alors f2, . . . , fd deviennent les ge´ne´rateurs d’un groupe agissant librement sur le cercle et qui n’est pas
conjugue´ a` un groupe de rotations ; bien suˆr, le the´ore`me A implique que les fi ne peuvent pas eˆtre tous
de classe C1/(d−1)+ε. Notons que cet argument n’utilise que la diffe´rentiabilite´ des applications a` l’inte´rieur ;
dans ce contexte la re´gularite´ de l’obstruction pre´ce´dente est en fait optimale. Ne´anmoins, ce n’est pas le cas
dans le cadre des groupes de diffe´omorphismes de l’intervalle ferme´ [0, 1] (et meˆme de [0, 1[). Pour chercher
a` de´montrer cela nos devrons donc tenir compte de la re´gularite´ des applications aux extre´mite´s.
De´monstration de la proposition 3.2. Encore une fois, nous ne donnons la preuve que pour le cas d = 2.
Soient f1 et f2 les ge´ne´rateurs d’un groupe Γ ∼ Z2 de diffe´omorphismes de classe C1+τ de [0, 1] qui agit
librement a` l’inte´rieur. Quitte a` les e´changer par leurs inverses, nous pouvons supposer qu’ils contractent
topologiquement vers l’origine. Supposons que l’action de Γ sur ]0, 1[ ne soit pas conjugue´e a` une action par
des translations. Dans ce cas, un argument simple de controˆle de distorsion hyperbolique montre que tous
les e´le´ments de Γ doivent eˆtre tangents a` l’identite´ a` l’origine. En effet, supposons par contradiction qu’il
existe des intervalles errants ainsi qu’un e´le´ment f ∈ Γ tel que f ′(0) < 1. Fixons λ < 1 et c∈]0, 1[ tels que
f ′(x) ≤ λ pour tout x∈ [0, c[, et fixons un intervalle errant ouvert et maximal I =]a, b[ contenu dans ]0, c[.
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Si l’on de´signe par K l’intervalle [f(b), b] alors
∑
n≥0
|fn(K)|τ ≤ |K|τ
∑
n≥0
λnτ =
|K|τ
1− λτ = M¯.
Par conse´quent, (gn)′(x)/(gn)′(y) ≤ exp(CM¯) pour tout x, y dans K, ou` C > 0 est une constante de τ -
ho¨lderianite´ pour log(f ′1) et log(f
′
2). Or, cette dernie`re estime´e permet d’appliquer les arguments de la preuve
du lemme 3.2 de [49], en parvenant ainsi a` une contradiction3.
Identifions maintenant le semigroupe Γ+ engendre´ par f1 et f2 a` N0 × N0, et conside´rons le processus
markovien du §2.2. Lorsque τ > 1/2, la preuve du lemme 2.5 montre la finitude de l’espe´rance de la fonction
ω 7→ ℓτ (ω) =
∑
k≥0
|hk(ω)(I)|τ .
Prenons M > 0 suffisamment grand de fac¸on a` ce que l’ensemble Ω(M) = {ω ∈ Ω : ℓτ (ω) ≤ M} ait une
probabilite´ strictement positive, et notons L¯ = |I|/ exp(2τCM). D’apre`s la premie`re partie de la preuve
du lemme 2.2, si I ′′ de´signe l’intervalle adjacent a` gauche a` I et de longueur L¯, alors pour tout x et y
appartenant a` J = I¯ ′′ ∪ I¯, tout ω ∈ Ω(M) et tout n ∈ N,
hn(ω)
′(x)
hn(ω)′(y)
≤ exp(2τCM). (13)
L’intervalle I n’e´tant pas contenu dans aucun autre intervalle errant et ouvert, il existe h ∈ Γ tel que
h(I) ⊂ I ′′ et |h(I)| < |I| exp(−2τCM). Fixons un point arbitraire y dans I. Puisque h′(0) = 1 et que
hn(ω)(y) tend vers l’origine pour tout ω ∈ Ω(M), a` partir de l’e´galite´
h′(y) =
hn(ω)
′(y)
hn(ω)′(h(y))
h′
(
hn(ω)(y)
)
et de (13) on conclut que h′(y) ≥ exp(−2τCM). Par suite,
|h(I)| ≥ |I| exp(−2τCM),
ce qui est en contradiction avec le choix de h. 
4 Le the´ore`me de Sacksteder ge´ne´ralise´
4.1 Pseudo-groupes de diffe´omorphismes et feuilletages : le cas C1+τ
Dans ce paragraphe nous donnons la preuve du the´ore`me C en classe C1+τ . La cas C1 ne´cessite l’intro-
duction d’autres techniques, et il sera traite´ au paragraphe suivant.
Comme nous l’avons de´ja` signale´, la preuve du the´ore`me C se re´duit a` de´montrer que, en pre´sence
d’une feuille ressort, il existe des feuilles ressort hyperboliques (voir l’appendice 5.1). En conside´rant une
transversale au feuilletage qui ≪capture≫ cette feuille ressort topologique, nous sommes amene´s a` conside´rer
la dynamique sur un intervalle [a, a′] de deux diffe´omorphismes locaux f et h de classe C1+τ qui ve´rifient :
– f est defini sur tout l’intervalle [a, a′[ et il contracte topologiquement vers le point fixe a ;
– h est defini sur un voisinage de ce point fixe et h(a)∈]a, a′[.
Posons c = h(a) et fixons d′∈]c, a′[. Quitte a` remplacer f par fn pour n ∈ N assez grand, nous pouvons
supposer que f(d′) < c, que f(d′) appartient au domaine de de´finition de h, et que hf(d′) ∈]c, d′[. Cette
dernie`re condition implique en particulier que hf posse`de des points fixes dans ]c, d′[. Soit d le premier point
fixe de hf a` droite de c, et soit b = f(d). L’intervalle ouvert I=]b, c[ correspond au premier gap d’un ensemble
de Cantor Λ qui est invariant par f et g = hf (voir la figure 3).
3Remarquons que dans cette partie de la preuve nous n’avons utilise´ que le fait que τ > 0. Une manie`re plus conceptuelle
d’expliquer le phe´nome`ne sous-jacent consiste a` rappeler que le the´ore`me de line´arisation de Sternberg [61] est encore valable
pour des germes hyperboliques et de classe C1+τ de l’intervalle : la preuve donne´e dans [70] en classe C2 s’e´tend aise´ment dans
ce contexte (voir aussi [8]). Or, le centralisateur d’un germe line´aire non trivial est le groupe a` un parame`tre des germes line´aires ;
en particulier, l’existence d’intervalles errants pour la dynamique de sous-groupes denses de ce centralisateur est interdite.
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Puisque les orbites du pseudo-groupe engendre´ par f et g sont denses sur Λ, la preuve du the´ore`me se
re´duit a` de´montrer la proposition suivante.
Proposition 4.1. Sous les hypothe`ses pre´cedentes, le pseudo-groupe engendre´ par f et g contient des
e´le´ments avec des points fixes hyperboliques appartenant a` l’ensemble Λ.
De´monstration. Conside`rons l’espace Ω = {f, g}N muni de la mesure de Bernoulli P de poids (1/2, 1/2).
Pour chaque ω = (g1, g2, . . .) ∈ Ω et chaque n ∈ N notons hn(ω) = gn · · · g1, et posons h0(ω) = id. Puisque
les intervalles de l’ensemble
{
gn · · · g1(I) : n ≥ 0, (g1, . . . , gn) ∈ {f, g}n
}
sont deux a` deux disjoints,∑
n≥0
∑
(g1,...,gn)∈{f,g}n
|gn · · · g1(I)| ≤ d−a <∞.
Or, par le the´ore`me de Fubini,
∑
n≥0
∑
(g1,...,gn)∈{f,g}n
|gn · · · g1(I)| =
∑
n≥0
2n
( ∫
Ω
|hn(ω)(I)| dP(ω)
)
=
∫
Ω
(∑
n≥0
2n|hn(ω)(I)|
)
dP(ω).
Donc, pour P-presque toute suite ω ∈ Ω, on a la convergence de la se´rie∑
n≥0
2n|hn(ω)(I)|.
Fixons ε∈]0, 1[, et pour chaque B > 0 conside´rons l’ensemble Ω(B, ε) de´fini par
Ω(B, ε) =
{
ω ∈ Ω : |hn(ω)(I)| ≤ B/(2− ε)n pour tout n ≥ 0
}
.
D’apre`s ce qui pre´ce`de, P[Ω(B, ε)] converge vers 1 lorsque B tend vers l’infini. Nous pouvons en particulier
fixer B suffisamment grand de fac¸on a` ce que P[Ω(B, ε)] > 0. Remarquons que si ω appartient a` Ω(B, ε)
alors ∑
n≥0
|hn(ω)(I)|τ ≤ Bτ
∑
n≥0
1
(2− ε)nτ = M <∞. (14)
Conside´rons l’intervalle J ′ = [b − L, c+ L] contenant l’intervalle errant I, ou` L=L(τ,M, |I|; {f, g}) est
la constante qui apparaˆıt dans le lemme 2.2. Si N ∈ N est suffisamment grand alors fNg et gNf envoient
tout l’intervalle [0, 1] sur J ′ \ I. La loi 0−1 de Borel donne ainsi
P[hn(ω)(I) ⊂ J ′ \ I une infinite´ de fois] = 1.
Si ω ∈ Ω(B, ε) et n ∈ N satisfont hn(ω)(I) ⊂ J ′ \ I, alors le lemme 2.2 montre que hn(ω) posse`de un point
fixe hyperbolique. Finalement, puisque l’ensemble Λ est invariant par le pseudo-groupe et que le point fixe
que l’on a trouve´ attire une partie de cet ensemble, ce point fixe appartient ne´cessairement a` Λ. 
Remarque 4.2. Si l’on examine la preuve pre´ce´dente de plus pre`s, on s’aperc¸oit que la meˆme technique
permet de de´montrer que pour presque tout ω ∈ Ω il existe une infinite´ d’entiers n ∈ N tels que hn(ω)
posse`de un point fixe hyperbolique pn ∈ Λ de telle sorte que, asymptotiquement, la contraction hn(ω)′(pn)
est au moins de l’ordre de 1/(2− ε)n pour tout ε>0.
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Remarque 4.3. En classe C1+lip, la proposition 4.1 de´coule directement du the´ore`me de Sacksteder clas-
sique. Soulignons cependant que, dans ce contexte, on dispose d’une version beaucoup plus fine. En effet,
conside´rons un intervalle ]a¯, d¯[ contenant strictement [a, d], et fixons une application T : [a¯, d¯] → [a¯, d¯] de
classe C1+lip, n’ayant que deux points critiques, et dont la restriction a` [a, b] (resp. [c, d]) co¨ıncide avec f−1
(resp. g−1). Il re´sulte alors du the´ore`me d’hyperbolicite´ de Man˜e´ [40] que tous les points pe´riodiques de T
appartenant a` l’ensemble de Cantor Λ et dont la pe´riode est suffisamment grande sont hyperboliques (dila-
tants). Or, pour tout n ∈ N la restriction de T n a` Λ co¨ıncide localement avec des e´le´ments du pseudo-groupe
engendre´ par f et g.
Nous finissons ce paragraphe en donnant le sche´ma de la preuve d’une version raffine´e de l’un des re´sultats
contenus dans [20].
Proposition 4.4. Soient Γ1 et Γ2 deux groupes de diffe´omorphismes du cercle dont la classe de diffe´rentiabi-
lite´ Cα est strictement supe´rieure a` C1. Supposons qu’ils ne posse`dent pas d’orbite finie et qu’ils ne soient
pas semi-conjugue´s a` des groupes de rotations. Alors tout diffe´omorphisme de classe C1 qui conjugue Γ1 avec
Γ2 est ne´cessairement de classe C
α.
De´monstration. Supposons que ϕ soit un diffeomorphisme de classe C1 qui conjugue Γ1 avec Γ2. Les
hypothe`ses faites sur ces groupes impliquent, par des arguments bien connus (voir par exemple les appendices
5.1 et 5.2), qu’ils contiennent des e´le´ments ve´rifiant les hypothe`ses de la proposition 4.1. Par suite, ces groupes
posse`dent des e´le´ments avec des points fixes hyperboliques. De plus, lorsqu’il existe un minimal exceptionnel,
de tels points fixes peuvent eˆtre pris appartenant a` cet ensemble minimal. Le diffe´omorphisme ϕ e´tant de
classe C1, il envoie des points fixes hyperboliques sur des points fixes hyperboliques. En particulier, il conjugue
les germes correspondants. D’apre`s le the´ore`me de line´arisation de Sternberg, l’application ϕ est localement
un diffe´omorphisme de classe Cα autour de ces points fixes (voir la note au bas de la page 17). Puisque
l’ensemble des points autour desquels ϕ est un diffe´omorphisme local de classe Cα est invariant par Γ1,
lorsque les orbites sont denses cela suffit pour de´montrer que ϕ est un diffe´omorphisme de classe Cα sur tout
le cercle. C’est le cas aussi lorsqu’il y a un minimal exceptionnel, car toute orbite s’accumule sur ce minimal.
Ceci termine la de´monstration. 
4.2 Pseudo-groupes de diffe´omorphismes et feuilletages : le cas C1
Meˆme en pre´sence d’une dynamique dilatante, il est en ge´ne´ral impossible de controˆler les distorsions
en classe C1 (une illustration classique de ce fait apparaˆıt dans [4]). Ne´anmoins, lorsqu’on sait a priori
qu’il y a de l’hyperbolicite´ quelque part, des arguments e´le´mentaires permettent d’en de´duire qu’il y a
de l’hyperbolicite´ partout : c’est l’ide´e sous-jacente de la preuve que nous donnons dans la suite 4. Une
formulation plus conceptuelle de cette ide´e (en termes d’exposants de Lyapunov et de mesures stationnaires)
sera esentielle au §4.4.
Tout en gardant les notations du §4.1, fixons une fois pour toutes une constante ε∈]0, 1/3[. Nous savons
que pour P-presque tout ω ∈ Ω il existe B = B(ω) ≥ 1 tel que
|hn(ω)(I)| ≤ B
(2− ε)n pour tout n ≥ 0. (15)
Lemme 4.5. Il existe une constante C¯ ne de´pendant que de f et g telle que, si ω = (g1, g2, . . .) ∈ Ω satisfait
(15), alors pour tout x ∈ I et tout entier n ≥ 0 on a
hn(ω)
′(x) ≤ BC¯
(2− 2ε)n . (16)
De´monstration. Fixons ε0 > 0 suffisamment petit de fac¸on a` ce que pour tout y, z dans [a, d] a` distance
infe´rieure ou e´gale a` ε0 on ait
f ′(y)
f ′(z)
≤ 2− ε
2− 2ε et
g′(y)
g′(z)
≤ 2− ε
2− 2ε . (17)
Il est facile de voir qu’il existe N ∈ N tel que, pour tout ω ∈ Ω et tout i ≥ 0, la taille de l’intervalle hN+i(I)
est infe´rieure ou e´gale a` ε0. Nous affirmons alors que (16) a lieu pour C¯ = max{A, A¯}, ou`
4Il est possible que par une me´thode similaire on puisse traiter le cas critique (i.e. en classe C1+1/d) de nos re´sultats pour
des groupes abe´liens de diffe´omorphismes.
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A = sup
x∈I,n≤N,ω∈Ω
hn(ω)
′(x) (2− 2ε)n
B
, A¯ = sup
x,y∈I,ω∈Ω
hN (ω)
′(x)
hN (ω)′(y) |I|
(2− 2ε
2− ε
)N
.
En effet, si n ≤ N alors (16) a lieu a` cause de l’ine´galite´ C¯ ≥ A. Supposons donc n > N , et fixons
y = y(n) ∈ I tel que |hn(ω)(I)| = hn(ω)′(y) |I|. Si x appartient a` I alors la distance entre les points
hN+i(ω)(x) et hN+i(ω)(y) est infe´rieure ou e´gale a` ε0 pour tout i ≥ 0. Par (17),
hn(ω)
′(x)
hn(ω)′(y)
=
hN (ω)
′(x)
hN (ω)′(y)
g′N+1(hN (ω)(x))
g′N+1(hN (ω)(y))
· · · g
′
n(hn−1(ω)(x))
g′n(hn−1(ω)(y))
≤ hN (ω)
′(x)
hN (ω)′(y)
( 2− ε
2− 2ε
)n−N
,
et donc
hn(ω)
′(x) ≤ hN (ω)
′(x)
hN (ω)′(y)
|hn(ω)(I)|
|I|
( 2− ε
2− 2ε
)n−N
≤ hN (ω)
′(x)
hN (ω)′(y)
B
|I| (2− ε)n
( 2− ε
2− 2ε
)n−N
≤ BC¯
(2− 2ε)n ,
ou` la dernie`re ine´galite´ de´coule de la condition C¯ ≥ A¯. 
Pour obtenir de l’hyperbolicite´ au dela` de l’intervalle I on doit utiliser un argument ≪dual≫ mais
le´ge`rement plus e´labore´ que celui du lemme pre´ce´dent. Pour le formuler fixons une constante ε1 > 0 suff-
isamment petite de sorte que pour tout y, z dans [a, d] a` distance infe´rieure ou e´gale a` ε1 on ait
f ′(y)
f ′(z)
≤ 2− 2ε
2− 3ε et
g′(y)
g′(z)
≤ 2− 2ε
2− 3ε . (18)
Lemme 4.6. Soient C ≥ 1, ω = (g1, g2, . . .) ∈ Ω et x ∈ [a, d] tels que
hn(ω)
′(x) ≤ C
(2− 2ε)n pour tout n ≥ 0. (19)
Alors pour tout point y ∈ [a, d] a` distance infe´rieure ou e´gale a` ε1/C de x et tout n ≥ 0 on a
hn(ω)
′(y) ≤ C
(2− 3ε)n . (20)
De´monstration. La ve´rification de l’ine´galite´ (20) se fait par re´currence. Pour n = 0 elle a lieu a` cause
de l’hypothe`se C ≥ 1. Admettons qu’elle soit valable pour tout j ∈ {0, . . . , n}, et notons yj = hj(ω)(y)
et xj = hj(ω)(y). Supposons que y ≤ x, l’autre cas e´tant analogue. Chaque point yj appartient alors a`
l’intervalle hj(ω)([x− ε1/C, x]). Or, par hypothe`se de re´currence,
∣∣hj(ω)([x− ε1/C, x])∣∣ ≤ C
(2− 3ε)j
∣∣[x− ε1/C, x]∣∣ ≤ C ε1
C
= ε1.
Par la de´finition de ε1 on conclut que, pour tout j ≤ n on a g′j+1(yj) ≤ g′j+1(xj)
(
2−2ε
2−3ε
)
. Donc, d’apre`s
l’hypothe`se (19),
hn+1(ω)
′(y) = g′1(y0) · · · g′n+1(yn) ≤ g′1(x0) · · · g′n+1(xn)
(2− 2ε
2− 3ε
)n+1
≤ C
(2− 2ε)n+1
(2− 2ε
2− 3ε
)n+1
≤ C
(2− 3ε)n+1 .
Ceci ache`ve la ve´rification par re´currence de (20). 
Nous sommes maintenant en mesure de terminer la preuve du the´ore`me C en classe C1. Pour cela
remarquons que, d’apre`s le lemme 4.5, si C est suffisamment grand alors la probabilite´ de l’ensemble
Ω(C) =
{
ω ∈ Ω : hn(ω)′(x) ≤ C
(2− 2ε)n pour tout n ≥ 0 et tout x ∈ I
}
est strictement positive. Fixons un tel C ≥ 1 et notons L = min{ε1/2C, |I|/2}. Si l’on de´signe par J le
2L-voisinage de I, alors le lemme 4.6 entraˆıne que pour tout ω ∈ Ω(C), tout n ≥ 0 et tout y ∈ J ,
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hn(ω)
′(y) ≤ C
(2− 3ε)n . (21)
Si l’on de´signe par J ′ le L-voisinage de I, alors P
[
hn(ω)(I) ⊂ J ′\I une infinite´ de fois
]
=1. Par conse´quent,
et e´tant donne´ que ε < 1/3, il existe ω ∈ Ω(C) et m ∈ N tels que hm(ω)(I) ⊂ J ′ \I et (2−3ε)m > C. D’apre`s
(21), et puisque L ≤ |I|/2, cela implique que hm(ω) envoie J sur l’une des deux composantes connexes de J \I
de telle manie`re que hm(ω) posse`de un point fixe dans cette composante connexe, lequel est ne´cessairement
hyperbolique (et appartient a` Λ).
4.3 Groupes de diffe´omorphismes du cercle : me´thode de´terministe
Avant de nous plonger dans la preuve du the´ore`me D, nous voudrions montrer que par des me´thodes
≪de´terministes≫ on peut de´ja` obtenir une ame´lioration du the´ore`me de Sacksteder concernant le nombre
de points fixes hyperboliques.
Proposition 4.7. Soit Γ un sous-groupe de Diff1+lip+ (S
1). Si Γ ne pre´serve aucune mesure de probabilite´
du cercle, alors il contient des e´le´ments avec (au moins) deux points fixes hyperboliques, l’un contractant et
l’autre dilatant.
Remarquons que ce re´sultat est tre`s naturel, car le the´ore`me C fournit de´ja` un e´le´ment avec un point fixe
hyperbolique, et tout diffe´omorphisme du cercle avec un tel point posse`de ne´cessairement d’autres points
fixes. La proposition ci-dessus stipule donc l’existence d’e´le´ments pour lesquels au moins l’un de ces autres
points fixes est hyperbolique. Pour aboutir a` une de´monstration, nous chercherons a` ve´rifier l’existence d’une
suite (hn) d’e´le´ments dans Γ telle que hn et h
−1
n satisfassent les hypothe`ses du lemme 2.1.
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Figure 4
Lemme 4.8. Soit Γ un groupe de diffe´omorphismes de classe C1+lip du cercle qui admet un ensemble
invariant ferme´ et non vide Λ 6= S1. Supposons qu’il existe un e´le´ment f ∈ Γ et une composante connexe
I =]a, b[ de S1 \ Λ tels que pour certains points a′ et b′ dans S1 \ [a, b] on ait limn→∞ fn(x) = a pour tout
x∈]a′, a[ et limn→∞ f−n(y) = b pour tout y ∈]b, b′[. Supposons aussi que Γ contienne un e´le´ment g tel que
g(I)⊂]a′, a[ et g−1(I)⊂]b, b′[. Alors pour n assez grand, l’e´le´ment fng ∈ Γ posse`de un point fixe hyperbolique
contractant et un autre point fixe hyperbolique dilatant.
De´monstration. Par hypothe`se, pour ε> 0 assez petit les intervalles ]a, a+ε[= J, g(J), fg(J), . . . , fng(J)
sont deux a` deux disjoints et convergent vers l’extre´mite´ gauche de I (voir la figure 4). D’apre`s le lemme
2.1, pour n assez grand l’application hn+1 = f
ng posse`de un point fixe hyperbolique contractant proche
de a. Conside´rons maintenant l’intervalle K = g−1(]b − ε, b[). Encore par hypothe`se, si ε> 0 est assez petit
alors les intervalles K, f−1(K), . . . , f−n(K) et g−1f−n(K) sont deux a` deux disjoints et convergent vers
l’extre´mite´ droite de K. Comme pre´ce´demment, h−1n+1 = g
−1f−n posse`de un point fixe hyperbolique proche
de (l’extre´mite´ droite de) K de`s que n est assez grand. 
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Si l’on est capable de se´parer les ensembles de points fixes de deux e´le´ments d’un sous-groupe Γ de
Diff1+lip+ (S
1), alors le lemme pre´ce´dent permet d’obtenir des e´le´ments dans Γ avec deux points fixes hyper-
boliques.
Lemme 4.9. Soit Γ un sous-groupe de Diff1+lip+ (S
1). Supposons que Γ contienne deux e´le´ments g1 et g2 qui
posse`dent au moins deux points fixes et tels qu’il existe deux intervalles ouverts U et V dans S1 contenant
Fix(g1) et Fix(g2) respectivement et dont les fermetures sont disjointes. Alors Γ contient un e´le´ment avec
un point fixe hyperbolique contractant et un autre point fixe hyperbolique dilatant.
De´monstration. Soient p1, q1 (resp. p2, q2) les points fixes de g1 (resp. g2) qui determinent un intervalle
ferme´ contenant Fix(g1) (resp. Fix(g2)), et soient U =]u, u
′[ et V =]v, v′[ les intervalles donne´s par l’hy-
pothe`se. Quitte a` changer g1 et g2 par leurs inverses, et quitte a` prendre des ite´re´s suffisamment grands,
nous pouvons supposer que g2([q2, u
′])⊂]q2, v′] et g1([v, p1])⊂]u, p1] (voir la figure 5). Soit Λ l’ensemble ferme´
non vide invariant et minimal pour le groupe engendre´ par g1 et g2. Un argument facile de type ping-pong
montre que Λ n’est pas tout le cercle ; il est en fait home´omorphe a` l’ensemble de Cantor.
Conside´rons maintenant les composantes connexes I=]a, b[ et K du comple´mentaire de Λ qui contiennent
]v′, u[ et ]u′, v[ respectivement. Notons que g1(K) = g2(K) = I. En particulier, l’application f = g2g
−1
1 fixe
a et b. Nous affirmons que ce sont les seuls points fixes de f sur [b, a]. En effet, on ve´rifie aise´ment que
x<f(x)<a pour tout x∈]b, a[. Pour finir la preuve de la proposition, il suffit de remarquer que pour g = g2
et pour f , I et K comme pre´ce´demment, les hypothe`ses du lemme 4.8 sont satisfaites. 
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Figure 5
Pour finir la preuve de la proposition 4.7 on pourrait essayer de trouver deux e´le´ments ve´rifiant les
hypothe`ses du lemme pre´ce´dent. Ne´anmoins, meˆme pour des groupes qui ne pre´servent pas de mesure de
probabilite´ du cercle, de tels e´le´ments peuvent ne pas exister. C’est le cas par exemple des reveˆtements finis
de sous-groupes non me´tabe´liens de PSL(2,R). L’ide´e consiste alors a` montrer que ces ≪extensions finies ≫
sont les seules obstructions a` la se´paration d’ensembles de points fixes. Pour cela nous utilisons quelques
arguments de la preuve de Ghys de l’alternative de Tits faible pour les groupes d’home´omorphismes du
cercle (voir l’appendice 5.2).
De´monstration de la proposition 4.7. Puisque Γ ne pre´serve pas de mesure de probabilite´, il n’a pas
Dynamique unidimensionnelle en re´gularite´ interme´diaire 23
d’orbite finie. Donc, soit toutes ses orbites sont denses, soit il pre´serve un ensemble ferme´ et minimal
home´omorphe a` l’ensemble de Cantor. Dans la suite nous ne conside´rerons que le cas minimal (i.e. lorsque
toutes les orbites sont denses), et nous laisserons au lecteur le soin d’adapter les arguments ci-dessous au
cas ou` il existe un ensemble minimal exceptionnel (pour cela on utilise la technique classique qui consiste a`
≪ e´craser≫ les composantes connexes du comple´mentaire de cet ensemble).
D’apre`s le §5.2, il existe un reveˆtement (topologique) fini π : S1 → S1/ ∼ tel que l’action de Γ sur S1
induit une action de Γ par home´omorphismes du cercle topologique S1/ ∼. De plus, si l’on de´signe par Γˆ
le sous-groupe correspondant de Homeo+(S
1/∼), alors la proprie´te´ d’expansivite´ forte suivante est ve´rifie´e :
pour chaque sous-intervalle ferme´ [a, b] de S1/∼ il existe une suite (hˆn) dans Γˆ telle que hˆn([a, b]) converge
vers un seul point. On conclut en particulier qu’il existe un e´le´ment non trivial gˆ1 ∈ Γˆ posse´dant au moins
deux points fixes. En effet, en prenant x ∈ S1/∼, un petit intervalle ]c, d[ contenant x, et y /∈ [c, d], il existe
une suite (hˆn) dans Γˆ telle que les comple´mentaires de hˆn([c, d]) convergent vers le point y, et ceci implique
que pour n assez grand l’e´le´ment hˆn a un point fixe dans ]c, d[ et un autre point fixe proche de y.
Soit Uˆ un intervalle ouvert contenant l’ensemble des points fixes de gˆ1 et dont la fermeture ne soit pas
tout le cercle S1/∼. En vertu des proprie´te´s de minimalite´ et d’expansivite´ forte de Γˆ, il existe hˆ ∈ Γˆ tel que
hˆ(Uˆ)∩ Uˆ = ∅. Soient Vˆ = hˆ(Uˆ) et gˆ2 = hˆgˆ1hˆ−1. Tous les arguments topologiques de la preuve du lemme 4.9
peuvent eˆtre applique´s au sous-groupe de Homeo+(S
1/∼) engendre´ par (les ite´re´s correspondants de) gˆ1 et
gˆ2. Ceci donne en particulier un intervalle ouvert Iˆ tel que les seuls points fixes de l’e´le´ment gˆ2gˆ
−1
1 ∈ Γˆ dans
le comple´mentaire de Iˆ ce sont ses extre´mite´s...
De´signons par κ ∈ N le degre´ du reveˆtement π : S1 → S1/∼, et notons φ le morphisme correspondant de
Γ vers Γˆ. Conside´rons deux e´le´ments g1 et g2 de Γ tels que φ(g1) = gˆ1 et φ(g2) = gˆ2, et soit f = (g2g
−1
1 )
κ. Cet
e´le´ment f ∈ Γ fixe toutes les pre´images de Iˆ par π. Notons I=I1, I2, . . . , Iκ ces pre´images, tout en respectant
leur ordre cyclique sur le cercle. Soit g¯ ∈ Γ tel que φ(g¯) = gˆ2, et soient g = g¯κ et K = g−1(I). Remarquons
que K co¨ıncide avec la pre´image par φ de gˆ−κ2 (Iˆ) qui est situe´e entre I= I1 et I2 (voir la figure 6 pour une
illustration du cas κ=3). On ve´rifie rapidement que les e´le´ments f et g de Γ, ainsi que les intervalles I et
K, satisfont les hypothe`ses du lemme 4.8, ce qui permet d’achever la de´monstration. 
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Figure 6
Pour finir ce paragraphe, remarquons que la preuve pre´ce´dente montre en fait que dans Γ il existe des
e´le´ments qui posse`dent (au moins) κ(Γ) points fixes hyperboliques contractants (resp. dilatants), ou` κ(Γ)
de´signe le degre´ de Γ (voir le §5.2). Dans le paragraphe suivant, et en utilisant des me´thodes probabilistes, nous
montrerons que, meˆme en classe C1, il existe des e´le´ments avec exactement 2κ(Γ) points fixes hyperboliques
(toujours sous l’hypothe`se de non existence de mesure de probabilite´ invariante).
4.4 Groupes de diffe´omorphismes du cercle : me´thode probabiliste
Les techniques des paragraphes 4.1 et 4.3 (resp. des §4.2 et §4.3) permettent de´ja` de de´montrer que si
Γ est un sous-groupe de Diff1+τ+ (S
1) (resp. de Diff1+(S
1)) qui ne pre´serve aucune mesure de probabilite´ du
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cercle, alors il contient des e´le´ments avec (au moins) 2κ(Γ) points fixes hyperboliques. Nous en donnons un
sche´ma de preuve, car ceci permettra d’illustrer la difficulte´ de la de´monstration du the´ore`me D.
Au cours de la preuve de la proposition 4.7, on s’est ramene´ a` e´tudier une situation qui (a` indice fini
pre`s) est illustre´e par la figure 4. Or, si l’on regarde l’action de f et g sur l’intervalle [a′, a], on s’aperc¸oit
que leur dynamique est analogue a` celle qui est illustre´e par la figure 3. Les me´thodes du §4.1 (resp. du §4.2)
permettent ainsi de trouver des e´le´ments avec des points fixes hyperboliques contractants. Pour trouver
des points fixes hyperboliques dilatants, l’ide´e consiste a` examiner l’action de f−1 et g−1 sur l’intervalle
[b′, b], laquelle aussi est analogue a` celle illustre´e par la figure 3. Nous sommes donc confronte´s a` la difficulte´
d’e´tudier simultane´ment deux processus ale´atoires, dont l’un va dans le ≪sens inverse≫ de l’autre. Celui-ci
n’est qu’un proble`me de nature probabiliste et relativement simple du point de vue technique.
Le proble`me qui consiste a` trouver des e´le´ments avec exactement 2κ(Γ) points fixes hyperboliques est bien
plus de´licat. La strate´gie que nous proposons pour le re´soudre diffe`re radicalement des me´thodes employe´es
dans les paragraphes pre´ce´dents. Pour sa mise en œuvre nous aurons fortement besoin des re´sultats contenus
dans l’appendice de ce travail, dont la lecture pre´liminaire est fondamentale pour la compre´hension de ce
qui suit.
Si Γ est un sous-groupe de´nombrable de Home´o+(S
1) qui ne pre´serve aucune mesure de probabilite´ du
cercle, alors un argument simple montre l’existence d’un sous-groupe de type fini de Γ qui ne fixe aucune
probabilite´ sur S1. Donc, dans l’e´nonce´ du the´ore`me D, nous pouvons supposer (sans perdre en ge´ne´ralite´)
que Γ est de type fini. Conside´rons une mesure de probabilite´ µ sur Γ qui soit non de´ge´ne´re´e, syme´trique et
de support fini, et de´signons par Ω l’espace ΓN (muni de la mesure P = µN). Notons σ : Ω→ Ω le de´calage,
et conside´rons la transformation T : Ω × S1 → Ω × S1 de´finie par T (ω, x) = (σ(ω), h1(ω)(x)). Soit ν une
probabilite´ sur S1 stationnaire par rapport a` µ, i.e. telle que la transformation T pre´serve la mesure de
probabilite´ P×ν. Le the´ore`me ergodique de Birkhoff donne l’existence (presque partout) de la limite
λ(ω,x)(ν) = lim
n→∞
log
(
hn(ω)
′(x)
)
n
.
Ce nombre est par de´finition l’exposant de Lyapunov du point (ω, x) ∈ Ω× S1.
Lorsque Γ ne pre´serve pas de mesure de probabilite´ du cercle, la mesure stationnaire (par rapport a` µ) est
unique et ne posse`de pas d’atome ; par ailleurs, la transformation T est ergodique. L’exposant de Lyapunov
est donc P×ν-presque partout constant ; de plus, la valeur λ = λ(ν) de cette constante est strictement
ne´gative (voir les appendices 5.2, 5.3 et 5.4).
Pour de´montrer le the´ore`me D nous examinons d’abord le cas le plus simple, a` savoir celui d’une action
minimale qui ve´rifie la proprie´te´ d’expansivite´ forte. Dans ce cas, nous savons d’apre`s le §5.2 que pour
tout ω appartenant a` un sous-ensemble Ω∗ de probabilite´ totale de Ω, le coefficient de contraction c(hn(ω))
converge vers ze´ro lorsque n tend vers l’infini. Cela se traduit par le fait que pour tout ω ∈ Ω∗ il existe des
intervalles ferme´s In(ω) et Jn(ω) dont la taille converge vers ze´ro et tels que hn(ω)
(
S1 \ In(ω)
)
= Jn(ω).
De plus, l’intervalle In(ω) converge vers un point ς+(ω) (et l’application ς+ : Ω
∗ → S1 ainsi de´finie est
mesurable). Si In(ω) et Jn(ω) sont disjoints alors les points fixes de hn(ω) sont inclus a` l’inte´rieur de ces
deux intervalles. Pour de´montrer l’unicite´ et l’hyperbolicite´ d’au moins le point fixe contractant (i.e. celui
situe´ dans Jn(ω)), nous aimerions nous servir du fait que l’exposant de Lyapunov de l’action est strictement
ne´gatif (ce qui correspond a` une proprie´te´ de contraction diffe´rentielle au niveau local). Ne´anmoins, on voit
apparaˆıtre imme´diatement deux difficulte´s techniques : les intervalles In(ω) et Jn(ω) ne sont pas toujours
disjoints, et la rapidite´ de contraction diffe´rentielle locale de´pend du point initial (ω, x). Pour re´soudre le
premier proble`me il suffit de remarquer que les instants n ∈ N pour lesquels In(ω) ∩ Jn(ω) 6= ∅ sont assez
rares (en effet, la densite´ de cet ensemble d’entiers est ge´ne´riquement e´gale a` ze´ro). La deuxie`me difficulte´e
est surmonte´e en utilisant le fait que la transformation T est ergodique, ce qui implique que presque tout
point initial (ω, x) tombera au bout d’un certain moment sur un point ou` la rapidite´ de contraction est bien
controˆle´e. Soulignons finalement que, pour obtenir l’unicite´ et l’hyperbolicite´ du point fixe dilatant, il est
ne´cessaire d’utiliser un argument analogue a` celui qui pre´ce`de mais pour les compositions des inverses et
dans l’ordre oppose´. Pour cela nous passons aux distributions en temps finis ; en effet, puisque la mesure de
de´part µ est syme´trique, en temps fini les distributions pour ces deux processus co¨ıncident.
Pour mettre en œuvre les ide´es ci-dessus, commenc¸ons par fixer une constante C ≥ 1 suffisamment grande
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de fac¸on a` ce que l’ensemble
E(C) =
{
(ω, x) ∈ Ω× S1 : hn(ω)′(x) ≤ C exp
(2λn
3
)
pour tout n ≥ 0
}
ait une mesure strictement positive 5. Conside´rons ε¯ > 0 tel que pour tout g dans le support de µ et tout
x, y a` distance au plus ε¯ on ait
g′(x)
g′(y)
≤ exp
(λ
6
)
.
La preuve du lemme suivant est analogue a` celle du lemme 4.6, et nous la laissons au lecteur.
Lemme 4.10. Si (ω, y) appartient a` E(C) et x ∈ S1 est un point a` distance infe´rieure ou e´gale a` ε = ε¯/C
de y, alors
hn(ω)
′(x) ≤ C exp
(λn
2
)
pour tout n ≥ 0.
Pour δ∈]0, 1[ posons
αν(δ) = inf
{
ν(I) : I intervalle de taille supe´rieure ou e´gale a` 1−δ}.
Puisque ν est sans atome, αν(δ) tend vers 1 lorsque δ tend vers ze´ro. Pour tout ω ∈ Ω et chaque entier
k > 10 notons6
N(ω, k) =
{
n ∈ N : dist(ς+(ω), Jn(ω)) ≥ 4/k},
et posons
Ω∗1/k =
{
ω ∈ Ω∗ : dens(N(ω, k)) ≥ αν(10/k)},
ou` dens de´signe la densite´ de l’ensemble d’entiers strictement positifs correspondant7.
Lemme 4.11. Pour chaque entier k > 10 la probabilite´ de l’ensemble Ω∗1/k est totale.
De´monstration. Lorsque l’action est minimale, le support de toute probabilite´ stationnaire est total. Par
conse´quent, d’apre`s le the´ore`me ergodique de Birkhoff, pour chaque k > 10 on peut fixer un point yk dans
S1 \ [ς+(ω)− 5/k, ς+(ω) + 5/k] de sorte que pour un sous-ensemble ge´ne´rique Ω¯∗1/k de Ω∗ on ait
lim
N→∞
card
{
n ≤ N : hn(pk) /∈ [ς+(ω)− 5/k, ς+(ω) + 5/k]
}
N
= ν
(
S1 \ [ς+(ω)− 5/k, ς+(ω) + 5/k]
)
. (22)
Pour chaque ω ∈ Ω¯∗1/k fixons n(ω) ∈ N de sorte que c
(
hn(ω)
) ≤ 1/k et In(ω) ⊂ [ς+(ω)− 1/k, ς+(ω) + 1/k]
pour tout n ≥ n(ω). Si n ≥ n(ω) alors yk est e´videmment dans S1 \ In(ω), et donc hn(ω)(yk) appartient
a` Jn(ω). Par suite, si n ≥ n(ω) est tel que hn(ω)(yk) n’est pas dans [ς+(ω) − 5/k, ς+(ω) + 5/k], alors
dist
(
ς+(ω), Jn(ω)
) ≥ 4/k. D’apre`s (22), ceci implique que l’ensemble Ω¯∗1/k est contenu dans Ω∗1/k, ce qui
permet de conclure la preuve du lemme. 
Puisque l’application T est ergodique, si l’on de´signe par Ω(C) l’ensemble des ω ∈ Ω tels que pour ν-
presque tout y ∈ S1 on a (σn(ω), hn(ω)(y))∈E(C) pour une infinite´ d’entiers n ∈ N, alors la probabilite´
de Ω(C) est totale. Par suite, pour tout entier k > 10 l’ensemble Ω∗∗1/k = Ω
∗
1/k ∩ Ω(C) posse`de lui aussi une
probabilite´ e´gale a` 1. Pour chaque η > 0 de´signons par Dη(S
1) l’ensemble des diffe´omorphismes g de classe
C1 du cercle qui ve´rifient la proprie´te´ suivante : il existe deux intervalles ferme´s I ′ et J ′ de taille au plus η
et a` distance au moins 2η entre eux tels que g envoie S1 \ I ′ dans J ′ et la contraction g : S1 \ I ′ → J ′ est
uniforme´ment hyperbolique (i.e. la de´rive´e de g sur S1 \ I ′ est strictement infe´rieure a` 1).
5A` l’aide du lemme classique de Pliss [56], on peut de´montrer que la mesure de l’ensemble E(1) est de´ja` strictement positive.
Cependant, nous n’avons pas besoin de cela pour poursuivre notre argumentation.
6La condition k > 10 est impose´e afin que les arguments qui suivent ne tombent pas en de´faut par des raisons ≪ stupides≫
(impossibilite´ d’existence d’intervalles avec les proprie´te´s de´mande´es, etc).
7Nous entendons par densite´ d’un sous-ensemble X de N la valeur
dens(X) = lim inf
N→∞
card(X ∩ {1, . . . , N})
N
.
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Lemme 4.12. Si ω appartient a` Ω∗∗1/k alors l’ensemble N
∗(ω, k) des entiers n ∈ N tels que hn(ω) appartient
a` D1/k(S
1) a une densite´ au moins e´gale a` αν(10/k).
De´monstration. Posons εk = min{1/2k, ε}, et pour chaque ω ∈ Ω∗∗1/k prenons :
– un entier positif n0 = n0(ω) tel que c
(
hn(ω)
) ≤ εk et In(ω) ⊂ [ς+(ω) − 1/k, ς+(ω) + 1/k] pour tout
n ≥ n0 ;
– un point y n’appartenant pas a` [ς+(ω) − 1/k, ς+(ω) + 1/k] et un entier positif n1 = n1(ω) ≥ n0 tels que(
σn1(ω), hn1(ω)(y)
) ∈ E(C) ;
– un entier positif n2 = n2(ω) tel que si l’on de´signe par M le supremum des valeurs de g
′(z) avec z ∈ S1 et
g dans le support de µ, alors
C exp
(λn2
2
)
Mn1 < 1.
Supposons que n ∈ N soit supe´rieur ou e´gal a` n1 + n2 et qu’il appartienne a` N(ω, k). Le point hn1(ω)(y)
appartient a` l’intervalle Jn1(ω), dont la taille n’est pas plus grande que ε. Par le lemme 4.10, pour tout
x ∈ Jn1(ω) et tout m ≥ 0,
hm
(
σn1(ω)
)′
(x) ≤ C exp
(λm
2
)
.
En particulier, si m ≥ n2 alors pour tout z /∈ In1(ω) on a
hn1+m(ω)
′(z) = hn1(ω)
′(z) · hm
(
σn1(ω)
)′(
hn1(ω)(z)
) ≤Mn1 C exp(λm
2
)
< 1.
Donc, si m ≥ n2 est tel que n = n1 +m appartient a` N(ω, k), alors :
– la de´rive´e de hn(ω) sur S1 \ In1(ω) est borne´e par une constante strictement infe´rieure a` 1 ;
– la taille de l’intervalle hn(ω)(In1 (ω)) = hm(σ
n1 (ω))(Jn1(ω)) est infe´rieure ou e´gale a` |Jn1(ω)| ≤ εk ;
– on a hn(ω)
(
S1 \ In(ω)
)
= Jn(ω).
Puisque les quatre intervalles concerne´s ci-dessus ont une taille au plus e´gale a` εk ≤ 1/2k, des arguments
e´le´mentaires montrent que In1(ω) et In(ω) s’intersectent, et de meˆme pour Jn(ω) et hn(ω)(In1(ω)) ; de
plus si l’on de´signe par I ′n(ω) (resp. J
′
n(ω)) l’intervalle In1 (ω)∪ In(ω) (resp. Jn(ω)∪hn(ω)(In1(ω))), alors
I ′n(ω) et J
′
n(ω) ont une taille au plus e´gale a` 1/k, ils sont a` une distance supe´rieure ou e´gale a` 2/k et
hn(ω)
(
S1 \ I ′n(ω)
) ⊂ J ′n(ω).
Nous avons donc montre´ que tout entier n ≥ n1(ω)+n2(ω) dans N(ω, k) appartient a` N∗(ω, k). Puisque
la densite´ de N(ω, k) est supe´rieure ou e´gale a` αν(10/k), ceci conclut la preuve du lemme. 
Fixons maintenant une constante ρ > 1/2 et un entier k0 > 10 tels que αν(10/k0) > ρ. Prenons une
autre constante ̺∈]0, 1[ telle que ρ̺ > 1/2, et pour chaque N ∈ N de´signons par Ω(k0, N) l’ensemble des
ω ∈ Ω∗∗1/k0 tels que
card
{
n ∈ {1, . . . , N} : hn(ω) ∈ D1/k0(S1)
}
N
≥ ρ.
Bien e´videmment, pour N suffisamment grand nous avons P
[
Ω(k0, N)
] ≥ ̺. Pour n ∈ N notons Pn la
probabilite´ µn de´finie sur Γn.
Lemme 4.13. Si P
[
Ω(k0, N)
] ≥ ̺ alors il existe n ∈ {1, . . . , N} tel que
Pn
[
(g1, . . . , gn) : gn · · · g1 ∈ D1/k0(S1)
] ≥ ρ̺. (23)
De´monstration. Pour chaque n ∈ N notons ξn la variable ale´atoire de´finie par
ξn(ω) = XD1/k0 (S1)
(
hn(ω)
)
,
ou` X de´signe la fonction caracte´ristique. Un e´le´ment ω ∈ Ω∗∗1/k0 appartient a` Ω(k0, N) si et seulement si
1
N
N∑
n=1
ξn(ω) ≥ ρ.
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Donc, si P
[
Ω(k0, N)
] ≥ ̺ alors
E
( 1
N
N∑
n=1
ξn
)
≥ ρ̺.
Par suite, il existe n ∈ {1, . . . , N} tel que E(ξn) ≥ ρ̺. Puisque
E(ξn) = Pn
[
(g1, . . . , gn) : gn · · · g1 ∈ D1/k0(S1)
]
,
ceci ache`ve la preuve du lemme. 
Rappelons que la mesure µ sur Γ est suppose´e syme´trique. Par suite, la distribution dans Γ des e´le´ments
de la forme gn · · · g1 obtenus a` partir d’e´le´ments (g1, . . . , gn) ∈ Γn est exactement la meˆme que celle des
g−11 · · · g−1n . Donc, si n ∈ N ve´rifie (23) alors
Pn
[
(g1, . . . , gn) : gn · · · g1 et (gn · · · g1)−1 appartiennent a` D1/k0(S1)
] ≥ 2ρ̺− 1 > 0,
La preuve du the´ore`me D (dans le cas minimal et fortement expansif) est alors conclue par le lemme suivant.
Lemme 4.14. Soit g un diffe´omorphisme de classe C1 du cercle. Si g et g−1 appartiennent a` D1/k0(S
1) alors
g ne posse`de que deux points fixes, l’un hyperboliquement contractant et l’autre hyperboliquement dilatant.
De´monstration. Il est facile de voir que l’intersection des intervalles I ′(g) et J ′(g−1) est d’inte´rieur non
vide, et de meˆme pour J ′(g) et I ′(g−1). Puisque tous ces intervalles ont une taille au plus e´gale a` 1/k0 et
dist
(
I ′(g), J ′(g)
) ≥ 2/k0, les intervalles K(g) = I ′(g)∪ J ′(g−1) et K ′(g) = J ′(g)∪ I ′(g−1) sont disjoints. De
plus, g envoie S1 \K(g) dans K ′(g), et g−1 envoie S1 \K ′(g) dans K(g). Puisque la de´rive´e de g (resp. de
g−1) dans S1 \K(g) (resp. dans S1 \K ′(g)) est strictement infe´rieure a` 1, ceci de´montre le lemme. 
Remarque 4.15. Une bonne lecture de la preuve pre´ce´dente permet de conclure que, lorsqu’on fait des
compositions ale´atoires, tre`s probablement a` partir d’un certain moment on tombera assez souvent sur un
diffe´omorphisme avec deux points fixes hyperboliques.
L’extension de la de´monstration pre´ce´dente au cas minimal et expansif (mais non fortement expansif)
ne pre´sente pas de difficulte´ majeure. En effet, nous savons d’apre`s le §5.2 qu’il existe un home´omorphisme
θ : S1 → S1 d’ordre fini κ = κ(Γ) et qui commute avec tous les e´le´ments de Γ. De plus, si l’on de´signe
par S1/∼ le cercle topologique obtenu en identifiant les points des orbites de θ et par Γˆ le sous-groupe de
Home´o+(S
1/∼) induit, alors l’action de Γˆ est minimale et fortement expansive. Remarquons que θ n’est pas
ne´cessairement diffe´rentiable. Cependant, tous les arguments topologiques de la preuve donne´e pour le cas
minimal et fortement expansif s’appliquent a` l’action de Γˆ sur Home´o+(S
1/∼). D’autre part, les arguments
de nature diffe´rentielle doivent eˆtre luˆs dans l’action originale de Γ sur S1. On de´montre ainsi l’existence d’un
e´le´ment g = gn · · · g1 dans Γ tel qu’il existe des intervalles disjoints K(g) et K ′(g) dans S1/∼ qui se re´le`vent
respectivement en des intervalles K1(g), . . . ,Kκ(g) et K
′
1(g), . . . ,K
′
κ(g) qui sont deux a` deux disjoints et qui
ve´rifient :
– g envoie S1 \ ∪κi=1Ki(g) sur ∪κi=1K ′i(g) avec de´rive´e strictement infe´rieure a` 1 ;
– g−1 envoie S1 \ ∪κi=1K ′i(g) sur ∪κi=1Ki(g) avec de´rive´e strictement infe´rieure a` 1.
Il est alors facile de s’apercevoir que l’e´le´ment gκ ∈ Γ ne contient que 2κ points fixes, dont la moitie´ sont
hyperboliquement contractants et l’autre moitie´ sont hyperboliquement dilatants.
Remarque 4.16. Le dernier argument de la preuve pre´ce´dente (i.e. celui qui consiste a` remplacer g par
gκ) n’est pas de nature probabiliste, dans le sens que si bien g correspond a` un produit ale´atoire ge´ne´rique
d’e´le´ments de Γ, l’e´le´ment gκ ∈ Γ ne jouit pas de cette proprie´te´ de ge´ne´ricite´. Il est donc naturel d’essayer
de de´terminer la fre´quence avec laquelle on voit apparaˆıtre des diffe´omorphismes n’ayant que des points
fixes hyperboliques dans une suite ale´atoire typique. Ce proble`me a une re´ponse e´vidente -cette fre´quence
est (ge´ne´riquement) e´gale a` 1/κ- mais la de´monstration de ce fait n’est pas comple´tement e´le´mentaire (elle
utilise une loi de type 0−2).
Le cas ou` il existe un minimal exceptionnel (et il n’y a pas de probabilite´ invariante) est plus complique´. En
effet, dans cette situation le support de l’unique mesure stationnaire co¨ıncide avec cet ensemble minimal Λ ;
le fait que l’exposant de Lyapunov soit strictement ne´gatif ne donne donc aucune information d’hyperbolicite´
loin de l’ensemble Λ.
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En e´crasant les composantes connexes de S1 \ Λ on obtient un cercle topologique S1Λ muni d’une ac-
tion (non ne´cessairement fide`le) de Γ par home´omorphismes (pour chaque g ∈ Γ nous noterons encore g
l’home´omorphisme induit sur S1Λ). Si l’on de´signe par ΓΛ le sous-groupe correspondant de Homeo+(S
1
Λ),
alors l’action de ΓΛ est minimale et expansive. Pour simplifier, nous supposerons dans la suite que cette
action est fortement expansive, en laissant le traitement du cas ge´ne´ral au lecteur. L’ide´e de la preuve con-
siste alors a` appliquer les arguments topologiques du de´but de ce paragraphe a` l’action de ΓΛ, et puis de
lire les proprie´te´s de nature diffe´rentielle dans l’action originale sur S1. Bien e´videmment, pour aboutir a`
l’hyperbolicite´ nous devrons travailler ≪suffisamment loin≫ des composantes connexes de S1 \ Λ qui sont
≪trop grandes≫.
Remarquons que le cercle topologique S1Λ peut eˆtre muni d’une structure me´trique naturelle : on peut le
parame´trer en utilisant la mesure ν. Nous entendons alors par ≪taille≫ d’un intervalle V de S1Λ la valeur de
ν(V ), et par ≪distance≫ entre deux points p et q de S1Λ la valeur distΛ(p, q) = min
{
ν
(
[p, q]
)
, ν
(
[q, p]
)}
.
Notons encore une fois
E(C) =
{
(ω, x) ∈ Ω× S1 : hn(ω)′(x) ≤ C exp
(2λn
3
)
pour tout n ≥ 0
}
et fixons une constante C ≥ 1 telle que P×ν[E(C)] > 0. Conside´rons ε¯ > 0 tel que pour tout g dans le
support de µ et tout x, y a` distance au plus ε¯ on ait g′(x)/g′(y) ≤ exp(λ/6), et posons ε = ε¯/C. Pour chaque
η > 0 les composantes connexes de S1 \ Λ de taille supe´rieure ou e´gale a` η/3 se projettent en des points
distincts p1, . . . , pm(η) de S
1
Λ. Il n’est pas difficile de voir que si η ≤ ε est suffisamment petit (et strictement
positif), alors il existe des constantes strictement positives ρ, ρ¯, ̺, ¯̺, δ et δ¯ telles que :
(i) 1 > ¯̺> ̺ > ρ¯ > ρ > 1/2, ρ̺ > 1/2 ;
(ii) si V est un intervalle quelconque de S1Λ de taille au plus δ et dont le centre est a` distance au moins
(1− ¯̺)/2m(η) de tous les pi, alors la taille de la pre´image de V dans S1 est infe´rieure ou e´gale a` η/2 ;
(iii) si V est un intervalle quelconque de S1Λ de taille au moins e´gale a` δ¯, alors la taille de la pre´image de V
dans S1 est supe´rieure ou e´gale a` 2η ;
(iv) on a l’ine´galite´ ¯̺− 2(δ + δ¯) ≥ ρ¯.
Fixons de telles constantes et pour chaque i ∈ {1, . . . ,m(η)} de´signons par Ui (resp. U+i ) l’intervalle
ferme´ dans S1Λ de centre pi et de taille (1− ¯̺)/m(η) (resp. de taille (1 − ¯̺+ δ)/m(η)). Bien e´videment,
ν
(
S1Λ \ ∪m(η)i=1 Ui
)
= ¯̺, ν
(
S1Λ \ ∪m(η)i=1 U+i
)
= ¯̺− δ. (24)
Pour chaque ω ∈ Ω∗ notons In(ω) et Jn(ω) les intervalles de S1Λ donne´s par la proprie´te´ d’expansivite´
forte de l’action de ΓΛ sur S
1
Λ, et de´signons par I˜n(ω) et J˜n(ω) ses pre´images dans S
1. Posons
N∗(ω, η) =
{
n ∈ N : ς+(ω) ∈ S1Λ \ ∪m(η)i=1 Ui, |I˜n(ω)| ≤ η/2, |J˜n(ω)| ≤ η/2, dist
(
I˜n(ω), J˜n(ω)
) ≥ 2η},
Ω∗(η) = {ω ∈ Ω∗ : dens
(
N∗(ω, η)
) ≥ ¯̺}.
Lemme 4.17. La probabilite´ de l’ensemble Ω∗(η) est supe´rieure ou e´gale a` ¯̺.
De´monstration. La distribution des points ς+(ω) co¨ıncide avec ν (voir la preuve de la proposition 5.11 plus
loin). Par suite,
P
[
ω ∈ Ω∗ : ς+(ω) ∈ S1Λ \ ∪m(η)i=1 Ui
]
= ν
(
S1Λ \ ∪m(η)i=1 Ui
)
= ¯̺.
Nous affirmons que presque tout ω dans l’ensemble
Ω¯∗(η) =
{
ω ∈ Ω∗ : ς+(ω) ∈ S1Λ \ ∪m(η)i=1 Ui
}
appartient a` Ω∗(η), ce qui implique e´videmment l’affirmation du lemme. Pour ve´rifier cela, notons d’abord
que si ς+(ω) appartient a` S
1
Λ \ ∪m(η)i=1 Ui alors In(ω) est contenu dans S1Λ \∪m(η)i=1 Ui pour tout n assez grand.
Donc, d’apre`s (ii), on a |I˜n(ω)| ≤ η/2 pour tout n suffisamment grand. Pour chaque ω ∈ Ω∗ de´signons par
V (ω) l’intervalle de centre ς+(ω) et de taille 2δ¯+ δ. D’apre`s le the´ore`me ergodique de Birkhoff et (24), pour
presque tout ω ∈ Ω¯∗(η) il existe p ∈ S1Λ \ [ς+(ω)− 1/3, ς+(ω) + 1/3] tel que
lim
N→∞
card
{
n ∈ {1, . . . , N} : hn(ω) /∈ ∪m(η)i=1 U+i ∪ V (ω)
}
N
≥ ¯̺− 2(δ + δ¯). (25)
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Pour n assez grand on a hn(ω)(p) ∈ Jn(p) et ν
(
Jn(ω)
) ≤ δ, et donc la condition hn(ω)(p) /∈ ∪m(η)i=1 U+i
(resp. hn(ω)(p) /∈ V (ω)) implique d’apre`s (ii) que |J˜n(ω)| ≤ η/2 (resp. implique d’apre`s (iii) que la valeur
de dist
(
I˜n(ω), J˜n(ω)
)
est supe´rieure ou e´gale a` 2η). Le lemme s’en suit alors de (25) et de la condition
¯̺− 2(δ + δ¯) ≥ ρ¯. 
La de´monstration continue de manie`re analogue a` celle donne´e pour le cas minimal (et fortement expan-
sif). On note Ω(C) l’ensemble des ω ∈ Ω tels que pour ν-presque tout y ∈ S1 on ait (σn(ω), hn(ω)(y))∈E(C)
pour une infinite´ d’entiers n ∈ N, et on conside`re l’ensemble Ω∗∗(η) = Ω∗(η)∩Ω(C) (dont la probabilite´ est
encore supe´rieure ou e´gale a` ¯̺). Si l’on tient compte du fait que η ≤ ε (et que la conclusion du lemme 4.10
est donc valable), alors par des arguments analogues a` ceux du lemme 4.12 on constate aise´ment que pour
tout ω ∈ Ω∗∗(η) la densite´ des entiers n ∈ N tels que hn(ω) appartient a` Dη(S1) est supe´rieure ou e´gale a` ρ¯.
Par suite, pour N suffisamment grand on a
P
[
ω ∈ Ω∗∗(η) :
card
{
n ∈ {1, . . . , N} : hn(ω) ∈ Dη(S1)
}
N
≥ ρ
]
≥ ̺.
La preuve du lemme 4.13 montre alors qu’il existe n ∈ {1, . . . , N} tel que
Pn
[
(g1, . . . , gn) : gn · · · g1 ∈ Dη(S1)
] ≥ ρ̺ > 1/2.
En passant aux inverses on conclut que
Pn
[
(g1, . . . , gn) : gn · · · g1 et (gn · · · g1)−1 appartiennent a` Dη(S1)
] ≥ 2ρ̺− 1 > 0,
ce qui permet de conclure la de´monstration par un argument analogue a` celui du lemme 4.14.
5 Appendice
5.1 Une alternative topologique pour des pseudo-groupes d’home´omorphismes
Soient X une varie´te´ unidimensionnelle compacte, Γ un pseudo-groupe d’home´omorphismes de X et Λ un
sous-ensemble de X qui est compact, invariant par Γ, non vide et minimal. L’orbite O(x) d’un point x ∈ X
est dite de type ressort si d’une part il existe un e´le´ment g ∈ Γ dont le domaine de de´finition dom(g) contient
un demi-intervalle [x, p[ ou ]p, x] pour lequel x est un point fixe attractif topologique (i.e. gn(p) converge
vers x quand n tend vers l’infini), et d’autre part O(x) intersecte ce demi-intervalle. La proposition suivante
s’appuie fortement sur la partie moins connue (et pourtant tre`s inte´ressante) de l’article de Sacksteder [57].
Proposition 5.1. Avec les notations pre´ce´dentes, soit il existe une mesure de probabilite´ supporte´e sur Λ
et invariante par tous les e´le´ments de Γ, soit il existe dans Λ une orbite de type ressort.
Pour de´montrer cette proposition, commenc¸ons par remarquer qu’il y a trois possibilite´s pour l’ensemble
minimal Λ : soit il est fini, soit c’est un ensemble de Cantor, soit Λ = X . Ceci se montre en remarquant
que la frontie`re Fr(Λ) et l’ensemble Λac des points d’accumulation de Λ sont des ferme´s invariants contenus
dans Λ. Donc soit ils sont vides, soit il sont e´gaux a` Λ. En e´tudiant toutes les possibilite´s on de´montre le fait
escompte´.
Dans le cas ou` Λ est fini, la moyenne des masses de Dirac aux points de Λ est une mesure invariante
par Γ. Dans le cas ou` Λ = X , la proposition 5.1 a e´te´ de´montre´e par Sacksteder (voir le lemme 9.1 de [57]).
Notre de´monstration pour le cas ou` Λ est exceptionnel (i.e. c’est un ensemble de Cantor) suit sa strate´gie :
nous de´finissons une notion d’e´quicontinuite´ pour la restriction de Γ a` Λ et puis nous prouvons que si cette
restriction n’est pas e´quicontinue, alors il existe une orbite de type ressort dans Λ. De plus, dans le cas
e´quicontinu nous de´montrons l’existence d’une mesure de probabilite´ invariante par Γ et supporte´e sur Λ.
La subtilite´ de la preuve vient de la de´finition suivante.
De´finition 5.2. Fixons une mesure de probabilite´ ν sur Λ qui soit sans atome et dont le support co¨ıncide
avec tout l’ensemble Λ. Nous dirons que la restriction de Γ a` Λ est e´quicontinue si pour tout ε > 0 il existe
δ > 0 tel que pour tout intervalle I de X de mesure ν(I) infe´rieure a` δ et pour tout e´le´ment g de Γ dont le
domaine de de´finition contient I, on a ν
(
g(I)
)
< ε.
Il est facile de ve´rifier que cette notion d’e´quicontinuite´ ne de´pend pas du choix de la mesure ν.
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Lemme 5.3. Si la restriction de Γ a` Λ est non e´quicontinue alors Λ contient une orbite de type ressort.
De´monstration. Supposons que la restriction de Γ a` Λ ne soit pas e´quicontinue. Il existe donc ε0 > 0,
une suite d’intervalle In dont les mesures tendent vers 0, et une suite d’e´le´ments gn ∈Γ dont les domaines
de de´finition contiennent In, tels que ν
(
gn(In)
) ≥ ε0. Supposons que les longueurs des intervalles In soient
minore´es par une constante strictement positive inde´pendante de n. Dans ce cas, nous pouvons extraire de
la suite des In une sous-suite d’intervalles qui converge vers un intervalle I. Puisque ν n’a pas d’atome, la
mesure de I est nulle, ce qui signifie que I est contenu dans une composante de X \ Λ. Pour tout n ∈ N
l’exte´rieur de I dans In est forme´ d’au plus deux intervalles J
1
n et J
2
n dont les longueurs tendent vers 0. De
plus, nous avons
ν
(
gn(J
1
n ∪ J2n)
) ≥ ε0.
Ainsi, l’un d’entre eux, par exemple J1n, ve´rifie ν
(
gn(J
1
n)
) ≥ ε0/2, et sa longueur tend vers 0 lorsque n tend
vers l’infini. Si les longueurs des In ne sont pas minore´es par une constante strictement positive, on peut
en extraire une sous-suite d’intervalles dont les longueurs tendent vers 0 et tels que leurs images respectives
sont de mesure supe´rieure ou e´gale a` ε0. Dans tous les cas, nous avons trouve´ une suite d’intervalles Jm et
des e´le´ments gm de Γ de´finis sur Jm tels que
lim
m→∞
|Jm| = 0 et ν
(
gm(Jm)
) ≥ ε0/2 pour tout m ∈ N.
De plus, ces intervalles Jm peuvent eˆtre pris ferme´s et avec leurs extre´mite´s appartenant a` Λ. Quitte a`
extraire une sous-suite de la suite d’intervalles gm(Jm), nous pouvons supposer qu’ils contiennent tous dans
leur inte´rieur un intervalle J de mesure supe´rieure ou e´gale a` ε0/2. Puisque toutes les orbites sont denses
dans Λ et que Λ est compact, il existe des intervalles U1, . . . , Uk de X recouvrant Λ, ainsi qu’une famille
{h1, . . . , hk} d’e´le´ments de Γ, tels que chaque hi est de´fini sur Ui et hi(Ui) ⊂ J pour tout i ∈ {1, . . . , k}.
Lorsque m est assez grand, les intervalles Jm sont de longueurs assez petites pour qu’ils soient entie`rement
contenus dans l’un des intervalles Ui, disons Uim . La transformation g = him ◦ g−1m est alors de´finie sur
l’intervalle ferme´ gm(Jm) et son image est contenue dans l’inte´rieur de gm(Jm). E´crivons gm(Jm) = [p, p
′],
avec p et p′ dans Λ. Nous avons donc p < g(p) < g(p′) < p′. L’orbite du point x = lim gn(p) est alors de
type ressort, puisque d’une part les ite´re´s de tout point q de [p, x[ par g convergent vers x, et d’autre part
l’ensemble ]p, x[∩Λ est non vide (a` cause de la minimalite´ de Λ). 
Lemme 5.4. Si la restriction de Γ a` Λ est e´quicontinue, alors il existe une mesure de probabilite´ supporte´e
sur Λ qui est invariante par tous les e´le´ments de Γ.
De´monstration. La preuve repose sur les ide´es de Weil pour construire la mesure de Haar d’un groupe
localement compact [68]. Notons CΛ(X) l’ensemble des fonctions continues sur X qui sont constantes sur
les composantes connexes de X \Λ, et de´signons par C+Λ (X) le sous-ensemble des fonctions positives et non
identiquement nulles8. Si g est un e´le´ment de Γ et ψ un e´le´ment de C+Λ (X), notons ψ ◦ g−1 la fonction qui
vaut ψ ◦ g−1 sur l’image de g et 0 en dehors. Si le domaine de de´finition de g contient le support de ψ, alors
la fonction ψ ◦ g−1 est a` nouveau continue. Lorsque la restriction de Γ a` Λ est e´quicontinue, nous allons
construire une fonctionnelle L : C+Λ (X)→]0,∞[ qui est line´aire et homoge`ne, et qui ve´rifie
L(ζ ◦ g−1) = L(ζ)
pour toute fonction ζ∈C+Λ (X) et tout g∈Γ dont le domaine de de´finition contient le support de ζ. Le lecteur
pourra s’assurer que cela de´finit une mesure de probabilite´ supporte´e sur Λ qui est invariante par Γ.
Soient ψ, ζ des e´le´ments de C+Λ (X). Puisque ψ est non nulle sur Λ, il est aise´ de trouver un nombre fini
de re´els positifs ci, ainsi que des e´le´ments gi de Γ dont le domaine de de´finition soit connexe, de telle sorte
que
ζ ≤
∑
i
ci ψ ◦ g−1i .
Nous de´finissons (ζ : ψ) comme e´tant l’infimum des valeurs des
∑
i ci parmi tous choix possibles des ci pour
lesquels une telle ine´galite´ a lieu. Nous laissons au lecteur la ve´rification des proprie´te´s suivantes :
– (ζ : ψ) ≥ ‖ζ‖∞‖ψ‖∞ ;
– (cζ : dψ) = cd (ζ : ψ) pour toute paire de re´els strictement positifs c, d ;
8Rappelons que, en franc¸ais, un nombre a est dit positif (resp. ne´gatif) lorsque a ≥ 0 (resp. a ≤ 0)
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– (ζ1 + ζ2 : ψ) ≤ (ζ1 : ψ) + (ζ2 : ψ) ;
– (ζ : ψ) ≤ (ζ : ξ)(ξ : ψ) ;
– (ζ ◦ g−1 : ψ) ≤ (ζ : ψ), avec e´galite´ si le domaine de g contient le support de ψ.
Pour chaque ψ ∈ C+Λ (X) conside´rons la fonctionnelle Lψ : C+Λ (X)→ R donne´e par
Lψ(ζ) =
(ζ : ψ)
(1 : ψ)
.
Ces fonctionnelles sont positives, homoge`nes et sous-additives. Nous allons ve´rifier que lorsque le diame`tre
du support de ψ tend vers 0, et que la restriction de Γ a` Λ est e´quicontinue, ces fonctionnelles deviennent
de plus en plus line´aires. Choisissons deux fonctions ξ1 et ξ1 dans C
+
Λ (X) telles que ξ1 + ξ2 = 1. Nous allons
de´montrer que ∣∣Lψ(ξ1ζ) + Lψ(ξ2ζ)− Lψ(ζ)∣∣
tend vers 0 lorsque le diame`tre du support de ψ tend vers 0. Pour cela conside´rons un re´el η>0. Puisque ξ1
et ξ2 sont continues et que X est compact, il existe ε > 0 tel que si dist(x, x
′) ≤ ε alors |ξ1(x) − ξ1(x′)| < η
et |ξ2(x) − ξ2(x′)| < η. De plus, puisque la restriction de Γ a` Λ est e´quicontinue, il existe δ > 0 tel que si
I est un intervalle ve´rifiant ν(I) ≤ δ, alors pour tout g ∈ Γ dont le domaine de de´finition est connexe on a
ν
(
g(I ∩dom(g))) < ε. Supposons que le support de ψ soit contenu dans un intervalle de longueur plus petite
que δ. Conside´rons une famille de re´els positifs ci et des gi∈Γ dont le domaine de de´finition soit connexe et
tels que
ζ ≤
∑
i
ci ψ ◦ g−1i .
Si le domaine de de´finition de gi n’intersecte pas le support de ψ, alors la fonction ψ ◦ g−1i est identiquement
nulle, et on peut l’enlever de la somme en conservant l’ine´galite´. Nous supposerons donc que le domaine de
gi intersecte le support de ψ. Choisissons un point yi dans gi
(
supp(ψ)∩ dom(gi)
)
. Pour tout x dans X nous
avons
ζ(x)ξ1(x) ≤
∑
i
ci ξ1(x)ψ ◦ g−1i (x) =
∑
i
′ ci ξ1(x)ψ
(
g−1i (x)
)
,
ou` la deuxie`me somme ne porte que sur les termes pour lesquels g−1i (x) appartient au support de ψ, c’est-a`-
dire tels que x∈gi
(
supp(ψ)∩dom(gi)
)
. D’apre`s l’hypothe`se d’e´quicontinuite´ nous avons dist
(
g−1i (x), yi
)
< ε,
et donc ∣∣ξ1(yi)− ξ1(g−1i (x))∣∣ ≤ η.
Par suite,
ξ1ζ ≤
∑
i
ci
(
ξ(yi) + η
)
ψ ◦ g−1i ,
ce qui implique l’ine´galite´
(ξ1ζ : ψ) ≤
∑
i
ci
(
ξ1(yi) + η
)
.
Puisque nous avons les meˆmes ine´galite´s pour ξ2, nous obtenons
(ξ1ζ : ψ) + (ξ2ζ : ψ) ≤
∑
i
ci
(
ξ1(yi) + ξ2(yi) + 2η
)
= (1 + 2η)
∑
i
ci.
En passant a` l’infimum sur les
∑
i ci, et puis en divisant par (1 : ψ), nous en de´duisons que
Lψ(ξ1ζ) + Lψ(ξ2ζ) ≤ (1 + 2η)Lψ(ζ)
lorsque le diame`tre du support de ψ est contenu dans un intervalle de taille infe´rieure a` δ. Comme nous
savons de´ja` que Lψ est sous-additive, ceci montre que∣∣Lψ(ξ1ζ) + Lψ(ξ2ζ)− Lψ(ζ)∣∣
tend vers 0 lorsque le diame`tre du support de ψ tend vers 0.
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Pour conclure la de´monstration, il nous suffit de trouver une suite de fonctions ψn dans C
+
Λ (X) telle que
les fonctionnelles Lψn convergent simplement vers une fonctionnelle L. Pour cela, remarquons que pour tout
ψ, ζ dans C+Λ (X) on a
1
(1 : ζ)
≤ Lψ(ζ) ≤ (ζ : 1).
Ainsi, les fonctionnelles Lψ de´finissent un point (Lψ(ζ))ζ∈C+
Λ
(X) dans l’espace produit
Π =
∏
ζ∈C+
Λ
(X)
[
1
(1 : ζ)
, (ζ : 1)
]
.
Cet espace Π muni de la topologie produit est compact. Donc, si ψn est une suite d’e´le´ments de C
+
Λ (X)
dont les supports tendent vers un point, de la suite d’e´le´ments (Lψn(ζ))ζ∈C+
Λ
(X) de Π on peut extraire une
sous-suite qui converge vers un e´le´ment
(
L(ζ)
)
ζ∈C+
Λ
(X)
. D’apre`s ce qui pre´ce`de, L de´finit une fonctionnelle
sur C+Λ (X) qui ve´rife les conditions suivantes :
– L est strictement positive ;
– pour tout ζ ∈ C+Λ (X) et tout g ∈ Γ tel que dom(g) contient le support de ζ on a L(ζ ◦ g−1) = L(ζ) ;
– L est homoge`ne ;
– pour toutes fonctions ζ, ξ1, ξ2 de C
+
Λ (X) qui ve´rifient ξ1 + ξ2 = 1 on a L(ξ1ζ) + L(ξ2ζ) = L(ζ).
Il n’est pas difficile de s’assurer que les deux dernie`res conditions impliquent que L est en fait line´aire.
Ceci ache`ve la preuve du lemme, et donc celle de la proposition 5.1. 
La terminologie ≪ressort≫ vient de la the´orie des feuilletages (voir par exemple [19] pour les de´tails ainsi
qu’un joli dessin d’un ressort). Dans ce contexte ce qui pre´ce`de se traduit par le re´sultat suivant, a` comparer
avec [31].
Proposition 5.5. Soit F un feuilletage de codimension 1 d’une varie´te´ compacte. Si F n’admet pas de
mesure (de probabilite´) transverse invariante, alors il contient une feuille ressort (topologique).
De´monstration. Quitte a` passer au reveˆtement double orientable, nous pouvons supposer que F est
transversalement orientable. Il suffit alors d’appliquer la conclusion de la proposition 5.1 au pseudo-groupe
d’holonomie de F . 
5.2 Contraction presque suˆre pour les groupes d’home´omorphismes du cercle
Une e´laboration plus simple et conceptuelle des ide´es du paragraphe pre´ce´dent peut eˆtre faite pour les
groupes d’home´omorphismes du cercle. En suivant Ghys [17] (pages 360-362 ; voir aussi [42]), conside´rons un
tel groupe Γ et supposons d’abord que ses orbites soient denses. Si son action sur le cercle est e´quicontinue
(dans le sens que pour tout ε > 0 il existe δ > 0 tel que si dist(x, y) ≤ δ alors dist(g(x), g(y)) ≤ ε pour
tout g ∈ Γ), alors Γ est topologiquement conjugue´ a` un groupe de rotations. Sinon, c’est que son action
est expansive, dans le sens que pour tout x ∈ S1 il existe un intervalle ouvert I contenant x et une suite
(hn) d’e´le´ments de Γ tels que la taille de hn(I) tend vers ze´ro. En particulier, il existe des points y ∈ S1
tels que l’intervalle [x, y[ est ≪contractable≫. Si l’on denote par θ(x) le ≪supremum≫ de ces points, alors
l’application x 7→ θ(x) s’ave`re eˆtre un home´omorphisme d’ordre fini κ(Γ) qui commute avec tous les e´le´ments
de Γ (le nombre κ(Γ) est appele´ le degre´ de Γ). Par suite, si l’on identifie les points des orbites par θ, alors
on obtient un cercle topologique S1/∼ sur lequel le groupe Γ agit par home´omorphismes. Remarquons que
cette dernie`re action n’est pas ne´cessairement fide`le. Cependant, elle ve´rifie une proprie´te´ d’expansivite´ forte,
a` savoir tout intervalle dont le comple´mentaire n’est ni vide ni re´duit a` un seul point est contractable par
une suite d’e´le´ments du groupe.
Si les orbites de notre groupe original ne sont pas denses, alors il peut se pre´senter deux cas : soit il
posse`de une orbite finie, soit il existe un (unique) ensemble de Cantor invariant minimal (et sur lequel les
orbites de tous les points du cercle s’accumulent). En e´crasant les composantes connexes du comple´mentaire
de cet ensemble, ce dernier cas peut eˆtre ramene´ a` celui d’orbites denses.
Cherchons maintenant a` donner des versions probabilistes de ce qui pre´ce`de. Pour simplifier, supposons
que Γ soit de´nombrable, et fixons une mesure de probabilite´ µ sur Γ qui soit non de´ge´ne´re´e, c’est-a`-dire
telle que son support engendre Γ en tant que semigroupe. Une mesure de probabilite´ ν sur le cercle est dite
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stationnaire (par rapport a` µ) si µ ∗ ν = ν, c’est-a`-dire si pour toute fonction continue ψ de´finie sur le cercle
on a ∫
S1
ψ(x) dν(x) =
∫
Γ
∫
S1
ψ
(
g(x)
)
dν(x) dµ(g).
Pour mieux comprendre cette de´finition, conside´rons l’ope´rateur de diffusion agissant sur les fonctions con-
tinues du cercle par la formule
Dψ(x) =
∫
Γ
ψ
(
g(x)
)
dµ(g). (26)
Cet ope´rateur agit de manie`re duale sur les mesures de probabilite´ en pre´servant le compact convexe des
mesures de probabilite´ : cette action duale correspond pre´cise´ment a` celle donne´e par υ 7→ µ∗υ. L’existence
de (au moins) une mesure stationnaire ν sur le cercle est ainsi assure´e par le the´ore`me du point fixe de
Kakutani (bien suˆr, on peut aussi de´montrer cela par un argument de moyennes de Birkhoff).
Lemme 5.6. Si les orbites de Γ sont denses, alors ν est a` support total et sans atome. Si Γ admet un
ensemble de Cantor invariant et minimal, alors cet ensemble co¨ıncide avec le support de ν, et ν est encore
sans atome.
De´monstration. Montrons d’abord que si ν posse`de des atomes, alors Γ a des orbites finies (signalons en
passant que, contrairemment a` ce que l’on peut croire, ce dernier cas peut eˆtre tre`s complique´ ; voir par
exemple la proposition 5.13 et la remarque 5.14 plus loin). En effet, si p est un point de mesure (positive et)
maximale, alors a` partir de l’e´galite´
ν(p) =
∫
Γ
ν
(
g−1(p)
)
dµ(g),
on conclut que ν
(
g−1(p)
)
= ν(p) pour tout g dans le support de ν. Ceci reste vrai pour tout e´le´ment de Γ,
car µ est une mesure non de´ge´ne´re´e. La masse totale de ν e´tant finie, l’orbite de p par Γ doit ne´cessairement
eˆtre finie.
Si l’action de Γ est minimale, alors le support de ν est tout le cercle puisque c’est un ensemble ferme´
invariant. Si Γ admet un minimal exceptionnel Λ alors cet ensemble e´tant unique, il doit eˆtre contenu dans
le support de ν. Donc, pour montrer que Λ et supp(ν) co¨ıncident, nous devons montrer que ν(I) = 0 pour
toute composante connexe de S1 \ Λ. Or, si ce n’est pas le cas, en prenant une telle composante de masse
maximale, on conclut (par un argument analogue a` celui donne´ dans le cas d’existence d’atomes) que l’orbite
de I est finie. Ne´anmoins, ceci est absurde, car les orbites des extre´mite´s de I sont denses dans Λ. 
De´signons par Ω l’espace des suites (g1, g2, . . .) ∈ ΓN (muni de la mesure P = µN). Si l’on de´signe par σ
le de´calage sur Ω, alors on ve´rifie aise´ment qu’une mesure de probabilite´ ν sur le cercle est stationnaire par
rapport a` µ si et seulement si la mesure P× ν est invariante par le produit croise´ T : Ω×S1 → Ω×S1 de´fini
par
T (ω, x) =
(
σ(ω), h1(ω)(x)
)
=
(
σ(ω), g1(x)
)
, ω = (g1, g2, . . .).
En suivant Furstenberg [15], pour e´tudier l’e´volution des compositions ale´atoires on conside`re le processus
inverse h¯n(ω) = g1 · · · gn. Si ψ est une fonction continue de´finie sur le cercle et ν est une mesure stationnaire,
alors la suite de variables ale´atoires
ξn(ω) =
∫
S1
ψ d
(
g1 · · · gn(ν)
)
est une martingale. Le the´ore`me de convergence de martingales (plus un argument de densite´) montre ainsi
que, pour un sous-ensemble de probabilite´ total Ω0 de Ω, la limite suivante (par rapport a` la topologie faible)
existe :
lim
n→∞
g1g2 · · · gn(ν) = lim
n→∞
h¯n(ω)(ν) = ω(ν).
De plus, l’application (bien de´finie presque partout) ω 7→ ω(ν) est mesurable (voir [41], page 199). Une
proposition e´quivalente a` celle pre´sente´e a` continuation a e´te´ originalement de´montre´e par Antonov dans [1]
(voir aussi [35]) ; elle est a` rapprocher avec des re´sultats contenus dans [15, 33, 69] et le §2 du chapitre VI
de [41].
Proposition 5.7. Supposons que Γ soit de´nombrable, que ses orbites soient denses et que la proprie´te´
d’expansivite´ forte soit ve´rifie´e. Alors pour presque toute suite ω dans Ω0, la mesure ω(ν) est une mesure de
Dirac.
Dynamique unidimensionnelle en re´gularite´ interme´diaire 34
De´monstration. Nous montrerons que pour tout ε∈]0, 1] il existe un sous-ensemble de probabilite´ total Ωε
de Ω0 tel que pour tout ω ∈ Ωε il existe un intervalle I de longueur ≤ ε tel que ω(ν)(I) ≥ 1− ε. Ceci permet
de conclure de manie`re e´vidente que, pour tout ω dans l’ensemble Ω∗ = ∩n∈NΩ1/n (dont la probabilite´ est
totale), la mesure ω(ν) est une mesure de Dirac.
Fixons donc ε > 0. Pour chaque n ∈ N de´signons par Ωn,ε l’ensemble des suites ω ∈ Ω0 telles que, pour
tout m ≥ 0 et tout intervalle I de S1 de longueur ≤ ε, on a h¯n+m(ω)(ν)(I) < 1− ε. Nous devons de´montrer
que la mesure de Ωn,ε est nulle. Pour cela, nous allons commencer par exhiber un sous-ensemble fini Gε de
supp(µ) ainsi qu’un entier l ∈ N tels que, pour tout r ∈ N et tout (g1, · · · , gr) ∈ Γr, il existe un intervalle I
de longueur ≤ ε, un entier ℓ ≤ 2l, et des e´le´ments f1, . . . , fℓ dans Gε ve´rifiant
g1 · · · grf1 · · · fℓ(ν)(I) ≥ 1− ε. (27)
Fixons deux points distincts a et b du cercle, ainsi qu’un entier q > 1/ε, et prenons q points distincts
a1, . . . , aq de l’orbite de a par Γ. Pour chaque i∈{1, . . . , q} fixons un e´le´ment hi ∈ Γ et un intervalle ouvert
Ui contenant ai de fac¸on a` ce que les Ui soient deux a` deux disjoints, hi(a) = ai et hi(U) = Ui pour un
certain voisinage U de a qui ne contient pas b. Prenons maintenant un voisinage V de b disjoint de U et
tel que ν(S1 \ V ) ≥ 1 − ε. Par la minimalite´ et la proprie´te´ d’expansivite´ forte, il existe h ∈ Γ tel que
h(S1 \V ) ⊂ U . Chaque e´le´ment dans {h1, . . . , hq, h} peut eˆtre e´crit comme un produit d’e´le´ments du support
de µ. Cela peut eˆtre fait de plusieurs manie`res diffe´rentes, mais si l’on fixe une fois pour toutes une e´criture
pour chaque e´le´ment, alors l’ensemble Gε des e´le´ments de supp(µ) qui sont utilise´s est fini. Soit l le nombre
maximal d’e´le´ments qui apparaissent dans l’une des e´critures pre´ce´dentes. Pour ve´rifier (27), notons que
pour g = g1 · · · gr les intervalles g(Ui) sont deux a` deux disjoints, et donc la longueur d’au moins l’un d’entre
eux doit eˆtre majore´e par ε. Si l’on fixe un tel intervalle I = g(Ui) alors on obtient
g1 · · · grhih(ν)(I) = ν
(
h−1(U)
) ≥ ν(S1 \ V ) ≥ 1− ε,
ce qui ache`ve la ve´rification de (27).
Notons maintenant ρ = min{µ(f) : f ∈ Gε} et posons
Ωεn+m = {ω ∈ Ω0 : pour tout intervalle I de longueur |I| ≤ ε et tout k ≤ m on a h¯n+k(ω)(ν)(I) < 1− ε}.
D’apre`s (27) nous avons P(Ωεn+2lt) ≤ (1 − ρ2l)t. Donc, en passant a` la limite lorsque t tend vers l’infini, on
conclut que P(Ωn,ε) = 0, ce qui permet de finir la de´monstration. 
Remarque 5.8. Il est tre`s inte´ressant de remarquer que les seules proprie´te´s de ν que l’on a utilise´ dans la
preuve pre´ce´dente sont le fait que son support est total et que, pour presque tout ω ∈ Ω, la suite de mesures
de probabilite´ g1 · · · gn(ν) converge faiblement.
On de´finit le coefficient de contraction c(h) d’un home´omorphisme h du cercle comme e´tant l’infimum
parmi tous les ε > 0 tels qu’il existe deux intervalles ferme´s I et J du cercle de taille au plus ε et tels que
h(S1 \ I) = J . Cette de´finition permet de donner une ≪version topologique≫ de la proposition pre´ce´dente
pour les compositions dans ≪ l’ordre naturel≫ .
Proposition 5.9. Sous les hypothe`ses de la proposition 5.7, pour tout ω = (g1, g2, . . .) ∈ Ω∗ le coefficient de
contraction de hn(ω)=gn · · · g1 converge vers ze´ro lorsque n tend vers l’infini.
De´monstration. Comme ν est sans atome et son support est total, il existe un home´omorphisme ϕ du
cercle qui envoit ν sur la mesure de Lebesgue. Par suite, et puisque l’affirmation a` de´montrer est de nature
purement topologique, nous pouvons supposer que ν co¨ıncide avec la mesure de Lebesgue.
De´signons par µ¯ la mesure sur Γ de´finie par µ¯(g) = µ(g−1), et notons Ω¯ l’espace de probabilite´ ΓN muni
de la mesure µ¯N. Sur cet espace conside´rons le processus h¯n(ω¯) = g1 · · · gn, ou` ω¯ = (g1, g2, . . .). D’apre`s la
proposition 5.7, pour tout ε > 0 il existe n(ε) ∈ N tel que si n ≥ n(ε) alors il existe un intervalle (ferme´) I
tel que ν(I) ≤ ε et h¯n(ω¯)(ν)(I) ≥ 1− ε. Si l’on note J la fermeture de S1 \ g−1n · · · g−11 (I), alors on voit que
|I| = ν(I) ≤ ε,
|J | = 1− |g−1n · · · g−11 (I)| = 1− ν
(
h¯n(ω¯)
−1(I)
)
= 1− h¯n(ω¯)(ν)(I) ≤ ε
et g−1n · · · g−11 (S1 \ I)=J . Par suite, c
(
g−1n · · · g−11
)≤ε pour tout n≥n(ε). La preuve est conclue en remar-
quant que la transformation (g1, g2, . . .) 7→ (g−11 , g−12 , . . .) est un isomorphisme entre (Ω¯, µ¯N) et (Ω, µN). 
Soulignons que le coefficient de contraction est toujours re´alise´, dans le sens que pour tout home´omor-
phisme h du cercle il existe des intervalles ferme´s I et J tels que max{|I|, |J |} = c(h) et h(S1 \ I) = J (ces
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intervalles ne sont pas ne´cessairement uniques). En conse´quence, pour tout ω ∈ Ω∗ on peut choisir deux
suites d’intervalles ferme´s In(ω) et Jn(ω) dont la taille tend vers ze´ro et tels que hn(ω)
(
S1 \ In(ω)
)
= Jn(ω)
pour tout n ∈ N. Pour n’importe quel choix, les intervalles In(ω) convergent vers le point ς+(ω), tandis que
(ge´ne´riquement) les intervalles Jn(ω) se prome`nent un peu partout sur le cercle.
Remarque 5.10. Les propositions 5.7 et 5.9 sugge`rent qu’une version faible du the´ore`me d’Oseledets devrait
eˆtre valable pour la plupart des transformations de fibre´s en cercles. Pour eˆtre plus pre´cis, conside´rons un
espace me´trique quelconque Ω¯ muni d’une mesure de probabilite´ P¯, et soit T : Ω¯→ Ω¯ un home´omorphisme qui
pre´serve µ de manie`re ergodique. E´tant donne´e une application bore´lienne L : Ω¯→ Home´o+(S1), conside´rons
la transformation Φ : Ω¯× S1 → Ω¯× S1 de´finie par
Φ(ω, x) = (T (ω), L(ω)(x)),
et notons
Ln(ω)(x) = L(T
n(ω)) ◦ · · · ◦ L(T (ω)) ◦ L(ω)(x), n ≥ 0,
Ln(ω)(x) = L(T
n(ω))−1 ◦ · · · ◦ L(T−2(ω))−1 ◦ L(T−1(ω))−1(x), n < 0,
Supposons que la transformation Φ ne pre´serve aucune mesure de probabilite´, et admettons pour sim-
plifier qu’elle soit continue et que ses orbites soient denses. Sous ces hypothe`ses, il devrait exister un
home´omorphisme d’ordre fini θ : S1 → S1 qui commute avec presque tous les L(ω) et tel que l’action de Φ
sur l’espace Ω¯× S1/∼ des orbites par l’application (ω, x) 7→ (ω, θ(x)) admette deux sections mesurables ς+
et ς− telles que pour P¯-presque tout point ω ∈ Ω¯ et tout x ∈ S1 on ait
lim
n→+∞
dist
(
Ln(ω)(x), ς−(T
n(ω)
)
= 0 lim
n→−∞
dist
(
Ln(ω)(x), ς+(T
n(ω)
)
= 0.
5.3 Quelques remarques autour de la mesure stationnaire
La proposition 5.7 permet (par un argument bien connu) de de´montrer l’unicite´ de la mesure stationnaire.
Signalons que ce re´sultat est valable dans le cadre beaucoup plus ge´ne´ral des feuilletages de codimension 1
sans mesure transverse invariante [11] (la notion de mesure stationnaire dans ce contexte est celle de Garnett ;
voir [5, 16]).
Proposition 5.11. Soit Γ un groupe de´nombrable d’home´omorphismes du cercle muni d’une mesure de
probabilite´ non de´ge´ne´re´e µ. Si Γ ne pre´serve aucune probabilite´ du cercle, alors la mesure stationnaire (par
rapport a` µ) est unique.
De´monstration. Supposons d’abord que l’action de Γ est minimale et satisfait la proprie´te´ d’expansivite´
forte, et fixons une mesure ν sur S1 qui soit stationnaire par rapport a` µ. Pour chaque ω ∈ Ω telle que
la limite limn→∞ h¯n(ω)(ν) existe et soit une mesure de Dirac, de´signons par ςν(ω) l’atome de la mesure
ω(ν), i.e. le point de S1 tel que ω(ν) = δςν(ω). L’application ςν : Ω → S1 est presque partout bien de´finie et
mesurable. Nous affirmons que les mesures ν et ςν(P) co¨ıncident. En effet, d’apre`s la stationnarite´ de ν,
ν = µ∗n ∗ ν =
∑
g∈Γ
µ∗n(g) g(ν) =
∫
Ω
h¯n(ω)(ν) dP(ω).
Donc, en passant a` la limite lorsque n tend vers l’infini (ce qui peut facilement eˆtre justifie´ par le the´ore`me
de convergence domine´e),
ν =
∫
Ω
lim
n→∞
hn(ω)(ν) dP(ω) =
∫
Ω
δςν(ω) dP(ω),
c’est-a`-dire ν = ςν(P).
Conside´rons maintenant deux mesures stationnaires ν1 et ν2. La mesure ν = (ν1 + ν2)/2 est elle aussi
stationnaire, et la fonction ςν ve´rifie, pour P-presque tout ω ∈ Ω,
δςν1(ω) + δςν2(ω)
2
= δςν(ω).
Bien e´videmment, ceci n’est possible que si ςν1 et ςν2 co¨ıncident presque partout. Par conse´quent, d’apre`s
l’affirmation de la premie`re partie de la preuve,
ν1 = ςν1(P) = ςν2(P) = ν2.
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Supposons maintenant que Γ agisse de fac¸on minimale et expansive (mais non fortement expansive), et
fixons une probabilite´ ν qui soit stationnaire (par rapport a` µ). D’apre`s le §5.2, il existe un home´omorphisme
θ : S1 → S1 d’ordre fini, commutant avec (tous les e´le´ments de) Γ, et tel que l’action induite sur le cercle
topologique S1/∼ obtenu en tant qu’espace d’orbites de θ est (minimale et) fortement expansive. Pour
chaque x ∈ S1 notons ψ(x) = ν([x, θ(x)[). Comme ν est sans atome, la fonction ψ est continue, et puisque
θ commute avec tous les e´le´ments de Γ, elle est harmonique. Par suite, l’ensemble des points ou` ψ prend sa
valeur maximale est invariant par Γ. Les orbites de Γ e´tant denses, ψ est une fonction constante ; en d’autres
termes, ν est invariante par θ. Par ailleurs, ν se projette sur une mesure de probabilite´ stationnaire pour
l’action de Γ sur S1/∼. D’apre`s la premie`re partie de la preuve, cette dernie`re mesure est unique, ce qui
montre alors l’unicite´ de ν.
Si Γ admet un ensemble de Cantor invariant et minimal, alors cet ensemble co¨ıncide avec le support de
ν. Si l’on e´crase les composantes connexes du comple´mentaire de cet ensemble on obtient une action avec
toutes ses orbites denses ; lorsque cette action est expansive, on peut appliquer les arguments pre´ce´dents afin
de conclure l’unicite´ de la mesure stationnaire. Pour comple´ter la de´monstration on constate aise´ment que,
dans tous les cas qui n’ont pas encore e´te´ conside´re´s, le groupe Γ laisse invariante une mesure de probabilite´
du cercle. 
Remarque 5.12. Sous les hypothe`ses de la proposition pre´ce´dente, il est inte´ressant de chercher des condi-
tions sous lesquelles le cercle S1 (l’espace S1/∼ le cas e´che´ant), muni de la mesure stationnaire, est un bord
stochastique maximal pour (Γ, µ) (i.e. il co¨ıncide avec son bord de Poisson-Furstenberg).
Comme nous l’avons de´ja` signale´, lorsqu’il existe une mesure de probabilite´ invariante on est ramene´ a`
l’e´tude d’un groupe de rotations ou a` celle d’un groupe avec des orbites finies. Dans le premier cas la mesure
stationnaire ν est encore unique et co¨ıncide avec l’unique mesure invariante. En effet, pour chaque bore´lien
X ⊂ S1 la fonction g 7→ ν(g−1(X)) est harmonique (par rapport a` µ), et donc constante d’apre`s [9]. Le cas
ou` il existe des orbites finies est plus inte´ressant. A` indice fini pre`s, il se rame`ne a` celui d’un groupe agissant
sur l’intervalle. Or, dans ce contexte la mesure stationnaire ne donne aucune information dynamique (tout
au moins lorsque la mesure de de´part µ est syme´trique).
Proposition 5.13. Soit Γ un sous-groupe de Home´o+([0, 1]) sans points fixe global a` l’inte´rieur. Si µ est
une mesure de probabilite´ non de´ge´ne´re´e et syme´trique sur Γ, alors toute mesure de probabilite´ sur [0, 1] qui
est stationnaire par rapport a` µ est supporte´e sur les extre´mite´s de [0, 1].
Premie`re de´monstration. Supposons par contradiction que ν soit une mesure stationnaire telle que
ν({0, 1}) < 1. Notons ν la partie de ν supporte´e dans ]0, 1[ convenablement normalise´e : c’est encore une
mesure stationnaire, et elle ve´rifie ν(]0, 1[) = 1. Comme dans la preuve du lemme 5.6, on montre aise´ment
que ν est sans atome. Donc, quitte a` e´craser les composantes connexes du comple´mentaire du support de ν,
nous pouvons supposer que le support de ν co¨ıncide avec ]0, 1[. De plus, en reparame´trant l’intervalle, nous
pouvons supposer que ν est la mesure de Lebesgue.
Puisque ν est une mesure stationnaire par rapport a` la probabilite´ syme´trique µ, pour tout s∈]0, 1[ on a
s = ν
(
[0, s]
)
=
∫
Γ
ν
(
g−1([0, s])
)
dµ(g) =
∫
Γ
ν
(
g([0, s])
)
+ ν
(
g−1([0, s])
)
2
dµ(g),
et donc
s =
∫
Γ
g(s) + g−1(s)
2
dµ(g).
En inte´grant entre 0 et un point arbitraire t∈]0, 1[ on obtient
t2 =
∫
Γ
∫ t
0
(
g(s) + g−1(s)
)
ds dµ(g). (28)
Or, pour tout home´omorphisme f de l’intervalle et tout t∈ [0, 1] on a∫ t
0
(
f(s) + f−1(s)
)
ds ≥ t2,
avec l’e´galite´ si et seulement si f(t) = t (voir la figure 7). D’apre`s (28), ceci implique que g(t) = t pour tout g
appartenant au support de µ. Puisque µ est une mesure non de´ge´ne´re´e, on conclut que t∈]0, 1[ est un point
fixe global pour l’action de Γ, ce qui contredit notre hypothe`se. 
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Figure 7
⇓
Deuxie`me de´monstration. Pour une mesure stationnaire ν conside´rons la fonction x 7→ ν([0, x]). Si µ est
syme´trique, alors cette fonction est harmonique par rapport a` µ le long de toute orbite. D’apre`s le the´ore`me
ergodique de Garnett (Theorem 1. (b) dans [16]), cette fonction est constante pour ν presque toute orbite.
Autrement dit, pour ν presque tout point x l’e´galite´ ν
(
[0, g(x)]
)
= ν
(
[0, x]
)
est ve´rifie´e pour tout g ∈ Γ.
L’hypothe`se de non existence de point fixe global pour l’action de Γ sur ]0, 1[ implique alors que le support
de ν est contenu dans {0, 1}. 
Remarque 5.14. Comme nous l’avons de´ja` sugge´re´, l’hypothe`se de syme´trie pour la mesure µ est essentielle
pour la validite´ de la proposition pre´ce´dente, comme le montre par exemple [32].
Voici une proposition ge´ne´rale de re´gularite´ dont la preuve s’appuie sur la mesure stationnaire. Signalons
en passant que, d’apre`s [21], un tel re´sultat ne peut eˆtre valable qu’en dimension 1.
Proposition 5.15. Tout sous-groupe de´nombrable de Home´o+(S
1) (resp. de Home´o+([0, 1])) est topologique-
ment conjugue´ a` un groupe d’home´omorphismes lipschitziens.
De´monstration. Conside´rons d’abord le cas d’un sous-groupe de´nombrable Γ de Home´o+(S
1) dont les
orbites sont denses. Munissons ce groupe d’une mesure de probabilite´ non de´ge´ne´re´e et syme´trique µ, et
conside´rons une mesure de probabilite´ ν sur le cercle qui soit stationnaire par rapport a` µ . Pour chaque
intervalle I ⊂ S1 et chaque e´le´ment g ∈ supp(µ) on a
ν(I) =
∑
g∈supp(µ)
ν
(
g−1(I)
)
µ(g) ≥ ν(g(I))µ(g−1),
et donc
ν
(
g(I)
) ≤ 1
µ(g)
ν(I). (29)
Prenons maintenant un home´omorphisme ϕ du cercle dans lui-meˆme qui envoie ν sur la mesure de Lebesgue.
Si J est un intervalle quelconque du cercle alors, d’apre`s (29), pour tout g ∈ supp(µ) on a
|ϕ◦g◦ϕ−1(J)| = ν(g◦ϕ−1(J)) ≤ 1
µ(g)
ν
(
ϕ−1(J)
)
=
1
µ(g)
|J |.
Ainsi, pour tout g dans supp(µ), la transformation ϕ◦g◦ϕ−1 est lipschitzienne de rapport 1/µ(g). Puisque
la mesure µ est non de´ge´ne´re´e, cela de´montre la proposition dans le cas minimal.
Si Γ est un sous-groupe de´nombrable quelconque de Home´o+(S
1), alors en rajoutant une rotation d’an-
gle irrationnel et en conside´rant le groupe engendre´, on se rame`ne au cas minimal. Les arguments plus
haut montrent que ce nouveau groupe (et donc le groupe originel Γ) est topologiquement conjugue´ a` un
groupe d’home´omorphismes lipschitziens. Finalement, en identifiant les extre´mite´s de l’intervalle [0, 1], chaque
sous-groupe Γ de Home´o+([0, 1]) induit un groupe d’home´omorphismes du cercle (avec un point fixe global
marque´). D’apre`s ce qui pre`ce`de, si Γ est de´nombrable alors ce nouveau groupe est conjugue´ par un e´le´ment ϕ
de Home´o+(S
1) a` un groupe d’home´omorphismes lipschitziens du cercle. Pour obtenir une vraie conjugaison
dans Home´o+([0, 1]), il suffit de composer ϕ avec une rotation de fac¸on a` ramener le point marque´ du cercle
sur lui-meˆme. 
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La proposition pre´ce´dente indique que l’on ne doit pas s’attendre a` des re´sultats de rigidite´ pour des
groupes d’home´omorphismes du cercle qui soient spe´cifiques a` une re´gularite´ strictement comprise entre C0
et Clip. Par contre, la compre´hension des passages Clip→ C1 et C1→ C1+τ semble eˆtre un proble`me tre`s
inte´ressant. Une obstruction pour le premier est donne´e par le the´ore`me de stabilite´ de Thurston [63]. Par
ailleurs, la question de savoir si la proposition 4.4 est encore valable pour des conjugaisons lipschitziennes
reste ouverte. Quant au deuxie`me passage, les re´sultats de cet article sugge`rent que le groupe de Grigorchuk-
Maki conside´re´ dans [51] ne devrait pas eˆtre isomorphe a` un sous-groupe de Diff1+τ+ ([0, 1]) pour aucun τ >0
(meˆme s’il agit fide`lement par diffe´omorphismes de classe C1 de l’intervalle !).
5.4 Exposants de Lyapunov et mesures invariantes
Conside´rons un sous-groupe de´nombrable Γ de Diff1+(S
1). Pour simplifier, supposons que Γ soit de type
fini, et munissons-le d’une mesure de probabilite´ µ qui soit non de´ge´ne´re´e et a` support fini. Soit ν une
probabilite´ stationnaire (par rapport a` µ) sur le cercle, et conside´rons la transformation T de Ω×S1 donne´e
par T (ω, x) =
(
σ(ω), h1(ω)(x)
)
. Puisque T pre´serve P×ν, en appliquant le the´ore`me ergodique de Birkhoff a`
la fonction (ω, x) 7→ log (h1(ω)′(x)) on conclut que pour ν-presque tout point x du cercle et pour P-presque
tout chemin ale´atoire ω dans Ω, la limite
λ(ω,x)(ν) = lim
n→∞
log
(
hn(ω)
′(x)
)
n
existe : c’est l’exposant de Lyapunov correspondant au point (ω, x). Si la mesure de probabilite´ stationnaire
ν est ergodique, c’est-a`-dire si elle ne peut pas eˆtre exprime´e comme une combinaison convexe de deux
probabilite´s stationnaires distinctes, alors la transformation T est ergodique (au sens classique) par rapport
a` P×ν (c’est le the´ore`me ergodique ale´atoire de Kakutani : voir [14, 34]). Dans ce cas, l’exposant de Lyapunov
est P×ν-presque partout constant et e´gal a`
λ(ν) =
∫
Ω
∫
S1
log
(
h1(ω)
′(x)
)
dν(x) dP(ω) =
∫
Γ
∫
S1
log
(
g′(x)
)
dν(x) dµ(g).
Lorsque µ est syme´trique et la mesure ν est invariante par l’action de Γ, l’exposant de Lyapunov λ(ω,x)(ν)
est presque partout nul. En effet, si ν est invariante alors la transformation S de Ω×S1 sur lui meˆme de´finie
par S(ω, x) =
(
ω, h1(ω)
−1(x)
)
pre´serve P×ν. Ceci implique que
λ(ν) =
∫
Ω
∫
S1
log
(
h1(ω)
′(x)
)
dν(x) dP(ω) =
∫
Ω
∫
S1
log
(
h1(ω)
′(h1(ω)
−1(x))
)
dν(x) dP(ω)
= −
∫
Ω
∫
S1
log
(
(h1(ω)
−1)′(x)
)
dν(x) dP(ω) = −
∫
Γ
∫
S1
log
(
(g−1)′(x)
)
dν(x) dµ(g) = −λ(ν),
ou` la dernie`re e´galite´ est une conse´quence de la syme´trie de µ. Par suite, si ν est invariante et ergodique, alors
son exposant de Lyapunov est nul. Le cas ge´ne´ral s’en de´duit par un argument de de´composition ergodique.
L’objectif de cet appendice est de donner une de´monstration courte et autocontenue d’une affirmation
re´ciproque. Le re´sultat suivant a e´te´ originalement de´montre´ par Baxendale dans un contexte bien plus
ge´ne´ral [2] ; ici nous donnons une preuve qui est inspire´e de [11].
Proposition 5.16. Si la mesure µ est (non de´ge´ne´re´e, a` support fini et) syme´trique et Γ ne pre´serve aucune
mesure de probabilite´ du cercle, alors l’exposant de Lyapunov de l’unique mesure stationnaire est strictement
ne´gatif.
Pour la de´monstration notons
ψ(x) =
∫
Γ
log
(
g′(x)
)
dµ(g),
et supposons par contradiction que λ(ν) ≥ 0, c’est-a`-dire∫
S1
ψ(x) dν(x) ≥ 0. (30)
Nous allons de´montrer dans ce cas que Γ pre´serve une mesure de probabilite´, contredisant ainsi notre hy-
pothe`se. Pour cela nous nous appuyons sur un lemme inspire´ des travaux de Sullivan sur les cycles feuillete´s
[62] (voir e´galement [18]). Rappelons que le laplacien ∆ζ d’une fonction re´elle et continue ζ est de´fini par
∆ζ = Dζ − ζ, ou` D de´signe l’ope´rateur de diffusion (26).
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Lemme 5.17. Sous l’hypothe`se (30), il existe une suite de fonctions continues ζn de´finies sur le cercle telles
que, pour tout entier n ∈ N et tout point x du cercle,
ψ(x) + ∆ζn(x) ≥ − 1
n
. (31)
De´monstration. De´signons par C(S1) l’espace des fonctions continues sur le cercle. Notons E le sous-
espace constitue´ des fonctions qui sont des laplaciens de fonctions dans C(S1), et soit C+ le coˆne convexe des
fonctions partout positives. Nous devons de´montrer que si ψ satisfait (30), alors son image par la projection
π : C(S1) → C(S1)/E¯ est contenue dans π(C+). Supposons que ce ne soit pas le cas. Le the´ore`me de
se´paration de Hahn-Banach donne alors l’existence d’une fonctionnelle continue L¯ : C(S1)/E¯ → R telle que
L¯(π(ψ)) < 0 ≤ L¯(π(Φ)) pour tout Φ ∈ C+. Bien suˆr, L¯ induit une fonctionnelle continue L : C(S1)→ R qui
est identiquement nulle sur E et telle que L(ψ) < 0 ≤ L(Φ) pour tout Φ ∈ C+. Nous affirmons que L = c ν
pour certain c ∈ R (nous identifions les mesures de probabilite´ aux fonctionnelles line´aires qu’elles de´finissent
sur l’espace des fonctions continues). Pour montrer cela, commenc¸ons par remarquer que, puisque L est nul
sur E, pour tout ζ ∈ C(S1) on a
〈DL, ζ〉 = 〈L,Dζ〉 = 〈L,∆ζ + ζ〉 = 〈L, ζ〉,
c’est-a`-dire que L est invariant par la diffusion. Supposons que la de´composition de Hahn de L s’exprime
sous la forme
L = αν1 − βν2,
ou` ν1 et ν2 sont des mesures de probabilite´ de supports disjoints du cercle, α > 0 et β > 0. Dans ce cas,
l’e´galite´ DL = L et l’unicite´ de la de´composition de Hahn pour DL montrent que ν1 et ν2 sont elles aussi
invariantes par la diffusion. Par suite, ν1 = ν2 = ν, ce qui contredit le fait que les supports de ν1 et ν2 sont
disjoints. La fonctionnelle L s’exprime donc sous la forme L = c υ pour certaine mesure de probabilite´ υ du
cercle ; l’e´galite´ L = DL donne e´videmment υ = ν.
Notons maintenant que, puisque
0 > L(ψ) = c ν(ψ) = c
∫
S1
ψ(x) dν(x),
l’hypothe`se (30) entraˆıne que ν(ψ) > 0 et c < 0. Or, comme la fonction constante e´gale a` 1 appartient a` C+,
nous avons c = L(1) ≥ 0. Cette contradiction conclut la de´monstration. 
Revenons a` la preuve de la proposition 5.16. Quitte a` rajouter une constante a` chaque ζn, nous pouvons
supposer que l’inte´grale de exp(ζn) est e´gale a` 1 pour tout n ∈ N. Conside´rons les mesures de probabilite´ νn
sur le cercle de´finies par
dνn(s)
ds
= exp
(
ζn(s)
)
.
Prenons une sous-suite νni qui converge vers une mesure de probabilite´ ν¯ sur le cercle. Nous allons montrer
que ν¯ est invariante par Γ.
Commenc¸ons par de´montrer que ν¯ est une mesure harmonique. Pour cela, remarquons d’abord que si
l’on de´signe par Jacn(g) le jacobien de g ∈ Γ par rapport a` νn, alors la relation (31) donne, pour tout point
x du cercle, ∫
Γ
log
(
Jacn(g)(x)
)
dµ(g) =
∫
Γ
log
(
g′(x)
)
dµ(g) +
∫
Γ
[
ζn(g(x))− ζn(x)
]
dµ(g)
= ψ(x) + ∆ζn(x) ≥ − 1
n
.
Remarquons maintenant que puisque la diffusion agit continuˆment sur l’espace des mesures de probabilite´
sur le cercle, la suite de mesures Dνni converge faiblement vers la mesure Dν¯. Or, la diffusion de νn est une
mesure absolument continue par rapport a` νn dont la densite´ s’exprime par la formule
dDνn(x)
d νn(x)
=
∫
Γ
Jacn(g
−1)(x) dµ(g) =
∫
Γ
Jacn(g)(x) dµ(g).
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Par la concavite´ de la fonction logarithme nous avons
dDνni(x)
d νni(x)
≥ exp
(∫
Γ
log
(
Jacni(g)(x)
)
dµ(g)
)
≥ exp(−1/ni),
c’est-a`-dire Dνni ≥ exp(−1/ni) νni . A` la limite nous obtenons Dν¯ ≥ ν¯, et puisque ν¯ et Dν¯ sont des mesures
de probabilite´, elles sont e´gales ; ν¯ est donc harmonique.
Nous sommes maintenant en mesure de de´montrer que ν¯ est invariante par n’importe quel e´le´ment de Γ.
Pour cela, donnons nous un intervalle I tel que ν¯(I) > 0, et conside´rons les fonctions ψn,I : Γ→]0, 1] de´finies
par ψn,I(g) = νn
(
g(I)
)
. Les ine´galite´s suivantes montrent que le laplacien de log(ψn,I) est minore´ par −1/n
en l’e´le´ment neutre e de Γ :
∆ log(ψn,I)(e) =
∫
Γ
log
(νn(g(I))
νn(I)
)
dµ(g) =
∫
Γ
log
( ∫
I
Jacn(g)(x)
dνn(x)
νn(I)
)
dµ(g)
≥
∫
Γ
(∫
I
log
(
Jacn(g)(x)
) dνn(x)
νn(I)
)
dµ(g) =
∫
I
(∫
Γ
log
(
Jacn(g)(x)
)
dµ(g)
) dνn(x)
νn(I)
≥ − 1
n
.
Ceci est valable pour tout intervalle I ve´rifiant ν¯(I) > 0. Par conse´quent, et a` cause des relations
ψn,I(gf) = ψn,f(I)(g),
le laplacien de log(ψn,I) est partout minore´ par −1/n. Donc, si l’on de´signe par ψI la limite simple de la suite
des ψni,I , i.e. ψI(g) = ν¯
(
g(I)
)
, alors la fonction log(ψI) est surharmonique, dans le sens que son laplacien
est positif. Par ailleurs, puisque µ est syme´trique, ψI est harmonique. Par conse´quent, pour tout f ∈ Γ nous
avons partout e´galite´ dans les ine´galite´s suivantes :
log(ψI)(f) ≤
∫
Γ
log(ψI)(gf) dµ(g) ≤ log
(∫
Γ
ψI(gf)dµ(g)
)
= log(ψI)(f).
La fonction ψI est donc constante. Or, comme l’intervalle I ve´rifiant ν¯(I) > 0 est arbitraire, nous en
de´duisons que la mesure ν¯ est invariante par tous les e´le´ments de Γ. La proposition 5.16 est de´montre´e.
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