In the distributed setting, the object-oriented programming model may be criticized for its tight coupling of communication and synchronization, found in, e.g., remote procedure calls. Creol is a novel object-oriented language which targets distributed systems by combining asynchronous method calls with so-called processor release points inside concurrent objects [3] . A type system for Creol and a corresponding type soundness result is presented in [4] . Asynchronous method calls complicate the type analysis by decoupling input and output information for method calls, leading to a complex type and effect system [6] to track information during type analysis. Interestingly, the type system can be significantly simplified by backwards type analysis. In this paper, a type and effect system for backwards type analysis and a corresponding type soundness result are presented. We first give a brief summary of Creol's concurrency and communication model.
The language syntax. Here, program variables v may be fields (f ) or local variables (x), a type T may be a class name C, a bool, or a label, b is an expression of type bool and l is a variable of type label.
Syntax. A kernel subset of Creol is given in Fig. 1 , adopting much of the syntax of Featherweight Java [2] . A program P is a list of class definitions followed by a method body. A class inherits a single superclass, which may be Object, extending the superclass by declaring additional fields f and methods M . A method's local variables x are declared at the start of a method body. The self reference this provides access to the object running the current method. The statement return e dispatches the value of e to the method's caller, process release points are written await g, where g may be a conjunction of the unconditional release wait, Boolean guards b, and method reply guards l? (for some variable l). An asynchronous call is written l!e.m(e) and the corresponding blocking reply request is written l?(v). Finally, s 1 s 2 is the nondeterministic choice between statements s 1 and s 2 , and s 1 ||| s 2 the interleaving of s 1 and s 2 at process release points.
Type Analysis. Type analysis uses a type and effect system based on nominal types, given in Fig. 2 . Let Γ and ∆ be partial functions from variable names to type names. Judgments Γ, ∆ ⊢ s ⊲ s ′ , ∆ ′ , express that s is well typed in the typing context Γ of variables and ∆ of labels; s ′ is an expansion of s providing unique type information for asynchronous calls at runtime, and ∆ ′ is an update of ∆. (If there is no update, ∆ ′ is omitted.) Analysis is from right to left, as apparent from (Seq). Note that there can be no labels in the label mapping after analysis of s in (Method) and (Program). Otherwise, a deadlock would be guaranteed when executing the method body. For (Merge), the two branches may not refer to the same labels, as this may cause interference. Hence, we need to record all labels used in a statement list. This is most easily done by working with updates instead of the mappings themselves [3, 4] , as the domain of the update mapping precisely captures the labels manipulated in a branch of the merge.
Operational Semantics and Type Soundness. The operational semantics of the language is given in rewriting logic [5] and is executable on the Maude machine [1] . Details of the semantics may be found in [3, 4] . Let default(T ) denote some value of type T . By extending the type rules to system configurations config, we define the notion of a well-typed runtime state, Γ ⊢ config ok. For a program P = L {T x; s}, if ∅, ∅ ⊢ P ⊲ L ′ {x default(T ); s}, the expanded program yields the object (o, ∅, (x default(T ); s)), which is a well-typed initial runtime state for P . Let → denote the reflexive and transitive closure of the rewrite relation.
Theorem 1 If Γ ⊢ config ok and config → config ′ , then there exists a Γ ′ ⊇ Γ such that Γ ′ ⊢ config ′ ok.
