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Abstract
The singular values σ > 1 of an n × n involutory matrix A appear in pairs
(σ, 1
σ
). Their left and right singular vectors are closely connected. The case
of singular values σ = 1 is discussed in detail. These singular values may
appear in pairs (1, 1) with closely connected left and right singular vectors
or by themselves. The link between the left and right singular vectors is used
to reformulate the singular value decomposition (SVD) of an involutory ma-
trix as an eigendecomposition. This displays an interesting relation between
the singular values of an involutory matrix and its eigenvalues. Similar ob-
servations hold for the SVD, the singular values and the coneigenvalues of
(skew-)coninvolutory matrices.
Key words: singular value decomposition, (skew-)involutory matrix,
(skew-)coninvolutory, consimilarity
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1. Introduction
Inspired by the work [7] on the singular values of involutory matrices
some more insight into the singular value decomposition (SVD) of involutory
matrices is derived. For any matrix A ∈ Cn×n there exists a singular value
decomposition (SVD), that is, a decomposition of the form
A = UΣV H , (1.1)
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where U, V ∈ Cn×n are unitary matrices and Σ ∈ Rn×n is a diagonal matrix
with non-negative real numbers on the diagonal. The diagonal entries σi of
Σ are the singular values of A. Usually, they are ordered such that σ1 ≥ σ2 ≥
· · · ≥ σn ≥ 0. The number of nonzero singular values of A is the same as
the rank of A. Thus, a nonsingular matrix A ∈ Cn×n has n positive singular
values. The columns uj, j = 1, . . . , n of U and the columns vj , j = 1, . . . , n of
V are the left singular vectors and right singular vectors of A, respectively.
From (1.1) we have Avj = σjuj, j = 1, . . . , n. Any triplet (u, v, σ) with Av =
σu is called a singular triplet of A. In case A ∈ Rn×n, U and V can be chosen
to be real and orthogonal.
While the singular values are unique, in general, the singular vectors are
not. The nonuniqueness of the singular vectors mainly depends on the multi-
plicities of the singular values. For simplicity, assume that A ∈ Cn×n is non-
singular. Let s1 > s2 > · · · > sk > 0 denote the distinct singular values of A
with respective multiplicities θ1, θ2, . . . , θk ≥ 1,
∑k
j=1 θj = n. Let A = UΣV
H
be a given singular value decomposition with Σ = diag(s1Iθ1 , s2Iθ2, . . . , skIθk).
Here Ij denotes as usual the j × j identity matrix. Then
Û = U [W1 ⊕W2 ⊕ · · · ⊕Wk] and V̂ = V [W1 ⊕W2 ⊕ · · · ⊕Wk] (1.2)
with unitary matricesWj ∈ Cθj×θj yield another SVD of A, A = ÛΣV̂ H . This
describes all possible SVDs of A, see, e.g., [4, Theorem 3.1.1’] or [8, Theorem
4.28]. In case θj = 1, the corresponding left and right singular vector are
unique up to multiplication with some eıαj , αj ∈ R, where ı =
√−1. For
more information on the SVD see, e.g. [2, 4, 8].
A matrix A ∈ Cn×n with A2 = In, or equivalently, A = A−1 is called
an involutory matrix. Thus, for any involutory matrix A, A and its inverse
A−1 have the same SVD and hence, the same (positive) singular values.
Let A = UΣV H be the usual SVD of A with the diagonal of Σ ordered by
magnitude, σ1 ≥ σ2 ≥ . . . ≥ σn. Noting that an SVD of A−1 is given by A−1 =
V Σ−1UH and that the diagonal elements of Σ−1 are ordered by magnitude,
1
σn
≥ 1
σn−1
≥ . . . ≥ 1
σ1
, we conclude that σ1 =
1
σn
, σ2 =
1
σn−1
, . . . , σn =
1
σ1
.
That is, the singular values of an involutory matrix A are either 1 or pairs
(σ, 1
σ
), where σ > 1. This has already been observed in [7] (see Theorem
1 for a quote of the findings). Here we will describe the SVD A = UΣV H
for involutory matrices in detail. In particular, we will note a close relation
between the left and right singular vectors of pairs (σ, 1
σ
) of singular values:
if (u, v, σ) is a singular triplet, then so is (v, u, 1
σ
). We will observe that
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some of the singular values σ = 1 may also appear in such pairs. That is, if
(u, v, 1) is a singular triplet, then so is (v, u, 1). Other singular values σ = 1
may appear as a single singular triplet, that is (u,±u, 1). These observations
allow to express U as U = V T for a real elementary orthogonal matrix T.
With this the SVD of A reads A = V TΣV H . Taking a closer look at the real
matrix TΣ we will see that TΣ is an involutory matrix just as A. All relevant
information concerning the singular values and the eigenvalues of A can be
read off of TΣ. Some of these findings also follow from [6, Theorem 7.2], see
Section 2.
As any skew-involutory matrix B ∈ Cn×n, B2 = −In can be expressed
as B = ıA with an involutory matrix A ∈ Cn×n, the results for involutory
matrices can be transferred easily to skew-involutory ones.
We will also consider the SVD of coninvolutory matrices, that is of ma-
trices A ∈ Cn×n which satisfy AA = In, see, e.g., [5]. As involutory matrices,
coninvolutory are nonsingular and have n positive singular values. Moreover,
the singular values appear in pairs (σ, 1
σ
) or are 1, see [4]. Similar to the case
of involutory matrices, we can give a relation between the matrices U and V
in the SVD UΣV of A in the form U = V T. TΣ is a complex coninvolutory
matrix consimilar1 to A and consimilar to the identity. Similar observations
have been given in [5]. Some of our findings also follow from [6, Theorem
7.1], see Section 4.
Skew-coninvolutory matrices A ∈ C2n×2n, that is, AA = −I2n, have been
studied in [1]. Here we will briefly state how with our approach findings on the
SVD of skew-coninvolutory matrices given in [1] can easily be rediscovered.
Our goal is to round off the picture drawn in the literature about the
singular value decomposition of the four classes of matrices considered here.
In particular we would like to make visible the relation between the singular
vectors belonging to reciprocal pairs of singular values in the form of the
matrix T.
The SVD of involutory matrices is treated at length in Section 2. In
Section 3 we make immediate use of the results in Section 2 in order to discuss
the SVD of skew-involutory matrices. Section 4 deals with coninvolutory
matrices. Finally, the SVD of skew-coninvolutory matrices is discussed in
Section 5.
1Two matrices A and B ∈ Cn×n are said to be consimilar if there exists a nonsingular
matrix S ∈ Cn×n such that A = SBS−1, [5].
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2. Involutory matrices
Let A ∈ Cn×n be involutory, that is, A2 = In holds. Thus, A = A−1.
Symmetric permutation matrices and Hermitian unitary matrices are simple
examples of involutory matrices. Nontrivial examples of involutory matrices
can be found in [3, Page 165, 166, 170]. The spectrum of any involutory
matrix can have at most two elements, λ(A) ⊂ {1,−1} as from Ax = λx for
x ∈ Cn\0 it follows that A2x = λAx which gives x = λ2x.
The SVD of involutory matrices has already been considered in [7]. In
particular, the following theorem is given.
Theorem 1. Let A ∈ Cn×n be an involutory matrix. Then B1 = 12(In − A)
and B2 =
1
2
(In+A) are idempotent, that is, B
2
i = Bi, i = 1, 2. Assume that A
has r ≤ n
2
eigenvalues −1 and n−r eigenvalues +1 (or r ≤ n
2
eigenvalues +1
and n−r eigenvalues −1). Then B1 (B2) is of rank r and can be decomposed
as B1 = QW
H (B2 = QW
H) where Q,W ∈ Cn×r have r linear independent
columns. Moreover, WHW − I is at least positive semidefinite. There are
n − 2r singular values of A equal to 1, r singular values which are equal to
the eigenvalues of the matrix (WHW )
1
2 +(WHW−In) 12 and r singular values
which are the reciprocal of these.
Thus, in [7] it was noted that the singular values of an involutory matrix
A may be 1 or may appear in pairs (σ, 1
σ
). Moreover, the minimal number of
singular values 1 is given by 2n−r where r ≤ n
2
denotes the number of eigen-
values −1 of A or the number of eigenvalues +1 of A, whichever is smallest.
Further, in [7] it is said ”that the singular values 6= 1 of the involutory matrix
A are the roots of” (WHW )
1
2+(WHW−In) 12 (and (WHW ) 12−(WHW−In) 12 ).
This does not imply that the matrix (WHW )
1
2 +(WHW − In) 12 does not ha-
ve eigenvalues equal to +1. This can be illustrated by A = diag(+1,−1,−1)
with one eigenvalue +1 and two eigenvalues −1. Hence, in Theorem 1, r = 1
and there is (at least) one singular value 1, as n− 2r = 1. For the other two
singular values, the matrix B2 =
1
2
(In + A) = QW
T with Q = [1, 0, 0]T and
W T = [1, 0, 0] and the 1 × 1 matrix (W TW ) 12 + (W TW − In) 12 = 1 needs
to be considered. Obviously, W has the eigenvalue +1 which, according to
Theorem 1 is a singular value of A. Moreover, its reciprocal has to be a sin-
gular value. Hence, A has three singular values 1, two appearing as a pair
(σ, 1
σ
) = (1, 1) and a ’single’ one.
In the following discussion we will see that apart from the pairing of the
singular values, there is even more structure in the SVD of an involutory
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matrix by taking a closer look at U and V. This will highlight the difference
between the two types of singular values 1 (pairs of singular values (1, 1) and
single singular values 1).
Let (u, v, σ) be a singular triplet of A, that is, let Av = σu hold. This is
equivalent to v = σA−1u = σAu and further to Au = 1
σ
v. Thus, the singular
triplet (u, v, σ) of A is always accompanied by the singular triplet (v, u, 1
σ
) of
A. In case σ = 1, this may collapse into a single triplet if u = v or u = −v.
This allows for three cases:
1. In case u = v, we have a single singular value 1 with the triplet (u, u, 1).
In this case, it follows immediately that A has an eigenvalue 1, as we
have Au = u.
2. In case u = −v, we have a single singular value 1 with the triplet
(u,−u, 1) (or the triplet (−u, u, 1),). In this case, it follows immediately
that A has an eigenvalue −1, as we have Au = −u.
3. In case u 6= ±v, we have a pair (1, 1) of singular values associated with
the two triplets (u, v, 1) and (v, u, 1).
Therefore, singular values σ > 1 will appear in pairs (σ, 1
σ
), while a singular
value σ = 1 may appear in a pair in the sense that there are two triplets
(u, v, 1) and (v, u, 1) or it may appear by itself as a triplet (u,±u, 1). It follows
immediately, that an involutory matrix A of odd size n must have at least
one singular value 1.
Clearly, due to the nonuniqueness of the SVD, no every SVD of A has to
display the pairing of the singular values identified above. But every SVD of
A can be easily modified so that this can be read off. Let us consider a small
example first.
Example 2. Consider the involutory, Hermitian and unitary matrix
A =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ∈ R4×4.
One possible SVD of A is given by A = U˜ΣV˜ T with
U˜ =

1√
2
√
3
2
√
2
1
2
√
2
0
0 −1
2
√
3
2
0
− 1√
2
√
3
2
√
2
1
2
√
2
0
0 0 0 1
 , Σ = I4, V˜ =

1√
2
√
3
2
√
2
1
2
√
2
0
− 1√
2
√
3
2
√
2
1
2
√
2
0
0 −1
2
√
3
2
0
0 0 0 1
 .
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We have Av˜1 = u˜1, Av˜2 = u˜2, Av˜3 = u˜3, and Av˜4 = Ae4 = e4 = u˜4. It can
be seen immediately that there is the singular triplet (1, e4, e4). Thus, there
needs to be at least one other singular triplet of this type, but it can not be
seen straightaway whether the other two singular values 1 correspond to a
pair of singular values with connected singular vectors or not. Please note
that U˜ = UW, V˜ = VW holds for
U = A =
[
e1, e3, e2, e4
]
, V = I4 =
[
e1, e2, e3, e4
]
, W = V˜ .
Thus A = UΣV H is another SVD of A with
Ae1 = e1, Ae2 = e3, Ae3 = e2, Ae4 = e4.
Hence, there is one singular value which is part of the two related triplets
(e2, e3, 1) and (e3, e2, 1) and two singular values which have no partner as
their triplets are (e1, e1, 1) and (e4, e4, 1). In a similar way, any other SVD
of A can be modified in order to display the structure of the singular values
and vectors.
Assume that an SVD A = UΣV H is given where the singular values are
ordered such that σ1 ≥ σ2 ≥ · · · ≥ σn > 0. Let us first assume that σ1 > σ2.
Then σn−1 = 1σ2 > σn =
1
σ1
. Moreover, Av1 = σ1u1 and Avn = σnun =
1
σ1
un,
or, equivalently, Av1 = σ1u1 and Aun = σ1vn. Due to the essential uniqueness
of singular vectors of singular values with multiplicity 1, it follows that un =
v1e
ıα1 and vn = u1e
ıα1 for some α1. Modifying U and V to
U˜ := [u1 | u2 · · · un−1 | v1]
V˜ := [v1 | v2 · · · vn−1 | u1]
yields unitary matrices U˜ and V˜ such that A = U˜ΣV˜ H is a valid SVD
displaying the pairing for the singular value σ1. In this fashion all singular
values > 1 of multiplicity 1 can be treated.
Next let us assume that σ1 = σ2 = · · · = σℓ > σℓ+1. Then σn−ℓ = 1σℓ+1 >
σn−ℓ+1 = · · · = σn = 1σ1 . Due to our observation concerning the singular
vectors of pairs of singular values (σ, 1
σ
) and the essential uniqueness of the
SVD (1.2), it follows that
[un−ℓ+1 · · · un−1 un] = [vℓ · · · v2 v1]W1
[vn−ℓ+1 · · · vn−1 vn] = [uℓ · · · u2 u1]W1
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for some unitary ℓ× ℓ matrix W1. Modifying U and V to
U˜ := [u1 u2 · · · uℓ | uℓ+1 · · · un−ℓ | vℓ · · · v2 v1]
V˜ := [v1 v2 · · · vℓ | vℓ+1 · · · vn−ℓ | uℓ · · · u2 u1]
yields unitary matrices U˜ and V˜ such that A = U˜ΣV˜ H is a valid SVD
displaying the pairing for the singular value σ1 = σ2 = · · · = σℓ. In this
fashion all singular values > 1 of multiplicity > 1 can be treated.
Finally we need to consider the singular values 1. Similar as before, we
can modify the columns of U and V so that the relation between the singular
vectors becomes apparent.
This gives rise to the following theorem.
Theorem 3 (SVD of an involutory matrix). Let A ∈ Cn×n be involutory.
Assume that A has ν singular values σ1 ≥ · · · ≥ σν > 1. These singular
values appear in pairs (σj ,
1
σj
) associated with the singular triplets (uj, vj, σj)
and (vj , uj,
1
σj
), j = 1, . . . , ν. Assume further that A has µ singular values 1
which appear in pairs (1, 1) associated with the singular triplets (u˜j, v˜j, 1) and
(v˜j, u˜j, 1), j = 1, . . . , µ. Finally, assume that A has k = n − 2ν − 2µ single
singular values 1 associated with the singular triplet (uˆj,±uˆj, 1), j = 1, . . . , k.
Thus the SVD of A is given by
Σ =

S
Iµ
Iδ
S−1
Iµ
Iη

with S = diag(σ1, . . . , σν) and
U = [u1, . . . , uν, u˜1, . . . , u˜µ, uˆ1, . . . , uˆδ,
v1, . . . , vν , v˜1, . . . , v˜µ, uˆδ+1, . . . , uˆη+δ] ,
V = [v1, . . . , vν , v˜1, . . . , v˜µ,±uˆ1, . . . ,±uˆδ,
u1, . . . , uν, u˜1, . . . , u˜µ,±uˆδ+1, . . . ,±uˆη+δ] ,
where ν + µ+ η = m and
δ =
{
η if n = 2m
η + 1 if n = 2m+ 1
.
In particular, the signs do not need to be equal for all uˆj, j = 1, . . . , δ + η.
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For U and V from Theorem 3 we have
U = V

0 0 0 Iν 0 0
0 0 0 0 Iµ 0
0 0 Dδ 0 0 0
Iν 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 0 0 0 Eη
 = V

0 0 Iν+µ 0
0 Dδ 0 0
Iν+µ 0 0 0
0 0 0 Eη
 = V T (2.1)
where Dδ ∈ Rδ×δ, Eη ∈ Rη×η denote diagonal matrices with ±1 on the dia-
gonal. The particular choice depends on the sign choice in the sequence ±uˆj
in V in Theorem 3. Clearly, Dδ and Eη as well as T are involutory.
Thus we have
A = UΣV H = V TΣV H = V

0 0 0 S−1 0 0
0 0 0 0 Iµ 0
0 0 Dδ 0 0 0
S 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 0 0 0 Eη
V
H . (2.2)
In other words, A is unitarily similar to the real involutory matrix TΣ. This
canonical form is the most condensed involutory matrix unitarily similar to
A. All relevant information concerning the singular values and the eigenvalues
of A can be read off of TΣ.
Making use of the fact that all diagonal elements of S are positive, we
can rewrite S as S = S
1
2S
1
2 with S
1
2 = diag(
√
σ1,
√
σ2, . . . ,
√
σν). Thus
A = V

S−
1
2 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 Iδ 0 0 0
0 0 0 S
1
2 0 0
0 0 0 0 Iµ 0
0 0 0 0 0 Iη
T

S
1
2 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 Iδ 0 0 0
0 0 0 S−
1
2 0 0
0 0 0 0 Iµ 0
0 0 0 0 0 Iη
V
H
=: ZTZ−1.
Hence, A and T are similar matrices and their eigenvalues are identical.
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Taking a closer look at T, we immediately see that T is similar to
PTP T =

−Iν+µ 0 0 0
0 Iν+µ 0 0
0 0 Dδ 0
0 0 0 Eη
 (2.3)
with the orthogonal matrix
P =

1√
2
Iν+µ 0 − 1√2Iν+µ 0
1√
2
Iν+µ 0
1√
2
Iν+µ 0
0 Iδ 0 0
0 0 0 Iη
 .
Assume that there are η1 positive and η2 negative signs in the sequence ±uˆj
in V, j = 1, . . . , δ+η = η1+η2. Then diag(Dδ, Eη) is similar to diag(Iη1 ,−Iη2).
It is straightforward to see that
det(T − λIn) = (λ+ 1)ν+µ(λ− 1)ν+µ(λ− 1)η1(λ+ 1)η2 .
Each pair of singular triplets (u, v, σ) and (v, u, 1
σ
) (including those with
σ = 1) corresponds to a pair of eigenvalues (+1,−1). A single singular triplet
(u,±u, 1) corresponds to an eigenvalue +1 or −1 depending on the sign in
(u,±u, 1). Our findings are summarized in the following corollary.
Corollary 4 (Canonical Form, Eigendecomposition). Let A ∈ Cn×n be invo-
lutory. Let A = UΣV H be the SVD of A. Assume that A has ν singular values
> 1, µ singular values 1 which appear in pairs (1, 1), η1 single singular values
1 associated with the singular triplet (uˆj, uˆj, 1) and η2 single singular values
1 associated with the singular triplet (uˆj,−uˆj, 1). Here η1+η2 = δ+η for δ, η
as in Theorem 3. Then A is unitarily similar to the real involutory matrix
TΣ as in (2.2) and diagonalizable to diag(−Iν+µ+η2 , Iν+µ+η1), see (2.3).
Remark 5. If A is involutory, then B = 1
2
(I ± A) is idempotent, B2 = B.
This has been used in [7], see Theorem 1. Using (2.2) we obtain for B that
B = 1
2
(I ± V TΣV H) = 1
2
V (I ± TΣ)V H = 1
2
V T (T ± Σ)V H holds as T is
involutory. We can easily construct an SVD of T ± Σ,
T ± Σ =

±S 0 0 Iν 0 0
0 ±Iµ 0 0 Iµ 0
0 0 Dδ ± Iδ 0 0 0
Iν 0 0 ±S−1 0 0
0 Iµ 0 0 ±Iµ 0
0 0 0 0 0 Eη ± Iη
 .
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First permute T ± Σ with
P1 =

Iν 0 0 0 0 0
0 0 Iµ 0 0 0
0 0 0 0 Iδ 0
0 Iν 0 0 0 0
0 0 0 Iµ 0 0
0 0 0 0 0 Iη

such that
P T1 (T ± Σ)P1 =

±S Iν 0 0 0 0
Iν ±S−1 0 0 0 0
0 0 ±Iµ Iµ 0 0
0 0 Iµ ±Iµ 0 0
0 0 0 0 Dδ ± Iδ 0
0 0 0 0 0 Eη ± Iη
 .
Next permute the blocks
[ ±S Iν
Iν ±S−1
]
and
[
±Iµ Iµ
Iµ ±Iµ
]
to block diagonal form S˜ =
diag
([ ±σ1 1
1 ±σ−1
1
]
, . . . ,
[
±σν 1
1 ±σ−1ν
])
and I˜ = diag
([ ±1 1
1 ±1
]
, . . . ,
[ ±1 1
1 ±1
])
. Let
P2 be the corresponding permutation matrix such that
P T2 P
T
1 (T ± Σ)P1P2 =

S˜ 0 0 0
0 I˜ 0 0
0 0 Dδ ± Iδ 0
0 0 0 Eη ± Iη

is block diagonal with 1×1 and 2×2 diagonal blocks. The 2×2 blocks are real
symmetric and can be diagonalized by an orthogonal similarity transformation[±σ 1
1 ±σ−1
]
=
[
c s
−s c
] [±(σ + σ−1) 0
0 0
] [
c −s
s c
]
,
with c =
√
σ
σ+σ−1
and s = c
σ
. Let X be the orthogonal matrix which diagona-
lizes P T2 P
T
1 (T ± Σ)P1P2,
XTP T2 P
T
1 (T ± Σ)P1P2X =

±Ŝ 0 0 0
0 ±Î 0 0
0 0 Dδ ± Iδ 0
0 0 0 Eη ± Iη

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with Ŝ = diag(σ1 + σ
−1
1 , 0, . . . , σν + σ
−1
ν , 0) and Î = diag(2, 0, . . . , 2, 0). This
gives an SVD of T ±Σ and thus of B. In case B = 1
2
(I+A) has been chosen,
we have
T + Σ = P1P2X diag(Ŝ, Î , Dδ + Iδ, Eη + Iη)X
TP T2 P
T
1 ,
and
B = V TP1P2X︸ ︷︷ ︸
unitary
diag(
1
2
Ŝ,
1
2
Î ,
1
2
(Dδ + Iδ),
1
2
(Eη + Iη))︸ ︷︷ ︸
nonnegative diagonal
XTP T2 P
T
1 V
H︸ ︷︷ ︸
unitary
.
In case B = 1
2
(I − A) has been chosen, we need to take care of the minus
sign in front of Ŝ and Î
T − Σ = P1P2X diag(−Ŝ,−Î , Dδ − Iδ, Eη − Iη)XTP T2 P T1
= P1P2X diag(Ŝ, Î, Dδ − Iδ, Eη − Iη)Y TP T2 P T1
with Y = −X. The SVD of B is immediate.
Hence, if A has pairs of singular values (σ, σ−1) and (1, 1), then B has
pairs of singular values (σ+σ
−1
2
, 0) and (1, 0). Moreover, Dδ ± Iδ and Eη ± Iη
give singular values 1 or 0.
Before we turn our attention to the skew-involutory case, we would like
to point out that most of our observations given in this section also follow
from [6, Theorem 7.2]. For the ease of the reader, this theorem is stated next.
Theorem 6. Let A ∈ Cn×n. If A2 is normal, then A is unitarily H-congruent2
to a direct sum of blocks, each of which is
[λ] or τ
[
0 1
µ 0
]
, τ ∈ R, λ, µ ∈ C, τ > 0, and |µ| < 1. (2.4)
This direct sum is uniquely determined by A, up to permutation of its blocks.
Conversely, if A is unitarily H-congruent to a direct sum of blocks of the
form (2.4), then A2 is normal.
2Two matrices A and B ∈ Cn×n are said to be H-congruent if there exists a nonsingular
matrix S ∈ Cn×n such that A = SBSH . Thus, two unitarily H-congruent matrices are
unitarily similar.
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In case A2 = I, Theorem 6 gives for the 1× 1 blocks that λ = ±1 has to
hold. For the 2 × 2 blocks it follows τ 2µ = 1. Thus, µ ∈ (0, 1) and τµ = 1
τ
.
Let U ∈ Cn×n be the unitary matrix which transforms the involutory matrix
A as described in Theorem 6 ;
UHAU =
( n1⊕
i=1
[λi]
)⊕( n2⊕
j=1
τj
[
0 1
µj 0
])
, (2.5)
with τj , µj ∈ R, λj ∈ {+1,−1}, τj > 0, µj ∈ (0, 1) and τjµj = 1τj . Clearly,
τj 6= 1 as µj 6= 1.
The unitary H-congruence of A as in (2.5) can be modified into an SVD.
For any 1 × 1 block [λi], the corresponding singular value is 1. At the same
time, any 1 × 1 block [λi] represent an eigenvalue of A. An eigenvector ui
corresponding to λi can be read off of U ;Aui = λiui. This eigenvector ui will
serve as the corresponding right singular vector. The left singular vector will
be chosen as ui in case the λi = 1 and as −ui in case λi = −1. The SVD of
a 2× 2 block is given by
τ
[
0 1
µ 0
]
= I2
[
τ 0
0 τµ
] [
0 1
1 0
]
=WΣZH .
Thus, as τµ = 1
τ
and µ ∈ (0, 1) holds, the singular values τ > 1 appear in
pairs (τ, 1
τ
). There are columns v, w from U such that
A[v w] = [v w]τ
[
0 1
µ 0
]
= [v w]ΣZH .
This gives
A[w v] = [v w]
[
τ 0
0 1
τ
]
.
Hence, singular values τ > 1 appear in pairs (τ, 1
τ
) and are associated with
the singular triplets (v, w, τ) and (w, v, 1
τ
). The fact that singular values 1
can also appear in pairs (1, 1) with singular triplets in the form (u, v, 1) and
(v, u, 1) does not follow from Theorem 6.
The unitary H-congruence of A can also be modified into an eigende-
composition. The 1 × 1 blocks represent eigenvalues of A, a corresponding
eigenvector can be read off of U. The eigenvalues of the 2× 2 blocks are +1
and −1. Each 2 × 2 block can be diagonalized by a unitary matrix. Thus,
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Theorem 6 yields that any involutory matrix is unitarily diagonalizable to
diag(−In11+n2 ,+In12+n2). Here, it is assumed that there are n2 2 × 2 blocks
and n1 = n−2n2 1×1 blocks with n11 blocks [−1] and n12 blocks [+1]. Com-
paring this result to our one in Corollary 4 we see that ν = n2, µ+ η2 = n11
and µ+ η1 = n12.
3. Skew-involutory matrices
Any skew-involutory matrix A ∈ Cn×n can be expressed as A = ıC with
an involutory matrix C ∈ Cn×n. Thus we can immediately make use of the
results from Section 2. As for the spectrum of an involutory matrix C we
have λ(C) ⊂ {1,−1}, it follows that λ(A) ⊂ {ı,−ı} holds. Moreover, if the
singular value decomposition of C is given by C = UΣV H with U,Σ, V as in
Theorem 3, then A = UΣ(ıV H) is an SVD of A.
In particular, it holds that any singular value σ > 1 of A appears as a
pair (σ, 1
σ
). The singular triplet (u, v, σ) of A is always accompanied by the
singular triplet (−v, u, 1
σ
) of A. In case σ = 1, this may collapse into a single
triplet if u = ıv or u = −ıv. Thus, the SVD of A can be given as in Theorem
3 where V is modified such that
V = [v1, . . . , vν , v˜1, . . . , v˜µ,±ıuˆ1, . . . ,±ıuˆδ,
−u1, . . . ,−uν ,−u˜1, . . . ,−u˜µ,±ıuˆδ+1, . . . ,±ıuˆη+δ] .
Similar to before, U and V are closely connected
U = V

0 0 −Iν+µ 0
0 ıDδ 0 0
Iν+µ 0 0 0
0 0 0 ıEη
 = V T.
Hence, we have
A = UΣV H = V TΣV H = V

0 0 0 −S−1 0 0
0 0 0 0 −Iµ 0
0 0 ıDδ 0 0 0
S 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 0 0 0 ıEη
V
H .
In other words, A is unitarily similar to the complex skew-involutory matrix
TΣ which reveals all relevant information about the singular values and the
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eigenvalues of A. Moreover, A is diagonalizable to diag(−ıIν+µ+η2 , ıIν+µ+η1)
with η1, η2 as in Corollary 4.
Please note, that Theorem 6 holds for skew-involutory matrices. Similar
comments as those given at the end of Section 2 hold here.
4. Coninvolutory matrices
For any coninvolutory matrix A ∈ Cn×n we have A−1 = A as AA = In.
Any coninvolutory matrix can be expressed as A = eıR for R ∈ Rn×n, see,
e.g., [4]. Any real coninvolutory matrix is also involutory. Since A−1 = A, the
singular values of A are either 1 or pairs σ, 1
σ
. Moreover, any coninvolutory
matrix is condiagonalisable3, see, e.g., [5, Chapter 4.6].
Let (u, v, σ) be singular triplet of a coninvolutory matrix A, that is, let
Av = σu hold. This is equivalent to v = σA
−1
u = σAu and further to
Au = 1
σ
v. Thus, the singular triplet (u, v, σ) of A is always accompanied by
the singular triplet (v, u, 1
σ
) of A. In case σ = 1, this may collapse into a
single triplet if v = eıαu for a real scalar α ∈ [0, 2π] (as −eıα = eı(α+π), there
is no need to consider v = −eıαu). The case σ = 1, v = eıαu implies that A
has a coneigenvalue e−ıα as Au = e−ıαu holds4. It follows immediately, that
coninvolutory matrix A of odd size n must have a singular value 1.
This gives rise the following theorem.
Theorem 7. Let A ∈ Cn×n be coninvolutory. Assume that A has ν singular
values σ1 ≥ · · · ≥ σν > 1. These singular values appear in pairs (σj , 1σj ) asso-
ciated with the singular triplets (uj, vj, σj) and (vj, uj ,
1
σj
), j = 1, . . . , ν. Assu-
me further that A has µ singular values 1 which appear in pairs (1, 1) associa-
ted with the singular triplets (uν+j, vν+j, 1) and (vν+j , uν+j, 1), j = 1, . . . , µ.
Then A has k = n− 2ν − 2µ = δ + η single singular values 1 associated with
the singular triplet (uν+µ+j, e
ıαjuν+µ+j , 1), j = 1, . . . , k.
3 A ∈ Cn×n is said to be condiagonalizable if there exists a nonsingular matrix S ∈
Cn×n such that D = S−1AS is diagonal [5].
4A nonzero vector x ∈ Cn such that Ax = λx for some λ ∈ C is said to be an
coneigenvector of A; the scalar λ is an coneigenvalue of A, [5].
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Thus the SVD of A is given by
Σ =

S
Iµ
Iδ
S−1
Iµ
Iη

with S = diag(σ1, . . . , σν) and
U = [u1, . . . , uν , uν+1, . . . , uν+µ, uν+µ+1, . . . , uν+µ+δ,
v1, . . . , vν , vν+1, . . . , vν+µ, uν+µ+δ+1, . . . , uν+µ+δ+η] ,
V = [v1, . . . , vν , vν+1, . . . , vν+µ, e
ıα1uν+µ+1, . . . , e
ıαδuν+µ+δ,
u1, . . . , uν , uν+1, . . . , uν+µ, e
ıαδ+1uν+µ+δ+1, . . . , e
ıαδ+ηuν+µ+δ+η]
where ν + µ+ η = m and
δ =
{
η if n = 2m
η + 1 if n = 2m+ 1
.
For U and V from Theorem 7 we have U = V T
U = V

0 0 Iν+µ 0
0 Dδ 0 0
Iν+µ 0 0 0
0 0 0 Eη
 = V T (4.1)
with the unitary and coninvolutory diagonal matrices
Dδ = diag(e
ıα1 , . . . , eıαδ),
Eη = diag(e
ıαδ+1 , . . . , eıαδ+η).
Thus we have A = UΣV H = V TΣV H with
TΣ =

0 0 0 S−1 0 0
0 0 0 0 Iµ 0
0 0 Dδ 0 0 0
S 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 0 0 0 Eη
 . (4.2)
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In other words, A is unitarily consimilar to the complex coninvolutory matrix
TΣ. A similar statement is given in [5, Exercise 4.6P27] (just write Dδ and
Eη as a product of their square roots and move the square roots into V and
V H).
As in Section 2 we obtain
A = V

S−
1
2 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 Iδ 0 0 0
0 0 0 S
1
2 0 0
0 0 0 0 Iµ 0
0 0 0 0 0 Iη
T

S
1
2 0 0 0 0 0
0 Iµ 0 0 0 0
0 0 Iδ 0 0 0
0 0 0 S−
1
2 0 0
0 0 0 0 Iµ 0
0 0 0 0 0 Iη
V
H
=: ZTZ−1.
Hence, A and T are consimilar matrices and their coneigenvalues are identi-
cal. Taking a closer look at T, we immediately see that T is unitarily consi-
milar to the identity
PTP T =

Iν+µ 0 0 0
0 Iδ 0 0
0 0 Iν+µ 0
0 0 0 Iη

with the unitary matrix
P =

1√
2
Iν+µ 0
1√
2
Iν+µ 0
0 D
− 1
2
δ 0 0
− ı√
2
Iν+µ 0
ı√
2
Iν+µ 0
0 0 0 E
− 1
2
η
 .
Thus, all coneigenvalues of a coninvolutory matrix are +1. This has already
been observed in [5, Theorem 4.6.9].
The following corollary summarizes our findings.
Corollary 8 (Canonical Form, Coneigendecomposition). Let A ∈ Cn×n be
coninvolutory. Then A is unitarily consimilar to the coninvolutory matrix
TΣ as in (4.2) and consimilar to the identity.
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Before we turn our attention to the skew-coninvolutory case, we would
like to point out that most of our observations given in this section also follow
easily from [6, Theorem 7.1]. For the ease of the reader, this theorem is stated
next.
Theorem 9. Let A ∈ Cn×n. If AA is normal, then A is unitarily congruent
to a direct sum of blocks, each of which is
[λ] or τ
[
0 1
µ 0
]
, λ, τ ∈ R, λ ≥ 0, τ > 0, µ ∈ C, and µ 6= 1. (4.3)
This direct sum is uniquely determined by A up to permutation of its blocks
and replacement of any nonzero parameter µ by µ−1 with a corresponding
replacement of τ by τ |µ|. Conversely, if A is unitarily congruent to a direct
sum of blocks of the form (4.3), then AA is normal.
In case AA = I, Theorem 9 gives for the 1 × 1 blocks that λ = ±1 has
to hold. For the 2× 2 blocks it follows τ 2µ = 1 and τ 2µ = 1. Thus, as µ 6= 1
we have τ 6= 1. Analogous to the discussion at the end of Section 2 part of
our findings, in particular the pairing (τ, 1
τ
) of the singular values τ > 1 and
the relation of the corresponding singular vectors, follows from this; see also
[6, Corollary 8.4]. The fact, that singular values 1 may also appear in pairs
(1, 1) with related singular triplets does not follow from Theorem 9.
5. Skew-coninvolutory matrices
For any skew-coninvolutory matrix A ∈ Cm×m we have A−1 = −A as
AA = −Im. Skew-coninvolutory matrices exist only for even m, as detAA
is nonnegative for any A ∈ Cm×m. Properties and canonical forms of skew-
coninvolutory matrices have been analyzed in detail in [1].
From A = UΣV H we see that A−1 = V Σ−1UH = −UΣV T . Thus, the
singular values appear in pairs σ, 1
σ
(see [1, Proposition 5]) and the singular
triplet (u, v, σ) of A is always accompanied by the singular triplet (−v, u, 1
σ
)
of A. There is no need to consider singular values σ = 1 separately, as their
singular vectors do not satisfy any additional condition. This gives rise to
the following theorem.
Theorem 10. Let A ∈ C2n×2n be skew-coninvolutory. A has n singular values
σ1 ≥ · · · ≥ σn ≥ 1. These singular values appear in pairs (σj, 1σj ) associated
with the singular triplets (uj, vj, σj) and (−vj , uj, 1σj ), j = 1, . . . , n.
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Thus the SVD of A is given by
Σ =
[
S 0
0 S−1
]
with S = diag(σ1, . . . , σn) and
U =
[
u1, . . . , un,−v1, . . . ,−vn
]
,
V =
[
v1, . . . , vn, u1, . . . , un
]
.
For U and V from Theorem 10 we have U = −V Jn with Jn =
[
0 In
−In 0
]
.
Thus we have A = UΣV H = −V JnΣV H . Any skew-coninvolutory matrix
is unitarily consimilar to the elementary skew-coninvolutory matrix −JnΣ.
Observe
JnΣ =
[
0 S−1
−S 0
]
=
[
S−
1
2 0
0 S
1
2
]
Jn
[
S
1
2 0
0 S−
1
2
]
, (5.1)
(see [1, Theorem 12]). Let Z = V
[
S−
1
2 0
0 S
1
2
]
. Thus A = −ZJnZ−1 and −Jn
are consimilar matrices (see [1, Theorem 13]).
In summary, we have the following corollary.
Corollary 11 (Canonical Form, Consimilarity). Let A ∈ C2n×2n be skew-
coninvolutory. Then A is unitarily consimilar to the skew-coninvolutory ma-
trix −JnΣ as in (5.1) and consimilar to −Jn.
Please note, that Theorem 9 holds for skew-coninvolutory matrices. Si-
milar comments as those given at the end of Section 4 hold here, see also [6,
Theorem 8.3].
6. Concluding remarks
We have described the SVD of (skew-)involutory and (skew-)coninvolutory
matrices in detail. In order to do so we made use of the fact that for any
matrix in one of the four classes of matrices the singular values σ > 1 appear
in pairs (σ, 1
σ
), while singular values σ = 1 may appear in pairs or by them-
selves. As the singular vectors of pairs of singular values are closely related,
the SVD reveals all relevant information also about the eigenvalues and ei-
genvectors. Some of our findings are new, some are rediscoveries of known
results.
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