Supersonic retropropulsion (SRP) has been proposed as a candidate enabling technology for future high-mass Mars missions. Fast, automated, and robust computations are useful for investigating the preliminary design space and are necessary for eventual optimization of such a system. This paper examines the prediction capability of a steady Cartesian Euler solver with adjoint-based adaptive mesh refinement when applied to SRP flows. Comparisons to several wind tunnel data sets and related Navier-Stokes simulations are made, concentrating on central (1-nozzle) and peripheral (3-and 4-nozzle) configurations at Mach numbers from 3.48 to 4.60, angles of attack ranging from 0
I. Introduction
W ith sample-return and manned missions on the horizon for Mars exploration, the ability to decelerate high-mass systems upon arrival at a planet's surface has become a research priority. Mars' thin atmosphere necessitates the use of entry, descent, and landing (EDL) systems to aid in deceleration to sufficiently low terminal descent velocities.
1, 2 Supersonic retropropulsion (SRP), the use of propulsive deceleration during the supersonic portion of entry ( Fig. 1) , is currently being developed to address the challenge of an orders-of-magnitude increase in landed mass capability required for future Mars exploration. 3 
Supersonic Retropropulsion (SRP) Development
The use of retropropulsive jets in a supersonic freestream as a means of atmospheric deceleration is a relatively new field. Several historic works from the Viking mission era proposed the concept and completed Viking Orbiter Raw Image Archive experimental work leading to a preliminary understanding of SRP flow physics. [4] [5] [6] [7] [8] [9] [10] [11] More recently, studies on aerospike-like 12 single, opposing jets for the purpose of drag reduction and amelioration of surface heating have contributed SRP data in the form of CFD results [13] [14] [15] [16] [17] based on historic experimental work. [18] [19] [20] A survey of these early efforts is given in Ref. 21 . Recently resurfacing as an atmospheric deceleration technique, 1, 2, 22-25 supersonic retropropulsion is featured in four of eight potential high-mass NASA EDL architectures, 26 establishing the need for SRP technology advancement.
SRP development will rely heavily on CFD capabilities for initial exploratory studies of the design space, database completion based on Mars conditions, and performing specific aerodynamic and aerothermal calculations.
3 CFD capabilities are currently being matured through a series of validation studies, establishing best practices for SRP flow field prediction. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] These preliminary CFD solutions are anchored to both wind tunnel testing completely specifically Figure 2 illustrates relevant physical features of SRP flows. The color scheme for the Mach contours is chosen to aid in comprehension, with white representing sonic conditions, reds representing supersonic conditions, and blues representing subsonic conditions. Complex flow physics result from the retropropulsive jet flowing counter to a supersonic freestream. 19, 20, 29, 43, 44 The subsonic interface region between these opposing flows forces deceleration of the jet, here depicted through a Mach disk. Similarly, the freestream flow experiences a bow shock as it encounters the effective body consisting of the capsule and jet. The interface between the jet and freestream flows is better portrayed in a plot of stagnation temperature (Fig. 3) ; since stagnation temperature remains constant across shocks and expansions, the freestream and jet flows can be differentiated. Streamlines show the turning of the subsonic flow at the interface. A shear layer forms due to the recirculation region behind the large plume, re-acceleration of the flow occurs through an expansion aft of the shoulder, and the sting then induces an oblique shock. The oblique portion of the primary bow shock experiences a shock reflection at the tunnel wall in the upper section of Fig. 2 .
With such rich physics, SRP flows also include viscous effects such as turbulent mixing and boundary layers. Viscous stresses are high in the free shear-layers bounding the jet, and as instabilities in these shearlayers grow, turbulent mixing develops and can dissipate the jet. 45, 46 Accurate eddy-viscosity predictions of free shear-layers remain a challenge for modern turbulence models. Within the nozzle and along the body, boundary-layers are generally thin and inviscid physics tend to dominate these flows. However, prediction of some characteristics such as strong thermal gradients require viscous calculations. This work compares inviscid solutions against experimental results and viscous numerical solutions to evaluate the utility of inviscid methods for predicting SRP flows.
II. Approach
The validation studies in this paper employ published experimental SRP wind tunnel data and associated unsteady, viscous simulations results for comparison against the steady, inviscid simulations conducted here. This section describes these viscous methods and experimental datasets, and provides details on the inviscid method and adjoint-based mesh refinement used for the current study.
A. Computational Method
This study was accomplished using the inviscid simulations and adaptive mesh refinement of NASA's AERO (Adjoint ERor Optimization) package. This section briefly describes the Cartesian-based Euler solver and provides an overview of the adjoint-based mesh refinement module.
This method uses a parallel, multi-level Euler solver on automatically-generated Cartesian meshes with embedded, cut-cell boundaries. The basic package, developed in References 47 and 48, has recently been extended to include an adjoint-based mesh adaptation method to guide cell refinement and control discretization errors present within complex flow fields.
49-51
The spatial discretization of the Euler equations uses a cell-centered, second-order accurate, upwind finite-volume method. Solid-wall boundaries use a cut-cell approach with weak imposition of the no-flux boundary condition. Steady-state flow solutions are obtained using a five-stage Runge-Kutta scheme with local time stepping, using the flux-vector splitting approach of van Leer and multigrid convergence acceleration. 47, 48, [52] [53] [54] The solution algorithm for the adjoint equations utilizes the same parallel, multi-level framework as the base Euler solver.
49, 50
Widely used for producing aerodynamic databases in support of engineering analysis and design due to its robustness and speed, this inviscid simulation package suits the current preliminary design stage of SRP studies. [55] [56] [57] Moreover, this work focuses on simulations with strong and unfamiliar off-body flow features, making it difficult to create appropriate meshes manually. The adjoint-based mesh adaptive approach described here allows automation of the meshing process, and includes information on mesh convergence and discretization error with each simulation.
As simulation geometries and flows become more complex, the ability to create a suitable mesh a priori presents an increasing challenge. Parametric and optimization studies amplify this problem by requiring hundreds of potentially unique meshes. We address this need through use of an output-based mesh adaptation method. Following the creation of a coarse starting mesh upon which the initial flow solve is computed, a cellwise error-estimate is calculated using the method of adjoint-weighted residuals. 49, 58 The mesh is refined following a "worst things first" approach, and the process repeats until a minimum error or maximum cell count (user-selected) is reached. Mesh sizes for the SRP simulations in this study typically reach approximately 6 million cells. Further details on the adjoint-based refinement method are provided in Refs. 49-51 and 59 . In addition to the steady state runs, numerous unsteady SRP simulations have also been performed in assessing SRP flow physics. The time-accurate flow solver uses a dual-time formulation in which the core parallel multigrid solver is used to efficiently converge an inner pseudo-time iteration. 60, 61 Since cutcells within the domain could place small stability restrictions on the simulations, this formulation uses an unconditionally-stable, implicit scheme allowing timesteps to be chosen based upon physical considerations. Details of the numerical development are in Refs. 62 and 63.
B. Studies Used for Comparison
SRP studies giving both experimental and numerical data are scarce in the literature. Jarvinen and Adams 9 is one such case, and was the subject of the inviscid validation study in Ref. 27 , however discrepancies in the experimental geometry and omissions of tunnel stagnation values, when compounded with the poor quality of the Schlieren images, motivates supplemental validation studies.
The current study focuses on two different configurations. The first is a single, central-nozzle model studied in a 2007 experiment 16, 43 and used for viscous CFD validation in 2010 by the ETDD SRP-CFD working group. 28 The second is a study of both central and peripheral SRP nozzles performed in the Langley Unitary Plan Wind Tunnel (2010) with a related ongoing ETDD SRP-CFD Navier-Stokes validation study. 28, 31, 35, 37, 38, 41, 42 Comparison against these results affords an investigation of the predictive capabilities of our inviscid approach for the analysis of fundamental SRP flow physics. The inviscid computational results are compared with data from a wind tunnel study performed by Daso et al. in Refs. 43 and 16. These single-nozzle central SRP experiments were performed with the aim of studying the reduced aerothermal loads and wave drag due to the shock wave dispersion caused by the counterflowing jets. Data was taken in the Marshall Space Flight Center's trisonic wind tunnel (MSFC TWT), which has a 21in long test section with a square 14in cross-section. A 2.6% scale model (4in diam) of an Apollo-like capsule (Fig. 4 ) was tested at Mach 3.48 and Mach 4.0 freestreams with 5 different nozzle designs a , 5 jet flow rates (with air as the exhaust gas), and angles of attack ranging from −9
Experimental Dataset 1: Daso Configuration
• to 5
• .
43
The published experimental data solely consists of flow visualizations from high-quality Schlieren images and heat flux measurements -surface pressure measurements were omitted, and only a subset of the tested runs were released and discussed. The ETDD SRP-CFD working group ran a preliminary Navier-Stokes validation study at 0.5 lb m /s flowrate from the sonic nozzle with 0.5in diameter at a freestream Mach of 3.48 and 0
• angle of attack. 28 For the current study, we use the same geometry and flow conditions. The experimental run conditions used in this work are a freestream stagnation pressure and temperature of 44.92psi and 581.38R, respectively, and stagnation jet pressure and temperature of 104.30psi and 479R, respectively. of 2.4, 3.5, and 4.6 at angles of attack spanning−8
• to 20
• and C T values ranging from 0.5 to 3. The test model consisted of a 5in diameter 70
• spherecone forebody accommodating up to four 4:1 area ratio nozzles (placed on the centerline and at halfway along the forebody radius as seen in Fig. 5 ), followed by a cylindrical aftbody, bringing the model length to 10in. in the approximately square 4ft test section. Instrumentation included 167 static surface pressure ports on the model forebody and aftbody sampling over 2.5s at 10Hz, 7 Kulite pressure transducers mounted on the forebody to measure both time-averaged and unsteady surface pressures, and high-speed Schlieren images recorded at approximately 1000 frames per second.
Viscous CFD Datasets
Numerical validation is currently a focus for the ETDD SRP-CFD working group, based primarily on the Dplr, Overflow, and Fun3D CFD codes. A brief description of each is given in this section. Grid sizes for the Navier-Stokes SRP simulations in this study range from 28 million (Fun3D) to 55 million grid points (Overflow and Fun3D). Additional information on design order and grid sensitivities can be found in Ref. 38 .
The Data Parallel Line Relaxation (Dplr) code 64 is a parallel, cell-centered structured multi-block, finite-volume code which solves the Reynolds-Averaged Navier-Stokes (RANS) equations. Based on information given in Reference 28, Dplr was run time-implicit with first-order temporal accuracy and a perfect gas assumption. Euler fluxes were computed using third-order accurate modified Steger-Warming flux vector splitting, and second-order accurate viscous fluxes were calculated. Vorticitybased SST (Shear-Stress Transport) was implemented as the turbulence model with no compressibility correction.
Overflow 2 (OVERset grid FLOW solver) [65] [66] [67] [68] is an implicit RANS flow solver utilizing node-centered structured overset grids. 28 The HLLE++ numerical flux function was used for spatial terms, and the temporal terms were calculated using the Symmetric Successive Over Relaxation (SSOR) algorithm with Newton subiterations. All viscous terms were included, and several turbulence models were employed, including a strain-based SST method with and without compressibility corrections and the Spalart-Allmaras method for the Daso case, the RANS SST model subject to Wilcox's realizability constraint for the quadnozzle LaRC UPWT case, and a SST-DES hybrid model with the realizability constraint for the single-and tri-nozzle LaRC UPWT cases. 28, 31, 38, 40 Overall, the chosen scheme was formally second-order accurate in space and time.
The Fully Unstructured Navier-Stokes Three-Dimensional (Fun3D) code 69, 70 is a node-based finitevolume flow solver. For the Daso study, the Edwards' Low-Dissipation Flux Splitting Scheme (LDFSS) flux function was employed to solve the compressible RANS equations coupled to Menter's (strain-based) SST turbulence model; for the LaRC UPWT study, a vorticity-based SST turbulence model was used. Solutions in both cases were computed by driving a second-order accurate spatial residual to steady-state using a point-implicit iterative method.
28, 40

III. Results and Discussion
Examination of the inviscid numerical scheme's ability to predict complex SRP flows is accomplished in two parts. Comparisons against the the single central-nozzle Daso experiment and related results from Navier-Stokes codes are described in Section IIIA. Then, both single-and multi-nozzle SRP flows are investigated utilizing the Langley experimental data and related Navier-Stokes code comparisons in Section IIIB, which also includes an unsteady inviscid analysis of SRP flows.
A. Daso Configuration
The experimental configuration and conditions reported in Refs. 43 and 16 (described in Section IIB.1) provide a basis for evaluating numerical results. This section compares inviscid numerical results with both experimental and Navier-Stokes numerical solutions, with analysis focuses on the freestream Mach 3.48 case at 0
• angle of attack using boundary conditions for a 0.50lb m /s (C T of 0.4) jet flow rate. The Daso configuration represents one of the first validation cases completed by the ETDD SRP-CFD working group. 28, 31 The geometry was created based on the 4in diameter Apollo capsule and central 0.5in.-diameter sonic nozzle described in Sec.IIB.1, but different sting lengths were modeled between each viscous code, and nozzle geometries differed slightly: the Overflow and inviscid simulations applied boundary conditions at the converging section of the nozzle, while the Fun3D and Dplr simulations included a plenum section. Tunnel walls were included in the inviscid simulations, however the viscous simulations were all performed in free air. Domain sizes varied significantly among the viscous solvers.
The inviscid simulation was run using the adjoint-based mesh refinement method described in Sec. IIA. The initial mesh of 30,000 cells was refined in a series of automated adaptation cycles, resulting in a final mesh of 3.8 million cells (Fig. 6 ). Figure 7 examines convergence of the functional and its error-estimate, giving a strong indication of mesh convergence in the simulation. The frame at the left shows this directly with changes in the functional c decreasing as the mesh is refined. The central frame illustrates convergence of the adjoint-based estimate of the error in the functional. After the first mesh refinement, this estimate decreases steadily, indicating that the mesh refinement is systematically eliminating discretization error in the computational domain. The frame on the right shows the convergence history of drag force, depicting a slight "unsteadiness," or noise due to incomplete convergence of the residual in the last adapt cycle. c The functional is based on body drag and lift forces, in addition to pressures along a sensor at the tunnel wall to locate the bow shock away from the body. The Mach contours in Fig. 9 give a qualitative comparison between the inviscid results and data from viscous solutions obtained with Fun3D, Overflow, and Dplr; Fig. 10 illustrates flow feature locations for each numerical solution by plotting Mach number along an axial cut through the center of the nozzle. As expected, jet expansion in the plume is almost identical across the simulations despite differences in plenum geometry. The Fun3D plume solution reaches slightly lower Mach numbers, but places the Mach disk in agreement with Overflow and Dplr. The plume in the inviscid solution appears slightly larger, with a Mach disk location only slightly farther from the nozzle exit as compared to Fun3D and visibly farther as compared to Overflow. The Dplr solution showed a degree of plume unsteadiness.
28 Subsonic flow in the interface region is extremely similar for the inviscid, Overflow and Fun3D solutions. Bow shock locations show some variability: the inviscid and Fun3D solutions are extremely similar and consistent with the experimental data, and the Overflow and Dplr predictions fall on either side of this average.
Differences in the plume wake flow and shear layer are apparent in Fig. 9 . Overflow, Fun3D and the inviscid model solutions in the plume wake region appear increasingly diffuse due to different levels of dissipation. Simulations with Fun3D and Overflow predict steady flow in that region, while the Dplr simulation predicts unsteadiness, and inviscid modeling convergence indicates slight unsteadiness with non-
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Cart3D zero residuals in the shear layers. This is consistent with experimental reports of slight unsteadiness in forebody sensor readings.
16, 43
All 4 solutions exhibit a compression at the shoulder. As illustrated in Fig. 11 , capsule face pressures are extremely low due to the recirculating plume wake flow, and only increase near the shoulder at the shear layer impingement area. Following the flow through the expansion at the capsule shoulder, the viscous simulations show a thickening of the boundary layer as the static pressure drops. The flow separation locations differ depending on grid resolutions and dissipation levels. 28 As expected, no separation is triggered by the smooth geometry in the inviscid simulation; however, since pressures downstream of the shoulder drops radically in these blunt body flows, the difference in the aft flowfields have little effect on force coefficients of the model.
Variations in C P (Fig. 11 ) amongst the three viscous simulations performed by the ETDD SRP-CFD group and by the inviscid method applied for this study attest to the complexity of modeling SRP flows. We expand our study to multi-nozzle flows in the next section, using the pressure, frequency, and image-based results of the Langley UPWT experiment as a basis.
B. LaRC UPWT Configuration
Inviscid solutions of single-and multi-nozzle SRP flowfields and body pressure coefficients are compared against viscous numerical solutions (Dplr, Overflow, and Fun3D) and wind tunnel data for the LaRC UPWT configuration. The configuration and flow conditions for the 7 cases examined in this section are indicated in Table 1 , all at low C T and a freestream Mach number of 4.6. Section IIIB.1 analyzes both steady and unsteady inviscid solutions as compared to experimental and viscous numerical results, examining in depth the oscillatory behavior of a single-nozzle case and establishing the utility of a steady, inviscid code to predict SRP flow physics. Sections IIIB.2-4 then present each of the single-nozzle, tri-nozzle, and quad-nozzle cases, respectively, reporting and comparing steady inviscid, unsteady viscous, and raw e experimental data. The lower computational cost of steady, inviscid modeling is appealing for studies requiring myriad runs such as parametric studies and optimization problems which are inevitable during the development of SRP technology. In order to ascertain the modeling error in using a steady solver for predicting unsteady flows, here we analyze SRP solutions resulting from both steady and unsteady inviscid simulations. We focus on the LaRC UPWT single-nozzle 0
• angle of attack case (run 165 in Table 1 ) since this case was used as a benchmark by the ETDD SRP-CFD group for an unsteady frequency analysis.
38
The steady solution utilized the automatic, adjoint-based mesh refinement method described in Section IIA and demonstrated in Fig. 7 . The final solution was solved on a 6.5 million grid point mesh (left column of Fig. 12 ) resulting from 6 mesh adaptive cycles driving down the discretization error in the computational domain, and the total solution time was 25 core hours f . The full unsteady simulations was run using a time-accurate version of the same Cartesian Euler solver, described in Sec. IIA. Manual generation of a mesh suitable for the unsteady calculation was guided by the adjoint-based grid. A mesh refinement study for the unsteady solution resulted in a final grid size of 9 million cells (right column of Fig. 12 ). Time convergence was also established on each unsteady grid, resulting in a non-dimensional timestep of 0.002 which corresponds to a physical timestep of 12.40µs. The time accurate solution required approximately 34 times more computational effort than the steady-state run. Figure 13 illustrates the periodic unsteady, inviscid solution as sampled in four snapshots evenly spaced over a single period. In this two-dimensional centerline slice, a vortex is shed off the outer edge of the plume at (a), propagating downstream at (b) and (c) towards the forebody. The pressure disturbance at the nozzle exit (d) affects the plume expansion, enabling pressure disturbances to propagate back upstream as the jet boundary fluctuates as shown with (e)-(h). This feedback loop results in a strongly periodic three-dimensional flow, experiencing oscillations in the triple point region and the jet boundary due to this inviscid vortex ring shedding mechanism, as described. The bow shock and Mach disk show some fluctuations but maintain their basic positions as seen when comparing the images of Fig. 13 . The reduced frequency of this shedding mechanism is computed to be 13 based on wave propagation speeds in different domains of the flow, translating to 2.1kHz based on the relevant time and length scales of the problem. Figure 14 illustrates similarities in plume shapes and jet boundary locations, comparing snapshots of the flowfield from the inviscid, time-accurate solution (bottom) to instantaneous experimental Schlieren images (top). By computing a Fast Fourier Transform (FFT) of the axial force, the dominant frequency of the oscillation was measured at 2.10kHz in the inviscid, unsteady simulation, falling near the middle of the experimental reported range of 1.7 to 2.3kHz and corresponding well with the proposed inviscid mechanism. The experimental frequency result was established in Ref. 42 through post-processing of data from the forebody pressure transducers to obtain root-mean-square averaged fluctuations and a power spectral density function. 40 The experimental frequency drift is correlated with the vertical sensor location on the forebody, and is attributed to a possible 1
• angularity in the tunnel flow at a 0 • angle of attack configuration.
42
Frequency and timestep comparisons for the inviscid, viscous, and experimental data are detailed in Table 2 . Ref. 38 reports Overflow and Fun3D solution frequencies for this case at 2.1kHz as well, computed by measuring the steps per cycle of the axial force. The Dplr solution frequency was calculated through a FFT of sampled pressure at several forebody locations, beginning with a frequency of 1.8kHz, which tailed off as the oscillation in the solution eventually decayed. 38 Overall, analysis of this benchmark SRP case resulted in excellent agreement in frequencies predicted by the inviscid model, viscous simulations, and experiment. Having accurately captured the dominant unsteady, inviscid mechanism and frequency, we can examine modeling errors accrued through use of a steady, inviscid solution. In this case, unsteadiness manifests itself as unsatisfied residuals. Figure 15 depicts convergence histories of forces for the steady, inviscid method as a function of multigrid cycles in the images to the left, and force results for the unsteady, inviscid method on the right. Total axial force coefficient and forebody axial force coefficient are plotted in the upper and lower figures, respectively, with the force scales identical in each row of images to facilitate comparison between the two solutions. The iterative averages for the forces modeled using the steady solution can be compared to the unsteady force oscillation averages in Table 3 , suggesting the feasibility of estimating these type of flows with a steady, inviscid modeling tool. The close agreement between the time-averaged coefficients and the steady-state results supports the use of steady, inviscid modeling to reasonably predict these flows, especially given the wide disparity in computational cost (Table 3 ). In the remainder of this work, we compare results for the steady, inviscid model to data from the experiment and time-accurate viscous simulations. Table 3 . blargety blarg blarg. both inviscid method.
CPU time
# grid points C A,total C A,f orebody unsteady time average 844 core hours 9,000,000 2.03053 0.026083 steady iterative average 25 core hours 6,500,000 2.05435 0.00931584 ∆ 0.02382 0.01676 Figure 16 shows centerline pitch-plane Mach contour comparisons for the single nozzle case (Table 1) at different angles of attack. Concentrating first on the 0 • case, we note typical SRP flow features described in Fig. 2 such as the Mach disk terminating the supersonic jet flow, plume triple point, subsonic region between the Mach disk and offset bow shock, and subsonic flow between the plume and forebody. All four simulations predict close shock standoff distances, plume sizes, and Mach disk shapes. The inviscid and Dplr solutions show extremely close agreement, with similar jet expansions, jet boundary shapes, and triple point locations. As established in Section IIIB.1, this case experiences slight unsteadiness associated with an inviscid vortex shedding from the triple point region. Since the images in Fig. 16 are instantaneous snapshots, the differences in the Overflow solution may be an artifact of timeslice choice. 
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The 12
• case, shown in the middle column of Fig. 16 , shows similarities between the plume shapes resulting from the inviscid and Dplr simulations, with the leeward portion of the plume maintaining a structure similar to the 0
• case. In addition, the windward side of the plume is deformed by the oncoming freestream flow in both cases, resulting in a bow shock shift in that region. Compared to the 0
• case, the unsteady simulations capture more intense vortex shedding from the windward triple point. 40 The
Overflow solution captures a windward triple point structure similar to the inviscid and Dplr simulation results. All four solutions experience larger subsonic regions on the leeward side of the plume as compared to the 0 • case, which affects the leeward shoulder and subsequent pressures. The 20
• case shows agreement between the inviscid, Dplr, and Fun3D simulations, with a resulting elongated plume and similar asymmetric plume termination structures. As with the 12
• case, the leeward portion of the plume maintains a similar structure to the baseline 0
• symmetric plume case while the windward plume structure is substantially altered. All the unsteady solutions demonstrate increased unsteady behavior for this case, with no clear periodicity as experienced at the lower angles of attack. 40 The Mach contours of Fig. 16 suggest that all four solutions capture the deformation of the Mach disk and bow shock. Figure 17 illustrates C P data over the forebody (left column) and the sidebody starting at the shoulder (right column) for the central single-nozzle case at several angles of attack, with distances non-dimensionalized by the capsule radius and length, respectively. The numerical results are represented by the solid lines; Dplr, Overflow, and Fun3D solutions are time-averaged, and the inviscid solution is an average over several iterations. Wind tunnel results are given by the symbols and represent raw experimental data generated from the static pressure ports on the forebody and aftbody of the model. Data is given for the θ = 0
• and 180
• cuts as depicted in Fig. 5 . For the single-nozzle case, this results in a pressure spike at the low radial locations as the cut passes through the plume at the nozzle exit as seen in the forebody C P plots in Fig. 17 . The numerical solutions and experiment all show excellent agreement in the α = 0
• case, exhibiting low pressures over the majority of the body. The 12
• and 20
• cases experience increasingly higher pressures at the windward shoulder due to shear layer impingement in that region. All four numerical solutions capture the basic trends exhibited by the tunnel data, but some differences are apparent. For example, on the forebody in the 20
• case, Fun3D and Overflow predict a lower shoulder pressure, the Fun3D solution exhibits a lower magnitude pressure peak at the nozzle exit as compared to the other numerical solutions, and the inviscid method captures a similar pressure peak magnitude to Dplr and Overflow, but slightly farther from the nozzle exit. The sidebody pressure data experience larger variations with increasing α, with Overflow and the inviscid solution predicting lower pressures near the shoulder at high angles of attack.
Peripheral Tri-Nozzle Configuration
The left half of Fig. 18 shows centerline pitch-plane Mach contour comparisons between the four simulations for the peripheral tri-nozzle case (Table 1) at various angles of attack. This configuration consists of three equally-spaced nozzles located at half of the forebody radius, as illustrated in Fig. 5 . The centerline cut captures a portion of the lower jets in all four images. For the 0
• case, the Overflow and inviscid solutions appear to exhibit both unsteady bow shocks and unsteady flow in the interface region behind the bow shock, while the Dplr and Fun3D simulations capture unsteady behavior in the interface region. 40 The plume shapes, sizes, and expansions differ for each code, with the Dplr solution exhibiting the smallest plume structures and the Overflow and inviscid simulations producing the largest plumes with similar triple point and jet boundary shapes, albeit with different levels of expansion. The four solutions exhibit varying signs of unsteady behavior due to the interactions between the plumes; the residual convergence history in the inviscid solution suggests an unsteady solution, the Fun3D simulation exhibits small oscillation amplitudes, and both the Overflow and Dplr simulations predict highly unsteady flows. 40 
For the 16
• case, all four simulations predict lengthened plumes as compared to the 0 • case. The inviscid solution in Fig. 18 experiences similar bow shock location, shape, and jet expansion and size as compared to the Dplr and Fun3D simulations. The inviscid solution residuals suggest the likelihood of unsteadiness, which is corroborated by the experimental wind tunnel results and the unsteady numerical solutions. Similar to Fig. 17 , Fig. 19 depicts C P over the forebody and sidebody tri-nozzle configuration. As seen in the forebody plots (left), the θ = 0
• centerline cut passes through one of the three jets, resulting in the expected pressure spike. Concentrating first on the 0
• case, pressures at the forebody center are notably higher for this tri-nozzle configuration as compared to the single-nozzle 0
• case. The Overflow and Dplr solutions predict the highest nose pressures and nozzle exit pressure peaks, agreeing with the experimental data, while the inviscid method predicts the lowest. The clean (no-nozzle) half of the tri-nozzle forebody is predicted to be a low pressure region, although the Overflow simulation exhibits distinctly higher pressures in that area. The 16
• case experiences higher shoulder pressures on the clean half of the forebody (windward side). The experiment and all the simulations capture this trend, with the Overflow solution overpredicting and the inviscid method underpredicting as compared to the average.
Peripheral Quad-Nozzle Configuration
Results for the peripheral quad-nozzle case are illustrated in the right half of Fig. 18 , which shows centerline pitch-plane Mach contour comparisons between the four simulations at various angles of attack. As shown in Fig. 5 , the 4-nozzle configuration is a synthesis of the single-central and tri-peripheral configurations. For the 0
• case, the numerical solutions exhibit two different solution types. The inviscid and Dplr simulations experience elongated plume structures with bow shocks extending upstream, as compared to the Overflow and Fun3D solutions which predict blunt distinct plumes and a resulting bow shock located closer to the body. 
The 20
• case is portrayed in the right column of Fig. 18 . All four solutions exhibit similar plume structures, resembling the Dplr and inviscid solutions in the 0
• case, capturing slightly elongated plumes, a thin smaller central jet, and coalescing plumes. The plume expansion is seen to vary, with the Fun3D and Dplr simulations predicting the lowest and highest jet Mach numbers, respectively. The experimental results indicate a highly unsteady flow. 40 Dplr and Fun3D simulations reached steady solutions, residuals in the inviscid solution suggest a slight unsteadiness, and the Overflow simulation never reached a steady solution.
40
C P results are illustrated in Fig. 20 for the quad-nozzle configuration. The forebody plots depict the pressure rise due to the θ = 0
• slice cutting through both the central nozzle and the upper peripheral nozzle. For the α = 0
• case all the simulations predict low pressures over the entire face. The pressure between the two nozzles is slightly overpredicted by the Overflow simulation and underpredicted in the inviscid solution. The inviscid model also predicts a slightly lower pressure at both shoulders as compared to the other simulations. At 20
• , there is some variance in agreement. The windward shoulder pressures increase dramatically, with the inviscid and Overflow simulations trending with the experimental data and predicting the largest pressures. Side body pressures are fairly constant, though asymmetric, especially in the 20
• case. The four numerical solutions predict a range of pressures at each radial location, and this spread increases with angle of attack.
IV. Conclusion
This work represents an introductory step in developing the capability of steady, inviscid models for the design of SRP systems. Based on comparison against viscous time-accurate solutions and experimental data, single-and multi-nozzle retropropulsive inviscid flow solutions were shown to capture salient SRP flow features. Frequency analysis of inviscid simulations demonstrated that oscillations present in simple blunt jet configurations are attributable to a periodic, inviscid vortex shedding mechanism. Based on detailed pressure coefficient comparisons, the steady, inviscid simulations were shown to reasonably predict forces for a wide variety of SRP flows. With the completion of these validation studies, we can move towards application of this fast, robust, and automatic modeling tool for large SRP design studies, while remaining alert for the possibility of unsteadiness and viscous processes in these complex flows.
