Abstract-Texture is one of the most used low-level feature for image analysis and, in addition, one of the most difficult to characterize due to its imprecision. It is usual for humans to describe visual textures according to some perceptual properties like coarseness-fineness, orientation or regularity. In this paper, we propose to model the fineness property, that is the most popular one, by means of a fuzzy partition on the domain of representative fineness measures. In our study, a wide variety of measures is studied, and the partitions are obtained by relating each measure (our reference set) with the human perception of fineness. Assessments about the perception of this property are collected from pools. This information is used to analyze the capability of each measure to discriminate different fineness categories, which imposes the number of fuzzy sets of the partition. Moreover, it is used to calculate the parameters of the membership function associated to each fuzzy set.
I. INTRODUCTION
Texture is, together with color and shape, one of the most important features for image analysis. However, it is also one of the most difficult to characterize due to its imprecission [1] , [2] . In fact, there is not an accurate definition for the concept of texture but some intuitive ideas, as local changes in the intensity patterns or as a set of basic items arranged in a certain way [3] . Moreover, it is usual for humans to describe visual textures according to some vague textural properties like coarseness/fineness, directionality or regularity [4] , [5] . Thus, coarseness is related to the spatial size of texture primitives, directionality reflects if they have a dominant orientation, and regularity refers to the variation of their placement. In this framework, visual textures are described by humans using linguistic terms as fine (e.g. the image in figure 1(J)), very coarse (figure 1(I)), irregular (figure 1(B)) or very directional ( figure 1(I) ).
There are many measures in the literature that, given an image, capture the presence of one of these perceptual properties in the sense that the greater the value given by the measure, the greater the perception of the property [3] , [4] . However, there is no perceptual relationship between the value given by these measures and the degree in which the humans perceive the texture. Thus, given a certain value calculated by applying a measure to an image, we can not give a textural interpretation (e.g. for coarseness measures, there is not an immediate way to decide whether there is a fine texture, a coarse texture or something intermediate).
To face this problem, fuzzy logic has been recently employed for representing the imprecision related to texture. In many of these approaches, fuzzy logic is usually applied just during the process, being the output a crisp result [6] , [7] .
Other approaches try to model the texture and its semantic by means of fuzzy sets defined on the domain of a given texture measure. In this last framework, some proposals model the texture property by means of an unique fuzzy set [8] , and other approaches define fuzzy partitions providing a set of linguistic terms [9] , [10] .
Focusing our study in the last type of approaches, two questions need to be faced for defining properly a fuzzy partition: (i) the number of linguistic labels to be used, and (ii) the parameters of the membership functions associated to each fuzzy set (and, consequently, the kernel localization). However, these question are not treat properly in the literature. Firstly, the number of fuzzy sets are often chosen arbitrarily, without take into account the capability of each measure to discriminate between different categories. Secondly, in many of the approaches, just an uniform distribution of the fuzzy sets is performed on the domain of the measures, although is wellknown that measure values corresponding to representative labels are not distributed uniformly. In addition, from our knowledge, none of the fuzzy approaches in the literature considers the relationship between the computational feature and the human perception of texture, so the labels and the membership degrees do not necessarily will match with the human assessments.
Among all the perceptual texture properties, the coarsenessfineness is the most popular one, being considered as the most fundamental feature in texture analysis by some authors [10] . In fact, the presence of fineness is usually associated to the presence of texture (from this point of view, texture is defined as local variations against the idea of homogeneity). In this sense, a fine texture contains small texture primitives with big gray tone differences between neighbor pixels (e.g. the image in Figure 1(A) ), whereas a coarse texture corresponds to bigger primitives formed by several pixels (e.g. the image in Figure  1 (I)). By considering the importance of the coarseness-fineness concept and in order to explain the methodology proposed in this paper, we will focus our study on this textural property (although other properties can be easily applied in a similar way).
In this paper, we propose to model the fineness property by means of a fuzzy partition on the domain of representative Figure 1 . Some examples of images with different degrees of fineness fineness measures. Firstly, in order to select the number of linguistic labels, we analyze the ability of each measure to discriminate different categories of the perceptual property. For this purpose, data about the human perception of fineness is collected by means of pools. This information is also used to localize the position and size of the kernel of each fuzzy set, obtaining a fuzzy partition adapted to the human perception of fineness.
The rest of the paper is organized as follows. In section II we present our methodology to obtain the fuzzy partition. Results are shown in section III, and the main conclusions and future work are sumarized in section IV.
II. DEFINING FUZZY PARTITIONS FOR TEXTURE
Given a texture property (coarseness, directionality, regularity, etc), let ℳ be a measure of that property and let ℳ be the measure domain. The notions of fuzzy texture and fuzzy texture space are introduced as follows: 
Definition 2.2:
A fuzzy texture space Π is a set of fuzzy textures that defines a partition of ℳ .
In this paper, we will focus our study on the coarsenessfineness property. Thus, we need to define the coarsenessfineness measures ℳ that are used as the reference set (section II-A).
As it was pointed, there is not a clear perceptual interpretation of the value given by a coarseness-fineness measure. To face this problem, fuzzy partitions on the domain of the measures shown in section II-A are proposed. From now on, we will note Π the partition defined on the domain of a given fineness measure ℳ , the number of fuzzy sets which compounds the partition Π , and˜the i-th fuzzy set in Π .
In our approach, we propose to define the membership function˜( ) for each fuzzy set˜by using the trapezoidal function shown in Figure 2 , that has the form
This way, two questions need to be faced in order to define the fuzzy partition Π : (i) how many fuzzy sets will compound the partition, and (ii) how to obtain the parameter values of the membership function for each fuzzy set.
In order to answer both questions, we will analyze the ability of each measure to distinguish between different degrees of fineness. This analysis will be based on how the human perceives the fineness. To get information about human perception of fineness, a set of images covering different degrees of this property will be gathered. These images will be used to collect, by means of a pool, human assessments about the perceived fineness (section II-B)
Using the data about human perception, and the measure values obtained for each image, we will apply an iterative algorithm based on a set of multiple comparison tests, in order to obtain the number of classes (fineness degrees) that each measure can discriminate. Thus, we propose to set the number 
of fuzzy sets in the partition Π as the number of classes that can be discriminated by the measure ℳ (section II-C). In addition, the information given by the tests, will be used to define the parameter values of the membership function˜( ) for each fuzzy set˜(section II-D).
A. Texture measures
As mentioned in the introduction, there are many measures in the literature that, given an image, capture the fineness (or coarseness) presence in the sense that the greater the value given by the measure, the greater the perception of texture [4] , [3] . In this paper, some of the most representative of these measures, that are listed in the first column of Table I , have been analyzed. It should be noticed that most of these measures were developed in the early nineties. However, they are still considered the state of the art in the characterization of the coarseness property of textures. In fact, they are achieving a growing interest due to applications in fields like image retrieval, where low level features like texture are the basis for the description of visual content (e.g. MPEG-7 descriptors) [11] , [12] , or for learning new concepts [13] , [14] . All the coarseness-fineness measures analyzed in this paper are automatically computed from the texture image, obtaining a real value. Thus, the domain for all of them is ℳ = ℝ.
B. Assessment collection
From now on, let ℐ = { 1 , . . . , } be the set of images representing fineness examples, and let Γ = { 1 , . . . , } be the set of perceived fineness values associated to ℐ, with being the value representing the degree of fineness perceived by humans in the image ∈ ℐ. In this section, the way to obtain the set Γ will be described. For this purpose, firstly the image set ℐ will be selected (section II-B1). After that, a poll for getting assessments about the perception of fineness will be designed (section II-B2). Finally, for a given image, the assessments of the different subjects will be aggregated (section II-B3).
1) The texture image set: A set ℐ = { 1 , . . . , } of = 80 images representative of the concept of fineness has been selected. Figure 1 shows some images extracted from the set ℐ. Such set has been selected satisfying the following properties:
1) It covers the different presence degrees of fineness.
2) The number of images for each presence degree is representative enough. 3) Each image shows, as far as possible, just one presence degree of fineness. Due to the third property, each image can viewed as "homogeneous" respect to the fineness degree represented, i.e., if we select two random windows (with a dimension which does not "break" the original texture primitives and structure), the perceived fineness will be the same for each window (and also respect to the original image). In other words, we can see each image ∈ ℐ as a set of lower dimension images (windows) with the same fineness degree of the original one.
As we explained, given an image ∈ ℐ, a fineness measure ℳ will be applied on it. In fact, and thanks to the third property, we really can apply this measure for each subimage, assuming that the human assessment associated to that subimage will be the human assessment associated to the whole image. From now on, we will note as , the result of applying the measure ℳ to the -th window of the image .
2) The poll: Given the image set ℐ, the next step is to obtain assessments about the perception of fineness from a set of subjects. From now on we shall note as Θ = [ 1 , . . . , ] the vector of assessments obtained from subjects for the image . To get Θ , subjects will be asked to assign images to classes, so that each class has associated a perception degree of fineness. In particular, 20 subjects have participated in the poll and 9 classes have been considered. The first nine images in figure 1 show the nine representative images for each class used in this poll. It should be noticed that the images are decreasingly ordered according to the degree of fineness.
As result, a vector of 20 assessments Θ = [ 1 , . . . , 20 ] is obtained for each image ∈ ℐ. The degree associated to the assessment given by the subject to the image is computed as = (9 − ) * 0.125, where ∈ {1, . . . , 9} is the index of the class to which the image is assigned by the subject.
3) Assessment aggregation: Our aim at this point is to obtain, for each image in the set ℐ, one assessment that summarizes the assessments Θ given by the different subjects about the presence degree of fineness.
To aggregate opinions we have used an OWA operator guided by a quantifier [24] . Concretely, the quantifier "the most" has been employed, which allows to represent the opinion of the majority of the polled subjects. This quantifier is defined as 
with r ∈ [0, 1], = 0.3 and = 0.8. Once the quantifier has been chosen, the weighting vector of the OWA operator can be obtained following Yager [24] as = ( / ) − (( − 1)/ ), = 1, 2, ..., . According to this, for each image ∈ ℐ, the vector Θ obtained from subjects will be aggregated into one assessment as follows:
where [ˆ1, . . . ,ˆ] is a vector obtained by ranking in nonincreasing order the values of the vector Θ .
C. Distinguishability Analysis of the Fineness Measures
As it was expected, some measures have better ability to represent fineness than the others. To study the ability of each measure to discriminate different degrees of fineness (i.e. how many classes can ℳ actually discriminate), we propose to analyze each measure by applying a set of multiple comparison tests following the algorithm 1. This algorithm starts with an initial partition 1 and iteratively joins clusters until a partition in which all classes are distinguishable is achieved. In our proposal, the initial partition will be formed by the 9 classes used in our poll (where each class will contain the images assigned to it by the majority of the subjects), as the Euclidean distance between the centroids of the involved classes will be used, as a set of 5 multiple comparison tests will be considered (concretely, the tests of Scheffé, Bonferroni, Duncan, Tukey's least significant difference, and Tukey's honestly significant difference [25] ), and finally the number of positive tests to accept distinguishability will be fixed to = 3. From now on, we shall note as Υ = 1 , 2 , . . . , the classes that can be discriminated by ℳ . For each , we will note as¯the class representative value. In this paper, we propose to compute¯as the mean of the measure values in the class . Table I shows the parameters obtained by applying the proposed algorithm with the different measures considered in this paper. The second column of this table shows the classes that can discriminate each measure and the third column shows how the initial classes have been grouped. The columns from fourth to eighth show the representative values associated to each cluster.
D. The Fuzzy Partitions
In this section we will deal with the problem of defining the membership function ( ) for each fuzzy set compounding the partition Π . As it was explained, the number of fuzzy sets will be given by the number of categories that each measure can discriminate (shown in Table I ). In this paper, the trapezoidal function given by equation (1) is used for defining each membership function˜( ). In addition, a fuzzy partition in the sense of Ruspini is proposed. Figure 3 shows some examples of the type of fuzzy partition used.
To establish the value of the parameters and , that define the kernel of the trapezoidal membership function associated to the fuzzy set˜, we propose a solution based on the multiple comparison tests used in section II-C. As it is known, in these tests confidence intervals around the representative value of each class are calculated (being accomplished that these intervals do not overlap for distinguishable classes). All values in the interval are considered plausible values for the estimated mean. These confidence intervals are defined by the parameter Ψ = 1.96¯/ √ , with¯and¯being the representative value and the estimated standard deviation for the class , respectively. Table I shows the values Ψ for each measure and each class.
Based on this idea, we propose to set the center of the kernel of the membership function˜( ) as the representative value¯of the corresponding i-th class, using the information of the confidence interval to obtain the value of the parameters and :
Since a fuzzy partition in the sense of Ruspini is proposed, the value of the parameters and is obtained as
It should be noticed that Figure 3 shows the graphical representation of the fuzzy partitions for the measures of correlation and ED (the ones with higher capacity to discriminate fineness classes), and Table II shows their corresponding parameters.
III. RESULTS
In this section, the fuzzy partition defined for the measure "Correlation" (showed in Figure 3 ) will be applied in order to analyze the performance of the proposed model.
Let's consider Figure 4 (a) corresponding to a mosaic made by several images, each one with a different increasing degree Membership degree of each pixel to the sets "very coarse", "coarse", "medium coarse", "fine" and "very fine", respectively (the darker the pixel, the lower the membership degree). of fineness. Figure 4 (b-f) shows the membership degree to the fuzzy sets "very coarse", "coarse", "medium coarse", "fine" and "very fine", respectively, using the proposed model. For each pixel in the original image, a centered window of size 32 × 32 has been analyzed and its membership degree to each fuzzy set has been calculated. Thus, Figure 4 (b) represents the degree in which the texture is perceived as "very coarse", with a white level meaning maximum degree, and a dark one meaning zero degree. It can be noticed that our model captures the evolution of the perception degrees of fineness. Figure 5 presents an example where the proposed fuzzy partition has been employed for pattern recognition. In this case, Figure 5 (a) shows a microscopy image corresponding to the microstructure of a metal sample. The lamellae indicates islands of eutectic, which are to be separated from the uniform light regions. The brightness values in regions of the original image are not distinct, so texture information is needed for extracting the uniform areas. This fact is showed in Figures  5(b) and 5(c) , where a thersholding on the original image is displayed (homogeneous regions cannot be separated from the textured ones as they "share" brightness values). Figure 5(d) shows a mapping from the original image to its membership degree to the fuzzy set associated "very coarse". Thus, Figure  5 (d) represents the degree in which the texture is perceived as "very coarse" and it can be noticed that uniform regions correspond to areas with the maximum degree (bright grey levels), so if only the pixels with degree upper than 0.9 are selected ( Figure 5 (e)), the uniform light regions emerge with ease ( Figure 5(f) ). Figure 6 presents another example of the application of the proposed fuzzy partition for pattern recognition. Figure  6 (a) shows the natural image used in this example, that corresponds to a microscopic image of a Volvox (a colony of greencells). In this case, we want to separate the main colony from the background and the daughter colonies from the mother colony. As in the previous example, this can not be done by thresholding on the original image, as it is shown in Figure 6 (b), so texture information is needed. Figures 6(c) , 6(d) and 6(e) shows the mapping from the original image to its membership degree to the fuzzy sets "very fine", "medium coarse" and "very coarse", respectively. It can be noticed that daughter colonies in Figure 6 (a) correspond to areas with high degrees of fineness, so they can be obtained by selecting the pixels with membership degree higher than 0.9 to the fuzzy set "very fine". On the other hand, the main colony can be separated from the uniform background as in the previous example (with a threshold of 0.9 in the membership degree to the fuzzy set "very coarse"), obtaining the region outlines shown in Figure 6 the parameters of the membership functions have been defined relating fineness measures with the human perception of this texture property. Pools have been used for collecting data about the human perception of fineness, and the capability of each measure to discriminate different fineness degrees has been analyzed. The results given by our approach show a high level of connection with the human perception of fineness. As future work, the performance of the fuzzy partition will be analyzed in applications like textural classification or segmentation.
