ASYMPTOTIC NON-NULL DISTRIBUTIONS OF THE LIKELIHOOD RATIO CRITERIA FOR COVARIANCE MATRIX UNDER LOCAL ALTERNATIVES
by Nariaki Sugiura University of North Carolina and Hiroshima University 1. Introduction. Asymptotic expansions of the distributions of the likelihood ratio (= LR) criteria based on a random sample from a multivariate normal population under fixed alternative hypothesis have been derived by Sugiura [11] , (1) for the equality of covariance matrix to a given matrix, (2) for the equality of mean vector and covariance matrix to a given vector and a given matrix, and also by Sugiura and Fujikoshi [12] , (3) for testing the hypothesis of independence between two sets of variates. The limiting non-null distribution of the LR criterion (4) for the equality of several covariance matrices has been obtained by Sugiura [11] . These limiting non-null distributions always degenerate at the null hypothesis so that the asymptotic formulas do not give good approximations when the alternative hypothesis is near to the null hypothesis, as we have experienced in calculating the approximate powers of Bartlett's test for homogeneity of variances in Sugiura and Nagao [14] .
In this paper, we shall derive limiting non-null distributions of the LR criteria for the problems (1) and (2) asymptotic expansion of the distribution of the modified LR criterion, in Sugiura and Nagao [13] , for the equality of two covariance matrices under the sequence of alternatives with y = 1 in Section 5. The formulas in this paper can be applied to compute the approximate power, when the alternative hypothesis is near to the null hypothesis.
2. Asymptotic distributions of the modified LR criterion for~= EO. was proved by Sugiura and Nagao [13] , the monotonicity property of which was * established by Nagao [6] . The h-th moment of the statistic Al under K can be found in Anderson [1, p.266 
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Applying the asymptotic formula logr(x+h) = log/2"; + (x+h -i)logx -x + O(lxl-
)
to each gamma function in the first factor of (2.3), we can see that the first factor is equal to 1 + O(n y -1 / 2 ), which tends to one as n tends to infinity.
By the formula (2.4) -logl1 -n-1 zl which is valid for large n such that all characteristic roots of the symmetric matrix 
The first factor of C(t) in (2.7) is simply the characteristic function of * -2logA l under the null hypothesis, which was expanded asymptotically by Sugiura [11] as (2.8) (l-Zit)k 1 1-Zy it tr 8 2 + 1-3y tr 8 3
Multiplying (2.8) and (Z.10), we can see that 
where the symbol X 2 (6 2 ) means the noncentra1 X 2 variate with +~(u g3 + u g2 + ug l ) + O(n ), n where u is so chosen that P(X~> u) = a and
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We shall examine the effectiveness of these formulas in the following simple examples.
Example 2.1. When p = 1 and n = 10, the exact 5 % point of * -210gA l can be obtained from Table I by Pachares [7] 
where n = N-1. The unbiasedness of the LR criterion A2 without modification was proved by Sugiura and Nagao [13] . The asymptotic expansions of the distributions of -21ogA2 both under the null hypothesis and a fixed a1ter-native hypothesis have been derived by Sugiura [11] .
3.2. 
The first factor and the second factor have the same form as the characteristic function (2.3). Hence we can see that the first factor is equal to
, which tends to one as N~00, and the second factor is given by (2.5) after substituting n for N. The third factor is easily evaluated
. It follows that the characteristic function of (-ZlogA2)Ny-l/2 can be expressed as
which implies that the characteristic function of the statistic The limiting distribution in the above theorem is of the same form as under fixed alternative hypothesis given by Sugiura [11] . 
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We shall now consider the asymptotic distribution of under K when
the characteristic function of -2logA2 can be expressed as
NY
The first factor is equal to the characteristic function of -21ogA2 under the null hypothesis, which was expanded asymptotically by Sugiura [11] as (3.6) where 3B,2_ 4B ,
The second factor in (3.5) can be expanded by (2.10) after substituting n for N. The third factor can be expanded asymptotically as Inverting the characteristic function (3.6) under the null hypothesis H, we have (3.13) B'
From the asymptotic formulas (3.9) and (3.11) for the characteristic function, we can get the following theorem.
Under the sequence of alternatives Theorem 3.2. -(3tr8 3 + 6v'8v)P(X 2 (0 2 ) f 2 +2
where h 2a (a 0, ... , 4) are given by (3.12). [3] and Sugiura and Fujikoshi [12] will be used later. Lemma 4.1. Let C (Z) be a zonal polynomial corresponding to the par-
a=l a a a then the following equalities hold.
for l = 0, 1, 2, ... Inverting this characterisitc function, we can conclude the following theorem. 
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we can see and the hypergeometric function 2Fl
gives the first part of the following theorem. + --~lit·tr8 + -P I it·tr8 + 
Multiplying the three factors 
Inverting the characteristic function (5.14), we can get the following theorem. 2 {P(X~+2
[W2 {P(X~+4 < z) -P(X 2 < z)} + E g20. P(X~+20. The exact 5% point in the first case according to Table 743 in Ramachandran [10] is 3.80, Thus our approximate value is accurate to 2 decimal palces.
*
In the uni~riate case, an asymptotic expansion of the distribution of -2p1ogA 4 under the fixed alternative Mypothesis has been derived by Sugiura and Nagao [14] , by which approximate power, when alternative hypothesis is not near to the null hypothesis, can be computed. 
