Abstract Considering the importance of climatic variability on availability of water, irrigation demand, crop yield and other areas of life, an assessment of change detection and trend on monthly, seasonal and annual historical series of different climatic variables of Raipur, a capital city of newly created Chhattisgarh state of India, have been carried out. The change detection analysis has been conceded using Pettitt's test, von Neumann ratio test, Buishand's range test and standard normal homogeneity (SNH) test, while non-parametric tests including linear regression, Mann-Kendall and Spearman rho tests have been applied for trend analysis. The annual series of minimum temperature, wind speed, sunshine hour showed significant change points, while evaporation indicated a doubtful case and maximum temperature confirmed the homogeneity at 95 % confidence level. The change point analysis results of meteorological variables indicated different change points from year 1990 to 2000, with maximum change points in and around 1995. This was due to the industrialization and urbanization in this period as this city was selected as capital of Chhattisgarh state. Based on the results of change point analysis and development scenarios in and around Raipur city, trend analysis was applied for three different time periods namely: P-1 from 1971 to 1995, P-2 from 1986 to 2012, and P-3 the whole series from 1971 to 2012. The significant rising trend in the summer and rainy months in case of minimum temperature, and the winter months in case of maximum temperature during the periods P-2 and P-3 may affect water availability and water demands in the region. The relative humidity showed a significant rising trend in few summer and rainy months series of all three periods under investigation, while sunshine hours and evaporation indicated random distribution prior to 1995 (P-1), but a significant falling trend in few winter months and annual series during period P-3. Although the annual minimum, maximum temperatures and relative humidity showed a rising trend, the falling trend of pan evaporation Environ. Process. (2015) Maulana Azad National Institute of Technology, Bhopal, MP, India may be due to strong declining trends in wind speed and falling trend in sunshine hour series on a long term basis.
Introduction
Various reports of the Intergovernmental Panel on Climate Change (IPCC) predict that increased emissions of greenhouse gases after worldwide industrialization due to large scale combustion of fossil fuels, human intervention and landuse change will result in increase in global temperature. Intergovernmental Panel on Climate Change (2002) observed that natural forces and human activities have significant contributions to the alteration of climatic patterns, i.e., increase of land and ocean surface temperature, change in spatial and temporal patterns of precipitation, increase of frequency of extreme events, sea level rise and intensification of El Nino. An average increase of 0. The analysis of historical series of mean monthly and annual temperatures in different parts of the globe suggested that 2005 was the warmest year in the historical series. Other warm years in the series that have occurred after 1990 were 1998, 2003, 2002, 2004, 2001, 1999, 1995, 1990, 1997, 1991 and 2000 . The rising annual temperature was found due to temperature anomalies for the months of June, July and August in both hemispheres (Lugina et al. 2006) .
The change in trends of different climate variables can be quantified by application of global circulation models (GCMs)/regional circulation models (RCMs) or statistical analysis of historical data. Shrestha et al. (2014) used downscaled output of A2 and B2 scenarios of HadCM3 GCM model data to predict climate impact on hydropower in Kulekhani project in Nepal. The statistical trend detection in climatic variables and precipitation time series is one of the interesting research areas in climatology and hydrology as it impacts spatial and temporal distribution of water availability across the globe. The crop yield, which largely depends on variation of atmospheric temperature, confirmed a reduction of 15-35 % in Africa and west Asia and 25-35 % in the Middle East due to increase of temperature just 2 to 4°C (FAO 2001) . Schaefer and Domroes (2009) analyzed mean daily temperature of many stations in Japan using Gaussian binomial low-pass filter, linear regression and non-parametric, non-linear trend suggested by MANN (MANN's Q) and observed an increasing trend in annual temperature from 0.35°C (Hakodata) to 2.93°C (Tokyo) over the period of 100 years (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) . Japan as a whole indicated a warming climate over the entire period of observations (1991-2000, 1951-2000 and 1976-2001) . It is worthwhile to mention that the quantum change of different climatic variables, including temperature and precipitation, are not globally uniform, and large scale spatial and temporal variation may exist in climatically diverse regions (Yue and Hashino 2003) . Apart from the rainfall and temperature factors, wind velocity and relative humidity also affects the livestock and agriculture sector (Sivakumar et al. 2012a; Ravindran et al. 2000) . Several researchers all over the world have investigated historical times series of temperature, precipitation and runoff for statistical trend identification and change point detection to understand impact of possible climate change and impact of industrialization and anthropogenic activities (Serra et al. 2001; Zer Lin et al. 2005; Smadi 2006; Smadi and Zghoul 2006; Katiraie et al. 2007; Boroujerdy 2008; Ghahraman and Taghvaeian 2008; Sabohi 2009; Shirgholami and Ghahraman 2009; Al Buhairi 2010; Karpouzos et al. 2010; Sun et al. 2010; Roshan et al. 2011; Croitoru et al. 2012; Bavani et al. 2012 etc.) . In other scientific fields also, time series modeling and change point detection in particular has become an active area of research because of fast changing scenarios (Aderson 1994; Baseville and Nikiforov 1993; Chen and Gupta 2001; Silvestrini and Veredas 2008 etc.) .
The parametric or non-parametric method under statistical approach is used to detect if either a data of a given set follows a distribution or has a trend on a fixed level of significance. Various non-parametric tests, including Mann-Kendall test and Pettit's test, are widely used to detect trend and change point in historical series of climatic and hydrological variables. Fu et al. (2007) studied the impact of climatic variability on streamflows, temperature and precipitation in the Yellow River basin, and found that climate variability had a significant impact on streamflow and it was sensitive to both precipitation and temperature. Jaiswal et al.(2008) analyzed evaporation and rainfall data for the period of 1971 to 2000 for 58 well distributed stations over India for trends of these two parameters in the country as a whole and for individual stations in annual, winter, summer, monsoon and post-monsoon periods at 95 % level of confidence. They observed that the evaporation had significantly decreased in all seasons while there was no significant trend in rainfall. Gao et al. (2009) analyzed annual streamflow and sediment discharge in the Wuding River, and observed a significant decreasing trend. Eslamian et al. (2009) assessed the impact of climate change on wind speed of twenty two stations in Iran with the help of frequency analysis coupled with heterogeneity, to understand the wind behavior in time. Salarijazi et al. (2012) have analyzed streamflow series of the annual maximum, annual minimum and annual mean in Ahvaz hydrometric station, as representative of the Karun watershed, to determine the change point using Pettitt's test, and performed trend analysis with the help of Mann-Kendall test. The Pettitt's test did not detect any change point in these series, but the Mann-Kendall test showed that there was an increasing trend. Jain and Kumar (2012) reviewed several studies on trend analysis of temperature, rainfall and rainy days in India and observed that significant trend was determined frequently by Mann-Kendall test and its magnitude by Sen's non-parametric slope estimator. Sivakumar et al. (2012b) carried out trend analysis of meteorological parameters including average temperature, relative humidity, wind speed and rainfall for the period of 2001 to 2007 in northeastern zone of Tamilnadu (India) using cluster analysis, and found that all the parameters varied with year and the maximum changes were observed during 2005 and 2004 followed by 2007. Yue et al. (2002) analyzed daily flow data of twenty pristine basins in Canada using Mann-Kendall and Spearman's rho test for assessment of significant trend and found that higher number of sites confirmed a significant falling trend. Karmeshu (2012) applied Mann-Kendall test statistic for analysis and detection of trends in meteorological data and precipitation of nine states in the USA from 1900 to 2011. All the states of USA confirmed a significant increasing trend for precipitation and temperature series, except Maine where both the series were found randomly distributed, along with Pennsylvania and New Hampshire which showed no trend for temperature and precipitation, respectively.
In order to understand the magnitude and direction of underlying trends, many techniques have been proposed in the past, including t-tests (e.g., Staudt et al. 2007; Marengo and Camargo 2008) , Mann-Whitney and Pettitt's tests (e.g., Mauget 2003; Fealy and Sweeney 2005; Yu et al. 2006) , linear and piecewise linear regression (e.g., Tomé and Miranda 2004; Portnyagin et al. 2006; Su et al. 2006) , cumulative sum analysis (e.g., Fealy and Sweeney 2005; Levin 2011 ), hierarchical Bayesian change point analysis (e.g., Tu et al. 2009 ), Markov chain Monte Carlo methods (e.g., Elsner et al. 2004) , reversible jump Markov chain Monte Carlo simulation (e.g., Zhao and Chu 2010) , standard normal homogeneity test (e.g., Gonzalez-Rouco et al. 2001; Winingaard et al. 2003; Stepanek et al. 2009 ), and nonparametric regression (e.g., Bates et al. 2010) .
Inthepresentstudy,thestatisticalmethodsoftrenddetectionandchangepointanalysishave been used for climatic parameters including maximum temperature, minimum temperature, wind speed, humidity, sunshine hours and evaporation of Raipur city of Chhattisgarh state of India, which is transforming to the industrial hub in the region, due to large scale industries and human intervention because, since 2000, it is the capital of a newly born state.
Study Area and Data Used
Raipur, the capital of Chhattisgarh of India has been selected for study of statistical change and trend detection in meteorological variables due to climate change and/or human induced intervention due to rapid growth of population, urbanization and industrialization. Raipur District is situated in the fertile plains of Chhattisgarh region situated between 22°33' N to 21 o 14' N latitude and 82°6' E to 81 o 38' E longitude (Fig. 1) . The district lies in the south eastern part of upper Mahanadi valley with hilly regions in the south and east. River Mahanadi, one of the major rivers of the Chhattisgarh state along with its tributaries, viz. river Kharun, Sendur, Pairy, Joan and Seonath, passes the district to make it fertile and productive. The population of Raipur district was 3,016,960 in 2001, increased to 4,063,872 in year 2011 at a rate of 34.7 % due to fast development and industrialization. Meteorological data, including monthly minimum and maximum temperature, wind speed, relative humidity from 1971 to 2012, sunshine hour and pan evaporation data from 1981 to 2012 collected from Indira Gandhi Agriculture University, Raipur (Chhattisgarh), India, were used in the analysis. The statistical information regarding various meteorological variables is presented in Table 1 .
Methodology
The methodology applied for the study includes computation of mean monthly values, statistical analysis, application of trend detection and change point analysis for different climatic variables using historical data of Raipur. In the analysis, different statistical tests were applied on maximum temperature, minimum temperature, relative humidity, wind speed, sunshine hour and evaporation on monthly, annual and seasonal (summer, rainy and winter) basis for determination of change point analysis and detection of trend for identification of climate change impact. Different statistical tests applied on meteorological parameters are described here.
Tests for Change Point Detection
The change point detection is an important aspect to assess the period from where significant change has occurred in a time series. Pettitt's test, von Neumann ratio test, Buishand range test and standard normal homogeneity tests have been applied for change point detection in climatic series. The details of various change point tests applied in the study are presented here.
Pettitt's Test
A number of methods can be applied to determine change points of a time series by many researchers such as Hawkins (1977) , Buishand (1982) , Kim and Siegmund (1989) , Chen and Gupta (2001) , Radziejewski et al. (2000) , Lund et al. (2002) , and many more. The Pettitt's test for change detection, developed by Pettitt (1979) , is a non-parametric test, which is useful for evaluating the occurrence of abrupt changes in climatic records (Smadi and Zghoul 2006; Sneyers 1990; Tarhule and Woo 1998; Verstraeten et al. 2006; Mu et al. 2007; Zhang and Lu 2009; Gao et al. 2011 ). The Pettitt's test is the most commonly used test for change point detection because of its sensitivity to breaks in the middle of any time series (Winingaard et al. 2003) . Kang and Yusof (2012) , Dhorde and Zarenistanak (2013) and many others have explained the test statistics used in Pettitt's test.
The Pettitt's test is a method that detects a significant change in the mean of a time series when the exact time of the change is unknown. According to Pettitt's test, if x 1 , x 2 , x 3 , …x n is a series of observed data which has a change point at t in such a way that x 1 , x 2 …, x t has a distribution function F 1 (x) which is different from the distribution function F 2 (x) of the second part of the series x t+1 , x t+2 , x t+3 …, x n . The non-parametric test statistics U t for this test may be described as follows:
The test statistic K and the associated confidence level (ρ) for the sample length (n) may be described as:
When ρ is smaller than the specific confidence level, the null hypothesis is rejected. The approximate significance probability (p) for a change-point is defined as given below:
It is obvious that where a significant change point exists, the series is segmented at the location of the change point into two subseries. The test statistic K can also be compared with standard values at different confidence level for detection of change point in a series. The critical values of K at 1 and 5 % confidence levels for different tests used in the analysis has been presented in Table 2 (Winingaard et al. 2003) . 
von Neumann Ratio Test
The von Neumann ratio test is closely related to first-order serial correlation coefficient (WMO 1966) . The test has been described by Buishand (1982) , Kang and Yusof (2012) and others. The test statistics for change point detection in a series of observations x 1 , x 2 , x 3 …x n can be described as:
According to this test, if the sample or series is homogeneous, then the expected value E(N)=2 under the null hypothesis with constant mean. When the sample has a break, then the value of N must be lower than 2, otherwise we can imply that the sample has rapid variation in the mean. Owen (1962) has produced a table showing percentage points on N for normally distributed samples. The critical values of N at 1 and 5 % confidence levels given in Table 2 can be used for identification of non-homogeneous series with change point.
Buishand's Range Test (Buishand 1982)
The adjusted partial sum (S k ), that is the cumulative deviation from mean for k th observation of a series x 1 , x 2 , x 3 ….x k …. x n with mean x ð Þ can be computed using following equation:
A series may be homogeneous without any change point if S k≅ 0, because in random series, the deviation from mean will be distributed on both sides of the mean of the series. The significance of shift can be evaluated by computing rescales adjusted range (R) using the following equation:
The computed value of R= ffiffi ffi n p is compared with critical values given by Buishand (1982) and Winingaard et al. (2003) and has been used for detection of possible change (Table 2) .
Standard Normal Homogeneity (SNH) Test (Alexandersson 1986)
The test statistic (T k ) is used to compare the mean of first n observations with the mean of the remaining (n-k) observations with n data points (Stepanek et al. 2009; Vezzoli at al. 2012) .
Z 1 and Z 2 can be computed as:
where, x and σx are the mean and standard deviation of the series. The year k can be considered as change point and consist a break where the value of T k attains the maximum value. To reject the null hypothesis, the test statistic should be greater than the critical value, which depends on the sample size (n) given in Table 2 .
Tests for Trend Analysis
The trends in historical series of meteorological data have been assessed using linear regression test, Mann-Kendall and Spearman's rho tests, as described here.
Linear Regression Test
In linear regression test, a straight line is fitted to the data and the slope of the line may be significantly different from zero or not. For a series of observations x i , i=1, 2, 3,…n, a straight line in the form of y=a+bx is fitted to the data and then the test statistics (t) can be computed as:
where, a, b are the intercept and slope of fitted line, respectively, ∑ε 2 is the sum of squares of residuals or errors and S b is the standard error of b. The hypothesis in this test is confirmed using students t-test.
Mann-Kendall Test
Mann-Kendall test is a non-parametric test which does not require the data to be normally distributed; this test has low sensitivity to abrupt breaks due to inhomogeneous time series (Tabari et al. 2011 ). This test has been recommended widely by the World Meteorological Organization for public application (Mitchell et al. 1996) . Furthermore, Hirsch et al. (1982) , Burn and Elnur (2002) , , Yue and Pilon (2004) , Kahya and Kalayci (2004) , Yue and Wang (2004) , Gadgil and Dhorde (2005) , Modarres and Da silva (2007) , Marvomatis and Stathis (2011), Tabari and Marofi (2011) and many more have used this test for evaluating the trend in climatic, hydrological and water resources data. In this test, each value in the series is compared with others, always in sequential order. The Mann-Kendall statistic can be written as:
where, n is the total length of data, x i and x j are two generic sequential data values, and function sign(x i -x j ) assumes the following values
Under this test, the statistic S is approximately normally distributed with the mean E(S) and the variance Var(S) can be computed as follow:
where, n is the length of time series, and t is the extent of any given tie and Σt denotes the summation over all tie number of values. The standardized statistics Z for this test can be computed by the following equation:
In this test, the null hypothesis H 0 is confirmed if a data set of n independent randomly distributed variables has no trend with equally likely ordering. Any positive value of test statistic Z indicates a rising, while a negative value may conclude a declining trend in series. The computed absolute value of Z is compared with the standard normal cumulative value of Z(1-p/2) at p % significance level obtained from standard table to accept or reject null hypothesis and ascertain the significance of trend (Partal and Kahya 2006).
Spearman's Rho Test
The Spearman's rho test is a non-parametric method proposed and applied in the literature for trend analysis (Environmental Protection 1973; Lettenmaier 1976; Sweitzer and Kolaz 1984; Sadmani et al. 2012 etc.) . This is one of the important non-parametric tests widely used for studying populations that take on a ranked order. If there is no trend and all observations are independent, then all rank orderings are equally likely. In this test, the difference between order and rank (d i ) for all observations x 1 , x 2 , x 3 , ……x n can be used to compute and Spearman's ρ, variance Var(ρ) and test statistic (Z) using following equations.
The null hypothesis is tested in this test considering the statistic is normally distributed.
Analysis of Results
In the present study, first various change point tests including Pettitt's test, von Neumann's ratio test, Buishand's range test and SNH test have been applied to detect change point in monthly, annual and seasonal series of different climatic parameters of Raipur. After detecting a change point, trend analysis was applied using linear regression test, Mann-Kendall test and Spearman's rho test in the time series. The results of change point and trend analysis are described here.
Results of Change Point Analysis
For carrying out change detection analysis, mean monthly, annual and seasonal (summer, rainy and winter) series of minimum temperature, maximum temperature, relative humidity, wind speed, sunshine hour and pan evaporation have been analyzed with the help of Pettitt's test, SNH test, Buishand range test and von Neumann ratio test. The test statistic of various tests and acceptance or rejection of null hypothesis for minimum temperature has been presented in Table 3 . For selecting the change point for a particular parameter, the method presented below has been used (Winingaard et al. 2003) : The final results depicting the homogeneity state of different series have been presented in Table 4 . The graphical representation of historical series of few climatic variables with the change points have been presented in Fig. 2 . The minimum temperature series of March, July, August, September, annual, summer and rainy season indicated a significant change point, while other series can be considered as homogeneous in nature. The change point analysis on long-term series of maximum temperature has indicated that a significant change point in the series of November and December exists which produced a change point in winter series also. The change point analysis of relative humidity confirmed that the change point may occur in 1995 in March and April series, while the same has found in the year 1991 for August and annual series. All monthly, seasonal and annual series of wind speed present significant change points in 1990 to 1996 at 95 % confidence level. The sunshine hour data indicated change point in April, annual, summer and winter season with 1995 as change point in most of the cases. The behavior of historical series of pan evaporation confirmed that April series has significant change point while annual series should be investigated further using more tests while all other series are homogeneous in nature.
Trend Detection Analysis
The results of change point analysis indicated that most of the series are homogeneous; however, some of the variables indicated a change point between 1990 and 2000 which may be due to increased industrial and commercial activities in the region as this city was nominated as the capital of proposed Chhatisgarh state. Therefore, considering the results of change point analysis and by dividing the series in nearly equal length, the trend analysis of different climatic variables has been carried out for three different periods namely P-1 (covers time series up to 1995), P-2 (covers time series from 1986 to 2012) and P-3 covers the whole series of a variable. For determination of trend, linear regression test, the Mann-Kendall test and the Spearman's rho test have been applied in the different series of meteorological variables. The methodology suggested by Winingaard et al. (2003) has been used to arrive at decision of trend in the series of different meteorological variables. The final results of trends in meteorological variables in different time horizons have been presented in Table 5 . The results of the trend analysis of different meteorological variables are presented below. The minimum temperature in the first period up to 1995 (P-1) showed a significant falling trend in April, June, July, August, September, October, annual and rainy seasons series at 5 % significance level. The trend pattern indicated a significant rise in minimum temperature during March to September, annual, summer and rainy season series during period 1986 to 2012 (P-2) and also a rise in July, August and rainy season in whole series from 1971 to 2012 Fig. 3 Trends in annual series of meteorological variables during different time periods (P-3) . From the analysis of results of trends, it may be concluded that the minimum temperature series show a rising trend in the months of the rainy season. The analysis of maximum temperature series at Raipur shows a rising trend in December series in P-2 period and in November, December and winter season in the whole series (P-3). No series in P-1 (up to 1995) period indicated any trend and it may be concluded that the maximum temperature were randomly distributed prior to 1995. A change may occur after the 1980s in the form of rising trend due to possible human intervention and/or climate change. The relative humidity pattern at Raipur indicated a rising trend in August, September and rainy season of period P-1. In second period P-2, a significant rising trend has been observed in April, while the whole series (P-3) exhibited a significant rising trend in the series of March, April, August, annual and summer season. It may be concluded that the relative humidity in the region shows a positive trend in annual and summer months.
The trend analysis of wind speed series at Raipur for all three periods P-1, P-2 and P-3 indicated a significant falling trend in almost all monthly, annual and seasonal series. The trends of sunshine hours obtained from different trend analysis tests indicated that all the series were randomly distributed during period P-1. In second period P-2, the sunshine hour series indicated a significant falling trend during April, December and winter season. When the whole series (P-3) of sunshine hour was tested for detection of statistical trends, a significant falling trend has been observed in February, March, April, November, December, annual and winter season. From the analysis of results, it may be concluded that there may be a systematic falling trend in sunshine hour at Raipur after the seventies. The results of trend tests on pan evaporation indicated that all monthly, annual and seasonal series are randomly distributed during periods P-1 and P-2. In case of P-3, a significantly falling trend may be observed in April, July, annual and summer series of pan evaporation data. The annual trends in different time periods of all climatic variables have been depicted in Fig. 3 that indicated positive trend in annual minimum temperature, maximum temperature and relative humidity while negative trend in annual wind speed, sunshine hour and evaporation series mostly in all three periods when data fitted linearly.
Conclusions
The assessment of temporal variability in different climatic variables due to possible climate change or human intervention is important for water resources planning and management at the regional and local scale. In the present study, change point detection followed by trend analysis has been carried out using different non-parametric statistical tests. The change point has been detected using Pettitt's test, von Neumann ratio test, Buishand's range test and standard normal homogeneity test on monthly, seasonal and annual long-term series of minimum temperature, maximum temperature, relative humidity, wind speed, sunshine hour and pan evaporation of Raipur, a capital city of Chhattisgarh state of India. The change point analysis results of minimum temperature, relative humidity, sunshine hour and evaporation confirmed a significant change point in few summer months and summer seasonal series. The maximum temperature had breaks in few winter months and winter seasonal series, while all monthly, seasonal and annual series of wind speed indicated significant change point. The significant change points in these series observed during 1900 to 2000 may attribute the influence of fast growing industrial and commercial activities in the region.
The trend analysis of minimum and maximum temperature indicated a significant falling or no trend prior to 1995 (P-1) which turned to a rising trend in period 1986 to 2012 (P-2) and complete series from 1971 to 2012 (P-3) series of rainy months, annual, summer and rainy season in case of minimum temperature and winter months and winter season series of maximum temperature. The increasing trend in temperature series may indicate possible combined impact of climate change and fast development in the study area. The significant rising trends have been observed in few summer and rainy months and annual series of relative humidity in all three periods. Most of the monthly, seasonal and annual series of wind speed in all three periods confirmed a significant falling trend using statistical analysis. The sunshine hour and pan evaporation series were distributed randomly prior to year 1995, and indicated falling trend in few summer and winter monthly and seasonal series of sunshine hour and April, July, summer and annual series of pan evaporation. The statistical trend analysis of meteorological variables concludes that the minimum and maximum temperature confirmed a significant rising trend in summer and winter months, respectively, that may impact crop production and water availability in the region. The possible impact of this rising trend may not be visible on pan evaporation and may be due to strong falling trend of wind speed and falling trend of sunshine hour series. It may be concluded from the analysis that most of the series that indicate change point also confirmed a significant trend in P-2 and/or P-3 periods.
