, it now seems that molecules are back in the race to achieve liquid-nitrogen temperature.
Goodwin et al. 
in an equatorial position, creating a neutral [(Cp) 2 DyCl] complex. The extra ligand strongly reduces the magnetic anisotropy of the Dy 3+ ion and breaks the symmetry of the ligand charges around the metal ion. The latter is crucial for suppressing relaxation processes 5 that reduce the molecule's remnant magnetization in the absence of a magnetic field.
The authors show that, by chemically removing the Cl -ligand, the magnetic properties of the molecule change. Whereas the magnetic moment of [(Cp) 2 DyCl] is free to fluctuate, the charged [(Cp) 2 Dy] + complex, which forms molecular crystals with a negatively charged organic ion, has remarkably robust magnetic bistability at temperatures as high as 60 K. The key to the success of both research groups is the use of strongly hindered Cp -ligands, which reduces the instability of the [(Cp) 2 Dy] + complex. Goodwin and colleagues demonstrate that the magnetic properties are purely molecular in origin by dispersing the complex in crystalline or glass-like matrices and showing that there is no major alteration in the magnetization dynamics.
The design strategy used by Goodwin et Can we reasonably expect further progress in this field? Merging the top-down approach of atomic nanostructures on surfaces with the bottom-up approach of molecules is a potential way forward. Combining molecules that have a relatively high magnetic anisotropy with stiff substrates has already been found to strongly enhance magnetic bistability -at least when the latter is investigated in ultrahigh-vacuum conditions, as has been the case for the archetypal lanthanide single-molecule magnet terbium(iii) bis(phthalocyanine) 10 . Unfortunately, the molecular system investigated by Goodwin et al. and Guo et al. is not well suited to be processed in this way, given its positive charge and high reactivity.
Strategies to improve magnetic bistability could take advantage of theoretical investigations that have shown, for instance, that lowenergy molecular rotations can also be coupled to the molecule's spin 11 . The frequency of these rotations is inversely proportional to the molecule's mass. Therefore, smaller molecules would be less affected by this mechanism than larger ones because higher temperatures would be required to activate the rotations. Consequently, smaller molecules would show enhanced magnetic bistability. Finally, embedding the molecular complex in a rigid network, such as a metal-organic framework, is an alternative strategy for pushing single- 
GENETICS

Role of mutation in fly-wing evolution
Analysis of wing variation within and between fly species reveals an unexpectedly slow evolutionary rate. Variations due to mutation and interspecific differences are similar, perhaps as a result of complex genetic interactions. See Letter p.447
he origin of macroevolution -the variation between species -has been much debated. Does it arise as a consequence of microevolutionary processes that occur at the species level 1 , such as mutation, selection and the random genomic changes in a population known as genetic drift? Or does it require additional processes that act above the level of individual species, such as species selection that arises from differences in the rate of formation of new species (because certain species are more likely than others to split and give rise to two species), or in the rate of species extinction 2 ? If such differences in the rate of speciation and extinction can be linked to some species trait, this can give rise to species selection. On page 447, Houle et al. 3 provide a remarkable experimental test of whether mutation can account for inter specific differences in wing shape in species of the fruit-fly family Drosophilidae.
The authors gathered an unprecedentedly large array of two-dimensional data on the relative positions at which fly-wing veins intersect at points called landmark coordinates ( Fig. 1) . In this study and in previous work 4, 5 by the same group, such data were obtained using an ingenious device that allows the left wings of anaesthetized flies to be immobilized and spread, then digitally photographed 6 . The wing veins are mathematically modelled as curves, and the landmark coordinates extracted from these models 6 . Just one minute is needed to collect and process data from a single specimen. This system provides cutting-edge data collection for shape measurements that are both extremely fast and accurate. Such an approach is crucial in obtaining the sample sizes required for the type of study conducted by Houle and colleagues.
The authors assessed the patterns of variation -which traits (in this case, landmarkcoordinate positions) vary widely, which vary only a little, which vary together and which vary independently of each other. They used these data to address the relationship between wing-vein variations caused by newly arising mutations, those due to differences between species and those caused by standing genetic variation, which occurs within a species owing to the existence of different versions (alleles) of a gene.
The variation produced by mutation was previously estimated by Houle and colleagues 4 using around 12,000 specimens. The authors had measured this variation in mutationaccumulation experiments, generating large numbers of sublines from inbred fly lines, breeding these sublines for many generations and then measuring mutational variation from the wing-vein differences between the sublines 4 . The researchers also previously estimated the standing genetic variation by analysing the wing-vein similarity between relatives in nearly 17,000 wings from a single natural population of Drosophila melanogaster from Florida 5 . The wing-vein variation between different species was measured by Houle et al. using about 21,000 specimens from 117 fly species.
Precise quantitative estimates of the variation caused by mutation and standing genetic variation are notoriously difficult to obtain 7 . The sample sizes required must be orders of magnitude higher than those needed to analyse 'ordinary' variation in form (variation in form that has not been separated into that caused by genetic or environmental variation). The data set now gathered by the authors is exceptional, because it allows measurement of the variation caused by mutation, by standing genetic variation and by the differences between species caused by evolutionary diversification -all in the same system.
The three of kinds of variation estimated by Houle and colleagues are related by quantitative genetic evolutionary theory [8] [9] [10] . According to this theory, if natural selection is responsible for variation between species, then this variation is a function of within-species standing genetic variation and variation in directional selection of traits (in which an extreme form is favoured over the others) for fly species in the same clade 8 . Standing genetic variation is itself a function of new mutational variation and of the pattern and strength of a form of natural selection, known as stabilizing selection 9 , that favours inter mediate values of a trait over those at the extremes.
However, if interspecific variation is caused by genetic drift (random genetic changes), then it would be expected to be proportional to standing genetic variation 10 , which, in turn, is a function of the rate and pattern of the variation produced by mutation 11 . In this genetic-drift model, variation produced by mutation results in standing genetic variation, which, in turn, results in interspecific variation. In quantitative genetic evolutionary theory, macro evolutionary patterns of interspecific variation arise from under lying microevolutionary processes. These include: directional selection favouring a particular trend of change; stabilizing selection favouring intermediate trait values over the extremes; new variation produced by mutation; and the levels of standing genetic variation. As is usual in quantitative evolutionary theory, these relationships assume an additive model of gene effects, in which an allele's effects are not affected by other alleles of the same gene, or by alleles of other genes.
One of the authors' key conclusions is that the pattern of interspecific wing-trait variation is remarkably similar to the patterns of wingtrait variation that result from standing genetic variation or from mutation. Such a similarity would be expected if evolution is driven by genetic drift, or if patterns of stabilizing and directional selection are themselves either unstructured or aligned with mutational and genetic-variation patterns.
However, the results that Houle et al. obtain for the levels of variation within and between species, and for the rates of wing-vein evolution, put a fly in the ointment. Changes in wing-vein shape evolve very slowly compared with the level of standing genetic variation or the amount of variation produced by mutations within species over evolutionary time. Over time, the expected evolutionary rate given genetic drift alone is 10,000 times higher than the rate observed by Houle and colleagues. They conclude that evolutionary rates are not constrained by mutation or lack of standing genetic variation.
This suggests that the same strong stabilizing selection is imposed on wing-vein shape in all the species. Most mutations that affect more than one gene and that are not aligned with the direction of evolution would need to be deleterious for the observations on the amount of variation produced by mutation over time to fit the extremely low rate of evolution. Previous work 11 came to similar conclusions regarding the slow rate of mammalian brain evolution, given the rate of production of new variation by mutation and the diversification of the species by genetic drift. It seems that evolutionary rates are severely limited by strong stabilizing selection occurring in the same pattern within species in the same clade.
Houle and colleagues raise another intriguing possibility, which is not usually considered. Instead of the model described above, in which new mutational variation in fly-wing shape and strong stabilizing selection influence inter specific variation, the variation due to mutation itself evolves. In this situation, the similarity between mutational and interspecific-variation patterns occurs because both are responding to the same directionalselection pressures.
The theoretical basis for this alternative scenario is still in its infancy, and much additional research will be needed to flesh it out [12] [13] [14] [15] [16] . It has been shown 13 that, in the presence of non-additive interactions between genes, the effect of a specific gene is itself variable and can evolve. Under directional selection, a gene's effect on the trait being selected for can increase because of changes in allele frequencies at other genes. This increase in effect is reflected in the overall variation of the trait. The extent and pattern of mutational variation evolve to match the adaptive requirements of directional selection. In this scenario, the similarity between mutational and inter specific-variation patterns lies in their common response to directionalselection patterns.
Houle and colleagues provide an example in which the macroevolutionary pattern of interspecific differences in fly wings is due to a balance between microevolutionary processes. Whether such a pattern occurs in other species will require further study. However, it will probably be difficult to find an animal that can be used as effectively as this one to marshal the evidence for mutational variation, standing genetic variation and interspecific variation in the same system. ■ 3 analysed the intersection positions of wing veins in around 50,000 drosophilid fly wings representing different species and large samples of the same species. This enabled the authors to assess how mutation and natural genetic variation affect variations in the positioning of these landmark coordinates and influence the evolution of species differences. They found that changes in the wing-vein patterns evolve very slowly, given the amount of variation that is produced by mutations. This suggests that a strong stabilizing selection favouring intermediate trait values occurs in all of the species analysed. 
James Cheverud is in the Department
Ancient ice and the global methane cycle
An analysis of 12,000-year-old Antarctic ice revises our understanding of natural methane emissions to the atmosphere, and constrains estimates of the sensitivity of natural methane sources to abrupt climate-warming events. See Letter p.443 isotopes in the gas. Carbon-14 is particularly useful, because fossil-derived sources of methane, be they natural (geological) or anthropogenic (such as leaks from the extraction of natural gas), contain almost no 14 C, whereas methane from other sources, such as that deriving from wetlands, have a 14 C signature that is much closer to that of atmospheric CO 2 .
Petrenko et al. have made such measurements on methane preserved in ancient ice from Antarctica, and present a 14 C record that covers the interval from 12,000 to 11,200 years before the present. This interval coincides with the beginning of the current interglacial period (the Holocene) and includes the last Dansgaard-Oeschger event, known as the Younger Dryas-Preboreal transition (Fig. 1) .
The authors show that the 14 C methane signature is relatively constant through this abrupt methane rise. They use a mass-balance calculation to show that this could not have happened if the rise was caused by emissions from geological sources, including hydratessolid compounds in which methane is trapped in a crystal form of water, substantial quantities of which are deposited under sediments on ocean floors. This provides the best evidence
ethane is a potent greenhouse gas, but the interplay of its sources and sinks is poorly understood. After wetlands, geological methane sources are thought to be the main natural source to the atmosphere today 1 . On page 443, Petrenko et al. 2 present measurements of methane trapped in air bubbles in ancient ice from Antarctica, and report that the contribution of geological emissions to that methane was much lower than expected. They also propose that geological sources made only a small contribution to the rapid increase in atmospheric methane levels that occurred during the mostrecent abrupt climate-warming event. These findings call for a re-evaluation of the presentday methane budget, and imply that geological methane sources in the pre-industrial climate system were impervious to abrupt climatewarming events.
After carbon dioxide, methane is the largest contributor to greenhouse-gas effects associated with human activities. Its abundance is currently rising 3 , continuing a longer-term trajectory that has seen its concentration increase from 700 parts per billion by volume (p.p.b.v.) before industrialization to more than 1,800 p.p.b.v. today. This increase is responsible for about 15% of the total anthropogenic greenhouse-gas effect 3 . Atmospheric methane concentrations also varied greatly in the past, before human activities had an effect (Fig. 1) . Records recovered from gas bubbles trapped in deep polar ice cores show a positive correlation between methane levels and large-scale climate oscillations 4 . They also reveal 5 ) that occurred in a matter of decades.
But pinpointing the drivers of variations in atmospheric methane levels has proved difficult, because there are many natural and anthropogenic sources, and because the suite of chemical processes that control methane's residence time in the atmosphere are difficult to measure directly. One way to get a handle on methane cycling in the atmosphere is to measure the ratios of naturally occurring 
