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Abstract
Recent progress in wireless communication technologies along with the development in
automotive industry bring new potentials to improve traffic safety, efficiency, and comfort.
The enhancement can be achieved by vehicle-to-everything (V2X) communications that
enable vehicles to cooperate with other vehicles, devices, and infrastructures. Due to
the limitations of the current solutions for vehicular applications, integrating direct
device-to-device (D2D) links into cellular systems is deemed a promising technology for
V2X communications. However, the investigation of D2D-based V2X communication is
still at its infancy and many issues, especially on medium access control (MAC) layer,
need to be addressed before its efficient deployment. The aim of the thesis is to motivate
the use of direct D2D links in cellular systems for supporting safety-related vehicular
communications and to study two important MAC layer issues in this regard: radio
resource management (RRM) and network synchronization.
In the first part of the thesis, we first give an overview of vehicular communications
including its legacy solutions and some future potentials. Then, we motivate the
promising usage of D2D links for supporting V2X communications and investigate at
a high level the MAC layer in this context, where generally speaking, MAC mechanisms
decide how several transmitters share a common medium. Moreover, depending on
different coverage scenarios, we distinguish between two MAC modes for D2D-based V2X
communication and accordingly present two research questions, which are then studied
from various aspects in detail. More specifically, when communicating vehicles are in
network coverage, the base station (BS) can coordinate transmissions in a centralized
approach, which is referred to as the network scheduled MAC mode. In this case, to
mitigate the interference resulting from resource reuse between conventional cellular users
(C-UEs) and vehicular users (V-UEs) as well as to satisfy the stringent requirements of
vehicular applications, RRM is a key design issue. On the other hand, when some of,
or all of, the communicating vehicles are out of network coverage, V-UEs can select the
resource to transmit in an autonomous manner, which is referred to as the autonomous
MAC mode. In this case, network synchronization is a crucial enabler to implement
efficient time-division MAC methods.
The second part of the thesis includes six appended papers that investigate the two
above research questions specifically.
In [Paper A], under the assumption that different V-UEs use orthogonal resource
blocks (RBs) among each other, we study an RRM problem for D2D-based V2V
communications with strict latency and reliability requirements and with access only
to slowly time-varying channel state information. Even though the orthogonality among
V-UEs brings simplicity to RRM design, allowing multiple V2X transmissions on the
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same RB will not only improve spectrum efficiency, but also lead to potentially less
interference to C-UEs due to spatial reuse. Therefore, with dispensed orthogonality
assumption, [Paper B] and [Paper C] formulate an RRM problem and solve it through
two algorithms that are driven by different theoretical tools. Furthermore, by capturing
the distinct requirements as well as potentials of V-UEs and conventional C-UEs, a novel
RRM framework is presented in [Paper D] to enable vehicle networks in 5G cellular
systems.
In addition, network synchronization for autonomous D2D-based V2X mode is studied
in [Paper E] and [Paper F]. More specifically, assuming all the communicating devices
(including our target application vehicles as special cases) are out of network coverage,
we in [Paper E] study the synchronization problem to achieve an internal consensus
on clock values without relying on a network hierarchy. Moreover, in [Paper F], we
investigate a practical synchronization scenario in D2D networks without knowing the
coverage status. In particular, main challenges and problem formulations are detailed
for the synchronization problem in this situation and then a synchronization algorithm
as well as the underlying theories are presented accordingly.
Keywords: 3GPP LTE, autonomous D2D, channel state information, combinatorial
optimization, consensus, convex optimization, device-to-device (D2D), IEEE 802.11p,
matching theory, medium access control (MAC), network controlled D2D, network
synchronization, Perron-Frobenius theory, radio resource management (RRM), recursive
estimation, traffic safety, vehicle-to-everything (V2X) communications.
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Part I
Introductory Chapters
Chapter 1
Overview of Cooperative
Intelligent Transportation
Systems
The rapid advances in wireless communication technologies along with the growing
number of vehicles being equipped with wireless devices have brought new potentials
to automotive industry. These technologies allow vehicles to communicate their position,
speed, steering-wheel position, and other data to other vehicles and entities. The various
types of information can be further exploited to improve road safety, traffic efficiency,
and other non-safety services such as comfort and infotainment.
In this context, cooperative intelligent transportation systems (C-ITS) refer to
a set of communication technologies to enable the cooperation of vehicles, network
infrastructures, pedestrians, and so on. Applications driven by C-ITS rely on several
types of communications [1]:
• vehicle-to-vehicle (V2V): the communication between vehicles;
• vehicle-to-pedestrian (V2P): the communication between a vehicle and a device
carried by an individual (e.g., handheld terminal carried by a pedestrian, cyclist,
driver or passenger);
• vehicle-to-infrastructure/network (V2I/N): the communication between a vehicle
and a road side unit or a network centralized controller.
To harmonize all these types of vehicular communications, the term vehicle-to-everything
(V2X) has been proposed.
In what follows, we describe the current legacy solutions of V2X communication and
discuss their respective pros and cons. Based on the discussions, a promising technology
is then promoted for future C-ITS.
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Figure 1.1: IEEE WAVE architecture.
1.1 Today’s C-ITS
Two major standardized technologies are currently considered for wireless access in
V2X communications: short-range ad hoc communication technology via the Institute
of Electrical and Electronics Engineers (IEEE) 802.11p1 standard [3] and cellular
network via the 3rd Generation Partnership Project (3GPP) Long-Term Evolution (LTE)
standard. In this section, we briefly introduce these two standards along with their
associated architectures and summarize their pros and cons when being applied to V2X
communications.
1.1.1 Vehicular Ad Hoc Network
To adapt to the rapid change of network topologies and the local nature of C-ITS services,
vehicular ad hoc network (VANET) has been widely considered as the approach to enable
V2X communications. In this regard, large amounts of efforts have been made to the
research and standardization process. Comprehensive surveys are presented in [4, 5].
Probably, the most notable architectures developed along this direction are the
U.S. IEEE wireless access in vehicular environment (WAVE) and the European
Telecommunications Standards Institute (ETSI) Technical Committee (TC) ITS. In U.S.,
the Federal Communications Commission (FCC) has allocated 75 MHz bandwidth over
the 5.850–5.925 GHz spectrum range for C-ITS applications. The overall bandwidth
is subdivided into seven channels with 10 MHz for each one. On the other hand, in
Europe, 50 MHz channel bandwidth in the range of 5.875–5.925 GHz, containing five 10
MHz channels, is dedicated to C-ITS [6].
The WAVE protocol stack is shown in Fig. 1.1, which includes IEEE 802.11p for
lower layers, i.e., physical (PHY) layer and medium access control (MAC) layer, and
1IEEE 802.11p has been classified as superseded and integrated into IEEE 802.11-2012 [2].
Nevertheless, for simplicity, we refer to IEEE 802.11p throughout the thesis.
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Figure 1.2: ETSI TC ITS (current) architecture.
IEEE 1609 for higher layers. Moreover, in Europe, ETSI and European Committee for
Standardization (CEN) are in charge of developing the standards for C-ITS, where the
current reference architecture is depicted in Fig. 1.2. Compared to WAVE, the European
protocol stack involves a facility layer situated in-between the network & transport and
application layers. More details about the two architectures and the standardization
process on C-ITS can be found in [6–9].
As seen from Fig. 1.1 and Fig. 1.2, the stacks and the associated standards from
U.S. and Europe are not harmonized. In fact, however, the difference between the
two reference architectures mainly lies in higher layers, while the lower layers are
almost identical with the exception of multi-channel operations. More specifically,
the channelization in WAVE is specified in IEEE 1609.4, whereas the use of multiple
frequency channels in Europe is supported by the decentralized congestion control (DCC)
mechanism integrated in the management module. Concerning PHY layer and MAC
layer, both architectures are based on the IEEE 802.11p [3] that was initially approved
as an amendment of 802.11 to cope with highly mobile wireless environments and to
satisfy various ITS applications. Note that in Europe, the standard of access technology
is referred to as ETSI ITS-G5, which is a European profile of IEEE 802.11p [6].
The PHY layer of IEEE 802.11p uses orthogonal frequency division multiplexing
(OFDM) with 64 subcarriers (48 for data, 4 for pilot, and 12 for null). Additionally, it
uses 10 MHz channel spacing instead of 20 MHz to better cope with the delay spread.
The MAC layer of 802.11p adopts the enhanced distributed channel access (EDCA)
mechanism which inherits the carrier sense multiple access with collision avoidance
(CSMA/CA) and extends it by providing different channel access parameters in order
to achieve service prioritization. More importantly, compared to 802.11a, the main
innovation of 802.11p is that it applies a default ad hoc mode referred to as Outside
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the Context of a Basic Service Set (OCB). In the OCB operation mode, the process of
authentication and association for establishing a Basic Service Set (BSS) is avoided, and
therefore the setup procedure is simplified which nicely fits the safety applications with
short-lived connectivity and low-latency requirement.
IEEE 802.11p is the currently recognized standard for C-ITS applications due
to its desirable features of easy deployment, low cost, and native support of V2X
communications in ad hoc mode. Regarding day-one C-ITS applications including
both V2V and V2I exchange of basic safety messages (e.g., hazardous location and
road works warnings), there is a consensus that 802.11 will just meet the application
requirements [10]. However, it is also admitted that relying only on the 802.11p will
become problematic when more vehicles are equipped with wireless devices and an
increased number of C-ITS applications appear with stringent requirements [10, 11].
The main drawbacks of the 802.11p technology come from scalability and difficulties
in providing quality of service (QoS). The scalability issue is caused by the CSMA method
at the MAC layer which follows a listen-before-transmit principle. More specifically, each
vehicle first senses the channel during a predetermined listening period. If the channel
is perceived as idle, the vehicle will start to transmit; otherwise, the vehicle will perform
a backoff procedure, i.e., it will defer its access for a randomized time period within a
contention window. This way, the performance of CSMA will deteriorate seriously with
increased network load due to the contention-based nature. This is sometimes referred
to as channel congestion problem. Furthermore, the lack of pervasive infrastructure
deployment makes the 802.11p standard be normally considered to offer intermittent
connectivity among vehicles and devices. Therefore, the strict latency and reliability
requirements of future safety-related C-ITS applications can hardy be fulfilled.
1.1.2 Cellular-Based Vehicular Network
The two aforementioned concerns of 802.11p are due to the lack of a centralized
coordinator. Additionally, the third hurdle towards the realization of V2X
communications based on 802.11p is its low market penetration. In fact, the deployment
of ad hoc networks suffers from the typical chicken-and-egg problem, since a certain
number of 802.11p equipped vehicles is required before the approach becomes effective.
Alternatively, cellular network technologies have recently attracted more and more
interests for C-ITS services. Among them, the 3GPP LTE (Release 8) is of particular
interest since it provides both high data rate and (relatively) low latency, in addition to
the common merits of cellular systems such as wide coverage, high market penetration,
and high-speed terminal support. Throughout the whole thesis, when we say LTE we
mean LTE Release 8, unless otherwise specified. It is worth mentioning that direct
communications between user equipments (UEs) were not supported in LTE Release 8.
However, the direct D2D communications have been introduced since LTE Release 12.
The overall LTE system is characterized by a flat all-IP architecture with a reduced
number of network entities and a separation of the control plane and user plane traffic.
Thanks to the flat architecture, LTE can provide round trip times theoretically lower
than 10ms, and idle to active latency of up to 100ms. The radio access network in LTE
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Figure 1.3: UE communication through LTE architecture. (a) Served by the same
BS. (b) Served by different BSs.
is composed of base stations (BSs) which are responsible for all radio-related functions2.
Detailed descriptions of LTE architecture can be found in [12, Chapter 8].
In a traditional LTE network, the UEs need to connect to a BS to be able to transmit.
Fig. 1.3 depicts two examples of vehicular UE (V-UE) 1 transmitting data to V-UE
2 through an LTE architecture, where the two V-UEs are served by the same BS in
Fig. 1.3(a) and different BSs in Fig. 1.3(b). First, V-UE 1 uses uplink (UL) transmission
which is based on single-carrier frequency-division multiple access (SC-FDMA) to send
data to its connected BS. Then the BS forwards the received packet to the Serving
Gateway (S-GW) via the S1-u interface. Afterwards, the S-GW performs information
analysis and further forwards the data to the proper BS. Finally, the BS sends the
packet to V-UE 2 through downlink (DL) transmission which is based on orthogonal
frequency-division multiple access (OFDMA). Here, the Mobility Management Entity
(MME) is the key control entity whose responsibilities include authentication, security,
storing users’ position information, and so on. Note that the examples in Fig. 1.3 assume
V-UEs 1 and 2 are subscribers of the same mobile network operator. The communication
procedure will become more complicated if they are served by different operators, since
more logical nodes, e.g., the packet data network Gateway, will be involved in this case
[12, Chapter 8].
Despite its potential applicability in vehicular environment, LTE was originally
designed for mobile broadband traffic which has quite different properties and
requirements with V2X traffic. Many works have been done to assess the suitability
of LTE for C-ITS applications [10, 13–17]. As shown by the results, although LTE can
meet the requirements of certain C-ITS services in low traffic-load scenarios, there are
several deficiencies for the provision of future C-ITS applications.
• With medium or high vehicle density, the transmitted messages may easily overload
2In fact, a BS is often referred to as an evolved NodeB in LTE systems. In this thesis, however, with
a slight abuse of terms, we use the terms BS and eNB interchangeably for all cellular systems.
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the serving BS, especially for UL communications. In addition to being a potential
traffic bottleneck, the BS may become a single point of failure.
• The end-to-end delay introduced by the two-hop transmission (UL and DL) via
the BS will not be satisfactory for future safety applications with more stringent
latency requirement.
• This infrastructure-based approach fails when vehicles are out of coverage of the
BS, e.g., in a tunnel, underground parking spot, and so on, all of which are however
important scenarios to ensure traffic safety.
1.2 Future of C-ITS
Obviously, we are not living in a dichotomic world. To leverage the strengths of both ad
hoc and cellular topologies, i.e., IEEE 802.11p and 3GPP LTE systems, heterogeneous
vehicular network has been motivated and promoted as a promising technology to support
C-ITS applications [10, 15, 18–21]. Desired characteristics of a heterogeneous vehicular
network probably should embrace the following aspects.
• Exploit the local and short range communication nature of most C-ITS applications.
• Achieve high (controllable) QoS in a wide range area. This should hold no matter
vehicles are in coverage of a centralized controller (e.g., a BS) or out of coverage.
• Be adaptive to rapidly varied network topologies caused by high mobility of vehicles.
• Be compatible with existing C-ITS high level layers standards.
• Be beneficial to different parties: users (including drivers, passengers, pedestrians,
cyclists, and so on), telecom operators, telecom vendors, and automobile
manufacturers.
Fortunately, the emerging technology of integrating direct device-to-device (D2D)
communication into cellular systems indeed actualizes the idea of heterogeneous
vehicular network. In D2D cellular infrastructure, two physically close UE devices can
communicate with each other directly with or without the assistance of the BS. The D2D
communication paradigm has been identified as one of the key technology components
for future cellular systems. For instance, 3GPP has agreed that D2D communication,
which was initially highlighted in Release 12, will be continuously investigated during
Release 13 and Release 14 timeframes towards the LTE-advanced (LTE-A) evolution [22].
In addition, many fifth generation (5G) projects, e.g., METIS, have regarded D2D
communication as one of the main technical solutions indispensable in 5G networks [23].
Recently, there is a consensus in both research and standardization activities that
cellular D2D can pave the way for V2X communications [10, 11, 19, 24–28]. Detailed
motivations will be discussed in Chapter 2.2. In particular, 3GPP Radio Access Networks
(RAN) is currently working to enhance LTE-D2D in Release 13 in order to fulfill the
1.3 Thesis Scope and Outline 9
requirements of V2X services (3GPP Technical Specification Group RAN Meeting #68,
June 2015).
However, the investigation on D2D-based V2X is still at its infancy. Conscientious and
orchestrated efforts are required for this promising direction. Many issues on PHY layer
and MAC layer need to be explored before the effective provision of C-ITS applications.
This lays the motivation of the thesis.
1.3 Thesis Scope and Outline
In this thesis, we investigate the use of cellular D2D links for supporting safety-related
V2X communications, with focuses on MAC layer issues: radio resource management
(RRM) and network synchronization. To this end, we first motivate in detail the use
of D2D links for supporting V2X communications in Chapter 2. Then, depending
on the specific coverage scenarios, we differentiate two modes of MAC for D2D-based
V2X communications: network scheduled and autonomous, and discuss their respective
research questions. As an important research question in network scheduled D2D-based
V2X communication, RRM design is detailed in Chapter 3. Moreover, we study the
network synchronization problem in Chapter 4, which is a crucial enabler for efficient
time-division MAC mechanisms in autonomous D2D-based V2X communication. Finally,
in Chapter 5, we summarize the contributions of the thesis including its appended papers,
draw conclusions, and point out some possible future directions.
1.4 Notation
The following notation is used in the first part of the thesis. Sets are denoted by
calligraphic letters, e.g., X , with |X | denoting its cardinality. Lowercase and uppercase
letters, e.g., x and X , represent scalars. Additionally, lowercase boldface letters, e.g., x,
designate column vectors, and uppercase boldface letters, e.g., X, denote matrices. The
superscript (·)T stands for the transposition, and 1 and 0 represent the all-ones column
vector and the zero column vector, respectively. Unless otherwise specified, vector and
matrix inequalities are interpreted element-wise.
Chapter 2
MAC of D2D-based V2X
In this chapter, we investigate at a high level the MAC layer of the D2D-based V2X
communication. To this end, we first briefly introduce the concept of D2D paradigm and
then motivate the promising usage of D2D links for supporting V2X communications.
Moreover, we discuss the two different MAC modes that need to be applied to D2D-based
V2X communication depending on the specific coverage scenario, and also present a
crucial research question for each mode.
2.1 A Brief Introduction of D2D Communication
In context of cellular-based D2D communication, geographically co-located devices can
communicate directly with each other without the detour via a network infrastructure,
as illustrated in Fig. 2.1. This way, several types of benefits can be offered [29]. The
proximity of devices allows for high data rate and low power consumption. The hop gain
means using a direct D2D link instead of using both UL and DL through the network
controller, e.g., the BS. Besides, traffic oﬄoading gain can be attained for the cellular
controller by communicating through a direct D2D link. Moreover, depending on whether
or not D2D UEs (D-UEs) share the same resources used by regular cellular UEs (C-UEs),
D2D networks can be divided into underlay D2D and overlay D2D. In the underlay mode,
the reuse gain is further provided, which increases spectral efficiency.
In recent years, D2D communication has been comprehensively researched from
various perspectives, including
• device discovery [30]: the first step in the establishment of a D2D link is for a device
to discover the presence of other devices in order to initiate the communication with
them;
• mode selection [31]: D2D communication can operate in multiple modes, e.g., direct
D2D link or routing via the cellular BS, network scheduled or autonomous D2D,
underlay or overlay D2D, reusing cellular UL or DL resources;
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Figure 2.1: Direct D2D communication.
• RRM [32]: how C-UEs and D-UEs use or share resources and how each UE allocates
its transmit power among the used resources;
• D2D clustering [33]: to further oﬄoad the traffic of the cellular BS and to
maintain a workable network when the cellular infrastructure becomes damaged or
dysfunctional, D-UEs can be clustered and a so-called cluster head can be elected
to take over some functionalities of the cellular BS;
• design on D2D architecture [34]: how the architecture and protocol of the current
cellular standards can be modified to adapt D2D communication.
In this thesis, we are not aiming at summarizing or introducing all the relevant D2D
work. For more details on this line of research, readers are referred to the surveys
in [29, 35–38] and the references therein. Nevertheless, we would like to mention again
the classification of D2D as network scheduled D2D and autonomous D2D, which will be
explicitly discussed in the rest of the thesis.
2.2 Motivation for D2D-Based V2X
Usually, safety-related C-ITS applications rely on small-message transmission in a
vehicle’s neighborhood, which provides them a strongly localized nature and relative
small transmit buffers. Moreover, this type of applications often have to be real time
and come with strict requirements on reliability and access availability.
By comparing the QoS requirements of V2X services and the potential benefits of
direct D2D communication, we see that the direct D2D link is indeed a promising enabler
for safety-related V2X communication. First, the localized nature of V2X application is
exactly the motivating idea for D2D communication. Second, the low latency requirement
of V2X services matches well the hop gain of D2D transmissions. Third, the reliability
requirement of V2X communications can benefit from the proximity gain provided by the
D2D link and also potentially from the centralized management at the BS. Last but not
least, D2D-based V2X communication is actually appealing to operators as well, since
it can bolster new business models and opportunities. Following these motivations, the
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Table 2.1: Comparison of candidate technologies for V2X communication
Features 802.11p LTE Cellular-based D2D
(Release 8)
Access Everywhere In coverage of BS Possibly everywhere
availability (by differentiating
network scheduled
and autonomous D2D)
Controllable No Yes Possibly yes
QoS provisioning (OCB as (management at BS) (with efficient MAC)
ad hoc)
Latency Low Relatively high Low
(two-hop transmission) (direct D2D link)
Local nature Yes No (detour via BS) Yes
exploitation (direct D2D link)
Scalability Low (due to Medium (bottleneck Possibly high
CSMA) at BS or UL) (with efficient MAC)
High mobility Yes Yes Yes
support
suitability of the D2D technique to vehicular use cases has recently been systematically
evaluated in [23, 24, 26]. In parallel with the academic studies, standardization effort is
being undertaken on this topic as well [27, 39–42].
In Table 2.1, we compare different candidate wireless technologies, which shows the
promising usage of cellular-based D2D for our target V2X communications.
2.3 Two Modes of MAC
In cellular-based D2D systems, depending on how many devices are in coverage of the
BS, D2D communication can be classified into the following three coverage scenarios
shown in Fig. 2.2: 1) in-coverage scenario where all the devices are in coverage of
the BS; 2) partial-coverage scenario where only a fraction of devices are in coverage;
and 3) out-of-coverage scenario where all the devices are out of coverage. Clearly,
for different coverage scenarios, the MAC mechanisms of D2D communication have
different features. Generally, a MAC mechanism decides how several transmissions share
a common medium. Following the 3GPP standardization agreement (Release 13 and
Release 14) [40], two modes of MAC are specified for D2D transmission: network
scheduled D2D and autonomous D2D. More specifically, in network scheduled
D2D, the BS schedules the exact resources used by a D-UE to transmit direct data.
In autonomous D2D, on the other hand, D-UEs select transmission resources without
interaction with the BS. Regarding in-coverage scenario, due to the connections from
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(a) In-coverage (b) Partial-coverage (c) Out-of-coverage
Figure 2.2: Three coverage scenarios in D2D communication.
Figure 2.3: In-coverage scenario in D2D-based V2X communication.
all the devices to the BS, both network scheduled and autonomous D2D modes can be
applied. In partial-coverage or out-of-coverage scenario, however, autonomous D2D mode
should be the choice at least for the devices that are out of network coverage.
When using D2D links to support V2X communications, i.e., substituting the regular
mobile devices in Fig. 2.2 with vehicles, there are also three different coverage scenarios
depending on how many communicating vehicles are in coverage of the BS. Therefore,
we likewise differentiate the two modes of MAC: network scheduled and autonomous,
for D2D-based V2X communication. It is worth mentioning that this classification has
already been considered in the 3GPP standardization process [1] as well as 5G research
communities [43] for V2X communication.
2.3.1 Mode 1: Network Scheduled
When all the communicating vehicles are in coverage of the BS as shown in Fig. 2.3,
more efficient MAC schemes can be utilized with the assistance of the BS. Specifically,
the BS, as the centralized controller, can monitor the entire network and then cleverly
allocate multi-dimensional resources to different transmitters. In this situation, to obtain
the reuse gain of D2D and improve the spectral efficiency, we consider the UL underlay
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(a) Partial-coverage (b) Out-of-coverage
Figure 2.4: Partial-coverage and out-of-coverage scenarios in D2D-based V2X
communication.
D2D transmission for supporting V2X communication. Note that we choose UL channel
reuse since in this case, 1) the victim of the interference on the cellular links is at the
BS which possesses advanced signal processing capabilties; 2) the interference suffered
by the V2X links can be nicely handled through spatial separation. On the other hand,
if the DL reuse is applied, the transmission from the BS has serious negative impact on
the V-UE receivers, which could violate the reliability requirement of safety applications.
Additionally, most of the existing studies consider the UL resources to support D2D
communications since there are some regulatory restrictions in certain regions for reusing
the DL resources [44].
Research question: even though the BS can assist to schedule multiple
transmissions, if performed poorly, using underlay D2D for V2X communication may
cause significant degradation to system performance due to the interference caused by
resource reuse. Moreover, guaranteeing the required latency and reliability for V2X
services is demanding. Hence, the RRM strategy at the BS, including how to allocate
time-frequency resources and transmit power, becomes a key design aspect to enable
D2D-based V2X communication.
2.3.2 Mode 2: Autonomous
It happens that some of, or all of, the communicating vehicles are out of coverage of the
BS, as illustrated by Fig. 2.4(a) and Fig. 2.4(b), respectively. This situation will disable
the role that the BS can play to coordinate multiple transmissions. In this case, as a
result, a possible solution is to let the V-UEs select the resources (e.g., from resource
pools1) in an autonomous manner for their transmissions.
The autonomous mode is in fact similar to the ad hoc mode considered in IEEE
802.11p, where CSMA is the specified MAC scheme for the first generation of VANETs.
Due to the principles of contention-based transmission and listen-before-transmit (as
1The resource pool can be pre-configured by the BS.
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described in Section 1.1.1), the poor performance of CSMA in high network load scenario
has been widely recognized. Moreover, the CSMA in 802.11p is directly inherited from
802.11 technology, where the context as well as the underlying traffic and scenarios are
quite different from the V2X setting. Hence, it is motivated to study other MAC layer
mechanisms in addition to CSMA for the autonomous mode.
Along this direction, time-division MAC methods have been proposed to enable V2X
communications, for instance, the self-organized time division multiple access (STDMA)
[8], the coded slotted ALOHA [45], and so on. Compared to CSMA, their performance
improvements have been shown at medium or high load scenarios. Among them, the
current most mature alternative is probably STDMA, where time is divided into frames
and further into time slots. Then the time slots are assigned to the transmitting UEs
in a self-organized manner. In fact, STDMA has already been in commercial use in the
automatic identification system (AIS), which is a mandatory position reporting system
for ships larger than 300 gross ton and passenger vessels.
Research question: a common prerequisite for all time-division MAC mechanisms
is an agreed notion of time. The procedure to achieve a common time reference
through the entire network is called network synchronization. Clearly, the performance
of the time-division MAC schemes highly depends on the accuracy of synchronization.
Therefore, for autonomous D2D-based V2X communication, network synchronization is
a crucial and indispensable enabler to attain the effectiveness of these time-division MAC
mechanisms.
Chapter 3
RRM in Network Scheduled
D2D-Based V2X
Communication
As indicated previously, when the communicating vehicles are inside coverage of the BS,
it is possible for the BS to coordinate transmissions, which is referred to as the network
scheduled mode. In this case, to mitigate the interference resulted from resource reuse
and to satisfy the distinct QoS requirements of both V-UEs and conventional C-UEs,
the RRM mechanism needs to be carefully designed. In particular, the high mobility of
vehicles brings more challenges regarding channel acquisition. This chapter deals with
the RRM design in network scheduled D2D-based V2X communication by capturing the
specific features of vehicular applications. To this end, in Section 3.1 we first discuss
the major limitations when applying the conventional D2D RRM schemes to D2D-based
V2X communications. In Section 3.2, we identify some important issues that require a
rethinking in this regard and then summarize several RRM problem formulations in the
existing literature. Finally, in Section 3.3 we present a generic RRM solution framework
and its underlying theories.
3.1 Limitations of Conventional D2D RRM Strategies
RRM strategies for conventional D2D systems have been extensively researched in [29,
32,35,46–49], to name a few papers. Studied issues include how C-UEs and D-UEs share
resources and how each UE allocates its transmit power among the resources. For more
details on this line of research, readers are referred to the surveys in [29, 32, 35] and the
references therein. However, we note that there are three major limitations in most of
the existing D2D works for our target safety application.
Firstly, the performance objective has typically been to maximize the sum rate and
prioritize cellular links [48–50]. Thus the D2D underlay is considered opportunistic as the
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D2D interference to cellular links is controlled at acceptable levels. As a result, schemes
for conventional D2D systems do not work well for the class of V2X applications that
have small message payloads and very strict requirements on latency and reliability.
Secondly, the majority of the literature assumes that the BS is aware of the full
instantaneous channel state information (CSI) of all the cellular and D2D links. This
assumption, however, is too optimistic when using D2D links for V2X communications
due to the highly dynamic channels associated with vehicles.
Thirdly, most works interpret the QoS requirement directly from the signal to
interference plus noise ratio (SINR) viewpoint, i.e., the achieved SINR should be above
a particular target value. However, it is not straightforward and clear how to obtain
this target value from the original requirements of safety-critical V2X communications,
which usually refer to transmission with a certain reliability and within a certain time
period. For instance, the EU 5G project METIS considers that 1600 byte packets
should be received within 5ms and with a reliability of 99.999% to deliver traffic safety
applications [23].
3.2 RRM Problem Formulation
3.2.1 System Model
We consider a single cell environment with M UL transmission C-UEs and K V-UEs,
where the latter is counted in terms of transmitters1. The corresponding sets are denoted
by M , {1, 2, . . . ,M} and K , {1, 2, . . . ,K}, respectively. Moreover, assume the
D2D underlay is only used by V-UEs that share the cellular UL resources, where the
UL bandwidth is divided into F resource blocks (RBs) with F , {1, 2, ..., F} for each
scheduling time unit. For C-UEs, orthogonal RB allocation applies as in LTE. On the
other hand, an RB used by a C-UE can be reused by one or several V-UEs. Obviously,
intra-cell interference may arise in the setup.
Fig. 3.1 illustrates the communication scenario when C-UE m, V-UE pairs k and r
are sharing the same RB, where the solid and dashed lines denote the desired and the
interference channels, respectively. To perform efficient RRM, the BS needs some degree
of knowledge of the CSI for all involved links. On one hand, the channels connected
to the BS can be measured at the BS itself; on the other hand, all other links can be
measured by the corresponding receivers and then reported to the BS.
3.2.2 Important Issues Before Problem Formulation
Since safety-critical vehicular applications are quite different compared to typical D2D
services, the RRM problem formulation for conventional D2D networks will not be
valid here. Moreover, studies on D2D-based V2X are still in the initial stage, and
thus widely acknowledged problem formulations have not been achieved yet. Therefore,
in the following, we will discuss and clarify three important issues that deserve some
1In general, broadcasting strategies are used for vehicular communications. Here we consider the
least favorable receiving vehicle inside the intended broadcast region of each transmitting vehicle, i.e.,
the vehicle that has the smallest average channel power gain from the transmitting vehicle.
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Figure 3.1: Illustration of V2X and cellular communications.
thinking and investigation before formulating a solid RRM problem for D2D-based V2X
communication.
3.2.2.1 Channel Acquisition and RRM Time Scale
To indeed obtain the oﬄoading gain of the D2D layer, the time scale of interactions
between the BS and V-UEs should be much longer than the traditional LTE scheduling
time interval, i.e., 1ms. Moreover, due to mobility, the channels associated with V-UEs
are typically highly time-varying. In this case, short-term RRM at the BS, such as 1ms,
requires significant overheads since the V-UEs need to report their channel measurements
every millisecond or so. Even if with such short-term feedback, the obtained CSI can
be outdated due to the highly dynamic channels. For these reasons, we argue that only
slowly varying CSI including path loss and shadowing is likely to be available at the BS
for the links associated with vehicles. In addition, the conducted RRM process should
be on long-term basis for the V-UEs, e.g., a few hundred milliseconds.
3.2.2.2 Distinct Requirements of V-UEs and C-UEs
Naturally, the QoS requirements of V-UEs and C-UEs are different.
For safety-critical V2X services, there are stringent latency and reliability
requirements, though high data rate is of less significance. Also, the latency requirement
is usually modeled as hard deadlines, i.e., the transmitted message is considered useless
when its latency exceeds the deadline and there is no additional benefit when the latency
is less than the deadline. Note that this is in contrast with soft deadlines, i.e., the value of
the message decreases smoothly with the latency. Moreover, the reliability requirement
is often interpreted from the perspective of outage probability. Specifically, assume that
E RBs are allocated to V-UE k. According to [51], the outage probability, i.e., the
probability that Λ error-free bits cannot be delivered by any coding scheme, is equal to
pout , Pr
{
E∑
i=1
ρ log2 (1 + γi) < Λ
}
, (3.1)
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where
γi ,
P¯ rk,kHk,k,i
σ2k +
∑
j 6=k P¯
r
j,kGj,k,i
(3.2)
is the instantaneous SINR on RB i for V-UE k. Here, P¯ rk,k and P¯
r
j,k (j 6= k) are average
received power at the receiver of V-UE k from the desired transmitter, i.e., V-UE k, and
interfering UE j, respectively, Hk,k,i and Gj,k,i are independent random variables that
model the fast fading incurred channel power gains on RB i of the corresponding desired
channel and interference channel, and σ2k is the noise power at the receiver of V-UE k.
The multiplication with ρ is due to the fact that an RB contains ρ complex symbols.
Then, the reliability requirement can be expressed as [23]
pout ≤ po, (3.3)
where po is the maximum tolerable outage probability. Note that here the outage
probability is measured in terms of the aggregated number of bits that can be transmitted
(i.e., the summation in (3.1)) rather than in terms of the SINR. For safety-critical V2X
communications, the former is more reasonable since the requirement is usually expressed
as that a certain amount of data needs to be delivered with a given probability and within
a certain time period [11, 23, 52].
In contrast to safety-critical V2X applications, for typical cellular traffic, the latency
requirement is much less strict and the system usually strives for high data rate subject
to some level of fairness.
3.2.2.3 Requirement Transformation for V-UEs
For V-UEs, if the outage probability constraint in (3.1) is directly included in the RRM
problem formulation, the RRM design will become much more complex due to the
probabilistic constraint. Moreover, computational complexity will increase significantly
since this probabilistic programming requires to be solved whenever resource allocation
is updated. To circumvent these hurdles, we need to derive a transformation from the
outage probability specification to a set of constraints that
• are computable with only slowly varying CSI because fast fading CSI is not available
at the BS;
• are easy to cope with in the formulated problems;
• imply that (3.1) is satisfied.
For this purpose, a few works [53, 54] have derived mappings to relate the outage
probability to an average SINR margin involving only slowly varying CSI. They
interpreted outage from the perspective of SINR, i.e., the outage probability is defined
as
p˜out , Pr
{
γi < γ
th
}
, (3.4)
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where γth is the constraint on instantaneous SINR.
However, for vehicular applications, a more reasonable measurement of outage
probability is in terms of the aggregated number of transmitted bits2 as analyzed in
Section 3.2.2.2. In this case, we have in [Paper C] transformed the original probability
constraint into (more strict) constraints on the number of RBs allocated to the UE and
on the required average SINR of each used RB. This transformation allows us to extend
certain existing D2D RRM algorithms to cater also for V2X communications with strict
latency and reliability requirements.
3.2.3 Problem Formulation
In general, an RRM problem is commonly formulated as an optimization problem with
an objective and several constraints. Depending on different assumptions, focuses, and
targets of network design, a number of objectives and constraints have been considered
for the formulations of RRM problems when supporting vehicular communications via
an underlay D2D layer.
The possible objectives can include:
• Maximize the sum rate of C-UEs [55][Paper A][Paper B][Paper C];
• Minimize the interference from V-UEs to C-UEs [Paper D];
• Maximize the number of supported V-UEs [56, 57];
• Minimize the number of RBs used by V-UEs [58];
• Maximize the sum rate of V-UEs [59, 60];
• Maximize the minimum-achievable rate of V-UEs [59, 60].
It is worth mentioning that D2D-based V2X communications are not limited to only
safety-critical applications. Hence, when being applied to non-safety services, data rate
of vehicular networks can be of major interest. That is why the data rate of V-UEs has
also been formulated as the objective to optimize in the existing works [59, 60].
Moreover, the possible constraints can include:
• Orthogonality among C-UEs;
This is a typical assumption or constraint for C-UEs as in LTE. Since the C-UEs
that are in the UL transmissions have a common receiver, i.e., the BS, the intra-cell
interference can be effectively avoided by orthogonal RB allocation.
• Orthogonality among V-UEs;
In fact, this is not a necessary constraint. For instance, in Fig. 3.1, if the involved
vehicles of the two transmissions from V-UEs k and r are far away enough from
each other, there is no reason why the two transmissions cannot share common
2In fact, this interpretation is not limited to vehicular services. As stated in [52], in heterogeneous
networks, a better definition of “outage” is the probability that no BS – or combination of BSs – can
provide an aggregate data rate over some threshold.
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resources. Nevertheless, imposing orthogonality on V-UEs can simplify the RRM
design, since in this case the interference is only incurred between one C-UE and
one V-UE. Hence, this assumption has been considered as well in [55][Paper A] and
even in conventional D2D works [48, 49, 61].
• QoS requirements of C-UEs;
The QoS requirements of C-UEs are often interpreted from the perspective of either
SINR [58, 59] or limited interference from V-UEs [60]. In addition, the fairness
among different C-UEs should be achieved with certain level, depending on the
specific needs.
• QoS requirements of V-UEs;
The requirements of V-UEs are usually formulated as the amount of resources
assigned to a V-UE and the SINR constraint on its used resources [55–59][Paper
A][Paper B][Paper C][Paper D]. However, as analyzed in Section 3.2.2.3, the original
requirement of safety-critical vehicular applications is generally expressed as an
outage probability constraint in terms of aggregated data rate. Therefore, how to
transform the original requirement into the regular constraints that are easier to
cope with is crucial for formulating a valid RRM problem.
• Max transmit power constraint per C-UE
• Max transmit power constraint per V-UE.
3.3 A Generic RRM Solution Framework
In the context of RRM, the resources usually include RBs and transmit power.
Correspondingly, the RRM strategy refers to the design of how to allocate RBs and
power among V-UEs and C-UEs. Since RBs and power are represented by discrete
and continuous variables respectively, the formulated problems fall into the category
of combinatorial optimization problem. Although not all combinatorial optimization
problems are NP-hard3, the optimal resource allocation for the setup in Section 3.2.3
usually is. Therefore, we now present a generic framework of heuristic RRM solutions
including three procedures:
1. decide which RBs that can be shared by a set of UEs;
2. allocate RBs to UEs;
3. allocate transmission power to UEs.
In the following, we will explain in detail the three components and the possibly
applied theories behind them. For notational convenience, in this section, we use xi to
indicate the i-th element of column vector x, and Xi,j to denote the (i, j)-th element of
matrix X.
3We emphasize that there are indeed some combinatorial optimization or integer programming
problems that can be optimally solved within polynomial time.
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3.3.1 Feasibility of RB Sharing
In principle, when the orthogonality assumption on V-UEs is dispensed in the underlay
D2D layer, there can be multiple UE pairs that share a common RB. However, due to
interference caused by resource reuse and the SINR constraint on each UE, whether or
not the sharing can indeed take place remains a question. We therefore now discuss some
sufficient and necessary conditions on the feasibility of RB sharing under different power
constraints.
Consider N UE pairs using the same resource for data transmission, where each UE
pair has a received SINR constraint γth, i.e.,
γn(p) ,
Wn,npn∑
j 6=nWj,npj + σ
2
n
≥ γth, n = 1, 2, ..., N. (3.5)
Here, γn(p) is defined as the received SINR of the receiver n, Wj,n denotes the channel
power gain from the transmitter j to the receiver n, pn is the transmit power of the
transmitter n, and σ2n is the noise power at the receiver n. By defining
Ωn,j ,
{
γthWj,n/Wn,n, if n 6= j
0, otherwise
(3.6)
and qn , γ
thσ2n/Wn,n, the matrix form of (3.5) is
4
(I −Ω)p ≥ q, (3.7)
where Ω is called the inherent constraint matrix associated to the model in (3.5).
This way, the feasibility of RB sharing among the N UE pairs depends on if there
exists a valid positive power vector p such that the inequality in (3.7) is satisfied. By
a valid power vector, we mean a vector that includes the power values satisfying some
additionally considered constraints (to be detailed later).
In the case of unlimited power, the well-known feasibility condition for the constraint
in (3.7) is expressed in terms of ρ(Ω) [63], where ρ(Ω) denotes the spectral radius of
matrix Ω. The feasibility problem was further investigated in [64] and [65] for the cases
of max individual power constraint and sum power constraint, respectively. Moreover,
the authors in [66] characterized the feasibility condition for a system with a set of
additional power constraints
Πp ≤ p¯, (3.8)
where Πi,j ∈ {0, 1}.
Recently, we have considered more general power constraints that are in the form
Πp ≤ p¯, (3.9)
4To ease the presentation, we assume Ω is irreducible. Replacing all non-zero entries in a matrix by
one, and viewing the matrix as the adjacency matrix of a directed graph, the matrix is called irreducible
if and only if such directed graph is strongly connected. The assumption of irreducibility comes with no
loss of generality, because otherwise the problem decomposes into independent and smaller parts, each
being associated with an irreducible inherent constraint matrix [62].
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with Π ≥ 0, i.e., the elements of Π are non-negative. Note that (3.9) indeed generalizes
the previous constraints in [64–66], i.e., max individual power constraint, sum power
constraint, and the constraint in (3.8). Under (3.9), we have proposed a sufficient and
necessary condition for the feasibility of RB sharing in [Paper D], which is derived based
on Perron-Frobenius theory [63] and fixed point theory in power control [67].
3.3.2 RB Allocation
Usually, RB allocation results are indicated by binary variables in the formulated
problems, i.e., xf,k equals 1 if UE k occupies RB f and 0 otherwise. In this regard,
branch and bound algorithms using a divide and conquer strategy are attractive since
they maintain a provable upper and lower bound on the globally optimal objective
value [68]. However, when a problem is NP-hard, the worst-case complexity of branch and
bound grows exponentially in the number of the binary variables. To deal with binary
variables and design time-efficient RRM schemes, two mathematical tools are widely used:
relaxation [69,70] and game theory [71], where the former is done by relaxing the binary
variables into real numbers and then utilizing some techniques invented for continuous
optimization problems. However, both tools have their limitations. With relaxation,
even if the optimum is achieved in the continuous optimization version, there can be a
significant gap between it and the original problem. Besides, how to transform its solution
back into a binary version remains challenging [70, 72]. Moreover, in most classical
game-theoretic algorithms, equilibrium deviations and performance metrics are evaluated
unilaterally per player. This way, a globally optimal solution is hardly provided [73].
Recently, matching theory has gained more and more interests in the field of wireless
resource allocation [49, 73–77]. Indeed, the basic RRM problem can be posed as a
matching problem between resources and users. For instance, in conventional UL
multiuser transmissions where UEs are restricted to orthogonal RBs, an RB allocation
problem can be formulated as a one-to-one or many-to-one bipartite matching [76].
In underlay D2D networks assuming that D-UEs cannot share RBs with each other,
matching for tripartite graphs can be used to model the RB assignment problem, since
the RBs, C-UEs, and D-UEs can be considered as the three disjoint sets. When the
assumption on orthogonal D-UEs is further eliminated, the resource allocation problem
can be formulated as hypergraph matching [74]. Due to these connections, many
algorithms devised in matching theory [78] can be effectively exploited in the RRM
field.
To give a flavor of the powerful matching technique, we will briefly introduce a simple
type of matching – matching in bipartite graphs – and then connect it to an RRM
problem.
In graph theory, a bipartite graph G = (V , E) is a graph whose vertex set V can be
divided into two disjoint sets A and B such that every edge in the edge set E connects
a vertex in A to one in B. For simplicity, we further assume |A| = |B|. Additionally,
a matching in a graph is a set of edges without common vertices. Then, giving an
edge weight wa,b to each ea,b ∈ E , the maximum weight matching (MWM) problem is
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Figure 3.2: Illustration of V2X and cellular communications with orthogonal V-UEs.
formulated as [79]
max
xa,b
∑
a∈A,b∈B
s.t. ea,b∈E
wa,bxa,b (3.10)
subject to
xa,b ∈ {0, 1}, ∀a ∈ A, b ∈ B (3.10a)∑
a∈A
xa,b = 1, ∀b ∈ B (3.10b)
∑
b∈B
xa,b = 1, ∀a ∈ A, (3.10c)
where constraint (3.10b) means that a vertex in B is connected to exactly one vertex in
A, and likewise, constraint (3.10c) means that a vertex in A is connected to exactly one
vertex in B.
Although problem (3.10) is an integer programming problem, it can be optimally
solved by the Hungarian algorithm within polynomial time, where the number of
operations is upper-bounded by O(|A|3) [80].
Now let us shift to the RRM example. Consider a simple D2D-based V2X environment
with the same number of C-UEs and V-UEs, i.e., M = K, where each UE needs exactly
one RB. Moreover, assume that the C-UEs have been allocated RBs and the V-UEs are
restricted to orthogonal RBs with each other. Fig. 3.2 illustrates the communication
scenario, where C-UE m and V-UE k are using the same RB. In Fig. 3.2, h′m and
hk are the channel power gains of the desired transmissions for C-UE m and V-UE k,
respectively. Besides, g′m,k denotes the power gains of the interference channel from C-UE
m to the receiver of V-UE k and gk represents the interference channel power gain from
V-UE k to the BS.
With these assumptions, we formulate the following RRM problem as to maximize
the sum rate of C-UEs under the condition of satisfying the SINR constraint for each
V-UE.
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max
xm,k,Sm,Pk
M∑
m=1
K∑
k=1
xm,k log2
(
1 +
Smh
′
m
σ2 + Pkgk
)
(3.11)
subject to
xm,k ∈ {0, 1}, ∀m ∈ M, k ∈ K (3.11a)
K∑
k=1
xm,k = 1, ∀m ∈M,
M∑
m=1
xm,k = 1, ∀k ∈ K (3.11b)
0 ≤ Sm ≤ Smax, ∀m ∈M, 0 ≤ Pk ≤ Pmax, ∀k ∈ K (3.11c)
Pkhk
σ2 + Smg′m,k
≥ xm,kγth, ∀m ∈M, k ∈ K, (3.11d)
where xm,k is a binary variable that equals to 1 if C-UE m and V-UE k are sharing the
same RB and equals to 0 otherwise. Besides, Sm and Pk denote the transmit power of
C-UE m and V-UE k, respectively. In problem (3.11), (3.11b) ensures that an RB is
used by exactly one C-UE and one V-UE, (3.11c) represents the max transmit power
constraint per UE, and (3.11d) guarantees the SINR constraint for each V-UE.
At a first glance, problem (3.11) seems NP-hard since it is combinatorial optimization.
Nevertheless, we have proved in [Paper A] that by designing an appropriate edge weight
function, which takes into account the objective function (3.11) and the constraints
(3.11c) as well as (3.11d), problem (3.11) can indeed be transformed into a maximum
weighted bipartite matching problem with the standard form in (3.10). This way, the
optimal RRM solution to problem (3.11) is successfully achieved by the Hungarian
algorithm within polynomial time.
Despite the nice outcome of problem (3.11), an RRM problem can easily become
NP-hard when additional/alternative constraints/objectives are considered. Now we
describe some constraints that are typical in RRM domain, which, however, incur
NP-hardness.
• When the RBs need to be jointly allocated to both V-UEs and C-UEs, the vertices
in the graph are divided into three disjoint sets containing RBs, V-UEs, and C-UEs
respectively. In this case, the RRM problem can be interpreted as a 3-dimensional
matching problem that is known to be NP-hard [81].
• When the orthogonality assumption among V-UEs is dispensed, i.e., different
V-UEs are allowed to share RBs, the RRM formulation becomes NP-hard, which
can be proved by reducing a partitioning problem to the RRM problem [Paper C].
• When the power constraint on either V-UE or C-UE is a sum power constraint
over multiple RBs, the RRM problem becomes NP-hard due to the power coupling
[Paper A].
In recent years, the Hungarian algorithm has become more and more appreciated in
the RRM area [49,82–88], even though it loses its optimality for NP-hard problems. As a
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matter of fact, there are many other (heuristic/approximated) algorithms that have been
very well developed in matching theory but currently have not been exploited enough in
the RRM field. This gap affords excellent opportunities for the RRM community.
In addition to the three systematical tools stated above, i.e., relaxation, game theory,
and matching theory, one can also allocate RBs directly based on some rational metrics.
This kind of approaches usually leads to a good tradeoff between performance and
complexity. For instance, the metrics proposed in [57][Paper B] are driven by the
interpretation of spectral radius and its connection with an attainable SINR. These
metrics promising results at the price of relatively low computational complexity.
3.3.3 Power Allocation
After assigning RBs to UEs, the last step of RRM is to allocate transmit power
for each UE on each of its used RBs. This is typically formulated as a continuous
optimization problem. In many cases, the power allocation problem possesses nice
structure and thus can be transformed into convex optimization. This way, some
well-know algorithms, e.g., interior point method and Newton’s method [89], and even the
standard optimization softwares, e.g., Yalmip [90] and CVX [91], can be used directly to
solve the power allocation problem in this step. Moreover, when the problem size is large,
the primary/dual decomposition method [89] can be effectively exploited to separate the
problem into a set of subproblems that can then be solved in parallel. On the other hand,
even if the power allocation problem cannot be transformed into convex optimization,
many techniques and tricks can still be used to design approximate solutions, which have
been extensively investigated in the RRM literature.
In fact, the generic solution framework and its underlying theories presented above
are not limited to the RRM in D2D-based V2X communications but also applicable to a
much wider range of problems, to name a few, spectrum sharing in cognitive radio [92,93],
load balancing [69], and cell association [94].
Chapter 4
Network Synchronization for
Autonomous D2D-Based V2X
Communication
As motivated in Section 2.3.2, synchronized time is required for time-division MAC
mechanisms in autonomous D2D-based V2X communication.
When each vehicle is equipped with an accurate global positioning system (GPS),
synchronization throughout the entire vehicular network can be attained by synchronizing
a vehicle’s internal clock to the output of its GPS. More specifically, GPS receivers
typically provide a precise 1 pulse per second (PPS) coordinated universal time (UTC)
signal (with an error less than 100ns), and these precise 1 PPS signals can be used
for synchronization [7]. In this case, synchronization problem reduces to pairwise
synchronization since there are only two nodes involved in the process and the aim is to
synchronize one node to the other one. Even though pairwise synchronization is not the
focus of this thesis, it is also an important topic and has been extensively researched.
See [95–98] for more information on this direction.
In practice, however, accurate GPS signal may disappear in many situations, e.g.,
tunnels and underground parking lots. In this case, extra network synchronization
protocols are needed to achieve effective time-division MAC mechanisms. From now on,
we assume that no accurate GPS is available and concentrate on investigating distributed
network synchronization algorithms. Here we consider distributed techniques since they
are more robust to node failures and fit better for highly dynamic network topologies
that are typical in vehicular environment.
In this chapter, we first give an introduction of clock models in Section 4.1. Secondly,
in Section 4.2, we present the concept of timestamp-based network synchronization,
which is also the approach used in the thesis. In particular, we discuss three
aspects of timestamp-based synchronization, including its classification, the transmission
of timestamps, and how to generate timestamps. Then we move to network
synchronization problems for partial-coverage and out-of-coverage D2D-based V2X
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scenarios in Section 4.3 and Section 4.4, respectively, where the problem formulations,
main challenges, and possible tools that can be applied are detailed for the two scenarios.
Finally, in Section 4.5, we describe a further challenge on top of the two different
synchronization scenarios.
4.1 Clock Model
4.1.1 Hardware Clock Model
According to the definition in [99], a hardware clock is an electronic device that counts
oscillations at a particular frequency. Hence, a hardware clock usually consists of an
oscillator and a counter. The oscillator is used to generate periodic events and the
counter accumulates these events in order to obtain the measured time. For instance,
the oscillator output can be modeled by a sinusoidal waveform,
Ψ(t) = A(t) sin Φ(t), (4.1)
where Φ(t) is the phase,
A(t) = A+∆A(t) (4.2)
is the amplitude, ∆A(t) characterizes the amplitude variation, and t denotes the global
time. Note that the specific amplitude values of the oscillator are unimportant for our
model. The instantaneous radian frequency function Φ˙(t) can be modeled in the following
form that is valid in some finite time interval [0, tmax] [100]
Φ˙(t) = ω0 +
U−1∑
u=0
S(u)
u!
tu + ξ˙(t), (4.3)
where ω0 is a constant denoting the nominal value of the free running radian frequency
of the oscillator. S(0) represents the initial radian frequency error (departure). This
error arises from the uncertainty which exists in the initial setting of the oscillators. The
S(u)’s (u = 1, ..., U −1)1 specify a set of time-independent values modeling the uth order
radian frequency drifts, and ξ˙(t) is a stationary zero-mean random process characterizing
the short-term oscillator instabilities.
The oscillator phase process can be obtained by integrating (4.3) from 0 to t. This
results in
Φ(t) = Φ(0) + ω0t+
U∑
u=1
S(u− 1)
u!
tu + [ξ(t)− ξ(0)] (4.4)
for U ≥ 1. The ’value’ of the hardware clock is obtained by dividing the oscillator phase
by the nominal free-running radian frequency of the oscillator ω0. Correspondingly, the
1U is a non-negative integer which indicates the order of frequency drifts we consider in the hardware
clock model.
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hardware clock value T (t) can be expressed as
T (t) ,
Φ(t)
ω0
= T (0) + t+ q(1)t+
q(2)
2
t2 +
U∑
u=3
q(u)
u!
tu +Υ(t), (4.5)
where T (0) = Φ(0)/ω0, q(u) = S(u − 1)/ω0 (u = 1, ..., U) are a set of values modeling
the (u− 1)th-order time drifts and Υ(t) = [ξ(t)− ξ(0)]/ω0 is, in general, a nonstationary
stochastic process characterizing the short-term clock instabilities.
Even though (4.5) is a complete hardware clock model in the sense that it will be
accurate for smooth phase functions if U is large and t is small, it is not necessary in
practice. Firstly, the values of q(u) (u = 2, ..., U) are small enough to be safely ignored
in our target vehicular applications [101]. Moreover, in this thesis we assume Υ(t) = 0.
This is a reasonable assumption since we are not dealing with the precise measurement
of time, but rather the relative time synchronization of clocks in the network [101]. This
way, the important terms that characterize the performance of a hardware clock can be
defined based on (4.5). These terms can also be called hardware clock parameters.
• Offset : θ , T (0).
• Skew : ρ , q(1).
• Frequency: f , 1 + q(1).
Then, a hardware clock model becomes
T (t) = ft+ θ = (1 + ρ)t+ θ, (4.6)
which is also the hardware clock model used in the thesis.
Note that offset, skew, and frequency are all determined by the hardware clock
and cannot be measured or adjusted. For a crystal oscillator commonly used in
telecommunication radios, the reasonable absolute values for the maximum of skew are
within the range [1, 100] part per million (ppm) relative to f [102].
4.1.2 Logical Clock Model
Since the clock parameters of a hardware clock cannot be measured or adjusted manually,
each vehicle also maintains a logical clock whose value is a function of the current
hardware clock value. In this thesis, we assume that the function is affine and calculate
the logical clock value C(t) as
C(t) = αT (t) + β, (4.7)
where α (α > 0) and β are control parameters updated by the synchronization algorithm.
This way, C(t) represents the synchronized time for each vehicle. This relationship is
also shown in Fig. 4.1.
Moreover, for easy presentation later, we define
fˆ , αf, θˆ , αθ + β, (4.8)
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Figure 4.1: The relationship between hardware clock and logical clock.
and name them as logical clock frequency and logical clock offset. Note that fˆ and θˆ are
related to the logical clock value C(t). This way, we have
C(t) = fˆ t+ θˆ. (4.9)
4.2 Timestamp-Based Network Synchronization
The general goal of network synchronization is to adjust the logical clocks of different
nodes throughout the entire network such that they have the same (or very close)
values for any instant of t. According to what type of information is transmitted,
synchronization techniques can be divided into three categories: 1) pulse-based
synchronization [103, 104], which is to synchronize the frequencies of oscillators based
on emitting pulses at PHY layer; 2) sequence-based synchronization [105, 106], which
is to find the beginning of a received symbol or frame by correlating specifically
designed sequences; and 3) timestamp-based synchronization [107–114][Paper E], which
is to synchronize clocks by transmitting locally recorded clock values. In fact, neither
pulse-based nor sequence-based synchronization can achieve agreement on time values
without additional information [115]. However, for time-division MAC schemes, a
common notion of time is indispensable. Therefore, we focus on timestamp-based
synchronization in this thesis.
4.2.1 Classification
Depending on what the final synchronized clock value is, timestamp-based
synchronization protocols can be further grouped into the following three categories.
• Converge-to-max [107, 108], where a node only synchronizes to a transmitter that
has a larger clock value than the node’s own clock.
• Converge-to-leader [109–112], where one or more leader nodes with reference clocks
exist and the goal is to disseminate the reference clock value throughout the entire
network.
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• Arbitrary-consensus [113, 114][Paper E], where an internal common time scale,
which does not need to be explicitly specified, is achieved in the network through
communications among neighboring nodes without relying a hierarchy.
Due to the simplicity of converge-to-max, this protocol is the technique specified in
the IEEE 802.11 standard [107], which is called timing synchronization function (TSF). In
802.11 TSF, clock synchronization is achieved by periodical timing information exchange
through beacon frames that contain timestamps. The lack of scalability of TSF was
first analyzed in [116]. To cope with the scalability issue, the authors in [108, 116, 117]
have proposed several methods to improve the TSF, where the basic principle is to make
each node adjust its frequency of beacon transmission according to the received beacon
messages. However, as addressed in [118], a common problem for all converge-to-max
schemes is the contradiction between fastest node asynchronism and time partitioning.
On one hand, since a node only synchronizes to a faster node, the clock value of the
fastest node (a node with the greatest clock value in the network) will keep drifting away
from other nodes, unless it becomes the beacon transmitter. This problem is called the
fastest node asynchronism problem, which can be reduced by giving higher priority to
the beacon transmissions of the node with a faster clock. On the other hand, the different
priority will result in the time partitioning problem, where the clock values in two groups
of nodes can keep on drifting away from each other, even though they are connected.
Additionally, with converge-to-max schemes, malicious nodes that have ridiculously large
clock values will drag the synchronized time of the entire network to an unreasonable
state. Due to these reasons, we skip applying the converge-to-max principle to the design
of network synchronization and focus on the other two categories.
In fact, after a closer look, we see that the synchronization requirements of
partial-coverage and out-of-coverage scenarios are consistent with the principles
of converge-to-leader and arbitrary-consensus, respectively. Specifically, in the
partial-coverage scenario, since a fraction of vehicles are in network coverage, they can
be tightly synchronized to the BS and are denoted as leaders. In addition, the other
vehicles, which are denoted as followers, are not connected to the BS and thus require
extra mechanisms to be synchronized. Moreover, in the out-of-coverage scenario, there is
no vehicle acting as a leader since all of them are out of coverage. Correspondingly, the
objective is to synchronize all the followers’ clocks to a common function of the global
time t. Note that it is not crucial what the function is; instead, what really matters is
that the function is reasonable to represent clock model and yields the same (or very
close) values for all the network nodes.
4.2.2 Transmission of Timestamps
In network synchronization, to utilize the broadcast nature of wireless media, nodes
broadcast timing messages which contain the timestamps recorded by the clock of the
transmitter. These messages are in turn used to adjust the clocks of the receivers. We
assume that the broadcasted messages can only reach the neighbors of the transmitter,
in which case the network is not necessarily fully connected.
Ideally, the transmissions from different nodes can be well coordinated by a scheduled
medium access protocol, e.g., TDMA. In practice, however, a scheduled protocol is
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hard to implement, especially when synchronized time is not achieved and a centralized
controller is absent. A more practical transmission scheme should be based on random
access mechanism, where a node can broadcast at any time in any order. A widely
used random broadcast scheme is contention-based transmission, where nodes contend
for transmission opportunities at the beginning of each synchronization round (SR). SRs
are repeated with some predetermined periodicity, and nodes are thereby granted some
fairness in accessing the wireless media. As explained in [107], the transmission protocol
of timing messages usually assumes that nodes are loosely synchronized at the beginning
of each SR. Due to the applicability in distributed networks, the contention-based
transmission mechanism is the technique specified for clock synchronization in the IEEE
802.11 standard [107] and has been used in some other works [108,113,119–121] as well.
In this thesis, we will also use a contention-based transmission protocol.
A very basic and simple contention-based broadcast mechanism given in [107] is
described as follows. Specifically, each node i
1) at the beginning of each SR, calculates a random delay τi that is uniformly
distributed in the range [0, Qi], where Qi is a constant defined in [107] and is the same
here for all the nodes;
2) waits for the period of the random delay while decrementing the random delay
timer τi;
3) cancels the remaining random delay and the pending transmission if a timing
message arrives before the random delay timer has expired or;
4) sends a timing message when the random delay expires, i.e., τi = 0.
With a contention-based timing message transmission protocol, a network can be
represented by a directed graph G(`) = (V , E(`)), where the vertex set V = {1, 2, ..., N}
contains N mobile nodes (i.e., vehicles in our problem), and the edge set E(`) is defined
as the set of available directed communication links during the `th SR.
4.2.3 MAC Layer Timestamping
Obviously, various types of delays exist within the transmissions of timing messages.
Fig. 4.2 presents some possible sources of delays [109] [110], where each component is
briefly analyzed as follows.
• Send time: the time spent at the sender to construct the message. Send time also
accounts for the delay incurred by the packet to reach the MAC layer from the
application (APP) layer. This delay is highly variable due to the software delays
introduced by the underlying operating system.
• Access time: the delay incurred waiting for access to the transmit channel. This is
perhaps the most critical factor contributing to the overall delay. Moreover, it is
potentially highly variable in nature and is specific to the MAC protocol employed
by the node.
• Transmission time: it refers to the time for a packet to be transmitted by the PHY
layer, which is a function of the packet size (in bits) and the PHY-layer transmission
rate (in bit/s).
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Figure 4.2: Sources of transmission delays.
• Propagation time: this is the actual time taken by the packet to traverse the wireless
link from the sender to the receiver. It is depends mainly on the distance between
the two nodes.
• Reception time: this refers to the time taken in receiving the bits and passing them
to the MAC layer. This is going to be mainly deterministic.
• Receive time: time to process the incoming message and to notify the receiver
application. Its characteristics are similar to that of send time.
Depending on which point in Fig. 4.2 we obtain timestamps, the timestamping method
can be divided into APP layer timestamping and MAC layer timestamping. In APP layer
timestamping, the transmitter records its timestamp when the packet enters the APP
layer (i.e., at the At point), then the receiver measures its timestamp just when the packet
leaves the APP layer (i.e., at the Ar point). On the other hand, MAC layer timestamping
means that the current timestamp is written into the message payload just before the
first bit of the packet is sent to the PHY layer at the transmitter (i.e., at the Mt point),
and the timestamp at the receiver side is recorded immediately after the first bit has
arrived at the MAC layer (i.e., at the Mr point).
In the existing works, MAC layer timestamping has been widely adopted to reduce
the effects of transmission delays. In the thesis, we will also consider MAC layer
timestamping. However, it is worth to point out that there will be still some delays
remaining by this method, which incur inaccuracies of timestamps.
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4.3 Synchronization for Partial-Coverage
In this scenario, the vehicles in coverage, called leaders, are assumed to be perfectly
synchronized to the BS and have the same reference clock value L(t). Then, the
objective of network synchronization is to disseminate the leaders’ clock values to all
the followers, where the followers refer to the vehicles that are out of coverage and not
directly connected to the BS. Clearly, synchronization for partial-coverage scenario falls
into the category of converge-to-leader that is sometimes referred to as flooding-based
synchronization.
Along this direction, the timing-sync protocol for sensor networks (TPSN) in [109]
builds a spanning tree of the network in the first place, and then synchronizes nodes
to their parent by estimating clock offset through a two-way message exchange. In
the time diffusion synchronization protocol (TDP) proposed in [122], a leader node is
temporarily elected and then a diffusion process is used to reach an equilibrium of clock
values without relying network hierarchy. The flooding time synchronization protocol
(FTSP) was proposed in [110], where a hierarchical structure is formed and a root node
(i.e., leader) periodically floods timestamps into the network. Besides, each node adopts
a linear regression table to convert between its local clock and the reference clock, and
propagates its time information about the reference clock after waiting for a given period
of time. Due to the waiting time duration, the propagation speed of FTSP is slow. To deal
with this problem, the authors in [111] employed a clock frequency agreement algorithm
among the nodes, which indeed improves synchronization accuracy and scalability of
the slow-flooding scheme. Furthermore, to accelerate the spread of the reference clock,
the PulseSync algorithm proposed in [112] offers rapid-flooding by allowing nodes to
propagate their time information as fast as possible. Despite the promising results, the
effectiveness of rapid-flooding can be significantly degraded due to neighbor contention,
especially for dense networks [111].
4.3.1 Problem Formulation
The goal in the partial-coverage scenario is to synchronize all the followers to the leaders.
There are mainly two challenges here.
• How to spread the leaders’ clock values in a fast and reliable manner is challenging.
Especially, when multiple leaders exist, how to further utilize this advantage.
• As mentioned above, some delays are still remaining even if we use MAC layer
timestamping. Additionally, uncertainties exist in the process of timestamping.
Hence, how to achieve highly accurate synchronization with these inaccurate
timestamps is another challenge.
In a mathematical way, for each node i ∈ V , the aim is to estimate the control
parameters αi and βi based on multiple pairs of timestamps {L(t), Ti(t)}, such that
L(t) ≈ αiTi(t) + βi, (4.10)
4.3 Synchronization for Partial-Coverage 37
where Ti(t) is the hardware clock value of node i and the approximation is due to the
inaccuracies of timestamps. Here, the formulated problem is closely related to regression
analysis [123]. In this context, αi and βi are referred to as regression coefficients.
4.3.2 Strategies
Basically, tackling the two above challenges requires fast spread and accurate estimation
of the leaders’ clock values. For this purpose, we promote the following three strategies
that can be well exploited in this regard.
Strategy 1: cooperative synchronization. Compared to the typical tree-based
synchronization scheme [109] where a node only synchronizes to its fixed parent node,
the timing information from other nodes should be used as much as possible to exploit
the broadcast nature of wireless communication. We name this strategy as cooperative
synchronization. By doing so, the leaders’ clock values can be spread quickly to the
followers far away from the leaders. The advantage of cooperative synchronization
becomes more obvious when multiple leaders exist. Note that the idea of cooperative
synchronization fits highly dynamic networks (e.g., vehicular networks) very well, since
it completely removes the constraint on fixed connections between specific pairs of nodes.
Strategy 2: smart design of the timing message transmission mechanism. At a first
glance, it seems tempting to endow leaders with higher probabilities to broadcast its
timing information. However, due to the sharing of the common wireless media, the
broadcast of leaders may block the transmission opportunities of the nodes that have
been synchronized to the leaders to further flood the timing messages. To circumvent
this problem, careful considerations are needed to design a transmission protocol. A
possible solution, to give an example, could be assigning adaptive and different lengths
of the contention windows for different nodes, i.e., adaptive and different values of Qi in
Section 4.2.2.
Strategy 3: recursive estimation. To combat inaccuracies of timestamps, a follower
has to collect a sufficient number of timestamps, say Z, to estimate the regression
coefficients in (4.10). In most existing works [110–112] dealing with the inaccuracy issue of
synchronization, each follower keeps a regression table with dimension Z to store the most
recent Z pairs of timestamps. The estimation is then recalculated using the currently
stored data when a new pair arrives. In general, the larger Z is, the higher accuracy the
estimation attains. However, a large Z requires a long period of timestamp collection,
which will then slow down the synchronization process throughout the entire network.
This brings us to the following question: is it possible to achieve both high accuracy and
high spread speed? We answer it positively by utilizing the idea of recursive estimation.
More specifically, assume that a follower has estimated the regression coefficients by
using the first Z timestamps received from the leaders. Now, if it receives another new
timestamp from a leader, it will refine its estimate such that the outcome will be the
same as the estimate using all the Z+1 timestamps simultaneously. Details about how to
apply recursive estimation to our target network synchronization can be found in [Paper
F]. It is worth mentioning that, in spite of the suitability, the application of recursive
estimation is surprisingly lacking in the field of network synchronization.
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4.4 Synchronization for Out-of-Coverage
In this scenario, as analyzed above, the objective is to synchronize all the followers’ clocks
to a common function of the global time t. Moreover, it is not crucial what the function
is, as long as it generates the same (or very close) values for all the followers. This indeed
matches the principle of arbitrary-consensus.
4.4.1 Problem Formulation
We say that clock consensus is achieved if
lim
t→+∞
Ci(t)
Cv(t)
= 1, ∀i ∈ V , (4.11)
where Ci(t) is the logical clock value of node i and Cv(t) = fvt+ θv (fv > 0) denotes the
virtual consensus clock. Here, as is common in the literature, consensus is interpreted
in the asymptotic sense. For each node i, asymptotic consensus (4.11) is equivalent to
concurrently achieving the following two consensus equations:
lim
t→+∞
fˆi = fv, lim
t→+∞
θˆi = θv, (4.12)
i.e., the consensus on both fˆi and θˆi, where fˆi and θˆi denote the logical clock frequency
and offset of node i, respectively, and the values of fv and θv are decided by E(`),
{f1, f2, ..., fN}, and {θ1, θ2, ..., θN} together.
There are mainly three challenges in this synchronization scenario.
• How to achieve global clock consensus with only local information is a challenge.
In general, the underlying graph of the network is not fully connected and a node
can only communicate with its neighbors. In this case, under what conditions and
with what types of local operations can consensus be guaranteed for both logical
clock frequencies and offsets? In particular, since the logical frequency basically
represents the slope of the logical clock model (4.9), the following two requirements
are sufficient for an appropriate update of the logical frequency: 1) a local node,
e.g, node i, needs to receives at least two timestamps from another node, e.g, node
j; 2) the logical clocks of both node i and node j are not adjusted between the
two receptions. Obviously the conditions can be satisfied if node i does not adjust
its logical clock until it receives the second message from node j. However, this
method will cause fairly slow convergence, especially for dense networks.
• In some special situations, running conventional consensus algorithms may lead to
slow convergence and unreasonable synchronized clock values. For instance, when
a new node joins an almost synchronized group, it should not cause any big change
to the group. How to design efficient consensus schemes to cater for some practical
synchronization situations is another challenge.
• Similar with the partial-coverage scenario, timestamps are inaccurate in practice.
Then, how to guarantee the robustness of consensus-based synchronization
algorithms against these inaccuracies is also challenging.
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4.4.2 Tools
Consensus problems have a long history in the field of distributed computing, where
the main design issues are convergence speed and resilience to inaccuracies2. There are
tools from different areas for solving consensus problems, for instance, matrix theory,
optimization theory, and control theory. Now we briefly summarize the applications of
matrix theory and optimization theory in network synchronization.
4.4.2.1 Algorithms Based on Matrix Theory
As analyzed in Section 4.4.1, consensus of the logical clocks is equivalent to the consensus
of both logical offsets and logical frequencies. Assume that z is a vector including the
states of all nodes in the network. Here the state can be either the logical offset or the
logical frequency. In this way, the update of z can be written in a vector form
z(`+1) = P (`)z(`), (4.13)
where ` is the discrete time index of the SR, P (`) is the transfer matrix which depends on
the current edge set E(`) and local operations per node. The formulation (4.13) assumes
that the new state updates are linear combinations of the previous states. Therefore,
the key issue in clock synchronization is to derive the matrix P (`) by designing the local
operations per node. Moreover, the authors in [124] and [125] present the sufficient
conditions for P (`) to achieve the consensus in undirected graphs and directed graphs,
respectively. Note that the derivation of the conditions does not take the inaccuracy into
account. Following the conditions in [124] and [125], [113, 114, 126–130] and [Paper E]
propose different clock synchronization algorithms by different local operations.
4.4.2.2 Algorithms Based on Distributed Optimization
As shown in [131], the consensus problem can be formulated as an optimization
problem, where the optimal solution is the average consensus. The authors in [132]
apply the alternating direction multiplier method (ADMM) into the distributed clock
synchronization problem, where ADMM is an iterative algorithm for solving convex
minimization problems. Furthermore, in order to reduce the effects of inaccuracies,
[133–136] formulate optimization problems with inaccurate timestamps, where the
solution can be used to optimize the update of logical clock parameters.
4.5 A Further Challenge
As analyzed above, synchronization objectives are not exactly the same for the
partial-coverage and out-of-coverage scenarios. This way, challenges for the two scenarios
are also different, and thus different tools and algorithms should be applied. In addition
to the respective challenges in the two synchronization scenarios, another challenge in
2There are different sources of the inaccuracies, such as packet errors, transmission delays, and
measurement uncertainties, where the delays and timestamping uncertainties are the key factors in
network synchronization problems.
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practice is that the followers initially are not aware of the coverage scenario they are in.
Correspondingly, it is not clear to the followers what type of synchronization approaches
to follow.
Chapter 5
Contributions, Conclusions,
and Future Work
5.1 Contributions
The aim of the thesis is to motivate the use of direct D2D links in cellular systems for
supporting safety-related vehicular communications and study several important MAC
layer issues in this regard. For this purpose, we first give an overview of the C-ITS
system including its legacy solutions and some future potentials. Then, we motivate the
promising usage of D2D links for supporting V2X communications by comparing the QoS
requirements of V2X services and the benefits of direct D2D communications. Moreover,
we investigate at a high level the MAC layer of D2D-based V2X communication and
distinguish two MAC modes, i.e., network scheduled and autonomous D2D-based V2X,
depending on the specific coverage scenarios. Based on the two different MAC modes,
two key research questions are further presented and studied in detail, which are RRM
in the network scheduled mode and network synchronization for the autonomous mode.
5.1.1 RRM in Network Scheduled Mode
Various aspects on this topic are investigated in Chapter 3 and four appended papers
[Paper A, B, C, D]. More specifically, in Chapter 3,
• to capture the particular features of safety-related vehicular applications, we
identify some important issues and summarize several possible objectives as well as
constraints for RRM problem formulations in network scheduled D2D-based V2X
communication;
• we discuss the tractability of the optimal RRM results for solving the problems.
In particular, we analyze several constraints that are typical in the RRM field but
incur NP-hardness;
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• we present a generic RRM solution framework consisting of three procedures and
introduce some useful theoretical tools that can be well applied to each component.
Furthermore, the contributions of the four appended papers [Paper A, B, C, D] are
detailed as follows.
Paper A: Radio resource management for D2D-based V2V communication
Under the assumption that different V-UEs use orthogonal RBs among each other, this
paper studies a centralized RRM problem for D2D-based V2V communications with
strict latency and reliability requirements and with access only to slowly time-varying
CSI. The main contributions are as follows.
• Assuming orthogonality among V-UEs, we proposed a method to transform the
latency and reliability requirements of V2V communications into optimization
constraints that are computable with only slowly varying CSI. The method
allows us to extend certain existing D2D RRM algorithms to cater also for V2V
communications.
• We formulate an RRM problem for allocating RBs and transmit power to a
set of C-UEs and V-UEs. The problem is stated as an optimization problem
with the objective to maximize the C-UE sum rate with proportional bandwidth
fairness, under the constraint of satisfying the V-UEs’ requirements on latency and
reliability.
• We propose a two-stage heuristic algorithm, i.e., the Separate resOurce bLock
and powEr allocatioN (SOLEN) algorithm, to approximately solve the RRM
optimization problem. Even though the proposed SOLEN scheme is heuristic due
to the division into two stages, we can achieve the optimal solution for each stage
by using the theories of MWM for bipartite graphs and convex optimization.
• Various simulations are presented for performance evaluation. As shown by the
results, careful RRM design is indeed necessary when applying D2D network to
V2V communication. Moreover, the proposed SOLEN scheme reveals promising
performance in D2D-based V2V communication.
Paper B: Resource sharing and power allocation for D2D-based
safety-critical V2X communications
and
Paper C: Cluster-based RRM for D2D-supported safety-critical V2X
communications
As a matter of fact, as long as link quality can be assured, allowing multiple and
concurrent D2D/V2X transmissions on the same RB will not only improve spectrum
efficiency, but may also lead to less interference to C-UEs due to spatial reuse. These
two papers study a centralized RRM problem for D2D-supported safety-critical V2X
communication, where non-orthogonal access among V-UEs is allowed. The main
contributions are as follows.
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• With non-orthogonal access among V-UEs, we propose an analytical method to
transform the strict latency and reliability requirements of V2X communications,
which are subject to random fast fading effects, into optimization constraints that
are computable with slowly varying CSI only.
• Allowing non-orthogonal resource allocation for V-UEs, we formulate an RRM
problem of RB sharing and power allocation for a set of C-UEs and V-UEs. This
is stated as an optimization problem with the objective of maximizing the C-UE
sum rate with proportional bandwidth fairness, under the constraint of satisfying
the V-UEs requirements on latency and reliability.
• We analyze the NP-hardness of the formulated problem in detail. More specifically,
the original RB sharing and power allocation problem is mathematically proven to
be NP-hard. In addition, we also prove that even if the power levels of all UEs are
given, the RB sharing problem remains NP-hard. Note this is in contrast with the
orthogonal V-UE model presented in [Paper A], since the RB allocation problem
in [Paper A] is optimally solved within polynomial time when the power levels of
all UEs are fixed.
• Due to the NP-hardness, we propose two heuristic RRM solutions requiring only
slowly varying CSI, which are referred to as the RB Sharing and Power Allocation
(RBSPA) algorithm [Paper B] and the Cluster-based RB sharing and pOWer
allocatioN (CROWN) algorithm [Paper C], respectively. The main difference
between the two proposed algorithms lies in the metrics used to allocate RBs,
where the metrics are driven by the interpretation of spectral radius in RBSPA
and by matching theory in CROWN.
• Since wireless communication systems are not designed for full reliability at any
cost, infeasibility is a possible outcome of the RRM problem. Hence, we discuss
the use of an availability indicator [137] to notify safety-critical V2X applications
of the absence of reliability.
• We provide simulations to compare the two proposed algorithms with some existing
RRM methods, where improved performance is shown for both proposed schemes.
Additionally, the CROWN scheme outperforms the RBSPA method at the expense
of increased complexity. Furthermore, when the last power allocation stage is
removed from the CROWN algorithm, the simplified version, which is called
CROWN-noPA, has been shown to yield very slight performance degradation
compared to CROWN.
Paper D: A novel framework for radio resource management in 5G enabled
vehicular networks
This paper studies the RRM problem for enabling vehicular networks in 5G cellular
systems. The main contributions are as follows.
• We motivate the use of direct D2D links to support V2V communications in 5G
networks, where RRM is a key design issue. Moreover, we outline the aspects that
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should be considered within the RRM process when employing D2D-based V2V
communications.
• We propose a novel two-stage RRM framework for integrating vehicular networks
in 5G systems. In the proposed framework, the BS first allocates RB and power to
V-UEs on a semi-persistent basis, and then in the second stage conducts C-UE
scheduling on a dynamic basis. The benefits of the proposed framework are
analyzed in detail.
• We mathematically formulate the RRM problem for the first stage. This is
stated as an optimization problem with the objective to minimize the interference
from V-UEs to the BS, subject to the constraints on the latency and reliability
requirements of V-UEs.
• Due to the NP-hardness of the formulated problem, which is rigorously proven, we
suggest a two-step heuristic algorithm to solve it. Furthermore, we briefly describe
how to optimally solve the problem by a branch and bound method, which is used
later in simulations as a benchmark.
• Along with the derivation of the RRM algorithm, we also propose a new sufficient
and necessary condition on the feasibility of RB sharing among multiple UEs under
a set of general linear power constraints.
• We evaluate the proposed RRM framework and algorithm through simulations
assuming realistic system parameters and traffic models. The tentative results
illustrate its promising performance. We would like to mention that the simulations
are not complete yet due to time limitation. Hence, the simulation section will be
updated with the final numerical results before the paper is submitted.
5.1.2 Network Synchronization for Autonomous Mode
Network synchronization is a crucial enabler for efficient time-division MAC mechanisms
in autonomous D2D-based V2X communication. Various aspects on this topic are
investigated in Chapter 4 and two appended papers [Paper E, F]. The investigation
in Chapter 4 is conducted through three aspects: background knowledge on network
synchronization, technical challenges and problem formulations for our target D2D-based
V2X scenarios, and promising strategies and theoretical tools to be applied. Furthermore,
the contributions of the two appended papers [Paper E, F] are detailed as follows.
Paper E: Random broadcast based distributed consensus clock
synchronization for mobile networks
This paper studies the clock synchronization problem for mobile networks when there
is no leader, e.g., the out-of-coverage D2D-based V2X scenario. The main contributions
are as follows.
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• Based on a practical random broadcast mechanism, we propose a novel Random
Broadcast based Distributed consensus clock Synchronization (RBDS) scheme for
dynamic networks. It is fully distributed and thus robust to node failures and
changing topologies.
• The key feature of the proposed RBDS scheme is that it distinguishes between
two different updates – partial updates and complete updates – for different
situations. This way, the RBDS scheme can both avoid the problem of frequency
over-adjustment and improve the speed of synchronization error decrease.
• In the absence of transmission delays, we theoretically prove convergence of the
RBDS algorithm, which is further demonstrated by numerical results. Moreover,
by utilizing a threshold for the clock update, the RBDS scheme reveals robustness
even when transmission delays are present.
Paper F: Network synchronization for mobile device-to-device systems
This paper investigates the synchronization problem for mobile D2D networks, which
include our target D2D-based V2X network as a special case. To the best of our
knowledge, it is the first work to unify timestamp-based synchronization for both
partial-coverage and out-of-coverage D2D scenarios. The main contributions are as
follows.
• We formulate the network synchronization problem for mobile D2D systems, and
outline the different requirements for the partial-coverage and out-of-coverage
scenarios respectively. Moreover, we discuss five main challenges imposed on
synchronization in mobile D2D networks.
• We analyze the theoretical principles and mathematical tools that can be exploited
to handle the five challenges, and accordingly propose a low-complexity Adaptive
distRibuted nEtwork Synchronization (ARES) algorithm. By using the proposed
ARES scheme, fast and reliable synchronization is achieved in both scenarios.
• We provide comprehensive simulations for performance evaluation. From the
results, compared to the existing methods, the ARES algorithm shows not
only better synchronization accuracy and faster convergence, but also improved
scalability to network size and improved robustness to timestamp inaccuracy.
5.2 Conclusions
Two major standards that are currently considered for wireless access in V2X
communications are IEEE 802.11p standard and 3GPP LTE standard, and they
have their respective pros and cons. To leverage the strengths of both technologies,
heterogeneous vehicular network has been promoted. In this context, the emerging
technology of integrating direct D2D communications into cellular systems is deemed
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an enabler to realize the idea of heterogenous vehicular network. Indeed, the promising
usage of D2D links for supporting V2X communications is well motivated by relating the
QoS requirements of V2X services and the benefits of D2D communications. However,
the investigation on D2D-based V2X is still at an early stage and many issues, especially
on MAC layer, need to be resolved before D2D can be used for challenging vehicular
applications in an efficient manner.
In general, MAC mechanisms decide how several transmitters share a common
medium. Depending on the proportion of communicating vehicles that are in network
coverage, we differentiate two MAC modes, i.e., network scheduled and autonomous, for
D2D-based V2X communication, where the former mode is only available for in-coverage
scenario. In network scheduled D2D-based V2X, the BS can monitor the entire network
and allocate resources to UEs. In this case, to cope with the intra-cell interference caused
by resource reuse and to guarantee the stringent requirements of safety-related V2X
services, RRM design is a key research question. Moreover, for autonomous D2D-based
V2X, it has been shown that improved performance can be achieved by time-division
MAC methods, which, however, require an agreed notion of time. In this case, network
synchronization becomes an important research question.
Regarding RRM design in network scheduled D2D-based V2X communication, the
following conclusions are drawn.
• Conventional D2D RRM strategies cannot be directly applied to V2X
communications.
• Due to the peculiarities of safety-related vehicular applications, several issues
require to be rethought carefully. More specifically,
– how to include the distinct QoS requirements of both V-UEs and C-UEs in
RRM problem formulation;
– how to consider channel acquisition and the time scale of interactions within
an RRM process;
– how to transform the original latency and reliability requirements of V-UEs
into the constraints that are easier to cope with.
• The RRM problems here are often formulated as combinatorial optimization
problems, since the resources typically include RBs and power. Moreover, since
the formulated problems are usually NP-hard in the considered setup, we provide
a generic framework consisting of the following three procedures to implement
heuristic RRM solutions:
1. decide which RBs that can be shared by a set of UEs, where
Perron-Frobenius theory and fixed point theory in power control can be used
to design a metric that decides if an RB can be shared or not;
2. allocate RBs to UEs, where matching theory can be a very powerful tool
to utilize;
3. allocate transmission power to UEs, where many techniques on continuous
optimization problems can be exploited.
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In fact, it is not necessary to include all the three procedures in a specific RRM
solution. For instance, as shown in [Paper C], sometimes the last power allocation
stage can be safely removed given that the optimized power levels have been taken
into account within the RB allocation process.
Regarding network synchronization for autonomous D2D-based V2X communication,
the following conclusions are drawn.
• When each vehicle is equipped with an accurate GPS, synchronization throughout
the entire vehicular network can be attained by synchronizing a vehicle’s internal
clock to the output of its GPS. In this case, the synchronization problem reduces to
pairwise synchronization, i.e., between a vehicle’s internal clock and the output of
its GPS. In many situations, however, accurate GPS signals might not be available.
Then, extra network synchronization protocols are needed.
• Since the aims of network synchronization are not exactly identical for
partial-coverage and out-of-coverage scenarios, different strategies and theoretical
tools should be applied accordingly.
• For partial-coverage synchronization scenarios, the goal is to synchronize all the
followers to the leaders, where the former and the latter refer to the vehicles outside
and inside network coverage, respectively. The main challenges here are how to
spread the leaders’ clock values in a fast and reliable way and how to combat
the inaccuracies of timestamps. Three strategies can be exploited in this regard:
cooperative synchronization, smart design of the timing message transmission
mechanism, and recursive estimation. In particular, since the formulated problem
here is closely related to regression analysis, recursive estimation can be a powerful
technique to achieve both high accuracy and high spread speed.
• For out-of-coverage synchronization scenarios, the goal is to synchronize all the
followers’ clocks to a common function of the global time t, which can be formulated
as a consensus problem. The main challenges here are how to achieve global
clock consensus with only local information, how to design more efficient consensus
schemes for some practical synchronization situations (e.g., a vehicle joins an almost
synchronized group), and how to be robust to the inaccuracies of timestamps. In
this context, some consensus techniques including matrix theory and optimization
theory can be exploited.
5.3 Future Work
Some possible future research directions are described as follows.
• How to collect reliable CSI with small signalling overhead at the BS, especially for
networks with high-mobility vehicles.
• How to utilize context information, such as locations, moving directions, and the
contents in the transmitted messages, to coordinate the transmissions from different
UEs.
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• How to support efficient V2X communications in a multi-operator environment.
• In network scheduled D2D-based V2X communication, how to design efficient
handover mechanism when vehicles cross cell boundaries.
• In autonomous D2D-based V2X communication, how to design efficient channel
access mechanisms that still work well in practical scenarios involving imperfect
channel estimation and imperfect time synchronization.
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