Introduction
Energy plays an important role within the production technologies of fast emerging economies,
given that a significant proportion of their energy consumption is embedded in the creation of goods and services. Never before has it been so important to understand the contributions of energy demand in fast emerging economies, considering that their economic growth and development increasingly burden the global environment as they lift millions of people from poverty (see Goel and Korhonen, 2012) . The extant literature abounds with empirical econometric studies aimed at estimating industrial energy demand (e.g. Medlock III and Soligo, 2001; Dimitropoulos et al., 2005; Adeyemi and Hunt, 2014) .
Typically, these studies provide estimates of price and income elasticity by estimating single equation models of energy demand as a function of energy price, output and other control variables such as temperature. These exiting studies suffer from three major flaws. First, there is an implicit assumption that other factor inputs within the production technology are held constant since the demand for energy is estimated separately from the demand for other factor inputs in a single equation context 1 . These short-run models would imply that the demand for energy is independent of the demand for other factor inputs, thereby precluding economic theory's prescription of factor substitution in the face of changing relative input prices.
Second, the functional specification of the estimated models provides no information on the structure and nature of the production technology, since most of the models simply specify restrictive demand functions with energy price and output as independent variables. For instance, economic intuition suggests that relative factor intensity depends on the substitution possibilities 1 One could argue that such studies have estimated short-run input demand functions by holding other factor inputs constant.
between factor inputs and the nature of technical progress within the technology. Third, existing studies tend to use aggregate industrial data in their estimations, thereby masking the differences in the production processes across the various productive sectors in an economy.
Another strand of the energy demand literature addresses the first issue (of factor independence) above by specifying multi-input production functions, following the seminal work of Berndt and Wood (1975, 1979) . These studies tend to focus on estimating substitution elasticity and inter-fuel substitution (e.g, Hunt, 1984 Hunt, , 1986 Roy et al., 2006; Koetse et al., 2008; Broadstock, 2010) 2 . While substitution possibilities (depicted by movements along an isoquant) between energy and other factor inputs provide useful information on the likely impact of changing relative prices or changing energy policies, these substitution elasticity studies generally ignore output effects 3 . As shown by Chambers (1982) , the output effect presents a more complete picture of input adjustments within a production technology than do substitution elasticities, since such elasticities implicitly assume a constant level of output or restrict the producer to a given level of output. However, in reality producers constantly adjust output in response to changes in relative factor prices and other market conditions.
Moreover, as stated in the second limitation above, previous substitution elasticity studies also fail to account for the nature of the underlying production function, especially as relating to the economic properties/regularity conditions of the underlying production function. For instance, microeconomic theory suggests that a well-behaved production technology should exhibit monotonicity and curvature properties, which are required to arrive at robust and theoretically tenable set of results 4 . In line with this argument, to generate credible results from a cost function, for instance, it is required that the cost function is monotonic (non-decreasing in input prices and output), concave and continuous in inputs prices. Unless these regularity conditions are assessed, it is impossible to know if previously estimated substitution elasticties are consistent with standard regularity conditions.
Drawing on duality theory, this paper decomposes changes in energy demand into substitution and output effects using sector-level production data for Brazil, Russia, India, Indonesia and China (BRIIC). In addition, we assessed the economic properties (monotonicity, concavity and technical progress) 5 of the estimated cost function. Our aim is to gain as much useful insight about the production technology as possible while analyzing the role of energy demand. For instance, technical change yields productivity information on whether a production technology was shifting up or down over time. More specifically we re-visit the typical assumption of Hick-neutral technical change in the presence of biased technical progress which could be misleading and may result in biased parameter estimates (Kim, 1987) . The Hicksneutral assumption of constant and identical rate of technical progress for each factor input can be overly restrictive given the wide-ranging innovative (R&D) activities of firms. Hence, we tested for biased technical change which allowed us to determine if technical change was energyusing or energy-saving during the period under consideration. Our approach therefore allows for the treatment of these issues without making the overly restrictive assumptions in other studies.
4 Further, as shown in this study, microeconomic concepts such as economies of scale and technical progress contain valuable information that are useful for understanding the nature and structure of a production technology. 5 For instance see Saunders (2008 Saunders ( , 2013 for a discussion on the need to ensure concavity of the cost function. See appendix 2 for details of economic tests undertaken.
[Insert Figure greater than 25% and is generally rising. Finally, analyzing industrial energy consumption in these economies is vitally important given that a great deal of energy use is "embedded energy"
contained in the creation of goods and services (Costanza, 1980) .
The remainder of this paper proceeds as follows. Section 2 presents the empirical methodology used in this paper. The data set is described in section 3, focusing on how the input prices and cost data are computed. Section 4 presents the empirical results of this paper and is divided into 3 subsections, comprising the discussion of the estimates of the estimated cost function, substitution elasticities estimates and the decomposition of energy demand. We conclude in Section 5 by using the estimation results to provide key insight on energy demand across sampled economies.
Empirical Framework
In our analysis, we identify four input types: capital, labour, energy and materials (the familiar KLEM), together with the input prices: .
Translog Cost Function
We proceed by invoking the microeconomic assumption that firms minimize input costs subject to the production of a given level of output as determined by a standard production function so that: (Christensen et al., 1973) due to its flexibility which allows for the calculation of second order effects and non-constant elasticities and shares, without placing a-priori restrictions on the production technology. The translog cost function for sector i in period t using k inputs in this study can be written in the context of panel data as:
where all variables remain as defined above and are all parameters to be estimated. Duality theory requires that fundamental restrictions of symmetry and linear homogeneity in the input prices are imposed, so that:
Given the foregoing, the symmetry condition is imposed implicitly in the model specification, while homogeneity (condition ii above) is imposed by normalizing 6 the input prices and total cost by so that the estimated cost function can be written as:
For a given level of output, the cost minimizing input demand functions can be derived via Shephard's lemma by differentiating (5) above with respect to each input price so that and the input demand equations in terms of cost shares can therefore be obtained as:
where is the cost share 7 of the kth input. We jointly estimate equations 5 and 6 8 using seemingly unrelated regression equations (SUR) by iterative/feasible GLS which is known to 6 In this study, the normalizing input price is the material input price converge on the maximum likelihood estimation (MLE). The joint estimation of the share equations allows us to increase the degrees of freedom and efficiency of the parameter estimates by exploiting correlations between the errors of the share equations.
Substitution Elasticities
It is possible to compute substitution elasticities between energy and non-energy inputs from (5). For a cost function, the most common elasticity of substitution (ES) used in empirical studies is the Allen Elasticity of Substitution (AES) 9 . For the translog cost function, the ES can be written as:
; (7) where and are the factor shares of inputs k and l respectively. and are estimated coefficients from the cost function where is the cross-price coefficient between inputs k and l, whereas is the second-order coefficient for input k. Blackorby and Russell (1981) demonstrated that the AES is a limited measure of ES as it ignores information on relative factor shares. Consequently, they argued that the AES cannot be interpreted as an indicator of the curvature of a production technology. To this end, they proposed the Morishima (1967) elasticity of substitution (MES) as a more appropriate measure of the ES since it allows for the evaluation of the elasticity of change in input ratios with respect to price ratios for a given level of output, while allowing for input adjustments, holding prices constant (see Stern, 2011) . Furthermore, unlike the AES, the MES is asymmetric in nature, hence . Stern (2011) argues that a measure such as the MES which allows for optimal input changes is more appropriate for capturing changes in factor shares when all inputs are variable within a cost-minimizing production technology. The MES is given as: (8) The MES measures the percentage change in the ratio k/l due changes in the price of l so that if then an increase in the price of l stimulates an increase in the optimal use of input k relative to the optimal use of l (in other words, input k substitutes for l). However, we conclude that there is complementarity between the two inputs when
.Because the MES is asymmetric in nature, confirming substitutability or complementarity depends on which input price changes 10 .
Decomposing Changes in Energy Demand
Our primary focus in this study is to demonstrate producers' response to changing relative input prices. This response can be decomposed into substitution and output effects using the Slutsky equation. Following Chambers (1982) and Kim (1987) changes in input demand can be decomposed using the uncompensated Marshallian demand analysis where it is assumed that a firm maximizes output subject to a budget constraint on input costs:
The input demand functions are Marshallian 11 in form:
10 We adopt the reality that producers aim to optimally adjust all factor inputs in response to changes in their relative prices. It is also consistent with reality to assume that factor inputs adjust to changing relative prices in an asymmetric fashion, rather than in a symmetric manner as suggested by the AES. Further, unlike the AES , the MES allows for variable factor inputs within the production technology, rather than holding some factors fixed. For these reasons, we also explore the MES in this study. 11 By the envelope theorem this satisfies Roy's identity:
where is the cost minimizing input demand, is a vector of input prices and is the target level of input expenditure. Dual to this decision is the firm's cost function:
This has input demand functions that are Hicksian in form 12 :
Given the implicit relationship between the cost function and the indirect production function at the equilibrium point, the Marshallian input demand at cost is equal to Hicksian input demand at production :
Hicksian demand at production is equal to Marshallian demand at cost :
These properties are brought together in the Slutsky equation to decompose the total effect of change in an input price into substitution and output effect. By taking the derivative of (14) 
For the two-input case (k and l), (16) can be written in a more parsimonious (uncompensated and compensated) elasticity form following Mundlak (1968) : (17) From our estimated cost function, we can derive substitution and output effects as follows. The first term on the RHS of the equation captures the substitution effect elasticity, which can be derived from the cross-partial elasticity of the estimated cost function as:
. The second RHS term is the output effect which has two components:
is the cost/expenditure share of input l which is computed as the ratio of input expenditure to total cost. The other component is the expenditure elasticity of input demand, which can be derived from the equilibrium relationship between the Marshallian and Hicksian demands in (13 and 14), so that
Cancelling and using the inverse of the cost elasticity of output, ( )
Therefore we finally arrive at a computable format for the elasticity form of the cross effect Slutsky equation:
Data
Our estimations are based on the panel data of 33 sectors at two-and three-digit level using International Standard of Industrial Classification (ISIC) Rev. 2 13 for Brazil, China, India, Indonesia and Russia over the period 1995-2009. The raw data series are mainly taken from the World Input-Output Database (WIOD) (Timmer et al., 2015) . The measure of output is value added (y) which is expressed in millions of national currency. All monetary variables are measured in local currency at current prices. The measure of output is value added (y) expressed in millions of national currency, which we deflated using the price index of gross value added (1995=100) also obtained from the WIOD. The constant value series are then converted to international prices using the purchasing power parity exchange rates from the Penn World Table   (PWT7.1) Similarly, for each of the four input sectors (capital, labour, energy and materials) we used producer price indices in each country in current prices from the World Input-Output Database; these are then deflated to constant (1995=100) prices in each country by applying the implicit price deflator for that sector in each country from the same database. As in the case of output above, these constant price series are then converted to international prices using the purchasing power parity exchange rates from the Penn World Table ( PWT7.1).
The input prices and total cost are computed as follows. The price of capital (pk) is the sum of capital, labour, energy and material expenditure. Finally, the cost, output and input price data are in logarithms. For the estimations, we mean-adjusted all logged data for each variable, so that the first order coefficients in the model can be interpreted as elasticities at the sample mean. As shown in (5), the material price is the normalizing input.
Estimation Results and Analysis
This section presents the main results of the analysis undertaken in this study. It consists of three sub-sections. In the section 'Model results' we present the fitted cost functions and also comment on the curvature properties of the estimated models. In the section 'Substitution elasticities' we present the computed factor substitution between energy and the other factor inputs. In the final section 'Decomposition results' we discuss the substitution and output effects of change in energy demand across the sampled countries.
Model results
In Table 1 , we present the parameter estimates of the fitted cost function with standard errors in parentheses. It can be seen from the results that the input price and output elasticities across the five models have the expected signs and they are all statistically significant at the 0.1% level. These parameters are all positive which indicates that the monotonicity of the cost function is satisfied at the sample mean. In particular, the elasticity of cost with respect to output
gives an important measure of scale economies, such that an output elasticity smaller (larger) than one indicates scale economies (diseconomies) 14 . The output elasticities across all the models indicate strong economies of scale ranging from 1.8 in Brazil to 3.5 in China. The scale economies are sensible and consistent with the strong growth and output expansion across the BRIIC countries over the last two decades.
14 Of course, economies of scale is given by
One intriguing result that emerges from this analysis is the role of economies of scale and factor accumulation as opposed to technical progress 15 in giving rise to economic growth and energy use trend in these countries over the study period. This mirrors a debate that featured strongly in the research on growth performance during the years of the so-called Asian miracle and tiger economies. Liao et al (2007) identified two sides of the debate. Accumulationists believed that the increased use and accumulation of inputs (especially the investment) rather than the increases in productivity explains all growth; this was represented by Young (1992 Young ( , 1994a Young ( , 1994b Young ( , 1995 , Krugman (1994) , Collins & Bosworth (1996) , Drysdale & Huang (1997 ), Crafts (1999a , 1999b . Assimilationists argued that the answer to growth lies in the use of more efficient technology, represented by World Bank (1993), Sarel (1996 Sarel ( , 1997 , Nelson & Pack (1999) . Liao et al (2007) concluded that Krugman's (1994) hypothesis that the fast growth of East Asian economies had little to do with TFP growth was invalid, but could not dispute Young's (1995) 's conclusion that these economies' growth had been mainly input-driven.
We find an almost identical issue arising in this sample of the BRIIC countries over the period 1995-2009. Our results show strong economies of scale but are unable to identify positive technical progress (compare the output elasticity of the estimated cost functions with the elasticity of cost with respect to time, which is consistently positive at the sample mean and over most of the individual panel sample points). The positive sign on the cost elasticity with respect to time implies that the cost function was shifting upwards over time. We investigated the robustness of this finding in two ways. In addition to the original iterative SURE estimation, we re-estimated all the models using one-way fixed and random effects panel methods. [Insert Table 1] In order to better understand the nature of the estimated technical progress above, we revisit the issue raised by Hunt (1986) about the importance of testing for non-neutrality (bias) in the measure of technological progress. This is made more important by the nature of the Hicksian-neutral result above, which is more likely to be biased in the face of technological regress. We explore this by estimating restricted versions of (6) and (7) where we restrict to zero and then applied a likelihood ratio (LR) test statistic to test this restriction against the unrestricted model. The LR test statistic is given by where is the maximized value of the log likelihood of the unrestricted model and is the maximized log likelihood of the restricted model. The LR test statistic is asymptotically distributed as a chisquare distribution , where p represents the number of restrictions (three in our case).
16 Interestingly, an edition (Oct. 11, 2014) of The Economist magazine highlighted this same issue that the Chinese economy's productivity growth between 1997 and 2012 had decelerated; and the TFP growth itself has been dominated by scale effects arising from huge accumulation of capital and capacity, rather than the efficiency within firm production technologies.
As shown in Table 2 , the LR statistics show that the assumption or specification of neutral technical progress is clearly rejected across board with the LR statistics for all the models exceeding 7.81, the critical value for chi-square distribution with 3 degrees of freedom at the 5% level. With the exception of India, we generally found technical progress to be biased towards using energy across the sampled countries. This has important implications for issues such as rebound effects-in fact, rebound is a form of energy-using biased technical progress. These nonneutrality tests indicate that the assumption of Hicksian neutral technical progress should only be imposed when accepted by data, given that, in reality, technical progress may be biased towards using a particular input 17 .
[Insert Table 2] Now turning to the economic properties of the estimated models, we briefly discuss the results on the monotonicity and concavity conditions of the fitted translog cost function which are presented in Table 3 . We evaluate monotonicity and concavity ex post, both at the sample mean and at every point of the data sample 18 . As discussed above, the monotonicity condition was strongly satisfied at the sample mean, based on the statistically significant positive input price and output elasticities. Further, monotonicity is strongly satisfied outside the sample mean for all countries, with results indicating that for each of the five countries, a large proportion (at 17 Kim (1987) shows that the assumption of Hicks-neutral technical progress is unrealistic in the face of firm's innovative activities. Fisher-Vanden and Jefferson (2008) found firm-level factor bias as an important channel of technical change in a large panel of Chinese industrial enterprises. Moreover, Felipe and McCombie (2001) show that accounting for the presence of biased technical change in a group of East Asian economies significantly impacted the estimates of total factor productivity (TFP) growth rates of these countries.
least 83%) of the data points are monotonic. The results on monotonicity suggest that the estimated cost functions are non-decreasing in outputs and input prices.
For concavity, we checked the sign pattern of the principal minors of the Hessian. As shown in Table 3 , concavity is confirmed at the sample mean across all fitted cost functions. In addition, we establish concavity at varying levels across the entire data points for the models, ranging from 29% concavity for Brazil to 97% in Indonesia 19 . The concavity condition (apart from Brazil) indicates that the cost function is concave in input prices i.e. firms are taking advantage of substitution opportunities to the extent that costs have grown slower than linearly, in response to changing relative factor prices. This appears to be supported by the significant scale economies observed across all the estimated cost functions. Unless this exercise is undertaken, it is impossible to determine the theoretical appropriateness of estimated production technologies.
[Insert Table 3 ]
Substitution Elasticities
We derive substitution elasticities following equations 7-8 using the cross-price parameters from the estimated translog model, as well as the factor shares 20 . Empirical elasticity results at the sample mean are presented in Table 4 . In the interest of space, a more detailed presentation of the substitution elasticities across the different sectors in sampled countries is given in the appendix.
[Insert Table 4] The standard errors of the estimated substitution elasticities are computed using the delta method (Binswanger, 1974; Koetse, et al., 2008) . As shown in Table 4 , our estimates at the sample mean generally indicate strong substitution possibilities between energy and other inputs for both the AES and the MES. However, we observe that the AES values are generally larger than the MES values in absolute terms. This might be due to the substantial asymmetries observed for the input combinations under the MES. This flexible substitution pattern under the MES, which is limited under the AES, possibly explains why the latter is likely to overstate elasticity of substitution (see Stiroh, 1999) .
Briefly, our estimates indicate that energy is strongly substitutable for capital and labour, with estimated ES greater than 1 in most cases, and across both the AES and MES. The implication of this result is that firms/sectors across BRIIC countries strongly substituted energy for capital and labour with relative ease, in response to changing relative energy prices. We also computed sector-specific elasticities across the sampled countries to give a disaggregated view of energy substitutability. Generally, we also found strong substitutability between energy and the other two inputs 21 as shown in the appendix. In particular, we found certain sectors with high 
Decomposition results
So far, we have only measured pure substitution elasticities without accounting for output effects. As shown by Chambers (1982) , the implicit assumption in this case is that output is constant (i.e. these elasticties derived from cost functions restrict the producer to a given level of output). However, this assumption constitutes a serious limitation in the analysis of firm behavior because in reality, producers are likely to respond to changing relative prices, technological progress, external shocks and so forth, by adjusting output accordingly. Therefore, the output effect captures this adjustment process and gives a better and complete view of factor input adjustments within a production technology. For instance, previous oil price shocks have been shown to reduce output and productivity across firms and countries, to the extent that ignoring output effects in empirical studies of firm behavior results in the loss of valuable information (Kim, 1987; Frondel, 2011) .
Having estimated input demand function (7), we decomposed the change in energy demand into substitution and output effects following (20). We have only focused on the ownprice of effect of energy, which is relevant to our analysis. Table 5 presents the results of this decomposition.
[Insert Table 5] Expectedly, the own substitution effects arising from increase in energy price are negative across all the countries, confirming the theoretical expectation that own-price substitution effects are negative (i.e. rising energy prices curbed energy demand). This also confirms that the Marshallian demands slope downwards. Further, this is also consistent with the widespread energy-non energy input substitutability across most sectors/countries since the negative own-price substitution effect indicates that higher energy prices caused productive units to substitute away towards other inputs and vice versa.
The output effects are positive across board, although they are strictly smaller than the substitution effects in absolute terms. As expected, this clearly shows that the substitution effects dominate the changes in energy demand arising from changing relative price of energy. Further, the positive sign on the output effects suggests that energy may not be a normal factor input across sampled economies because if firms are free to adjust output, we would expect that a rise in input price will raise total cost as well as marginal cost of production, making them produce less output overall. Nonetheless, in our case, it would appear that although rising energy prices restricted energy demand, the expected fall in output arising from higher total cost (negative output effect) has been countervailed by the significant economies of scale. Despite the opposing directions of both effects, the total effect is consistent with economic theory as higher energy prices led to a reduction in energy consumption largely through substitution effects.
Concluding Remarks and Further Work
Energy demand across fast emerging economies is rising rapidly, and this is expected to contribute significantly to future global energy consumption. A critical factor in the upward energy demand trend has been their rapid economic growth, driven largely by the evolution of strong industrial sectors. Therefore, a meaningful analysis of energy use across these economies requires a model that captures the nature and structure of the production technology across their productive sectors. In this paper, we have conducted an empirical analysis of the role of energy within the production technology of Brazil, Russia, India, Indonesia and China (BRIIC) for the period 1995-2009. In doing this, we focused on two major modelling issues. First, following duality theory we decomposed industrial energy demand into substitution and output effects.
Second, we addressed a number of modelling issues which are crucial to understanding energy consumption of these economies in the context of a production technology. For instance, unlike previous studies, this paper investigated the economic properties and the nature of technical progress within the estimated cost functions.
Our results indicate strong substitutability between energy and other inputs. Further, the decomposition of changes in sectoral energy demand across BRIIC countries suggests that changes in energy demand are strongly dominated by substitution effects. In addition, our analysis revealed that economies of scale and factor accumulation, as opposed to technical progress have been the major drivers of firm performance in these countries over the period under consideration. This finding is consistent with the body of evidence on the nature of economic growth of emerging economies. The technical progress measure indicates that the cost function was shifting upwards during the period under consideration, and is also found to be largely biased (energy-using).
To a large extent, the estimated cost functions are found to honor the regularity conditions prescribed by microeconomic theory, with the models found to be strongly monotonic and largely concave. Unless these issues are explicitly investigated, it is impossible to determine the theoretical validity of any energy demand analysis conducted in the context of a production technology. The main idea behind this paper is particularly appealing because it is not limited to the analysis of firm behavior. Its application to consumer demand is straightforward and grounded in the same economic intuition. It is hoped that future research work will be conducted with focus on consumer demand. Of course the challenge is the lack of income and multi-product price data on developing countries.
condition for concavity is that all the odd-numbered principal minors of the Hessian must be non-positive and all the even-numbered principal minors must be non-negative. 
