Waveform generator is a key component in voice conversion. Recently, WaveNet waveform generator conditioned on the Mel-cepstrum (Mcep) has shown better quality over standard vocoder. In this paper, an enhanced WaveNet model based on spectrogram is proposed to further improve voice conversion performance. Here, Mel-frequency spectrogram is converted from source speaker to target speaker using an LSTM-RNN based frame-to-frame feature mapping. To evaluate the performance, the proposed approach is compared to an Mcep based LSTM-RNN voice conversion system. Both STRAIGHT vocoder and Mcep-based WaveNet vocoder are elected to produce the converted speech for Mcep conversion system. The fundamental frequency (F0) of the converted speech in different systems is analyzed. The naturalness, similarity and intelligibility are evaluated in subjective measures. Results show that the spectrogram based WaveNet waveform generator can achieve better voice conversion quality compared to traditional WaveNet approaches. The Mel-spectrogram based voice conversion can achieve significant improvement in speaker similarity and inherent F0 conversion.
Introduction
Voice Conversion(VC) is a technique to modify the speech of the source speaker to sound like the target speaker while preserving the linguistic content [1] . Conventional voice conversion techniques focus on developing conversion functions using some parallel data which the source speaker and target speaker speak the same sentences. Some conversion models like Gaussian mixture model(GMM) [2] , deep neural networks [3, 4] have been applied to convert the acoustic features from the source speaker to the corresponding target speaker.
The sound quality of the converted speech is always attractive to researchers. There are always distortions in the converted speech, e.g. over-smoothing, lack of similarity and etc. In parametric voice conversion, several techniques have been proposed to enhance the sound quality, e.g. modeling additional features(Global Variance [5] , Spectrum envelope [6] ) and postfiltering [7] . However, the quality of the converted speech is still not as natural as the target speaker. One important factor is that the acoustic features used for parametric voice conversion are usually vocoder parameters (e.g. Mel-cepstrum, F0) whose conversion can lead to quality distortion when generating waveform with the converted vocoder parameters.
Recently, a high-quality vocoder [8] has been proposed with WaveNet speech generation model. WaveNet [9] is the state-of-art natural waveform generation technique that can produce high quality speech waveform. One of its advantages is that the WaveNet speech generation model is able to generate waveform on specific conditions like linguistic information or acoustic features. It has been applied to many applications like text-to-speech [9, 10, 11] , voice conversion [6] and speech vocoder [8] . The WaveNet waveform generation in Voice Conversion has been proposed in [6] . Similar to the WaveNet vocoder [8] , the acoustic features in [6] are mainly the Mel-cepstrum(Mcep) and fundamental frequency(F0) which are widely used for speech synthesis. The sound quality of the WaveNet-vocoded converted voice is comparable to the STRAIGHT-vocoded [12] voice. Very recently, Tacotron 2 [10] has been proposed as a sequence-to-sequence model with attention in end-to-end speech synthesis. Comparing to Tacotron 1 [13] , one of its advantages is that the speech signals are generated with WaveNet architecture conditioning on Mel-frequency spectrogram. It draws our interest that: does Mel-frequency spectrogram work better in other speech generation tasks? We will give an investigation on introducing the Mel-frequency spectrogram into voice conversion tasks.
In this paper, we propose a high quality voice conversion architecture with mel-frequency spectrogram as acoustic features. The converted features are then vocoded into waveform using a Mel-spectrogram based WaveNet vocoder. A Mcep-based voice conversion system we proposed before [14] (Group 'G' in VCC2016 [15] ) is used for comparison. The Melspectrogram and Mcep in different systems are trained using similar LSTM-RNN neural networks for frame-to-frame feature mapping. The converted Mcep and F0s are vocoded to waveform using STRAIGHT vocoder and an Mcep-based WaveNet vocoder. The F0 contours of converted waveform, which is an important factor of the speech quality, are analyzed in detail for different systems. The naturalness, similarity and intelligibility are subjectively evaluated by human listeners. The result shows that, voice conversion with Mel-frequency spectrogram can produce high quality converted voice especially in similarity.
The rest of this paper is organized as follows: Section 2 gives an introduction of the parallel data voice conversion and introduces the LSTM-RNN acoustic feature conversion architecture. Section 3 proposes the Mel-spectrogram based voice conversion technique with Mel-spectrogram WaveNet vocoder. Section 4 describes the experiments with measurements. Section 5 gives the conclusion and the future work. 
Parallel Data Voice Conversion
This section gives an introduction of the parallel data voice conversion framework. Fig.1-(a) shows the architecture of a Mcepbased parallel data voice conversion system. The acoustic features of the source speaker are converted to the target speaker in different feature streams. The converted features are then vocoded into audio signals. This architecture is also a general parametric voice conversion framework [16] in which the general treatments are replaced by specific methods (e.g. BLSTM-NN, WaveNet Vocoder).
For a speech pair with the same text, the acoustic featureŝ x =x1, ..,xm from the source speaker and the corresponding acoustic featuresŷ =ŷ1, ..,ŷn from the target speaker are first aligned into the same length T . The alignment is usually applied directly by Dynamic Time Wrapping (DTW) [17] . Also, there are techniques to get a more accurate feature alignment with the help of automatic speech recognition (ASR) techniques [18, 14, 19] . The aligned feature sequences x = x1, .., xT and y = y1, .., yT are then converted frame by frame in different methods (e.g. GMM, LSTM). In this paper, the Mcep is converted using a BLSTM-NN architecture shown in Fig.2 . The training cost is simply measured by the mean square error as shown in Eq.1 where Mxy is the Mcep converting model from source speaker to target speaker. The F0 is converted linearly and the aperiodicity is not converted in this work.
We observed that the intelligibility of the converted speech may degrade with WaveNet Vocoder. We tried to improve the intelligibility using un-parallel voice conversion techniques. A simple dual training strategy is applied to train Mxy and Myx together as in [20] . Unfortunately, we only observed minor improvements in preliminary test. We plan to fully import Cycle-GAN [20] to improve the intelligibility in future work.
3. Voice conversion with Mel-spectrogram
Mel-spectrogram conversion
Mel-spectrogram is a very low level acoustic presentation of the speech waveform. It has not yet been imported as acoustic features in voice conversion tasks, since there is not a good Vocoder for Mel-spectrogram before.
We propose a very simple architecture 1 to convert the speech waveform with Mel-spectrogram as shown in Fig.1(b) . The speech waveform is only analyzed into Mel-spectrogram. Then the Mel-sepctogram is converted frame-by-frame following the architecture in Fig.2 . Compared to the conventional Mcep-based voice conversion, F0 is not necessary to be converted explicitly as a separate feature stream. It has been addressed in [15] that F0 and duration patterns may be parameterized to properly handle their supra-segmental characteristics, which are not well converted within the frame-wise conversion process. However, in the proposed system, F0 is converted inherently while converting the Mel-spectrograms. The performance of the F0 conversion will be analyzed in detail in the experiments.
WaveNet vocoder
The conventional vocoder of voice conversion makes various assumptions which usually cause the sound quality degradation of the converted voice. Therefore, Wavenet Vocoder mainly based on Mel-cepstrum and F0 was proposed [6] to overcome this problem. The result shows that the SpeakerDependent Wavenet Vocoder [8] can generate better waveform than MLSA [21] .
The Mel-spectrogram based WaveNet follows the architecture in Tacotron 2 [13] , which can produce high quality speech waveform in end-to-end text-to-speech task. The architecture of conditional WaveNet is shown in Fig.3 [8] . It consists of a stack of dilated causal convolution layers, each can process the input vector in parallel. Two transposed convolution layers are added for upsampling. Also, the gated activation functions are used in WaveNet with the mechanism to condition extra information such as acoustic or linguistic features:
where * denotes a convolution operator, and denotes an element-wise multiplication operator. σ(·) denotes a sigmoid function. i is the input vector and c is the extra condition feature like Mel-spectrogram and one hot of speaker identity. f and g represent filter and gate,respectively. W and V are learnable weights. Instead of using 8-bit(µ-law) [22] , the signal samples 
Experiments and Results

Experiment setup
The experiments were conducted on CMU ARCTIC dataset [25] using PyTorch [26] . The sentences in the dataset are randomly divided into train, develop and test set, each with 957, 107, 55 sentences. The waveform is sampled at 16kHz sampling rate. The Mel-spectrograms are extracted through a short-time Fourier transform (STFT) using a 50ms frame size, 12.5 ms frame hop and a Hann window function as in [10] . The baseline system uses the same LSTM-RNN voice conversion system in [14] . The converted acoustic features are vocoded into speech waveform using both MLSA and Mcep-based WaveNet vocoder [8] . The Mcep-based WaveNet Vocoder proposed in [6] follows the best vocoder trained on natural acoustic features. The Mceps are extracted at 5ms frame shift. But different from [6] , we use the conversion model in [14] and trained a speaker dependent WaveNet Vocoder using 8 bits µ-law.
In the system proposed in this paper, we first trained a speaker independent WaveNet vocoder on all waveforms in the CMU ARCTIC dataset except the utterance in the test set. The WaveNet network was trained for 1000k steps with Adam optimizer with a mini batch of 16 on 4 GTX1080TI, and it has 24 layers , which is divided into 4 groups. The hidden units of residual connection and gating layers are 512, the skip connection of the output layer is 256. we also use 10 mixture components for the mixture of logistics output distribution [24] . Then we trained a converting model based on LSTM network, which has two layers and the hidden units is 256. Before the lstm layer, we use two dense layer with PReLU [27] activation. And we apply a global mean-variance transformation for source and target speaker. To ensure that both WaveNet vocoders were welltrained. The training procedure is stopped after the WaveNet vocoder can generate convincing speech on the training set. 
Objective Measure
F0 is an important acoustic features that affect the speech quality a lot. In the Mel-spectrogram based voice conversion, all the acoustic information is maintained in the lower level spectrogram representation. Therefore, F0 is converted inherently during the Mel-spectrogram conversion. We first present an evaluation of the F0 contour of the converted speech.
The F0 contours are extracted from both natural and converted speech using WORLD [28] . Fig.5 shows an example of F0 contours 2 . We can see that the F0 contour from the Melspectrogram converted voice is closer to the target speech, even F0 is not explicitly converted. We draw a distribution of F0 in Fig.4 , the system we proposed and the system based on Melcepstrum all have a close mean and standard deviation with the target speech. Exactly, the F0 in the system based on Melcepstrum is converted by a global mean-variance transformation between source utterances and target utterances. So it is confirmed that the system proposed in this paper can obtain better F0 without any prior condition. Table 1 indicates the objective measure of F0 error. Before we evaluate, DTW is applied to align the natural target utterance and the converted utterance. The system we proposed has higher accuracy than the system based on Mel-cepstrum. And table 2 lists unvoiced/voiced (U/V) decision errors.It is believed that the proposed system could capture the U/V information with comparable accuracy with the system based on Melcepstrum. 
Subjective Measure
All the subjective tests are conducted in both intra-gender and cross-gender cases. In the listening test, we use (clb→slt) as the intra-gender pair and (bdl→slt) as the cross-gender pair. All 55 sentences in the test set are used for listening tests 3 . Every sentence is presented to at least 6 listeners in each test. The listeners are all non-native speakers.
Naturalness
We run a Mean Opinion Score (MOS) evaluation on the speech naturalness. The Mel-spectrogram is shorten as Msp. The evaluated experiment sets are listed below:
• Natural speech (N) 
Intelligibility
We observed that the contextual information may be distorted with WaveNet vocoder (both Msp and Mcep). So we also run a MOS evaluation on the intelligibility of the converted speech.
Similarity
We run an preference test to evaluate the similarity. The converted speech from the two systems are provided to the listeners in random orders along with the natural speech of the same sentence from the target speaker. The listeners were asked to select which sentence sounds more like the target speaker. Fig.7 shows the result of naturalness of the converted speech. We can see that WNS performs better than WNC, which means the Mel-spectrogram conversion has higher upper bound in speech naturalness, which can be further investigated. In addition to this, WCS achieves much better performance compared to WCC and MCC, which indicates that the Mel-spectrogram based voice conversion can achieve good naturalness. Fig.6 shows the result of intelligibility of the converted speech. MCC achieves better performance than WCS and WCC. One of the reasons is that MCC can generate converted voice with steady quality in all the frames, the other one is that WaveNet Vocoder will generate buzzy voice sometimes, which can be considered as the lack of training data for WaveNet Vocoder. This might also indicate the reason why Mcep-based WaveNet vocoder has a similar speech quality MOS compared to MLSA in [15] even with a much higher naturalness.
Experiment Results
Apart from this, we can also see that the WNS performs much better than WNC, which means the Mel-spectrogram contains more information than Mel-cepstrum. Fig.8 shows the results of similarity of different systems compared to the target speaker. It shows that Msp Wavenet performs significantly better than Mcep WaveNet and Mcep STRAIGHT on intra-gender and cross-gender case.
Conclusion and Future Work
This paper presents a voice conversion technique to generate high quality voice from source speaker to target speaker with LSTM network and Mel-spectrogram based WaveNet Vocoder. Instead of using a conventional feature of STRAIGHT, we apply Mel-spectrogram in the pipelines of the proposed system. The experiment shows that Mel-spectrogram based WaveNet Vocoder performs much better than Mel-cepstrum based WaveNet Vocoder in voice conversion task in naturalness, similarity and intelligibility. In future work, we plan to build a transform learning technique to enable WaveNet Vocoder to generate better steady voice in small dataset, and further investigate the modelling algorithm on Mel-spectrogram.
