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Chapter I
Introduction
GAP is a program developed by the Joint Research Centre of European Commis-
sion on request of the Directorate General Economic and Financial Affairs, following
Werner Roeger’s guidelines who is gratefully acknowledged. The GDP cycle or out-
put gap is the key variable of the cyclical adjustment of EU Member States budget
balance, as agreed in the Stability and Growth Pact. Following a 2002 ECOFIN de-
cision, the European Commission applies the Cobb-Douglas production function to
obtain the gap from the cyclical components of labour and total factor productivity
(TFP). Program GAP estimates unemployment and TFP cycles using inflation and
capacity utilization data in bivariate unobserved component models like in Kuttner
(1994). The program is available at eemc.jrc.ec.europa.eu/Software-GAP.htm.
The model implemented in GAP is somewhat atypical. While most statistical de-
compositions are univariate, Kuttner’s model associates to a classical decomposition
a regression with unobserved quantities such as the gap. This document describes
the statistical procedures and the program interface. The implementation is based
on state-space models, with model parameters that can be estimated either by exact
maximum likelihood or through Bayesian inference. Use is made of the Kalman filter
with de Jong’s diffuse initialisation (de Jong, 1991) and of a smoother for produc-
ing the unobserved quantities. The Bayesian module implements the Monte Carlo
Markov Chain scheme described in Planas, Rossi and Fiorentini (2008). As out-
put, GAP returns trend-cycle estimates both as linear projections given maximum
likelihood parameter estimates and as posterior samples marginally to the model
parameters.
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Chapter 2 contains seven sections that review the model and the econometric
methodology. Section 1 describes the general model specification. A summary table
resumes the possibilities offered. Section 2 discusses maximum likelihood estimation
using state-space methods. The procedure for obtaining standard deviations is also
detailed together with the diagnostics that GAP reports. Section 3 presents the de
Jong’s diffuse Kalman filter that solves the initialization problem for non-stationary
systems. Section 4 explains the smoothing mechanism for unobserved component
estimates, while Section 5 gives some details on forecasting unobserved components
and observations. Section 6 introduces Bayesian analysis. Section 7 focuses on miss-
ing observations. The interface user-manual is developed in Chapter 3 for Excel and
in Chapter 4 for the Bayesian module.
GAP can be downloaded at eemc.jrc.ec.europa.eu/Software-GAP.htm. Installation
is made by unzipping the file BGAPEXE.ZIP. This creates an Excel file, a GAP.EXE
file, and two other files, namely BGAP.EXE and BGAPINT.EXE, that are located
into a BIN/WIN32 sub-directory together with some Matlab figure files. Users should
read the disclaimer in the second page of this manual before running the program.
The authors have used Program GAP in several studies. Planas and Rossi (2004)
study the value-added of inflation data for improving the real-time accuracy of output
gap estimates. Planas, Roeger and Rossi (2007) investigate the effect of labour taxes
on structural unemployement in the EU. Planas, Roeger and Rossi (2009) use the
Bayesian module to study the link between Total Factor Productivity and capacity
utilization in twelve EU Member States. Fiorentini, Planas and Rossi (2009) propose
an innovative method for calculating the marginal likelihood in Structural Time Series
models as proposed in GAP.
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Chapter II
Model and econometric
methodology
1 General model specification
The most general model that can be specified is a bivariate system similar to Kuttner
(1994) with extensions to several trend models, to exogenous regressors, to autore-
gressive terms in the Phillips curve equation, and to change in variances. Generally
the variables considered are either unemployment or GDP, say yt, and change in
inflation ∆pit. The first equation is specified as a regression model with Structural
Time Series errors (see Bell, 2004):
yt =
M1∑
i=1
α1iz1it + xt (1.1)
where z1·t is a vector ofM1 ≤ 10 exogenous variables. The remainder of this regression
xt is described as made up of trend pt plus a cycle ct according to:
xt = pt + ct (1.2)
The dynamic behavior of the short-term component is described with an AR(2) model
such as: (
1− φc1L− φc2L2
)
ct = act (1.3)
where act is a white noise innovation with variance Vc. Trivially, if the AR parameters
are null, then the short-term component becomes a white noise.
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For the trend, several models can be specified. The second-order random walk
is such that:
(1− L) pt = µt−1 + apt (1.4)
with
(1− L)µt = aµt (1.5)
where L is the lag operator. The variables apt and aµt are white noise shocks with
variances Vp and Vµ. This model yields an order-2 integrated trend. Sometimes a
stationary slope is preferred. The damped trend model is such that:
µt = µp(1− δ) + δ µt−1 + aµt (1.6)
where the constant µp corresponds to the series average growth. A null variance
for the slope innovations, Vµ = 0, implies that (1.4)-(1.6) reduces to a first-order
random walk plus drift:
(1− L) pt = µp + apt (1.7)
When exogenous variables are used, they are then assigned to the long-term compo-
nent so the final decomposition is:
yt = p
F
t + ct (1.8)
where the final trend is such that:
pFt =
M1∑
i=1
α1iz1it + pt (1.9)
Discussions of univariate models for measuring gap and potential output can be found
for instance in Watson (1986) and in Clark (1987). Like in Kuttner (1994), the two
observed series are related like in:
∆pit = µpi +
M2∑
i=1
α2iz2it + γ (1− L)d yt−1 +
r∑
i=0
βict−i +
+φpi1∆pit−1 + φpi2∆pit−2 + apit +
q∑
i=1
θiapit−i (1.10)
where µpi is the intercept, z2·t is a vector ofM2 ≤ 10 exogenous variables, d = 1 or 2 is
the order of integration of the first series, 0 ≤ q ≤ 3 is the number of moving average
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terms, and 0 ≤ r ≤ 4 is the number of lags for which the short-term component of the
series is supposed to have an impact on the change in inflation. The innovation apit is a
white noise with variance Vpi that can be correlated with act if β0 = 0. This correlation
is denoted ρcpi. The AR parameters φpi1 and φpi2 can be null. Equation (1.10) can
be seen as an autoregression with exogenous variables, say ARX. As an alternative,
GAP also offers the possibility to specificy a regression with autoregressive errors
(REGAR; see Fuller, 1996, p.518) like in
∆pit = µpi +
M2∑
i=1
α2iz2it + γ (1− L)d yt−1 +
r∑
i=0
βict−i +
+
q∑
i=0
θiapit−i/(1− φpi1L− φpi2L2) (1.11)
The innovation variances Vc, Vp, Vµ and Vpi can change at any given time break. The
variance re-scaling parameters are denoted λ`, ` = c, p, µ, pi.
GAP allows users to enter restrictions on any parameter. Practitioners should be
aware of several features:
1. In equation (1.10)-(1.11), the endogenous variable on the left hand side should
be covariance stationary. Most often a preliminary stationary transformation is
needed, so in general change in inflation ∆pit is considered instead of inflation
itself. Also the related exogenous variables z2·t should be covariance stationary.
2. If ct is included in (1.10)-(1.11), it must be orthogonal to the innovations apit.
Hence when β0 6= 0 GAP imposes corr(apit, act) = ρcpi = 0.
3. If Vc = 0, no cycle is estimated so the β-parameters in (1.10)-(1.11) are not
identified. In this case the β are automatically set to 0.
4. If a second-order random walk is specified for the first series trend, then in
(1.10)-(1.11) the lagged first series is differenced twice, i.e. d = 2, in order to
make the regressor stationary.
Table 1 below summarises the specifications available in GAP.
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Table 1
Program GAP: options for model specification
Model . Bivariate
. Univariate
. Hodrick-Prescott filter
First equation
Trend . Second-order random walk
. First-order random walk
. Damped trend
. Change in variance Vp and Vµ
Cycle . AR order 1 or 2
. White noise
. Change in variance Vc
Exogenous regressors . From 0 to 10
Second equation - Phillips curve
Autoregressive terms . ARX order 1 or 2
. REGAR order 1 or 2
. No lag
Moving average terms . From 0 to 3
First series terms . Differenced series with 1 lag
. From 0 to 4 lags on cycle
Exogenous regressors . Intercept
. From 0 to 10
Innovations . Independent
. Cross-correlated with cycle shocks
. Change in variance Vpi
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2 Maximum likelihood
Let Λ denote the vector of model parameters:
Λ = (φc1, φc2, µp, δ, µpi, γ, β0, ..., β4, θ1, θ2, θ3, Vp, Vc, ρcpi, Vpi
, α1,1, ..., α1,10, α2,1, ..., α2,10, φpi1, φpi2, λc, λp, λµ, λpi)
′.
There are some exclusions:
• if Vc = 0, βj = 0 for j = 0, 1, ..., 4;
• if β0 6= 0, ρcpi = 0;
• if ρcpi 6= 0, β0 = 0;
• if V` = 0, λ` = 0 for ` = c, p and µ.
Let Xt and Zt denote the vectors of observations and of exogenous variables, i.e.
Xt = (yt,∆pit)
′ and Zt = (z1t, z2t)
′ for the dates t = 1, 2, ..., T . We also denote by
Xtand Zt the vectors of observations and of exogenous up to time t. Because the first
series is integrated of order d = 1 or 2, the likelihood function is defined conditionally
on the first d observations according to:
p
(
Xd+1, ...,XT
∣∣∣Λ,Xd,ZT ) = T∏
t=d+1
f
(
Xt
∣∣∣Λ,Xt−1,ZT ) , (2.1)
where f (·) is the normal density. Model parameters estimates are obtained by max-
imising the log of (2.1). For evaluating the log-likelihood, we cast the model into
a state-space format (see Harvey, 1989, pp.100-166; Hamilton, 1994, pp 372-408).
State-space models are defined by a measurement equation like
Xt = Hξt +CZt + ut, (2.2)
whereXt is an observed vector of dimension k×1, ξt is the state vector with dimension
n × 1, H a matrix of dimension k × n, ut a vector of innovations with covariance
matrix R, Zt a vector of r exogenous variables and C is a k × r matrix. Trivially, in
our bivariate system k = 2. The model is completed with a transition equation for
the state vector such that
ξt+1 = Fξt + vt+1, (2.3)
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where F is a n×n transition matrix and vt is a vector of shocks with covariance matrix
Q. In the case of model (1.1)-(1.11) the matrices C , F, H, and R are constant, but
this is not a requirement in state space models.
Let us consider for instance model (1.3)-(1.5) with the equation for the second
series simplified to:
∆pit = β0ct + apit + θ1apit−1
and ρcpi = 0. If the state is chosen to be such that ξt = (pt, µt, ct, ct−1, apit, apit−1)′,
then it is easily seen that vt = (apt, aµt, act, 0, apit, 0), ut = (0, 0), R = 02×2 and the
matrices F, H and Q are given by:
F =

1 1 0 0 0 0
0 1 0 0 0 0
0 0 φc1 φc2 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0

, H =
[
1 0 1 0 0 0
0 0 β0 0 1 θ1
]
,
Q =

Vp 0 0 0 0 0
Vµ 0 0 0 0
Vc 0 0 0
0 0 0
Vpi 0
0

In the state space framework, evaluation of the log-likelihood can be computed as
follows. Normality is assumed for convenience; when it does not hold the conditional
expectation operator should be interpreted as a linear projection and the maximum
likelihood estimator as a quasi-maximum likelihood estimator. Let Xt|t−1 and ξt|t−1
denote the expectation of Xt and of ξt conditional on X
t−1 and ZT , i.e. Xt|t−1 =
E
[
Xt|Xt−1,ZT
]
and ξt|t−1 = E
[
ξt|Xt−1,ZT
]
. We shall denote Pt|t−1 the covariance
matrix of ξt conditional on X
t−1 and ZT , Pt|t−1 = V (ξt|Xt−1,ZT).
At every time-period, the contribution to the likelihood f
(
Xt|Λ,Xt−1,ZT
)
in (2.1)
only involves the innovation vector Xt −Xt|t−1 and its associated covariance matrix.
From (2.2) it is easily seen that:
Xt −Xt|t−1 = Xt −Hξt|t−1 −CZt
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V ar
[
Xt −Xt|t−1
]
= HPt|t−1H′ +R
The problem is thus to find ξt|t−1 and Pt|t−1 for all t = d + 1, ..., T . By now, the
initial condition ξd+1|d and its covariance matrix Pd+1|d are taken as given; they will
be discussed in the next section. From (2.2)-(2.3) and under the normality hypothesis,
the joint distribution of the state vector ξt and of the observation Xt conditional on
the past observations and on the exogenous variables is given by:
ξt
Xt
∣∣∣Xt−1, ZT ∼ N( ξt|t−1
Hξt|t−1 +CZt
,
[
Pt|t−1 Pt|t−1H′
HPt|t−1H′ +R
])
(2.4)
The properties of the normal distribution (see Harvey, 1989, p.165) imply:
ξt|t = ξt|t−1 +Pt|t−1H′
(
HPt|t−1H′ +R
)−1 (
Xt −Hξt|t−1 −CZt
)
(2.5)
Pt|t = Pt|t−1 −Pt|t−1H′
(
HPt|t−1H′ +R
)−1
HPt|t−1 (2.6)
Finally, equation (2.3) implies:
ξt+1|t = Fξt|t (2.7)
Pt+1|t = FPt|tF′ +Q (2.8)
Equations (2.5)-(2.8) make up the well-known Kalman recursions (see Harvey, 1989,
pp.104-112; Hamilton, 1994, pp.377-380). Running (2.5)-(2.8) for all t = d + 1, ..., T
gives a straightforward evaluation of the log-likelihood. For instance, the contribution
at time t to −2 times the log-likelihood is:
−2 log f
(
Xt
∣∣∣Λ,Xt−1,ZT ) = c+ log (∣∣∣HPt|t−1H′ +R∣∣∣)+
+
(
Xt −Hξt|t−1 − CZt
)′ (
HPt|t−1H′ +R
)−1 (
Xt −Hξt|t−1 − CZt
)
All quantities in this last expression can produced by the Kalman recursions as pre-
viously described. Maximisation of the log-likelihood is performed by the E04UCF
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routine of the Mark 19 Fortran NAG library. It uses a Newton-Raphson technique
(see for instance Hamilton, 1994, p.138).
Standard deviations for parameter estimates are obtained using the textbook result
(see for instance Hamilton, p. 143) that the asymptotic distribution of the maximum
likelihood estimates is well approximated by Λ̂ ∼ N
(
Λ, (T=)−1
)
, where = the infor-
mation matrix. GAP estimates the information matrix using the second derivatives
of the log-likelihood around the maximum:
=̂ = − 1
T
∂2 logL
∂Λ∂Λ′
∣∣∣
Λ=Λ̂
(2.9)
Sometimes it can happen that =̂ comes out as non-positive definite. In this case,
GAP switches to the outer product of gradient defined by:
=̂ = 1
T
T∑
t=d+1
∂ log f
(
Xt
∣∣∣Λ,Xt−1,ZT )
∂Λ′
∣∣∣
Λ=Λ̂
× ∂ log f
(
Xt
∣∣∣Λ,Xt−1,ZT )
∂Λ
∣∣∣
Λ=Λ̂
(2.10)
Finally, for model (1.1)-(1.11) to give a statistically acceptable description of the series
first two moments, the residuals Xt −Xt|t−1 must have white noise properties. This
is checked by the Ljung-Box statistics (see Ljung and Box, 1979) that is computed
according to:
Q (m) = (T − d) (T − d− 2)
m∑
k=1
r (k)2
T − d− k ,
where r (k) is the lag-k residuals autocorrelation and T − d is the number of effective
residuals. GAP checks the first four autocorrelations, i.e. m = 4 in the expression
above.
3 Initializing the state covariance matrix with the
diffuse Kalman filter
The diffuse Kalman filter serves to initialize the Kalman filter when the state vector
contains non-stationary elements. It has been introduced by de Jong (1991); a good
description can be read in Durbin and Koopman (2001, pp 115-120). The description
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that we develop below is actually based on Durbin and Koopman’s book. Let the
initial state vector be
ξ1 = a+Aδ +Bη0; η0 ∼ N(0,Q0); δ ∼ N(0, kId) (3.1)
where a is a n× 1 known vector of constants, δ is the d× 1-vector of diffuse starting
conditions and A and B are respectively n × d and n × (n − d) 0-1 matrices. The
matrix A is such that the i-th row of A loads if the i-th element of the state is non
stationary and is made up of zero’s otherwise. On the contrary, the i-th row of B
loads the shock η0 if the i-th element of the state is stationary. Conditional on δ, the
expectation and covariance matrix of ξ1 are:
ξ1|δ = E
[
ξ1|δ
]
= a+Aδ, (3.2)
P1|δ = V ar
[
ξ1|δ
]
= BQ0B
′. (3.3)
Running the Kalman recursion (2.5)-(2.6) yields:
ξ1|1,δ = a+Aδ +P1|δH′
(
HP1|δH′ +R
)−1
(X1 − CZ1 −Ha−HAδ)
P1|1,δ = P1|δ −P1|δH′
(
HP1|δH′ +R
)−1
HP1|δ (3.4)
and
ξ2|1,δ = Fξ1|1,δ = a2 +A2δ
P2|1,δ = FP1|1,δF′ +Q (3.5)
where a2 and A2 are obtained by simple re-ordering of the terms in (3.4). In general:
ξt|t−1,δ = at +Atδ, (3.6)
If the starting conditions were known, the innovation would be obtained as:
υt|δ = Xt − CZt −Hξt|t−1,δ = υa,t + VA,tδ. (3.7)
The covariance matrix associated with (3.7) and its update that are obtained by
running (2.6) and (2.8) with P∗,δ as starting value will be denoted Pt|t−1,δ and Pt|t,δ ,
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respectively. For a given δ, the variance of (3.7) will be denoted by ft|δ . It is given
by:
ft|δ = HPt|t−1,δH′ +R. (3.8)
Notice that all quantities involved in (3.6)-(3.7) can be obtained by running the
Kalman filter (2.5)-(2.8) of the augmented state (at,At) that becomes a matrix with
initial state (a,A) and initial covariance matrix P∗,δ for each column of the state
matrix, while at every time t the observation Xt in (2.5)-(2.8) becomes a vector
(Xt, 01×d)
′.
The diffuse Kalman filter states that δ is a random variable such that δ ∼ N (0, kId)
with k → ∞. The problem is to find ξt+1|t = Eδ
[
ξt+1|t,δ
]
and its covariance matrix.
Let δ̂ = E [δ |Xt ] . Since
ξt+1|t = Eδ
[
ξt+1|t,δ
]
= at+1 +At+1δ̂, (3.9)
and
Pt+1|t = E
[(
ξt+1|t − ξt+1
) (
ξt+1|t − ξt+1
)′]
= E
[(
at+1 +At+1δ̂ − ξt+1
) (
at+1 +At+1δ̂ − ξt+1
)′]
= Pt+1|t,δ +At+1V ar
(
δ̂
)
A′t+1. (3.10)
The problem is thus to find δ̂ and its variance. Writing
log p
(
δ
∣∣∣Xt) = log p (δ) + log (Xt |δ)− log p (Xt)
= −1
2
δδ′ +
t∑
j=1
log p
(
υj|δ
)
− log p
(
Xt
)
,
and using (3.7) and (3.8) in this last expression we obtain:
log p
(
δ
∣∣∣Xt) = −1
2
δδ′ − b′tδ −
1
2
δSA,t + c, (3.11)
where c denotes terms independent of δ. The terms bt and SA,t are given by
bt =
t∑
j=1
V ′A,jf
−1
j|δ υa,j
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SA,t =
t∑
j=1
V ′A,jf
−1
j|δ VA,j. (3.12)
Normality implies that δ̂ maximises log p (δ |Xt ). Solving the first-order conditions
on (3.11) yields
δ̂ = −
(
SA,t +
1
k
Id
)−1
bt. (3.13)
Evaluating minus the Hessian matrix at the maximum likelihood estimator and in-
verting gives the covariance matrix
V ar
(
δ̂
)
=
(
SA,t +
1
k
Id
)−1
. (3.14)
Finally, taking k → ∞ in (3.13) and (3.14) and plugging the results into (3.9) and
(3.10) yields
ξt+1|t = at+1 −At+1S−1A,tbt, (3.15)
and
Pt+1|t = Pt+1|δ +At+1S−1A,tA
′
t+1. (3.16)
Equations (3.15)-(3.16) make up de Jong’s diffuse Kalman filter. All quantities can
be computed using the augmented Kalman filter and using (3.12) for intermediate
values. Because SA,t is singular as long as t < d, the expressions (3.15)-(3.16) can
be evaluated only at t = d. The diffuse Kalman filter directly yields ξd+1|d and
Pd+1|d . This means that the first d innovations do not exist. Once ξd+1|d and Pd+1|d
are available, the augmented Kalman recursions that were necessary for computing
(3.6)-(3.8) and (3.12) in the previous steps are collapsed and the usual recursions
(2.5)-(2.8) are used.
Other procedures exist for initialising the Kalman filter when the state vector is
not stationary. An alternative to de Jong’s approach is to write analytically the
initial state covariance as a function of k, to work out Pd|d (k) using the Kalman
recursions and to derive its limit as k goes to infinity. It is the analytical counterpart
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of the algorithm just described. Yet, for a model with more than 30 parameters this
analytical approach is untractable.
A third approach puts large numbers into the initial state covariance matrix for
infinite variances and run the Kalman recursions. Although it is still commonly used,
most textbooks recommend against it because of the numerical instability it creates.
For this reason we discarded it.
4 Smoothing the unobserved components
For casting model (1.1)-(1.11) into a state space format, it is necessary to include
into the state vector the unobservable components pt and ct. For instance in the
illustration given earlier, the state vector is ξt = (pt, µt, ct, ct−1, apit, apit−1)′. Running
the Kalman recursions yields the projections pt|t and ct|t . Updating the filtered
quantities using the information available at time t+1, . . . , T is known as smoothing.
How the incoming information affects the concurrent estimates can be understood
from the joint distribution
ξt
ξt+1
∣∣∣Xt,ZT ∼ N( ξt|t
ξt+1|t
,
[
Pt|t FPt|t
Pt+1|t
])
,
where all the entries are produced by the Kalman recursions (2.5)-(2.8). The prop-
erties of normal distribution imply that
E
[
ξt
∣∣∣ξt+1,Xt,ZT ] = ξt|t + FPt|tP−1t+1|t (ξt+1 − ξt+1|t) . (4.1)
Because ξt is uncorrelated to the innovations vt+2, ...,vT in the transition equation
(2.3) and to the innovations ut+1, ...,uT in the measurement equation (2.2), it fol-
lows that E
[
ξt|ξt+1,Xt,ZT
]
= E
[
ξt|ξt+1,XT ,ZT
]
. According to the law of iterated
expectations
E
[
ξt
∣∣∣XT ,ZT ] = E [E [ξt ∣∣∣ξt+1,XT ,ZT ]]
so from (4.1)
E
[
ξt
∣∣∣XT ,ZT ] = ξt|t + FPt|tP−1t+1|t (ξt+1|T − ξt+1|t) . (4.2)
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Because ξt|t and ξt+1|T − ξt+1|t belong to orthogonal information sets, the associated
covariance matrix is:
V ar
[
ξt
∣∣∣XT ,ZT ] = Pt|t + FPt|tP−1t+1|t (Pt+1|T −Pt+1|t)P−1t+1|tPt|tF′ (4.3)
The state vector can thus be smoothed at all dates by starting the recursions (4.2)-
(4.3) at t = T − 1. GAP implements the fixed-point smoother algorithm described
in Harvey (1989, pp 151-153).
5 Forecasting the unobserved components
The state transition equation (2.3) implies:
ξt+k = F
kξt +
k∑
i=1
Fk−ivt+i,
with the convention that F0 = I. Thus k-step ahead forecasts of the state can be
obtained as:
E[ξT+k|XT ,ZT+k] = FkξT |T , k = 1, 2, . . . (5.1)
with associated variance:
V ar[ξT+k|XT ,ZT+k] = FkPT |TFk′ +
k∑
i=1
Fk−iQFk−i′. (5.2)
under the hypothesis of no parameter uncertainty. For the observed variable, the k
step-ahead forecast is then
E[XT+k|XT ,ZT+k] = HFkξT |T +CZT+k, k = 1, 2, . . .
and the variance of forecasts of the observed variables
V ar[XT+k|XT ,ZT+k] = HV ar[ξT+k|XT ]H′
= H(FkPT |TFk′ +
k∑
i=1
Fk−iQFk−i′)H′
In the maximum likelihood framework, GAP implements (5.1) and (5.2) to compute
forecasts and confidence bands for the unobservable components. GAP also proposes
the Ansley and Kohn (1986) procedure to correct confidence bands for the uncertainty
in model parameters.
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6 Bayesian analysis
In the Bayesian approach, all parameters are random quantities and practitioners
must express an opinion about their distribution. The advantage of this approach is
that information available from macroeconomic theory and empirical studies can be
incorporated into the analysis. The likelihood function re-weights these priors and
yields posterior distributions. For the models in GAP, these posteriors are not known
in closed-form, but samples can be obtained through a Monte Carlo Markov Chain
scheme. In short, we use Gibbs sampling for drawing the state variable given model
parameters and vice versa. For the first we resort to the Carter and Kohn (1994) state
sampler. For sampling parameters given the state, we choose conditioning arguments
in a further Gibbs factorization so as to perform the sampling equation by equation.
A Metropolis-Hastings step is used in case of autoregressive terms. More details can
be read in Planas, Rossi and Fiorentini (2008).
With respect to the maximum likelihood framework, three further restrictions ap-
ply:
• no exogenous in the first equation: α1· = 0;
• no more than two lags on ct in the Phillips curve: β2 = β3 = β4 = 0;
• no MA terms in the Phillips curve: q = 0.
Two re-parameterizations are used. First, the AR(2) model for the first series cycle
is written in terms of polar coordinates, namely amplitude A and periodicity τ , like
in: (
1 − 2Acos(2pi/τ)L − A2L2
)
ct = act, (6.1)
This parameterization imposes complex roots. It is convenient for inserting prior
information available about the business cycle. The second re-parameterization con-
cerns the correlation ρcpi between the Phillips curve shocks apit and the short-term
shocks act. We write:
apit = a
?
pit + κpiact, (6.2)
where a?pit is a white noise with variance Vpi that is orthogonal to act. The aim of (6.2)
is to simplify the MCMC sampling. For the priors, GAP makes available some specific
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distributions. Let Π = (µpi, β, γ, κpi, α2·) and φpi = (φpi1, φpi2) denote the conditional
mean parameters in the Phillips curve equation (1.10) or (1.11). The following the
block-independence structure is imposed:
p(A, τ, Vc, µp, Vp,Π, φpi, Vpi, λc, λp, λpi) = p(A)p(τ)p(Vc)p(µp, Vp)p(Π, , φpi, Vpi)p(λc)p(λp)p(λpi)
where the random walk plus drift trend model is taken as an example. GAP offers
the following prior distributions:
AR(2)-cycle: p(A) = Beta(aA, bA)
p( τ−τl
τu−τl ) = Beta(aτ , bτ )
p(Vc) = IG(sc0, vc0)
slope shocks variance: p(Vµ) = IG(sµ0, vµ0)
random walk trends: p(µp, Vp) = NIG(µp0,M
−1
p0 , sp0, vp0)
damped trends: p(µp) = N(µp0,M
−1
p0 )
p(δ) = N(δ0,M
−1
δ0 )
p(Vp) = IG(sp0, vp0)
ARX Phillips curve: p(Π, Vpi) = NIG(Π0,M
−1
Π , spi0, vpi0)IΠ
p(φpi, Vpi) = NIG(φpi0,M
−1
φpi
, spi0, vpi0)ISpi
REGAR Phillips curve: p(Π, Vpi) = NIG(Π0,M
−1
Π , spi0, vpi0)IΠ
p(φpi) = N(φpi0,M
−1
φpi
)ISpi
variance breaks: p( λ`−λ`l
λ`u−λ`l ) = Beta(a`, b`) ` = c, p, µ, pi
where Beta(., .) is the Beta distribution, τl and τu are the lower and upper bounds of
τ ’s support, λ`l and λ`u are the bounds of the support for λ`, IG (·) is the inverted
Gamma distribution, NIG(·) is the Normal-inverted Gamma distribution, IΠ is an
index set for imposing constraints on the parameter support, and ISpi imposes sta-
tionary of the Phillips curve autoregressive polynomial. All hyperparameters can be
tuned using the menu Priors in the Bayesian module.
As output, the Bayesian module delivers samples from the posterior distributions
p(cT |yT ,∆piT ), p(pT |yT ,∆piT ), and p(Λ|yT ,∆piT ), that are used for a non-parametric
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estimation of these densities. See Chapter 4 User-manual - Bayesian module.
7 Missing observations
It is possible to have missing observations at the end of the second series, i.e. to
have yt available until t = T but ∆pit available only until t = T −m. In this case,
Bayesian analysis and maximum likelihood estimation are performed using all avail-
able observations. When some observations are missing, the Kalman filter updating
equations (2.5) and (2.6) are skipped on the missing points. The maximum likelihood
framework returns estimates of the missing observations together with confidence
bands. The Bayesian module delivers the posterior distributions p(cT |yT ,∆piT−m),
p(pT |yT ,∆piT−m), and p(Λ|yT ,∆piT−m).
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Chapter III
User-manual - Excel interface
GAP is made up of an Excel interface, a Bayesian module, and a Fortran program.
The Bayesian module is discussed in the next Chapter. Excel and Fortran perform
silent exchanges, only Excel can be manipulated. The Excel interface serves to load
the data, to specify the model, and to read the output. It is organized in five work-
sheets: two are related to input procedures, namely Data and Specifications, two
are related to the program output, OutputML and OutputBayes, and one to revi-
sions analysis in the maximum likelihood framework, Revisions. A sixth worksheet,
Help&About, is purely informative.
7 Worksheet Data
Users must enter data, i.e. 1st, 2nd, and exogenous series if any, in the following
columns:
• First series: observations must be inserted in cells C4 to C(T+3), where T is
the sample size.
• Second series: observations must be inserted in cells F4 to F(T+3), where T is
the sample size.
• Exogenous series for the first equation must be inserted in cells G4 to G(T+3)
until P4 to P(T+3).
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• Exogenous series for the Phillips curve must be inserted in cells AK4 to AK(T+3)
until AT4 to AT(T+3).
Missing observations at the end of the second series are allowed. The number of
observations on exogenous regressors must be greater of equal to the number of
observations in the endogenous series.
In the upper left corner, information can be inserted about Frequency, Starting
month/quarter, and Starting year. Once filled, pressing the button Update
time labels produces dates in column B. These dates are then used in Specification
for enabling users to select the range of data used for model estimation.
Warning: the second series and the regressors on the second equation should be
covariance stationary.
8 Worksheet Specifications
8.1 Estimation and forecasting
• First observation Select the first observation for model estimation from a
list that is automatically updated according to the time labels in Data.
• Last observation Select the last observation for model estimation like above.
• Number of forecasts Enter the number of forecasts.
• Output location Enter the directory where all output files are to be saved,
for instance ”C:/GAP”.
8.2 Model specification
• 1st series Tick the box first series to enter the model for series 1.
• Trend model Choose between second-order random walk, first-order random
walk and damped trend.
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• Cycle AR order Choose between 0, 1 and 2.
• # of exogenous Enter the number of exogenous variables. This cannot be
greater than the number of exogenous series entered in the worksheet Data.
The maximum number of regressors accepted is 10.
• HP detrending Tick the box for using the HP filter. The inverse signal to
noise ratio must be entered - 100 is the default.
• Phillips curve Tick to fit a bivariate model that includes the Phillips curve
(1.10) or (1.11).
• ARMAX Tick to make the Phillips curve equation of the ARMAX type (1.10).
• RegARMA Tick to make the Phillips curve equation of the RegARMA type
(1.11).
• AR order Choose between 0, 1 and 2.
• MA order Choose between 0, 1, 2, and 3.
• # of exogenous Enter number of exogenous variables on the Phillips curve.
The maximum number is 10.
• Endog 1st series - Intercept Select Phillips curve to put µpi in the Phillips
curve equation like in (1.10)-(1.11) or Cycle to assign it to the first series cycle.
In this case the first series cycle has a non-0 mean.
• Endog 1st series - Lagged growth Select Y for having ∆dyt−1 as regressor
of the Phillips curve like in (1.10)-(1.11), N for removing it.
• Endog 1st series - Cycle Select lag 0 for having the contemporaneous cycle
ct as regressor of the Phillips curve, lags 0-1 for having both ct and ct−1, and so
on until lag 4. Select N for no cyclical regressor.
Trend-cycle decompositions are also possible for more than one series - see boxes
2nd series and 3rd series. This extension is not discussed here as it is currently
disactivated.
24
8.3 Recursive estimation
This box controls recursive model estimation for revision analysis. When activated,
it creates the worksheet Revisions where recursive parameter estimates and cycle
estimates are reported. This facility serves to study the stability of preliminary
estimates.
• Rolling estimates Select Y for activation. ”N” means not.
• Start at previous optimum Selecting Y makes the optimiser starting from
the parameter values that have yielded the previous maximum. N means the
optimiser re-computes the starting values every time a new observation is added
to the sample.
• Starting point Select the date from which the rolling exercise has to start.
The output is sent to the worksheet Revisions that is commented in Section 9.
8.4 Break in innovation variances
• Enable break Use Y for variance breaks, N for no break.
• Time of break Select the break date. The date entered is the first of the new
regime, for instance select 2000 if annual observations are supposed to have a
new variance in this year.
8.5 Parameter constraints
For every parameter, the Parameter constraints cells offer the possibility to enter
lower and upper bounds. GAP itself imposes a few constraints on variance parame-
ters. In particular, for the variance of the trend and cyclical shocks, the upper bound
must be less or equal to 1.2 times the variance of the differenced series. For the
second equation residuals variance, the maximum upper bound allowed is 1.2 times
the variance of the second series. The program automatically resets the upper bound
to the maximum authorized if the value entered is out of the bounds.
The Set default button proposes default bounds for all parameters.
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If a variance break is enabled, tick the small box in correspondance to the variance
that needs to change.
9 Worksheet Revisions
When the rolling estimation ends, Excel activates the worksheet Revisions. As a
similar exercise may have been runned previously, the worksheet name contains a
number that refers to the last exercise performed, i.e. Revisions 1, Revisions 2, etc...
• Load estimates Users must press this button to insert the results into the
worksheet.
• Delete sheet Press to remove the worksheet.
When estimates are loaded, users can see the path taken by the cycle estimates when
new observations are added, both with parameters updates and with parameters
that are hold constant. The number of cycle updates is limited to 12, so for every
time-period the cycle is revised during a maximum of three years of quarterly data.
Recursive parameters estimates are also shown.
When rolling estimation is used, GAP produces two files in the Output location
directory:
• PAR.TXT contains the model parameters estimates for the different sample
lengths in the same order than in the worksheet Revisions;
• REV.TXT contains the smoothed estimates of the cycle computed with real-
time parameter estimates.
• REVFIX.TXT contains the smoothed estimates of the cycle computed with
parameters that are hold constant.
10 Worksheet Output ML
When maximum likelihood estimation is completed, users are directed to the work-
sheet Output ML. Two buttons can be seen in the upper left corner:
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• Edit results Press to read the model parameters estimates and diagnostics
from the SOL.TXT file.
• Graph Press to plot output series. The graphs available are:
1. Series + fitted values, for both series 1 and 2;
2. For series 1, one plot for the cycle, one for the series plus trend and one
for the growth of both series and trend.
For confidence bands, the box RMSE offers the possibility to consider model parame-
ters as given or to compute variances that take into account the uncertainty in model
parameters like in Ansley and Kohn (AK, 1986). The confidence level can be set
using the box ”Conf. lev.”.
When the Graph button is pressed, the following series are loaded in the worksheet
Output: the original series with forecast if any, the root mean square error (RMSE)
around these forecasts, the RMSE using AK procedure (AK-RMSE), the smoothed
trend together with its RMSE and AK-RMSE, the filtered trend and the filtered
cycle with associated RMSE, the first series innovations, the second series with its
forecasts, the RMSE and AK-RMSE around these forecasts if any, and the series
innovations. This output is loaded from the following GAP output files:
• STATE.TXT contains the TREND and CYCLE estimates for the first series.
These estimates are those obtained with the fixed-point smoother.
• RESID.TXT contains the residuals of the two equations.
• RMSE.TXT contains the Root Mean Square Errors of the smoothed unob-
served component estimates.
These files are written in the output directory.
11 Maximum likelihood model estimation - RUN
Estimation is performed when pressing RUN on the worksheet Specifications.
Users must tick the box ”Maximum likelihood”. Selecting ”Bayesian inference” leads
to the Bayesian module described next.
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Chapter IV
User-manual - Bayesian module
Selecting Bayesian inference and running opens the Bayesian module. Users are
first asked to Load input. Two possibilities are given:
• Load workspace in case a workspace has previously been saved;
• Load default - ML estimates the only actual possibility when the Bayesian
analysis is run for the first time.
If the last option is selected, ML estimation is performed and the results are used to
propose some prior distributions. In Bayesian analysis, priors usually depend on the
extra information available; we have built this ML-based procedure in order to give
a starting point.
Users are then directed to the main menu. The following information is displayed:
• Workspace either default or workspace filename including of path;
• Output location directory;
• Frequency, sample dates, sample size and number of missing observations;
• Number of forecasts;
• Model specification;
• Series. One can plot each series by clicking on the series name and pressing
the right-mouse button.
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Model and data information can only be modified in Excel. The Bayesian module
serves at tuning prior distributions and reading posteriors. A menu bar on the top
of main page guides the action. The entries are: File, Priors, MCMC design, RUN,
Posterior, and Info that is purely informative. The contents are described in the next
sections.
12 File
The File menu option contains five entries:
• Load workspace or Ctrl+L for changing workspace.
• Load default - ML estimates or Ctrl+D for starting from ML estimation.
• Save workspace or Ctrl+S. You need to save your workspace for keeping any
change in settings.
• Update series this facility consents the series update. It opens the data file
via Notepad. One can type the new data, save and close. The new data are
read and loaded into the system.
• Update output location to change the output location. This is useful when
workspace files are exchanged. Care to save the workspace after the update if
you want it to be permanent.
• Close or Ctrl+X to return to Excel.
13 Priors
The Priors sub-menu contains three entries:
• Set or Ctrl+P for tuning prior distributions - see below.
• Import for loading priors from file. Hint: both a specific prior file and a
workspace file can be used.
• Export for saving priors into a file.
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When Set priors or Ctrl+P is pressed, users are directed to a page with three tabs:
Cycle, Trend and Phillips curve. Each tab displays the related equation together with
the prior distribution proposed for each parameter of this equation. Radio buttons
enable users to tune the mean and standard deviation (SD) of each distribution. Once
the prior distributions are chosen, Export hyperparameters in the menu-bar saves
the hyperparameters into the file hyper.txt into the output location directory. Notice
that tuning is only permitted on the moments and not on the hyperparameters.
Once the prior distributions have been set, the menu-bar option Save and close
returns to the main menu.
The sub-menu contains four entries:
• Enter seed Users must enter 0 if the random number generators are to be
re-set to a starting point that is hold constant. Otherwise the starting point of
the generators is random. Default value is 0.
• Enter burn-in This is the number of iterations that are run to initialize the
MCMC algorithm. The output of these first simulations is discarded. Default
value is 20,000.
• Enter thinning Thinning represents the number of simulations produced for
one to be recorded. For instance, entering 10 makes GAP recording one output
every ten iterations. The larger the thinning, the less correlations are expected
in the chain output. Default value is 5.
• Enter # of recorded simulations This represents the number of points that
are used for estimating the posterior distributions of all quantities of interest.
Default is 100,000.
14 RUN
Once priors and the MCMC design have been selected, the Bayesian iterations are
launched by pressing the RUN button. Run-time information can be seen in the
DOS window behind the Main Menu page. When the iterations are ended, users are
automatically led to the screening of posterior distributions.
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Warning: closing the DOS window or interrupting the program execu-
tion closes the Bayesian module.
Once GAP has run, the following files are created in the output location directory:
• Teta.txt it contains the posterior samples of model parameters;
• Bstate.txt posterior samples of the cycle component;
• Bstate2.txt posterior samples of the trend slope;
These files are used for obtaining the posterior densities detailed in the next Section.
15 Posteriors
GAP offers graph facilities for visualizing posteriors. All graphs can be exported to
postscript files that are written in the Output Location directory - see Sub-section
8.1. There are eight entries in the Posterior menu that we detail below.
15.1 Parameters
This page is automatically opened when the Bayesian iterations end or also when
Ctrl+R is pressed. The plots are organized through tabs that refer to trend, cycle
and Phillips curve equations. For each parameter, the prior (- -) and posterior (—)
distributions are shown together with the following statistics:
Mode the posterior mode.
SD the posterior standard deviation.
NSE the numerical standard error of the posterior mean. It is computed as the
spectrum at the zero frequency using a Daniell window. The window length is
set to 4% of the size of the posterior sample.
RNE the relative numerical efficiency. It is computed as the ratio of the pa-
rameter posterior variance divided by the number of posterior points to the
squared NSE. The RNE indicates the number of drawn required to produce
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the same numerical accuracy if the draws had been made from an iid sample
drawn directly from the posterior distribution. Close to 1 values indicate high
efficiency.
rho(1) the first-lag autocorrelation of the recorded simulations;
rho(5) the fifth-lag autocorrelation of the recorded simulations;
Geweke p-value the p-value of Geweke test for constancy of the chain mean.
Geweke’s convergence diagnostic (CD) tests for the constancy of the last 20%
points mean compared to the mean of the first 50% points. A p-value lower
than 0.05 is an indication of failure to converge.
More details about NSE, RNE and Geweke CD test can be found in Geweke (1992).
Finally, 90% highest posterior region (HPR) are reported for the second equation
parameters β0 and β1.
An Export graphs facility is available in the menu-bar of the Parameters window.
It writes a post-script file for each subplot into the Output Location directory. The
filenames correspond to the parameter name, i.e. A.ps for parameter A, tau.ps for τ ,
Vc.ps for Vc, etc... The graph below gives an example for the cycle periodicity τ :
Prior (- -) and posterior (-) for cycle periodicity
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15.2 Unobservable posterior means
This option - also accessible via Ctrl+U - produces four subplots:
• upper left corner: the series and the trend posterior mean are displayed.
• upper right corner: the cycle posterior mean is shown. Confidence bands at
90% centered around 0 are also plotted. These bands are referred to as Highest
Posterior Region, HPR in short.
• bottom left corner: the series growth and the trend growth.
• bottom right corner: the slope posterior mean together with 90% confidence
bands.
An Export graph facility saves the graph in the unobs.ps file that is reproduced
below for illustration.
Unobservables posterior mean (-)
with 90% confidence bands
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15.3 Unobservables marginals
Unobservables marginals shows the posterior distribution of the cycle and of the trend
at any given time period. It can be accessed also via Ctrl+M. Users are asked to
select the date from a list; clicking on a date produces three subplots that show the
posterior distribution of the cycle, trend and trend growth in this date. An Export
graph facility saves the graph into a file with a name that is related to the time
period selected, for instance cycle2009.ps, still in the Output Location directory.
For instance:
2009 trend-cycle, posterior distributions
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15.4 Forecast
One figure with four subplots is displayed - also using Ctrl+F:
• upper left corner: the series (- -) and the trend posterior mean are displayed
for the last four years and for the forecasting period. The 90% confidence band
around the trend forecasts are reported.
• upper right corner: the cycle is shown for the last four years and for the fore-
casting period together with their 90% confidence band.
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• bottom left corner: the series growth and the trend growth.
• bottom right corner: the slope posterior mean together with 90% confidence
bands.
An Export graph facility saves the graph in the fore.ps file that is reproduced
below:
Forecasts with 90% confidence bands
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15.5 Export unobservables and forecasts
This facility also accessible via Ctrl+E saves the unobserved components estimates
into the file unobs.txt in the Output Location Directory. The file contains 16
columns and the first line shows the column titles. One can read: Time, Cycle
mean, Cycle mode, Cycle St. Dev., Cycle P5 that represents the 5% quantile, Cycle
P95 the 95% quantile, Trend mean, Trend mode, Trend St. Dev., Trend P5, Trend
P95, Slope mean, Slope mode, Slope St. Dev., Slope P5, and Slope P95. Forecasts if
any are appended in the last rows.
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15.6 Signal to noise ratio
This option - also accessible via Ctrl+N - displays prior and posterior distributions
for the inverse signal to noise ratios, i.e. Vc/Vp for rw, irw, and damped trend, Vc/Vµ
for I(2) and for damped trend with Vp = 0. An Export graph facility saves the
figure in the snr.ps file. The graph below illustrates the signal to noise ratio plot.
Prior (- -) and posterior (-) for inverse signal to noise ratio
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15.7 Second equation fit
This facility - also accessible via Ctrl+C - shows the second series together with
its fitted values and the corresponding innovations that are computed using of the
parameter posterior mode. A third subplot compares the second series ∆pit to the
constant term plus the smoothed cyclical component, i.e. µpi + β0ct|T , in Section 2’s
notations.
An Export graph facility saves the figure in the pcfit.ps file as illustrated below.
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Second equation fit
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15.8 Impulse response
This graph - also accessible via Ctrl+I - shows the impulse response function of change
in inflation to a shock in the cycle, together with confidence bands. The distribution
of the total or cumulated response is also displayed. Export graph saves the graph
into the file irf.ps - see below.
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Impulse response function
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15.9 Scatter plots
Scatter plots - also accessible via Ctrl+S - of all parameters are shown. This graph
serves to detect high cross-correlations between parameters that can harm the chain
convergence. Export graph saves the graph into the file scatter1.ps, scatter2.ps,
etc...
16 Worksheet OutputBayes in the Excel interface
Once the Bayesian simulations are ended, the output can be also be read from the
Excel worksheet OutputBayes. A graph facility is proposed with the following
possible plots:
• Series 1 plus its forecasts if any
• Series 1 with trend, both extended with forecasts if any
• Series 1 cycle, with forecasts
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• Series 2 plus its forecasts if any
Quantiles at 90% and 95% confidence level are also given. When the Graph button
is pressed, all relevant quantities are loaded from the OUTPUTBAYES.TXT file
in the output directory.
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