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Abstract 
Background and Objective: Prostate segmentation on Magnetic Resonance (MR) imaging is problematic because disease changes 
the shape and boundaries of the gland and it can be difficult to separate the prostate from surrounding tissues. We propose an 
automated model that extracts and combines multi-level features in a deep neural network to segment prostate on MR images.  
Methods: Our proposed model, the Propagation Deep Neural Network (P-DNN), incorporates the optimal combination of multi-
level feature extraction as a single model. High level features from the convolved data using DNN are extracted for prostate 
localization and shape recognition, while labeling propagation, by low level cues, is embedded into a deep layer to delineate the 
prostate boundary. 
Results: A well-recognized benchmarking dataset (50 training data and 30 testing data from patients) was used to evaluate the P-
DNN. When compared it to existing DNN methods, the P-DNN statistically outperformed the baseline DNN models with an 
average improvement in the DSC of 3.19%. When compared to the state-of-the-art non-DNN prostate segmentation methods, P-
DNN was competitive by achieving 89.9±2.8% DSC and 6.84±2.5mm HD on training sets and 84.13±5.18% DSC and 
9.74±4.21mm HD on testing sets. 
Conclusion: Our results show that P-DNN maximizes multi-level feature extraction for prostate segmentation of MR images. 
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1. Introduction 
Segmentation of the prostate gland (the ‘prostate’) on MR 
imaging is important for diagnosis and treatment. In 
radiotherapy planning and when considering nerve-sparing 
surgery it is critical to delineate the prostate boundaries to limit 
damage to adjacent structures. Segmentation is also used to 
estimate the prostate volume in disease surveillance [1, 2] and 
for computer-aided detection of prostate cancer [3]. Prostate 
segmentation is still mainly a manual, operator-dependent and 
time consuming process and there is ongoing research to make 
the process simpler, accurate and automated.  
1.1. Challenges and Motivations 
The main challenges for automated MR prostate 
segmentation are the variation in prostate shape induced by 
disease, delineation of the gland boundaries and the inherent 
image noise and distortions in MR images. Deep Neural 
Networks (DNNs) [4], formed by consecutive convolutional 
layers and pooling layers, have been proven to extract more 
meaningful information from the input data while being less 
dependent on image noise and distortion. However, pooling 
layers in DNNs inherently lose image details, and so when 
applied to MR images, gland boundaries may not be accurately 
delineated, when using a conventional DNN architecture such 
as FCN-32s [4]. There have been multiple derivative models 
proposed to overcome this limitation. For example, FCN-16s 
[4] and FCN-8s [4], sum the medium-convolved and high-
convolved features to produce pixel-wise segmentation and 
thus potentially improve the image details. Other methods such 
as DeconvNet [5], SegNet [6] and FC-DenseNet [7] 
progressively upsample the convolved feature maps. Li et al. 
[8] used a method that skips some pooling layers to retain local 
details. These derivative models were all designed to enlarge 
the convolved feature maps in the penultimate layer so that the 
segmentation maps could retain local image details. It is 
important to note that these derivative models are a compromise 
with a trade-off between object recognition (i.e., the prostate 
gland) and boundary segmentation. 
The aforementioned models provided major improvements 
for three-channel general color images, yet performed relatively 
poorly on single-channel MR images to segment the prostate. 
Meanwhile, superpixels that group pixels into perceptually 
meaningful atomic regions were shown to directly and correctly 
delineate the prostate boundaries if there were clear boundaries 
on MR images [9]. Since superpixels are generated at the level 
of the pixel intensities [9], we treat them as a low-level prior 
knowledge in this paper. Therefore, we used the advantages of 
DNNs and superpixels, in a deep combination of multi-level 
features to optimize the individual components of our model, 
and improve prostate segmentation. 
1.2. Related Work 
Many investigators have proposed (semi-) automated 
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segmentation algorithms for prostate MR images. These 
methods can be grouped into atlas mapping, deformable models 
and transfer learning. Atlas mapping is a global probabilistic 
cloud for a specific type of imaging. Ou et al. [10] and Yan et 
al. [11] employed atlas mapping and designed a sophisticated 
atlas selection or label fusion for segmentation. However, as 
noted by Ghose et al. [12], atlas mapping is still prone to 
generating errors. The deformable model was first introduced 
by Terzopoulos [13] and since then it has been widely used. The 
active shape model (ASM) is a more popular method and it is 
constructed with shape variations on landmarks to delineate 
object boundaries in the work by Shen et al. [14]. ASMs, 
however, overlook the interdependencies of shape and 
appearance. The active appearance model (AAM) was 
proposed by Vincent et al. [15] and Cootes et al. [16] to 
combine shape and appearance. Both the ASM and AAM are 
limited by the use of landmarks. In response, Toth et al. [17] 
proposed a novel landmark-free AAM. Other methods that have 
been applied in deformable models include level set [18, 19], 
and active contour models [20]. Computer vision with  object 
segmentation [21-23] and saliency detection [24-27]) has 
progressed markedly in recent years and so many investigators 
applied transfer learning from general images to biomedical 
images for segmentation.  Graph cut based methods [32-36] use 
proper graph to construct the graph-cut cost function. Various 
cues are employed to comprehensively measure the edge 
weights on the graphs, including spatial information [28], pixel 
intensity [28, 29], Gabor filtered feature [30], prior shape 
knowledge [31] and image gradient [32]. Zeng et al. [33] 
proposed multi-kernels to collaboratively cluster biomedical 
image data to aid the segmentation task. The fixed parameters 
for balancing the cost function, however, need careful tuning, 
which limits the robustness of these methods across different 
images. 
More recently, some investigators [34-36] used DNNs to 
encode images or patches for classification and segmentation. 
As the encoded information is extracted through a set of layers, 
such encoded information is highly convolved and can be 
considered a type of high-level features. Guo et al. [35] learned 
the high-level features via a stacked sparse auto-encoder 
(SSAE) and integrated them into a data and shape-driven 
deformable model. Jia et al. [37] proposed a coarse-to-fine 
approach with atlas registration-based coarse segmentation and 
DNN-based fine segmentation. Milletari et al. [36] and Yu et al. 
[34] reported pure DNN based methods (V-Net and Volumetric 
ConvNet) and achieved competitive results compared to 
conventional approaches [10, 38, 39]. Ronneberger et al. [40] 
suggested a common model (U-Net) for biomedical image 
segmentation. Brebisson et al. [41] and Ghafoorian et al. [42] 
explored multiple patches, 2D orthogonal patches or 
hierarchical patches with different sizes, through corresponding 
parallel DL structures. Wachinger et al. [43] proposed a cascade 
DNN architecture (DeepNAT) to firstly separate foreground 
from background and then identify multiple structures in the 
foreground. Other investigators focussed on the presentation of 
spatial information using DNN architectures. Liu et al. [44] 
proposed a spatial propagation network to learn the affinity 
matrix of an image, which can be used to perform other vision 
tasks, such as image segmentation or classification. Kong et al. 
[45, 46] combined LSTM with DNN to extract the appearance 
and spatial dependencies of neighboring patches on a 2D image 
or the temporal information of slices on a 3D image volume. 
All these methods underscore the promise of using high-level 
features to recognize and segment objects from images. 
Although high-level features can represent the intrinsic and 
topological structures, relying only on these features may lead 
 
Fig. 1. Flowchart of our P-DNN. The P-layer adopts a gray-scaled recognition map obtained from the CP-layers and the local appearance graph that are 
constructed on the basis of superpixel pre-segmentation as the input. The segmentation loss is back-propagated from the last layer to the first layer to update 
the P-DNN in the training phase. CP block: consecutive convolution layers followed by a pooling layer; DECONV: deconvolution; SGM: sigmoid 
normalization. 
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to the loss of local details during the data feed-forward in 
DNNs. Low-level local features, which are usually extracted 
within small atomic homogenous regions defined as patches 
and superpixels, can intuitively depict local appearance and 
subtle changes.. 
1.3. Contribution 
The major contribution of this paper is optimizing the 
combination of complementary multi-level features for prostate 
MR segmentation. P-DNN extracts and combines high-level 
and low-level features. In the training phase, the segmentation 
loss would be back-propagated through the entire model; thus, 
all individual components simultaneously evolve towards 
optimal segmentation. This is in contrast to existing methods, 
where multi-level features are used in separate individual stages 
and thus are subject to algorithm degradation caused by the 
linear combination of multi-level features. We innovate in the 
design of the propagation layer in P-DNN to learn an optimal 
combination of multi-level features across different scenarios, 
and the flexible and adaptive framework for DNN based 
methods. 
2. Methods 
P-DNN uses a transverse prostate MR image as the input, and 
outputs a pixel-wise segmentation map to estimate the 
likelihood of being foreground/background in a pixel by pixel 
fashion. P-DNN has three parts (see Fig. 1): convolution and 
pooling layers (CP-layers), a propagation layer (P-layer), and 
an F-measure loss layer (L-layer). CP-layers capture the 
prostate region through extracting global information of the 
prostate such as shape and size. Then, associated with the global 
information, the P-layer learns to propagate the captured 
prostate region to refine the segmentation map. The refined 
segmentation map is then compared to manual labels in the 
proposed L-layer, and the resulting comparison errors are 
finally back-propagated through the entire P-DNN to further 
train the model. 
2.1. Convolution and Pooling Layers 
With a set of learnable filters, the convolution layers 
convolve input image to produce feature maps. Each filter 
kernel is set to a small size to better capture and convolve the 
local detailed information of the input image. The pooling 
layers are used to ensure that the feature maps are less sensitive 
to input shift and distortions [47]. We adopted the FCN-16s [4] 
architecture to train an end-to-end DNN to directly produce 
pixel-wise recognition maps from the CP-layers. However, the 
pooling processing reduces the image details and blurs the 
prostate boundary information, which limits accurate 
segmentation. 
2.2. Propagation Layer 
The P-layer, associated with a local appearance graph, finely 
delineates the prostate boundaries on the top CP-layers and 
better retains the image details. The low-level cues are 
employed in this stage, since they are less sensitive to spatial 
variance but explicitly reflect the visual contents of the original 
images. 
2.2.1. Local appearance graph 
In the P-layer, the input image 𝐼𝑀 is pre-segmented into 𝑁 
superpixels via the SLICO algorithm [9], and a graph 𝒢 =
(𝒱, ℰ)  reflecting the relations of local appearance between 
superpixels is then constructed. 𝒱 is the node set consisting of 
all superpixels of 𝐼𝑀 and ℰ is the set of edges connecting all 
superpixels with their immediate neighboring superpixels (as 
shown in Fig. 2). 
We then allocate a weight measured by low-level cues of 
superpixels to each edge on the graph. We denote two 
superpixels as 𝑝𝑖 and 𝑝𝑗. The associated adjacency matrix 𝑊 ∈
ℝ𝑁×𝑁 of 𝒢 is defined as:  
 
𝑊𝑖𝑗 = 𝛿(〈𝑝𝑖 , 𝑝𝑗〉 ∈ 𝒮) × (1 −
∑ min⁡(𝐶(𝑝𝑖)
𝑧, 𝐶(𝑝𝑗)
𝑧)𝑧
3
) (1) 
 
where 𝒮 is the set of all neighboring superpixel pairs in 𝐼𝑀. 𝛿(∙
)  is 1 if the condition inside the parentheses is true and 0 
otherwise. 𝐶(𝑝𝑖) is a high-dimensional vector that describes the 
image cues of 𝑝𝑖 and 𝐶(𝑝𝑖)
𝑧 is the value of the 𝑧-th element in 
𝐶(𝑝𝑖). As shown in Fig. 3, we concatinate the three types of 
low-level cues, including intensity, texture and gradient, to 
form 𝐶(𝑝𝑖). The three low-level cues are normalized to have a 
common sum value which is set to 1, so they carry similar 
weights in 𝐶(𝑝𝑖) . We outline the details of capturing the 
intensity, texture and gradient of a superpixel in Section 3.4.  
In eq.(1), the minimum function (1 −
∑ min⁡(𝐶(𝑝𝑖)
𝑧,𝐶(𝑝𝑗)
𝑧)𝑧
3
) is 
to calculate the histogram intersection distance of low-level 
cues of two superpixels, ranging from 0 to 1. As ∑ 𝐶(𝑝𝑖)
𝑧
𝑧  is a 
constant value, the sum of min⁡(𝐶(𝑝𝑖)
𝑧, 𝐶(𝑝𝑗)
𝑧)  for each 𝑧 
could reflect the difference of the two vectors  𝐶(𝑝𝑖) and 𝐶(𝑝𝑗), 
 
Fig. 2. Construction of the local appearance graph. For the purpose of 
illustration, the image is pre-segmented with 𝑁 = 300 , and thus the 
boundaries of the prostate cannot be precisely detected. In the experiment, 
we set 𝑁 to 1000. 
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where larger value represents higher similarity. 
We use Fig. 4 to explain the effects of superpixels on the 
segmentation as follows. The size of superpixels (with mean of 
642 pixels in this example) is comparable to that of patches (24-
by-24 pixels) for fair comparison. The yellow dot region in Fig. 
4 (a) and Fig. 4 (b) contains prostate and non-prostate tissue 
with a clear boundary. However, with a patch-based method, 
this region would be portioned into a single patch (𝑝1) and then 
deemed prostate or non-prostate, and so the segmentation 
would be incorrect. In comparison, superpixels 𝑠4  and 𝑠5  in 
Fig. 4 (b) show clear separation of the region and thus provide 
better guidance for DL segmentation.  
Superpixels 𝑠1  and 𝑠2  have similar intensity distributions. 
Our method, however, classifies 𝑠1 and 𝑠2 into different classes 
because of the spatial information (longer distance 𝑑12 in Fig. 
4 (d)). In addition, although there is a marked difference in the 
intensity distributions of 𝑠1 and 𝑠3, our method still classifies 
the two superpixels into the same class (being prostate) because 
of their spatial information. 
2.2.2. Feedforward 
After the construction of the graph 𝒢  and the associated 
adjacency matrix 𝑊 , the recognized regions, i.e. the 
superpixels with high probabilities of being the prostate, that 
are obtained from CP-layers can be propagated into other 
regions to re-estimate the probabilities of being the prostate 
within the superpixel scale. The propagation expression, 
conducted in the matrix operations, is defined as: 
 
 𝐹 = (𝐼 − 𝛼𝐷−1𝑊)−1𝐻 (2) 
 
where 𝐼 ∈ ℝ𝑁×𝑁  is the identity matrix, 𝐷 ∈ ℝ𝑁×𝑁  is the 
diagonal matrix with 𝐷𝑖𝑖 = ∑ 𝑊𝑖𝑗𝑗 . The term 𝐼 − 𝐷
−1𝑊  of 
eq.(2) is the random walk normalized Laplacian matrix that 
represents the properties of superpixel’s local appearance, and 
𝛼  is a coefficient balancing the smoothness constraint and 
fitting constraint in the Laplacian matrix. Given the output 𝒬 of 
CP-layers, 𝐻 ∈ ℝ𝑁×1  is the preferences labeling the 𝑁 
superpixels {𝑝𝑖|𝑖 = 1,2, …⁡, 𝑁} as the prostate: 
 
 𝐻𝑖1 =
∑ 𝒬(𝑚)𝑚∈𝑝𝑖
|𝑝𝑖|
 (3) 
 
where 𝑚 is the pixel on 𝐼𝑀 and |𝑝𝑖| is the number of pixels in 
𝑝𝑖 . The output of eq.(2) estimates the likelihood of each 
superpixel being the prostate after propagation. Note that the  
‘propagation’ can spread the recognized regions, but also 
suppress the regions, depending on the particular situation. By 
mapping the values of 𝐹 onto each pixel of 𝐼𝑀, we have a pixel-
wise propagation map 𝑓: 𝐹 → 𝐺  which encodes the image 
appearance cues on the basis of the output from the previous 
highly convolutional layers. Then, 𝐺 is normalized to have the 
element values ranging [0,1], and linearly combined with 𝒬 as 
the propagation result 𝒯:  
 
 ?̂? =
𝐺 − 𝑎
𝑏 − 𝑎
 (4) 
 
 𝒯 =
?̂? + 𝒬
2
 (5) 
 
where 𝑎  and 𝑏  are the minimum and maximum values of 𝐺 
respectively. 
We then insert an extra deconvolution layer to produce the 
final segmentation map as follows. 𝒯 is down-sampled to be 
concatenated with the outputs of the third CP block to generate 
the new feature maps. An extra deconvolution layer, followed 
by a sigmoid-normalization layer, adopts the new feature maps 
to output the final segmentation map. 
2.2.3. Backpropagation 
In the backpropagation of the training phase, the partial 
derivative of eq.(5) with respect to 𝒬 is required: 
 
 
𝜕𝒯
𝜕𝒬
=
1
2
×
𝜕?̂?
𝜕𝒬
+
1
2
=
1
2
×
𝜕?̂?
𝜕𝐺
×
𝜕𝐺
𝜕𝒬
+
1
2
 (6) 
 
where 𝜕?̂? 𝜕𝐺⁄  is given by 
 
 
𝜕?̂?
𝜕𝐺
= {
1
𝑏 − 𝑎
× 𝛿(𝐺(𝑚) ∉ {𝑎, 𝑏})} (7) 
  
(a) Pre-partition by uniform patches 
(24×24 pixels) 
(b) Pre-segmentation by Superpixels 
(mean size = 642 pixels) 
 
 
(c) Intensity distribution of the three 
superpixels 
(d) Distance map (source: 𝑠1) 
Fig. 4. Comparison of patches and superpixels. 
 
 
 
Fig. 3. The image cue 𝐶(𝑝𝑖) used to calculate the associated adjacency 
matrix, which consists of intensity, texture and gradient features. In our 
experiment, the intensity, texture and gradient features are obtained from 
the intensity histogram, rotation-invariant Gabor-LBP feature and multi-
coordinate HOG feature respectively; thus the dimension of 𝐶(𝑝𝑖) is set 
to 176. 
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To calculate the partial derivative 𝜕𝐺 𝜕𝒬⁄  in eq.(6), we first 
calculate the partial derivative 𝜕𝐹 𝜕𝒬⁄ . Then, as 𝐺  is the 
directly superpixel-to-pixel mapping 𝑓: 𝐹 → 𝐺, 𝜕𝐺 𝜕𝒬⁄  can be 
easily obtained via the mapping 𝑓: 𝜕𝐹 𝜕𝒬 →⁄ 𝜕𝐺 𝜕𝒬⁄ . 
Therefore, eq.(6) can be reinterpreted as: 
 
 
𝜕𝒯
𝜕𝒬
∝
1
2
×
𝜕?̂?
𝜕𝐺
×
𝜕𝐹
𝜕𝒬
+
1
2
=
1
2
×
𝜕?̂?
𝜕𝐺
×
𝜕𝐹
𝜕𝐻
×
𝜕𝐻
𝜕𝒬
+
1
2
 (8) 
 
Note that eq.(2) is conducted in matrix operations, thus eq.(2) 
can be reinterpreted by the element-wise expression: 
  
 𝐹 = [
𝐻11Ψ11 +𝐻21Ψ12 +⋯+𝐻𝑁1Ψ1𝑁
𝐻11Ψ21 + 𝐻21Ψ22 +⋯+𝐻𝑁1Ψ2𝑁
⋮
𝐻11Ψ𝑁1 +𝐻21Ψ𝑁2 +⋯+𝐻𝑁1Ψ𝑁𝑁
] (9) 
 
where Ψ = (𝐼 − 𝛼𝐷−1𝑊)−1. As 𝐹𝑖1 is the propagation result of 
the 𝑖 -th superpixel based on the preference value 𝐻𝑖1 , 
correspondingly the partial derivative of 𝐹 with respect to 𝐻, 
i.e. 𝜕𝐹 𝜕𝐻⁄  in eq.(8), can be calculated in element-wise 
operation: 
 
 
𝜕𝐹
𝜕𝐻
= {
𝜕𝐹𝑖1
𝜕𝐻𝑖1
}
= {Ψ𝑖𝑖}
 (10) 
 
Similarly, as eq.(3) is the element-wise operation, the 
corresponding partial derivative with respect to 𝒬, i.e. 𝜕𝐻 𝜕𝒬⁄  
in eq.(8), can also be calculated in element-wise operation: 
 
 
𝜕𝐻
𝜕𝒬
= {
𝜕𝐻𝑖1
𝜕𝒬(𝑚)
}
= {
1
|𝑝𝑖|
}
 (11) 
 
where 𝑖 is the index of the superpixel containing 𝑚. Note that 
all the above partial derivatives should be reshaped to have the 
exact same resolution with their corresponding variables. Using 
the above formulae, the partial derivative 𝜕𝒯 𝜕𝒬⁄  can be solved 
so that the errors enable back-propagation into CP-layers. 
2.3. F-measure Loss Layer 
The output of the P-layer, denoted as ℛ, is the corresponding 
segmentation map of 𝐼𝑀 in our method. To train the model, ℛ 
is passed into a loss layer, with a particular loss function, for the 
calculation of the segmentation errors compared to manual 
labels. As the prostate only covers the relatively small regions 
across the entire transverse MR image, most classical loss 
functions (such as multinomial logistic loss [48] and squared 
hinge loss [49]) may lead the model to be trapped into local 
minima since they treat the false-positive and false-negative 
predictions equally. Inspired by the F-measure theory [50] in 
statistical analysis, we propose an F-measure based loss 
function to avoid the local minima as follows. 
Given the segmentation map ℛ and manual labels 𝐺𝑇, we 
calculate the accuracy score Ω  and coverage score Θ 
respectively by: 
 
 Ω =
∑ℛ × 𝐺𝑇
∑ℛ
 (12) 
 
 Θ =
∑ℛ × 𝐺𝑇
∑𝐺𝑇
 (13) 
 
Ω  measures the segmentation precision of ℛ , whereas Θ 
measures the corresponding recall ratio. An ideal segmentation 
map should have high accuracy and high coverage scores. 
Based on that, we construct the loss function as: 
 
 Γ = 1 −
(1 + 𝛽2) × Ω × Θ
𝛽2 × Ω + Θ
 (14) 
 
where 𝛽  is a constant to weight the errors caused by false- 
positive and false-negative predictions. If 𝛽2 > 1, then more 
impact false-negative predictions have over the model and, vice 
versa. As there are more background pixels than prostate pixels, 
a high accuracy score can be easily achieved by allocating more 
voxels as background (false-negative prediction), which makes 
accuracy score less important than coverage score. Therefore, 
we set 𝛽2 > 1 to emphasize the importance of coverage score, 
so that eq.(14) triggers a large loss when false-negative 
predictions occur. 
In the backpropagation of the training phase, we give the 
partial derivative of eq.(14) with respect to ℛ: 
 
{
  
 
  
 ω =
𝐺𝑇
∑ℛ
−
∑ℛ × 𝐺𝑇
(∑ℛ)2
𝜃 =
𝐺𝑇
∑𝐺𝑇
𝜕Γ
𝜕ℛ
=
(1 + 𝛽2)
𝛽2Ω + Θ
× (
𝜃(𝛽2𝜔 + 𝜃)
𝛽2Ω + Θ
− Θ𝜔 − Ω𝜃)
 (15) 
 
Note that although the accuracy and coverage scores appear 
similar to the definition of 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 and 𝑅𝑒𝑐𝑎𝑙𝑙 in F-measure 
[50], the critical difference is that we do not use a threshold to 
filter ℛ, thus the input of L-layer is a grayscale map. This is 
because when converting ℛ  into a binary map, the partial 
derivative of eq.(14), with respect to ℛ, will be capped as zeros, 
which in turn mistakes the backward passing errors to be zeros. 
As a result, the filters cannot update properly.  
3. Data and Experiments 
3.1. Data 
We used the dataset of the MICCAI 2012 prostate 
segmentation (PROMISE12) challenge [2] to validate the 
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proposed method. The PROMISE12 challenge dataset is a well-
recognized benchmark for prostate MR image segmentation. It 
contains 50 training cases with corresponding manual labels 
and 30 testing cases from multiple centers and MR scanner 
vendors. Each case has 15 to 54 transverse T2-weighted 
prostate MR images. The manual labels of the testing cases are 
not supplied. Challenge participants upload the segmentation 
results from their algorithms and the evaluation is conducted by 
the organizers of the challenge using the metrics identified by 
Litjens et al. [2]. As the segmentation result on the testing 
dataset can only be uploaded once under the challenge policy, 
many investigators [1, 30, 51] conducted cross-validation on 
the training dataset for comprehensive evaluations. We also 
validated our method on the training dataset using ten-fold 
cross-validation. 
3.2. Evaluation Metrics 
In line with the PROMISE12 challenge and many other 
prostate segmentation papers [15, 36, 52], we adopted the dice 
similarity coefficient (DSC), Hausdorff distance (HD) and 
average boundary distance (ABD) [2] as the evaluation metrics. 
The DSC, HD and ABD are defined as follows [2]:  
 
 𝐷𝑆𝐶 =
2|𝑋 ∩ 𝑌|
|𝑋| + |𝑌|
 (16) 
 
 𝐻𝐷𝑎𝑠𝑦𝑚(𝑋𝑠, 𝑌𝑠) = max𝑥∈𝑋𝑠
(min
𝑦∈𝑌𝑠
𝜑(𝑥, 𝑦)) (17) 
 
 𝐻𝐷(𝑋𝑠, 𝑌𝑠) = max(𝐻𝐷𝑎𝑠𝑦𝑚(𝑋𝑠, 𝑌𝑠), 𝐻𝐷𝑎𝑠𝑦𝑚(𝑌𝑠, 𝑋𝑠)) (18) 
 
 
𝐴𝐵𝐷(𝑋𝑠, 𝑌𝑠) =
1
|𝑋𝑠| + |𝑌𝑠|
(∑ min
𝑦∈𝑌𝑠
𝜑(𝑥, 𝑦)
𝑥∈𝑋𝑠
+ ∑min
𝑥∈𝑋𝑠
𝜑(𝑥, 𝑦)
𝑦∈𝑌𝑠
) 
(19) 
 
where 𝑋 is the segmentation result and 𝑌 is the ground truth; 𝑋𝑠  
are the surface points of the segmentation results and 𝑌𝑠 is the 
ground truth; and 𝜑(∙)  is the Euclidean distance. An ideal 
segmentation should have a higher DSC but a lower HD and 
ABD. 
3.3. Baseline Models 
The CP-layers of P-DNN can be formed via other baseline 
DNN models. In the experiments, we selected five baseline 
DNN models -  FCN-16s [4], FCN-32s [4], DS-Net [5, 53], 
residual learning [54] and VolConv [34] - to construct the CP-
layers of P-DNN. Details of these models are as follows: 
FCN-16s: With fully convolutional layers, FCN-16s was 
proposed on the basis of VGG-Net [55] for semantic 
segmentation. The final feature maps are the combination of the 
feature maps from the penultimate pooling layer and the last 
pooling layer, thus they can preserve boundary information for 
segmentation. 
FCN-32s: Different from FCN-16s, FCN-32s directly uses 
the feature maps obtained from the last pooling layer for 
segmentation. Thus, the segmentation map of FCN-32s loses 
more boundary information than the FCN-16s. 
DS-Net: DS-Net is a combined structure of two DNNs. The 
basic structure of DS-Net is DeconvNet [5] and the max-
unpooling layers introduced in SegNet [6] are inserted before 
the deconvolution blocks. Different from FCN-16s and FCN-
32s that directly produce the segmentation maps from the 
obtained feature maps, DN-Net progressively up-samples the 
feature maps so that the final segmentation maps can preserve 
more boundary information. 
Residual learning: Residual learning can be inserted into the 
most DNN models, which has been shown to improve the 
current DNN performance and solve the vanishing gradient 
problem in the training of DNN. In the experiment, the residual 
learning is combined with FCN-16s as a baseline model. 
VolConv: VolConv is a 3D DNN proposed for prostate MR 
segmentation. Compared to the 2D DNN models (such as FCN-
16s, FCN-32s and DS-Net), VolConv can explore the 3D spatial 
contextual information of the volumetric data for better 
segmentation. The residual learning is also inserted to improve 
the training efficiency and discriminative capability. As the 
VolConv is a 3D structure, the proposed P-DNN can be 
extended to 3D model. The implementation details of 3D P-
DNN are outlined in the next sub-section. 
3.4. Implementation 
We implemented the proposed P-DNN using the 
MatConvNet [56], with a 12GB TITAN X graphics card to 
boost the training. The training dataset was augmented to make 
the model more robust. Following [34], the augmentation 
operations included rotation (90, 180 and 270 degrees) and flip 
in the axial plane. In the training of 3D P-DNN, we also 
augmented the dataset by permuting 3D volumes along coronal 
and sagittal dimensions. To make the loss function quickly 
converge toward the desired direction, we first skipped the P-
layer and only trained CP-layers with 5e-4 learning rate for 3 
epochs to initiate filters ranging in reasonable scale. Then the 
learning rate was set to 5e-3 to train the entire model for 80 
epochs. If we directly train the entire P-DNN, the P-layer is 
more likely to produce an all-zeros result due to the 
meaningless segmentation maps of CP-layers, which markedly 
slows the speed of training. As shown in Fig. 5, the model began 
to converge after the 40th epoch. The batch size was set to 20 to 
update the filters in each computation.  
For a superpixel, the intensity, texture and gradient used to 
form the local appearance graph can be gained from the 
intensity histogram, rotation-invariant Gabor-LBP feature 
(RGLBP) [57] and multi-coordinate HOG feature (MCHOG) 
[57]. Since RGLBP and MCHOG cannot be directly gained 
from the superpixel due to the irregular shape, we extracted 
them from the bounding box (as shown in Fig. 2) of the 
superpixel to approximate the texture and gradient cues. 
Images from different scanners can influence the local 
appearance graph. If the image intensities are unevenly 
distributed, the number of intensity histograms of a superpixel 
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should be larger for a precise description of the superpixel’s 
intensity. The issue also affects the texture and gradient of the 
superpixel. Hence we converted all images to 8-bit intensity 
images and then increased image contrast by mapping the 
intensity values to new values such that 1% of data is saturated 
at low and high intensities of the image [58]. We also 
normalized the image volumes so that the spaces between 
neighboring pixels are all fixed to 1.0mm and then we resized 
each image to 384×384 resolution. 
With the baseline 3D DNN structure (VolConv [34]), the 
proposed P-DNN can be extended to 3D model on Caffe [59] 
wrapper. In 3D P-DNN, the superpixels are replaced by 
supervoxels that are generated via the SLIC algorithm [9] in a 
3D manner. To capture low-level features for supervoxels, we 
used the features introduced by Mahapatra et al. [52] to depict 
intensity, texture and gradient of a supervoxel. To save 
computational memory, the prostate volume was resized to 
64×64×32 resolution and pre-segmented into 800 supervoxels, 
which makes the size of supervoxel in the axial plane roughly 
identical to that of superpixel. The other parameters were same 
as those for 2D P-DNN. 
Based on different architectures of CP-layers, we 
implemented five types of P-DNN including FCN-16s based, 
FCN-32s based, DS-Net based, RL based and VolConv based 
P-DNNs. In the rest of this paper, ‘P-DNN’ refers to the FCN-
16s based P-DNN, unless otherwise specified. 
We validated P-DNN on the training dataset using ten-fold 
cross-validation, with the parameters empirically set to 𝛽2 =
1.3 and 𝛼 = 0.95; and also participated in the PROMISE12 
challenge by uploading our segmentation results on the testing 
dataset, with the parameters set to 𝛽2 = 0.7 and 𝛼 = 0.99. The 
parameters on the testing dataset differ to those on the training 
dataset because we first submitted our results to the challenge. 
We then conducted detailed sensitivity analyses and so the 
submitted parameter values were not optimal. The sensitivity 
analyses show that the DSC difference between the optimal 
parameters and those submitted model is <1%. 
The computational cost of our segmentation method is 
summarized in TABLE I. Constructing the local appearance 
graph consumes the most time because the algorithm has to 
compute three types of low-level features for all 1000 
superpixels. 
3.5. Comparison with the state-of-the-art 
We compared the proposed P-DNN with five baseline 
models (i.e. FCN-16s, FCN-32s, DS-Net, residual learning and 
VolConv) and five state-of-the-art prostate segmentation 
methods including a random forest (RF)-based [52], an ASM- 
based [60], an AAM-based [15], an atlas-based [10] and a 
marginal space learning (MSL)-based methods [61]. 
P-DNN deeply combines the multi-level features for prostate 
segmentation. We also compared P-DNN with the linear 
combination. In the experiment, we linearly combined the 
segmentation maps predicted via different level features, and 
validated this approach on the training dataset. In detail, we 
employed the output of CP-layers, i.e. 𝒬, in the first stage as the 
segmentation map of high-level features. In the second stage, 
we extracted image appearance cues as described in Section 
2.2.1 and conducted propagation using eq.(2) as the 
segmentation map from low-level features. Finally, the two 
maps were linearly combined as the segmentation result. 
3.6. Sensitivity Analyses 
Superpixels: We adopted different algorithms, including 
SLIC [9], MSLIC [62] and SLICO [9], to generate superpixels. 
We then evaluated P-DNNs with different types of superpixels 
for the sensitivity analyses. We also changed 𝑁 (𝑁 = 1000, 650 
and 300) to test the sensitivity of our segmentation to the 
superpixel number. 
Parameter 𝜶  and 𝜷 : Parameter 𝛼  in eq.(2) balances the 
smoothness constraint and fitting constraint during 
propagation. Parameter 𝛽 controls the weights of errors caused 
by false-positive and false-negative predictions, when 
minimizing the loss function. We changed the values of α and 
β to explore the impact of these parameters on segmentation.  
Down-sampling ratio: The VGG-type DNN contains five 
pooling layers, thus the produced feature map is of 32× 
subsampled resolution compared to the input image. We 
removed some pooling layers to change the down-sampling 
ratio in the CP-layers and then to explore the impact of the 
down-sampling ratio on our results. 
3.7. Ablation Analyses 
L-layer: We removed the P-layer and replaced the L-layer 
with other loss functions to evaluate the proposed loss function. 
In the experiment, we selected 2 non-biased loss functions - the 
multinomial logistic loss [48] and the squared hinge loss [49]. 
P-layer: After the predictions via the high-level feature maps 
from the CP-layers, we extract image appearance cues for 
‘segmentation propagation’ in the P-layer. To evaluate this 
 
 
Fig. 5. Convergence of P-DNN in training and validation. 
 
 
 
 
 
 
TABLE I 
AVERAGE PROCESSING TIME PER PROSTATE VOLUME 
Stage 
Superpixel 
segmentation 
Local appearance 
graph 
CP-layers + P-
layer 
Overall 
Time 30s 200s 3s 233s 
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procedure, we removed the P-layer and directly discriminated 
the prostate with the feature maps produced by CP-layers. 
4. Results and Discussion 
4.1. Comparison with the state-of-the-art 
The experimental results (DSC, HD, ABD and maximum 
boundary distance) of P-DNN and comparison methods on the 
training dataset are listed in TABLE II. The 3D P-DNN 
(VolConv based) achieved 91% DSC and 5.7mm HD on 50 
training cases, which is superior to all comparison methods 
apart from the RF based method [52]. In regard to the RF based 
method, it is important to note that P-DNN achieved superior 
results (by 4.53% higher in terms of DSC) using the testing data 
on the PROMISE12 leaderboard. The results of other 
comparison methods on the PROMISE12 leaderboard are 
shown in TABLE III. 
P-DNN outperformed the 2D DNN approaches (FCN-16s, 
FCN-32s, DS-Net and RL) with improvements of up to 5.27% 
DSC. The 3D P-DNN also achieved higher DSC (91% vs. 
90.4%) compared to its baseline model (VolConv). To quantify 
these improvements in terms of statistical significance we 
performed student t-tests, where the p-value ≤ 0.05 indicates a 
significant difference. When comparing P-DNN with FCN-16s, 
FCN-32s, DS-Net and RL, we obtained p-value < 0.05 in terms 
of DSC, HD and ABD. The difference of 3D P-DNN and 
VolConv was also statistically significant (DSC: p-value < 
0.001, HD: p-value = 0.035, ABD: p-value = 0.010).  
The comparison results (DSC) of P-DNN (deep combination) 
and the linear combination are shown in TABLE IV. Our 
method outperformed the linear combination (89.90% vs. 
81.88% in terms of DSC).  
4.2. Sensitivity Analyses 
Superpixels: The segmentation results of P-DNN using 
different algorithms for superpixels are shown in TABLE V. 
The SLICO superpixels had the best performance when 
compared to the SLIC and MSLIC superpixels. The 
segmentation results (DSC) of P-DNN under the different 
settings of superpixel number (𝑁) are shown in TABLE IV. 
Parameter 𝜶 and 𝜷: The changes of DSC for our P-DNN 
segmentation under different settings of 𝛼 and 𝛽 are plotted in 
Fig. 6. Our segmentation is not sensitive to the change of 𝛼 ∈ 
(0.7, 0.99), however, DSC will suddenly drop if 𝛼 < 0.7 or 𝛼 > 
0.99. We recommend that 𝛼 is selected within the range of [0.9, 
0.99] and in this paper the highest records are obtained when 𝛼 
= 0.95. We also found that 𝛽2  = 1.3 is the optimum setting 
which emphasizes the impact of false-negative predictions over 
the model. This is a logical finding, because the model should 
evolve to recognize foreground pixels as much as possible 
under the extremely imbalanced training set. Although the 
segmentation performance is not very sensitive to the change of 
𝛽 , the variance tendency can be still seen that the bias to 
foreground pixels (𝛽2 >  1) improves the training accuracy. 
Note that the proposed dice loss layer in [36] is a private case 
of our F-measure based loss layer (𝛽2 = 1). Although Milletari 
et al. [36] suggested that their dice loss layer does not require 
assigning weights to foreground and background pixels and 
performs better than the classical loss functions, the bias to the 
foreground pixels is still necessary in our experiments as shown 
in Fig. 6. 
Down-sampling ratio: Our segmentation results under 
different down-sampling ratios are shown in TABLE VI. The 
best segmentation results were recorded when the down-
sampling ratio was set to 8 or 16. 
TABLE II 
QUANTITATIVE RESULTS ON PROMISE12 TRAINING DATASET 
Method DSC (%) HD (mm) ABD (mm) maxBD (mm) 
P-DNNs with different baseline models 
P-DNN  
(FCN-16s based) 
89.9±2.8 6.84±2.5 1.5±0.4 2.7 
P-DNN  
(FCN-32s based) 
75.1±7.9 6.98±5 3.3±0.9 5.5 
P-DNN 
(DS-Net based) 
66.93±9.8 7.23±8.6 3.1±2.5 6.5 
P-DNN 
(RL based) 
90.55±2.4 5.8±2.6 1.5±0.5 2.7 
3D P-DNN 
(VolConv based) 
91±2.2 5.7±2.5 1.4±0.4 2.7 
Baseline models 
FCN-16s 86.58±3.3 6.92±2.5 1.9±0.9 3.0 
VolConv 90.4±1.3 5.9±1.1 1.4±0.4 2.7 
FCN-32s 69.83±9 7.36±5.1 3.5±1.1 6.9 
DS-Net 66.93±9.8 7.23±8.6 3.1±2.5 6.5 
RL 88.45±3.0 6.42±2.1 1.6±0.9 3.0 
State-of-the-art methods 
RF 92.1±2 5.5±1.8 - - 
ASM 86±6 9.5±2.7 - - 
AAM 88±3 - - - 
Atlas 85±4.4 - - - 
MSL 90±1.1 - - - 
maxBD: maximum boundary distance 
RL: residual learning 
 
TABLE III 
QUANTITATIVE RESULTS ON PROMISE12 LEADERBOARD USING 
TESTING DATASET 
Method DSC (%) HD (mm) ABD (mm) maxBD (mm) 
P-DNN 84.13±5.18 9.74±4.21 2.96±0.92 5.4 
RF 79.6±6.3 7.6±1.7 3.4±0.8 5.4 
ASM 83.4±8.1 7.9±3.8 3 ±1.5 7.6 
AAM 88±4.4 5.9±2.1 2.1±0.7 3.5 
Atlas 83.6±5.4 7.7±2.7 2.9±0.7 4.1 
MSL 87.4±3.5 5.6±1.5 2.1±0.5 3.1 
VolConv 89.4±2.6 5.5±1.9 2±0.4 3.0 
maxBD: maximum boundary distance 
 
TABLE IV 
DSC (%) OF DEEP/LINEAR COMBINATIONS 
Superpixel number (𝑁) 𝑁=1000 𝑁=650 𝑁=300 
Deep combination 89.90±2.8 88.67±4.8 87.27±6.1 
Linear combination 81.88±10 79.95±11.5 72.53±18.5 
 
TABLE V 
DSC OF P-DNN USING DIFFERENT SUPERPIXEL ALGORITHMS 
Superpixel algorithm SLIC MSLIC SLICO 
R 3.5:1 1.9:1 4.6:1 
DSC (%) 84.55±6.4 81.14±7.9 89.90±2.8 
R: ratio of superpixel pixels and background pixels within approximated 
bounding box. 
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4.3. Ablation Analyses 
L-layer: The segmentation results of replacing the proposed 
L-layer with other loss functions are shown as the second and 
third bars in Fig. 7. The proposed L-layer achieved a higher 
DSC than the multinomial logistic loss and the squared hinge 
loss. Moreover, even with no bias (𝛽2 = 1), the L-layer still 
performed better compared to the other loss functions. 
P-layer: The segmentation result of removing the proposed 
P-layer is shown as the rightmost bar in Fig. 7, which 
demonstrates that the P-layer can boost the segmentation 
performance of the CP-layers. Fig. 8 qualitatively shows the 
rewards to the final segmentation results brought by the P-layer. 
4.5. Discussion 
P-DNN segmentation: The advantage of using P-DNN for 
segmentation is that it extracts multi-level features and optimize 
them in the proposed P-layer. Although the position and shape 
of the prostate can be precisely predicted using the high-level 
features obtained from the CP-layers, the prostate boundary 
cannot be precisely delineated (exemplified by the yellow 
arrows in Fig. 8). The P-layer adopts the low-level image cues, 
with superpixel pre-segmentation, to finely propagate the 
boundary near the prostate. The extra deconvolution, which is 
imposed on a very deep layer, is designed to learn the optimum 
combination of the multi-level features and produce a more 
precise segmentation map from the uniform network. 
Moreover, as the segmentation errors of the deconvolution layer 
are continuously back-propagated into the CP-layers, the filters 
of the CP-layers update to encode the image data and also 
evolve towards the optimum direction for multi-level features 
combination. Such learning mechanism makes our method 
superior to the linear combination. 
P-DNN and baseline models: P-DNN produced a marked 
improvement for the baseline models, as shown in Fig. 9. We 
attribute the improvement to the low-level features providing 
boundary information that can be directly used in the 
subsequent segmentation. Although some baseline models 
(such as FCN-16s and DS-Net) enlarge the feature maps for 
dense segmentation, they inevitably lose some intrinsic 
information due to insufficiencies in the features, which in turn 
fail to recognize the entire prostate. For example, as shown in 
the third row of Fig. 9, DS-Net over-segments the prostate in a 
trade-off between recognizing the prostate and retaining local 
details. P-DNN avoided such a compromise because the feature 
maps are sufficiently convolved to decode the detailed data and 
the boundary details are captured via the superpixels.  
 
 
Fig. 6. The changes of DSC for our P-DNN segmentation under different 
settings of 𝛼 and 𝛽.  
 
TABLE VI 
DSC OF P-DNN UNDER DIFFERENT DOWN-SAMPLING RATIOS 
Settings in CP-layers 1 PL 2 PLs 3 PLs 4 PLs 5 PLs 
Down-sampling ratio 2 4 8 16 32 
DSC (%) 24.2±29 82.4±7.8 89.4±2.9 89.2±2.9 86.5±3.7 
PL: pooling layer 
 
 
Fig. 7. The DSC of different models for prostate segmentation. The non-
biased L-layer is the proposed F-measure loss layer with 𝛽2 set to 1. SH-
loss: squared hinge loss. ML-loss: multinomial logistic loss. 
 
  
 
(a) (b) 
  
(c) (d)  
Fig. 8. Intermediate components of P-DNN: (a) original image; (b) 𝒬; (c) 
𝐺; and (d) segmentation views. The colors are red: reference standard; 
green: algorithm result; magenta: contour via 𝒬 . The yellow arrows 
indicate the regions in which our proposed P-layer significantly improves 
the segmentation results via CP-layer. 
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P-DNN and the state-of-the-art methods: RF-based 
methods usually formulate the prostate segmentation as a 
classification problem, using classifiers (e.g., random forest) to 
separate the pre-segmented superpixels. However, as the 
features that are input to the classifiers are derived from the 
low-level image cues, RF-based methods cannot handle 
complex cases (e.g., cases where the boundary is blurred). In 
addition, inaccurate superpixel pre-segmentation cannot be 
addressed with the RF-based methods. In comparison, we used 
the high-level features that are intrinsic and meaningful to 
locate the prostate and we use the deconvolution to optimize the 
combination of DNN and superpixels so that the inherent 
limitation of the superpixel pre-segmentation is addressed. The 
ASM and AAM based methods are the statistical models that 
use image energies for segmentation. The image energies 
formulate the shape, appearance and intensity of the prostate, 
so it can be recognized and segmented. However, such methods 
are highly reliant on the balancing parameters of the image 
energies, which are fitted to the PROMISE12 dataset. Our 
model can be easily fine-tuned to another dataset, thus P-DNN 
is more generalizable than ASM and AAM-based methods. 
Atlas based methods rely on image registration using atlas 
mappings, thus these methods have a limited ability to deal with 
different acquisition protocols. In MSL-based methods, the 
position-orientation-scale of the prostate is progressively 
estimated by marginal space learning. Since we did not explore 
the scale information in the construction of the local appearance 
graph, the segmentation result of our model was worse than that 
of the MSL based method on the PROMISE12 testing dataset.  
Superpixels: Segmentation using SLIC or MSLIC for 
superpixels performed worse than when using SLICO. The 
reason of the better performance using SLICO algorithm is that 
the shape of the obtained superpixels is more regular 
(exemplified in Fig. 10). Thus, with the higher ratio of 
superpixel pixels and the background pixels within the 
approximated bounding box, the extracted features for SLICO 
superpixels are more robust and representative compared to 
SLIC and MSLIC superpixels. As the errors of the superpixel 
pre-segmentation are lessened in the combination with DNN, 
our model is less sensitive to the superpixel number (𝑁 ). 
𝑁 =1000 is the maximum setting under our experimental 
conditions. Smaller superpixels are more homogeneous and 
thus the extracted features are more representative. When the 
number of superpixels is very large, however, the superpixels 
are too small to extract stable features, which decreases 
segmentation accuracy. When 𝑁>1000, the computational cost 
markedly increases because the calculation of superpixel 
features takes considerable time and is impractical.  
Down-sampling ratio: The down-sampling ratio also affects 
the final segmentation results of the P-DNN. As shown in Fig. 
11, as the down-sampling ratio decreases, the segmentation 
map contains more local details, which is better for the 
delineation of the prostate boundary. However, the down-
FCN-32s 
  
FCN-16s 
  
DS-Net 
  
P-DNN 
  
Fig. 9. Comparison of P-DNN and baseline models on two prostate MR 
images. Red: reference standard; yellow: segmentation contour by 
algorithm. 
 
 
SLIC MSLIC SLICO 
   
Fig. 10. Superpixels generated by SLIC, MSLIC and SLICO algorithms. 
The SLICO superpixel has higher ratio of superpixel pixels and 
background pixels within the approximated bounding box (the dotted 
green box), compared to the SLIC superpixel and MSLIC superpixel. 
 
   
Image DS ratio: 2 DS ratio: 4 
   
DS ratio: 8 DS ratio: 16 DS ratio: 32 
Fig. 11. The pixel-wise segmentation maps produced by the CP-layers 
under different down-sampling (DS) ratios. The prostate boundary is 
delineated in red on the image. 
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sampling ratio should not be too small, as the obtained 
segmentation map contains too many false-positives that 
distract the propagation expression (see eq.(2)).  
Propagation expression: As the propagation expression (see 
eq.(2)) focuses on the local areas for the delineation of the 
prostate boundary, it cannot segment the whole prostate if a 
large portion (e.g., one quarter) of the prostate is missed by the 
CP-layers. However, it can be seen from the examples in Fig. 8 
and Fig. 9, where the propagation expression spreads or 
suppresses the recognized prostate regions so that the final 
results are closer to the manual segmentations. 
Anatomical plane: In this paper, only transverse MR images 
were used. When MR images from coronal and sagittal planes 
are used they did not notably improve the P-DNN results, 
according to our experiments. This is mainly because the 2D 
method has a limited ability to explore 3D spatial information. 
5. Conclusion 
We proposed an automated model, P-DNN, for MR prostate 
segmentation where we combined low-level image cues and 
high-level convolved data to delineate the prostate, rather than 
the conventional linear combination of the multi-level features 
or their intermediate products. Our method was able to learn the 
optimal combinations among the multiple features, and 
outperformed the existing popular DNN models and linear 
combination methods. 
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