Cognitive models have been paramount for modeling phenomena for which empirical data are unavailable, scarce, or only partially relevant. These approaches are based on methods dedicated to preparing experts and then to elicit their opinions about the variables that describe the phenomena under study. In time series forecasting exercises, elicitation processes seek to obtain accurate estimates, overcoming human heuristic biases, while being less time consuming. This paper aims to compare the performance of cognitive and mathematical time series predictors, regarding accuracy. The results are based on the comparison of predictors of the cognitive and mathematical models for several time series from the M3-Competition. From the results, one can see that cognitive models are, at least, as accurate as ARIMA models predictions.
Introduction
Opinions are sometimes imperative for the adequate modeling and forecasting of stochastic phenomena. Forecasters thus resort to cognitive models, i.e. an approximation of the animal cognitive process (predominantly human) aimed to comprehend and predict dynamic systems [1] . These models can be developed with or without a cognitive architecture. Although these classes of models are not always easily distinguishable [2] , the resulting forecaster's opinions are the synthesis of its cognitive components.
On the other hand, mathematical models fail in incorporating disturbances not observed during the modeling phase, also justifying the importance of cognitive models. Further, must mathematical models need a large number of empirical data to adequately describe the phenomena. In fact, the scarcity of data has presented itself as one of the main challenges to the models based on empirical data [3] . In areas like probabilistic risk analysis, where the scarcity of data comes from the attempt of modeling rare events, it has been challenging [4] . According to MacCormack et al. [5] , due to the usual behavior of dynamic systems, historical data can not be the only source to supply the requirements of the probabilistic risk analysis, also demanding experts' opinions. Therefore, cognitive models have been valuable [6] .
An expert can be defined as someone who has a particular knowledge about a specific topic [7] . Mainly, someone can be considered an expert when this person has a recognized knowledge about some topic by others researchers from this field [8] . In turn, an expert opinion can be defined as a formal judgment over some topic for which knowledge is required. An expert opinion can also be a judgment or belief based on uncertainty. Generally, an opinion is a subjective evaluation, impression or estimate of the quantity or quality of a specific variable [7] or the association between variables. For the correct use of experts' opinions regarding variables and associations, it has been suggested the use of elicitation processes [9, 10, 11] .
Elicitation process is a set of steps which look for eliciting the knowledge [12, 13, 14] . The primary purpose of this structured and systematic approach of elicitation is to interact with the experts in a way that they can faithfully transmit their uncertainty about the characteristics of interest [15] .
In time series forecasting context, it has been usual to neglect cognitive models, i.e. forecasters, and thus to fully resort to mathematical models. Time series can be defined as a set of observations organized in a chronological order, where the time is usually the index of assortment, being a discrete index [16] . The main characteristic of this kind of data is the dependency between the lags [17] . There are many mathematical models proposed to time series forecasting, such as: ARIMA [17] , linear regression [18] , artificial neural network [19] , supported vector machine [20] , Intelligent Hybrid Systems [21, 22] , deep belief network [23] , and others.
In this sense, the main aim of this paper is to quantitatively analyze the performance of cognitive models got from elicitation process in the thematic of time series forecasting through a comparison with ARIMA models.
The rest of the paper is divided as follows. Section 2 shows a background regarding the main topics of this paper: elicitation processes, time series, and ARIMA models. Section 3 contains the methodology of this paper, addressing the series taken into account, the methodology to get the predictions from the cognitive and mathematical models. Section 4 shows the comparison criteria and the confrontation between the results of the two modeling strategies. Finally, Section 5 has the conclusion of the paper.
Background
For the better presentation of the paper, this section introduces elicitation processes, time series, and ARIMA models. These topics will be described in the next subsections.
Elicitation processes
In elicitation processes, each expert can freely be considered as a source of information, inherently noise, to be decoded in some quantities during statistical modeling [24] . Under this reasoning, the process is dedicated to quantify the expert's opinions, considering not only his beliefs but also the underlying noise resulting from his human heuristics and biases. To reach this goal, fields as statistics, psychology, and computer science have worked together.
Elicitation process is a set of techniques and methods dedicated to eliciting knowledge, typically by some direct interaction with the expert [15] . The main goal of the process is to represent the expert opinions via probability distributions, allowing one to precisely measure uncertainty. The elicitation process looks for, through a set of steps, helping the expert to better express his uncertainty about his knowledge regarding some variable. This process is different from data mining because it involves the construction of information. This is a creative process and it is more complex than mining information from a set of data [25] . The right choice about the steps that will compound the elicitation process have direct influence over the final results of the elicitation, once the better the model fit to the problem the better the resulting model from the experts is [26] . To elicit expert's knowledge is a complex task once the knowledge comes from sources like randomness, cognition, and abstraction. This involves knowledge about knowledge what needs meta-cognition [27] .
Clemen and Reilly [12] divide the elicitation process into five steps: (i) the evaluation on the real needing of knowledge elicitation with the empirical confirmation about data scarcity, once elicitation process is an expensive process in terms of time; (ii) the selection of the experts about the problem of interest through objective criteria, e.g. tangible proofs regarding their knowledge [7] ; (iii) the training of the experts to the elicitation process; (iv) the study about the variables pertinent to the problem and their relation with the process;
(v) the elicitation of opinions from the selected experts; (vi) the synthesis, analysis, and report of the opinions from the elicitation process.
The training step is very import for all process because in this step the experts begin to understand the nuances underlying the elicitation process. Inside the training, there are two main components to evaluate and correct the experts' estimations: the calibration function and the scoring rules. In the context of elicitation, calibration can be defined as a model which adjusts the experts' opinions in relationship to the biases that they can present [7] . A mathematical approach of calibration is based on constructing the model in which the expert's answers are processed and then it can be analyzed the pattern of calibration the experts are using to formulate their judgments. In this sense, the analyst can intervene in the expert in order to soften the possible effects from the biases. Cooke [9] says that mathematical models of calibration give support to the analyst against inadequate heuristics used by the experts.
In mathematical terms, the calibration model is used to find the relation between the emitted probability (given by the expert) and its expected probability (estimated by the frequency of the occurrence) about a determined event. These Cognitive Models in Time Series Forecasting probabilities are represented by the acronyms EMP and EXP, respectively. For Any EMP in the interval [0, 1], the expert is calibrated when EMP = EXP. It means that for some determined set of events which the expert attributed a probability EMP, it is expected that the relative frequency of the occurrence associated to EMP get closer to EXP as the sample size grows. Figure 1 illustrates some possible calibration patterns that experts may show. Following the possible (mis)calibration patterns in the Figure 1 , the sub-prediction curve indicates that the expert is weakly self-confident in his opinions. This pattern indicates that the probabilities given by the expert are lesser than the relative frequency of the analyzed event, showing that the expert should be more self-confident in his judgments. The superprediction pattern indicates that the expert is being excessively self-confident. The attributed probabilities by the expert are higher than the real probabilities attributes to the events. This indicates that the expert should consider better his judgments. Sub-extremity is the pattern which the expert presents higher self-confidence when emitting probabilities under 40% (in this case) and low self-confidence when inferring about problems with probabilities higher than 40%. Super-extremity occurs when the expert has weak self-confidence when attribute probabilities lowers than 50% and strongly self-confident when emitting probabilities higher than 50%. All these patterns should be avoided because the expert is not being faithful to his real beliefs. The ideal pattern happens when EMP = EXP, where the expert attributes a probability consistent to his beliefs and adjust the probabilities on the occurrence of the event, indicating that the expert is calibrated.
The scoring rules are the mathematical formalism used to evaluate forecasters. The basic idea is to attribute a note to the expert from the comparison of the probability distribution which expresses his uncertainty and the correct answers of the question [9] . One of the most known scoring rules is the quadratic score (Q) introduced by Brier [28] . In this scoring rule, the experts are more rewarded as they can get more close to the real distribution of the variable. It means that the experts' opinion should be more similar possible with the relative frequency of each event. In another hand, if the expert is uncertain about some variable and far from the real distribution, the will be penalized in the evaluation. The Equation 1 presents the quadratic score formula. The vector p = (p 1 , p 2 , ..., p n ) is the probability distribution of the variable attributed by the expert. The correct answer is represented by the canonical vector d, where d i ∈ d assumes the value 1, indicating i as the position of the right answer in d, and the other values of d, d j =i , are equal to zero. The lower the Q value the more calibrated the expert is.
(1)
Time series prediction models
A time series is any set of observations about some phenomena organized for some time index of ordering. The main characteristic that differentiates a time series from a regular set of data is the usual chronological dependency that the data has among them. This characteristic allows elaborate models which can be possible to forecast, e.g. which would be the next value assumed by a specified time series [29] . A fundamental characteristic in the time series analysis is stationarity. It is an elementary attribute regarding the complexity of the process, influencing directly in the modeling of the time series. A process is stationary when the mean and variance do not vary on the time. Therefore, being y t a point in the time series, µ its mean, σ 2 its variance and γ its co-variance; the time series will be stationary if: E[y t ] = µ t = µ; (constant mean for any time t), its variance is constant represented by: E[(y t − µ) 2 ] = E[(y t+s − µ) 2 ] = σ 2 y , being s a constant, and the co-variance depends only on s and is described by: E[y t , y t+s ] = [(y t − µ)(y t+s − µ)] = γ (|s|) [16] . For time series that present tendencies or seasonality, there is no stationarity because this tendencies and seasonality will affect the value of the time series mean in different windows [30] .
The auto-regressive integrated moving average (ARIMA) is the statistical linear model to forecast times series formalized by Box and Jenkins [17] . This is one of the most commented models in the literature about time series forecasting. The ARIMA model is a combination of two models, the autoregressive (AR(p)) and the moving average (MA(q)), with an integration of d order. The architecture of the model is represented by ARIMA(p, d, q), in which:
• p is the number of auto-regressive terms (auto-regressive order);
• d is the number of differentiations need to establish stationary (integration order);
• q is the number of moving average terms (moving average order).
Cognitive Models in Time Series Forecasting
The autoregressive model (AR) to the interest variable is based on a linear combination of past values of the time series. Therefore the autoregressive model of order p can be defined by the Equation 2:
in which ε t represent a white noise term, φ i (i = 1, 2, ..., p) are the autoregressive parameters, and y t is the time series (at time t).
The moving average (MA) model instead to use past values of the series to generate a regression, uses the error of the previous predictions (or aleatory shock). The moving average model of order q can be defined by the Equation 3:
in which θ i (i = 1, 2, ..., q) are the parameters of the moving average model. Some series are non stationary, but present homogeneity behavior in their non stationarity. Because of this behavior it is necessary employ a number d of differentiations. Assuming d = 1, this differentiation is represented by the Equation 4:
in which y t is the derivation of the series, in a first approximation. Thus, ( y t ) = 2 y t is the second derivation and d y t is the d th derivation. A very important function to estimate the parameters to the ARIMA models is the autocorrelation function. The autocorrelation function uses the auto co-variance coefficients to generate a function that revels a correlation between any two values distant from each other by τ [17] . This function is defined by the Equation 5 :
Other function used to estimate the forecast models is the partial autocorrelation function. The partial autocorrelation function, between any two points of the series, is the correlation that remains if the impact of all the other points of the series be eliminated. Being φ k j the j th coefficient in an autoregressive function of order k [17] . In this way it is possible write the Yuli-Walker equations [17] based on the Equation 6:
with j = 1, 2, 3, ..., k. The partial autocorrelation function is defined as the last element of the parameter φ of order k, or φ kk .
Methodology
The methodology of this paper is a comparative study with a quantitative profile to evaluate the accuracy of cognitive models applied in time series forecasting for mathematical models. In the next subsections will be addressed the series used in this paper, how was gotten the estimation for the cognitive models and the mathematical models.
Time series cases
The series used in this paper came from the M3-Competition [31] . The M3-Competition is a competition for time series forecasting models. The M3-Competition gives a set of times series, saying only the points, chronological order, category and the correct values for the predictions. Thereby, many models are proposed to forecast time series and the M3-Competition statically analyzed them. For this comparison, 8 series were randomly selected 1 . These series are described in the Table 1 .
Cognitive models prediction
To elicit opinions from experts is usually a tough task [32] . Convert expert's opinions with biases through techniques of elicitation into data which will be used in the problem modeling is not easy. The use of software aims to make the process more accessible to the expert. Software promotes more interactivity, simplicity, and the possibility to evaluate the expert's behavior during the process [33] . The tool named Mesor Elicitor 2 is a package which contains some of the main phases of the elicitation of knowledge according to Clemen and Reilly [12] . This tool implements both of the main steps, training and elicitation. The application work through a set of steps that starts with the choice of the project until the syntheses of the results. Initially, it needs to create a new project and add all the associated questions to this new project, these questions will be related to the variables of interest. After registering the project, the system asks to register the set of experts that will compound the experiment. In the registering step, it will be provided information about the project that the expert is associated, the identification code, the methods of training and elicitation that will be used in this expert. After registering the expert, the training phase starts, with a specific number of questions, presented in a similar way that will be shown to the expert in the elicitation phase. The expert will have a feedback about his performance through the scoring rules, and the software can intervene in the expert if happens some pattern of miscalibration. After the training, the expert will be asked about a set of questions in the elicitation of the variable under study. Finally, the opinions of the expert will be synthesized and the tool Mesor Elicitor will show the results to the annalist. The flowchart presented in the Figure 2 shows the steps involved in the elicitation process on the Mesor Elicitor. In the elicitation step, dedicated to the cognitive forecasts, the expert should define the credible interval of the variable. In this specific example, the expert should estimate the minimum and maximum value that the series at a given moment. Using this estimation the expert is asked about his preference between the two intervals (minimum and mean: mean and maximum), and attribute a level of confidence to his choice between 50% e 100%, considering that 50% means an aleatory choice and 100% means maximum reliability in the expert's answer. This process of choosing intervals is interactively repeated until the expert do not show more interest for any interval. More details are given in [3] .
At every interaction, the Mesor Elicitor presents a graphic with the projection of the prediction from the expert for the time series, using the idea of graphics tools supported by authors as James et al. [34] . After each prediction, the software prints the point in the series and also include other values as maximum, minimum, mode, and mean for the expert can have a better idea about his prediction. This graphic has the purpose of facilitating the interaction of the expert with the tool. Figure 3 illustrates an example of a time series containing the predictions from the expert presented graphically with Mesor Elicitor Software.
Mathematical models for prediction
To have the mathematical time series forecasts from the ARIMA models, first, one can consider to get the autocorrelation and partial autocorrelation functions from the time series. With these two functions, it is possible to discover the signature of the most appropriate ARIMA model [17] . The series 1269 will be used as an example to illustrate the procedure adopted to estimate the autocorrelation and partial autocorrelation function. All the demonstrated procedures were made in Mat-Lab version 8.5.0. The Figure 4 shows the autocorrelation and partial autocorrelation function from the series.
Through a graphical analysis, the behavior of not soft decline in the autocorrelation function indicates that the time series has a stationary behavior. After analyzing the functions, it was estimated an ARIMA model (1,0,0) or AR(1) because the gradual decline in the autocorrelation function and the cutoff in the lag 1 in the partial autocorrelation function, typical behavior of the AR(1) model [17] . To confirm this model, it is used a pseudo-code presented in the MatLab documentation [35] that generates the values of BIC (Bayesian Information Criterion) [36] for some possible models in the time series. With this data it is possible to check which model better adjusts to the time series. In this way it is possible to evaluate that the approximation p = 1 and q = 0 is the most adequate to this time series. Defining the model it is possible use the pseudo-code and generate the predictions of the ARIMA models for the series. The Table 2 presents the approximation for the models using this procedure to the series on this paper.
Results
The experiment was based on comparing the cognitive model obtained through the elicitation of knowledge and the mathematical models obtained from the ARIMA estimation. In order to estimate the cognitive models, 33 individuals were interviewed. As this study is experimental, no individuals had previous knowledge about times series forecasting. Each interviewed was submitted to all the process of elicitation to get their estimates for the time series. The mathematical Table 2 . ARIMA models selected to the series based on their autocorrelation, partial autocorrelation functions, and related Baysian Information Criterion (BIC) coefficients
Serires N0236 N0290 N1037 N1268 N1269 N1459 N1708 N2355 ARIMA (1,1,1) (0,2,0) (1,1,1) (0,1,0) (1,0,0) (2,0,2) (2,1,2) (2,1,1) models were gotten in the MatLab.
Comparison metrics
There are some metrics to compare forecasting models. One of the most used metrics to check the accuracy of the forecast is the Mean Square Error (MSE) [37] . This measure is defined by: (7) in which N represents the number of observations in the time series, d j is the j th target value of the series in the point j and p j is the value of the prediction. The lesser the MSE the better the predictor. Other measure is the Mean Absolute Percentage Error (MAPE). This measure is the percentage forecasting error, defined by:
Like MSE measure, the smaller the value of MAPE the better the prediction is.
The metric Prediction of Change in Direction (POCID) is defined by;
in which:
is the correct estimates about the direction of the series. This metric evaluate the percentage of right decisions about increasing the series value or decreasing in relation to the series previous point. The greater the POCID (limited to 100) the better the predictor is.
Comparison models
A summary of the performance results is presented in Table 3 . From the 24 comparisons between the evaluated metrics for both cognitive and mathematical forecasting models, 3 had equal results in POCID metric. Among the metrics which present different results, the cognitive models had a superior performance in 11 out of 21 comparisons. In general, the results of the cognitive models are aligned with the ones from authors like Lawrence [38] . They affirm that models based on expert opinions are able to be used in forecasting exercises. However, as observed in the metrics for the series N1269 and N1708, the cognitive models do not have a good result. These series present a decreasing behavior and the series N1708 also present too much oscillation. It suggests that cognitive models can have a bias when forecasting a decreasing series and the oscillation influences in the forecast. The small number of points, in some of the series, contributed to the performance of the cognitive model and made difficult the use of mathematical models, such as artificial neural networks. The results showed the potential of elicitation of knowledge applied by software in time series forecasting, that can make opinions of regular students who do not have the domain in time series forecasting in the same level of a forecast from ARIMA models.
Conclusion
It is undeniable the importance of expert's opinion in problems in which empirical data are scarce, absent, or only partially relevant. The human mind is a complex processor and with a mathematical and computational help can lead to attractive results. However, it is important to emphasize that many factors bring noise to cognitive models. This factors can have many sources as biases from the expert or even be present in the knowledge from the expert. Nevertheless, it is clear that expert's opinions are practical resources for the modeling of many problems including time series. This paper used time series from real events in many areas. For this, the tendencies and seasonality of these series were more complex, making more difficult the prediction for both models. Also, the size of the series does not favor the use of more complex mathematical models. However, the comparison between the models was consistent and the results showed that the cognitive models had at least equivalent accuracy in comparison to the ARIMA models, even interviewing experts who did not have previous knowledge regarding time series forecasting. Those results highlight that expert's opinions can be used as forecasters for time series and highlight perspectives as the comparison of forecasts from mathematical models and cognitive models in other problems. 
