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Vibration is an efficient way of conveying information from a device to its user, and it is increasingly used for
wrist or finger-worn devices such as smart rings. Unexpected vibrations or sounds from the environment may
disrupt the perception of such information. Although disruptive effects have been systematically explored in
vision and audition, they have been less examined in the haptic domain. Here we briefly review the relevant
literature from HCI and psychology, distilling principles of when distraction is likely. We then investigate these
principles through four experiments, examining how the timing and modality of relatively rare or unexpected
stimuli (surprise distractors) affects the detection and recognition of vibrotactile target patterns. At short
distractor-target delays (< 350 ms), both auditory and vibrotactile surprise distractors impaired performance.
At a longer delay (1050 ms), performance was not affected overall, even being improved with repeated exposure
to the vibrotactile distractors. We discuss the importance of our findings in the context of HCI and cognitive
psychology, and we provide design guidelines for mitigating the effects of distraction on haptic devices.
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1 INTRODUCTION
Wearable devices can convey information to users via different sensory modalities. Visual and
auditory interfaces are already used on numerous devices, including smart watches, activity trackers,
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and headsets. Recently, there has been increased interest in further developing haptic interfaces,
i.e., those that use vibrations, pressure, or temperature as signals. Haptic information has several
advantages: it can be conveyed privately, in an eyes-free manner, and during physical activity [55].
Despite the increasing interest in haptic information transmission, the modality is far less studied
than its visual and auditory counterparts [17]. For example, the effects of brief distracting events
have been extensively characterized in the visual and auditory domains, yet haptic susceptibility
to such distraction remains poorly understood. To make the best use of the haptic modality, such
psychological features need to be characterized and then used to inform design.
From a psychological perspective, a sensory event or stimulus is distracting when it captures a
person’s attention to the detriment of other tasks [22]. For example, a ringing phone may transiently
disrupt reading a report. Note that such distraction requires neither perceptual confusion nor
masking; basic visual processing is unimpaired by a distracting sound, but attention is redirected
away from the visual task to deal with the distracting event or stimulus [15]. Impairment can occur
even if the person does not look away [3]. Of course, he or she often will.
In addition to intensity, several factors influence whether a stimulus is distracting. These include:
(1) Expectation. Relatively rare or unpredictable events capture attention [22, 38, 61, 67]. Al-
though alerts or notifications are meant to grab attention, there is a cost: The ongoing task
is disrupted, leading to slowing or errors [3, 15, 34, 52, 63]. In an information theory sense,
rare and unpredictable events are surprising [34, 45], and their effects are termed "surprise
capture". Accordingly, if rare events come to be expected, they become less surprising and
therefore less distracting.
(2) Relevance. Events that are relevant to the current task or to broader goals tend to capture
attention. For example, if one is waiting for a notification sound, similar sounds will grab
one’s attention. Such effects are termed "contingent capture", and they have also been shown
to disrupt ongoing tasks [25, 26].
(3) Modality. Attention can be captured across modalities (e.g. auditory alerts disrupting visual
processing), but distraction tends to be stronger within a given modality (e.g. auditory
distraction on an auditory task) [43].
(4) Timing. Distracting effects evolve over time. Indeed, brief distracting events (tens to hundreds
of ms) tend to produce powerful yet transient disruptions, which themselves last under a
second [3, 34, 43].
These distraction "principles" have been formulated primarily from auditory and visual experimen-
tation, but distracting events may affect haptic tasks in similar ways. Environmental sounds or
vibrations (e.g. the "phantom vibrations" of a mobile phone) could be disruptively distracting, as
could alerts or notifications that are intended to be helpful [22]. Such alerts can improve perfor-
mance on a variety of tasks [5, 12, 40, 46, 48, 62], but a poorly-timed or overly distracting alert may
disrupt processing of the very information to which it was intended to direct attention. Alerts in
each sensory domain–including auditory, visual, and haptic–will be experienced more frequently
as devices employing them becoming increasingly common.
In this study, we assess the effects of distracting stimuli on two vibrotactile tasks. Each task
involves either target detection or pattern discrimination on the fingers, as haptic sensitivity is
greatest there [14] and smart rings have been developed accordingly. Across four experiments,
we explore how these tasks can be disrupted by relatively rare "surprise" distractors, including
changes in distraction effects over successive presentations (Expectation, see list of factors above).
The surprise distractors are not relevant to the primary tasks themselves (Relevance), though they
have the same modality as the targets (vibrations) in two experiments and have a different modality
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(sounds) in two others (Modality). Finally, we explore the timecourse of distracting effects by
varying the time between the surprise distractors and targets (Timing).
Our experiments assess the potential importance of attentional capture effects on the detection
of vibrotactile information. As such, the study is novel and informative for basic psychology as
well as for interactions with haptic devices.
The contribution of this paper is three-fold. Specifically, it provides the following:
(1) A succinct review of psychological and HCI considerations for distracting events and bene-
ficial alerts. Our focus is on situations with haptic components, though the principles are
drawn from and generalize to other sensory modalities.
(2) An empirical investigation of the effects of surprise distraction on vibrotactile task perfor-
mance. Experiments 1A and 1B show that relatively unexpected vibrotactile and auditory
events can impair the detection of a target vibration’s location. Experiments 2A and 2B show
that these same stimuli harm vibrotactile pattern recognition. The effects of these distraction
effects change over time, with strong effects for several hundred milliseconds that then
diminish–potentially even becoming beneficial alerts after roughly a second.
(3) A set of design guidelines for avoiding the pitfalls of attentional capture effects on vibrotactile
tasks. We also discuss how smart ring systems could be engineered to present information at
ideal timings relative to other stimuli.
2 RELATEDWORK
The current study’s context includes prior studies in both HCI and Psychology. In the former,
haptic perception on the fingers, the development of smart rings, distraction caused by auditory
or vibrotactile stimuli, and facilatory crossmodal interactions all inform our work. For the latter,
the effects and control of attention, responses to unexpected stimuli (so-called oddball paradigms),
and attentional trade-offs that result in detection failures are most relevant to the present study.
Each of these topics is briefly reviewed below. To the best of our knowledge, no previous study in
either HCI or psychology has investigated the effects of distracting stimuli on vibrotactile target
detection, yet such effects have great relevance to both fields.
2.1 Notifications Presented to the Fingers
Our fingers are highly sensitive to haptic stimulation [14]. Spatial acuity (the minimum gap distance
between two vibrotactile actuators) is greatest on the fingertip, followed by the remainder of the
finger [30]. As such, smart rings have been developed to convey information to these sensitive
areas. A variety of haptic modalities could be used for smart ring notifications; Roumen et al. [55]
investigated five of them, finding that vibration was a promising candidate in terms of both reaction
time and accuracy. Smart rings also have the potential to convey rather complex, information-rich
stimuli. For example, the TactoRing [36] uses a small tactor to present spatiotemporal patterns,
which participants can discriminate well.
2.2 Distraction from Vibrotactile or Auditory Sources
To the best of our knowledge, the disruption of haptic tasks has not yet been studied in anHCI setting.
Conversely, distraction from haptic (especially vibrotactile) and auditory stimuli has been examined
in depth. For example, Zheng et al. [70] examined the attention-capturing effects of haptic actuators.
They found settings that would allow these actuators to alert a user with varying degrees of urgency,
from gently making aware to interrupting to demanding action. Such considerations have been
particularly important for vibrotactile notifications during critical tasks such as driving, where a
rare or unexpected vibration intended to inform can be problematically distracting instead [46].
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Sound can also interfere with haptic perception, both in the lab and applied settings. For ex-
ample, Qian et al. [54] investigated the effect of background noise on complex vibrotactile tacton
identification. They compared a controlled environment with fairly constant background noise to
an uncontrolled environment with higher unexpected variance in sound levels. In the uncontrolled
condition, the haptic recognition rate dropped from 74.3% to 62.8%. However, given the background
environment’s unpredictable and uncontrolled nature, it is not clear whether the effect was trig-
gered by a sudden loud noise (that is, a "surprise") or a general increase in sound. Indeed, auditory
noise can interfere with haptic tasks in other settings, as pink noise is frequently used to mask the
sound of vibration motors [1, 56].
2.3 Facilitatory Interactions Across Modalities
Haptic stimuli have also been used with the aim of improving performance on critical tasks [46].
Specifically, Stanley [62] compared unimodal (vibrotactile or auditory only) to bimodal (vibrotac-
tile+auditory) alerts that signaled another vehicle’s lane change in a driving simulator. Participants
were faster to react to vibrotactile-only stimuli. In another driving simulation study, a vibrotactile
warning signalled an otherwise unexpected braking event [40]. Such a warning decreased reaction
times to the event itself.
More generally, the tactile and auditory senses often interact in detection and learning. Hoggan
and Brewster proposed audio and tactile crossmodal icons for mobile devices [32]. Participants
learned a set of audio icons (earcons) or tactile icons (tactons). Participants trained in one modality
were able to still accurately discriminate the same set of icons in the other modality, suggesting
conceptual and sensory connections across the modalities. Similarly, Hoggan et al. [33] showed
that crossmodal congruence was an important determinant of perceived quality of auditory or
tactile feedback for visual widgets.
2.4 Attention’s Effects and Control
Attention is the means by which we manage multiple sensory inputs, selecting and enhancing
some while ignoring or suppressing others. Although often under voluntary control, attention
can also be directed to a location, time, or item by an environmental stimulus [22]. The stimulus
itself may benefit from this involuntary capture of attention, as it is then detected, evaluated, or
responded to more quickly or accurately. Alternatively, the environmental stimulus may serve as a
cue for another item. Visual, auditory, and haptic cues lead to better response accuracy and speed
for subsequently presented targets. These benefits have been found for a variety of lab-based and
applied tasks, both within and across modalities [5, 11, 12, 22, 48]. Importantly, involuntary cueing
effects emerge quickly, within a few hundred milliseconds of cue onset. They usually dissipate
quickly as well.
2.5 Oddball Experiments
A common approach to studying involuntary attentional control is the oddball paradigm, of which
there are visual, auditory, haptic, and crossmodal versions [38, 61, 67]. In a typical haptic version of
the experiement, vibrotactile stimuli (vibrations) are presented serially at a rate of approximately
one per second. The majority (80-90%) of these stimuli are identical standards, while the remaining
ones are targets that require a response and/or novel stimuli that should be ignored. The key finding
is that these relatively rare stimuli evoke a characteristic electrophysiological response, the P300,
which includes a component sensitive to novelty [45]. The novelty P300’s magnitude is inversely
related to stimulus rarity and the degree of expectation, and it rapidly habituates, becoming smaller
after repeated presentations [67]. As such, the novelty P300 is thought to index "surprise"–in both
the phenominological and information theory senses–and an attentional reorienting response
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towards it [45]. The P300 has also been used in brain-computer interfaces [20], including those
involving rare tactile stimuli [10].
2.6 Attentional Trade-Offs
Attention is usually studied for its benefits on performance, but attention also has a "dark side":
Unattended events frequently go unnoticed [15]. For example, detecting a target item in a stream
of irrelevant items ( 100 ms per stimulus) severely impairs detection of a second target [21]. This
phenomenon, termed the attentional blink, has been found in tactile [19, 31] and cross-modal (e.g.,
visual and tactile [60]) paradigms in addition to its original visual form. More generally, multiple
tactile stimuli interfere with one another across both space (fingers) and time due to competition
for limited attentional resources [17]. Another example is found in the inattentional numbness
phenomenon. When one is paying attention to a demanding visual or tactile task, a strong but
unexpected vibrotactile stimulus is often not detected [49, 50].
Attention’s "dark side" can also be evidenced when it is controlled involuntarily. For example, in
Surprise-induced Blindness, a rare and unexpected event (akin to an "oddball"; see above) captures
attention to the detriment of subsequent target detection [3, 34]. These effects are strongest
around 300-400 ms, and they dissipate after only a few trials. Auditory attentional capture also
induces detection costs [63], with a comparable timecourse but a much longer-lasting effect across
trials. Such distraction also operates across modalities, including the disruption caused by novel
vibrotactile stimuli[43, 52].
In addition, rare and unexpected stimuli that share a critical feature (e.g. color or vibrational
intensity) with the target can also capture attention. Such contingent capture can cause target
detection failures as well [25, 26]. Given these various attentional capture effects, we designed
our present experiments to test for vibrotactile task disruptions caused by relatively rare and
unexpected vibrotactile or auditory stimuli.
3 EXPERIMENTS 1A AND 1B: EFFECTS OF DISTRACTION ON VIBROTACTILE
LOCATION DETECTION
In this first pair of experiments, we sought to understand how a relatively rare and unexpected
stimulus (the surprise distractor) would affect the detection of a specific vibrotactile target presented
on one of four fingers. We expected that the surprise distractor would have detrimental effects on
target detection due to attentional capture [43, 52, 67]. These effects could reduce (habituate) with
repeated presentations as the surprise distractor became more familiar. Indeed, a surprise distractor
could even have facilitatory effects if participants learned that it acts as a temporal cue, predicting
target onset [46, 52].
We designed our task to represent a challenging perceptual scenario. Target detection was made
difficult through the choice of stimuli, which were short pulses on different fingers without an
intervening pause [17, 31]. In Experiment 1A, we used a brief, wrist-based vibration as the Surprise
distractor. In Experiment 1B, we used a sound. Otherwise, the experiments contained virtually
identical apparati, procedures, tasks, and stimuli.
3.1 Common Apparatus
An adjustable ring-like device was attached to the middle phalanx of each finger of the dominant
hand (excluding the thumb). Using the middle phalanx allowed for more spatial separation between
the devices, and the middle and proximal phalanges have similar sensitivity [65]. (Nevertheless, note
that we used the proximal phalanx, a more natural location for smart ring placement, in Experiment
2.) Each device contained a small, coin-type vibration motor. In Experiment 1A, an additional motor
was attached to the wrist (Figure 1). All motors were attached to the same hand because same-hand
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Fig. 1. Apparatus used in Experiment 1A, with four motors on the fingers and one on the wrist. In Experiment
1B, the wrist motor was not attached.
interference is better characterized in the tactile literature [17, 31], andwe sought to test for potential
interference. Each vibration motor had a typical operating amplitude of 1.3 G (Precision Microdrives
310-103; data sheet available at https://www.precisionmicrodrives.com/product/datasheet/310-103-
10mm-vibration-motor-3mm-type-datasheet.pdf). The motors were controlled by an Arduino Uno
microcontroller. As the Arduino provided 5 V with a maximum current of 40 mA, the motors were
driven outside their rated typical values of 3 V and 58 mA. We therefore tested the motors with our
setup to record their frequencies and relative amplitudes for each experiment (see the Common
Task and Stimuli sections for both Experiment 1 and Experiment 2).
The Arduino Uno itself was controlled by a 2013 iMac running our Python-based experimental
software. Participant responses were recorded through a standard USB keyboard. Participants
rested the fingers of their dominant hand on four response keys (index finger on F, middle finger
on G, ring finger on H, and small finger on J; reversed for left handers). This setup meant that
participants indicated the target vibration location by using the stimulated finger itself, thereby
reducing confusion; the raised bumps on the F and J keys helped participants keep their hands
on the appropriate set of keys (see additional notes on this design choice in the Experiment 1B
introduction below). The response hand was covered by a box so that motor vibration was not
visible. Participants also wore Sony MDR-ZX110 over-ear headphones connected to the computer’s
3.5mm headphone jack. Participants were told that the purpose of the headphones was to block
the noise of the vibrating motors, which was one of their primary functions. No sound was played
through the headphones, save the auditory surprise distractors in Experiment 1B.
3.2 Common Procedure
Before the experiment began, participants were briefed on the task and provided informed consent.
The consent procedure and protocols for all four reported experiments were approved by the
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local IRB. After wearing the apparatus, each participant was trained in its use. The experimenter
generated a stimulus and then asked the participant to identify on which finger the target was
presented. The experiment was divided into 7 blocks, each with 24 trials. The first block was for
practice and contained no surprise stimuli. In each of the 6 subsequent blocks, 4 trials (16.67% of
the total) contained an unexpected alert (surprise stimulus). The rarity of the surprise, as well as its
timing relative to the target, was chosen based on previous literature [3, 25, 34, 63, 67]. Participants
were encouraged to take breaks between blocks and completed the experiment in approximately
30 minutes. Participants were compensated with either payment (3.7 USD) or optional research
participation credit for a psychology course.
3.3 Common Task and Stimuli
Participants rested the fingers of their dominant hand on the four response keys. They then initiated
each trial by pressing the keyboard’s space key. A sequence of eight 200 ms vibrational pulses
followed. The location (finger) of each pulse was random, with the restriction that a finger would
not receive two sequential pulses. One of the eight pulses (the target, item 3-7 in the sequence) was
driven with a pulse width modulation (PWM) value of 100%, whereas the other pulses were driven
at PWM 40%. Stimulus measurements confirmed that the relative vibration amplitudes were roughly
as intended, with 40% PWM stimulus amplitude approximately 35% of the 100% PWM stimuli. The
100% PWM stimuli (targets and surprise distractors) vibrated at approximately 130 Hz, a frequency
at which the motor would produce minimal bone conductance or direct auditory perception [47].
The 40% PWM stimuli vibrated at approximately 40 Hz. Although bone conductance is more likely
at this frequency, neither the target’s location nor occurence would be revealed by such stimuli. We
selected the PWM settings and vibration durations following pilot sessions, choosing values that
provided a challenging yet feasible task. Participants indicated the location (finger) of each trial’s
target vibration using the stimulated finger itself. When present, the surprise distractor began 350
milliseconds before the target vibration. At least two trials without a surprise distractor (target-only
trials) occurred between any two trials with a surprise distractor (labelled as "surprise trials").
3.4 Common Design
A 4 × 2 within-subject design was used with three independent variables, including a continuous
one: Trial Type {Target Only, Surprise}, Finger { Index, Middle, Ring, Pinky}, and Session Time {trial
position within the session}. For visualization puposes, we binned Session Time into three periods
(Early: Blocks 2 and 3, Middle: Blocks 4 and 5, Late: Blocks 6 and 7). Trial Type and Finger were
fully crossed and randomized within each Block. As such, each participant experienced 4 fingers ×
[1 (training block) + 6 (test blocks)] × 6 repetitions = 168 trials, including 24 trials with a surprise
distractor. Our dependent variable was accuracy. A trial’s response was considered successful if the
participant was able to correctly identify on which finger the target vibration occurred.
3.5 Common Analytical Approach
Data preparation, statistical analysis, and visualizations were all implemented in RStudio version
1.0.136 (R Foundation for Statistical Computing) running R version 3.2.4. For descriptive statistics, we
report marginal means and standard deviations or standard errors of the mean. Before calculating
descriptive and inferential statistics for the sample, we removed participants whose detection
performance in target-only trials was not reliably above chance performance, a procedure used in
similar studies [49–51]. We reasoned that we could not assess the effects of surprise distractors on
performance from such individuals. Data from participants whose performance was below 40%
correct detection on any finger were removed from the sample. Given that targets were delivered to
each finger in 36 target-only trials per participant, the 40% cutoff identifies performance significantly
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above chance (25%) based on proportion tests. Furthermore, we examined the pattern of errant
responses to ensure that low participant performance was not due to swapped motor positions
(experimenter error) or consistent perceptual or response biases (e.g. consistently reporting index
finger stimulation as middle finger stimulation). We found only one such case, which is described
in Experiment 1B.
Given each trial’s binary detection outcome, we constructed generalized linear mixed-effect
models for our primary analyses. The factors were Trial Type (2 levels; surprise trial or target-
only trial), Session Time (continuous), and Finger (4 levels, one per finger location of the target).
By-subject random slopes and intercepts for the categorical factors (Trial Type and Finger) were
included in the error terms [7]. The resulting logistic regression models were fit using glmer() in the
lme4 package (version 1.1-17) [8]. They were then assessed using the Anova() function in the car
package (version 3.0-2), which generates tables of Type II Wald chi-squared tests [27]. Follow-up
pairwise tests were conducted on the estimated marginal means using emmeans() in the emmeans
package (version 1.3.1). In addition, we conducted a secondary analysis on the types of errors made,
either those to an adjacent finger (near) or another finger (far). As the dependent measure for this
analysis was response rate (continuous), we constructed linear mixed-effect models with factors of
Trial Type and Error Distance (near or far). The models were fit using lmer() in the lme4 package. To
control for multiple comparisons, false discovery rate (FDR) correction was applied to all p-values
in the study [9].
4 EXPERIMENT 1A: EFFECTS OF VIBROTACTILE SURPRISE DISTRACTORS ON
TARGET DETECTION
In the first experiment, the relatively rare and unexpected stimulus (the surprise distractor) was
a single 200 millisecond vibration (100% PWM) presented on the back of the wrist, mimicing the
placement of a smartwatch. The surprise distractor had the same duration as all other vibration
pulses, as well as the same intensity as the target vibration. The apparatus, procedure, task, stimuli,
and design were described above.
4.1 Participants
Forty-two participants (27 female, 39 right-handed), aged 18-32 (M = 22.6) took part in the
experiment. Owing to apparatus failures or experimenter error, the data from 10 participants could
not be used. In addition, eight participants were excluded for failing to achieve at least 40% target
detection for each finger. The final sample included 24 participants × 168 trials = 4,032 trials,
including 576 with a surprise distractor.
4.2 Results
After the data from Block 1 (practice) had been discarded, we visualized the results in Figure 2.
Trial Type. Although target detection performance was high, unexpected wrist vibrations sub-
stantially impaired performance (main effect of Trial Type: χ 2(1) = 59.8,p < .001). Participants
successfully detected the target more often without the Surprise distractor (M = 84.7%) than with
it (M = 71.4%).
Session Time. Performance also improved over time (main effect of Session Time: χ 2(1) = 11.9,p =
.001). Performance on target-only trials rose from 82.7% during the early part of the experiment to
86.1% during the late part, whereas accuracy rose from 63.5% to 75.5% for surprise trials.
Finger. We found a significant main effect of Finger on accuracy (χ 2(3) = 25.6,p < .001).
To better understand this effect, we constructed confusion matrices (Figure 3), which revealed
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Fig. 2. Recognition rate for Experiment 1A. Error bars represent the standard error of the mean. Each value
for time during session represents two blocks, the training block is not counted.
participants’ error types. Most errors involved spatial confusion, in which the finger adjacent to
the target location was selected ("near" errors). Note that if errors were random, one would expect
an approximately equal frequency of "near" and "far" errors; six cells of the error matrix contribute
to each error type. A follow-up linear mixed-effects model (see above) revealed significant main
effects of both Trial Type (χ 2(1) = 42.8,p < .001) and Error Distance (χ 2(1) = 24.9,p < .001), with
no significant interaction (χ 2(1) = 0.002,p = .98). The presence of a surprise distractor increased
both types of errors by approximately the same amount. Near errors increased from 11.7% to 19.3%,
whereas far errors increased from 3.5% to 9.4%. These results indicate that the surprise distractors
primarily induced more random guessing, not increased spatial confusion. We suggest that during
most surprise trials, the target was missed completely, not merely degraded [2, 58].
Interactions. We found a significant Trial Type × Finger interaction (χ 2(1) = 12.8,p = .010).
During target-only trials, participants were more accurate with their index (M = 88.8%) and middle
finger (M = 92.6%) as compared to their ring (M = 79.9%) and pinky (M = 77.6%). Post-hoc
pairwise tests confirmed these performance scores were significantly different from one another
(p < .003), save ring versus pinky (p = .28). Performance was also significantly different across
finger pairs during surprise trials (all p < .01), save index versus ring (p = .87). Detection problems
were particularly acute on the pinky (M = 48.6%), with 33.3% of targets delivered to it reported as
ring finger stimulation. Finally, significant impairments due to the surprise distractors were found
on all fingers (p < .035), with the exception of the middle one (p = .49). The middle finger received
more responses overall during surprise trials, so response bias could account for the null effect. No
other interactions were significant (Trial Type × Session Time: χ 2(1) = 2.45,p = .17; Session Time
× Finger: χ 2(3) = 5.59,p = .19; Trial Type × Session Time × Finger: χ 2(3) = 5.90,p = .17).
ACM Trans. Comput.-Hum. Interact., Vol. 1, No. 1, Article 1. Publication date: January 2020.
1:10 Asplund et al.
Fig. 3. Confusion matrices for Experiment 1A. Stimuli are columns, responses rows. Accuracy is in %. The
∑
4
column shows how frequently each response was chosen. Equally distributed answers have a value of 25.
Higher values suggests that this answer is chosen more often. Finger 2 is index finger, 3 is middle finger, 4 is
ring, 5 is pinky.
4.3 Discussion
Our results suggest that unexpected vibrotactile stimuli have an impact on user’s ability to perform
the task, with an average decrease in accuracy of 13.3 percentage points. Importantly, this deficit
is fairly consistent over time, with a 10.6 points effect still present late in the session. Moreover,
despite repeated exposure to the surprise distractor and its consistent prediction of the target’s
arrival, participants did not use the alert to improve their performance. Our experiment also
highlights perception differences between the fingers, as we observed an effect of Finger on accuracy.
Performance on the index and middle finger was consistently better, even during surprise stimulus
presentation. In contrast, target detection on the pinky began lower during target-only trials (77.6%)
and was further reduced during surprise trials (48.6%). Although the overall performance differences
across the fingers are clear, the additional deficits caused by surprise distraction are more difficult
to interpret. We consider these ideas further in the General Discussion.
5 EXPERIMENT 1B: EFFECTS OF AUDITORY SURPRISE DISTRACTORS ON TARGET
DETECTION
In Experiment 1A, we showed that a relatively rare and unexpected vibrotactile stimulus could
disrupt target detection, even though the surprise distractor was separately both spatially and
temporally from the target. The shared modality (as well as shared features) of the target and
surprise distractor may have rendered participants unable to ignore the surprise distractor. To
investigate whether disruption could occur even across modalities, we investigated the effects of
unexpected auditory distractors on vibrotactile target detection. Such distraction is ecologically
relevant, as we are bombarded with both relevant and irrelevant noises in our daily life, ranging
from conversations to chirping birds to device notifications.
For Experiment 1B, we used a set of such sounds that have been shown to cause distraction to the
detriment of auditory task performance [51]. These sounds included spoken letters, environmental
noises, and synthetically produced pitches. Each sound was used as a surprise distractor in a given
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surprise trial, with the sound presented through headphones 350 milliseconds before the target
vibration. For each surprise trial, the surprise distractor was randomly drawn from the set of 80
sounds. Changing the surprise distractor has been found to increase the longevity of the auditory
effects across successive surprise trials (Surprise-induced Deafness), with few apparent differences
in the effects across the various sound types [51]. All sounds were compressed to 110 milliseconds
and normalized to ensure a comparable energy profile [24]. Stimulus measurements confirmed the
roughly equal volumes, which ranged between 60 and 70 dB [51, 59]. The apparatus, procedure,
task, stimuli, and design were otherwise as described above.
Second, the first six participants in the sample responded with their non-dominant hand, while
their dominant hand received the vibrotactile stimulation. Although instructed to respond with the
corresponding finger (e.g. left index for right index stimulation), we found that 3 of 6 participants
had consistently reversed their mappings (based both on data analysis and participant reports).
These individuals had instead responded with corresponding spatial positions (e.g. left pinky, the
rightmost finger of the left hand, for right index stimulation). To ensure more consistent performace
with reduced input errors, we adjusted the procedures so that the dominant hand was used for both
stimulation and response. As baseline task performance (after correction, when applicable) for these
first six participants was qualitatively similar to the remainder of the sample, we included them
in the final sample. Their inclusion or exclusion did not affect the final results or our conclusions.
Finally, as Experiment 1A’s data collection actually started slightly after Experiment 1B’s began,
we could use the improved procedure throughout.
5.1 Participants
Twenty-seven participants (16 female, 25 right-handed), aged 18-29 (M = 21.5) took part in this
experiment. The finger-bands for one left-handed participant were errantly reversed; the data from
this participant were included after correction. Seven participants were excluded from the final
sample for failing to achieve at least 40% target detection on one or more fingers, performance
that was due neither to errant motor placement nor consistent perceptual biases. The final sample
included 20 partipants × 168 trials = 3,360 trials, including 480 with a surprise stimulus.
5.2 Results
After the data from Block 1 (practice) had been discarded, we visualized the results in Figure 4.
Trial Type. Target detection performance during target-only trials was high (M = 86.3%), and
surprise distractors impaired performance (M = 81.5%). The impairment was numerically slight,
albeit still significant (main effect of Trial Type: χ 2(1) = 9.51,p = .004).
Session Time. Performance did not significantly vary across the session (main effect of Session
Time: χ 2(1) = 1.10,p = .37).
Finger. Performance did not significantly vary across fingers (main effect of Finger: χ 2(3) =
6.25,p = .16). Averaged across all trials (target-only and surprise), performance ranged from 90.5%
for the index to 79.9% for the pinky. Individual finger performance is reported in Figure 5. Consistent
with Expt. 1A, most errors involved spatial confusion ("near" errors). A follow-up linear mixed-
effects model (see above) revealed significant main effects of both Trial Type (χ 2(1) = 7.99,p = .009)
and Error Distance (χ 2(1) = 5.99,p = .026), with no significant interaction (χ 2(1) = 0.00,p = .99).
As before, the presence of a surprise distractor increased both types of errors. Near errors increased
from 9.8% to 13.1%, whereas far errors increased from 3.9% to 5.4%.
Interactions. We did not find any significant interactions in this experiment (all p > .23).
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Fig. 4. Recognition rate for Experiment 1B. Error bars represent the standard error of the mean. Each value
for time during the session represents two blocks.
Fig. 5. Confusion matrices for Experiment 1B. Stimuli are columns, responses rows. Accuracy is reported as a
percentage. Finger 2 is index finger, 3 is middle finger, 4 is ring, 5 is pinky.
5.3 Discussion
Experiment 1B. Our auditory surprise distractors impaired performance, with a small but statis-
tically significant loss of accuracy (4.9 percentage points) that appeared to be stable across time.
Performance differences across individual fingers showed a pattern similar to Experiment 1A,
though neither these differences nor the interaction with Trial Type were significant. Although
these null results could reflect a true absence of such effects, they could represent a lack of power
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for detecting more small-to-moderate differences. We consider this issue further in the General
Discussion.
Experiment 1B contained two other limitations worth noting, and we addressed each in the
design for Experiment 2B. First, a different surprise distractor was used for each trial, which may
have contributed to the persistent target detection deficit. Second, in subsequent testing for a
different study with a similar apparatus, we found that participants reported that a vibrotactile and
an auditory stimulus began simultaneously when the software command to the vibration motor
was issued approximately 33 ms before its command to play a pure tone sound. This small timing
error likely reflects both different hardware latencies and perceptual factors. Regardless, we still
observed a target detection deficit, though its magnitude relative to Experiment 1A’s may reflect
differences other than modality alone.
Despite these limitations, the primary conclusion of the experiment is clear: Unexpected sounds
can disrupt vibrotactile target detection. To avoid the deleterious effects of auditory surprise
distraction, one could design vibrotactile systems that also detect sounds. The pattern’s presentation
could then be delayed in the presence of a potentially distracting sound; this strategy would increase
accuracy at the cost of time. We further discuss this possibilty for system design in the General
Discussion.
Experiments 1A and 1B. Our first pair of experiments shows that a surprise distractor, a relatively
rare and unexpected stimulus, can impair participants’ ability to identify a subsequent target. This
effect was found for both vibrotactile and auditory surprise distractors. Although the vibrotactile
surprise distractor was separated both spatially and temporally from the target, their shared
modality likely contributed to the larger surprise-related impairment [19, 31, 60]. Participants may
also have unwittingly shifted their attentional focus to the wrist because the surprise’s features
(a relatively strong vibration) matched the target’s, thereby leading to contingent attentional
capture [25, 26]. Finally, the effect’s persistence throughout each session suggests that participants
do not–and perhaps cannot–ignore the surprises or use them as predictive cues of the target’s
imminent arrival.
Our experiments also show that vibrotactile target detection performance may differ across
fingers. Previous work suggests that spatial acuity and force detection is better on the index and
middle fingers [39, 57, 64], which is consistent with the findings reported here. In addition, surprise
distractors may affect detection across the fingers differently, with large effects on the pinky and
more moderate effects on the index and middle fingers. Such differences, however, may simply
reflect baseline performance differences across the fingers. Regardless, we suggest using the index
and middle fingers for smart ring notification delivery.
These initial experiments also contained limitations, which we addressed in Experiments 2A and
2B. First, although pilot tests indicated that the headphones effectively blocked the sounds from the
vibration motors, it is possible that they did not completely block such sounds for all participants.
That said, it is unlikely that these soundswere the primary cause of the observed deficits. Unexpected
vibrotactile distractors (Experiment 1A) caused worse target detection performance as compared to
auditory distractors (Experiment 1B), despite the latter’s greater volume. In Experiment 2, white
noise was presented through the headphones. Second, in Experiment 1, the durations of the surprise
distractors differed across the modalities, and auditory surprise distractors varied while only one
vibrotactile surprise distractor was used. These differences were removed in Experiment 2, yet it
is still challenging to draw strong conclusions about the relative magnitudes (and importance) of
vibrotactile and auditory surprise distraction on target detection. Nevertheless, the presence of
both types of deficits is important, as is their relative magnitude for addressing potential confounds
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(e.g. noise from the vibration motors). We further discuss comparisons across modalities in the
Limitations section following the General Discussions.
In addition to addressing these limitations, the aim of Experiment 2 was to use a more HCI-
relevant experimental design to explore the timing between the surprise distractor and its target.
Characterizing this timing relationship is important for understanding the surprise distraction
effects, as well as for designing systems that mitigate problematic attentional capture deficits,
perhaps while also using alerting notifications effectively.
6 EXPERIMENTS 2A AND 2B: EFFECTS OF SURPRISE DISTRACTORS ON
VIBROTACTILE PATTERN RECOGNITION
In this second pair of experiments, we investigated how different timings between the surprise
distractor and target affect vibrotactile pattern discrimination. To increase our study’s relevance to
real-world device design, we also used a different apparatus and set of target vibrations inspired
by relevant HCI work [1, 37, 56, 68, 69]. The apparatus was a single motor worn on the index
finger, positioned similarly to a smart ring on the proximal phalanx [36, 55]. The task itself required
participants to identify a target pattern (1 of 4). It therefore mimicked an actual notification system.
Experiments 2A (vibrotactile surprise distractor) and 2B (auditory surprise distractor) shared many
procedural, task, design, and analysis components, which we describe below.
6.1 Common Apparatus
A 5V vibration motor in an adjustable ring-like device, similar to those used in Experiment 1,
was attached to the proximal phalanx of the index finger of each participant’s dominant hand. In
Experiment 2A, an additional motor was attached to the wrist (Figure 6-B). Experiment 1’s 2013
iMac, keyboard, headphones, and Arduino Uno microcontroller (driving the motors) were used in
Experiment 2. The experiment itself was coded in PsychoPy2 v1.83.03 [53].
6.2 Common Procedure
Before the experiment began, participants were briefed on the task and provided informed consent.
They then wore the apparatus and familiarized themselves with the four vibration patterns. Subse-
quently, they were trained on sequences of 8 target-only trials, which were repeated until accuracy
reached 75%. After training, participants completed 2 blocks of 84 trials each. Each block contained
12 surprise trials (14.29% of the total), with 4 surprises per SOA (stimulus onset asynchrony; SOA is
the time between the onset of the surprise distractor and the onset of the target). During each trial,
white noise was played through the headphones (64 dB) as an additional control for any sound
generated by the motors. Participants completed the experiment in approximately 30 minutes. They
were compensated with either payment (3.7 USD) or optional research participation credit for a
psychology course.
6.3 Common Task and Stimuli
Participants initiated each trial by pressing the keyboard’s space key. A white fixation cross was
then presented in the center of the screen for a variable time beteween 1500 and 3000 milliseconds.
The target vibration pattern then followed. Each 366 millisecond target pattern consisted of two
pulses (PWM value of 100%), each either short (66 milliseconds) or long (150 milliseconds). Stimulus
measurements showed that each stimulus had a vibration frequency of approximately 110-130
Hz, and their durations were slightly shorter than the Arduino’s driving signals. Driving signals
and stimulus recordings for the four combinations (long-long, long-short, short-long, and short-
short) are shown in Figure 6-A. Participants were next prompted to choose the response key that
corresponded to the target pattern; the prompt was a diagram of these mappings (see Figure 6-C).
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Fig. 6. (A) Vibration patterns used in Experiment 2. The waveforms were recorded with a microphone placed
near the suspended vibration motor. Areas shaded in light blue represent the time periods when power was
supplied to the vibration motor. (B) Apparatus used in Experiment 2. In Experiment 2B, the wrist motor was
not attached. (C) Participants made responses after discriminating 4-alternative forced choices (LL, SL, LS, or
SS) using ’j’, ’h’, ’g’, or ’f’ keys respectively. Illustration for a right-handed participants inputting answers
with their non-dominant hand.
During surprise trials, the suprise distractor began either 117, 350, or 1050 milliseconds before the
target vibration. These onset delays were referred to as SOA (stimulus onset asynchrony) values.
At least two trials without a surprise distractor occurred between any two surprise trials.
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6.4 Common Design
A 4 × 4 within-subject design was used with three independent variables, including a continuous
one: Trial Type { No Surprise, 117 ms SOA, 350 ms SOA, 1050 ms SOA }, Pattern { Long-Long (LL),
Long-Short (LS), Short-Long (SL), Short-Short (SS) }, and Session Time {trial position within the session}.
For visualization puposes, we binned Session Time into three periods (Early: first 56 trials, Middle:
next 56 trials, Late: last 56 trials), comparable to the binning for Experiment 1. Trial Type and
Pattern were fully crossed and randomized within each Block. As such, each participant experienced
4 fingers × 2 blocks × 21 repetitions = 168 trials, including 24 trials with a surprise distractor, with
8 per SOA. Our dependent variable was accuracy, i.e. correct identification of the target vibration
pattern.
6.5 Common Analytical Approach
Similar to Experiment 1, we first excluded data from participants who failed to reach 40/Follow-up
pairwise tests were conducted on the estimated marginal means using emmeans() in the emmeans
package (version 1.3.1). In addition, the emtrends() function was used to assess differences in slopes
for the continuous Session Time factor.
7 EXPERIMENT 2A: EFFECTS OF VIBROTACTILE SURPRISE DISTRACTORS ON
TARGET PATTERN RECOGNITION
In this experiment, the surprise distractor was a 117 ms vibrational pulse (100% PWM) of the wrist
motor. The apparatus, procedure, task, stimuli, and design were described above.
7.1 Participants
Forty-three participants (21 female, 39 right-handed), aged 18-27 (M = 21.7) took part in the
experiment. Data from 4 participants were excluded from the final sample due to procedural errors,
whereas data from 3 participants were excluded because performance was not at least 40% for each
pattern during target-only trials. The final sample thus included 36 participants × 168 trials = 6,048
trials, including 864 with a surprise distractor.
7.2 Results
The results are summarized in Figure 7.
Trial Type. There was a significant main effect of Trial Type (χ 2(3) = 241,p < .001). Indeed,
the surprise distractor effects were considerable: Compared to the high baseline performance
in No Surprise (target-only) trials (M = 87.0%), performance in the 117 ms SOA surprise trials
was 40.8 percentage points lower (M = 46.2%), and performance in the 350 ms SOA surprise
trials was 21.0 percentage points lower (M = 66.0%). Post-hoc tests showed that each of these
conditions was significantly different from the other, and the three different SOA conditions were
also significantly different from one another (all p < .001). In contrast, the 1050 ms SOA surprise
trials had performance that was not significantly different from the No Surprise trials (p = .28).
Session Time. We also found a significant main effect of Session Time (χ 2(1) = 54.6,p < .001) on
accuracy. Performance gradually increased across the session.
Pattern. There was a significant main effect of Pattern (χ 2(3) = 47.4,p < .001). Post-hoc compar-
isons were all significant (p < .002) except SL vs. SS (p = .19). Individual pattern performance is
reported in Figure 8.
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Fig. 7. Recognition rate for Experiment 2A for No Surprise (target-only) trials (black dotted line), and for
Surprise trials at each SOA value. Error bars represent the standard error of the mean.
Interactions. We found a significant interaction of Trial Type × Session Time (χ 2(3) = 17.6,p =
.001). Pairwise tests of each Session Time slope by Trial Type condition revealed a difference between
the 117 ms SOA and No Surprise conditions that did not reach statistical significance (p = .083) and
a difference between the 1050 ms SOA and No Surprise conditions that was statistically significant
(p < .001). Performance improved faster for the surprise trials than the target-only ones. For
the 1050 ms SOA condition, the initial deficit actually became a significant 6.4 percentage points
benefit by the final third of the session (Wilcoxon signed ranks tests on effect in early and late
bins, p < .05). Finally, the interaction of Trial Type × Pattern did not reach statistical significance
(χ 2(9) = 16.6,p = .086). As Figure 8 shows, the surprise distractor effects were grossly consistent
across the vibration pattern targets.
7.3 Discussion
Foremost, the results show that surprise distractors greatly affect performance, but the timing
of these surprise distractors is crucial to their effects. For the two shortest SOA values, accuracy
was a considerable 40.8 percentage points (117 ms SOA) or 21.0 percentage points (350 ms SOA)
lower than the target-only (No Surprise) trials baseline. In contrast, the surprise effects for the
1050 ms SOA were no different from baseline, and these effects changed from a significant deficit
to a significant benefit across the session. Note that this increase in performance was on top of a
general improvement in task accuracy across the session.
Examination of the confusionmatrices revealed additional findings of note. Foremost, participants
tended to report the second pulse as long. Consequently, discrimination was higher for the LL and
SL patterns regardless of condition. The pattern of errors (misidentifications) reflected the same
tendency: Errant reports of a long second pulse were about three times as frequent as errant reports
of a short second pulse for each condition (target-only: 2.9, 117 ms: 3.1, 350 ms 2.9, 1050 ms: 3.0).
This bias may represent a mixture of perceptual and mechanical effects. Regardless, target-only
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Fig. 8. Confusion matrices for Experiment 2A. Stimuli are columns, responses rows. Accuracy is in %. The
∑
4
column shows how frequently each response was chosen. Equally distributed answers have a value of 25.
Higher values suggests that this answer is chosen more often. Finger 2 is index finger, 3 is middle finger, 4 is
ring, 5 is pinky.
discrimination performance was reasonably high for all patterns, so participants could perform the
task well.
The similar pattern of errors across conditions also sheds light on how the surprise distractors
impair target discrimination. One possibility is that the the surprise distractors interrupt target
processing, perhaps by drawing attention away from the target. A second possibility is that each
surprise distractor becomes integrated into the target pattern, especially at the short 117 ms SOA.
On this account, the perceived length of the target’s first vibration would be increased, thereby
causing more LL and SL reports. We did not observe such an increase in these reports (see Figure 8).
Indeed, in the 117 ms SOA condition, the SL pattern was mistaken for LL at almost the same rate
as the reverse. Furthermore, both LS and SS were often errantly reported as SL, supporting the
interruption account instead of integration. The distinct spatial locations of the surprise distractor
and target patterns may have prevented integration.
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Fig. 9. Recognition rate for Experiment 2B for No Surprise (target-only) trials (black dotted line), and for
Surprise trials at each SOA value. Error bars represent the standard error of the mean.
8 EXPERIMENT 2B: EFFECTS OF AUDITORY SURPRISE DISTRACTORS ON TARGET
PATTERN RECOGNITION
In Experiment 2B, we tested the effects of an auditory surprise distractor on pattern recognition. The
surprise distractor was a 110 millisecond gliding sound played through headphones (measured at 64
dB). In psychophysical testing for a different study, we found that participants reported a vibrotactile
stimulus and an auditory stimulus to have begun simultaneously when the software command
for the former commenced 33 ms earlier. We therefore included this offset in the experiment code,
and we confirmed that it produced the desired SOAs using stimulus recordings. The apparatus,
procedure, task, stimuli, and design are otherwise described above.
8.1 Participants
Thirty-one participants (12 female, 31 right-handed), aged 18-26 (M = 21.3) took part in the
experiment. The data from 6 participants was excluded because performance was not at least 40%
for each pattern during target-only trials. The final sample thus included 25 participants × 168
trials = 4,200 trials, including 600 with a surprise distractor.
8.2 Results
The results are summarized in Figure 9.
Trial Type. There was a significant main effect of Trial Type (χ 2(3) = 10.6,p = .026). Performance
was only moderately affected by the surprise distractor, with a 9.0 percentage point deficit in the
350 ms SOA condition (M = 69.0%) relative to the target-only baseline (M = 78.0%). Post-hoc tests
revealed this difference to be significant (p = .034), but performance for neither the 117 ms SOA
condition (M = 72.5%) nor the 1050 ms SOA condition (M = 80.0%) was significantly different from
baseline (both p > .17)
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Fig. 10. Confusion matrices for Experiment 2B. Stimuli are columns, responses rows. Accuracy is in %. Finger
2 is index finger, 3 is middle finger, 4 is ring, 5 is pinky.
Session Time. We also found a significant main effect of Session Time (χ 2(1) = 14.5,p < .001) on
accuracy. Performance gradually increased across the session.
Pattern. There was a significant main effect of Pattern (χ 2(3) = 23.8,p < .001). Performance
with the LL pattern was better than the other three (MLL = 86.7% vs.MSL = 76.1%,MLS = 72.7% &
MSS = 74.2%, all p < .001); no other pairwise comparisons were significant (all p > .32). Individual
pattern performance is reported in Figure 10.
Interactions. Neither the Trial Type × Session Time interaction (χ 2(3) = 3.16,p = .44) nor the
Trial Type × Pattern interaction (χ 2(9) = 16.6,p = .48) reached significance.
8.3 Discussion
Auditory surprise distractors impaired performance rather modestly, and this effect was only
apparent for the 350 ms SOA. As we observed in Experiment 2A, participants became better at
the task with practice and showed a bias towards reporting patterns that involved a long second
stimulus. Also like Experiment 2A, fewer participants were excluded for low baseline peformance
(12% in Experiments 2A and 2B, as compared to 25% in Experiments 1A and 1B). This better
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performance may reflect more reliable discrimination in this task across users, which is important
for HCI applications. Despite such better group performance, however, the surprise distraction
effects were still significant and clear. Additional comparisons and a general discussion of all four
experiments follows in the next section.
9 GENERAL DISCUSSION: CONSIDERATIONS AND RECOMMENDATIONS FOR HCI
DESIGN
A relatively rare, unexpected vibration or sound can disrupt subsequent haptic processing. Such
distraction can occur even when the two sensory inputs are separated by space, time, or modality.
Furthermore, the second input can be disrupted even when the first could have served as a helpful
alert or notification. Although the degree of potential distraction will vary depending on the
specifics of the interface in question, we argue that testing for such effects is critical for the optimal
design of HCI experiments and applications.
In the present study, which included four different experiments using simulated smartrings, we
showed that a relatively rare and unexpected stimulus can disrupt vibrotactile target detection and
pattern discrimination tasks. This deleterious effect was present for both auditory and vibrotactile
surprise distrators, though the latter causedmore pronounced deficits.When each surprise distractor
preceded the target by 117 or 350 ms, the deficits persisted throughout the entire session (>20
surprise distractors). By contrast, vibrotactile distractors that preceded targets by 1050 ms led to
a deficit early in the session and a beneficial alert later. Finally, target detection was best on the
index and middle fingers [39, 57, 64], whereas the long-long vibration pattern was selected most
often, perhaps representing both stimulus discriminability and response bias [37].
We believe that the results of our experiments have implications for multiple HCI contexts.
Below we discuss their relevance to haptic information delivery, including via smartrings and other
devices. The discussion also includes design guidelines, concrete suggestions, and additional ideas
for future developments.
9.1 Use Distractors, not Treadmills, for Ecological Validity!
HCI research often requires ecologically valid experiments, reflecting device performance during
use in real-world scenarios. For example, treadmills simulate the walking or moderate exercise in
which users may be engaged when they receive a vibrotactile alert [35, 55]. However, the effect of
moderate physical activity on vibrotactile recognition is modest at best [13]. In contrast, the present
experiments show that distractors, which are certainly encountered during real-world device use,
can have a potentially large effect on vibrotactile pattern recognition.
Recommendation. Researchers looking to improve the ecological validity of their experiments
should consider using sounds and vibrotactile distractors–and then evaluating their effects.
9.2 Optimal Fingers for Devices
Fingers have different sensitivity to haptic stimuli [39, 57, 64]. Consistent with previous work, we
found the best fingers to use were the index and middle fingers. Spatial confusion was highest
between adjacent fingers, however, and the degree of such confusion may reduce the benefits of
receiving vibrotactile feedback on multiple fingers. In Experiment 1, the index and middle fingers
had the highest performance during target-only trials and appeared to suffer less from surprise
distractors, at least vibrotactile ones (Experiment 1A). These fingers’ reduced susceptibility to
distraction may simply reflect their higher performance baseline. Alternatively, intrinsic differences
across the fingers or even the placement of the wrist motor may affect surprise distractor effects [41].
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Regardless of the receiving finger, accurate transmission is unsurprisingly helped by using higher-
intensity vibrations. Indeed, in Experiment 2, we found that our Long-Long pattern was more
easily recognized that the other patterns. Since all four patterns have the same overall duration,
we hypothesize that the key factor here is the intensity of the vibration, as our long pulses had a
higher intensity than the short ones (see Figure 6).
Recommendation. For applications with a single finger-based device, use the index or middle
finger (as opposed to the standard ring finger).
Recommendation. For applications with multiple devices, consider further spatial separation to
reduce confusion between adjacent locations.
Recommendation. Use higher-intensity vibrotactile stimulation to increase perceptual certainty,
as that may provide some buffer against distraction.
9.3 Active Compensation for Unexpected Environmental Events
In real-world scenarios, surprise distractors will often be stimuli in the environment. For example,
a brief loud sound, a buzzing phone, a chirping messaging notification, or an intermittent vibration
on the train could disrupt an ongoing task in any sensory modality. To maximize user performance,
a system conveying information to the user could detect distracting environmental stimuli with
sensors and then delay presenting crucial information. Our results show that even a delay of a
few seconds (appropriate for many types of notifications) could drastically improve information
transfer. Note that although such a delay is relatively short, it is still considerably longer than the
approximately 100 ms delay that would be recommended based on perceptual (non-attentional)
considerations alone. As we discuss further below, the user’s attentional focus appears to be the
limiting factor [17].
Instead of detecting specific distracting events, the system could instead detect when the user
is in a taxing environment or a taxing attentional state [5, 29, 44, 46, 49, 50, 54]. In such cases,
information that is important but does not require immediate action (e.g. an e-mail notification)
could be presented at a slightly later time. Such strategic timing would ensure that the target
vibration was not missed, while simultaneously preventing that stimulus from becoming a task-
disrupting surprise distractor itself.
Recommendation. Design and deploy systems that detect environmental events and delay pre-
senting critical information accordingly.
Recommendation. Design and deploy systems that detect user stress (potential or actual) and
delay presenting critical information accordingly.
9.4 Intelligent Dynamic Scheduling
Some systems (e.g. computers or mobile phones, including their peripheral devices) control multiple
streams of information across multiple modalities. For such systems, dynamic scheduling can
be used so that the user is never presented with two inputs in close succession. Such dynamic
scheduling could be achieved within specific software applications or, better still, at the level of the
operating system.
Dynamic scheduling would allow alerting stimuli, which are intended to be helpful, to avoid
become surprise distractors for other channels of information. Another consideration with such
alerts is that training may be required to avoid negative effects. For example, we found that
vibrotactile surprise distractors still impaired pattern discrimination after 1050 ms (Experiment 2A),
but this initial deficit turned into a benefit after more exposure with the vibrotactile "alert". Indeed,
ACM Trans. Comput.-Hum. Interact., Vol. 1, No. 1, Article 1. Publication date: January 2020.
Effects of Distraction on Smart Rings 1:23
it signalled that additional important information would be presented soon, thereby allowing
participants to prepare for immiment pattern recognition [46]. In contrast, users did not, and
perhaps could not, use the surprise distractors to improve performance at shorter SOA values (e.g.
117 or 350 ms). As such, an optimal SOA value for aiding performance is likely closer to 1050 ms,
though an optimal value for aiding performance remains to be determined.
The effects of auditory surprise distractors on our vibrotactile tasks have three features that are
different from their vibrotactile surprise distractor counterparts. These differences have important
implications for dynamic scheduling across modalities. First, the auditory surprise distractor effects
were consistently modest, when present at all. Such smaller effects are consistent with other studies
of cross-modal attention distraction [19, 31, 49, 50, 60]. Second, there was little evidence of effects in
the 1050 ms SOA, either positive or negative. Third, the effects in the 117 ms SOA condition–when
the vibrotactile surprise distractor effects were largest–were not significant for the auditory surprise
distractors. It is notable that the timecourse of auditory distraction effects appeared to be different
from the vibrotactile surprise distractors’ effects, as these distractor types have similar cross-modal
effects on visual tasks [43]. Regardless, our results suggest that auditory notifications may be used
with fewer negative effects during haptic tasks, with only a time around 350 ms SOA being critical
for performance. As with the vibrotactile surprise distractors, however, the best and worst SOA
values for presenting auditory information remain unknown. Characterizing these times is one
aim of future research.
Recommendation. Expect that events should be scheduled so that they are separated by at least
one second.
Recommendation. Use rare, unexpected alerts with care. Test whether using a different alert
modality can help, or if repeated exposure to the alert renders it more consistently beneficial.
Recommendation. Avoid spliting feedback between multiple devices, even if across modalities,
unless their interactions have been characterized and their relative timings can be centrally con-
trolled.
9.5 Case Study: Multimodal Feedback for Digital Maps
Digital Maps allow visually impaired users to browse through maps and retrieve spatial information
by moving their hands and fingers on a flat surface. Digital Maps use both audio and vibrotactile
feedback to convey information to the user. Audio feedback is used to indicate the name of places,
while vibrotactile feedback represents borders between spatial divisions. Recent investigation on
combining both types of feedback showed that users may potentially be able to navigate digital
maps with two hands and that bilateral audio feedback (i.e. coming from two distinct locations)
may make navigation faster [6]. However, our results from this work have two implications for
such scenarios:
(1) Providing vibrotactile feedback on the fingers of the same hand may be rather confusing in
some cases, as participants may be unable to tell on which finger the feedback is sent. This
potential confusion should be tested and then mitigated.
(2) Intermittent audio feedback may also have a negative effect on vibrotactile feedback. A
suggestion would be to delay sending vibrotactile feedback for at least 350 milliseconds
after sending audio feedback. Again, specific testing and mitigation for this application is
appropriate.
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10 GENERAL DISCUSSION: TO PSYCHOLOGICAL THEORY AND BACK AGAIN
Our work can be evaluated within the context of psychological theory, and it also contributes to
that literature. We discuss the contex and contributions below, as we believe that many related
ideas from psychological experimentation could be usefully applied to HCI matters in the future.
10.1 Attentional Capture
The present results are relevant to fundamental questions in the cognitive psychology of attention
and its control. Although psychological research and theory focus primarily on attention’s beneficial
effects, it has a "dark side": Unattended items are frequently missed [15]. In our experiments,
detection failures were found for both target detection and pattern discrimination, and both
within and across modalities. One possibility is that the observed deficits were due to surprise
capture, wherein relatively rare and unexpected distractors grab attention in a stimulus-driven
manner [3, 22, 34]. Another possibility is that the deficits were due to contingent capture, wherein
the distracting item captures attention because it contains a target-defining feature [25, 26]. For
example, the vibrotactile surprise distractors in Experiment 1 had target-defining features (strong
vibrations). Conversely, the auditory surprise distractors had no such shared features and so more
clearly represent surprise capture. Contingent and surprise capture are also not mutually exclusive,
and both effects could occur within a single paradigm. Future research will be required to distinguish
their contributions, though we highlight relevant evidence in our results below.
Importantly, the deficits are likely due to attentional capture, not perceptual effects such as
masking [16, 17, 31]. Foremost, tactile masking effects are typically found for stimulus separations
below 100 ms, not our 150 ms (Experiment 1A) or 233 ms (350 ms SOA condition in Experiment 2A)
intervals between surprise distractor offset and target onset [16, 23, 28, 66]. In addition, masking
effects for stimulus pairs that are presented asynchronously are typically found for backwards
masking, not the foreward masking reported here [16, 17, 23]. Although perceptual masking has
been demonstrated across skin sites [17, 23, 66], including wrist-to-finger [41] and even across
large distances such as one forearm to another [18], such effects involve simultaneous presentation
of the stimuli in question. We therefore argue that our interference effects involve late processes
involved in attentional orienting [17]. Our cross-modal effects also implicate late processes and are
inconsistent with a masking account.
10.2 Effect Timecourse Within Trials
For both auditory and visual attention, attentional capture effects tend to be the greatest 200-400
ms after the inducing stimulus’ onset [3, 25, 26, 34, 63]. Similar effect timing appears to apply
for crossmodal surprise distractor deficits, including from vibrotactile stimuli [43, 52], as well as
in similar temporal attention paradigms such as the visual attentional blink [21]. Our auditory-
vibrotactile cross-modal effects (Experiment 2B) appears to develop during each trial with a broadly
comparable timecourse to these other studies as well. In contrast, our vibrotactile effects were strong
even at 117 ms SOA. Vibrotactile attentional effects may differ in their timecourse; indeed, haptic
attentional blinks appear to involve more pronounced short-SOA (100-200 ms) effects [19, 31].
The modalities also differ in their spatial aspects, which may contribute to differences in the the
magnitude of the effect and its timecourse. Tactile attentional limitations, however, appear to be
similar for successive stimuli at different locations or successive stimuli at the same location [19,
31, 50]. Surprise and contingent capture effects are also evident with or without such spatial
components [4, 25, 26, 34]. Further investigation will be required to understand the differences
across surprise distractor modality, particularly with regards to the effect’s timecourse within each
trial.
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10.3 Effect Timecourse Across the Session
In the visual domain, surprise effects are evidenced for only a few trials [3, 34]. Auditory attentional
capture appears to last longer, yet the effect still eventually habituates [63]. Vibrotactile surprise
distractors might be expected to have a timecourse similar to their auditory counterparts, as has
been empirically demonstrated [43, 52]. Since we observed little change in our surprise distractor
effects across each session, capture effects remained robust and/or participants did not learn to use
the surprise distractor as a beneficial cue. One possibility is that our surprise effects habituated
slowly, perhaps outside the time window of the experimental session. Another possibility is that
the attentional capture deficits were due, at least in part, to contingent capture effects [25, 26].
These effects have not been reported to habituate. An important exception is found in Experiment
2A, where there was significant habituation for the longest SOA (1050 ms). We surmise, however,
that this habituation was due to the voluntary redirection of attention to facilitate target detection,
a use of the surprise distractor that emerged only after experience. Note that such experience was
identical for shorter SOAs as well, though there was no habituation of the distracting effects in
those conditions.
11 LIMITATIONS
Our experiments provided informative results and clear effects, but they also contain some lim-
itations. First, surprise trials have rare and unexpected events by definition, so their numbers
had to be relatively low to keep the experimental session at a reasonable length. We relied on
previous psychological work to find a high surprise trial frequency (around 15%) that still produced
reliable effects [3, 34, 67]. In addition, we recruited a large sample (>100 across 4 experiments) to
increase our statistical power. Nevertheless, some effects–notably the expected habituation of the
deficits–were hinted at in many experiments, suggesting that additional power is necessary to
determine whether they are reliably present.
Second, we used off-the-shelf vibration motors, similar to motors in commercial products such
as mobile phones. Such inexpensive motors have some control difficulties; indeed, our short pulse
intensity was considerably lower than our long pulse intensity in Experiment 2. This intensity dif-
ference may explain the superior performance with the long-long pattern. Nevertheless, participant
performance was in line with related work in HCI [1, 42, 68, 69].
Third, participants in our study wore the wristband-embedded motor (mimicing a smartwatch)
and finger devices (mimicing smart rings) on the same hand, which may not reflect the typical
real-world configuration. As such, our setup represented a worst-case scenario in this regard.
Finally, we used a narrow range of vibrotactile targets and surprise distractors, but the char-
acteristics of such stimuli–as well as their perceived strength–may affect the degree of surprise
distraction observed. Future experiments may investigate such effects by presenting vibrations
to different sites that have been tuned so that they have similar perceived magnitudes. For our
experiements, however, we elected to use similar target and surprise distractor intensities becasue
off-the-shelf devices would presumably not have finely tuned vibration amplitudes. In addition,
any such tuning with our motors would have yielded differences in amplitude, duration, and/or
vibration frequency.
Nevertheless, our experiments and their results do have some relevance to questions of perceived
stimulus intensity. Foremost, it is reasonable to assume that wrist stimulation is generally perceived
as weaker than finger stimulation; the wrist-based vibration distractors were still effective at
disrupting performance. Furthermore, the intensiies of the target patterns in Experiment 2 varied
widely in relation to each other and to the surprise distractor. The surprise distractor was still
effective as disrupting recognition of each pattern to approximately the same degree (see Figure 10).
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Relatedly, differences in perceived stimulus intensity complicate the comparison of surprise
distraction magnitudes across vibrotactile and auditory distractors. Indeed, it was not our primary
aim here to compare the magnitudes, though we note that the auditory stimuli used in Experiment
1B can induce much larger unimodal deficits than those observed in the present study [51]. Although
differences in magnitude across the modalities should be interpreted with care, that each stimulus
modality could induce a deficit is important, as are the different timecourses with which the
observed deficits developed following each surprise distractor (Experiment 2).
Further exploration of the relationship between distraction effects and perceived stimulus prop-
erties (especially intensity) is warranted. Indeed, we are investigating such matters in ongoing
experimentation in our laboratories.
12 CONCLUSION
A relatively rare, unexpected vibration or sound can disrupt subsequent haptic processing. In four
experiments, we showed that our effects hold across spatial detection and pattern discrimination
tasks, as well as across modalities (albeit with stronger intramodal vibrotactile effects). As such,
our results show high internal validity, replicability, and generalizability. They are thus broadly
applicable to vibrotactile tasks completed in the face of potential distraction, and they should be
considered for the optimal design of HCI experiments and applications.
While our study primarily focuses on such negative effects, we also highlighted some potential
benefits that deserve further study. In the future, we plan to investigate additional SOAs to find the
optimal value for cueing benefits, thereby enabling alerts to be most effective at directing attention
to forthcoming information delivery. We will also explore surprises that occur on the ring device
itself, as both the positive (cueing) and negative (attentional capture) effects could be greater there.
Finally, we hope to conduct field studies to understand the influence of environmental surprise
distractors and their mitigation.
We conclude that distracting effects can be mitigated through active intervention, deliberate
spacing of signals, and/or practice with potentially distracting stimuli so that they can become
beneficial notifications over time. We therefore recommend that designers include such features in
devices and user interfaces. Otherwise, even stimuli intended to be helpful can impair performance.
Regardless of their intent, relatively rare and unexpected events can be disruptive to haptic tasks;
it’s all (mostly) in the timing.
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