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The potential importance of short-distance nuclear effects in double-β decay is assessed using
a lattice QCD calculation of the nn → pp transition and effective field theory methods. At the
unphysical quark masses used in the numerical computation, these effects, encoded in the isotensor
axial polarisability, are found to be of similar magnitude to the nuclear modification of the single axial
current, which phenomenologically is the quenching of the axial charge used in nuclear many-body
calculations. This finding suggests that nuclear models for neutrinoful and neutrinoless double-
β decays should incorporate this previously neglected contribution if they are to provide reliable
guidance for next-generation neutrinoless double-β decay searches. The prospects of constraining the
isotensor axial polarisabilities of nuclei using lattice QCD input into nuclear many-body calculations
are discussed.
PACS numbers: 11.15.Ha, 12.38.Gc, 12.38.-t, 21.30.Fe, 13.15.+g, 23.40.Bw, 23.40.-s.
Double-β (ββ) decays of nuclei are of significant phe-
nomenological interest; they probe fundamental symme-
tries of nature and admit both tests of the Standard
Model (SM) and investigations of physics beyond it [1].
Consequently, these decays are the subject of intense ex-
perimental study, and next-generation ββ-decay exper-
iments are currently being planned [2–4]. At present,
both the robust prediction of the efficacy of different de-
tector materials, necessary for optimal design sensitivity,
and the robust interpretation of the highly sought-after
neutrinoless ββ-decay (0νββ) mode are impeded by the
lack of knowledge of second-order weak-interaction nu-
clear matrix elements. These quantities bear uncertain-
ties from nuclear modelling that are both significant and
difficult to quantify [5]. Controlling the nuclear uncer-
tainties in ββ-decay matrix elements by connecting the
nuclear many-body methods to the underlying parame-
ters of the SM is a critical task for nuclear theory.
In this Letter, lattice QCD and pionless effective field
theory (EFT(pi/)) are used to investigate the strong-
interaction uncertainties in the second-order weak tran-
sition of the two-nucleon system in the SM by determin-
ing the threshold transition matrix element for nn →
pp. This matrix element receives long-distance contri-
butions from the deuteron intermediate state whose size
is governed by the squared magnitude of the 〈pp|J˜+µ |d〉
matrix element of the axial current that has been re-
cently calculated using lattice quantum chromodynamics
(LQCD) [6]. In that work, the two-body contribution to
the matrix element (i.e., that beyond the coupling of the
axial current to a single nucleon) was constrained, quan-
tifying the effective modification (quenching) of the axial
charge of the nucleon from two-body effects. Here, it is
highlighted that the nn → pp matrix element receives
additional short-distance contributions beyond those in
|〈pp|J˜+µ |d〉|2 arising from the two axial currents being sep-
arated by r < Λ−1 ∼ m−1pi (where Λ is the cutoff scale of
EFT(pi/)), referred to herein as the isotensor axial polar-
isability. Using EFT(pi/) to analyse both the second-order
weak transition calculated here for the first time and the
first-order 〈pp|J˜+µ |d〉 transition [6], the short- and long-
distance contributions to the nn→ ppmatrix element are
separately determined. Interestingly, the short-distance
contribution to the total matrix element from the axial
polarisability is found to be of comparable size (within
the uncertainties of the present calculation) to the two-
nucleon current contribution to |〈pp|J˜+µ |d〉|2. Described
in phenomenological terms, the polarisability thus ap-
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2pears to be as important as the effective quenching of
the axial charge in the two-nucleon system.
The numerical calculations in this work are performed
at unphysical values of the quark masses and for a dis-
allowed decay. While there is no immediate phenomeno-
logical impact of the numerical values of the matrix el-
ements that are extracted, the observed behavior does
provide an important lesson for many-body calculations.
In typical calculations of two-neutrino (2νββ) decay, the
nuclear matrix elements are calculated using two inser-
tions of the axial current in a truncated model space,
with a quenched value of gA tuned to reproduce experi-
ment. If the findings presented here persist at the phys-
ical values of the quark masses, they would imply that
a potentially significant contribution has been ignored in
standard 2νββ calculations, resulting in a source of un-
certainty in the nuclear matrix elements that remains to
be quantified. Importantly, this uncertainty can only be
constrained using ββ-decay measurements or numerical
calculations. In 0νββ decays, the situation becomes even
less certain, in part due to dependence on possible sce-
narios of physics beyond the SM. With a light Majorana
neutrino, generalisations of the axial polarisability will
also likely be relevant.
In what follows, the lattice QCD and EFT(pi/) calcu-
lations and the analysis of the axial polarisability are
summarised, with complete details presented in a subse-
quent paper [7]. The potential for future lattice QCD
calculations to provide the necessary input to constrain
many-body calculations of 2νββ and 0νββ matrix ele-
ments, and thereby reduce the uncertainties in calculated
ββ-decay rates, is also discussed.
Two-neutrino ββ-Decay: The focus of this Letter is on
2νββ decay of the dinucleon system. The decay width is
given by
[T 2ν1/2]
−1 = G2ν(Q)|M2νGT |2, (1)
where Q = Enn − Epp, G2ν(Q) is a known phase-space
factor [8, 9], and the Gamow-Teller matrix element in the
two-nucleon system is
M2νGT = 6×
1
2
∫
d4x d4y 〈pp|T [J+3 (x)J+3 (y)] |nn〉
= 6
∑
l′
〈pp|J˜+3 |l′〉〈l′|J˜+3 |nn〉
El′ − (Enn + Epp)/2 . (2)
Here, J+3 = (J
1
3 + iJ
2
3 )/
√
2 is the 3rd-component of the
∆I3 = 1 axial-vector current, J
a
µ(x) = q(x)γµγ5
τa
2 q(x),
and l′ indexes a complete set of zero-momentum hadronic
states with the quantum numbers of the deuteron. The
factors of 6 in Eq. (2) are due to rotational symmetry
and our normalization of the currents. We employ J˜+3 =∫
dx J+3 (x, t = 0) to denote the zero-momentum current
at t = 0.
As with forward Compton scattering, the amplitude
can be written in terms of a Born term, corresponding to
an intermediate deuteron state, and the isotensor axial
polarisability which absorbs the contributions from the
remaining states in the above summation. By isospin
symmetry, this polarisability is most cleanly identified as
the forward matrix element of the I = 2, I3 = 0 com-
ponent of the time-ordered product of two axial-vector
currents in the 1S0 np ground-state with the deuteron
pole (the Born term) omitted. For use below, isospin
relations allow this matrix element to be written as
〈pp|J+3 (x)J+3 (y)|nn〉 = 〈np|J (u)3 (x)J (u)3 (y)|np〉
−1
2
〈nn|J (u)3 (x)J (u)3 (y)|nn〉
−1
2
〈nn|J (d)3 (x)J (d)3 (y)|nn〉, (3)
where J
(q)
3 (x) = q(x)γ3γ5q(x).
Pionless effective field theory: EFT(pi/) [10–15] efficiently
describes two-nucleon systems in the regime where mo-
menta are small compared to the pion mass. This is an
appropriate tool with which to address 2νββ decays at
heavier quark masses, but the inclusion of explicit pion
degrees of freedom will likely be required at the physi-
cal quark masses (0νββ decay probes higher momenta,
k ∼ 100 MeV, in large nuclei and likely also requires
an EFT with explicit pion degrees of freedom). In what
follows, the dibaryon formalism of EFT(pi/) is utilised,
using the conventions for the strong-interaction sector
described in Ref. [15]. The nucleon degrees of freedom
are encoded in the field N , and the two-nucleon degrees
of freedom enter as the isosinglet, ti, and isotriplet, sa,
dibaryon fields while yt and ys describe the couplings
between two nucleons and the corresponding dibaryon
fields. In this formalism, the single axial-current interac-
tions enter through the Lagrangian [16–19]
L(1) = −gA
2
N†W a3 σ3τ
aN
+
(
gA − l˜1,A
2M
√
rsrt
)(
W a3 t
†
3s
a + h.c.
)
, (4)
where rs(t) is the effective range in the
1S0(
3S1)
two-nucleon channel, σi(τ
a) are Pauli matrices in
spin(flavour) space, gA and l˜1,A are the one- and two-
nucleon axial couplings, and W a3 is an axial isovector
field aligned in the j = 3 spatial direction. The second
term is constructed so that l˜1,A corresponds to a purely
two-body current effect. The second-order isotensor axial
interaction in the 1S0 channel enters as
L(2) = −
(
Mg2A
4γ2s
+
h˜2,S
2Mrs
)
Wabsa†sb, (5)
where Wab = W {a3 W b}3 is the traceless symmetric com-
bination of two axial fields at the same location, h˜2,S
is the scalar isotensor weak two-nucleon coupling and
3γs =
√
MBnn with the binding energy of the
1S0 sys-
tem being Bnn (at the unphysical masses used herein,
the 1S0 system is bound [20]).
Calculation of the nn → pp amplitude, presented in
detail in Ref. [7], shows that
Mnn→pp = −|〈pp|J˜
+
3 |d〉|2
∆
+
Mg2A
4γ2s
−H2,S (6)
where ∆ = Enn−Ed is the difference of the ground-state
1S0 and
3S1 energies. The parameter H2,S is the short-
distance two-nucleon, two-axial current coupling h˜2,S of
Eq. (5), redefined and rescaled to capture the effects be-
yond the deuteron pole and two-nucleon states at energies
below Λ [7]. This expression depends on both the long-
distance contribution from the deuteron pole (the first
term) and the short-distance contributions encapsulated
in the second and third terms (where “short-distance”
here means the “nonadiabatic” contribution; that is, ev-
ery process other than those proceeding via the bound 3S1
ground state). The deuteron-pole contribution includes
the effective quenching of the axial charge through l˜1,A.
A determination of the nn → pp transition matrix ele-
ment, along with an extraction of the pp→ d amplitude,
allows for the isolation of the unknown short-distance
contribution, H2,S . Once this counterterm is determined,
few-body methods based on EFT(pi/) or matched to them
(for example, see Ref. [21]) can incorporate the axial po-
larisability in computations of decay rates of larger nu-
clei.
Lattice QCD calculations: The present lattice QCD cal-
culations extend those of the pp-fusion cross section and
tritium β-decay in Ref. [6]. The same hadronic correla-
tors calculated in the presence of external axial fields
are analysed further to access second-order weak re-
sponses to the external field. Recent calculations by
the RBC/UKQCD collaboration in the kaon sector [22–
25] have demonstrated that long-distance second-order
weak effects can be constrained using lattice QCD. These
methods are extended to determine the second-order
weak matrix elements of the two-nucleon system.
As discussed in Ref. [6], calculations are performed
on one ensemble of gauge-field configurations generated
using a Lu¨scher-Weisz gauge action [26] and a clover-
improved fermion action [27] with Nf = 3 degenerate
flavours of quarks. The quark masses are tuned to the
physical strange-quark mass, producing a pion of mass
mpi ≈ 806 MeV. The ensemble has a spacetime vol-
ume of L3 × T = 323 × 48 and a gauge coupling that
corresponds to a lattice spacing of a ∼ 0.145 fm. For
these calculations, 437 configurations spaced by 10 hy-
brid Monte Carlo trajectories are used and seven different
sets of compound propagators are generated from sixteen
smeared sources on each configuration with both smeared
(SS) and point (SP) sinks. The compound propagators
are produced with a single insertion of J
(u,d)
3 with cou-
plings λu,d = {0,±0.05,±0.1,±0.2} . These propagators
are used to produce correlation functions
C
(h)
λu;λd
(t) =
∑
x
〈0|χh(x, t)χ†h(0)|0〉λu;λd , (7)
for all the allowed spin states of the one- and two-nucleon
systems, h ∈ {p, np(3S1), nn, np(1S0), pp}. Results for
all source locations on each configuration are averaged
before subsequent analysis.
The calculations use a lattice axial current with the fi-
nite renormalisation factor ZA = 0.867(43) [6]. Because
of the isotensor nature of the bilinear insertions, mix-
ing with other operator structures is highly suppressed.
As the dinucleon and deuteron states are both compact
bound states at this value of the quark masses [20], only
exponentially small volume effects are anticipated in the
extracted matrix element. This will become a more sub-
tle issue for future calculations with quark masses near
the physical values, as discussed in Ref. [7].
The second-order axial responses of the dinucleon sys-
tem are the primary focus of the current work. For an
up-quark axial current, the relevant background-field cor-
relators have the form
C
(h)
λu;λd=0
(t) =
∑
x
〈0|χh(x, t)χ†h(0)|0〉
+λu
∑
x,y
t∑
t1=0
〈0|χh(x, t)J (u)3 (y, t1)χ†h(0)|0〉
+
λ2u
2
∑
x,y,z
t∑
t1,2=0
〈0|χh(x, t)J (u)3 (y, t1)J (u)3 (z, t2)χ†h(0)|0〉
+O(λ3u), (8)
from which the second-order term in the field strength,
λu, can be extracted from determinations at multiple val-
ues of λu. Combining these correlators, and those for the
down-quark axial current, as specified in Eq. (3), leads
to the isotensor matrix element
C(t) = 2C
(np(1S0))
λu;0
(t)
∣∣∣
λ2u
− C(nn)λu;0 (t)
∣∣∣
λ2u
− C(nn)0;λd (t)
∣∣∣
λ2d
,
(9)
where each term on the right-hand-side is the component
of the correlation functions that is second-order in λu or
λd, as denoted. Using Eq. (3) and isospin symmetry,
Eq. (9) can be written as
C(t) =
∑
x,y,z
t∑
t1,2=0
〈0|χpp(x, t)T
[
J+3 (y, t1)J
+
3 (z, t2)
]
χ†nn(0)|0〉.
(10)
Up to discretisation effects, insertion of appropriate com-
plete sets of states allows this expression to be written
4as
C(t) =
2
a2
∑
n,m,l′
ZnZ
†
me
−Ent 〈n|J˜+3 |l′〉〈l′|J˜+3 |m〉
El′ − Em (11)
×
(
e−(El′−En)t − 1
El′ − En +
e(En−Em)t − 1
En − Em
)
,
where |n〉, |m〉 and |l′〉 are zero-momentum energy eigen-
states with the quantum numbers of the pp, nn and
deuteron systems, respectively. Here Zn =
√
V 〈0|χpp|n〉
and Zm =
√
V 〈0|χnn|m〉 are overlap factors, and El′ =
Enn + δl′ and En = Enn + δn are the energies of the
l′th and nth excited states in the 3S1 and 1S0 channels,
respectively.
Forming a ratio of Eq. (11) to the zero-field two-point
function,
R(t) = C(t)
2C
(nn)
0;0 (t)
, (12)
it is straightforward, utilizing the isospin symmetry of
the calculation, to show that [7]
a2Rˆ(t) = a2R(t)− |〈pp|J˜
+
3 |d〉|2
∆
[
e∆t − 1
∆
− t
]
(13)
= t
∑
l′ 6=d
〈pp|J˜+3 |l′〉〈l′|J˜+3 |nn〉
El′ − Enn + c+ d e
∆t +O(e−δˆt),
where c and d involve complicated combinations of
ground- and excited-state transition amplitudes, and δˆ
is the minimum energy gap to the first excited state in
either channel; and, for these calculations, δˆ  ∆. Im-
portantly, the coefficient of the linear term determines
the axial polarisability and can be extracted from
R(lin)(t) = (e
a∆ + 1)Rˆ(t+ a)− Rˆ(t+ 2a)− ea∆Rˆ(t)
ea∆ − 1
(14)
at late times. Finally, this result can be combined with
the deuteron-pole contribution to give a quantity that
asymptotes to the bare Gamow-Teller matrix element at
late times,
R(full)(t) = R(lin)(t)− |〈pp|J˜
+
3 |d〉|2
a∆
t→∞−→ M
2ν
GT
6 aZ2A
. (15)
The four ratios used to determine M2νGT are shown in
Fig. 1 for both SS and SP source–sink combinations. Fits
are performed to the statistically more precise SP corre-
lators and the values of the total matrix element and
the short-distance contribution, normalised by the naive
deuteron-pole matrix element g2A/∆, are given by
∆
g2A
∑
l′ 6=d
〈pp|J˜+3 |l′〉〈l′|J˜+3 |nn〉
El′ − Enn = −0.04(2)(1), (16)
1
6
∆
g2A
M2νGT = −1.04(4)(4). (17)
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FIG. 1. Ratios from Eqs. (12)–(15) used in the analysis. In
each panel, the orange diamonds (blue circles) correspond to
the SS (SP) data. The green bands show fits to the SP data
in the lower two panels. The SS data are slightly offset in the
horizontal direction for clarity. The difference between the SS
and SP ratios in the upper two panels is due to contamination
that is removed in constructing the subsequent quantities in
the lower panels.
In these expressions, the first uncertainties arise from sta-
tistical sampling and from systematic effects from fitting
choices and deviations from Wigner symmetry [7]. The
second uncertainties encompass differences between anal-
ysis methods. The leading discretisation effects, which
are potentially large on the numerically smaller polaris-
ability term, are removed by normalising to the square of
the proton axial charge computed using the same lattice
axial current on the same ensemble.
Discussion: The computed value of M2νGT above can be
used to determine the unknown EFT(pi/) low-energy con-
5stant H2,S . Taking the values of gA and the two-body
single-current matrix element from Ref. [6], and using
the calculated binding energies and effective ranges of
the two-nucleon systems [20, 28], the result is H2,S =
4.7(1.3)(1.8) fm. The dominant contribution to M2νGT
comes from the deuteron pole with coupling g2A. This
is modified by two-body effects in the axial current
(l˜1,A); this contribution shifts the leading-order result
from g2A/∆ to |〈pp|J˜+3 |d〉|2/∆, which is approximately
a 5% shift. Interestingly, the calculated result suggests
that the additional axial polarisability contribution is of
similar size. The existence of this short-distance contri-
bution precludes accurately predicting ββ-decay matrix
elements in a nuclear many-body calculation by simply
rescaling (quenching) gA.
The present results are obtained at an unphysical
quark mass without the inclusion of electromagnetism
and isospin breaking effects, and at a single lattice spac-
ing and volume. All these caveats may be important,
particularly given that the short-distance two-nucleon ef-
fects are only few-percent contributions to the matrix
elements. Such effects require further investigation but
are not expected to qualitatively alter the conclusions
of this work. Despite these qualifications, the potential
for a relatively large contribution from the isotensor ax-
ial polarisability is important, as terms of this form are
not included in current phenomenological analyses of ββ-
decay. This observation, supported and motivated by
the numerical calculations, is the central point of this
Letter. In order to accurately predict 2νββ decay rates
with fully quantified uncertainties, the isotensor axial po-
larisabilities of nuclei must be determined. Future lat-
tice QCD calculations in few-nucleon systems and light
nuclei, matched to nuclear many-body methods such as
EFT(pi/), offer the possibility of determining these con-
tributions which are difficult to access experimentally.
However, in order to undertake such calculations at the
physical quark masses, a number of difficulties related
to the bi-local nature of such weak processes must be
overcome [7]. Additional complications arise for 0νββ
where these polarisability contributions are also likely
to be important in the case of light Majorana neutri-
nos. Furthermore, the short-distance strong interaction
contributions encapsulated in the isotensor axial polar-
isability provide an inherent background to extracting
contributions from short-distance lepton-number violat-
ing operators that are possible beyond the light Majorana
scenario [29–33].
Acknowledgments: This research was supported in
part by the National Science Foundation under grant
number NSF PHY11-25915 and ZD, WD, MJS, PES,
BCT and MLW acknowledge the Kavli Institute for
Theoretical Physics for hospitality during completion of
this work. Calculations were performed using compu-
tational resources provided by NERSC (supported by
U.S. Department of Energy grant number DE-AC02-
05CH11231), and by the USQCD collaboration. This
research used resources of the Oak Ridge Leadership
Computing Facility at the Oak Ridge National Labora-
tory, which is supported by the Office of Science of the
U.S. Department of Energy under Contract number DE-
AC05-00OR22725. The PRACE Research Infrastruc-
ture resources at the Tre`s Grand Centre de Calcul and
Barcelona Supercomputing Center were also used. Parts
of the calculations used the chroma software suite [34]
and the quda library [35, 36]. EC was supported in
part by the USQCD SciDAC project, the U.S. Depart-
ment of Energy through grant number DE-SC00-10337,
and by U.S. Department of Energy grant number DE-
FG02-00ER41132. ZD, WD and PES were partly sup-
ported by U.S. Department of Energy Early Career Re-
search Award DE-SC0010495 and grant number DE-
SC0011090. The work of WD is supported in part by
the U.S. Department of Energy, Office of Science, Office
of Nuclear Physics, within the framework of the TMD
Topical Collaboration. KO was partially supported by
the U.S. Department of Energy through grant number
DE-FG02-04ER41302 and through contract number DE-
AC05-06OR23177 under which JSA operates the Thomas
Jefferson National Accelerator Facility. MJS was sup-
ported by DOE grant number DE-FG02-00ER41132, and
in part by the USQCD SciDAC project, the U.S. Depart-
ment of Energy through grant number DE-SC00-10337.
BCT was supported in part by a joint City College of
New York-RIKEN/Brookhaven Research Center fellow-
ship, and by the U.S. National Science Foundation, un-
der grant number PHY15-15738. MLW was supported
in part by DOE grant number DE-FG02-00ER41132.
FW was partially supported through the USQCD Scien-
tific Discovery through Advanced Computing (SciDAC)
project funded by U.S. Department of Energy, Office of
Science, Offices of Advanced Scientific Computing Re-
search, Nuclear Physics and High Energy Physics and by
the U.S. Department of Energy, Office of Science, Office
of Nuclear Physics under contract DE-AC05-06OR23177.
[1] R. N. Mohapatra et al., Rept. Prog. Phys. 70, 1757
(2007), arXiv:hep-ph/0510213 [hep-ph].
[2] F. T. Avignone, III, S. R. Elliott, and J. Engel, Rev.
Mod. Phys. 80, 481 (2008), arXiv:0708.1033 [nucl-ex].
[3] S. M. Bilenky and C. Giunti, Mod. Phys. Lett. A27,
1230015 (2012), arXiv:1203.5250 [hep-ph].
[4] S. Dell’Oro, S. Marcocci, M. Viel, and F. Vis-
sani, Adv. High Energy Phys. 2016, 2162659 (2016),
arXiv:1601.07512 [hep-ph].
[5] J. Engel and J. Menendez, (2016), arXiv:1610.06548
[nucl-th].
[6] M. J. Savage, P. E. Shanahan, B. C. Tiburzi, M. L. Wag-
man, F. Winter, S. R. Beane, E. Chang, Z. Davoudi,
W. Detmold, and K. Orginos, Phys. Rev. Let. 119,
6062002 (2017), arXiv:1610.04545 [hep-lat].
[7] B. C. Tiburzi, M. L. Wagman, F. Winter, E. Chang,
Z. Davoudi, W. Detmold, K. Orginos, M. J. Savage, and
P. E. Shanahan, (2017), arXiv:1702.02929 [hep-lat].
[8] J. Kotila and F. Iachello, Phys. Rev. C85, 034316 (2012),
arXiv:1209.5722 [nucl-th].
[9] S. Stoica and M. Mirea, Phys. Rev. C88, 037303 (2013),
arXiv:1307.0290 [nucl-th].
[10] D. B. Kaplan, Nucl. Phys. B494, 471 (1997), arXiv:nucl-
th/9610052 [nucl-th].
[11] D. B. Kaplan, M. J. Savage, and M. B. Wise, Phys. Lett.
B424, 390 (1998), arXiv:nucl-th/9801034 [nucl-th].
[12] D. B. Kaplan, M. J. Savage, and M. B. Wise, Nucl. Phys.
B534, 329 (1998), arXiv:nucl-th/9802075 [nucl-th].
[13] U. van Kolck, Nucl. Phys. A645, 273 (1999), arXiv:nucl-
th/9808007 [nucl-th].
[14] J.-W. Chen, G. Rupak, and M. J. Savage, Nucl.Phys.
A653, 386 (1999), arXiv:nucl-th/9902056 [nucl-th].
[15] S. R. Beane and M. J. Savage, Nucl.Phys. A694, 511
(2001), arXiv:nucl-th/0011067 [nucl-th].
[16] M. Butler and J.-W. Chen, Nucl. Phys. A675, 575
(2000), arXiv:nucl-th/9905059 [nucl-th].
[17] M. Butler, J.-W. Chen, and X. Kong, Phys. Rev. C63,
035501 (2001), arXiv:nucl-th/0008032 [nucl-th].
[18] X. Kong and F. Ravndal, Phys. Rev. C64, 044002 (2001),
arXiv:nucl-th/0004038 [nucl-th].
[19] M. Butler and J.-W. Chen, Phys. Lett. B520, 87 (2001),
arXiv:nucl-th/0101017 [nucl-th].
[20] S. Beane et al. (NPLQCD), Phys.Rev. D87, 034506
(2013), arXiv:1206.5219 [hep-lat].
[21] N. Barnea, L. Contessi, D. Gazit, F. Pederiva, and
U. van Kolck, Phys.Rev.Lett. 114, 052501 (2015),
arXiv:1311.4966 [nucl-th].
[22] N. H. Christ, T. Izubuchi, C. T. Sachrajda, A. Soni, and
J. Yu (RBC, UKQCD), Phys. Rev. D88, 014508 (2013),
arXiv:1212.5931 [hep-lat].
[23] N. H. Christ, X. Feng, G. Martinelli, and C. T. Sachra-
jda, Phys. Rev. D91, 114510 (2015), arXiv:1504.01170
[hep-lat].
[24] N. H. Christ, X. Feng, A. Portelli, and C. T. Sachra-
jda (RBC, UKQCD), Phys. Rev. D93, 114517 (2016),
arXiv:1605.04442 [hep-lat].
[25] N. H. Christ, X. Feng, A. Ju¨ttner, A. Lawson, A. Portelli,
and C. T. Sachrajda, (2016), arXiv:1608.07585 [hep-lat].
[26] M. Lu¨scher and P. Weisz, Commun.Math.Phys. 97, 59
(1985).
[27] B. Sheikholeslami and R. Wohlert, Nucl.Phys. B259, 572
(1985).
[28] S. R. Beane et al. (NPLQCD), Phys. Rev. C88, 024003
(2013), arXiv:1301.5790 [hep-lat].
[29] M. J. Savage, Phys. Rev. C59, 2293 (1999), arXiv:nucl-
th/9811087 [nucl-th].
[30] G. Prezeau, M. Ramsey-Musolf, and P. Vogel, Phys. Rev.
D68, 034016 (2003), arXiv:hep-ph/0303205 [hep-ph].
[31] M. L. Graesser, (2016), arXiv:1606.04549 [hep-ph].
[32] A. Nicholson, E. Berkowitz, C. C. Chang, M. A.
Clark, B. Joo´, T. Kurth, E. Rinaldi, B. Tiburzi,
P. Vranas, and A. Walker-Loud, in Proceedings, 34th
International Symposium on Lattice Field Theory (Lat-
tice 2016): Southampton, UK, July 24-30, 2016 (2016)
arXiv:1608.04793 [hep-lat].
[33] V. Cirigliano, W. Dekens, M. Graesser, and
E. Mereghetti, (2017), arXiv:1701.01443 [hep-ph].
[34] R. G. Edwards and B. Joo´ (SciDAC Collabora-
tion, LHPC Collaboration, UKQCD Collaboration),
Nucl.Phys.Proc.Suppl. 140, 832 (2005), arXiv:hep-
lat/0409003 [hep-lat].
[35] M. A. Clark, R. Babich, K. Barros, R. C. Brower, and
C. Rebbi, Comput. Phys. Commun. 181, 1517 (2010),
arXiv:0911.3191 [hep-lat].
[36] R. Babich, M. A. Clark, B. Joo´, G. Shi, R. C. Brower,
and S. Gottlieb, in SC11 International Conference for
High Performance Computing, Networking, Storage and
Analysis Seattle, Washington, November 12-18, 2011
(2011) arXiv:1109.2935 [hep-lat].
