SNPs (Single Nucleotide Polymorphisms) include millions of changes in human genome, and therefore, are promising tools for disease-gene association studies. However, this kind of studies is constrained by the high expense of genotyping millions of SNPs. For this reason, it is required to obtain a suitable subset of SNPs to accurately represent the rest of SNPs. For this purpose, many methods have been developed to select a convenient subset of tag SNPs, but all of them only provide low prediction accuracy. In the present study, a brand new method is developed and introduced as GA-SVM with parameter optimization. This method benefits from support vector machine (SVM) and genetic algorithm (GA) to predict SNPs and to select tag SNPs, respectively. Furthermore, it also uses particle swarm optimization (PSO) algorithm to optimize C and c parameters of support vector machine. It is experimentally tested on a wide range of datasets, and the obtained results demonstrate that this method can provide better prediction accuracy in identifying tag SNPs compared to other methods at present.
Introduction
One of the important study subjects about human genome is the investigation of genetic variants related to complex diseases. Most of these genome-wide association (GWA) studies [1, 2] are aimed to determine genetic variants possibly related to complex diseases. Genetic variants mostly consist of SNPs (Single Nucleotide Polymorphisms), and human genome is estimated to include around 10 million SNPs [3] . In this regard, it is generally preferred to use SNPs in GWA studies [4, 5] . The number of individuals and SNPs are quite effective on the statistical significance of a GWA study [6] . However, it is still very expensive and time-consuming to genotype all the SNPs in a large population found in the candidate area for large-scale GWA studies [7] [8] [9] . Therefore, a subset of SNPs should be selected to predict the rest of SNPs with an acceptable error limit. In this subset, a single SNP is called a tag SNP. In addition, it is quite important to determine a minimum subset of tag SNPs to predict the rest of SNPs with maximum accuracy [7] [8] [9] [10] .
There are different methods developed to select tag SNPs in recent years . These can be categorized into three main groups as block-based, linkage disequilibrium (LD)-based and block-free methods. Among them, block-based methods are mainly established on the block structure of human genome [30, 31] . These methods are based on the fact that human genome can be divided into discrete blocks, and small sets of common haplotypes in each block are shared by a specific population. In this respect, these methods aim to find a subset of SNPs in order to distinguish all of the shared haplotypes [11] [12] [13] [14] [15] . Accordingly, a human genome is divided into haplotype blocks in the first place, and later, a subset of tag SNPs is selected for each block in the second place. However, it is not always possible to determine the blocks accurately, which is the main problem of this method, and it is still under discussion in which way to define these blocks [16] . Furthermore, inter-block correlations are ignored during the selection of tag SNPs, which is performed only by the local correlation between the markers of each block [16] .
Another type of tag SNP selection methods is LD-based methods which consider the relation between SNP pairs (linkage disequilibrium). The main aim of these methods is to choose a set of tag SNPs highly related to each SNP on a definite haplotype [23] [24] [25] [27] [28] [29] . However, it is not easy to decrease the number of tag SNPs on loci with low LD.
On the other hand, many block-free methods were introduced recently by investigators [7] [8] [9] [10] [16] [17] [18] [19] [20] [21] [22] . These methods consider tag SNPs as a subset of all SNPs to re-build the rest of SNPs. Contrary to the block-based methods, block division and limited haplotype diversity are not used in these methods. Instead, weaker correlations between adjacent blocks are preferred [18, 19] . Lin and Altman [17] developed a method (Eigen2htSNP) to predict a tagged SNP by using a tag SNP with the highest correlation with the tagged SNP. However, the prediction accuracy of Eigen2htSNP method is low due to the slightly correlated SNPs used in SNP prediction. Similarly, Halperin et al. [7] suggested another method (STAMPA) to select a subset of tag SNPs. This method selects a minimum of two tag SNPs which could sometimes give worse results than a randomly selected subset of tag SNPs [9] . Another method for selecting a tag SNPs was proposed by Lee and Shatkay [8] , which was called BNTagger method considering conditional independency among SNPs. The aim of this method is to select independent but highly predictive SNPs through Bayesian networks. In this method, the algorithm does not use the number of tag SNPs to be selected as input variable, and instead, tag SNPs are selected according to previously determined threshold value used as input in algorithm. However, this is a very time-consuming method [9] . On the other hand, He and Zelikovsky [10] suggested two new methods for SNP prediction based on Multiple Linear Regression (MLR-Tagging) and Support Vector Machine (SVM/STSA), of which SVM/STSA is considered more effective, yet it is still very time-consuming due to its production of hereditary subset of tag SNPs [26] as this is not always useful. Yang et al. [9] proposed a new method (BPSO), which is a binary version of particle swarm optimization algorithm. However, this method has the same drawbacks of STAMPA as both methods share the same prediction algorithm. In the recent period, Lin and Leu [21] has developed a hybrid method known as Particle Swarm Optimization-Support Vector Machine (PSO-SVM). This method combines PSO and SVM through parameter optimization and property choice. PSO and SVM are used for selection of tag SNPs and for prediction of the rest of SNPs, respectively. However, prediction accuracy is quite poor while the number of tag SNPs is small. Mahdevar et al. [22] suggested a heuristic method (GTagger) using genetic algorithms. This method uses correlation and Shannon entropy to calculate fitness function, but its prediction accuracy is low.
Diverse subsets of tag SNPs could be obtained in random selection of tag SNPs by a method using support vector machine (SVM) [32, 33] as SNPs prediction model in the search space [6] . It is well-known that genetic algorithms (GAs) are able to scan the points in the search space quite well through their genetic operators [34] [35] [36] . From this regard, this study suggests a new approach to select tag SNPs and to predict non-tag SNPs by using the genetic algorithm and the support vector machine, respectively. In addition, particle swarm optimization (PSO) algorithm is used in the study to optimize C and c parameters of support vector machine. This approach is called as the GA-SVM method with parameter optimization. ''Leave-one-out cross-validation'' (LOOCV) method is used to evaluate the prediction accuracy of the algorithm in this approach. Experimental results on many datasets demonstrate that the suggested approach is able to identify tag SNPs with significantly higher prediction accuracy than other methods at present.
In the rest of the paper, Section 2 explains the selection problem of tag SNPs, Section 3 presents the method used for selection problem of tag SNPs, Section 4 gives the experimental datasets used in the study, Section 5 presents the experimental results, and Section 6 concludes the paper.
The selection problem of tag SNPs
A diploid organism contains two non-identical copies of each chromosome and a set of SNPs on each of these copies is named as haplotype, while the data including the combination of two haplotype is named as genotype [1] . Each haplotype gives allele information of adjacent SNPs on a given chromosome, and each genotype represents the combined allele information of SNPs on a certain pair of homologous chromosomes ( Supplementary Fig. 1 ) [6] .
The most frequently observed nucleotide of a SNP in a given population is referred to as major allele, while others are known as minor allele. For bi-allelic SNPs, haplotypes can be represented as a string of symbols {0, 1}, where 0 and 1 stand for major and minor alleles, respectively. Within a genotype, SNPs are accepted homozygous when both alleles are the same, and heterozygous when both alleles are different. Therefore, a genotype can also be represented with any of these numbers {0, 1, and 2}, where 0 indicates both alleles of SNP are major homozygous, while 1 stands for minor homozygous, and 2 stands for heterozygous (0/1, 1/0) (Supplementary Fig. 2) [6] .
A haplotype matrix H is used to determine a suitable subset of tag SNPs to predict the rest of SNPs. Here, each row represents a definite haplotype h i , i{1, 2, . . ., m} and each column indicates a definite SNP j , j 2 {1, 2, . . . , n}. The main problem is to detect a convenient subset T = {t 1 , t 2 , . . . , t k } of tag SNPs, which should be minimum of all choices, but enables the prediction of rest of SNPs by a higher accuracy.
The GA-SVM method with parameter optimization
In the present study, a new hybrid method is suggested increasing the prediction accuracy of SNPs classification. This method uses genetic algorithm to select tag SNPs, and support vector machine to predict the rest of SNPs. C and c parameters of support vector machine are optimized by particle swarm optimization algorithm. As mentioned above, this method is called as GA-SVM method with parameter optimization. Fig. 1 demonstrates this method which consists of modules to perform the procedures including the formation of the initial populations, calculation of fitness value (fitness evaluation), finding pbest values and gbest, calculating the particle speeds and updating their locations, selection, crossover, mutation, and adjusting operations. The initial population of SNPs is represented with a binary matrix where the chromosomes in the population are given in rows, and SNPs are in columns. The input of algorithm is matrix H with m rows and n columns where a certain haplotype and SNPs are represented in each row and column, respectively [10] . Each haplotype in such a matrix is represented by an n-bit binary vector. Through this matrix, genetic algorithm produces a matrix population of P GA with n columns and N p rows where N p is the number of chromosomes in population randomly selected between 10 and 200 [37, 38] . The p ij 2 {0, 1} of the matrix P GA stands for the jth SNP for the ith chromosome. 1 indicates that the relevant SNP is a tag SNP, while 0 shows the necessity to predict the value of relevant SNP. All the chromosomes share the same number of tag SNPs represented by N tag , while different chromosomes have different combinations of N tag SNPs from the n SNPs. For instance, a P GA matrix with n = 15 SNPs and 5 chromosomes given in Fig. 2 , there are 5 sets of the size 5 that differ from each other by at least one tag SNPs.
Genetic algorithm is an iterative procedure to maintain a constant population size in candidate solutions [39] . In each iteration of this algorithm, three genetic operators (selection, crossover, and mutation) are performed to create a new population (offspring). Chromosomes of new population are assessed by using the fitness function (Eq. (1)) shown in the subsequent section. With this evaluation, better new populations are detected as candidate solutions [39] .
The fitness evaluation
Leave-one-out cross validation (LOOCV) method is used for fitness evaluation in the study [7] [8] [9] [10] 17, 21, 40] . In this method, the jth haplotype is removed from the matrix H in the jth iteration, and the tag SNPs are selected from the remaining haplotypes by using the GA. Subsequently, these tag SNPs are used to predict the tagged SNPs (the rest of SNPs) present in the removed haplotype. This process is repeated for all j = 1,2,. . . , m, i.e., until all haplotypes in H are used as the validation data. The ratio of the number of SNPs predicted accurately to the total number of predicted SNPs gives the prediction accuracy (fitness value), which is calculated with Eq. (1), where N c is the number of accurately predicted SNPs, while N a is the number of all predicted SNPs.
The natural selection
Including every chromosome of a population in the selection would not be much effective on the next generation; therefore, chromosomes obtaining higher fitness values should survive, while other chromosomes should be eliminated [41] . Natural selection takes place in each iteration of algorithm. There are different selection methods in GA, including roulette wheel selection, random selection, scaling selection, tournament selection, hierarchical selection, etc. Of these, roulette wheel selection method is used in the present study as it is the most common method [42] . This method looks like a cycling wheel in which each chromosome obtains an area in parallel with its fitness. This method creates a set A of cumulative probabilities of N p chromosomes in order and a set B of N p numbers generated randomly in the range of 0 and 1. Subsequently, c i = min{a i 2 A: a i P b j } is selected for each number b j 2 B. Consequently, the new population set of C ¼ fc i g q i¼1 is created. 
The crossover operation
The crossover operation with C R rate is performed on the new population to improve the new population resulting from natural selection. Chromosomes are randomly selected to apply crossover operation in general. Additionally, the uniform crossover operator is used in the present study to obtain offspring chromosomes from parent chromosomes [43] . For this purpose, a crossover mask has to be created with 0.5 mixing ratio [44] , which is used to determine the special bits of the parent chromosomes to crossover. In crossover mask, a 1-bit indicates SNPs related to bit to be crossed between both parents, while a 0-bit demonstrates the SNPs related to bit that should not change. The crossover rate is set to C R = 0.9 in the present study [26, 45] . Fig. 3 demonstrates a sample for uniform crossover operation implemented on chromosomes 1 and 3 ( Fig. 2 ) in which the 3rd row is crossover mask produced by mixing ratio of 0.5.
The mutation operation
The mutation operator is performed with a mutation rate M R to improve the population produced by crossover operation. For this purpose, mutation operator modifies certain bits in the population. A random number between 0 and 1 is produced for each bit-position in chromosomes to determine which bits to mutate. When the number is lower than M R , relevant bits should be mutated through change of every 0 bits to 1, and every 1 bits to 0 [26] . The mutation rate is set to M R = 0.01 in the present study [26, 45] . Fig. 4 represents mutation operation performed on SNP 5 for the chromosome 4 ( Fig. 2) .
Adjusting the number of tag SNPs
After crossover and mutation operations, the number of 1 bits demonstrating the tag SNPs for chromosomes could be changed [26] . Therefore, the number of tag SNPs for each chromosome should be adjusted so that the number M tag of tag SNPs for each chromosome can be equivalent to the number N tag given as input for the GA-SVM algorithm with parameter optimization. There are two methods in literature, suggested solving this problem [9, 22, 26] . One of them is random search method, in which randomly selected M tag À N tag tag SNPs are transformed into 0 if M tag > N tag ; on the other hand, [22, 26] ; N tag À M tag SNPs not selected yet are transformed into 1 if M tag < N tag in order to reach the desired number of tag SNPs. Unfortunately, random adjustment of the number of tag SNPs for chromosomes results in diverse prediction accuracy rates for different iterations [9] . The other method is local search algorithm, in which the new chromosomes with higher prediction accuracy are fixed in the adjustment process for the number of selected tag SNPs in chromosomes [9] . The prediction accuracy is calculated by the LOOCV method for each candidate chromosome. However, prediction accuracy considerably changes from one iteration to another in the random search method, which complicates the selection of tag SNPs. In order to minimize the fluctuation of the prediction accuracy, it is necessary to increase the number of the iteration excessively. But in this case, the algorithm takes so much time that the solution of many practical applications becomes impossible [35] . The LOOCV method, which is highly timeconsuming, is used in local search algorithm to find a new chromosome with the highest prediction accuracy [9] . Therefore, it is also unpractical for many applications [40] .
The comparison of experimental results of LOOCV and 10-fold cross-validation methods reveals that the latter method works approximately 10 times faster than the former one despite the fact they produce the same results [6] . For this reason, 10-fold crossvalidation method is used in the local search algorithm [6] . Fig. 3 represents the sample of tag SNPs in offspring 2, marked M tag = 4 times with 1's. In Fig. 5 , the values of tagged SNPs are replaced from 0 to 1 in the offspring 2 by 11 candidate chromosomes one at a time. The new offspring 2 chromosome is chosen as the candidate chromosome that has the best prediction accuracy.
After the modification of tag SNPs number, LOOCV method is used to calculate the fitness value (prediction accuracy) for each chromosome of the new population, and the chromosome with the best fitness value is determined. This process is repeated by N G 2 {20, 21, . . . , 200}, where N G signifies the number of required generations (iterations) used by the algorithm as input. The chromosome with the best fitness value within the set is returned as a result of the generations.
Optimizing the SVM parameters (C and c) by the particle swarm optimization
In this study, SVM is used to predict the values of the tagged SNPs using the values of tag SNPs. In SVM classifier, radial basis function (RBF) is used as the kernel function. The RBF kernel function requires that C and c should be set. cis an important parameter to dominate the generalization ability of SVM by regulating the amplitude of the RBF kernel function and C is a parameter controlling the trade off between maximizing the margin and minimizing the training error [32, 33] . It is not known beforehand which C and c values are best for a given problem; therefore, some kind of parameter researches should be performed [46] . For this purpose, PSO algorithm is used in the study.
The initial population for SVM parameters
Initial population for SVM parameters is represented by a matrix where the rows represent particles in population and the columns represent SVM parameters, respectively. The PSO algorithm forms a population matrix P PSO with two columns and N p rows.
The columns here represent C and c parameters and the rows represent N p number of particles. The number of rows in particle matrix P PSO equals to that of the population matrix P GA , formed by GA. The entries p ij 2 [0, 1] of the matrix P PSO represent the values of C and c parameters for the ith particle. A population matrix is given as an example in Fig. 6 . As can be seen in this figure, population matrix consisted of five particles and two parameters (C and c).
The fitness evaluation
In this study, the fitness function calculated for GA is used as the fitness function of PSO algorithm. The fitness value calculated for each chromosome in population matrix P GA (the population matrix for GA) is also used as the fitness value of the particle that is the equivalent in population matrix P PSO (the population matrix for PSO). For instance, if the calculated fitness value is 0.93 for the chromosome 2 in Fig. 2 , this value is also the fitness value of particle 2 in Fig. 6 . As can be seen in Eq. (1), the fitness value (prediction accuracy) is obtained as the ratio of the number of accurate predicted SNPs (N c ) to the total number of predicted SNPs (N a ).
Finding pbest values and gbest
In each iteration of PSO algorithm, every particle is updated based on ''the two best'' values. The first one is the best fitness value that the particle finds until that time. Furthermore, this value is kept in the memory for later use and it is called ''pbest''; that is, the best value of the particle. As for the other, it is the best fitness value acquired by any particle in the population until that time. This value is the global best value in the population and is called ''gbest''.
Calculating the particle speeds and updating their locations
The speed of each particle in the population is calculated and their locations are updated according to the best value (pbest) of the particles and the best global value (gbest) found in the previous step. Eqs. (2) and (3) are used respectively to calculate the speed of the particles and to update their locations. are the speed and solution (location) of ith particle, respectively. pbest k ij is the best solution of the ith particle reached until that time and gbest k j is the best global solution acquired by any particle in the population until that time. c 1 and c 2 are acceleration (learning) factors and direct movements based on particle's own experience and the experiences of other particles in the population, respectively. In this study, both learning factors c 1 and c 2 are taken as 2 [47] . r 1 and . w is the inertia weight and larger inertia weights allow global search, while smaller inertia weights make local search possible. The experiments performed with values 0.8, 1 and 1.2 of inertia weights indicated that the results (prediction accuracies) gained for inertia value 1 were better than those gained for others. Therefore, in this study, the w value is taken as 1 in order to reach as much better solution as possible [48] .
Predicting the rest of SNPs by support vector machine
There are different methods including correlation-based [16, 17] , entropy-based [22, 27] , k-nearest neighbors-based [19, 26] , STAMPAbased (selection of tag SNPs to maximize prediction accuracy) [7, 9] , Bayesian network-based [8] and SVM-based [10, 21] methods that are used to predict the values of the rest of SNPs. Of these methods, SVM is generally preferred in bioinformatics due to its accurate results and high competition with other data mining methods like neural networks [1, 10, 49] . SVM creates a model based on the SNP values in haplotype given as training set in the first place. Subsequently, it predicts the rest of SNPs values in the haplotype present in the test set through the developed model and tag SNPs resulting from the above-mentioned GA method.
In SVM-based prediction method, every haplotype present in H matrix is considered one test set where each tag SNP represents one certain feature and each of the rest SNPs represents one certain class. Fig. 7 gives an example of the prediction process for the rest of SNPs.
Integrated software Libsvm, which is designed for support vector classification, is used in the present study [50] . Optimized C and c parameters in PSO algorithm are used with it.
When the fitness value is calculated for a chromosome in the population matrix formed by GA, C and c parameters in the particle that is equivalent to the same row in the particle population matrix formed by PSO are used. For example, to calculate the fitness value of chromosome 2 in Fig. 7 , particle 2 in the particle population matrix is used. This value is accepted as the fitness value of chromosome 2 for GA and particle 2 for PSO.
Experimental datasets
The following datasets of the HapMap project [51] and the related studies were processed in the present study.
ACE (Angiotensin Converting Enzyme) dataset [52] : It includes 22 haplotypes of 11 individuals and 52 bi-allelic SNPs at 24 Kb genomic region on chromosome 17q23.
ABCB1 (ATP-Binding Cassette, sub-family B) [53] : This dataset is related to P-glycoprotein and includes 74 Kb of the genome sequence. It contains 494 haplotypes of 247 individuals and 27 biallelic SNPs. The chromosome 5q31 dataset [30] : This is obtained from the 616 Kb region of human chromosome 5q31 from 129 family trios. It contains 103 bi-allelic SNPs; however, only the children population was used in the study.
Two gene regions STEAP and TRPM8. These datasets include 30 CEPH (Utah residents with ancestry from northern and western Europe) family trios from HapMap [51] . The number of bi-allelic SNPs in each region changed between 22 and 101; however, only the parent population was used in the study. Three ENCODE regions from Hapmap Regions ENm013, ENr112 and ENr113 from 30 CEPH family trios obtained from HapMap EN-CODE project [51] are 500 Kb regions of chromosomes 7q21.13, 2p16.3 and 4q26, respectively. The number of bi-allelic SNPs genotyped in each region is 361, 412 and 515. The genotypes corresponding to the parents from each dataset are used in the study.
Experimental results
A program was developed in MATLAB 7.4 software to evaluate the performance of GA-SVM method with parameter optimization in the study, and for this purpose, a SVM program designed by Chang and Lin and named as Libsvm software [50] was used. A target machine was used for the experiments, which had an Intel Core2Quad@2.83 GHz processor and 4 GB memory, and run on Microsoft Windows 7 Professional Edition OS. A GA was selected for the experiments, which had a generation number of 20, population size of 20, crossover rate of 0.9, and mutation rate of 0.01. In addition, a PSO was used, which had a generation number of 20, population size of 20, both of learning factors of 2 and inertia weight of 1. For both C and c parameters the search range [10 À2 , 10 2 ] was used, and it was accepted that [V min , V max ] = [-À10, 10]. These parameters were determined by trial and error method in the experiments and they were concluded to provide the best results. Thus, they were used for all datasets in this study.
Various experiments for different range values of C and c parameters were carried out to test the advantages of PSO over exhaustive grid search. In the first of these experiments, while the same fitness values were obtained with exhaustive grid search (the number of grid points is 50 2 = 2500) and PSO within the range of [0.1, 5] for these parameters, it was seen that PSO worked 250 times faster than the other. In the second experiment, though the same fitness values were obtained with exhaustive grid search (the number of grid points is 100 2 = 10000) and PSO in the range of [0.1, 10] for these parameters, PSO worked 1000 times faster than the other. These experiments indicated that the PSO used for the optimization of C and c parameters worked much faster than exhaustive grid search algorithm. Moreover, both algorithms provided the same fitness values. In addition, the LOOCV method was used at the haplotype level to evaluate the prediction accuracy of GA-SVM method with parameter optimization [7] [8] [9] [10] 17, 21] . However, 10-fold cross validation was used in the local search algorithm used in the adjusting procedure in this method.
The GA-SVM method with parameter optimization suggested for ACE dataset with 52 SNPs was compared to BNTagger [8] and Eigen2htSNP [17] methods. Fig. 8 presents the experimental results for this dataset. Accordingly, the proposed method provided considerable higher performance than other two methods for all tag SNPs numbers and conditions. In addition, prediction accuracy of GA-SVM method with parameter optimization gradually increases in parallel with the tag SNPs number. And, it showed 4.39% and 7.2% more prediction accuracies at the range of 1-10 tag SNPs than BNTagger and Eigen2htSNP methods, respectively, on the average. The GA-SVM method with parameter optimization suggested for ABCB1 dataset with 27 SNPs was compared to Eigen2htSNP and STAMPA [7] methods in the present study. Accordingly, it obtained 95.3% prediction accuracy for one tag SNP, while Eigen2htSNP methods achieved only 55% of prediction accuracy. In addition, it obtained 97% prediction accuracy for two tag SNPs, while STAMPA method achieved 96.5%. As seen in Fig. 9 , the proposed method obtained 27.2% and 0.8% higher prediction accuracy at the range of 2-10 tag SNPs than other two methods, respectively.
The GA-SVM approach with parameter optimization was compared to STAMPA, BNTagger, SVM/STSA [10] , BPSO [9] and PSO-SVM [21] methods in terms of prediction accuracy for LPL dataset involving 88 unique haplotypes. Accordingly, as seen in Fig. 10 , the suggested method presented higher performance rates than other methods. Especially at the range of 2-20 tag SNPs, it obtained 4.11%, 2.59%, 4.40%, 6.37% and 1.50% higher prediction accuracy rates than PSO-SVM, BPSO, SVM/STSA, BNTagger and STAMPA methods, respectively. Fig. 11a gives the comparison results on prediction accuracies of GA-SVM method with parameter optimization and PSO-SVM, BPSO, SVM/STSA, BNTagger and STAMPA methods for different tag SNPs numbers in the dataset 5q31 with 103 SNPs. In this figure, the proposed method obtained 1.15%, 0.92%, 2.15%, 2.6% and 5.76% more prediction accuracies at the range of 1-10 tag SNPs compared to PSO-SVM, BPSO, SVM/STSA, BNTagger and STAMPA methods, respectively.
The GA-SVM method with parameter optimization was compared to PSO-SVM, BPSO, SVM/STSA and STAMPA methods in terms of TRPM8 dataset. Accordingly, the suggested method provided higher accuracy than PSO-SVM, BPSO, SVM/STSA and STAM-PA methods, as can be seen in Fig. 11b .
The GA-SVM method with parameter optimization obtained higher prediction accuracy rates for STEAP and D9 datasets compared to STAMPA, SVM/STSA and BPSO methods. The comparison results are shown in Fig. 11c and d .
Various experiments were carried out to evaluate the performance of the GA-SVM method with parameter optimization on larger datasets. When choosing the datasets used in these experiments, it was made sure that these datasets were commonly used by the methods compared. Therefore, the datasets ENm013, ENr112 and ENr113, which are also used by the STAMPA, were selected (The datasets with more than 100 SNPs were processed by only the STAMPA method). As it is seen in Fig. 12 , in the experiments carried out on ENm013, ENr112 and ENr113 datasets, at the range of 2-10 tag SNPs, the GA-SVM method with parameter optimization, in comparison with the STAMPA method, provided higher prediction accuracy of 7.8%, 10% and 5.9% on the average, respectively. The running times of the proposed method for different numbers of tag SNPs are given in Table 1 . The running times of the SVM/STSA method on 5q31, TRPM8 and STEAP datasets were taken from the original study. The running times of the STAMPA method in the range of 2-10 tag SNPs on all datasets were determined by carrying out experiments, but since the time change in this range is very small, it is not shown in the table. For instance, the STAMPA method is able to determine all tag SNPs in the range of 2-10 for ACE, the smallest dataset that we used, in 2 s. On the other hand, the proposed method determines 2 tag SNPs in 2 min and 16 s, while it determines 10 tag SNPs in 6 min and 41 s. The STAMPA method selects all tag SNPs from 2 to 10 for the dataset 5q31 in 7 s, while the SVM/STSA method selects 2 tag SNPs in 5 h and 10 tag SNPs in 24 h. As for the suggested method, it determines 2 tag SNPs in 2 h and 54 min and 10 tag SNPs in 8 h and 30 min. The experiments carried out on ENr113, the largest dataset, indicated that the STAMPA method determined all tag SNPs in the range of 2-10 in approximately 6 min. The suggested method, on the other hand, determines 2 tag SNPs in 7 h and 12 min and 10 tag SNPs in 29 h 19 min. As it is understood from the experiments carried out, the GA-SVM method with parameter optimization works faster than the SVM/STSA method, while it works slower than the STAMPA method. Since the LOOCV method was used to evaluate the prediction accuracy in all three methods, the number of haplotypes affects the running times as the number of SNPs does.
As can be seen in Table 1 , for all of the datasets except for the ABCB1 and STEAP, the running time of the GA-SVM method with parameter optimization goes up as the number of tag SNPs increase as well. However, as the number of tag SNPs increases, the running time of the proposed method decreases for the ABCB1 dataset, while it remains almost the same for the STEAP dataset. In the experiments carried out, it was observed that while the number of tag SNPs increases within 1-10 tag SNP range, the running time of the proposed method increased for datasets with more than 40 SNPs, while the running time of the proposed system generally decreased for datasets with less than 40 SNPs.
In this study, two more experiments were carried out to better evaluate the running time and prediction accuracy of the GA-SVM method with parameter optimization proposed and to give an idea about real scenarios in which nothing is known about the patient studied on. In the first one, the PSO applied for parameter optimi- zation in the proposed method was not used and Linear kernel function was used instead of RBF kernel function in the SVM classifier (GA-SVM with LK. (H) ). In the second, to evaluate the prediction accuracy of the GA-SVM method with parameter optimization, the LOOCV method applied at individual level instead of the LOOCV method applied at the haplotype level was Table 2 for different datasets at different numbers of tag SNPs. As it is clear from Table 2 , the pro- Table 3 Running times of the GA-SVM method with parameter optimization and the methods used in the two experiments for different datasets at different numbers of tag SNPs (To make evaluations at the individual level, the LPL dataset that consists of 142 haplotypes was used in the experiments).
Datasets (NHap, NSNP)

Methods
The number of tag SNPs posed GA-SVM method with parameter optimization provided better prediction accuracies for different datasets at the range of 1-10 tag SNPs in comparison with the other two methods. For example, in comparison with the methods used in the first and second experiments, the method suggested for ACE, which is the smallest dataset, provided 1.01% and 2.53% higher prediction accuracies the average, respectively. Similarly, for ENr113, the largest dataset, the proposed method provided 0.30% and 0.41% higher prediction accuracies on the average respectively in comparison with the other two methods used in the experiments. In the second experiment, it was seen that the GA-SVM method with parameter optimization in which LOOCV method was implemented at individual level rather than at haplotype exhibited higher prediction accuracy compared to the methods in other publications. For example, it was demonstrated that the GA-SVM method with parameter optimization in which LOOCV method was implemented at individual level for ACE dataset at the range of 1-10 tag SNPs showed 1.81% and 4.71% higher prediction accuracy on average compared to BNTagger and Eigen2htSNP methods, respectively. Similarly, it was demonstrated that the method used in the second experiment for ENr113 dataset at the range of 1-10 tag SNPs exhibited 4.16% higher prediction accuracy on average compared to the STAMPA method.
Running times of the GA-SVM method with parameter optimization and the methods used in the two experiments are presented in Table 3 for different datasets at different numbers of tag SNPs. As can be seen in Table 3 , the proposed GA-SVM method with parameter optimization for different datasets determines the tag SNPs in the range of 1-10 more slowly in comparison with the methods used in the first and second experiments.
Discussion and conclusion
A new method is developed and suggested in the present study to select the tag SNPs, and accordingly, predict the rest of SNPs in a gene. This information is commonly used to identify the genetic variants related to complicated disorders. The method suggested in the study is named as GA-SVM method with parameter optimization, and it benefits from SVM and GA to predict SNPs and select tag SNPs, respectively. In addition, PSO is used to optimize C and c parameters of support vector machine. In the study, GA-SVM method with parameter optimization is experimentally compared to other common methods to test its prediction accuracy on datasets with different sizes.
In this study, the GA-SVM method with parameter optimization was applied to tag SNP selection problem, and two different search algorithms were used to select both tag SNPs and SVM parameters. Instead of the LOOCV method, 10-fold cross validation was used to determine the chromosome with the best fitness value among the candidate chromosomes in the local search algorithm used in the adjusting procedure of tag SNP selection. Thus, the speed of this search algorithm was increased ten times. Furthermore, the PSO was preferred to exhaustive grid search because it was observed that the former algorithm worked approximately 250 times faster than the latter even for the narrow range of [0. 1, 5] (the number of grid points is 50 2 = 2500) for C and c parameters.
As can be seen in the results of the experiments carried out on the datasets used, as the number of tag SNPs increases, the prediction accuracy of the suggested method regularly increases, too. Moreover, as the number of SNPs increases, the running time of the GA-SVM method with parameter optimization increases as it is the case with the STAMPA and SVM/STSA methods.
Consequently, experiment results prove that the method suggested in the study has considerably higher prediction accuracy for all possible number of tag SNPs than other methods.
