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Abstract
We show that many well-known transforms in convex geometry (in particular, cen-
troid body, convex floating body, and Ulam floating body) are special instances of
a general construction, relying on applying sublinear expectations to random vectors
in Euclidean space. We identify the dual representation of such convex bodies and
describe a construction that serves as a building block for all so defined convex bodies.
1 Introduction
The concept of a sublinear expectation is one of essential ideas in mathematical finance,
where it is used to quantify the operational risk, see [9, 14]. The sublinearity property
reflects the financial paradigm, saying that the diversification decreases the risk, and so
the risk of a diversified portfolio is dominated by the sum of the risks of its components.
Sublinear expectations are closely related to solutions of backwards stochastic differential
equations, see [33].
A sublinear expectation e is a sublinear (positively homogeneous convex) map from the
space Lp(R) (or another linear space of random variables) to (−∞,∞], and so may be
regarded as a convex function on an infinite-dimensional space, see [44] for a thorough
account of convex analysis tools in the infinitely-dimensional setting.
In this paper we utilise the idea of a sublinear expectation to associate with each p-
integrable random vector ξ in Rd a convex closed set E(ξ) in Rd. This is done by letting
the support function of E(ξ) be defined as the sublinear expectation e applied to the scalar
product 〈ξ, u〉. For instance, if e is the Lp-norm and ξ is symmetric, E(ξ) becomes the
centroid body associated to the distribution µ of ξ as introduced by Petty [34] for p = 1 and
Lutwak et al. [29] for a general p. If e is an integrated quantile, one obtains convex bodies
called metronoids and studied in [22].
We commence with Section 2 giving the definition of a sublinear expectation, present-
ing several examples, and describing a novel construction (called the maximum extension)
suitable to produce parametric families of sublinear expectations from each given one.
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Section 3 delivers the main construction of convex closed sets E(ξ) generated by a random
vector ξ and a given sublinear expectation. Section 4 describes a generalisation based on
relaxing some properties of sublinear expectations, namely, replacing them with (convex)
gauge functions. This construction yields centroid bodies [29] and half-space depth-trimmed
regions [32], the latter are closely related to convex floating bodies [37].
One of the most important sublinear expectations is based on using weighted integrals
of the quantile functions. These convex bodies are studied in Section 5, where we show
their close connection to metronoids [22] and zonoid-trimmed regions [26]. In particular,
Theorem 5.4 establishes a representation of a general convex set E(ξ) in terms of integrated
metronoids. Under the log-concavity assumption, Theorem 5.6 relates the average quantile
bodies and convex floating bodies. We also provide a uniqueness result for the distribution
of ξ on the basis of a family of convex bodies generated by it, and also a concentration result
for random convex sets constructed from the empirical distribution of ξ.
Section 6 specialises our general construction to the case when ξ is uniformly distributed
on a convex body K, and so E(ξ) = E(K) is a transformation of a convex body K. In
special cases, our construction yields Lp-centroid bodies [20] and Ulam floating bodies re-
cently introduced in [23]. The known key results for sublinear expectations, namely, their
dual representation and their representation as suprema of the averaged quantiles, yield a
new insight into the well-known transformations of convex bodies and yield some new rela-
tions between them. We provide several further examples, establish some properties of this
transformation and formulate several conjectures. In particular, we establish the continuity
of such transformations in the Hausdorff metric.
2 Sublinear expectations of random variables
2.1 Definition and the dual representation
Let (Ω,F,P) be an atomless probability space, and let us denote with Lp(Rd) the set of all p-
integrable random vectors in Rd, with p ∈ [1,∞]. Endow Lp(Rd) with the σ(Lp, Lq)-topology
based on the pairing of Lp(Rd) and Lq(Rd) with p−1 + q−1 = 1.
Definition 2.1. A sublinear expectation is a function e : Lp(R)→ (−∞,∞] with p ∈ [1,∞],
satisfying the following properties for all β, β ′ ∈ Lp(R):
i) monotonicity: e(β) ≤ e(β ′) if β ≤ β ′ a.s.,
ii) translation equivariance: e(β + a) = e(β) + a, a ∈ R,
iii) positive homogeneity: e(cβ) = ce(β), c ≥ 0,
iv) subadditivity: e(β + β ′) ≤ e(β) + e(β ′),
v) lower semicontinuity in σ(Lp, Lq), that is,
e(β) ≤ lim inf
n→∞
e(βn)
2
for each sequence {βn, n ≥ 1} converging to β in the σ(Lp, Lq)-topology.
In view of the subadditivity property, the monotonicity can be replaced by requiring that
e(β) ≤ 0 if β ≤ 0 almost surely. The imposed conditions imply that e(a) = a for each
deterministic a. The sublinear expectation applied to (−β) yields a coherent risk measure
of β, see [9] and [14]. In this relation, the subadditivity property is the manifestation of
the financial principle, saying that diversification decreases the risk. Many results from the
theory of risk measures directly apply to sublinear expectations.
Note that the lower semicontinuity property is not always explicitly imposed. From the
theory of risk measures, it is known that this property always holds if p ∈ [1,∞) and e takes
only finite values, see [24].
The bipolar theorem from functional analysis implies that
e(β) = sup
γ∈M,Eγ=1
E(γβ), (2.1)
whereM is a convex σ(Lq, Lp)-closed cone in Lq(R). A variant of this result for risk measures
can be found in [9] and [14]. It is easy to see that each γ in (2.1) can be chosen to be a
function of β, namely, the conditional expectations E(γ|β). The representation (2.1) is called
the dual representation of e.
The sublinear expectation is said to be law-determined (often named law invariant) if it
attains the same value on identically distributed random variables, and this is the case for
all examples considered in this paper. In terms of the representation (2.1), this means that
the set M with each γ contains all random variables sharing the same distribution with γ.
The sublinear expectation is said to be continuous from below if it is continuous on all
almost surely convergent increasing sequences of random variables in Lp(R). It follows from
[24] that each finite sublinear expectation on Lp(R) with p ∈ [1,∞) is continuous from below.
Each law-determined continuous from below sublinear expectation is dilatation monotonic,
meaning that
e(E(β|A)) ≤ e(β)
for each sub-σ-algebra A of F, see [14, Cor. 4.59]. In particular, Eβ ≤ e(β) for all β ∈ Lp(R).
2.2 Examples of sublinear expectations
A simple example of a sublinear expectation is provided by the essential supremum
e(β) = ess sup(β) (2.2)
for β ∈ L∞(R). More involved constructions are mentioned below.
Example 2.2 (Averaged quantile). For a fixed value of α ∈ (0, 1] and β ∈ L1(R), define
eα(β) =
1
α
∫ 1
1−α
qt(β)dt, (2.3)
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where
qt(β) = sup{s ∈ R : P {β ≤ s} < t} = inf{s ∈ R : P {β ≤ s} ≥ t} (2.4)
is the t-quantile of β. Because of integration, the choice of a particular quantile in case of
multiplicities is immaterial. This sublinear expectation is subsequently called the averaged
quantile. In particular e1(β) = Eβ is the mean.
A variant of eα(β) obtained by integration of lower quantiles is well studied in finance
under the name of the averaged Value-at-Risk. By rephrasing the corresponding results from
[9] and [14], it is easily seen that
eα(β) = sup
γ∈L∞([0,α−1]),Eγ=1
E(γβ). (2.5)
This immediately yields that the averaged quantiles satisfy all properties imposed in Defini-
tion 2.1.
Example 2.3 (Spectral sublinear expectation). Let φ : (0, 1] → R+ be a non-increasing
function such that
∫ 1
0
φ(t)dt = 1, φ is called the spectral function. Then
e∫φ(β) =
∫
(0,1]
q1−t(β)φ(t)dt (2.6)
is called a spectral sublinear expectation. The properties of e∫φ follow from the representation
e∫φ(β) =
∫
(0,1]
eα(β)αν(dα), (2.7)
where eα is given by (2.3) and ν is the measure on (0, 1] with ν((t, 1]) = φ(t) (note that
ν((0, 1]) = limt→0 φ(t) might be infinite). Conversely, for any measure ν on (0, 1] with∫
(0,1]
tν(dt) = 1, (2.7) yields the spectral sublinear expectation with φ(t) = ν((t, 1]), t ∈ (0, 1].
Example 2.4 (Expectile). The expectile eτ (β) of a random variable β ∈ L2(R) at level τ is
defined as the (necessarily, unique) minimiser of
f(x) = τE(x− β)2+ + (1− τ)E(β − x)2+, x ∈ R.
If τ ∈ (0, 1/2], then the expectile is a sublinear expectation, see [4, 43] and references therein.
For τ = 1/2, we obtain the mean of β.
Example 2.5 (Norm and one-sided moments). The Lp-norm ‖β‖p satisfies all properties of a
sublinear expectation but the monotonicity and translation equivariance. It is possible to
come up with a norm-based sublinear expectation by letting
ep,a(β) = Eβ + a
(
E(β − Eβ)p+
)1/p
(2.8)
with a ∈ [0, 1], see [12]. Note that ep,a(β) = a2‖β‖p if β is symmetric. Translation equivariance
and positive homogeneity of ep,a are obvious. The subadditivity of the second term follows
from (t+s)+ ≤ (t)++(s)+ and the subadditivity of the Lp-norm. To prove the monotonicity,
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we first observe that since e is subadditive, we only need to show ep,a(γ) ≤ 0 for any almost
surely negative integrable γ. Indeed, substituting (γ − Eγ)+ ≤ −Eγ in (2.8) implies that
ep,a(γ) ≤ Eγ − aEγ ≤ 0.
The sublinear expectation (2.8) admits the dual representation with the cone M gener-
ated by the family of random variables γ = 1 + a(β − Eβ) with β ∈ Lq(R+) and Eβq = 1,
see [9, p. 46].
Example 2.6 (Distortion expectation). Let g : [0, 1] → [0, 1] be a concave nondecreasing
function satisfying g(0) = 0 and g(1) = 1, which is called a distortion function. The
distortion expectation is defined by
e[g](β) =
∫ 0
−∞
(g(P {β ≥ t})− 1)dt+
∫ ∞
0
g(P {β ≥ t})dt. (2.9)
It is possible to check that e[g] satisfies the properties of Definition 2.1. If g(x) = min(x/α, 1)
for α ∈ (0, 1], we obtain the average quantile eα. Each law invariant sublinear expectation
admits the representation as the supremum of e[g](β) over a suitable family of distortion
functions g.
2.3 Maximum extension
The following construction suggests a way of extending any sublinear expectation e. For a
fixed m ≥ 1, define
e∨m(β) = e(max(β1, . . . , βm)), (2.10)
where β1, . . . , βm are independent copies of β ∈ Lp(R). All properties in Definition 2.1 are
straightforward and we refer to this sublinear expectation as the maximum extension of e.
It is possible to obtain a family of such expectations e∨(λ) parametrised by λ ∈ (0, 1]. For
this, m is replaced by the geometrically distributed random variable N with parameter λ,
that is, P {N = k} = (1− λ)k−1λ, k ≥ 1. This family of sublinear expectations interpolates
between e∨(1)(β) = e(β) and e∨(0)(β) which is set to be ess sup β.
Example 2.7. The maximum extension can be applied to the averaged quantile risk measure
eα; the result is denoted by e
∨m
α . For α = 1, we obtain the expected maximum
e∨m1 (β) = Emax(β1, . . . , βm). (2.11)
This sublinear expectation can be represented as the weighted integral of eα given by (2.3)
with respect to α, namely,
e∨m1 (β) = m(m− 1)
∫ 1
0
α(1− α)m−2eα(β)dα
= m(m− 1)
∫ 1
0
∫ 1
1−α
(1− α)m−2qt(β)dtdα.
Hence, e∨m1 is the spectral sublinear expectation from (2.6) with φ(t) = m(1− t)m−1. More-
over, e∨m1 is the distortion expectation from (2.9) with g(x) = 1− (1− t)m.
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3 Measure-generated convex bodies
Fix a law-determined sublinear expectation e. For a probability measure µ on Rd, equiva-
lently, for a random vector ξ ∈ Lp(Rd) with distribution µ, define
h(u) = e(〈ξ, u〉), u ∈ Rd, (3.1)
where 〈ξ, u〉 denotes the scalar product in Rd. The function h is subadditive
h(u+ u′) = e(〈ξ, u+ u′〉) ≤ e(〈ξ, u〉) + e(〈ξ, u′〉) = h(u) + h(u′),
and homogeneous
h(cu) = e(〈ξ, cu〉) = ce(〈ξ, u〉) = ch(u), c ≥ 0.
Furthermore, h is lower semicontinuous, since 〈ξ, un〉 → 〈ξ, u〉 in σ(Lp, Lq) if un → u as
n → ∞ and e is assumed to be lower semicontinuous. These three properties identify
support functions of convex closed sets, see [36, Th. 1.7.1]. Therefore, there exists a (possibly,
unbounded) convex closed set F such that its support function
h(F, u) = sup{〈x, u〉 : x ∈ F}
is given by (3.1). This set is denoted by E(ξ) or E(µ).
The following properties show that E(ξ) is a set-valued sublinear function of ξ. For convex
closed sets F, F ′, their Minkowski sum F + F ′ is the closure of {x + x′ : x ∈ F, x′ ∈ F ′},
and the dilation of F by c ∈ R is cF = {cx : x ∈ F}.
Theorem 3.1. The map E from Lp(Rd) to the family of convex closed sets in Rd satisfies
the following properties
i) monotonicity: if ξ ∈ F a.s. for a convex closed F , then E(ξ) ⊂ F ;
ii) singleton preserving: E(a) = {a} for all deterministic a;
iii) affine equivariance E(Aξ + a) = AE(ξ) + a for all matrices A and a ∈ Rd;
iv) subadditivity: E(ξ + η) ⊂ E(ξ) + E(η);
v) lower semicontinuity on Lp(Rd) with the σ(Lp, Lq)-topology;
vi) if e is finite, then the map ξ 7→ E(ξ) is continuous in the Hausdorff metric with respect
to the norm on Lp;
vii) if e is continuous from below, then E(ξ) contains the expectation Eξ.
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Proof. Property (i) holds since 〈ξ, u〉 ≤ h(F, u) and in view of the monotonicity property of
e. Property (ii) directly follows from the construction, and for the affine equivariance note
that
h(E(Aξ + a), u) = e(〈ξ, A⊤u〉) + 〈a, u〉 = h(E(ξ), A⊤u) + 〈a, u〉 = h(AE(ξ) + a, u).
The subadditivity follows from
h(E(ξ + η), u) = e(〈ξ + η, u〉) ≤ e(〈ξ, u〉) + e(〈η, u〉) = h(E(ξ), u) + h(E(η), u).
If ξn → ξ in σ(Lp(Rd), Lq(Rd)), then 〈ξn, u〉 → 〈ξ, u〉 in σ(Lp(R), Lq(R)). By the lower
semicontinuity of e,
e(〈ξ, u〉) ≤ lim inf
n→∞
e(〈ξn, u〉).
Hence, h(E(ξ), u) ≤ lim infn→∞ h(E(ξn), u), for all u, implying the lower semicontinuity of
the set-valued map E.
Property (vi) follows from the Extended Namioka theorem, which says that every finite
sublinear expectation is continuous with respect to the norm topology, see [5]. Finally, (vii)
is a consequence of the dilatation monotonicity if e is continuous from below.
The affine equivariance property implies that the convex set generated by an orthogonal
projection of ξ equals the same orthogonal projection of E(ξ). If e is the essential supremum,
then E(ξ) equals the closed convex hull of the support of ξ.
If p = ∞, then an easy argument shows that the map ξ 7→ E(ξ) is 1-Lipschitz in the
L∞-norm, meaning that the Hausdorff distance between E(ξ) and E(η) is at most ‖ξ− η‖∞.
If ξ, η ∈ Lp(Rd) and E(η|ξ) = 0 a.s., then the dilatation monotonicity property implies that
E(ξ + η) ⊃ E(E(ξ + η|ξ)) = E(ξ).
Hence, if ξ1, ξ2, . . . is a sequence of i.i.d. centred p-integrable random vectors, then E(ξ1 +
· · ·+ ξn), n ≥ 1, is a sequence of nested convex sets in Rd.
Furthermore, if ξ is dominated by η in the convex order, meaning that Ef(ξ) ≤ Ef(η)
for all convex functions f , then E(ξ) ⊂ E(η), see [14]. In particular, the sequence E(ξn),
n ≥ 1, grows if (ξn)n≥0, is a martingale.
Example 3.2. Let 〈ξ, u〉 be distributed as ζ‖u‖L, where ζ is a random variable and ‖ · ‖L is
a certain norm on Rd with L being the unit ball; then ξ is called pseudo-isotropic, see e.g.
[18]. In this case,
E(ξ) = cLo,
where
Lo = {u : h(L, u) ≤ 1}
is the polar set to L and c = e(ζ) = e(〈ξ, u〉) for any given u ∈ ∂L. For instance, this is
the case if ξ is symmetric α-stable with α ∈ (1, 2]; then E(ξ) is expressed in terms of the
associated convex body of ξ, see [30]. If ξ is Gaussian, then Lo is the (possibly, translated
by the mean of ξ) ellipsoid determined by the covariance matrix of ξ.
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The dual representation (2.1) yields that
E(ξ) = cl{E(ξγ) : γ ∈M,Eγ = 1},
where cl denotes the closure. The convexity ofM implies that the set on the right-hand side
is convex. This set can be written as the intersection of the cone {(Eγ,E(ξγ)) : γ ∈ M}
with the set {1} × Rd and then projected on its last d-components.
4 Convex gauges
We sometimes consider a variant of the sublinear expectation which is a positive homoge-
neous, subadditive and lower semicontinuous function g : Lp(R) → (−∞,∞], and so is not
necessarily monotone and translation equivariant. We refer to this function as a convex
gauge. The most important example is the Lp-norm, so that g(β) = ‖β‖p.
For a lower semicontinuous convex gauge g, we define G(ξ) as the convex closed set such
that
h(G(ξ), u) = g(〈ξ, u〉), u ∈ Rd.
It is easily seen that g(〈ξ, u〉) is indeed a support function. The map G is positive homoge-
neous, that is, G(cξ) = cG(ξ) for all c ≥ 0, and is subadditive in ξ.
Example 4.1. Let g(β) = ‖β‖p. For ξ ∈ Lp(Rd), the convex body G(ξ) is the Lp-centroid of
ξ (or of its distribution µ). These convex bodies have been introduced in [34] for p = 1 and
in [29] for a general p.
In some cases, g fails to be convex. For instance, this is the case for Lp-norm with
p ∈ (0, 1). Another important case arises when g(β) is the quantile function qt(β) given by
(2.4) for a fixed t ∈ (0, 1), which is known to be not necessarily subadditive in β. In this
case, it is natural to consider the largest convex set whose support function is dominated by
the quantile function, namely, let
Dδ(ξ) =
⋂
u∈Rd
{
x ∈ Rd : 〈x, u〉 ≤ q1−δ(〈ξ, u〉)
}
. (4.1)
The set Dδ(ξ) is called the depth-trimmed region of ξ. The support function of Dδ(ξ) may
be strictly less than q1−δ(〈ξ, u〉), for example, if ξ is uniformly distributed on a triangle on
the plane, see [27]. The set Dδ(ξ) is necessarily empty if ξ is nonatomic and δ ∈ (1/2, 1].
The set Dδ(ξ) is related to the Tukey depth (see [39]), which associates to a point x
the smallest µ-content of a half-space containing x, where µ is the distribution of ξ. The
depth-trimmed region of ξ is the excursion set of the Tukey depth function, so that
Dδ(ξ) =
⋂
µ(H)>1−δ
H , (4.2)
where H runs through the collection of all closed half-spaces. If ξ has contiguous support
(that is, the support of 〈ξ, u〉 is connected for every u), then (4.1) holds with q being any
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other quantile function in case of multiplicities, and the intersection in (4.2) can be taken
over half-spaces H with µ(H) ≥ 1− δ, see [8, 25].
Recall that a random vector ξ with distribution µ is said to have k-concave distribution,
with k ∈ [−∞,∞], if
µ(θA+ (1− θ)B) ≥


min{µ(A), µ(B)} if k = −∞,
µ(A)θµ(B)(1−θ) if k = 0,
(θµ(A)k + (1− θ)µ(B)k)1/k otherwise,
for all Borel sets A and B and 0 ≤ θ ≤ 1. In case of k = 0, the measure µ is called log-
concave. The next theorem establishes some conditions under which qδ(〈ξ, u〉) is a support
function; it is a direct consequence of [6, Th. 6.1].
Theorem 4.2. Let ξ be a symmetric k-concave random vector with k ≥ −1 and such that
the support of ξ is a d-dimensional subset of Rd. Then
h(Dδ(ξ), u) = q1−δ(〈ξ, u〉), u ∈ Rd,
for all δ ∈ [0, 1].
5 Convex bodies generated by averaged quantiles
5.1 Metronoids and zonoid-trimmed regions
For ξ ∈ L1(Rd) and α ∈ (0, 1], denote by Eα(ξ) the convex body generated by the averaged
quantile sublinear expectation eα given by (2.3). Such convex bodies are hereafter called
averaged quantile sets. In particular, E1(ξ) = Eξ. The sets Eα(ξ) increase as α decreases to
zero with the limit E0(ξ) being the convex hull of the support of ξ.
The following result relates average quantile sets and the zonoid-trimmed regions intro-
duced by Koshevoy and Mosler [26] as
Zα(ξ) = {E(ξf(ξ)) : f : Rd → [0, α−1] measurable andEf(ξ) = 1}.
Proposition 5.1. For all α ∈ (0, 1], Eα(ξ) = Zα(ξ).
Proof. Representation (2.5) yields
h(Eα(ξ), u) = eα(〈ξ, u〉) = sup
γ∈L∞([0,α−1]),Eγ=1
〈E(γξ), u〉 .
Noticing that any γ in the last expression can be replaced with E(γ|ξ) yields that
sup
γ∈L∞([0,α−1])
Eγ=1
〈E(γξ), u〉 = sup
f : Rd→[0,α−1]
Ef(ξ)=1
〈E(ξf(ξ)), u〉.
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Let µ be a locally finite Borel measure on Rd. Denote by L1µ([0, 1]) the family of functions
f : Rd → [0, 1] such that ∫ xf(x)µ(dx) exists. The set
M(µ) =
{∫
Rd
xf(x)µ(dx) : f ∈ L1µ([0, 1]),
∫
Rd
fdµ = 1
}
has the support function
h(M(µ), u) = sup
f∈L1µ([0,1]),
∫
fdµ=1
∫
〈x, u〉f(x)µ(dx), u ∈ Rd.
The set M(µ) was introduced in [22] and called the metronoid of µ. This definition applies
also for possibly infinite measures µ, e.g. if µ is the Lebesgue measure, then M(µ) = Rd,
since each point x ∈ Rd can be obtained by letting f be the indicator of the unit ball centred
at x normalised by the volume of the unit ball. Furthermore, M(µ) is empty if the total mass
of µ is less that one, and M(µ) is the singleton Eµ, if µ is an integrable probability measure.
The following result establishes a relation between metronoids and average quantile sets.
Proposition 5.2. Let µ be an integrable probability measure on Rd. ThenM(α−1µ) = Eα(µ),
for any α ∈ (0, 1].
Proof. Consider a random vector ξ with distribution µ. By (2.5), for every u ∈ Rd the
support function of M(aµ) is
h(M(α−1µ), u) = sup
0≤f≤1,
∫
fdµ=α
∫
〈x, u〉f(x)aµ(dx)
= sup
0≤f≤α−1, Ef(ξ)=1
E
(〈ξ, u〉f(ξ))
= sup
γ∈L∞([0,α−1]),Eγ=1
E (〈ξ, u〉γ)
= eα(〈ξ, u〉) = h(Eα(ξ), u) .
Example 5.3. Let ξ have a discrete distribution with atoms at x1, . . . , xn of probabilities
p1, . . . , pn. Then Eα(ξ) is the polytope
Eα(ξ) =
{
n∑
i=1
λipixi : λ1, . . . , λn ∈ [0, α−1],
n∑
i=1
λipi = 1
}
,
see [22, Prop. 2.3], where this is proved for metronoids.
5.2 A representation of general E(ξ)
Consider the spectral sublinear expectation e∫φ from Example 2.3 and the corresponding
convex sets E∫φ(ξ) defined for ξ ∈ L1(Rd). Note that e∫φ is not necessarily finite on Lp(R)
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and so these convex sets may be unbounded. Representation (2.7) yields that the support
function of E∫φ(ξ) is the integral of the support functions of Eα(ξ). Hence,
E∫φ(ξ) =
∫
(0,1]
αEα(ξ)ν(dα), (5.1)
where the integral is understood in the Aumann sense, see [2], i.e. the integral is the
set of integrals of all measurable integrable functions of α taking values in Eα(ξ). The
following result provides a representation of the set E(ξ) constructed using a general law-
determined sublinear expectation e. It confirms that the averaged quantile sets (equivalently,
metronoids) are building blocks for a general E(ξ). Denote by convA the closed convex hull
of a set A in Rd.
Theorem 5.4. For each ξ ∈ Lp(Rd), we have
E(ξ) = conv
⋃
λ∈P
∫
(0,1]
Eα(ξ)λ(dα),
where P is a subset of all probability measures λ on (0, 1] such that the function t 7→∫ 1
t
s−1λ(ds) is q-integrable on (0, 1] with respect to the Lebesgue measure.
Proof. On an atomless probability space (Ω,F ,P), a lower semicontinuous law-determined
sublinear expectation e : Lp(R)→ (−∞,+∞] is characterised as
e(β) = sup
λ∈P
∫ 1
0
eα(β)λ(dα),
where eα(β) is defined by (2.3) and P is specified in the statement of the theorem, see [14,
Cor. 4.58] for this fact derived for risk measures.
It is easily seen that
∫ 1
0
eα(β)λ(dα) = e∫φ(β) is the spectral measure generated by the
function φ(t) = ν((t, 1]) =
∫ 1
t
α−1λ(dα), t ∈ [0, 1]. The statement now follows from (5.1).
5.3 Relation to half-space depth-trimmed regions
Under the symmetry and log-concavity assumptions on ξ, the averaged quantile sets Eα(ξ)
can be characterised as set-valued integrals of the depth-trimmed regions Dδ(ξ) introduced in
(4.1). The following result follows from Theorem 4.2 and the characterisation of the support
function of the Aumann integral. It means that the metronoid equals the integral of convex
floating bodies.
Corollary 5.5. Let ξ be as in Theorem 4.2. Then
Eα(ξ) =
1
α
∫ α
0
Dt(ξ)dt .
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If ξ is not symmetric, it is still possible to establish inclusion relations between half-space
depth-trimmed regions and the averaged quantile sets. The second part of the following
theorem generalises [23, Th. 1.1], which concerns the case of ξ supported by a convex body.
Theorem 5.6. Let ξ ∈ L1(Rd). Then Dα(ξ) ⊂ Eα(ξ) for every α ∈ (0, 1]. If ξ has a
log-concave distribution, then
D e−1
e
α(ξ) ⊂ Eα(ξ) ⊂ Dαe (ξ) (5.2)
for every α ∈ (0, 1].
Proof. The first statement follows from the fact that eα(β) ≥ qα(β).
Fix u ∈ Rd. Consider β = 〈ξ, u〉 and note that the distribution ν of β is log-concave by
the invariance of the log-concavity property under projection. For (5.2), it suffices to show
that
q(1− e−1e α)
(β) ≤ eα(β) ≤ q(1− 1eα)(β). (5.3)
Being the projection of a log-concave vector, β is either deterministic or absolutely continuous
with connected support. In the first case (5.3) becomes trivial, thus we can assume that β is
absolutely continuous with connected support. In particular, q in (5.3) can be equivalently
chosen to be the left- or the right-quantile function. Observe that for measurable sets A, B
and convex C
ν (A ∩ C)θ ν (B ∩ C)1−θ ≤ ν (θ (A ∩ C) + (1− θ) (B ∩ C))
= ν ((θA ∩ θC) + ((1− θ)B ∩ (1− θ)C))
≤ ν ((θA + (1− θ)B) ∩ (θC + (1− θ)C))
= ν ((θA+ (1− θ)B) ∩ C) .
Therefore, the probability measure α−1ν|(q1−α(β),∞) obtained by restricting ν to the interval
(q1−α(β),∞) and normalised by the factor α is log-concave, and we consider a random
variable X with such distribution. It follows from the theory of risk measures (see, e.g., [11,
Prop. 2.1]), that for the case of absolutely continuous random variables, supremum in the
characterisation of eα(β) in (2.5) is attained at γ = α
−11β>q1−α(β)}, which implies
EX = α−1E
(
β1β>q1−α(β)
)
= eα(β) . (5.4)
Moreover, it follows from [6, Eq. (5.7)] that for any log-concave random variable X ,
e−1 ≤ P {X > EX} ≤ 1− e−1 . (5.5)
Therefore, (5.4) and (5.5) yield that
e−1 ≤ α−1ν(eα(β),∞) ≤ 1− e−1 .
Hence,
e−1α ≤ P {β > eα(β)} ≤
(
1− e−1)α ,
which implies (5.3), given that β has connected support.
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5.4 A uniqueness result for maximum extensions
A single set E(ξ) surely does not characterise the distribution of ξ. However, families of such
sets can be sufficient to recover the distribution of ξ.
Example 5.7. Assume that ξ, η ∈ L1(Rd) and consider the average quantile sets Eα(ξ) and
Eα(η). If Eα(ξ) = Eα(η) for all α ∈ (0, 1/2], then ξ and η have the same distribution. This
follows from Proposition 5.1 and [26, Th. 5.6].
Since the definition of E(ξ) is based on the univariate sublinear expectation e applied to
the projections of ξ, the following result is a straightforward application of the Crame´r–Wold
device.
Proposition 5.8. A family of sets E(ξ) uniquely identifies the distribution of ξ ∈ Lp(Rd)
if and only if the family of the underlying univariate sublinear expectations e(β) uniquely
identifies the distribution of β ∈ Lp(R).
Natural families of sublinear expectations arise by applying the maximum extension to
a given sublinear expectation.
Example 5.9. Consider the expected maximum sublinear expectation e∨m1 given by (2.11).
Then the convex body E∨m1 (ξ) is the expectation EPm of the random polytope Pm obtained
as the convex hull of m independent copies of ξ, see [31, Sec. 2.1]. It is well known that the
sequence e∨m1 (β), m ≥ 1, uniquely identifies the distribution of β ∈ L1(R), see [21] and [17].
As a consequence, the nested sequence EPm, m ≥ 1, of convex bodies uniquely determines
the distribution of ξ, see [41].
Applying the maximum extension (2.10) to the spectral sublinear expectation e∫φ(·),
yields the sublinear expectation e∨m∫φ (·) and the corresponding sequence of nested convex
bodies E∨m∫φ (ξ), m ≥ 1.
Theorem 5.10. Let ξ and η be two integrable random vectors. For any constant c ≥ 0,
consider the spectral function φ(t) = (c+ 1)(1− t)c. If
E
∨m∫
φ (ξ) = E
∨m∫
φ (η) , m ≥ 1 ,
then ξ and η have the same distribution.
Proof. In view of Proposition 5.8, it suffices to prove this result for two random variables β
and γ. For any integer m ≥ 1, we have∫ 1
0
q1−t (max(β1, . . . , βm))φ(t)dt =
∫ 1
0
q1−t (max(γ1, . . . , γm))φ(t)dt ,
where βi, γi, i = 1, . . . , m, are independent copies of β, γ, respectively. By a trivial obser-
vation regarding the quantile of the maximum of i.i.d. random variables and a change of
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variables, ∫ 1
0
q1−t (max(β1, . . . , βm))φ(t)dt = (c + 1)
∫ 1
0
qt (max(β1, . . . , βm)) t
cdt
= (c + 1)
∫ 1
0
q
t
1
m
(β)tcdt
= m(c + 1)
∫ 1
0
qs(β)s
cm+m−1ds .
Therefore, ∫ 1
0
f(s)s(c+1)(m−1)ds = 0 , m ≥ 1 ,
with
f(s) = sc (qs(β)− qs(γ)) ∈ L1[0, 1] .
The family
A =
{
c0 +
n∑
i=1
cix
(c+1)mi : n,m1, . . . , mn ∈ N, c0, . . . , cn ∈ R
}
is an algebra of continuous functions separating the points on [0, 1]. By linearity of the
Lebesgue integral ∫ 1
0
f(s)a(s)ds = 0
for all a ∈ A. The Stone–Weierstrass theorem (see, e.g., [13, Th. 4.45]) and the Lebesgue
dominated convergence theorem yield that∫ 1
0
f(s)g(s)ds = 0
for all continuous functions g on [0, 1]. Therefore, f vanishes almost everywhere, so the proof
is complete.
5.5 Concentration of empirical averaged quantile sets
Let ξ ∈ Lp(Rd) with distribution µ. Consider the empirical random measure constructed by
n independent copies ξ1, . . . , ξn of ξ as
µˆn =
1
n
n∑
i=1
δξi , n ≥ 1 , (5.6)
where δx is the one point mass measure at x ∈ Rd. The averaged quantile convex body
Eα(µˆn) generated by µˆn is a random convex set which approximates the body Eα(µ) as n
grows to infinity. In fact, the sequence {Eα(µˆn), n ≥ 1} almost surely converges to Eα(µ)
in the Hausdorff metric, as directly follows from [26, Th. 5.2] and Proposition 5.1. The
following theorem provides probabilistic bounds for this convergence.
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Theorem 5.11. Let µ be a probability measure with bounded support of diameter R, and
let r be the largest radius of a centred Euclidean ball contained in the averaged quantile set
Eα(µ) for some α ∈ (0, 1). For any ε > 0 and n ∈ N,
(1− ε)Eα(µ) ⊂ Eα(µˆn) ⊂ (1 + ε)Eα(µ)
with probability at least
1− 6
(
6 + 6ε
ε
)d
exp
{
−αε
2r2n
44R2
}
.
We use the following auxiliary result.
Lemma 5.12 (see [16, Lemma 5.2]). Let K be any convex body which contains the origin in
its interior. For each δ ∈ (0, 1/2), there exists a set N ⊂ ∂K with cardinality at most (3/δ)d
such that, for all v ∈ ∂K,
v = w0 +
∞∑
i=1
δiwi
for some sequences wi ∈ N and 0 ≤ δi ≤ δi, i ≥ 0.
Proof of Theorem 5.11. On a (possibly enlarged) probability space Ω × Ω′, let ξ be a µ-
distributed random vector and let ξ˜n take one of the values ξ1, . . . , ξn with equal probabilities.
For any fixed u ∈ Rd,
h(Eα(ξ), u) =
1
α
∫ 1
1−α
qt(〈ξ, u〉)dt
and
h(Eα(µˆn), u) =
1
α
∫ 1
1−α
qt(〈ξ˜n, u〉)dt .
Clearly, 〈ξ˜n, u〉 is distributed according to the empirical distribution function generated by
the sample 〈ξi, u〉, i = 1, . . . , n. Thus, the right-hand sides of the two equations are, respec-
tively, the conditional value at risk of β = 〈ξ, u〉 and its sample-based estimator, see [7, 42].
Note that the support of β is a subset of an interval of length R. By [42, Th. 3.1], for any
η > 0,
P {h(Eα(µˆn), u) ≤ h(Eα(ξ), u)− η} ≤ 3 exp
{
−αη
2n
5R2
}
(5.7)
and
P {h(Eα(µˆn), u) ≥ h(Eα(ξ), u) + η} ≤ 3 exp
{
−αη
2n
11R2
}
. (5.8)
Since h(Eα(ξ), u) ≥ r, the bounds (5.7) and (5.8) yield that
P
{
(1− ε/2)h(Eα(ξ), u) ≤ h(Eα(µˆn), u) ≤ (1 + ε/2)h(Eα(ξ), u)
}
≥ 1− 6 exp
{
−αε
2r2n
44R2
}
. (5.9)
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Let N ⊂ ∂Eα(ξ)o be a set from Lemma 5.12, with δ = ε2+2ε , where Eα(ξ)o is the polar set to
Eα(ξ). By the properties of support functions, h(Eα(ξ), u) = 1 for any u ∈ ∂Eα(ξ)o, and by
the union bound, (5.9) yields that
(1− ε/2) ≤ h(Eα(µˆn), w) ≤ (1 + ε/2) (5.10)
with probability at least
1− 6
(
6 + 6ε
ε
)d
exp
{
−αε
2r2n
44R2
}
for all w ∈ N . For any v ∈ ∂Eα(ξ)o and some sequences wi ∈ N and δi ≥ 0, i ≥ 1, the
sublinearity of h, Lemma 5.12 and (5.10) imply that
h(Eα(µˆn), v) = h
(
Eα(µˆn), w0 +
∞∑
i=1
δiwi
)
≤ (1 + ε/2)
∞∑
i=0
(
ε
2 + 2ε
)i
= (1 + ε/2)
1
1− ( ε
2+2ε
) = (1 + ε) h(Eα(ξ), v)
and
h(Eα(µˆn), v) = h
(
Eα(µˆn), w0 +
∞∑
i=1
δiwi
)
≥ (1− ε/2)− (1 + ε/2)
∞∑
i=1
(
ε
2 + 2ε
)i
= (1− ε/2)− (1 + ε/2)
(
ε
2+2ε
)
1− ( ε
2+2ε
) = (1− ε) h(Eα(ξ), v) ,
which deliver the desired assertion.
6 Floating-like bodies
Let ξ be a random vector uniformly distributed on a convex body K. Stress that K is
assumed to have a non-empty interior. In the following, we write E(K) instead of E(ξ) and
refer to E(K) as a floating-like body of K. It is easy to see that E(K) ⊂ K for all K. The set
Dα(K) is the convex floating body of K, see [3] and [37]. The set Eα(K) is called the Ulam
floating body of K, see [23]. Since the uniform probability distribution on K is log-concave,
(5.2) yields a relationship between convex and Ulam floating bodies, proved in [23, Th. 1.1].
By Theorem 5.4, Ulam floating bodies are building blocks for all floating-like bodies.
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Corollary 6.1. Each floating-like body can be represented as
E(K) = conv
⋃
λ∈P
∫
Eα(K)λ(dα), (6.1)
where λ runs through a family P of probability measures on (0, 1] satisfying the condition of
Theorem 5.4.
Example 6.2. Let φ be a function from Example 2.3. By linearity of the support function
with respect to the Minkowski addition,
E∫φ(K) =
∫
(0,1]
Eα(K)αν(dα),
where the right-hand side is the Aumann integral of the set-valued function Eα(K), see
[2]. Therefore, E∫φ(K) can be understood as the average Ulam floating body of K. The
corresponding set P in (6.1) reduces to the singleton {ν}.
Example 6.3. The map from K to E(K) is not necessarily monotone, even for centred convex
bodies K. For a counterexample, we apply the average quantile transform to two convex
bodies on the plane: L = [−a, a]× [−ε, ε] with a+ ε ≤ 1 and K is the ℓ1-ball. We show that
for suitable values of a and α, the support function of Eα(L) is not smaller than the support
function of Eα(K) in direction u = (1, 0). Let β = 〈ξ, u〉 for ξ uniformly distributed in K.
Note that γ = 〈η, u〉 is uniformly distributed on [−a, a] if η is uniform on L. The quantile
functions are
qt(β) = 1−
√
2(1− t), qt(γ) = (2t− 1)a, t ∈ [1/2, 1].
For α ∈ [0, 1/2],
eα(β) = 1− 2
√
2α1/2/3
and
eα(γ) = a(1− α).
Considering e.g. α = 1/2 shows that eα(β) < eα(γ) if
2
3
< a < 1, meaning that Eα(L) is not
necessarily a subset of Eα(K).
Example 6.4. Consider the sublinear expectation e∨m1 given by (2.11). Note that
max(〈u, ξ1〉, . . . , 〈u, ξm〉) = h(Pm, u),
where Pm = conv(ξ1, . . . , ξm) is the convex hull of independent copies of ξ. Then Eh(Pm, u)
is the support function of the expectation EPm of the random polytope Pm, see [31, Sec. 2.1].
Therefore, E∨m1 (K) = EPm. Asymptotic properties of these expected polytopes and their
relation to floating bodies have been studied in [16], see also [15]. If m = 1, then E1(K) =
{xK} is the barycentre of K.
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Example 6.5. If ep,a is defined by (2.8) and K is origin-symmetric, then Ep,1(K) is a scaled
variant of the Lp-centroid body ΓpK of K, see [29]. For a not necessarily centred K, this
convex body is defined as
h(ΓpK, u) =
(
1
Vd(K)
∫
K
|〈x, y〉|pdy
)1/p
,
where Vd(K) is the Lebesgue measure of K. If p = 1, we obtain the classical centroid body,
if p = 2, ΓpK is homothetic to the Legendre ellipsoid of K, if p = ∞, then Γ∞K is the
convex hull of the union of K and −K.
The asymmetric Lp-moment body of K introduced in [20] (see also [36, p. 568]) has the
support function proportional to ∫
K
(〈x, y〉)p+dy.
If K is not necessarily centrally symmetric, then Ep,a(K) is homothetic to the asymmetric
Lp-moment body of (K − xK) scaled by a and translated by the barycentre xK . Namely, for
p ∈ [1,∞),
h(Ep,a(K), u) = 〈xK , u〉+ a
[∫
K
(〈x− xK , u〉)p+ dx
] 1
p
, u ∈ Rd,
where xK stands for the barycentre of K. The dual representation of ep,a from Example 2.5
(see [9, p. 46]) yields that the asymmetric Lp-moment bodies can be represented as
Ep,a(K) = conv
{
(1− aEγ)xK + aE(γξ) : γ ≥ 0, ‖γ‖q ≤ 1
}
.
For p = 1 and a = 1 and a centred K, we obtained that the centroid body of K equals
E1,1(K) = conv{E(γξ) : γ ∈ [0, 1]}.
The right-hand side is the expectation of the random convex body [0, ξ] being the segment in
R
d with end-points at the origin and ξ, see [31, Sec. 2.1]. Furthermore, Corollary 6.1 shows
that each centroid body of a centred K equals the convex hull of a family of integrated Ulam
floating bodies of K.
Example 6.6. The definition of the Orlicz centroid bodies from [28] can be also incorporated
in our setting using the sublinear expectation
e(β) = inf{λ > 0 : Eφ(β/λ) ≤ 1},
where φ : R → [0,∞) is a convex function with φ(0) = 0 and such that φ is strictly
increasing on the positive half-line or strictly decreasing on the negative half-line. This
sublinear expectation is the norm of β in the corresponding Orlicz space.
Example 6.7. Consider the expectile eτ defined in Example 2.4 with parameter τ ∈ (0, 1/2].
The dual representation of expectiles from [10] yields that
Eτ (K) = conv
{
aE[ξ(1A + c1Ac)] : P(A) ∈ (0, 1)
}
,
where ξ is uniformly distributed on K, c = (1− τ)/τ and a = (c+P(A)(1− c))−1.
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Several calculated examples suggest that E(K + L) ⊂ E(K) + E(L), and we conjecture
that this is the case. This might follow if one shows that the uniform distribution on K+L is
dominated in the convex order by the sum of (not necessarily independent) random vectors
distributed inK and L, respectively. This property is indeed true forK and L being segments
on the real line. Recall that all sublinear expectations are assumed to be law-determined.
Proposition 6.8. Let [a, b] and [c, d] be closed segments in R. Then
E([a + c, b+ d]) ⊂ E([a, b]) + E([c, d]).
Proof. Let ξ be uniformly distributed on [a, b]. Then
η =
(d− c)ξ − ad+ cb
b− a
is uniformly distributed on [c, d] and ξ + η is uniformly distributed on [a + c, b + d]. The
result follows from the subadditivity of E.
Another important property of the floating-like body map is continuity with respect to
the Hausdorff metric. It follows from the next result, which is interesting on its own. Denote
by diam(K) the diameter of K and by K△L the symmetric difference of K and L.
Theorem 6.9. Assume that p ∈ [1,∞). For any two convex bodies K and L, there exist
random vectors ξ and η uniformly distributed on K and L, respectively, such that
‖ξ − η‖p ≤
(
Vd(K△L)
max(Vd(L), Vd(K))
) 1
p
diam(K ∪ L) . (6.2)
Proof. It suffices to prove the statement for p = 1. Indeed,
‖ξ − η‖pp ≤ diam(K ∪ L)(p−1)/p‖ξ − η‖1/p1 .
Consider Monge’s optimal transport problem of finding
C(µ, ν) = inf
T♯µ=νn
∫
Rd
‖x− T (x)‖dµ(x) , (6.3)
where µ and ν are the uniform distributions on K and L, respectively, and T♯µ denotes
the push-forward of the measure µ by T . It is known from the theory of optimal mass
transportation (e.g. [1] or [40]) that there exists an optimal transport map T that attains
the minimum in equation (6.3), that is, the infimum in (6.3) is attained on T . Moreover,
under our assumptions, [35, Th. B] yields the equivalence between Monge’s transport problem
and its weaker formulation by Kantorovich. Namely,
C(µ, ν) = min
γ∈Π(µ,νn)
∫∫
Rd×Rd
‖x− y‖dγ(x, y) ,
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where Π(µ, νn) denotes the family of probability measures on R
d × Rd with marginals µ
and ν. In other words, C(µ, ν) is the 1-Wasserstein distance between µ and ν. The dual
representation of Kantorovich’s problem (e.g. [40, Th. 1.14]) yields that
min
γ∈Π(µ,ν)
∫∫
Rd×Rd
‖x− y‖dγ(x, y) = max
f∈Lip
1
{∫
Rd
f(x)dµ(x)−
∫
Rd
f(x)dν(x)
}
, (6.4)
where Lip1 is the family of 1-Lipschitz functions on R
d.
Without loss of generality, one can restrict the maximisation in (6.4) to the set of 1-
Lipschitz functions with values in [0, diam(K ∪ L)] or in [− diam(K ∪ L), 0]. In the former
case,∫
Rd
f(x)dµ(x)−
∫
Rd
f(x)dν(x) =
1
Vd(K)
∫
K
f(x)dx− 1
Vd(L)
∫
L
f(x)dx
=
Vd(L)− Vd(K)
Vd(K)Vd(L)
∫
K∩L
f(x)dx+
1
Vd(K)
∫
K\L
f(x)dx− 1
Vd(L)
∫
L\K
f(x)dx
≤
(
Vd(L \K)
Vd(K)
Vd(K ∩ L)
Vd(L)
+
Vd(K \ L)
Vd(K)
)
diam(K ∪ L)
≤
(
Vd(L \K)
Vd(K)
+
Vd(K \ L)
Vd(K)
)
diam(K ∪ L)
=
Vd(K△L)
Vd(K)
diam(K ∪ L) .
A further inequality involving functions f taking values in [− diam(K ∪ L), 0] and so inter-
changing K and L completes the proof.
Theorem 6.10. Let e : Lp(R) → R be a sublinear expectation for some p ∈ [1,∞). Then
the map K 7→ E(K) is continuous in the Hausdorff metric.
Proof. Note that the convergence of convex bodies (with non-empty interiors) in the Haus-
dorff metric is equivalent to their convergence in the symmetric difference metric, see [38]. If
Kn → K in the Hausdorff metric, then ∪nKn is bounded and infn Vd(Kn) is strictly positive.
By Theorem 6.9, it is possible to find a sequence of random vectors {ξn, n ≥ 1} such that
ξn is uniformly distributed on Kn and ξn converges in L
p to a random vector ξ uniformly
distributed on K. The result follows from Theorem 3.1(vi).
It was shown in [19] that the equality of two symmetric p-centroid bodies for p not being
an even integer yields the equality of the corresponding sets. This question is open for Ulam
floating bodies, see [23], and also in case of general floating-like bodies. It is obvious that
E(K) is a dilate of K if K is an ellipsoid. However, the inverse implication is only known
for centroid bodies.
Another transformation of convex bodies arises if E(ξ) is calculated for ξ = sK(η), which
is the support point of K in direction η uniformly distributed on the unit sphere. In case
of multiplicities, ξ is uniformly distributed on the support set with respect to the Hausdorff
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measure of the corresponding dimension. In other words, ξ is distributed on the boundary
of K according to the normalised surface area measure Sd−1(K, ·). If ep,a is given by (2.8),
the corresponding convex body Ep,a(ξ) is closely related to the projection body of K, see
[36, Sec. 10.9].
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