Arquitectura de segmento terreno satelital adaptada para el control de límites de telemetría dinámicos by Soligo, Pablo & Ierache, Jorge Salvador
Arquitectura de segmento terreno satelital
adaptada para el control de l´ımites de telemetr´ıa
dina´micos
Pablo Soligo, Jorge Salvador Ierache
Universidad Nacional de La Matanza
Departamento de Ingenier´ıa e Investigaciones Tecnolo´gicas.
Florencio Varela 1903, B1754JEC San Justo, Buenos Aires.
psoligo@unlam.edu.ar
http://www.unlam.edu.ar/
Resumen El presente trabajo muestra la implementacio´n de un prototi-
po funcional para el monitoreo del estado de salud de un sate´lite artiﬁcial
cient´ıﬁco. Aunque aplicable a otros sistemas, la implementacio´n inicial
ha sido probada utilizando como fuente de datos telemetr´ıa satelital y
como prototipo inicial de desarrollo el Prototipo de Segmento Terreno de
la UNLaM (UGS) derivado de la misio´n acade´mica Formador Satelital
2017 (FS2017). Utilizando herramientas de estanter´ıa en cualquiera de
sus variantes Oﬀ-the-Shelf (OTS), Commercial-Oﬀ-The-Shelf (COTS) u
Open Source Software (OSS), el prototipo analiza los datos histo´ricos pa-
ra obtener patrones de comportamiento que permitan ajustar los l´ımites
de control y efectuar un monitoreo mas cercano y preciso de la telemetr´ıa,
en tiempo real, manteniendo los costos operativos acotados y utilizando
hardware de propo´sito general.
1. Introduccio´n
Existen tres me´todos extendidos para analizar la telemetr´ıa de un sate´lite
y controlar el estado de salud; control de l´ımites, sistemas expertos y sistemas
basados en modelos [1].
Control de l´ımites: El control de l´ımites es el sistema ma´s simple y difundido,
consiste en establecer, con la ayuda de un experto, los valores ma´ximos
y mı´nimos aceptables para un sensor (temperaturas, voltajes, corrientes)
o conjunto de sensores y veriﬁcar que los mismos no sean violados. Estos
valores usualmente deben ser ajustados con el sistema en vuelo y la cantidad
de sensores puede volver impracticable por este me´todo el control de todos
los sensores. La simplicidad vuelve a este sistema el mas popular, aunque se
puede deducir que el mismo es absolutamente insensible al contexto.
Sistemas expertos: Durante los 80 y inicio de los 90 sistemas expertos han
sido probados en diferentes misiones (Ej: GEOTAIL, NOZOMI y HAYA-
BUSA). Estas te´cnicas si bien han mejorado el rendimiento de los sistemas
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basados exclusivamente en control de limites no esta´n exentas de proble-
mas. Los sistemas expertos no pueden encontrar desperfectos desconocidos
o no contemplados y requieren una laboriosa conﬁguracio´n y el conocimien-
to incorporado puede volverse inconsistente por cambios de disen˜o o por
desconocer el comportamiento del sate´lite despue´s del lanzamiento.
Sistemas basados en modelos: En esos sistemas la idea principal es detectar
las anomal´ıas y sus razones comparando simulaciones obtenidas por modelos
computacionales contra el comportamiento actual del sistema.[1].
Cualquiera de los me´todos mencionados requieren un asesoramiento casi con-
tinuo del experto en el a´rea, ya sea actualizando l´ımites, generando reglas o pa-
rametrizando simulaciones.
Por otro lado el aprendizaje automa´tico ofrece un amplio rango de posibilidades
para la prediccio´n de comportamientos. Las te´cnicas de aprendizaje automa´tico
intentan servirse de la datos disponibles para predecir comportamientos futuros.
En lugar de requerir a personal experto que inﬁera reglas y construya modelos,
el aprendizaje automa´tico ofrece una forma mas eﬁciente para capturar el cono-
cimiento, ha salido de los laboratorios y hoy es utilizado en el reconocimiento de
voz e ima´genes, en la bu´squedas en Internet, en el ofrecimiento de productos y
las fronteras de aplicacio´n todav´ıa no esta´n establecidas.
Espec´ıﬁcamente en el a´rea de machine learning y telemetr´ıa satelital existen al-
gunos antecedentes que abren el camino a estos estudios, los trabajos de [2], [1]
y mas recientemente [3] ofrecen alternativas distintas para la solucio´n del mismo
problema.
Los trabajos citados se concentran establecer conclusiones, mayormente prome-
tedoras, de las posibilidades que tiene el aprendizaje automa´tico en el monitoreo
del estado de salud de un sate´lite sin especiﬁcar una implementacio´n pra´ctica,
objetivo principal de este trabajo.
2. Antecedentes
Durante la experiencias obtenidas durante la primera cohorte de la Maestr´ıa
en Desarrollos Informa´ticos de Aplicacio´n Espacial (MDIAE) (2015-2017) se ge-
nero el primer prototipo funcional del segmento terreno ahora denominado UGS
para la misio´n FS2017. Se utilizo como segmento de vuelto un modelo de inge-
nier´ıa de cubesat de 2U de la compan˜´ıa ISIS (https://www.isispace.nl/) [4],
[5] y [6]. En particular para el control del estado de salud se utilizo un sistema de
control de l´ımites, durante la MDIAE se tuvieron experiencias con multiples sis-
temas del a´rea espacial que hacen uso de esta te´cnica. Se han priorizado sobre las
decisiones de disen˜o las recomendaciones que publicara en 2003 el Instituto Nor-
teamericano de Aerona´utica y Astrona´utica, del ingle´s Institute of Aeronautics
and Astronautics (AIAA) [7], intentando cumplir los siguientes objetivos:
Independencia de la arquitectura de hardware
Independencia del fabricante del hardware
Tolerancia a fallas
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Implementable en computadoras personales comerciales
Independencia del sistema operativo
Con estas premisas y priorizando soluciones comu´nmente utilizadas en los
sistemas de propo´sito general se ha optado por:
1. Utilizar interpretes de propo´sito general para la decodiﬁcacio´n de telemetr´ıa
y los scripts de comandos en lugar de desarrollar interpretes propios (Solucio´n
extendida en el a´rea espacial)
2. Utilizar base de datos relacionales (Sistema de base de datos relacional, del
ingle´s Relational Database Management System (RDBMS)) y no relacionales
para el almacenamiento de datos y metadatos.
3. Utilizar herramientas de ma´xima penetracio´n para la distribucio´n y ejecucio´n
de tareas.
4. Utilizar capas de acceso a los datos (Object Relational Mapper (ORM)) que
faciliten la portabilidad entre motores de RDBMS y otras tecnolog´ıas de
almacenamiento.
5. Utilizar protocolos de comunicacio´n a nivel de aplicacio´n comunmente acep-
tados en el a´mbito informa´tico de propo´sito general.
El UGS, desde su primera versio´n, opta por el uso de un lenguaje de propo´sito
general para el procesamiento de telemetr´ıa como para la generacio´n de scripts
de comandos. Por popularidad [8], productividad y facilidad de uso la opcio´n
elegida fue python. Al tratarse de un interprete, se ha utilizado las capacidades
de reﬂexio´n de software como herramienta para la carga dina´mica de procedi-
mientos y posterior el procesamiento en tiempo real de los datos satelitales [5]
y [4]. Puntualmente respecto al uso de lenguajes de propo´sito general, ya en el
2008, trabajos en la industria privada explicitaban las ventajas de este enfoque,
considerando: [9]:
Procesamiento: XML, SOAP, XTCE parsing
Comunicaciones: Sockets, Acceso a Internet, Llamada a procedimiento remo-
to, del ingle´s Remote Procedure Call (RPC), Correo Electro´nico
Mediciones de performance: Contadores, acceso al hardware y sistema ope-
rativo.
Otros: Acceso a bases de datos, funciones matema´ticas, compresio´n de datos,
hilos, criptograf´ıa.
Procesar telemetr´ıa utilizando carga en tiempo de ejecucio´n y reﬂexio´n de
software y la opcio´n de utilizar un lenguaje e interprete de propo´sito general
habilitan a una fraccio´n de costo la incorporacio´n de bibliotecas para la miner´ıa
de datos y el aprendizaje automa´tico. Todo esto suma un argumento mas a la
lista expresada en [9].
3. Arquitectura e implementacio´n
Originalmente el primer prototipo desarrollado de segmento terreno desarro-
llado para el FS2017 [6] contaba de un servidor de base de datos (RDBMS), una
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aplicacio´n web y una serie de productos a ejecutar manualmente.
Actualmente el sistema trabaja sobre procesos distribuidos. Un subconjunto va-
riable de procesos se ejecuta de manera distribuida dentro de la infraestructura
de hardware disponible. Cada nueva ingesta de telemetr´ıa, independientemente
de la fuente, dispara un proceso distribuido encargado de procesar el paquete,
generar y persistir las variables de telemetr´ıa que el paquete contenga. Se gene-
ran todas las variables de telemetr´ıa que el sate´lite tiene conﬁguradas, activas y
se corresponden con el tipo de paquete. Actualmente el prototipo puede traba-
jar con telemetr´ıa de mu´ltiples misiones incluida Sate´lite Argentino Cient´ıﬁco -
D (SAC-D) ([10]) utilizado en esta prueba. Desde su primera versio´n, el proto-
tipo veriﬁca el estado de salud del sate´lite mediante un control de limites (1),
tanto para sus variables directas como derivadas, estas u´ltimas son variables que
se crean artiﬁcialmente a partir de la combinacio´n de otras.
La adaptacio´n mostrada en este trabajo propone crear una entidad asociada al
tipo de telemetr´ıa donde almacenar un modelo de prediccio´n automa´ticamente
creado. La ﬁgura 1 muestra el diagrama de clases (Solo se muestran los campos
sensibles al ana´lisis) donde se pueden encontrar los campos para almacenamiento
del modelo (Clase TlmyPrediction, atributo data) y fecha de expiracio´n (Cla-
se TlmyPrediction, atributo expiration), esta entidad esta asociada al tipo de
telemetr´ıa TlmyVarType.
Figura 1: Diagrama de clases
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La prediccio´n puede no estar disponible, no ser conveniente o no presentar
relevancia para el tipo de telemetr´ıa, por esta razo´n la relacio´n no es obligatoria.
Si se recibe un nuevo paquete de datos (independientemente de la fuente) y este
contiene un tipo de telemetr´ıa determinado y este tipo tiene un modelo para la
prediccio´n, el mismo es aplicado modiﬁcando los limites ma´ximos y mı´nimos de
ese tipo de telemetr´ıa en un valor desplazado desde el valor predicho, positiva-
mente y negativamente una distancia conﬁgurada. En las pruebas desarrolladas
se ha tomado un σ (Sigma) como desplazamiento (1 y 2).
max = p+ σ (1)
min = p− σ (2)
Estableciendo los ma´ximos y mı´nimos dinamicamente en funcio´n de una predic-
cio´n se pueden obtener controles sensibles al contexto actualizado del sate´lite.
En el caso de ana´lisis de este trabajo se ha creado una variable derivada deno-
minada eclipseElapsedTime, esta variable contiene el tiempo en segundos que
el sate´lite permanece eclipsado o la cantidad de segundos (negativos) hasta el
pro´ximo eclipse. La ﬁgura 2 muestra las variable directa vBatAverage (Vol-
taje medio de bater´ıa) del SAC-D y la variable derivada eclipseElapsedTime
calculada en runtime dentro del mismo sistema utilizando pyephem [11](Esta
u´ltima variable podr´ıa ser provista por los servicios del a´rea de determinacio´n
orbital en una agencia espacial [12]).
En la ﬁgura 2 se puede observar como la tensio´n decrece (variable vBatAvera-
ge) durante el eclipse, los paneles solares quedan parcial o totalmente tapados
por la tierra durante algunos minutos.
Figura 2: Ca´ıda de tensio´n al entrar en eclipse, ambos gra´ﬁcos apilados muestran
el mismo periodo de tiempo. La ﬁgura superior muestra el voltaje y la ﬁgura
inferior la variable derivada eclipseElapsedTime.
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Una vez que los paneles vuelven a tener la iluminacio´n solar ocurre una ra´pida
recuperacio´n durante el periodo entre umbra y penumbra. La ﬁgura 3 muestra
que el patro´n se repite durante varios eclipses.
Figura 3: Variable directa vBatAverage visualizada por OPENMCT
Utilizando como te´cnica el control unicamente l´ımites esta´ticos(1), para el
ejemplo dado, se deber´ıan establecer l´ımites ma´ximos y mı´nimos del orden de
los 30v y 34v respectivamente. Mediciones de 31v durante los periodos entre
eclipses no serian tomadas como una anomal´ıa cuando en realidad se podr´ıa es-
tar presentando un problema grave en la carga y un comportamiento anormal.
Un conjunto de reglas explicitadas por un experto pueden salvar esta situacio´n,
aunque es necesario el experto y por otro lado los valores ﬁnales solo se conocen
con el sistema en vuelo.
En el sistema propuesto, un proceso distribuido (Figura 4, Tareas Perio´dicas)
revisa los tipos de telemetr´ıa que tienen modelos de prediccio´n vencidos, es decir,
superan su fecha expiracio´n (propiedad expiration, entidad TlmyPrediction).
Previamente ese tipo de telemetr´ıa fue conﬁgurado como sensible a prediccio´n.
Los modelos tienen una fecha de vencimiento que puede forzar su regeneracio´n.
Para cada tipo de telemetr´ıa en esta situacio´n se realiza una nueva preparacio´n
de datos segu´n conﬁguracio´n, se genera un nuevo modelo de prediccio´n y en el
caso de ser lo suﬁcientemente preciso se persiste, caso contrario se informa me-
diante una alarma.
Al utilizar un lenguaje de propo´sito general para el procesamiento de telemetr´ıa
se puede hacer uso de las mu´ltiples bibliotecas disponibles para aprendizaje au-
toma´tico y normalmente existen herramientas para la persistencia (Almacena-
miento en el algu´n medio permanente) de los modelos de prediccio´n. Cuando un
nuevo paquete de telemetr´ıa ingresa al sistema mediante la Interfaz de programa-
cio´n de aplicaciones, del ingle´s API: Application Programming Interface (API)
se procesa el paquete y se llama a la funcio´n de calibracio´n para cada uno de
los tipos de variables de telemetr´ıa conﬁguradas para ese paquete (Figura 4,
Procesador de telemetr´ıa). Si el tipo de telemetr´ıa tiene asociado un modelo de
prediccio´n entonces este tambie´n se aplica y se utilizan el resultado para ajustar
los ma´ximos y mı´nimos tolerables, si el valor calibrado esta por fuera de los
limites dina´micos entonces se genera una alarma siguiendo el ﬂujo establecido
en el sistema.
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Figura 4: Arquitectura conceptual para la veriﬁcacio´n de l´ımites en la telemetr´ıa
4. Resultados
La ﬁgura 5 muestra los resultados aplicando regresio´n polino´mica y aplicando
un a´rbol de regresio´n lineal (Biblioteca scikit-learn [13]). En ambos casos los
valores predichos esta´n dentro del rango de un σ establecido. Se puede observar
tanto en los periodos entre eclipses como dentro del eclipse como los ma´ximos
y mı´nimos se ajustan permitiendo un control mas estricto y por sobre todo,
sensible al contexto.




Figura 5: (a) Prediccio´n utilizando regresio´n polino´mica (Eclipse completo) (b)
Prediccio´n utilizando regresio´n polino´mica (Entrada en eclipse) (c) Prediccio´n
utilizando a´rbol de regresio´n (Eclipse completo) y (d) Prediccio´n utilizando a´rbol
de regresio´n (Salida del eclipse), donde celeste es valor real, rojo valor predicho
y amarillos ma´ximos y mı´nimos
Los ma´ximos y mı´nimos son ahora sensibles al contexto, entendiendo por
contexto a la variable derivada que indica el periodo entre eclipses en segun-
dos. La ﬁgura 6 (a) muestra los tiempos de generacio´n del modelo incluyendo
la bu´squeda de los datos (12 horas), la preparacio´n y persistencia de los datos
para alimentar el algoritmo y la generacio´n y persistencia del modelo en s´ı.
La ﬁgura 6 (b) muestra (En milisegundos) los tiempos necesarios para la ge-
neracio´n, utilizando el modelo persistido, del valor predicho y el ajuste de los
limites para la variable vBatAverage. Se muestran los tiempos para 100 paque-
tes SAC-D, los tiempos no contemplan el control de l´ımites que es independiente
de si el l´ımite es modiﬁcado dinamicamente o establecido por conﬁguracio´n.
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(a) Tiempo de generacio´n del mode-
lo de prediccio´n
(b) Tiempo en milisegundos pa-
ra la prediccio´n de variables vBa-




El presente trabajo muestra una propuesta de implementacio´n que permite
aplicar las herramientas contemporaneas de aprendizaje automa´tico a un seg-
mento terreno desarrollado bajo la premisas expresadas en trabajos anteriores
[6], [5] y [4]. La capacidad an˜adida no implico´ modiﬁcacio´n alguna al nu´cleo del
segmento terreno original y su implementacio´n es transparente. Como se mostro´
en las ﬁguras 6 (a) y 6 (b), sin generar un coste relevante en cuanto a tiempo de
procesamiento, la idea permite un control mas cercano de la telemetr´ıa de hous-
keeping sin necesidad de intervencio´n humana durante la operacio´n. El costo y
riesgo de este tipo de misiones justiﬁcan el desarrollo estas te´cnicas y suman un
argumento adicional a favor del trabajo con herramientas de propo´sito general
en el a´rea espacial .
6. Trabajo a Futuro
La propuesta presentada en este trabajo no esta exenta de problemas o puntos
a profundizar. La bu´squeda de relaciones, o variables contextuales aun requieren
del asesoramiento del un experto para su correcta identiﬁcacio´n. En pro´ximos
trabajos se abordara´ esta problema´tica en funcio´n de encontrar correlaciones y
explotarlas de manera automa´tica, buscando explotar tanto como sea posible el
poder de computo actual, no como remplazo del experto, sino como un aliado
en la bu´squeda e identiﬁcacio´n de patrones ocultos.
Por otro lado, aunque se ha contemplado la eliminacio´n de outliers durante
la preparacio´n de los datos de entrenamiento, la aparicio´n de estos durante la
operacio´n y su impacto en la generacio´n de falsos positivos no ha sido tenida en
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cuenta en esta primera versio´n, la incorporacio´n de un ﬁltro que detecte outliers
en tiempo real esta pendiente.
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