Isolated facial movements, so-called Action Units, can describe combined emotions or physical states such as pain. As datasets are limited and mostly imbalanced, we present an approach incorporating a multi-label class balancing algorithm. This submission is subject to the Action Unit detection task of the Affective Behavior Analysis in-the-wild (ABAW) challenge at the IEEE Conference on Face and Gesture Recognition.
I. INTRODUCTION
Distinct facial movements can be categorized as Action Units (AUs), which are described in the Facial Action Coding System (FACS) [3] . Based on these AUs, facial expressions such as physical pain [16] or the basic emotions anger, disgust, fear, happiness, sadness, and surprise [2] can be described.
There are several approaches to automatically detect the occurrence and intensity of AUs [18] , [19] . Deep learning models are one of the most successful approaches, but require large amounts of data to perform well in training and testing. The manual annotation time for AU occurrences and intensity is high and must be conducted by expert FACS-coders. Thus, the training data is limited. Furthermore, AU datasets are mostly imbalanced as different AUs do not occur with the same frequency for different facial expressions.
We propose a training pipeline with an optimized augmentation approach to compensate for imbalanced AU occurrences and the data limitations.
II. DATASETS
We use the Aff-Wild2 [12] , [14] , [13] , [11] as training, validation and test dataset and as additional training datasets the Emotionet [4] , the Actor Study [21] and the Extended Cohn-Kanade (CK+) [8] , [17] .
The Aff-Wild2 database is the largest in-the-wild database consisting of videos and is partly annotated for the three tasks valence-arousal estimation [22] , basic expression recognition [9] and Action Unit detection. All videos were scraped from YouTube. For Action Unit detection, 56 videos with 63 subjects (32 males and 31 females) were annotated by experts. In total, 398,835 frames are annotated. This dataset is for non-commercial research purposes only.
The Emotionet database consists of approximately one million images scraped from the web using emotive keywords. Benitez-Quiroz et al. [5] analyzed the occurrence and intensity of AUs in 90% of the images automatically. Experts * These authors contributed equally to this paper. This project is funded by the Federal Ministry of Education and Research, grant no. 01IS18056A (TraMeExCo), and the German Research Foundation (PainFaceAnalyzer).
FACS-coded 10% of the dataset manually. We only use the manual encoded part of the dataset for our experiments. This dataset is for non-commercial research purposes only.
The Actor Study contains sequences of 21 actors, in total 68 minutes of video filmed from different views and camera speed. Each actor had the task to display specific Action Units in different intensities and had to respond to scenarios and enactments. The frames are annotated with Action Units and their corresponding intensities. We use the center view of the low speed camera for our approach. This dataset was recently published and will be made publicly available for commercial research.
The CK+ dataset contains 593 videos of 123 subjects. The sequences show the facial expressions from neutral to strong. All expressions are posed. The presence or absence of the Action Units is coded for the peak frames, the strongest expression, only. This dataset is for noncommercial research purposes only.
III. METHODS

A. Pre-processing
For both the AffWild training and validation set we use the provided cropped and aligned images of pixel size 112 x 112 in order to eliminate error sources and to make our approach easier to compare to those of other teams. The remaining training sets had no pre-cropped images available. For the CK+ dataset and the Actor Study dataset the Sophisticated High-speed Object Recognition Engine SHORE TM [15] was used to crop images of the same size. The Emotionet dataset was cropped using OpenFace [1] . All images were converted to gray scale and pixel values were normalized in a range of [0, 1]. Combining all datasets from Section II yields a highly imbalanced dataset, which can be seen under the name of non-aug in Table I . Imbalanced datasets cause problems in the detection of under-represented Action Units. Therefore, we implemented a multi-label class balancing algorithm which increases the allowed number of augmentations in the under-represented Action Units. In a multi-class problem, the occurrences of a class cannot be increased by simply augmenting a single image multiple times because the potential other classes in the image would be increased by the same amount. Therefore, we formulate the class balancing as an optimization problem:
where n u is the vector of number of occurrences of the images with a unique Action Unit combination and y u is the respective one-hot-encoded array of labels for the unique groups. The operator * between n u and y u denotes a scalar multiplication for each row r. The variable n 0 is the vector with the original occurrences in the dataset non-aug, and λ is a weighting parameter. Furthermore, the search domain for n u has been restricted as n 0 < n u < 10 n 0
As such, we can control the number of additional augmentations while stopping the optimizer from increasing the relative growth of a single unique label combination too much. The latter would cause problems due to too many augmentations on a single image, which potentially leads to overfitting. The augmentations were implemented using the imgaug library [7] . We used Flipping, Gaussian Blur, Linear Contrast, Additive Gaussian Noise, Multiply, and Perspective Transform.
In Table I the name aug-1 refers to the set with augmentations as described by the upper algorithm.
B. Training
Our backbone is a parameter-reduced 18-layer ResNet (ResNet18) [20] based on He et al. [6] . Small changes were made in the output layer which uses a sigmoid function and in the activation functions, which are ReLU units. The threshold for a positive detection is 0.5. We use a f1 loss function with an Adam-optimizer and a learning rate of 0.0001. These parameters have been determined by a grid search. IV. RESULTS Table II shows the results on the Aff-Wild2 validation dataset. Our results show that augmentation can counteract an imbalanced dataset. Our model trained on the augmented dataset aug-1 performs better at detecting all Action Units equally. Our trained models supersede the baseline model [10] . 
V. CONCLUSION
In this paper we present an approach based on a multilabel class balancing algorithm as a pre-processing step to overcome the imbalanced occurrences of Action Units in the training dataset. We trained a ResNet with 18 layers and could show an improvement of the augmented training dataset in contrast to the original dataset.
