Introduction
The three dimensional Euler equations are evolution equations for the three velocity components u(x; t), @u @t + u ru + rp = 0;
coupled with a fourth equation, r u = 0, expressing incompressibility. In this Eulerian formulation the velocity u and pressure p are recorded at xed locations x 2 R 3 . The velocities and pressure vanish at in nity or are periodic. The pressure is determined using incompressibility. The equation is conservative and the total kinetic energy, R juj 2 dx is a constant of motion. The Euler equations can be studied in terms of the vorticity ( 1] ). The vorticity is a vector ! = r u corresponding to the anti-symmetric part of the gradient matrix ru. It obeys a quadratic equation, whose nature is such that the magnitude of the vorticity may increase in time. If the ampli cation is not rapid enough then a well-known criterion ( 2] The characteristics of the rst order di erential operator are vortex lines; the characteristics of the material derivative D t are Lagrangian particle paths.
The Lagrangian variables are the path maps a 7 ! X(a; t). The connection between the Lagrangian description and the Eulerian one is given by the relations u(x; t) = @X(a; t) @t ; x = X(a; t): In this paper we discuss a description of the Euler equations as a system of three coupled active vector equations. The description concerns Lagrangian quantities computed in Eulerian variables and thus combines the physical signi cance of the Lagrangian description with the analytical advantages of the Eulerian description. The description bears similarities to the Clebsch variable representation. The Clebsch variables are a pair of scalars, ; ' that are constant on particle paths and can be used to re-construct the velocity via u i (x; t) = (x; t) @'(x; t) @x i ? @n(x; t)
This interesting representation is somewhat restrictive: not all solutions can be represented in this manner. That is because the Clebsch variables impose special constraints on helicity. Helicity is the scalar product of velocity and vorticity h = u !. Although h itself is not conserved on particle paths, the integrals Z T h(x; t)dx = c are constants of motion, for any vortex tube T. A vortex tube T is a time evolving region in space (not necessarily simply connected) whose boundary 2 is at each point parallel to the vorticity, ! = 0 where is the normal to @T at x 2 @T. The constants c re ect the degree of topological complexity of the ow ( 3] ) and in general are non-trivial but they vanish identically for ows that admit a Clebsch variables representation. Indeed, for such ows the helicity is the divergence of a eld that is parallel to the vorticity h = ?r (n!). Topological properties of streamlines and vortex tubes are relevant to hydrodynamic stability ( 4] 
Eulerian-Lagrangian Description
The Lagrangian formulation of the Euler equations describes the ow in terms of a volume preserving di eomorphism, the map a 7 ! X(a; t). The curve t 7 ! X(a; t) is the Lagrangian path at label a and obeys Newton's law @ 2 X(a; t) @t 2 = F X (a; t):
The incompressibility condition for the map is det (r a X) = 1:
The initial condition sets the labels at the initial time: X(a; 0) = a: The forces F X in (3) are F X (a; t) = ?(r x p)(X(a; t)) = ? (r a X(a; t)) ] ?1 (r ap )(a; t) (5) withp(a; t) = p(X(a; t)) and where p is the Eulerian pressure. A(x; t) = X ?1 (x; t) (13) the \back-to-labels" map, and note that it forms a vector of active scalars (an active vector) D t A = @A @t + u rA = 0:
4 Turning to (10), multiplying by (r a X(a; t)) ] ?1 and reading at a = A(x; t) we obtain the formula u i (x; t) = u j
(A(x; t)) @A j (x; t) @x i ? @n(x; t) @x i (15) where n(x; t) =ñ(A(x; t)) (16) The equation (15) shows that the general Eulerian velocity can be written in a form that generalizes the Clebsch variable representation: u = (rA) B ? rn (17) where B = u (0) (A(x; t)) is also an active vector (20) that holds for any scalar function f. The kinematic commutation relation (20) is a consequence of the chain rule, so it requires no assumption other than smoothness. Di erentiating (19) and using the active vector equations (14, 18) The periodic boundary conditions are A(x + Le j ; t) = A(x; t) + Le j ; n A (x + Le j ; t) = n A (x; t) (24) 6 with e j the standard basis in R
3
. In this case
A (x; t) = x ? A(x; t); (25) n A (x; t), and u A (x; t) are periodic functions in each spatial direction. One may consider also the case of decay at in nity, requiring that A , u A and n A vanish su ciently fast at in nity. The equation of state (21, 22) 
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Recall that the function is the curl of . This relation shows that the gradient of velocity can be expressed without use of second order derivatives of A and is the key to local existence: the equation (30) can be seen as a cubic quasi-local equation on characteristics. Let us make these ideas more precise. We will consider the periodic case rst. We write C j; , j = 0; 1 to denote the H older spaces of real valued functions that are de ned for all 
where the notation j j refers to modulus, Euclidean norm, and Euclidean norm for matrices, as appropriate.
We break the solution of the problem in two parts, the map ! u and the map u ! . We denote the rst one W.
W ; ](x; t) = Pf(I + r (x; t)) (x + (x; t))g
This map is linear in but nonlinear in . follows naturally. The second operation is a sum of products of functions (a matrix applied to a vector). This is a continuous operation because the H older spaces C j; , j = 0; 1 we chose are Banach algebras. The third and last operation is the linear operator P, which is bounded in H older spaces.
We need to consider also derivatives of W. We use the formula (32) and note that the expression for the gradient is made of similar operations as above and apply the same kind of reasoning. This nishes the proof. topology. The proof follows naturally from the idea to use the classical method of characteristics and ODE Gronwall type arguments. Similar ideas are needed below in the the slightly more di cult proof of Proposition 3 and we will sketch them there and therefore we leave the details of the proof of Proposition 2 to the interested reader.
In order to proceed let us take now a xed , take a small number > 0 and associate to it the set I P T de ned by I = f (x; t); (x; 0) = 0; kr ( ; t)k 0; ; 8t Tg:
Combining the bounds in the two previous propositions one can choose, for xed , a T small enough so that and the bound follows again easily, as the bounds in Proposition 1. This ends the proof of Proposition 4. We draw the attention to the fact that the presence of the (transpose) operation is essential for the \integration by parts" to be allowed.
Returning to the proof of Proposition 3 we denote j = S j , u j = W( j ; We consider the characteristics X(a; t) de ned by dX dt = u 1 + u 2 2 (X; t); X((a; 0) = a and note that in view of Proposition 1 and the assumption j 2 I, the characteristics are well de ned for 0 t T, their inverse A(x; t) = X ?1 (x; t) (the \back-to-labels" map) is de ned too. Moreover, topology to a limit . Because I is convex it contains this weaker limit point, 2 I. Because S has the weak Lipschitz property of Proposition 3 it follows that S = . This actually means that A = x + (x; t) solves the active vector formulation of the Euler equations and that u = W ; ] solves the usual Eulerian formulation. Now let us consider the case of decay at in nity. This case is instructive to look at this case because it illuminates the di erence between ; u; W on the one hand and x; ; on the other hand; the function spaces need to be modi ed in a natural fashion to accommodate this di erence. The issue of decay at in nity is both a physical one { the total kinetic energy must be de ned, and a mathematical one { P must be de ned. But apart from this, the decay at in nity requirement does not hinder the proof in any respect. , is square integrable and the vorticity is integrable to power q. The proof follows along the same lines as above. Because enters linearly in the expression for W and because we control r uniformly, issues of decay at in nity of do not arise. In other words, the function space for velocities does not need to be a Banach algebra, rather a module over the Banach algebra of the variables, which need not decay at in nity. with a xed K > 1. If the inequalities above would be sharp then, of course, the time steps would have to decrease exponentially and the procedure would diverge in nite time. It is possible that for certain initial data the bounds may be overly pessimistic and the solution may exist for a long time. But with the present knowledge, if one desires long-lived solutions for arbitrary three dimensional data then one needs to smooth either at the end of each step or during each time step. If one applies a smoothing procedure one evidently changes the problem and one introduces an arti cial dissipation. There are many ways one could conceivable regularize the Euler equations. The physically correct energy dissipating equation is the Navier-Stokes equation. Unfortunately it is not known in three dimensions if the Navier-Stokes equations have globally de ned unique solutions that converge to solutions of the Euler equations. Even in two dimensions, where the existence of smooth solutions is known for both the Euler and Navier-Stokes equations, the situation is not entirely trivial ( 17] , 18]). The two dimensional situation is characterized by the absence of vortex stretching. In the case of the three dimensional Euler equations the vorticity magnitude evolves according to the stretching equation
The stretching factor is related to the vorticity magnitude through a principal value singular integral ( 19] 
Hereŷ is the unit vector in the direction of y, (x; t) = ! j!j is the unit vector tangent to the vortex line passing through x at time t and D is a certain geometric factor. The geometric factor is a smooth function of three unit vectors, has zero average on the unit sphere, R DdS(ŷ) = 0 and vanishes pointwise when (x; t) = (x + y; t). Because has the same order of dt < 1 such that j! A (x; t)j (t) sup j! A (x; t) w(x; t)j holds for 0 t T. A su cient family for all two dimensional ows is provided by just one , = (0; 0; 1) with = 1. Generalizations would consist of situations in which one could nd su cient families that depend on the initial data and time and take locally the role played in 2D by the vertical direction.
The blow up issue becomes, in terms of A, a question of formation of in nite gradients in conserved quantities. This is similar to the case of hyperbolic conservation laws but with the signi cant di erence that the underlying characteristic ow is volume-preserving: det(rA) = 1, the matrix rA is invertible and ((rA(x; t) is bounded. It is therefore natural to conjecture that the smoothness of C A prevents nite time blow up for the Euler equations. This conjecture is true for the quasi-geostrophic active scalar. The interested reader is referred to ( 25] ) for details. The blow up question for the Euler equations remains open. Numerical calculations provide insight and hints, but the answer will have to be analytical. The considerations above point towards a possible incompressible 20 dispersive e ect that hinders blow up: as the gradients of A become large the resulting rapid (15) and non-uniform (55) motion disperses the large gradients. This might cause instability of blow up or perhaps its suppression.
