Abstract. The forward-backward splitting method (FBS) for minimizing a nonsmooth composite function can be interpreted as a (variable-metric) gradient method over a continuously differentiable function which we call forwardbackward envelope (FBE). This allows to extend algorithms for smooth unconstrained optimization and apply them to nonsmooth (possibly constrained) problems. Since the FBE and its gradient can be computed by simply evaluating forward-backward steps, the resulting methods rely on the very same blackbox oracle as FBS. We propose an algorithmic scheme that enjoys the same global convergence properties of FBS when the problem is convex, or when the objective function possesses the Kurdyka-Lojasiewicz property at its critical points. Moreover, when using quasi-Newton directions the proposed method achieves superlinear convergence provided that usual second-order sufficiency conditions on the FBE hold at the limit point of the generated sequence. Such conditions translate into milder requirements on the original function involving generalized second-order differentiability. We show that BFGS fits our framework and that the limited-memory variant L-BFGS is well suited for large-scale problems, greatly outperforming FBS or its accelerated version in practice. The analysis of superlinear convergence is based on an extension of the Dennis and Moré theorem for the proposed algorithmic scheme.
Introduction
In this paper we focus on nonsmooth optimization problems over IR n of the form minimize x∈IR n ϕ(x) ≡ f (x) + g(x), (1.1) where f is a smooth (possibly nonconvex) function, while g is a proper, closed, convex (possibly nonsmooth) function with cheaply computable proximal mapping [1] . Problems of this form appear in several application fields such as control, system identification, signal and image processing, machine learning and statistics. Perhaps the most well known algorithm to solve problem (1.1) is the forwardbackward splitting (FBS), also known as proximal gradient method [2, 3] , which generalizes the classical gradient method to problems involving an additional nonsmooth term. Convergence of the iterates of FBS to a critical point of problem (1.1) has been shown, in the general nonconvex case, for functions ϕ having the KurdykaLojasiewicz property [4] [5] [6] [7] . This assumption was used to prove convergence of many other algorithms [7] [8] [9] [10] [11] . The global convergence rate of FBS is known to be sublinear of order O(1/k) in the convex case, where k is the iteration count, and can be improved to O(1/k 2 ) with techniques based on the work of Nesterov [12] [13] [14] [15] . Therefore, FBS is usually efficient for computing solutions with small to medium precision only and, just like all first order methods, suffers from ill-conditioning of the problem at hand. A remedy to this is to add second-order information in the computation of the forward and backward steps, so to better scale the problem and achieve superlinear asymptotic convergence. As proposed by several authors [16] [17] [18] , this can be done by computing the gradient steps and proximal steps according to the Q-norm rather than the Euclidean norm, where Q is the Hessian of f or some approximation to it. This approach has the severe limitation that, unless Q has a very particular structure, the backward step becomes now very hard and requires an inner iterative procedure to be computed.
In the present paper we follow a different approach. We define a function, which we call forward-backward envelope (FBE) that serves as a real-valued, continuously differentiable, exact penalty function for the original problem. Furthermore, forward-backward splitting is shown to be equivalent to a (variable-metric) gradient method applied to the problem of minimizing the FBE. The value and gradient of the FBE can be computed solely based on the evaluation of a forward-backward step at the point of interest. For these reasons, the FBE works as a surrogate of the Moreau envelope [1] for composite problems of the form (1.1). Most importantly, this opens up the possibility of using well known smooth unconstrained optimization algorithms, with faster asymptotic convergence properties than the gradient method, to minimize the FBE and thus solve (1.1), which is nonsmooth and possibly constrained. This approach was first explored in [19] , where two Newton-type method were proposed, and combines and extends ideas stemming from the literature on merit functions for variational inequalities (VIs) and complementarity problems (CPs), specifically the reformulation of a VI as a constrained continuously differentiable optimization problem via the regularized gap function [20] and as an unconstrained continuously differentiable optimization problem via the D-gap function [21] (see [22, §10] for a survey and [23] , [24] for applications to constrained optimization and model predictive control of dynamical systems).
Then we propose an algorithmic scheme, based on line-search methods, to minimize the FBE. In particular, when descent steps are taken along quasi-Newton directions, superlinear convergence can be achieved when usual nonsingularity assumptions hold at the limit point of the sequence of iterates. The asymptotic analysis is based on an analogous of the Dennis and Moré theorem [25] for the proposed algorithmic scheme, and the BFGS quasi-Newton method is shown to fit this framework. Its limited memory variant L-BFGS, which is suited for large scale problems, is also analyzed. At the same time, we show that our algorithm enjoys the same global convergence properties of FBS under the same assumptions on the original function ϕ, despite our method operates on the surrogate ϕ γ . Unlike the approaches of [16] [17] [18] , our algorithm is based on the very same forward-backward operations as FBS, and does not require the solution to any inner problem.
The contributions of this work can be summarized as follows. We give an interpretation of forward-backward splitting as a (variable-metric) gradient method over a continuously differentiable function, the forward-backward envelope (FBE). Then we propose an algorithmic scheme for solving problem (1.1) based on line-search methods applied to the problem of minimizing the FBE, and prove that it converges globally to a critical point when ϕ is convex or has the Kurdyka-Lojasiewicz property. This is a crucial feature of our approach: in fact, the FBE is nonconvex in general, and there exist examples showing how classical line-search methods need not converge to critical points for nonconvex functions [26] [27] [28] [29] . When ϕ is convex, in addition, global sublinear convergence of order O(1/k) (in the objective value) is proved. Finally, we show that when the directions of choice satisfy the Dennis-Moré condition, then the method converges superlinearly, under appropriate assumptions, and illustrate when this is the case for BFGS.
The paper is organized as follows. Section 2 introduces the forward-backward envelope function and illustrates its properties. In Section 3 we propose our algorithmic scheme and prove its global convergence properties. Linear convergence is also discussed. Section 4 is devoted to the asymptotic convergence analysis in the particular case where, in the proposed method, quasi-Newton directions are used and specialize this result to the case of BFGS. Limited-memory directions are also discussed. Finally, Section 5 illustrates numerical results obtained with the proposed method. Some of the proofs are deferred to the Appendix for the sake of readability. Moreover, for the reader's convenience, Appendix A will list some definitions and known results on generalized differentiability which are needed in the analysis.
1.1. Notation and background. Throughout the paper, · , · is an inner product over IR n and · = · , · is the induced norm. The set of continuously differentiable functions on IR n having L-Lipschitz continuous gradient (also refferred to as L-smooth) is denoted by C 1,1 L (IR n ). We denote the extended real line as IR ≡ IR∪{+∞}. The set of proper, closed, convex functions from IR n with values in IR is referred to as Γ 0 (IR n ). Given a function h on IR n , the subdifferential ∂h(x) of h at x is considered in the sense of [30, Def. 8.3] , that is
This includes the ordinary gradient in the case of continuously differentiable functions, while for g ∈ Γ 0 (IR n ) it is equivalent to
We denote the set of critical points associated with problem (1.1) as
The second equality is due to [30, Ex. 8.8] . A necessary condition for a point x to be a local minimizer for (1.1) is that x ∈ zer ∂ϕ [30, Thm. 10.1]. If ϕ is convex (for example when f is convex) then the condition is also sufficient, and x is a global minimizer. Given g ∈ Γ 0 (IR n ), its proximal mapping is defined by
cf. [1] . The proximal mapping is a generalized projection, in the sense that if g = δ C is the indicator function of a nonempty closed convex set C ⊆ IR n , i.e., g(x) = 0 for x ∈ C and +∞ otherwise, then prox γg = P C is the projection on C for any γ > 0. The value function of the optimization problem (1.2) defining the proximal mapping is called the Moreau envelope and is denoted by g γ , i.e.,
Properties of the Moreau envelope and the proximal mapping are well documented in the literature [3, [30] [31] [32] . For example, the proximal mapping is single-valued, continuous and nonexpansive (Lipschitz continuous with Lipschitz constant 1) and the envelope function g γ is convex, continuously differentiable, with gradient 4) which is γ −1 -Lipschitz continuous. We will consider cases where g is twice epi-differentiable [30, Def. 13.6] , and indicate with d 2 g(x|v) the second-order epi-derivative of g at x for v. For a mapping F : IR n → IR m we will indicate by DF (x) and JF (x), respectively, its semiderivative and Jacobian at x, when these exist. The directional derivative of F at x along a direction d will then be denoted as
For the basic notions about semidifferentiability, and its link with ordinary differentiability, we refer the reader to Appendix A and the references therein.
1.2.
The forward-backward splitting. In the rest of the paper we will work under the following
Given an initial point x 0 and γ > 0, forward-backward splitting (also known as proximal gradient method) seeks solutions to the problem (1.1) by means of the following iterations:
Under Assumption 1 the generated sequence (
If γ ∈ (0, 2/L f ) and ϕ is lower bounded, it can be easily inferred that any cluster point x is stationary for ϕ, in the sense that it satisfies the necessary condition for optimality x ∈ zer ∂ϕ. The existence of cluster points is ensured if (x k ) k∈IN remains bounded; due to the monotonic behavior of (ϕ(x k )) k∈IN for γ in the given range, this condition in turn is guaranteed if ϕ and the initial point x 0 satisfy the following requirement, which is a standard assumption for nonconvex problems (see e.g. [15] ).
, which for conciseness we shall denote ϕ ≤ ϕ(x 0 ) , is bounded. In particular, there exists R > 0 such that x − z ≤ R for all x ∈ ϕ ≤ ϕ(x 0 ) and z ∈ argmin ϕ.
The existence of such a uniform radius R is due to boundedness of argmin ϕ, which in turn follows from the assumed boundedness of ϕ ≤ ϕ(x 0 ) . Example 1.1. To see that argmin ϕ = ∅ is not enough for preventing the generation of unbounded sequences, consider ϕ = f + g : IR → IR where
Assumption 1 is satisfied with L f = 2 and argmin ϕ = {2}. However, for any γ ∈ (0, 1) the sequence (x k ) k∈IN generated by (1.6) with x 0 < 1/2 diverges to −∞, and ϕ(x k ) → −1 > −2 = min ϕ. This however cannot happen in the convex case [31, Thm. 25.8] .
We use shorthands to denote the forward-backward mapping and the associated fixed-point residual in order to simplify the notation: 8) so that iteration (1.6) can be written as
The set zer ∂ϕ is easily characterized in terms of the fixed-point set of T γ as follows:
(1.9)
Note that T γ (x) can alternatively be expressed as the solution to the following partially linearized subproblem (see also Figure 1 ):
Forward-backward envelope
We now proceed to the reformulation of (1.1) as the minimization of an unconstrained continuously differentiable function. To this end, we consider the value function of problem (1.10a) defining the forward-backward mapping T γ and give the following definition. Definition 2.1 (Forward-backward envelope). Let f, g and ϕ be as in Assumption 1, and let γ > 0. The forward-backward envelope (FBE) of ϕ with parameter γ is
Using (1.10a) and (1.10b) it is easy to verify that (2.1) can be equivalently expressed as
or, by the definition of Moreau envelope, as
The geometrical construction of ϕ γ is depicted in Figure 2 . One distinctive feature of ϕ γ is the fact that it is real-valued, despite the fact that ϕ can be extended-realvalued. Function ϕ γ has other favorable properties which we now summarize. Figure 1 . When γ is small enough forward-backward splitting minimizes, at every step, a convex majorization (dotted lines) of the original cost ϕ (solid line), cf. (1.10a). Figure 2 . The forward-backward envelope ϕ γ (dashed line) is obtained by considering the optimal values of problems (1.10a) (dotted lines), and serves as a real-valued lower bound for the original objective ϕ (solid line).
Basic inequalities.
The following result states the fundamental inequalities relating ϕ γ to ϕ.
Proof. Regarding 2.2(i), from the optimality condition for (1.10a) we have Figure 3 . Left: by Proposition 2.2, ϕ γ (x) is upper bounded by ϕ(x) and, when γ is small enough, lower bounded by ϕ(T γ (x)). Right: by Proposition 2.3(i), the two bounds coincide in correspondence of critical points.
Adding f (x) to both sides and considering (2.2) proves the claim. For 2.2(ii), we have
where the inequality follows by (1.5). 2.2(iii) then trivially follows.
A consequence of Proposition 2.2 is that, whenever γ is small enough, the problems of minimizing ϕ and ϕ γ are equivalent. Proposition 2.3. Suppose Assumption 1 is satisfied. Then, (i) ϕ(z) = ϕ γ (z) for all γ > 0 and z ∈ zer ∂ϕ;
Proof. 2.3(i) follows from (1.9), Propositions 2.2(i) and 2.2(ii). In particular, this holds for x ∈ argmin ϕ. Suppose now γ
for all x ∈ IR n where the first inequality follows from optimality of x for ϕ, and the second from Proposition 2.2(iii). Therefore, every x ∈ argmin ϕ is also a minimizer of ϕ γ , and min ϕ = min ϕ γ if the former is attained, which proves 2.3(ii). Suppose now γ ∈ (0, 1/L f ), and let x ∈ argmin ϕ γ . From Propositions 2.2(i) and 2.2(ii) we get that
which implies x = T γ (x ), since x minimizes ϕ γ and
> 0. Therefore, the following chain of inequalities holds
Since ϕ γ ≤ ϕ and x minimizes ϕ γ , it follows that x ∈ argmin ϕ. Therefore, the sets of minimizers of ϕ and ϕ γ coincide, as well as the minimum values provided either one of the two functions attains it.
To conclude, it remains to show the case argmin ϕ = ∅ which, as just proven, corresponds to argmin ϕ γ = ∅. From Proposition 2.2(i) we have inf ϕ γ ≤ inf ϕ. Suppose that the inequality is strict, i.e., that there exists x ∈ IR n such that ϕ γ (x) ≤ inf ϕ. Then, Proposition 2.2(ii) would imply ϕ(T γ (x)) ≤ inf ϕ, which contradicts argmin ϕ = ∅, and 2.3(iii) follows.
Example 2.4. To see that the bounds on γ in Proposition 2.3 are tight, consider the convex problem minimize
where IR n + = {x ∈ IR n | x i ≥ 0, i = 1 . . . n} is the nonnegative orthant. Assumption 1 is satisfied with L f = 1, and the only stationary point for ϕ is the unique minimizer x = 0. Using (2.3) we can explicitly compute the FBE: for any γ > 0 we have
where [x] + = Π IR n + (x) = max {x, 0}, the last expression being meant componentwise. For any γ > 0 we have that ϕ γ (x ) = ϕ(x ), as ensured by Proposition 2.3(i), and as long as γ < 1 = 1/L f all properties in Proposition 2.3 do hold. For γ = 1 we have that ϕ γ ≡ 0, showing the inclusion in Proposition 2.3(ii) to be proper, yet satisfying min ϕ γ = min ϕ.
However, for γ > 1 the FBE ϕ γ is not even lower bounded, as it can be easily deduced by observing that, letting
Proposition 2.3 implies, using Proposition 2.2(i), that an ε-optimal solution x of ϕ is automatically ε-optimal for ϕ γ and, using Proposition 2.2(ii), from an ε-optimal for ϕ γ we can directly obtain an ε-optimal solution for ϕ if γ ∈ (0, 1/L f ]:
Proposition 2.3 also highlights the first apparent similarity between the concepts of FBE and Moreau envelope (1.3): the latter is indeed itself a lower bound for the original function, sharing with it its minimizers and minimum value. In fact, the two are directly related as we now show. In particular, the following result implies that if ϕ is convex (e.g. if f is) and γ ∈ (0, 1/L f ), then the possibly nonconvex ϕ γ is upper and lower bounded by convex functions. Proposition 2.5. Suppose Assumption 1 is satisfied. Then,
Proof. (1.5) implies the following bounds concerning the partial linearization:
Combined with the definition of the FBE, cf. (2.1), this proves 2.5(i) and 2.5(ii). If f is convex, the lower bound can be strengthened to 0 ≤ ϕ(u)− ϕ (u, x). Adding 1 2γ u − x 2 to both sides and minimizing with respect to u yields 2.5(iii).
2.2.
Differentiability. We now turn our attention to differentiability of ϕ γ , which is fundamental in devising and analyzing algorithms for solving (1.1). To ensure continuous differentiability of ϕ γ we will need the following Assumption 3. The function f is twice-continuously differentiable over IR n .
Under Assumption 3, the function
is well defined, continuous, and symmetric-valued.
Theorem 2.6 (Differentiability of ϕ γ ). Suppose that Assumptions 1 and 3 are satisfied. Then, ϕ γ is continuously differentiable with
If γ ∈ (0, 1/L f ) then the set of stationary points of ϕ γ equals zer ∂ϕ.
Proof. Consider expression (2.3) for ϕ γ . The gradient of g γ is given by (1.4), and since f ∈ C 2 we have
is nonsingular for all x, and therefore ∇ϕ γ (x) = 0 if and only if R γ (x) = 0, which means that x is a critical point of ϕ by (1.9).
Together with Proposition 2.3, Theorem 2.6 shows that if γ ∈ (0, 1/L f ) the nonsmooth problem (1.1) is completely equivalent to the unconstrained minimization of the continuously differentiable function ϕ γ , in the sense that the sets of minimizers and optimal values are equal. In particular, as remarked in the next statement, if ϕ is convex then the set of stationary points of ϕ γ turns out to be equal to the set of its minimizers, hence of solutions to the problem, even though ϕ γ may not be convex.
Corollary 2.7. Suppose that Assumptions 1 and 3 are satisfied. If ϕ is convex (e.g. if f is), then argmin ϕ = zer ∇ϕ γ for all γ ∈ (0, 1/L f ).
2.3. Second-order properties. The FBE is not everywhere twice continuously differentiable in general. For example, if g is real valued then g γ ∈ C 2 if and only if g ∈ C 2 [34] . However, second order properties will only be needed at critical points of ϕ in our framework, and for this purpose we can rely on generalized second-order differentiability notions described in [30, Chapter 13] . Assumption 4. Function g is twice epi-differentiable at x ∈ zer ∂ϕ for −∇f (x), with second order epi-derivative generalized quadratic. That is,
where S ⊆ IR n is a linear subspace, and M ∈ IR n×n is symmetric, positive semidefinite, and such that Im(M ) ⊆ S and Ker(M ) ⊇ S ⊥ .
In some results we will need to assume the following slightly stronger property.
Assumption 5. Function g satisfies Assumption 4 at x ∈ zer ∂ϕ and is strictly twice epi-differentiable at x for −∇f (x).
The properties of M in Assumption 4 cause no loss of generality. Indeed, letting Π S denote the orthogonal projector onto the linear space S (which is symmetric [35] ), if M 0 satisfies (2.6), then so does
, which has the wanted properties.
Twice epi-differentiability of g is a mild requirement, and cases where d 2 g is actually generalized quadratic are abundant [36] [37] [38] [39] . For example, if g is piecewise linear and x ∈ zer ∂ϕ, then from [36, Thm. 3.1] it follows that (2.6) holds if and only if the normal cone N ∂g(x) (−∇f (x)) is a linear subspace, which is equivalent to
where relint ∂g(x) is the relative interior of the convex set ∂g(x).
Minimizing ϕ = f + g is a frequent problem known as lasso, and attempts to find a sparse least squares solution to the linear system Ax = b. One has
is generalized quadratic at a solution x as long as whenever
We begin by investigating differentiability of the residual mapping R γ . Lemma 2.9. Suppose that Assumptions 1 and 3 are satisfied, and that g satisfies Assumption 4 (Assumption 5) at a point x ∈ zer ∂ϕ. Then, prox γg is (strictly) differentiable at x − γ∇f (x), and R γ is (strictly) differentiable at x with Jacobian
where Q γ is as in (2.4), and
Proof. See Appendix B.
Next, we see that differentiability of the residual R γ is equivalent to that of ∇ϕ γ . Mild additional assumptions on f extend this kinship to strict differentiability. Moreover, all strong (local) minimizers of the original problem, i.e., of ϕ, are also strong (local) minimizers of ϕ γ (and vice versa, due to the lower-bound property of ϕ γ ). Theorem 2.10. Suppose that Assumptions 1 and 3 are satisfied, and that g satisfies Assumption 4 at a point x ∈ zer ∂ϕ. Then, ϕ γ is twice differentiable at x, with symmetric Hessian given by
where Q γ (x) and P γ (x) are as in Lemma 2.9. If, moreover, ∇ 2 f is Lipschitz continuous around x and g satisfies Assumption 5 at x, then ϕ γ is strictly twice differentiable at x.
Proof. Recall from (2.5) that ∇ϕ γ (x) = Q γ (x)R γ (x). The result follows from Lemma 2.9 and Proposition A.2 in the Appendix with Q = Q γ and R = R γ . Theorem 2.11. Suppose that Assumptions 1 and 3 are satisfied, and that g satisfies Assumption 4 at a point x ∈ zer ∂ϕ. Then, for all γ ∈ (0, 1/L f ) the following are equivalent:
(a) x is a strong local minimum for ϕ;
is similar to a symmetric and positive definite matrix;
(e) x is a strong local minimum for ϕ γ .
2.4.
Interpretations. An interesting observation is that the FBE provides a link between gradient methods and FBS, just like the Moreau envelope (1.3) does for the proximal point algorithm [40] . To see this, consider the problem
where g ∈ Γ 0 (IR n ). The proximal point algorithm for solving (2.10) is
It is well known that the proximal point algorithm can be interpreted as a gradient method for minimizing the Moreau envelope of g, cf. (1.3). Indeed, due to (1.4), iteration (2.11) can be expressed as
This simple idea provides a link between nonsmooth and smooth optimization and has led to the discovery of a variety of algorithms for problem (2.10), such as semismooth Newton methods [41] , variable-metric [42] and quasi-Newton methods [43] [44] [45] , and trust-region methods [46] , to name a few. However, when dealing with composite problems, even if prox γf and prox γg are cheaply computable, computing the proximal mapping of ϕ = f + g is usually as hard as solving (1.1) itself. On the other hand, forward-backward splitting takes advantage of the structure of the problem by operating separately on the two summands, cf. (1.6). The question that naturally arises is the following:
Is there a continuously differentiable function that provides an interpretation of FBS as a gradient method, just like the Moreau envelope does for the proximal point algorithm?
The forward-backward envelope provides an affirmative answer. Specifically, whenever f is C 2 , FBS can be interpreted as the following (variable-metric) gradient method on the FBE:
cf. Theorem 2.6. Furthermore, the following properties hold for the Moreau envelope
which correspond to Propositions 2.2(i) and 2.3 for the FBE. The relationship between Moreau envelope and forward-backward envelope is then apparent. This opens the possibility of extending FBS and devising new algorithms for problem (1.1) by simply reconsidering and appropriately adjusting methods for unconstrained minimization of continuously differentiable functions, the most well studied problem in optimization.
Forward-backward line-search methods
We consider line-search methods applied to the problem of minimizing ϕ γ , hence solving (1.1). Requirements of such methods are often restrictive, including convexity or even strong convexity of the objective function, properties that unfortunately the FBE does not satisfy in general. As opposed to this, FBS possesses strong convergence properties and complexity estimates. We now show that it is possible to exploit the composite structure of (1.1) and devise line-search methods with the same global convergence properties and oracle information as FBS.
Algorithm 1 Forward-backward line-search method with adaptive γ
Input:
Algorithm 1 interleaves descent steps over the FBE with forward-backward steps. In particular, steps 2 and 3 provide fast asymptotic convergence when directions d k are appropriately selected, while step 6 ensures global convergence: this is of central importance, as such properties are not usually enjoyed by standard line-search methods employed to minimize general nonconvex functions [26] [27] [28] [29] . Moreover, in the convex case we are able to show global convergence rate results which are not typical for line-search methods with, e.g., quasi-Newton directions. We anticipate some of the favorable properties that Algorithm 1 shares with FBS:
• square-summability of the residuals for lower bounded ϕ (Proposition 3.3);
• global convergence when ϕ has bounded level sets and satisfies the KurdykaLojasiewicz at its stationary points (Theorem 3.9); • global sublinear rate of the objective for convex ϕ with bounded level sets (Theorem 3.5); • local linear rate when ϕ has the Lojasiewicz property at its critical points (Theorem 3.10).
Moreover, unlike ordinary line-search methods applied to ϕ γ , we will see in Proposition 3.3 that Algorithm 1 is a descent method both for both ϕ γ and ϕ. Note that, despite the fact that the algorithm operates on ϕ γ , all the above properties require assumptions or provide results on ϕ, i.e., on the original problem. The parameter γ defining the FBE is adjusted in step 4 so as to comply with the inequality in Proposition 2.2(ii), starting from an initial value γ 0 and decreasing it when necessary. The next result shows that γ 0 is decremented only a finite number of times along the iterations, and therefore γ k is positive and eventually constant. In the rest of the paper we will denote γ ∞ such asymptotic value of γ k . Lemma 3.1. Let (γ k ) k∈IN the sequence of stepsize parameters computed by Algorithm 1, and let γ ∞ = min i∈IN γ i . Then for all k ∈ IN,
Proof. See Appendix C. (ii) Substituting step 6 with x k+1 ← w k yields a classical line-search method for the problem of minimizing ϕ γ , where a suitable γ is adaptively determined. However, extensive numerical experience has shown that even though this variant seems to always converge, our choice x k+1 ← T γ k (w k ) usually performs better in practice, in terms of number of forward-backward steps, cf. Section 5.
(iii)
Step 6 comes at no additional cost once τ k has been determined by means of a line-search. In fact, in order to evaluate ϕ γ k (w k ) and test the condition in step 3, the evaluation of Algorithm 2 Forward-backward line-search method with fixed γ
We denote by ω(x 0 ) the set of cluster points of the sequence (x k ) k∈IN produced by Algorithm 1 started from x 0 ∈ IR n . The following result states that Algorithm 1 is a descent method both for the FBE ϕ γ and for the original function ϕ, and, as it holds for FBS, that the sequence of fixed-point residuals is square-summable if the function is lower bounded. Proposition 3.3 (Subsequential convergence). Suppose that Assumption 1 is satisfied. Then, the following hold for the sequences generated by Algorithm 1:
) k∈IN is square summable and every cluster point of (w k ) k∈IN is critical, or ϕ γ k (w k ) → inf ϕ = −∞ in which case (w k ) k∈IN has no cluster points.
Proof. See Appendix C.
An immediate consequence is the following result concerning the convergence of the fixed-point residual.
Theorem 3.4. Suppose that Assumption 1 is satisfied, and consider the sequences generated by Algorithm 1. Then,
We now analyze the convergence properties of Algorithm 1. We first consider the case where f is convex, and later discuss the general case under the assumption that ϕ has the Kurdyka-Lojasiewicz property. In this distinction we also highlight the favorable property that our method enjoys in the convex case, namely the total freedom for selecting the directions d k without any assumptions. When the directions are selected, say, according to a quasi-Newton scheme
where B k approximates in some sense the Hessian of ϕ γ at x k , linear convergence to a strong minimum and sublinear convergence of the objective in general are not affected if (B −1 k ) k∈IN turned out to be unbounded. In the nonconvex case, instead, boundedness of (B −1 k ) k∈IN will be necessary for the sake of global convergence when the Kurdyka-Lojasiewicz property holds for ϕ. The latter is however a milder assumption with respect to usual nonconvex line-search methods where (B −1 k ) k∈IN is required to have bounded condition number or (d k ) k∈IN to be gradient-oriented (see [47] and the references therein).
3.1. Convergence in the convex case. We now prove that when f is convex Algorithm 1 converges to the optimal objective value with the same sublinear rate as FBS. Notice that we require convexity of the original function f (and g), and not that of ϕ γ which may fail to be convex even when ϕ is. Theorem 3.5 (Global sublinear convergence). Suppose that Assumptions 1 and 2 are satisfied, and that f is convex. Then, for the sequences generated by Algorithm 1, either ϕ(
In the following result we see that the convergence rate of (x k ) k∈IN is linear when close to a strong local minimum. Theorem 3.6 (Local linear convergence). Suppose that Assumption 1 is satisfied. Suppose further that f is convex and that x is a strong (global) minimum of ϕ, i.e., there exist a neighborhood N of x and c > 0 such that
Then, there is k 0 ≥ 0 such that the subsequences (ϕ(x k )) k≥k0 and (ϕ γ
The introduction of γ ∞ in the statement above is due to the fact that γ k may vary over the iterations. However, under the assumptions of Theorem 2.11 and if γ ∞ < 1/L f , then the requirement of x to be a strong local minimizer for ϕ γ∞ is superfluous, as it is already implied by strong local minimimality of x for ϕ.
Corollary 3.7 (Global linear convergence). Suppose that Assumption 1 is satisfied, that f is convex and that ϕ is strongly convex (e.g. if f is strongly convex). Then, the sequences (x k ) k∈IN , (ϕ(x k )) k∈IN and (ϕ γ k (w k )) k∈IN generated by Algorithm 1 converge with global linear rate.
Proof. In this case Theorem 3.6 applies with N = IR n , c = µ ϕ (the convexity modulus of ϕ) and k 0 = 0.
Convergence under KL assumption.
We now analyze the convergence of the iterates of Algorithm 1 to a critical point under the assumption that ϕ satisfies the Kurdyka-Lojasiewicz (KL) property [4] [5] [6] . For related works exploiting this property in proving convergence of optimization algorithms such as FBS we refer the reader to [7] [8] [9] [10] [11] . 
We say that ϕ has the KL property on S ⊆ IR n it has the KL property on every x ∈ S.
Function ψ in the previous definition is usually called desingularizing function. All subanalytic functions which are continuous over their domain have the KL property [48] . Under the KL assumption we are able to prove the following convergence result. Once again, we remark that such property is required on the original function ϕ, rather than on the surrogate ϕ γ . Theorem 3.9. Suppose that Assumptions 1 and 2 are satisfied, and that ϕ satisfies the KL property on ω(x 0 ) (e.g., if it has it on zer ∂ϕ)
Then, the sequence of iterates (x k ) k∈IN is either finite and ends with R γ k (x k ) = 0, or converges to a critical point x of ϕ.
In case where ϕ is subanalytic, the desingularizing function can be taken of the form ψ(s) = σs 1−θ , for σ > 0 and θ ∈ [0, 1) [48] . In this case, the condition in Definition 3.8(iv) is referred to as Lojasiewicz inequality. Depending on the value of θ we can derive local convergence rates for Algorithm 1. Suppose further that in Algorithm 1 β > 0, and that there existτ , c > 0 such that
Then, the sequence of iterates (x k ) k∈IN converges to a point x ∈ zer ∂ϕ with R-linear rate.
Quasi-Newton methods
We now turn our attention to choices of the direction d k in Algorithm 1. Applying classical quasi-Newton methods [49] to the problem of minimizing ϕ γ yields, starting from a given x 0 ,
where B k is nonsingular and chosen so as to approximate (in some sense) the Hessian of ϕ γ at x k , and stepsize τ k > 0 is selected with a line-search procedure enforcing a sufficient decrease condition. However, the convergence properties of quasi-Newton methods are quite restrictive. The BFGS algorithm is guaranteed to converge, in the sense that lim inf
when the objective is convex [50] . Its limited memory variant, L-BFGS, requires strong convexity to guarantee convergence, and in that case the cost is shown to converge R-linearly to the optimal value [51] . Moreover, there exist examples of nonconvex function for which quasi-Newton methods need not converge to critical points [26] [27] [28] [29] . To overcome this, we consider quasi-Newton directions in the setting of Algorithm 1. The resulting methods enjoy the same global convergence properties illustrated in Section 3 and superlinear asymptotic convergence under standard assumptions:
we will assume, as it is usual, (strict) differentiability of ∇ϕ γ and nonsingularity of ∇ 2 ϕ γ at a critical point. Properties of f and g that guarantee these requirements were discussed in Theorems 2.10 and 2.11: if γ = γ ∞ is as in Lemma 
n×n -matrices and suppose that for some x 0 ∈ IR n the sequences (x k ) k∈IN and (w k ) k∈IN generated by
then x k → x Q-superlinearly, and w k → x R-superlinearly.
Proof. See Appendix D.
To obtain superlinear convergence of Algorithm 1 when quasi-Newton directions are used and condition (4.1) on the sequence (B k ) k∈IN holds, we must verify that eventually
, so that the stepsize τ k = 1 is accepted in step 3 and the iterations reduce to those described in Theorem 4.1.
Theorem 4.2. Suppose that Assumption 1 is satisfied, and that in Algorithm 1 direction d
k is set as
for a sequence of nonsingular matrices (B k ) k∈IN satisfying (4.1), with τ k = 1 being tried first in step 3. Let γ = γ ∞ as in Lemma 3.1, and suppose further that the sequences (x k ) k∈IN and (w k ) k∈IN converge to a critical point x at which ∇ϕ γ is continuously semidifferentiable with ∇ 2 ϕ γ (x ) 0. Then, x k → x Q-superlinearly and w k → x R-superlinearly.
BFGS.
The sequence (B k ) k∈IN can be computed using BFGS updates: starting from B 0 0, use vectors
to compute
Note that in this way B k 0, for all k ≥ 0, and
is always a direction of descent for ϕ γ . No matrix inversion is needed to compute d k in practice, since it is possible to perform the inverse updates of (4.2b) directly producing the sequence (B −1 k ) k∈IN , see [49, 53] . In light of the convergence results for Algorithm 1 given in Section 3 we now proceed under either of the following assumptions.
Assumption 6. Function ϕ (i) is either convex and such that
2 , for some c > 0 and all x close enough to x , the unique minimizer of ϕ;
(ii) or it has the KL property on ω(x 0 ) with ψ(s) = σs 1−θ , where σ > 0 and θ ∈ (0, 
and with τ k = 1 being tried first in step 3. Let γ = γ ∞ as in Lemma 3.1, and suppose further that the sequences (x k ) k∈IN and (w k ) k∈IN converge to a critical point x at which ∇ϕ γ is calmly semidifferentiable (see Proposition A.5 in the Appendix) with ∇ 2 ϕ γ (x ) 0. Then, x k → x Q-superlinearly and w k → x R-superlinearly.
L-BFGS.
When dealing with a large number of variables, storing (and updating) approximations of the Hessian matrix (or its inverse) may be impractical. Limited-memory quasi-Newton methods remedy this by storing, instead of a dense n × n matrix, only a few most recent pairs (s k , y k ) implicitly representing such approximation. The limited-memory BFGS method (L-BFGS) is probably the most widely used method of this class, and was first introduced in [51] . It is based on the BFGS update, but uses at iteration k only the most recentm = min {m, k} pairs (here m is a parameter, usually m ∈ {3, . . . , 20}) to compute a descent direction: d k is obtained using a procedure known as two-loop recursion [54] , so that no matrix storage is required, and in fact only O(n) operations are needed. For this reason, limited-memory methods like L-BFGS are much more suited for large scale applications. Similarly to BFGS, a safeguard is used to make sure that s k , y k > 0, so that d k is always a descent direction for ϕ γ k .
Simulations
We now present numerical results obtained with the proposed methods. We compare Algorithms 1 and 2, using BFGS and L-BFGS directions, against the corresponding classical line-search method (see Remark 3.2(ii)), forward-backward splitting (FBS) and its accelerated variant (Fast FBS) in the case of convex problems. We set β = 0.05 in Algorithm 1, therefore when L f is known and Algorithm 2 is applied instead, then we set γ = 0.95/L f . To determine the stepsize τ k in Algorithm 1 we use a simple backtracking line-search verifying the condi- All experiments were performed in MATLAB. The implementation of the methods used in the tests are made available by the authors. m×n . This is done by minimizing ϕ = f + g where
The proximal mapping of g is the soft-thresholding operation, while the computationally relevant operation here is the computation of f and ∇f , which involves matrix-vector products with A and A . Parameter λ modulates between a small residual Ax − b and a sparse solution vector x , i.e., the larger λ the more zero coefficients x has. In particular, λ max = A b ∞ is the minimum value such that for λ ≥ λ max the solution is x = 0. We have L f = A A , which can be quickly approximated for using power iteration.
We ran the algorithms on the SPEAR datasets.
3 Among these, we considered the 274 high dynamic range datasets, i.e., the ones for which the ratio max|x | i /min|x | i is large, and are usually the hardest instances for algorithms to solve. First we considered BFGS directions in Algorithm 2, on a small dimensional instance and the results are illustrated in Figure 4 . We computed x and ϕ (approximately) by running one of the methods with very restrictive termination criteria. Then we considered the largest instances, using L-BFGS directions in Algorithm 2. Performance of the algorithms is detailed in Table 1 . We stopped the algorithms as soon as
It is apparent that Algorithm 2 requires much less iterations and operations than fast FBS.
Sparse logistic regression. The composite objective function consists of
Here vector a i ∈ IR n contains the features of the i-th instance, and b i ∈ {−1, 1} indicates the correspondent class. The 1 -regularization enforces sparsity in the solution. We have λ max = 1 2 A b ∞ , so that for λ ≥ λ max the optimal solution is x = 0.
We ran the algorithms one three datasets. 4 Indicating with A ∈ IR m×n the matrix having rows a 1 , a 2 , . . . , a m , we computed ϕ numerically, and recorded the number matrix-vector products Figure 4 . Lasso: performance comparison between forward-backward splitting, the standard BFGS algorithm applied to the minimization of ϕ γ , and the proposed Algorithm 2 (with BFGS directions). The dataset used is spear_inst_1, with m = 512 samples and n = 1024 variables, and λ = 0.05λ max was used.
of iterations, calls to f , ∇f (x) and matrix-vector products with A, A needed to reach a point x at which
The results are shown in Table 2. 5.3. Group lasso. Let vector x be partitioned as x = (x 1 , . . . , x N ), where each x i ∈ IR ni , and i n i = n. We consider the 2 -regularized least squares problem having
where x = (x 1 , . . . , x N ) and x i ∈ IR ni for i = 1, . . . , N . The 2 terms enforce sparsity at the block level, so that for sufficiently large λ we expect many of the x i 's to be zero. Partitioning the A by columns as A = (A 1 , . . . , A N ), with the same block structure at x, then for λ ≥ λ max = max A 1 b 2 , . . . , A N b 2 the optimal solution is x = 0.
To test the methods we generated A and b according to the procedure described in [57] : take A with normally distributed entries, with zero mean and unit variance, and x true with a small number of nonzero blocks. Then compute b = Ax true + v, where v is a Gaussian noise vector with standard deviation 0.1. We compared FBS, L-BFGS and Algorithm 1 with L-BFGS directions, on a random problem with m = 200 examples, N = 200 blocks of variables and n 1 = . . . = n N = 100, for a total of 2 · 10 4 decision variables. The resulting A is a dense matrix with 4 million coefficients. Figure 5 shows the simulation results. Table 1 . Lasso: performance of the algorithms on the largest of the considered datasets. Column ID indicates the identification number of the dataset among the SPEAR instances. Results refer to iterations and matrix vector products needed to obtain ϕ(x) − ϕ ≤ 10 −6 |ϕ |.
Matrix completion.
We consider the problem of recovering the entries of an m-by-n matrix, which is known to have small rank, from a sample of them. One may refer to [58] for a detailed theoretical analysis of the problem. The decision variable is now a matrix x = (x ij ) ∈ IR m×n , and the problem has the form
where A : IR m×n → IR k is a linear mapping selecting k entries from x, vector b ∈ IR k contains the known entries, and x * indicates the nuclear norm of x, which is the sum of its singular values. In this case L f = 1, therefore we can apply Algorithm 2.
The most computational expensive operation here is the proximal step, requiring the computation of a SVD. Computing the full SVD becomes computationally infeasible as m and n grow, therefore we use the following partial decomposition strategy in computing the proximal mapping: start with ν 0 = 10, and the i-th time prox γg is evaluated compute only the largest ν i singular values σ 1 ≥ . . . ≥ σ νi , and 
Then set ⌫ i+1 according to the following rule
The same technique for approximately evaluating the singular value thresholing is used in other algorithms for nuclear norm regularization problems [59] . The partial singular value decompositions were performed using PROPACK software package.
5
We compared Algorithm 2 with L-BFGS directions, classical L-BFGS and FBS on the MovieLens100k dataset. 6 This consists of 10 5 ratings of 1682 movies from 943 users, so that the problem has ⇡ 1.6 millions variables. The results of the simulations, for decreasing values of , are in Figure 6 . 5.5. Image restoration. As a nonconvex example we consider the restoration of a noisy blurred M ⇥ N image. The formulation we use is similar to that in [60] , although here we consider the`1 norm in place of the`0 norm as regularization term. Specifically, we set MN X Figure 5 . Group lasso: performance of the proposed method on a random dense problem with m = 200 data points and n = 2 · 10 4 variables. Horizontal axis is the number of matrix-vector products computed, vertical axis is the relative error
Then set ν i+1 according to the following rule
The same technique for approximately evaluating the singular value thresholing is used in other algorithms for nuclear norm regularization problems [59] . The partial singular value decompositions were performed using PROPACK software package. Here, b denotes the noisy blurred image, A is a Gaussian blur operator and W is a discrete Haar wavelet transform with four levels, while = log(1 + t 2 ), therefore here rf has Lipschitz constant 2. Since W > W = W W > = I, the proximal mapping of g can be computed as
We applied the proposed methods to a 256 ⇥ 256-pixel black-and-white image. We distorted the original image with a Gaussian blur operator 9 ⇥ 9 with standard deviation 4, and with a Gaussian noise with standard deviation 10 3 . The regularization parameter in (5.1) was set as = 10 4 . Results of the simulations are shown in Figures 7 and 8. 
Conclusions
The forward-backward splitting (FBS) algorithm for minimizing ' = f +g, where f is smooth and g is convex, is equivalent to a variable-metric gradient method applied to a continuously di↵erentiable objective, which we called forward-backward envelope (FBE), when f 2 C 2 . Therefore, we can adopt advanced smooth unconstrained minimization algorithms, such as quasi-Newton and limited-memory methods, to the problem of minimizing the FBE and thus solving the original, nonsmooth problem. We propose to implement in an algorithmic scheme, given in Algorithm 1, which is appealing in that (i) it relies on the very same black-box oracle as FBS (evaluations of f , its gradient, g and its proximal mapping) and is therefore suited for large scale applications, (ii) it does not require the knowledge of global information such as Lipschitz constant L f , but can adaptively estimate 
We compared Algorithm 2 with L-BFGS directions, classical L-BFGS and FBS on the MovieLens100k dataset.
6 This consists of 10 5 ratings of 1682 movies from 943 users, so that the problem has ≈ 1.6 millions variables. The results of the simulations, for decreasing values of λ, are in Figure 6 . 5.5. Image restoration. As a nonconvex example we consider the restoration of a noisy blurred M × N image. The formulation we use is similar to that in [60] , although here we consider the 1 norm in place of the 0 norm as regularization term. Specifically, we set
Here, b denotes the noisy blurred image, A is a Gaussian blur operator and W is a discrete Haar wavelet transform with four levels, while ψ = log(1 + t 2 ), therefore here ∇f has Lipschitz constant 2. Since W W = W W = I, the proximal mapping of g can be computed as
We applied the proposed methods to a 256 × 256-pixel black-and-white image. We distorted the original image with a Gaussian blur operator 9 × 9 with standard deviation 4, and with a Gaussian noise with standard deviation 10 −3 . The regularization parameter in (5.1) was set as λ = 10 Figure 8 . (Nonconvex) image restoration: recovered images obtained with the three considered algorithms.
Conclusions
The forward-backward splitting (FBS) algorithm for minimizing ϕ = f +g, where f is smooth and g is convex, is equivalent to a variable-metric gradient method applied to a continuously differentiable objective, which we called forward-backward envelope (FBE), when f ∈ C 2 . Therefore, we can adopt advanced smooth unconstrained minimization algorithms, such as quasi-Newton and limited-memory methods, to the problem of minimizing the FBE and thus solving the original, nonsmooth problem. We propose to implement in an algorithmic scheme, given in Algorithm 1, which is appealing in that (i) it relies on the very same black-box oracle as FBS (evaluations of f , its gradient, g and its proximal mapping) and is therefore suited for large scale applications, (ii) it does not require the knowledge of global information such as Lipschitz constant L f , but can adaptively estimate it. The proposed method exploits the composite structure of ϕ, and alternates linesearch steps over descent directions and forward-backward steps. For this reason, Algorithm 1 possesses the same global convergence properties of FBS, under the assumptions that ϕ has the Kurdyka-Lojasiewicz properties at its critical points, and a global convergence rate O(1/k) in case ϕ is convex. This is a peculiar feature of our approach, since line-search methods do not converge to stationary points, in general, when applied to nonconvex functions. Moreover, we proved that when quasi-Newton directions are used in Algorithm 1, and the FBE is twice differentiable with nonsingular Hessian at the limit point of the sequence of iterates, superlinear asymptotic convergence is achieved. Our theoretical results are supported by numerical experiments. These show that Algorithm 1 with (limited-memory) quasiNewton directions improves the asymptotic convergence of FBS (and its accelerated variant when ϕ is convex), and usually converges faster than the corresponding classical line-search method applied to the problem of minimizing the FBE. 
Appendix A. Definitions and known results
Given a differentiable mapping G : IR n → IR m we let JG : IR n → IR m×n denote the Jacobian of G. When m = 1 we indicate with ∇G = JG the gradient of G and with ∇ 2 G = J∇G its Hessian, whenever it makes sense. We say that G is strictly differentiable atx if it satisfies the stronger limit
The next result states that strict differentiability is preserved by composition; its proof is a trivial computation and is therefore omitted.
Suppose that F and P are (strictly) differentiable atx and F (x), respectively. Then the composition T = P •F is (strictly) differentiable atx.
Similarly, the product of (strictly) differentiable functions is still (strictly) differentiable. However, if one of the two functions vanishes at one point, then we may relax some assumptions, as it is proved in the next result.
Proposition A.2. Let Q : IR n → IR m×k and R : IR n → IR k , and suppose that R(x) = 0. If Q is continuous atx (resp. Lipschitz-continuous aroundx) and R is differentiable (resp. strictly differentiable) atx, then their product G : IR n → IR m defined as G(x) = Q(x)R(x) is differentiable (resp. strictly differentiable) atx with JG(x) = Q(x)JR(x).
Proof. Suppose first that Q is continuous atx and R is differentiable atx. Then, expanding R(x) atx and since G(x) = 0, we obtain
The quantity JR(x)[
x−x ] is bounded, and continuity of Q atx implies that taking the limit forx = x →x yields 0. This proves that G is differentiable atx.
Suppose now that Q is Lipschitz-continuous aroundx, and that R is strictly differentiable atx. Then, expanding R(y) at x we obtain
The quantity JR(x)[ y − x y − x ] is bounded, and by Lipschitz-continuity of Q atx so is Q(x)−Q(y) x−y for x, y sufficiently close tox. Taking the limit for (x,x) = (x, y) → (x,x) with x = y in the above expression then yields 0, proving strict differentiability. Uniqueness of the Jacobian proves also the claimed form of JG(x). 
It is strictly semidifferentiable atx if the stronger limit holds
DG(x) is called semiderivative of G atx. If G is (strictly) semidifferentiable at every point of a set S, then it is said to be (strictly) semidifferentiable in S.
n . Then, the following are equivalent:
is continuous in its first argument atx for all d ∈ IR n ;
(b) G is strictly semidifferentiable atx;
(c) G is strictly (Fréchet) differentiable atx. Proposition A.5. Suppose that G : IR n → IR m is semidifferentiable in a neighborhood N ofx and that DG is calm atx, i.e., there exists L > 0 such that, for all x ∈ N and d ∈ IR n with d = 1,
Then,
Proof. Follows from [52, Lem. 2.2] by observing that the assumption of Lipschitzcontinuity may be relaxed to calmness.
Appendix B. Proofs of Section 2
Proof of Lemma 2.9. We know from [62, Thms. 3.8, 4 .1] that prox γg is (strictly) differentiable at x − γ∇f (x) if and only if g satisfies Assumption 4 (Assumption 5) at x for −∇f (x). Since f ∈ C 2 by assumption, then in particular ∇f is strictly differentiable. The formula (2.7) follows from Proposition A.1 with P = prox γg and F (x) = x−γ∇f (x).
Matrix Q γ (x) is symmetric since f ∈ C 2 and positive definite if γ < 1/L f . To obtain an expression for P γ (x) = J prox γg (x−γ∇f (x)) we can apply [30, Ex. 13.45] to the tilted function g + ∇f (x), · so that, letting d
[ · ] and P S the idempotent and symmetric projection matrix on S,
where † indicates the pseudo-inverse, and last equality is due to [35, Facts 6.4 .12(i)-(ii) and 6.1.6(xxxii)] and the properties of M as stated in Assumption 4. Apparently P γ (x) 0 is symmetric, with P γ (x) ≤ 1.
Proof of Theorem 2.11.
If follows from Theorem 2.10 that the Hessian ∇ 2 ϕ γ (x) exists and is symmetric. Moreover, from [30, Ex. 13.18] we know that for all P . For all d ∈ S, using (2.8) we have
and last quantity is positive if and only if I + γM Q on S. By definition of Q, we then have that this holds if and only if ∇ 2 f (x) + M 0 on S, which is 2.11(b). 2.11(d) ⇔ 2.11(e): Trivial since ∇ 2 ϕ γ (x) exists.
Appendix C. Proofs of Section 3
The following results are instrumental in proving convergence of the iterates of Algorithm 1.
Lemma C.1. Under Assumption 1, consider the sequences (x k ) k∈IN and (w k ) k∈IN generated by Algorithm 1. If there existτ , c > 0 such that τ k ≤τ and
and, for k large enough,
Proof. Equation (C.1) follows simply by
Now, for k sufficiently large γ k = γ k−1 = γ ∞ > 0, see Lemma 3.1, and
where the first inequality follows from nonexpansiveness of prox γg , and the last one from Lipschitz continuity of ∇f . Putting this together with (C.1) gives (C.2).
Lemma C.2. Let (β k ) k∈IN and (δ k ) k∈IN be real sequences satisfying
Proof. Taking the square root of both sides in β 2 i+1 ≤ (δ i − δ i+1 )β i and using
for any nonnegative numbers ζ, η, we arrive at 2β i+1 ≤ (δ i − δ i+1 ) + β i . Summing up the latter for i = 0, . . . , k, for any k ∈ IN,
which concludes the proof.
Proposition C.3. Suppose Assumption 1 is satisfied and that ϕ is lower bounded, and consider the sequences generated by Algorithm 1. If β ∈ (0, 1) and there exist τ , c > 0 such that τ k ≤τ and
and ω(x 0 ) is a nonempty, compact and connected subset of zer ∂ϕ over which ϕ is constant.
Proof. (C.4) follows from (C.1), Propositions 3.3(ii) and 3.3(iv), and the fact that the sum of square-summable sequences is square summable.
If (x k ) k∈IN is bounded, that ω(x 0 ) is nonempty, compact and connected and lim k→∞ dist ω(x 0 ) (x k ) = 0 follow by [10, Lem. 5(ii),(iii), Remark 5] . That ϕ is constant on ω(x 0 ) follows by a similar argument as in [10, Lem. 5(iv) ].
The following is [10, Lem. 6], therefore we state it with no proof.
Lemma C.4 (Uniformized KL property). Let K ⊂ IR n be a compact set and suppose that the proper lower semi-continuous function ϕ : IR n → IR is constant on K and satisfies the KL property at every x ∈ K. Then there exist ε > 0, η > 0, and a continuous concave function ψ : [0, η] → [0, +∞) such that properties 3.8(i), 3.8(ii) and 3.8(iii) hold, and (iv') for all x ∈ K and x such that dist K (x) < ε and ϕ(x ) < ϕ(x) < ϕ(x ) + η,
Proof of Lemma 3.1. Let (γ k ) k∈IN be the sequence of stepsize parameters computed by Algorithm 1. To arrive to a contradiction, suppose that k 0 is the smallest element of IN such that
Clearly, k 0 ≥ 1. Moreover σ −1 γ k0 must satisfy the condition in step 4: for some w ∈ IR n (corresponding to w k = x k + τ k d k selected before going back to step 1 after the condition in step 4 is passed, which might differ from the final value of w k after step 4 is passed)
But from Proposition 2.2(ii) we also have
where last inequality follows from σ −1 γ k0 < (1 − β)/L f . This leads to a contradiction, therefore γ k ≥ min {γ 0 , σ(1 − β)/L f } as claimed. That γ k is asymptotically constant follows since the sequence (γ k ) k∈IN is nonincreasing.
Proof of Proposition 3.3.
We have
where the first inequality comes from step 4, the second from step 3 and the third from Proposition 2.2(i). This shows 3.3(i). Let ϕ = lim k→∞ ϕ(x k ), which exists since (ϕ(x k )) k∈IN is monotone. If ϕ = −∞, clearly inf ϕ = −∞ and ω(x 0 ) = ∅ due to properness and lower semicontinuity of ϕ and to the monotonic behavior of (ϕ(x k )) k∈IN . Otherwise, telescoping the inequality we get
and since γ k is uniformly lower bounded by a positive number (see Lemma 3.1) 3.3(ii) follows, hence 3.3(iii). If β > 0, observing that for k large enough such that γ k ≡ γ ∞ we have
similar argumentations as those for proving 3.3(ii) show 3.3(iv).
Proof of Theorem 3.4.
If inf ϕ = −∞ there is nothing to prove. Otherwise, since the sequence (γ k ) k∈IN is nonincreasing, from (C.8) we get
Rearranging the terms and invoking Lemma 3.1 gives the result.
Proof of Theorem 3.5.
The proof is similar to that of [15, Thm. 4] . By Proposition 2.5(iii) we know that ϕ γ ≤ ϕ γ for any γ > 0. Combining this with (C.7) we get
and in particular, for x ∈ argmin ϕ,
where the last inequality follows by convexity of ϕ. If ϕ(x 0 ) − inf ϕ ≥ R 2 /γ 0 , then the optimal solution of the latter problem for k = 0 is α = 1 and we obtain (3.1). Otherwise, the optimal solution is
and we obtain
Letting λ k = 1 ϕ(x k )−inf ϕ the latter inequality is expressed as
Multiplying both sides by λ k λ k+1 and rearranging
where the latter inequality follows from the fact that (ϕ(x k )) k∈IN is nonincreasing, cf. Proposition 3.3(i). Telescoping the inequality and using Lemma 3.1, we obtain
Rearranging, we arrive at (3.2).
Proof of Theorem 3.6. If (3.3) holds, then ϕ has bounded level sets and zer ∂ϕ = {x }. In particular, ω(x 0 ) = ∅ and Proposition 3.3(iii) then ensures x k → x . Therefore, there is k 0 ∈ IN such that x k ∈ N for all k ≥ k 0 . Inequality (C.9) holds, and in particular for k ≥ k 0 ϕ(x k+1 ) ≤ min
where the second inequality follows by convexity of ϕ and (3.3). The minimum of last expression is achieved for α = min 1, When instead γ k ≥ 2c −1 we have the bound
Lemma 3.1 ensures γ k ≥ min {γ 0 , σ(1 − β)/L f }, so max 1 − c 4 γ k , (cγ k ) −1 ≤ ω. This proves the claim on the sequence (ϕ(x k )) k≥k0 and using inequality (C.7) the same holds for (ϕ γ k (w k )) k≥k0 . From the error bound (3.3) we obtain that x k → x linearly. If the same error bound holds for ϕ γ∞ , then also w k → x linearly.
Proof of Theorem 3.9.
The case where the sequence is finite does not deserve any further investigation, therefore we assume that (x k ) k∈IN is infinite. We then assume that R γ k (x k ) = 0 which implies through Proposition 3.3 that ϕ(x k+1 ) < ϕ(x k ). Due to (C.5), the KL property for ϕ, and Lemma C.4, there exist ε, η > 0 and a continuous concave function ψ : [0, η] → [0, +∞) such that for all x with dist ω(x 0 ) (x) < ε and ϕ(x ) < ϕ(x) < ϕ(x ) + η one has ψ (ϕ(x) − ϕ(x )) dist(0, ∂ϕ(x)) ≥ 1.
According to Proposition C.3 there exists a k 1 ∈ IN such that dist ω(x 0 ) (x k ) < ε for all k ≥ k 1 . Furthermore, since ϕ(x k ) converges to ϕ(x ) there exists a k 2 such that ϕ(x k ) < ϕ(x ) + η for all k ≥ k 2 . Takek = max {k 1 , k 2 }. Then for every k ≥k we have ψ (ϕ(x k ) − ϕ(x )) dist(0, ∂ϕ(x k )) ≥ 1.
From Proposition 3.3(i)
For every k > 0 let∇ϕ(x k ) = ∇f (x k )−∇f (w k−1 )+R γ k−1 (w k−1 ). Since R γ k−1 (w k−1 ) ∈ ∇f (w k−1 ) + ∂g(x k ), then∇ϕ(x k ) ∈ ∂ϕ(x k ) and
From (C.6)
.
. By concavity of ψ and Proposition 3.3(i)
where γ min = min {γ 0 , σ(1 − β)/L f }, see Lemma 3.1, or
where α = 2(1 + γ 0 L f )/(βγ min ). Applying Lemma C.2 with
we conclude that ∞ k=0 R γ k (w k ) < ∞. From (C.2), using the fact that γ k ≤ γ 0 for all k, then it follows that
Then (x k ) k∈IN is a Cauchy sequence, hence it converges to a point that, by Proposition 3.3, is a critical point x of ϕ.
Proof of Theorem 3.10.
Theorem 3.9 ensures that (x k ) k∈IN converges to a critical point, be it x . We know from Lemma 3.1 that eventually γ k = γ ∞ > 0, therefore we assume k is large enough for this purpose and indicate γ in place of γ k for simplicity. Denoting
i+1 − x i clearly A k ≥ x k − x , so we will prove that A k converges linearly to zero to obtain the result. Note that by (C.2) we know that
Therefore we can upper bound A k as follows 11) and reduce the problem to proving linear convergence of B k = ∞ i=k R γ (w i ) . When ψ is as in (3.4), for sufficiently large k the KL inequality reads
Taking v k = ∇f (x k ) − ∇f (w k−1 ) + R γ (w k−1 ) ∈ ∂ϕ(x k ), this in turn yields This in turn implies that x k − x converges to zero with R-linear rate. Furthermore,
≤ (1 +τ c(2γ
where the last two inequalities follow by nonexpansiveness of prox γg and Lipschitz continuity of ∇f . Since γ k is lower bounded by a positive quantity, then we deduce that also w k − x converges R-linearly to zero.
Proof of Theorem 4.3. Suppose that Assumption 6(i) holds. Since x ∈ zer ∂ϕ and ∇ 2 ϕ γ (x ) 0, it follows that x is a strong local minimizer of ϕ γ , hence of ϕ in light of Propositions 2.2(i) and 2.3(i). Theorem 3.6 then ensures that (x k ) k∈IN and (w k ) k∈IN converge linearly to x . If instead ( B −1 k ) k∈IN is bounded and Assumption 6(ii) holds, then Theorem 3.10 applies and again (x k ) k∈IN and (w k ) k∈IN converge linearly to a critical point, be it x . In both cases we can apply Proposition A.5 and for k sufficiently large
Since the convergence is linear, then the right-hand side of (D. 
