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a b s t r a c t
We consider parallel-machine scheduling problems in which the processing time of a job
is a simple linear increasing function of its starting time. The objectives are tominimize the
makespan, total machine load, and total completion time. We show that all the problems
are strongly NP-hard with an arbitrary number of machines and NP-hard in the ordinary
sense with a fixed number of machines. For the former two problems, we prove that there
exists no polynomial time approximation algorithm with a constant worst-case bound
when the number ofmachines is arbitrary unless P = NP . When the number ofmachines is
fixed,we propose two similar fully polynomial-time approximation schemes for the former
two problems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
For most scheduling problems it is assumed that the job processing times are fixed parameters [17]. However, such
restrictive assumptions represent an oversimplified view of reality. Job processing times are not necessarily deterministic
because jobs may deteriorate while waiting to be processed. Examples can be found in maintenance scheduling, steel
production, cleaning assignments, fire fighting, hospital emergency wards, and resource allocation, where any delay in
processing a job may result in an increasing effort (time, cost, etc.) to complete the job. Such situations also occur when the
machine, not the job, is deteriorating, so that jobs processed later require a longer processing time. The reader is referred to
Kunnathur and Gupta [14], and Mosheiov [15,16] for practical motivations to model job deterioration in such a manner.
Work on the deteriorating job scheduling problemwas initiated by Brown and Yechiali [2] and Gupta and Gupta [8]. They
focused on the single-machine makespan problem under linear deteriorating conditions. Since then, scheduling problems
with time-dependent processing times have received increasing attention. An extensive survey of different models and
problems was provided by Alidaee and Womer [1]. Cheng et al. [5] recently presented an updated survey of the results on
scheduling problems with time-dependent processing times.
The problem considered in this paper can be formally described as follows: There is a set of n independent jobs
J = {J1, J2, . . . , Jn}, which are simultaneously available at time 0, to be processed non-preemptively onm identical parallel
machines. Each machine has a setup time t0 > 0. We assume, as in Mosheiov [15,16], and Chen [3,4], that the actual
processing time of job Jj is pj = αjsj, where sj and αj are the starting time and the growth (or deterioration) rate of Jj,
respectively. The assumption ‘‘t0 > 0" is made here to avoid the trivial case of t0 = 0 (when t0 = 0, the completion time of
each jobwill be 0). Let Cj denote the completion time of job Jj and C[i] denote the completion time of the ith job on amachine.
It is noted that C[i+1] = s[i+1] + p[i+1] = s[i+1](1+ α[i+1]) = C[i](1+ α[i+1]). Thus, by induction, we have
C[i] = t0
i∏
j=1
(1+ α[j]), (1)
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for every i ≥ 1 on this machine. Our goals are to minimize the makespan, i.e., Cmax = maxj=1,2,...,n Cj; the total machine
load, i.e.,
∑m
i=1 Li, where Li denotes the completion time of the last job on the ith machine, and Li = t0 if there is no job
processed on the ith machine; and the total completion time, i.e.,
∑n
j=1 Cj. It is easy to see that Cmax = max1=1,2,...,m Li.
Using the three-field notation of Graham et al. [7], we denote these problems as P | pj = αjsj | Cmax, P | pj = αjsj | ∑ Li,
and P | pj = αjsj | ∑ Cj, respectively, when m is a variable. When m is fixed, we denote them as Pm | pj = αjsj | Cmax,
Pm | pj = αjsj |∑ Li, and Pm | pj = αjsj |∑ Cj, respectively.
The above defined problems may date back to Mosheiov [15], who first considered single-machine scheduling under
the simple linear deteriorating assumption. The most commonly used performance measures were considered, such as
makespan, total completion time, total weighted completion time, total weighted waiting time, total tardiness, number
of tardy jobs, maximum lateness and maximum tardiness. He showed that all these models are polynomially solvable.
Mosheiov [16] showed that both the P2 | pj = αjsj | Cmax and P2 | pj = αjsj | ∑ Li problems are NP-hard, and presented
an asymptotically optimal heuristic for the P | pj = αjsj | Cmax problem. Chen [3,4] showed that the P2 | pj = αjsj | ∑ Cj
problem is NP-hard, and proved that there is no polynomial approximation algorithm with a constant worst-case bound
unless P = NP for the P | pj = αjsj | ∑ Cj problem. He also proposed an approximation algorithm with a parameter
dependent worst-case bound for the P2 | pj = αjsj | ∑ Cj problem. For the Pm | pj = αjsj | ∑ Cj problem, he pointed
out that whether there exists a polynomial time heuristic with a constant worst-case bound remains open. Ji and Cheng [9]
resolved this issue by proposing a fully polynomial-time approximation scheme (FPTAS). Wu and Lee [18], and Ji et al. [10]
extended the single-machine problem to the situation where the machine has an availability constraint.
Mosheiov [16] proved the NP-hardness of the P2 | pj = αjsj | Cmax and P2 | pj = αjsj |∑ Li problems. Chen [3,4] proved
the NP-hardness of the P2 | pj = αjsj | ∑ Cj problem. In this paper we extend these results to the Pm | pj = αjsj | Cmax,
Pm | pj = αjsj | ∑ Li, and Pm | pj = αjsj | ∑ Cj problems. In fact, we can propose pseudo-polynomial time optimal
algorithms based on dynamic programming similar to Ji et al. [10] to solve these problems, thus establishing that they are
actually NP-hard in the ordinary sense if P 6= NP . We further prove that the P | pj = αjsj | Cmax, P | pj = αjsj | ∑ Li, and
P | pj = αjsj |∑ Cj problems are all strongly NP-hard, show that there exists no polynomial approximation algorithm with
a constant worst-case bound for the P | pj = αjsj | Cmax and P | pj = αjsj |∑ Li problems unless P = NP , and give FPTASes
for the Pm | pj = αjsj | Cmax and Pm | pj = αjsj |∑ Li problems.
The rest of the paper is organized as follows. We consider the makespan problem in Section 2 and investigate the total
machine load problem in Section 3. In Section 4 we study the total completion time problem. In the final section we present
some concluding remarks and suggest a few topics for future research.
2. Minimizing the makespan
2.1. NP-hardness
Mosheiov [16] showed P2 | pj = αjsj | Cmax is NP-hard. So the following theorem is trivial.
Theorem 1. The Pm | pj = αjsj | Cmax problem is NP-hard in the ordinary sense if P 6= NP.
However, when the machine number is arbitrary, the following theorem shows that it is NP-hard in the strong sense.
Theorem 2. The P | pj = αjsj | Cmax problem is strongly NP-hard.
Proof. We show that the decision version of our problem is strongly NP-complete by a reduction from the 4-Product
problem, which is a multiplicative version of the 4-Partition problem [6] and is strongly NP-complete (see Kononov [11]
for details). An instance I of the 4-Product problem is formulated as follows:
Given positive rational numbers x1, x2, . . . , x4p and A such that A
1
5 < xj < A
1
3 for j = 1, 2, . . . , 4p and∏4pj=1 xj = Ap,
does there exist a partition of the set X = {1, 2, . . . , 4p} into p disjoint subsets X1, X2, . . . , Xp such that∏j∈Xi xj = A for
k = 1, 2, . . . , p?
In the above instance, we can assume without loss of generality that xj > 1, since each xj can be multiplied by the same
sufficiently large positive integer to ensure that the condition is met.
For any given instance I of the 4-Product problem, we construct a corresponding instance II of the decision version of the
problem P | pj = αjsj | Cmax as follows:
– Number of machines: p.
– Number of jobs: n = 4p.
– Job growth rates: αj = xj − 1, j = 1, 2, . . . , n.
– Machines’ setup time: t0 = 1.
– Threshold: G = A.
It is clear that the reduction can be done in polynomial time. And it is easy to verify that αj > 0 since xj > 1 for each
j = 1, 2, . . . , n. We prove that instance I has a solution if and only if instance II has a solution with an objective value no
greater than G.
If I has a solution, then we can construct a schedule in which the ith machine consists of the jobs in the set {Jj | j ∈ Xi},
i = 1, 2, . . . , p. Thus, from (1), we obtain a feasible schedule with Li = t0∏j∈Xi(1 + αj) = ∏j∈Xi xj = A, (i = 1, 2, . . . , p),
which implies Cmax = maxj=1,2,...,n Cj = maxi=1,2,...,p Li = A = G.
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On the other hand, suppose II has a solution with an objective value no greater than G, i.e., Li ≤ G, (i = 1, 2, . . . , p).
We conclude that Li = G = A for all i = 1, 2, . . . , p. Otherwise, we can assume without loss of generality that Lk < A
for some k ∈ {1, 2 . . . , p}. Therefore, from (1), we have ∏j∈X xj = ∏j∈X (1 + αj) = ∏pi=1 Li < Ap, since Lk < A and
Li ≤ A (i 6= k), a contradiction. Hence we obtain a solution for instance I with Xi = {j | Jj is processed on the ith machine},
since
∏
j∈Xi xj =
∏
j∈Xi(1+ αj) = Li = A, i = 1, 2, . . . , p. 
2.2. Non-approximability
In this subsection we show that there exists no polynomial time approximation algorithm with a constant worst-case
bound for the P | pj = αjsj | Cmax problem unless P = NP . Thus, the performance of any polynomial time approximation
algorithm for this problem can be arbitrarily bad in the worst case. We first introduce two basic concepts. Given an
approximation algorithm A for some discrete optimization problem, we say that A is a polynomial time algorithm if for
any instance pi of the problem, it can be solved by algorithm A in time polynomial in the input length of pi . Given an
algorithmA for some discrete minimization problem, let ZA(pi) be the solution value ofA applied to an instance pi of the
problem, and let ZOPT (pi) be the corresponding optimal solution value. We say thatA has a constant worst-case bound C if
its performance ratio ZA(pi)/ZOPT (pi) ≤ C for any instance pi of the problem, where 1 ≤ C <∞.
We prove the result through the 3-Partition problem, which is strongly NP-complete [6]. An instanceΠ of the 3-Partition
problem is stated as follows:
Given positive integers b1, b2, . . . , b3h and B such that B4 < bj <
B
2 for j = 1, 2, . . . , 3h and
∑3h
j=1 bj = hB, does there exist
a partition of the set H = {1, 2, . . . , 3h} into h disjoint subsets H1,H2, . . . ,Hh such that∑j∈Hi bj = B for i = 1, 2, . . . , h?
It is well known that it is impossible to have a pseudo-polynomial time optimal algorithm for the strongly NP-complete
3-Partition problem unless P = NP [6]. In this subsection we show that if there exists an approximation algorithm with a
constant worst-case bound for the P | pj = αjsj | Cmax problem, then we can use it to establish a pseudo-polynomial time
optimal algorithm for solving the 3-Partition problem, leading to a contradiction (if P 6= NP). Hence, such an algorithm for
the considered problem cannot exist unless P = NP .
For any given fixed positive number 1 ≤ C < ∞ and any given instance Π of the 3-Partition problem, we construct a
corresponding instanceΠ ′ of the P | pj = αjsj | Cmax problem as follows:
– Number of machines: h.
– Number of jobs: n = 3h.
– Job growth rates: αj = Dbj − 1, for j = 1, 2, . . . , 3h, where D = C2.
– Machines’ setup time: t0 = 1.
Lemma 3. InstanceΠ ′ can be constructed in time polynomial in Length(Π) and Max(Π).
Proof. In instance Π , it is easy to see that Length(Π) = 3h +∑j∈Hdlog2 bje > 3h and Max(Π) = B. When we construct
instance Π ′, we need to compute αj (j = 1, 2, . . . , 3h). For j = 1, 2, . . . , 3h, αj is calculated through bj − 1 times of
multiplication and one time of subtraction since αj = Dbj − 1, which needs at most O(bj) time. Therefore all the αj can be
computed in at most O(hB) time, which is obviously polynomial in Length(Π) andMax(Π). 
Lemma 4. Length(Π ′) is polynomial in Length(Π) and Max(Π).
Proof. In instanceΠ ′, we have
Length(Π ′) = 3h+
3h∑
j=1
dlog2 αje
≤ 3h+
3h∑
j=1
dbj log2 De
≤ 3h+
(
3h∑
j=1
bj
)
dlog2 De
= 3h+ hBdlog2 De.
Since Length(Π) = 3h+∑j∈Hdlog2 bje > 3h,Max(Π) = B and D = C2 is a positive constant, it is not hard to verify that
Length(Π ′) is polynomial in Length(Π) andMax(Π). 
Lemma 5. If there exists a solution for instanceΠ , then the optimal makespan of instanceΠ ′ is COPT (Π ′) = DB.
Proof. Suppose that there exists such a partition of H for instanceΠ such that
∑
j∈Hi bj = B (i = 1, 2, . . . , h). We process
jobs {Jj | j ∈ Hi} on the ith machine for i = 1, 2, . . . , h. Hence, the corresponding makespan equals DB, which achieves the
trivial lower bound for the optimal makespan (see the proof of Theorem 2 for details) and is thus optimal. 
Lemma 6. If there is no solution for instanceΠ , then the optimal solution value for instanceΠ ′ satisfies the inequality COPT (Π ′)
≥ DB+1.
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Proof. We assume that Yi is the jobs scheduled on the ith machine, i = 1, 2, . . . , h. Since there is no solution for instance
Π , there must exist a set of jobs Yk (k ∈ {1, 2, . . . , h}) such that∑Jj∈Yk bj ≥ B + 1. Thus the load of machine k is at least∏
Jj∈Yk(1+ αj) = D
∑
Jj∈Yk bj ≥ DB+1, which establishes that COPT (Π ′) ≥ Lk ≥ DB+1. 
Lemma 7. If there exists a polynomial time approximation algorithmA with a constant worst-case bound 1 ≤ C ≤ ∞ for the
P | pj = αjsj | Cmax problem, then there exists a pseudo-polynomial time optimal algorithm for the 3-Partition problem.
Proof. To see this is the case, let us applyA to instanceΠ ′. If CA(Π ′) < DB+1, then COPT (Π ′) ≤ CA(Π ′) < DB+1. By Lemma6,
we deduce that there is a solution for instanceΠ of the 3-Partition problem. On the other hand, if CA(Π ′) ≥ DB+1, we have
COPT (Π ′) ≥ CA(Π ′)C ≥ D
B+1
C
. Thus COPT (Π ′) ≥ DB+1/2 due to D = C2. Combining this with Lemma 5, we deduce that there is
no solution for instanceΠ .
Hence, by comparing CA(Π ′)withDB+1, we can get a correct answer about the existence of a solution for instanceΠ . The
times for constructing instanceΠ ′, for solving instanceΠ ′ byA, and for computing DB+1, are all polynomial in Length(Π)
andMax(Π) from Lemmas 3 and 4. Therefore an arbitrary instance of the 3-Partition problemΠ can be optimally solved in
pseudo-polynomial time by comparing CA(Π ′)with DB+1. 
By Lemma 7, and the fact that any strongly NP-hard problem cannot be solved optimally by a pseudo-polynomial time
algorithm unless P = NP , we establish the following theorem.
Theorem 8. Unless P = NP, there exists no polynomial time approximation algorithm with a constant worst-case bound for the
P | pj = αjsj | Cmax problem.
However, when the number of machines is fixed, the bound can be guaranteed. In the next subsection we give an FPTAS
for the Pm | pj = αjsj | Cmax problem.
2.3. An FPTAS
Theorem 1 shows that the Pm | pj = αjsj | Cmax problem is NP-hard in the ordinary sense. In this subsection we show
that an approximate solution for the Pm | pj = αjsj | Cmax problem can be guaranteed to be as close to the optimal value as
required, even though the P | pj = αjsj | Cmax problem cannot be approximated with a constant bound if P 6= NP .
An algorithmA is called a (1+ ε)-approximation algorithm for a minimization problem if it produces a solution that is at
most 1+ ε times as big as the optimal value, running in time that is polynomial in the input size. A family of approximation
algorithms {Aε} is a fully polynomial-time approximation scheme (FPTAS) if, for each ε > 0, the algorithm Aε is a (1 + ε)-
approximation algorithm that is polynomial in the input size and in 1/ε. Fromnow onwe assume, without loss of generality,
that 0 < ε ≤ 1. If ε > 1, then a 2-approximation algorithm can be taken as a (1+ ε)-approximation algorithm.
The FPTAS discussed here is similar to Ji and Cheng [9]. Ji and Cheng [9] gave an FPTAS for the Pm | pj = αjsj | ∑ Cj
problem. For completeness, we outline the approach below.
We introduce variables xj, j = 1, 2, . . . , n, where xj = k if job Jj is processed on machine k, k ∈ {1, 2, . . . ,m}. Let X be
the set of all the vectors x = (x1, x2, . . . , xn) with xj = k, j = 1, 2, . . . , n, k = 1, 2, . . . ,m. We define the following initial
and recursive functions on X:
f i0(x) = t0, i = 1, 2, . . . ,m,
f kj (x) = f kj−1(x)+ αjf kj−1(x), for xj = k,
f ij (x) = f ij−1(x), for xj = k, i 6= k.
Thus, the Pm | pj = αjsj | Cmax problem reduces to the following problem:
Minimize Q (x) = max
i=1,2,...,m
f in(x) for x ∈ X .
We introduce procedure Partition(A, e, δ) proposed by Kovalyov and Kubiak [12,13], where A ⊆ X , e is a nonnegative
integer function on X , and 0 < δ ≤ 1. This procedure partitions A into disjoint subsets Ae1, Ae2, . . . , Aeke such that|e(x)− e(x′)| ≤ δmin{e(x), e(x′)} for any x, x′ from the same subset Aej , j = 1, 2, . . . , ke. The following description provides
the details of Partition(A, e, δ).
Procedure Partition(A, e, δ)
Step 1. Arrange vectors x ∈ A in the order x(1), x(2), . . . , x(|A|) such that 0 ≤ e(x(1)) ≤ e(x(2)) ≤ · · · ≤ e(x(|A|)).
Step 2. Assign vectors x(1), x(2), . . . , x(i1) to set Ae1 until i1 is found such that e(x
(i1)) ≤ (1 + δ)e(x(1)) and e(x(i1+1)) >
(1+ δ)e(x(1)). If such an i1 does not exist, then take Aeke = Ae1 = A, and stop.
Assign vectors x(i1+1), x(i1+2), . . . , x(i2) to set Ae2 until i2 is found such that e(x(i2)) ≤ (1 + δ)e(x(i1+1)) and e(x(i2+1)) >
(1+ δ)e(x(i1+1)). If such an i2 does not exist, then take Aeke = Ae2 = A− Ae1, and stop.
Continue the above construction until x(|A|) is included in Aeke for some ke. 
Procedure Partition requires O(|A| log |A|) operations to arrange the vectors of A in a nondecreasing order of e(x), and
O(|A|) operations to provide a partition. The main properties of Partition used in the development of our FPTAS Aε were
presented in Kovalyov and Kubiak [12,13] as follows:
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Property 1. |e(x)− e(x′)| ≤ δmin{e(x), e(x′)} for any x, x′ ∈ Aej , j = 1, 2, . . . , ke.
Property 2. ke ≤ log e(x(|A|))/δ + 2 for 0 < δ ≤ 1 and 1 ≤ e(x(|A|)).
A formal description of the FPTASAε for the Pm | pj = αjsj | Cmax problem is given below.
AlgorithmAε
Step 1. (Initialization) Set Y0 = {(0, 0, . . . , 0)} and j = 1. We need not arrange the order of the jobs in advance in view
of formula (1).
Step 2. (Generation of Y1, Y2, . . . , Yn) For set Yj−1, generate Y ′j by adding k, k = 1, 2, . . . ,m, in position j of each vector
from Yj−1. Calculate the following for any x ∈ Y ′j , assuming xj = k:
f kj (x) = f kj−1(x)+ αjf kj−1(x),
f ij (x) = f ij−1(x), for i 6= k.
If j = n, then set Yn = Y ′n, and go to Step 3.
If j < n, then set δ = ε/(2(n+ 1)), and perform the following computation.
Call Partition(Y ′j , f
i
j , δ) (i = 1, 2, . . . ,m) to partition set Y ′j into disjoint subsets Y f
i
1 , Y
f i
2 , . . . , Y
f i
kf i
.
Divide set Y ′j into disjoint subsets Ya1···am = Y f
1
a1 ∩ · · · ∩ Y f
m
am , a1 = 1, 2, . . . , kf 1; . . . ; am = 1, 2, . . . , kfm . For each
nonempty subset Ya1···am , choose a vector x
(a1···am) such that
f kj (x
(a1···am)) = min{ max
i=1,2,...,m
f ij (x) | x ∈ Ya1···am}.
Set Yj := {x(a1···am) | a1 = 1, 2, . . . , kf 1; . . . ; am = 1, 2, . . . , kfm , and Y f
1
a1 ∩ · · · ∩ Y f
m
am 6= ∅}, and j = j+ 1.
Repeat Step 2.
Step 3. (Solution) Select vector x0 ∈ Yn such that Q (x0) = minx∈Yn{Q (x)} = minx∈Yn{maxi=1,2,...,m f in(x)}. 
Similar to Ji and Cheng [9], we state the following theorem with the proof omitted (see Ji and Cheng [9] for details).
Theorem 9. Algorithm Aε finds x0 ∈ X for the Pm | pj = αjsj | Cmax problem in O(n2m+1Lm+1/εm) time such that Q (x0)
≤ (1+ ε)Q (x∗), where L = log(max{n, 1/ε, 1+ αmax, t0}), αmax = maxnj=1{αj}, and x∗ is an optimal solution.
3. Minimizing the total machine load
3.1. NP-hardness
The following lemma is used in this subsection, which can be easily established.
Lemma 10. Let yi > 0 for 1 ≤ i ≤ p, then∑pi=1 yi ≥ p(∏mi=1 yi) 1p , where equality holds if and only if y1 = y2 = · · · = yp =
(
∏p
j=1 yi)
1
p .
Mosheiov [16] showed that P2 | pj = αjsj |∑ Li is NP-hard. So the following theorem is trivial.
Theorem 11. The Pm | pj = αjsj |∑ Li problem is NP-hard in the ordinary sense if P 6= NP.
However, when the machine number is arbitrary, the following theorem shows that it is NP-hard in the strong sense.
Theorem 12. The P | pj = αjsj |∑ Li problem is strongly NP-hard.
Proof. We show that the decision version of our problem is strongly NP-complete by a reduction from the strongly NP-
complete problem 4-Product, which was stated in the proof of Theorem 2.
Given an instance of the 4-Product problem, we can assume without loss of generality that xj > 1, since each xj can be
multiplied by the same sufficiently large positive integer to ensure that the condition is met.
For any given instance I of the 4-Product problem, we construct a corresponding instance II of the decision version of
P | pj = αjsj |∑ Li as follows:
– Number of machines: p.
– Number of jobs: n = 4p.
– Job growth rates: αj = xj − 1, j = 1, 2, . . . , n.
– Machines’ setup time: t0 = 1.
– Threshold: G = pA.
It is clear that the reduction can be done in polynomial time. It is also easy to verify that αj > 0 since xj > 1 for each
j = 1, 2, . . . , n. We prove that instance I has a solution if and only if instance II has a solution with an objective value no
greater than G.
If I has a solution, then we can construct a schedule in which the ith machine consists of the jobs in the set {Jj | j ∈ Xi},
i = 1, 2, . . . , p. Thus, from (1), we obtain a feasible schedule with Li = t0∏j∈Xi(1 + αj) = ∏j∈Xi xj = A, (i = 1, 2, . . . , p),
which implies
∑p
i=1 Li = pA = G.
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On the other hand, suppose II has a solution with an objective value no greater than G. From Lemma 10, we have
p∑
i=1
Li ≥ p
(
p∏
i=1
Li
) 1
p
, (2)
where the equality holds if and only if L1 = L2 = · · · = Lp = (∏pj=1 Li) 1p . From (1), it is easy to verify that ∏pi=1 Li =∏n
j=1(1 + αj) =
∏
j∈X xj = Ap. Combining this with (2), we obtain that
∑p
i=1 Li ≥ pA = G, where the equality holds if and
only if L1 = L2 = · · · = Lp = (∏pj=1 Li) 1p = A. Therefore we conclude that Li = A for each i since instance II has a solution
with an objective value no greater than G. Hence we obtain a solution for instance I with Xi = {j | Jj is processed on the ith
machine}, since∏j∈Xi xj =∏j∈Xi(1+ αj) = Li = A, i = 1, 2, . . . , p. 
3.2. Non-approximability
In this subsection we show that there exists no polynomial time approximation algorithm with a constant worst-case
bound for the P | pj = αjsj | ∑ Li problem unless P = NP . Thus, the performance of any polynomial time approximation
algorithm for this problem can be arbitrarily bad in the worst case.
We prove the result through the strongly NP-complete problem 3-Partition, which was stated in Section 2.2. The idea
is similar to Section 2.2. For any fixed positive number 1 ≤ C < ∞ and any instance Λ of the 3-Partition problem, we
construct a corresponding instanceΛ′ of P | pj = αjsj |∑ Li as follows:
– Number of machines: h.
– Number of jobs: n = 3h.
– Job growth rates: αj = Dbj − 1, for j = 1, 2, . . . , 3h, where D = h2C2.
– Machines’ setup time: t0 = 1.
Similar to Lemmas 3 and 4, we state the following two lemmas with the proofs omitted (see the proofs of Lemmas 3 and
4 for details).
Lemma 13. InstanceΛ′ can be constructed in time polynomial in Length(Λ) and Max(Λ).
Lemma 14. Length(Λ′) is polynomial in Length(Λ) and Max(Π).
Lemma 15. If there exists a solution for instanceΛ, then the optimal objective value for instanceΛ′ is hDB.
Proof. Suppose that there exists such a partition of H for instance Λ such that
∑
j∈Hi bj = B (i = 1, 2, . . . , h). We process
jobs {Jj | j ∈ Hi} on the ith machine for i = 1, 2, . . . , h. Hence, the corresponding objective value equals hDB, which achieves
the trivial lower bound for the optimal objective value (see the proof of Theorem 12 for details) and is thus optimal. 
Lemma 16. If there is no solution for instanceΛ, then the optimal solution value for instanceΛ′ is no less than DB+1.
Proof. We assume that Yi is the set of jobs scheduled on the ith machine, i = 1, 2, . . . , h. Since there is no solution for
instanceΛ, there must exist a set of jobs Yk (k ∈ {1, 2, . . . , h}) such that∑Jj∈Yk bj ≥ B+ 1. Thus the load of machine k is at
least
∏
Jj∈Yk(1+ αj) = D
∑
Jj∈Yk bj ≥ DB+1, which completes the proof. 
Lemma 17. If there exists a polynomial time approximation algorithmA with a constant worst-case bound 1 ≤ C ≤ ∞ for the
P | pj = αjsj |∑ Li problem, then there exists a pseudo-polynomial time optimal algorithm for the 3-Partition problem.
Proof. The first part of the proof is similar to the proof of Lemma 7. The only difference is that D here is h2C2, not C2.
Hence, by comparing the objective value of instance Λ′ produced by A with DB+1, we can get a right answer about
whether there exists a solution for instanceΛ. The times for constructing instanceΛ′, for solving instanceΛ′ byA, and for
computing DB+1, are all polynomial in Length(Λ) and Max(Λ) from Lemmas 13 and 14. Therefore an arbitrary instance of
the 3-Partition problemΛ can be optimally solved in pseudo-polynomial time by comparing the objective value of instance
Λ′ produced byAwith DB+1. This completes the proof. 
By Lemma 17 and the fact that any strongly NP-hard problem cannot be solved optimally by a pseudo-polynomial time
algorithm unless P = NP , we establish the following theorem.
Theorem 18. Unless P = NP, there exists no polynomial time approximation algorithm with a constant worst-case bound for
the P | pj = αjsj |∑ Li problem.
However, when the number of machines is fixed, the bound can be guaranteed. In the next subsection we give an FPTAS
for the Pm | pj = αjsj |∑ Li problem.
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3.3. An FPTAS
In this subsectionwepropose an FPTAS for Pm | pj = αjsj |∑ Li. It is almost the same as the FPTASproposed in Section 2.3.
The only difference is that we use the objective function Q˜ (x) =∑mi=1 f in(x), instead of Q (x) = maxi=1,2,...,m f in(x). Therefore
the following theorem is straightforward.
Theorem 19. There exists an FPTAS that runs in O(n2m+1Lm+1/εm) time for the Pm | pj = αjsj | ∑ Li problem, where L =
log(max{n, 1/ε, 1+ αmax, t0}), αmax = maxnj=1{αj}, and x∗ is an optimal solution.
4. Minimizing the total completion time
Mosheiov [15] showed that the shortest growth rate (SGR) order is optimal for the single-machine case of the problem,
which leads to the following property.
Property 3. On each machine of an optimal solution for the parallel-machine case of the problem, all the jobs are sequenced in
the SGR order, i.e., in nondecreasing order of αj.
Chen [3,4] showed that P2 | pj = αjsj |∑ Cj is NP-hard. So the following theorem is trivial.
Theorem 20. The Pm | pj = αjsj |∑ Cj problem is NP-hard in the ordinary sense if P 6= NP.
However, when the machine number is arbitrary, the problem is NP-hard in the strong sense. In order to prove that the
P | pj = αjsj |∑ Cj problem is strongly NP-hard, we first show that the 4-Integer-Product problem is strongly NP-complete.
The difference between 4-Integer-Product and 4-Product, which was stated in the proof of Theorem 2, is that we assume xj
is a positive integer, instead of a positive rational number.
Lemma 21. The 4-Integer-Product problem is strongly NP-complete.
Proof. We prove the result by a reduction from the strongly NP-complete problem 4-Product. For any given instance I of
the 4-Product problem as stated in the proof of Theorem 2, since xj is a positive rational number, we can assume without
loss of generality that xj = vjuj (j ∈ X), where uj and vj are all positive integers and uj ≥ 2. We set U =
∏
j∈X uj. We construct
a corresponding instance II of the 4-Integer-Product problem as follows:
There are 4p+ 1 positive integers y1, y2, . . . , y4p and E, where yj = xjU (j = 1, 2, . . . , 4p) and E = AU4. Does there exist
a partition of the set X = {1, 2, . . . , 4p} into p disjoint subsets X1, X2, . . . , Xp such that∏j∈Xi xjU = AU4 for k = 1, 2, . . . , p?
It is clear that the reduction can be done in polynomial time and each yj is a positive integer. Ifweprove that E
1
5 < yj < E
1
3
(j = 1, 2, . . . , 4p), then the conclusion is trivial. On the other hand, for each j ∈ X , we can easily verify that E 15 < yj < E 13
since A
1
5 < xj < A
1
3 and U ≥ 2 > 1, which completes the proof. 
Theorem 22. The P | pj = αjsj |∑ Cj problem is strongly NP-hard.
Proof. We show that the decision version of our problem is strongly NP-complete by a reduction from the strongly NP-
complete 4-Integer-Product problem. An instance I of the 4-Integer-Product problem is stated as follows:
Given positive integers x1, x2, . . . , x4p and A such that A
1
5 < xj < A
1
3 for j = 1, 2, . . . , 4p and∏4pj=1 xj = Ap, does there
exist a partition of the setX = {1, 2, . . . , 4p} into pdisjoint subsetsX1, X2, . . . , Xp such that∏j∈Xi xj = A for k = 1, 2, . . . , p?
In the above instance, we can omit the element j ∈ X with xj = 1 because it does not affect the product of any subset.
Therefore, we can assume without loss of generality that xj ≥ 2 for every j ∈ X .
For any given instance I of the 4-Integer-Product problem,we construct a corresponding instance II of the decision version
of P | pj = αjsj |∑ Cj as follows:
– Number of machines: p.
– Number of jobs: n = 5p.
– Job growth rates: αj = xj − 1, for j = 1, 2, . . . , 4p; α4p+j = 5pA− 1, for j = 1, 2, . . . , p.
– Machines’s setup time: t0 = 1.
– Threshold: G = 4pA+ 5(pA)2.
It is clear that the reduction can be done in polynomial time. And it is easy to verify that αj > 0 for j = 1, 2, . . . , 5p, since
xk ≥ 2 for k = 1, 2, . . . , 4p and 5pA > 1. We prove that instance I has a solution if and only if instance II has a solution with
an objective value no greater than G.
If I has a solution, then we can construct a schedule as follows: The ith machine first processes four jobs {Jj | j ∈ Xi}, then
processes job J4p+i, for i = 1, 2, . . . , p. Thus, from (1), we obtain a feasible schedule with maxj∈Xi Cj = t0
∏
j∈Xi(1 + αj) =∏
j∈Xi xj = A and Li = maxj∈Xi Cj(1+α4p+i) = 5pA2 for i = 1, 2, . . . , p. Therefore, we have
∑5p
j=1 Cj =
∑p
i=1(
∑
j∈Xi Cj+Li) ≤∑p
i=1(4maxj∈Xi Cj + Li) =
∑p
i=1(4A+ 5pA2) = 4pA+ 5(pA)2 = G.
On the other hand, suppose II has a solution with an objective value no greater than G. We first conclude that each
machine processes just one job from {Jj | j = 4p+ 1, 4p+ 2, . . . , 5p}. Otherwise, we can assume without loss of generality
3768 M. Ji, T.C.E. Cheng / Theoretical Computer Science 410 (2009) 3761–3768
that jobs J4p+1 and J4p+2 are processed on the first machine. Then from (1), we have
∑
Cj ≥ L1 ≥ t0(1+α4p+1)(1+α4p+2) =
(5pA)2 > G, a contradiction. Therefore, we can assume without loss of generality that job J4p+i is processed on the ith
machine, since α4p+i are all equal for for i = 1, 2, . . . , p.
We denote Yi (i = 1, 2, . . . , p) as the set of jobs from {Jj | j ∈ X} scheduled on the ithmachine. Let yi = t0∏Jj∈Yi(1+αj) =∏
Jj∈Yi xj if Yi 6= ∅, and yi = 1 otherwise. Then from (1), we get Li = t0yi(1+ α4p+i) = 5pAyi. Therefore, we have
5p∑
j=1
Cj ≥
p∑
i=1
Li = 5pA
p∑
i=1
yi. (3)
If there is no solution for instance I , combining Lemma 10 and (3), we have
5p∑
j=1
Cj ≥ 5pA
p( p∏
i=1
yi
) 1
p
+ 1
 , (4)
since yi is a positive integer for i = 1, 2, . . . , p. From (4) and∏pi=1 yi = ∏j∈X (1 + αj) = ∏j∈X xj = Ap, we get∑5pj=1 Cj ≥
5pA(pA+ 1) = 5pA+ 5(pA)2 > G, a contradiction. So we conclude that there must exist a solution for instance I . 
Similar to Sections 2.2 and 3.2, Chen [3] proved that there exists no approximation algorithm with a constant worst-
case bound for the P | pj = αjsj | ∑ Cj problem. Similar to Sections 2.3 and 3.3, Ji and Cheng [9] gave an FPTAS for the
Pm | pj = αjsj |∑ Cj problem.
5. Conclusions
We showed that the P | pj = αjsj | Cmax, P | pj = αjsj | ∑ Li, and P | pj = αjsj | ∑ Cj problems are strongly NP-hard,
and proved that there exists no approximation algorithm with a constant worst-case bound for the former two problems.
We also showed that the Pm | pj = αjsj | Cmax, Pm | pj = αjsj | ∑ Li, and Pm | pj = αjsj | ∑ Cj problems are NP-hard in
the ordinary sense, and presented FPTASes for the former two problems. For future research, it is worth considering other
objectives.
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