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1. The analogue of the variation of constants formula for nonlinear 
systems developed by Alekseev [I] has been applied to the study of stability 
and asymptotic behavior of nonlinear systems in [2’. The purpose of this 
paper is to improve the results of [2] in two ways and to give further applica- 
tions. 
More versatile and more easily calculated bounds are obtained by using 
more general bounds for solutions of linear systems. A condition imposed in [2] 
which was required to be satisfied by the variational system with respect to 
each solution in a given region is relaxed to the analogous condition on the 
variational system with respect to only the zero solution. In addition, some 
applications of Alekseev’s formula to problems of asymptotic stability and 
asymptotic behavior are obtained. Finally, a variant of the formula is devel- 
oped which leads to results on asymptotic equivalence of two nonlinear 
systems. 
2. We begin by recalling some of the notation and results of [2]. We let 
x(t, t, , x,,) denote the solution of the solution of the (unperturbed) nonlinear 
system 
x’ =f(t, x) (1) 
passing through, the point (to, x0). We assumef(t, 0) = 0 for r 3 0, so that 
x(t, t, , 0) = 0. We assume throughout that f is continuously differentiable 
in some region I x D, where I is the interval 0 < t < co and D is a region 
in the n-dimensional x-space. Then the matrix 
@(t, to, x3 = $- [x(ts oax0)1 
0 
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is the fundamental matrix of the variational system 
of (1) with respect to the solution x(t, to , x0) of (1) which is the identity 
matrix E for t = to . Then the first main result of [2] can be formulated as 
follows. 
LEMMA 1. If x0 , yO are in a convex subset I? of D, then for all t for which 
every solution of (1) with initial value in fi at to remains in D, 
I 44 to 9 Yo) - 44 to 3 x0) I < I Yo - x0 I 2; I WI to 9 E) I (3) 
In (3) we may use any suitable vector norm, and the corresponding operator 
norm for matrices. The formulation given in [2] used the Euclidean norm and 
an explicit estimate for suplpD I O(t, to , I) I obtained using this norm, but 
no essential change in the proof is required to give the result as stated here. 
The Alekseev formula gives a comparison between the solutions of (1) 
and the solutions of the (perturbed) nonlinear system 
Y’ =f(t, Y) + & Yh (4) 
where g is continuous on I x D. We let y(t, 2, , yo) denote the solution of (4) 
passing through the point (to, yo). Then the formula can be stated in the 
following form. 
LEMMA 2. If x0 , y. are in a convex subset I? of D, then for all t such that 
every solution of (1) with initial values in l? at to remains in D and such that 
~(6 to 3 ~0) E D, 
I r(t, to , Yo) - x(t, to , x0) I < I Yo - x0 I p; I w, to 9 5) I 
+ j:, / qt, s, y(s, to ,Yo)) I I &Y(S* to *YoN 1 ds. 
Again, the formulation given in [2] used the Euclidean norm and explicit 
estimates for the solutions of (2) based on this norm, but no essential change 
is required to give the result as stated here. 
In Section 4, we will need an explicit representation formula rather than 
the estimate given in Lemma 2. This formula, which is used in the proof of 
Lemma 2, is given here for completeness. 
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LEMMA 3. If yO E D, then for all t such that x(t, t, , y,,) E D, 
Y(4 to , Yo) - 44 to 3 Yo) = St @(t, s, Yh to , YON & YG, to Y Yo)) ds* (5) 
to 
The equation (5) due to Alekseev [l], is a true generalization to nonlinear 
systems of the variation of constants formula [3, p. 741. If the unperturbed 
system (1) is linear, then the variational system (2) is independent of the 
solution x(t, to, x0), and the matrix @(t, to , x0) is independent of x0. Thus 
(5) reduces to the classical formula. 
We will assume that there exists a continuous bounded function a(t) such 
that 
I W, to , x0) I d exp [sIo 44 du] (6) 
for all t > to such that x(t, to , x0) E D. In [2] we gave a sufficient condition 
for the existence of a bound of this type, using the Euclidean norm for vectors. 
Here we give a more general condition using the “logarithmic norm” of 
Lozinskii [6], 
for a matrix A. This logarithmic norm depends on the particular norm used 
for vectors and matrices. For example, if the norm 1 x 1 of a vector 
x = (x1 )..., x ) is defined to be & 1 xj / , then the corresponding norm of a 
matrix A = (aik) is maxlc Cy=r I ajk I , and 
dA) = mfx (R1akk $ j5k 1 ajk 1) , 
while if 1 x 1 is defined to be the Euclidean norm, then the corresponding 
norm 1 A I is the square root of the largest eigenvalue of A* A, while p(A) 
is the largest eigenvalue of 4 (A + A*). 
A useful bound, due to Lozinskii [6], for the solutions of a linear system 
is given by the following result. 
LEMMA 4. The fundamental matrix @(t, to) of the linear system 
z’ = A(t) a 
such that @(to , to) = E satisfies 
1 @(t, to) I< exp [Jl I.L(+~) du] , (t a to)- 
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A proof of this lemma, and a development of the use of the logarithmic 
norm more accessible than that of [6] may be found in [4, pp. 41,58-591. 
Using Lemma 4, we see that if there exists a bounded continuous function 
(Y on I such that 
then (6) holds. 
The applications made in [2] to stability problems were all under the 
assumptions that the number D defined by 
1 t 
u = lim+:up - 
t - to I 
a(u) du 
to 
is negative. It was remarked there that a is independent of to , at least if the 
function 01 is bounded above. Here we improve the result of [2] by defining 
so(t) = 4f& ON (9) 
1 t 
a0 = lim sup - 
t-m t - to I 
010(u) du, 
to 
and giving the following sufficient condition that u < 0. 
THEOREM 1. Suppose that, for a given system (I), and a suitable norm, 
u. < 0. Then there exists a neighborhood D of the origin in the n-dimensional 
x-space for which u < 0. 
PROOF. Since f(t, 0) = 0, for each E > 0 we can find 6 > 0 such that 
f-t& 4 = f&, 0) x + W, 4, (11) 
where 1 h(t, x) ) < E 1 x 1 for 1 x 1 < 6 ( um ‘f ormly in t). Now using the classi- 
cal variation of constants formula [3, p. 741, we obtain 
x(t, to , xo) = @(t, to so) xo + j-t W, s, 0) h(s, x(s, to , xo)) A, 
to 
which gives, using (11) and lemma 4, 
I X(6 to, x0) I < I @(t, to , 0) I I %I I + f Jt I @(t , s, 0) I I & to , xo) I ds 
to 
d I x0 I exp [I”, 44 d”] 
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provided 1 x(i, t, , x0) 1 -C 6. Then 
[ s t exp - “o(4 du to 3 
and the Gronwall inequality [3, p. 371 gives 
exp [ - 1:. c~(u) du] I x(t, to , x0) I Q I x0 I exp k(t - t0)1, 
or 
I 44 to , x0> I < I x0 I fw k(t - to)1 exp [ ,:, 44 du] . 
As has been shown in [2], this implies x(t, to , x0) + 0 as t ---f a~ for suffi- 
ciently small E. Thus the inequality 1 x(t, to , x0) / < 6 remains true, and the 
above reasoning is valid. This proves the asymptotic stability of the zero 
solution of (1). 
Now, let z,(t) and z(t) be solutions with the same initial value c at to of 
z,’ = fz(4 0) zo (12) 
and (2), respectively. Since fi(t, LX) is assumed continuous, there exists a 
constant K such that 
Now, use of the variation of constants formula and Lemma 3 gives 
I W I G I c I exp [j Ia 44 du] 
+ K jlo exp [/I 44 du] I 4~~ to , x0) I I 4s) I h. 
We have shown in the first part of the proof that for every 7 > 0 we can 
make I x(s, to , x0) I < 77 for s > to by choosing I x0 I sufficiently small. Thus 
I z(t) I< I c I exp [jIo 44 du] + K7 f. exp [jr 44 du] I 44 I ds- s 
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Now the argument already used involving the Gronwall inequality gives 
Thus by choosing I x0 I sufficiently small we can make a(t) < LY,,(~) + KT. 
Then u < a, + KT. By choosing 77 sufficiently small, we can make 0 < 0 
if o,, < 0, and this completes the proof of the theorem. 
COROLLARY. If u,, -=c 0 and if g(t, y) = o(I y I) as 1 y 1 -+ 0 uniformly in t, 
then the solution y = 0 of (4) is asymptotically stable. 
PROOF. We have shown in [2, Theorem 21 that the assumptions D < 0 
and g(t, y) = o(] y I) imply the asymptotic stability of the solution y = 0 
of (4). Theorem 1 shows that the assumption u < 0 may be replaced by 
ql < 0. 
3. We now study the behavior of solutions of the perturbed system (4) 
under suitable assumptions on the perturbation term g(t, y). The corollary 
to Theorem 1 above represents one result of this nature. We continue with a 
result for perturbations satisfying the same condition but with a condition 
on the unperturbed system (1) replacing the assumption a0 < 0 on the varia- 
tional system (12). 
The solution x = 0 of (1) is said to be exponentially asymptotically stable 
if there exist constants K > 0, c > 0 such that 
( x(t, to , x0) 1 < K 1 x0 I e-c(t-to), (t 3 to), (13) 
provided 1 x0 I is sufficiently small. 
THEOREM 2. Suppose that the solution x = 0 of (1) is exponentially 
asymptotically stable and that g(t, y) = o(l y 1) as I y 1 ---f 0 uniformly in t. 
Then the solution y = 0 of (4) is also exponentially asymptotically stable. 
PROOF. We begin by showing that the solution z = 0 of (12) is exponen- 
tially asymptotically stable. A fundamental matrix for (12) is given by 
(a/ax,) x (t, to , 0). If x0 is a vector of length h in the jth coordinate direction 
(j = I,..., n), then 
& x(t, to ,0) = ( Fs X(4 to ’%) ; x(ty to ’O) 1
< fly Ke- c(t-t,) = Ke-c(t-t,) -3 
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using x(t, t, , 0) = 0 and (13). It follows that 
and this shows the exponential asymptotic stability of the solution z = 0 
of (12). The argument used in the proof of Theorem 1 shows that in a 
suitable region we have an estimate of the form 
1 O(t, to, x0) 1 < Kle-c~(t-to), 
Using Lemma 2 with x0 = 0, we have 
(t 2 to). 
I y(t, to ,ro) I < 4 I y. I e-cl(t-to) + I t Kle-Cl(t-8) I &, As, to , ~~‘0)) I d.~. (14) to 
Given l > 0, we can find 6 > 0 such that 
I g(s, rb to 9 YON I < .f IY(S, to > Yo) I so long as I Y(h to 9 Yo) I < 6. 
Using this in (14) and applying the Gronwall inequality just as in the proof 
of Theorem 1, we obtain 
I y(t, to , yo) I d Kl I y,, Ie--(cl---cKl)(t-tO), (t >, to), 
provided E < cl/K, and ) ys ) is sufficiently small. This proves the exponen- 
tial asymptotic stability of the solution y = 0 of (4). 
Theorem 2 is given in [5, p. 631 with two proofs. The proof given here 
avoids the use of a converse theorem for Lyapunov functions as in the first 
proof in [5] and is also simpler than the second proof in [5]. We may also 
prove, by obvious modifications of the proof of Theorem 2 that if the solutions 
of (1) obey a bound of the form 
I x(t, to , ~0) I < K I x0 1 exp [Ji a(u) du] , (15) 
for sufficiently small I x0 I , where 
1 +. 
a=limsup- 
t+= t - to I 
a(u) du < 0, 
to 
and if g(t, y) = Ok/ as I y 1 --+ 0 uniformly in t, then the solutions of (4) 
obey a bound of the form 
I ~(4 to v YO) I G KI I YO I exp [f. 44 du] , 
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for sufficiently small 1 ys 1 , where 
1 t 
aI = limAup - 
t - to I 
q(u) du < 0. 
to 
In other words, if the type numbers of (1) are all negative and if (12) holds, 
then the type numbers of (4) are also all negative. The fact that the bound in 
(12) is linear in 1 x0 1 is essential in this proof. 
COROLLARY TO THEOREM 2. Consider the systems (1) and 
Y’ =f(4 Y> + &, Y) + &? Y), (16) 
where 
gdt, Y) = 4 Y I) @ IYI’O 
uniformly in t, and 
I .A Y) I G x4 I Y I 9 s ?(s) 03 < 00. (17) 0 
If the solution x = 0 of (1) is exponentially’ stable, then the solution y = 0 of 
(16) is also exponentially stable. 
PROOF. By Theorem 2, the solution x = 0 of 
z' =f(t,z) fg,(t, z) (18) 
is exponentially stable, and the same is true of the variational system of (18). 
Thus, treating (18) as an unperturbed system and (16) as a perturbed system, 
and using Lemma 2 and (17) we obtain the estimate 
Ir(t,t,,y,)I <&IyoIe-Cl+to)+ f KIe-Cl(t-8) h(s) 1 y(s, to, yo) 1 ds to 
for the solution y(t, t, , yo) of (16). An application of the Gronwall inequality 
gives 
< K I y. I exp [I: W ds] exp I- 4 - to)], 
which proves the corollary. 
Another condition on the perturbation g(t, y) under which we can relate 
the asymptotic behavior of the perturbed system (4) to the asymptotic 
40911713-3 
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behavior of the unperturbed system (1) is that there exists -4 > 0 such that 
where 
I g(t,y) I < Yt), tt 3 0, I Y i < A), (19) 
A(t) = j:,l X(u) du - 0, (t * co). (20) 
This condition, introduced by Coppel [4, p. 991, includes the conditions (i) 
g(t, y) --f 0 as t ---f co uniformly in y, and (ii) Jrg(t, y(t)) dt < co for every 
functiony(t) such that 1 y(t) j < A (0 < t < co) as special cases. 
To establish our result, we begin with some computations. 
LEMMA 5. If @(t, t, , x0) satisfies a bound of the form (6), if the number 5 
defined by (8) is negative, and if h(t) is a non-negative function on 0 < t < , 
such that (20) holds, then there exists a constant c > 0 such that 
for all suficiently large t, and t > t, . 
PROOF. We write 
- j~owl A(s) 4s + 1) exp [ - 1;’ 44 du] ds 
= - jIo-, [jr1 h(v) dv] 4s + 1) exp [ - 1:’ 4~) du] ds 
3 - f. h(v) [/I-, 4s + 1) exp [ - jy 44 du] ds] dv 
= J^:, W [exp [ -jl: a(u) du] - exp [ - ,I0 (u) du]] dv 
= jIo X(v) exp [ - j10 a(u) du] [exp [ - I”’ a(u) du] - l] dv 
2) 
> iI0 h(v) exp [ - /I0 01(u) du] [ - J”’ a(u) du] dv, 
2) 
where we have interchanged the order of integration in the iterated integral. 
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By the definition of u, J10 a(~) du < a/2 (t - to) for sufficiently large to 





)3(u) du > - f > 0. 
This gives 
3 - f /IO X(v) exp [ - /IO 4~) du] dv, 
and the choice c = - 2/a > 0 yields (21). 
LEMMA 6. Under the hypotheses of Lemma 5, Ji exp (JI a(u) du) A(s) ds 
can be made as small as desired by taking suJji&ntly large, t > T. Also, fm 
-=qJ to 2 a 
li+iIIOexp [/:a(u)du]h(s) =O. 
PROOF. Given any E > 0, we choose T so large that A(s) < E for s > T - 1 
and that Lemma 5 is applicable. Then 
t r+1 
< - lx s T-l 4s + 1) exp [I 4U) d” ds T 1 
=ceexp [,La(u)du] ~~-I$ Iexp [-sr’a(u)du]l ds 
= cc exp [ll a(u) du] (exp [I: a(u) du] - 1) < ce exp [sy a(u) du] . 
Since 01 is bounded below, there exists a constant K such that 
( I 
t+1 
exp - a(u) du < K, 
t 1 
and thus the integral is at most CKE. This proves the first part of the lemma. 
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To prove the second part, we write 
It exp (I’ a(u) du) h(s) ds = exp (Ii, IX(~) du) ,z exp (J’1 a(u) du) X(s) ds 
to s 
+ 1:. exp (jt4u) du) 4s) & 
with T chosen as above. As we have seen, we can make the second integral 
on the right-hand side arbitrarily small, and the first integral tends to zero 
as t + co since 
This completes the proof of Lemma 6. 
We are ready to prove our result. 
THEOREM 3. Suppose that the number q, defined by (10) is negative, and 
suppose that g(t, y) satisfies (19), (20). Then there exists T such that every 
solution y(t) of (4) for which 1 y(t,) 1 is sz@ciently small for any t, > T tends 
tozeroast+m. 
PROOF. By Theorem 1, the assumption u,, < 0 implies (T < 0. We choose 
T large enough that Lemma 6 is applicable. Using Lemma 2 with x(&J = 0 
and (19), for every solution y(t) of (4) we can write 
G I r(4J I exp [/IO 44 du] + II0 exp [j: 44 du] W 4 (22) 
provided 1 y(t) 1 remains sufficiently small. But Lemma 6 shows that the 
right side remains small foi t 3 t, , so that (22) remains valid, and also that 
the right side of (22) tends to zero. This completes the proof. 
Theorem 3 contains as a special case the classical theorem [3, p. 3271. It 
overlaps partially with the generalization due to Strauss and Yorke [8] that 
if the solution x = 0 of (1) is uniformly asymptotically stable and if g(t, y) 
satisfies (19), (20), then the conclusion of Theorem 3 holds. 
COROLLARY. Suppose that the zero solution of (I) is exponentially asymp- 
totically stable, that g(t, y) satisfies (19), (20), and that h(t, y) = o(j y I) as 
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i y 1 + 0 uniformly in t. Then there exists T such that every solution y(t) of 
Y’ =f(t,~) + At, Y) + &Y) (23) 
for which 1 y(t,,) 1 is su$iciently small for any t, > T tends to zero as t + 00. 
PROOF. By Theorem 2, the solution z = 0 of 
2' =f(t, 4 + h(t, 2) (24) 
is exponentially asymptotically stable. It is clear that the exponent us cor- 
responding to (24) is therefore negative. Now application of Theorem 3 to 
the equations (23) and (24) yields the result. 
4. Another problem to which the Alekseev formula may be applied is the 
study of asymptotic equivalence. For this, we transform the formula given 
in Lemma 3 to another form. 
THEOREM 4. Suppose that for a given solution y(t) of (4), 
I ; W, $9 Y(S)) ids, Y(S)) ds - 0 
(t -+ co). 
Then there exists a solution x(t) of (1) such that 
x(t) = r(t) + j; w, s9 Y(S)) g(s, Y(4) ok (25) 
In particular, x(t) - y(t) + 0 as t + 03. 
PROOF. We define x(t) by (25). In view of the hypothesis, the integral 
converges, and x(t) is well-defined. It is also clear that x(t) - y(t) + 0 as 
t + 00, and we need only prove that x(t) is a solution of (1). We observe, 
as in the proof of Lemma 3 [l, 21, that 
$ [x(4 4 YWI = w, $3 Y(S)) &, YW (26) 
Also, using the chain rule, the definition of @, and (26), we have 
f& 44 $9 Y(S))1 w, s, Y(S)) ds, Y(S)) = If P, 44 s, YWI 
Now, we can write (25) as 
(27) 
r(t) = 44 - 1;; iw stY( fh 
= x(t) - $2 J$ [x(4 $3 Y(S))1 6f.s 
= x(t) - g-2 x(t, T, Y(T)) + r(t)> 
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which shows that lim*,, x(t, T, y(T)) = x(t). By the continuity off, we also 
have 
$+?f(t, x(t, T,y(T)) =f(t, Fz ~(6 T,y(T)) =f(c x(t)>. 
If we differentiate (25) and use the fact that y(t) satisfies (4), while @(t, 2, , x,,) 
satisfies (2), we obtain 
fk YW + g(t, r(t)) 
= x’(t) + @(t, t, y(t)) g(t, y(t)> - J;; @(4 s* Y(S)) & Y(4) ds 
= x’(t) + g(t, y(t)) - J;f&, x(t, St r(s)>1 @(t, s, Y(S)) &, Y(S)) ds 
= x’(t) + g(t, y(t)> - $z 1; ;f k x(t, s, YWI ds 
= x’(t) + g(t, y(t)> - $+%f[t> x(t, T, YGVI + fh r(t)) 
= x’(t) + g(4 r(t)) -f(c x(t)) +fk Y(4), 
and this shows that x(t) is a solution of (1). 
Theorem 4 is only part of a result on asymptotic equivalence. It gives 
conditions under which the asymptotic behavior of a solution of the per- 
turbed system (4) may be deduced from the asymptotic behavior of the solu- 
tions of the unperturbed system (1). A proper asymptotic equivalence theorem 
would also give correspondence in the other direction. However, Theorem 4 
by itself has some useful consequences, since it covers the most useful part 
of the problem. To indicate this, we give one obvious application. 
COROLLARY. Suppose that the fundamental matrix @(t, t, , x,,) of the varia- 
tional system (2) is uniformly bounded for t 3 0, t, 3 0, x0 E D, and that 
rg(s, y(s)) ds < 00 for every function y such that y(t) ED for 0 < t < co. 
Then to every bounded solution y(t) of (4) which remains in D for 0 < t < co 
corresponds a solution x(t) of (1) such that 
Fil [x(t) -y(t)] = 0. 
It is not sufficient to assume the uniform boundedness of @(t, t, , 0) in 
the above corollary as, unlike some previous results, this property is not 
necessarily preserved in the transition from @(t, t, , 0) to @(t, t,, x,,). The 
corollary gives a means of proving asymptotic stability in some situations not 
covered by our earlier esults, such as Theorem 1 and its corollary. For 
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example, the solution x = 0 of the first order equation x’ = - Xs is uniformly 
asymptotically stable, but Theorem 1 and the results of [2] are not applicable 
since u = 0 for this equation. Since 1 @(t, t, , x,,) jis uniformly bounded for 
this equation, the corollary to Theorem 4 is applicable, and we may conclude 
that for each solution of y’ = - y3 + g(l, y), where cg(s, y(s)) ds < co 
for every bounded function y(t), there is a solution x(t) of x’ = - x3 such 
that lim,,, [y(t) - x(f)] = 0. Since the solution x = 0 of x’ = - ~3 is 
uniformly asymptotically stable, the same is true of the solution y = 0 of 
Y’ = - Y3 + g(4 Y). 
The proof of a result complementary to Theorem 4 requires ome additional 
hypotheses. 
THEOREM 5. Suppose that 
I @(t, s, u) g(s, 4 - @(t, s, v) g(s, v) I < qt, s) I u - fJ I (28) 
for t 2 0, s > 0, y, v E D, where c h(t, s) ds decreases to zero as t -+ a~ and 
h,(t, s) < 0. Suppose also that x(t) is a bounded solution of (1) for which the 
integral Jf 1 @(t, s, x(s))g(s, x(s)) 1 ds is uniformly bounded in t. Then to the 
solution x(t) of (I) there corresponds a bounded solution y(t) of (4) such that 
(25) holds. In particuZar, y(t) - x(t) -+ 0 as t + co. 
PROOF. We define the successive approximations 
YOW = 44 
yk+&) = +> - j-T @& s, Yk@)) &, Yk+)> ds, (h = 0, 1, 2 ,... )
From the assumption (28) with v = 0 it is easy to see that the successive 
approximations are all well-defined and bounded for 0 < t < 00. Again 
using (28), we obtain. 
1 Yk+l@) - Yk@) 1 < j-“p A@, $1 / Yk@) - yk-16) I & (h = 0, l,...). (2% 
Let A(t) = c h(t, s) ds. We show by induction that 
A 
1 Yk+&) - Ykb) 1 < n nk(t), (30) 
where 
I O” I w , s, x(s)) g(s, x(s)) I ds d A. t 
The case k = 0 of (30) follows immediately from the definition of the suc- 
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cessive approximations. If we assume that (30) holds for k = p - 1, then by 
(29), 
Let 
I Yzl+1P) -r,(t) I G ____ CPG! t I 
m h(t, s) D-l(s) ds . (31) 
Then 
Q(t) = j-y A(t, s) iW1(s) ds. 
Q’(t) = s; A,@, s) /F(s) ds - h(t, t) A”-‘(t) 
2 I a, &(t, s) A”-‘(t) ds - h(t, t) A”-‘(t) t 
= [$ rip(t)]’ 
because &(t, s) < 0 and (19-l(s) < A”-‘(t) f or s 3 t. Since Q(t) and (l/p) /I”(t) 
both tend to zero as t + co, we obtain 
Q(t) = 1; A(t, s) A-(s) ds < $ A”(t). 
Using this in (31), we obtain (30), completing the proof by induction. Using 
(30), we see immediately that the successive approximations converge to a 
function y(t) satisfying (25) such that ( y(t) - x(t) j ,( A&tt). Since 
I YW - 44 I G 1; I @P(s, Y(S)) ids, Y(S)) I ds 
< J %t, 4 I Y(S) I ds by (27), t 
and since 1 y(s) / is bounded, we see that y(l) - x(t) -+ 0 as t -+ co. By an 
argument analogous to the one used in Theroem 4 to prove that x(t) is a solu- 
tion of (1), we can prove that the function y(t) obtained here is a solution of 
(4), and this completes the proof of the theorem. 
Theorems 4 and 5 may be applied to give a result due to Onuchic [7] 
on asymptotic equivalence of a linear system and a nonlinear perturbation 
of this linear system. Let the matrix A(t) have elements q,+(t) [j, k = l,..., n], 
and let the vector g(t,y) have components gk(t, y) [k = l,..., n]. 
THEOREM 6. Consider the systems 
(32) 
(33) 
x’ = A(t) x 
Y’ = 44 Y + g(tt Y)* 
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Suppose that 
I gdc Y) I G h(t) [k = l,..., fJ] (34) 
I 
* RI akk(u) du < co [k = l,..., n] (35) t 
1: 1s t exp t - 03 [j # kl (36) s 
RI at&) du] I a& I oft -, 0, 
1: exp [I” RI a&u) du] hk(s) ds -+ 0, t-+ co [k = l,..., n]. (37) s 
Then the systems (32) and (33) are asymptotically equivalent. 
PROOF. Let A,(t) be the diagonal matrix with diagonal elements a,,(t) 
[k = l,..., n], and introduce a third system, 
z’ = A,(t) z, (38) 
whose fundamental matrix O(t, s) which is the identity at t = s is the diagonal 
matrix with diagonal elements exp (J: a&u) du). If we use the norm 
The condition (35) implies the boundedness of all solutions of (38). The 
condition (36) implies that 
JT exp [I” RI ad4 du] I MS) - 4(s)) 4s) I ds - 0 (t+ m> 8 
for every solution x(t) of (32). Thus Theorems 4 and 5 give the asymptotic 
equivalence of the systems (32) and (38). I n a similar way, the consequence 
r: exp [J” Rl akk(4 du] MS) + W(s) - 4&N ~(4 I A -+ 0, (t--t a) 8 
for every solution y(t) of (33) of the hypotheses (34), (36), and (37) give the 
asymptotic equivalence of the systems (33) and (38). It now follows that the 
systems (32) and (33) are asymptotically equivalent. 
In the proof of Theorem 6, the fact that a linear system is identical with its 
variational system is of considerable use. It should be possible to formulate a 
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nonlinear generalization of Theorem 6, but such a theorem would be cum- 
bersome to state and difficult o apply. 
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