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ABSTRACT
Functional magnetic resonance imaging (fMRI) produces
data about activity inside the brain, from which spatial maps
can be extracted by independent component analysis (ICA).
In datasets, there are n spatial maps that contain p voxels.
The number of voxels is very high compared to the number
of analyzed spatial maps. Clustering of the spatial maps is
usually based on correlation matrices. This usually works
well, although such a similarity matrix inherently can explain
only a certain amount of the total variance contained in the
high-dimensional data where n is relatively small but p is
large. For high-dimensional space, it is reasonable to perform
dimensionality reduction before clustering. In this research,
we used the recently developed diffusion map for dimen-
sionality reduction in conjunction with spectral clustering.
This research revealed that the diffusion map based clustering
worked as well as the more traditional methods, and produced
more compact clusters when needed.
Index Terms— clustering, diffusion map, dimensionality
reduction, functional magnetic resonance imaging (fMRI), in-
dependent component analysis, spatial maps
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1. INTRODUCTION
In order to gain understanding about the human brain, var-
ious technologies have recently been introduced, such as
electroencephalography (EEG), tomography, magnetoen-
cephalography (MEG) and functional magnetic resonance
imaging (fMRI). They provide scientists with data about the
temporal and spatial activity inside the brain. Functional
magnetic resonance imaging is a brain imaging method that
measures blood oxygenation level. It detects changes in
this level, that are believed to be related to neurotransmitter
activity. This enables the study of brain functioning, patho-
logical trait detection and treatment response monitoring.
The method localises brain function well, and thus is useful
in detecting differences in subject brain responses [1, 2].
Deeper understanding about the simultaneous activities in
the brain begins with a decomposition of the data. Indepen-
dent component analysis (ICA) has been extensively used to
analyze fMRI data. It tries to decompose the data into multi-
ple components that are mixed in the original data. Basically,
there are two ways to perform ICA: group ICA and individual
ICA [3]. Group ICA is performed on the data matrix includ-
ing all the participants’ fMRI data, and individual ICA is ap-
plied on each dataset of each participant. Among datasets of
different participants, group ICA tends to need more assump-
tions which are not required by individual ICA [4]. For indi-
vidual ICA, if the components for each participant are known,
it is expected to find the most common components among the
participants. Therefore, clustering spatial maps extracted by
ICA is a necessary step for the individual ICA approach to
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find common spatial information across different participants
in fMRI research.
ICA decomposes the individual datasets and creates com-
ponents that can be presented with spatial maps. After ICA
has been applied, a data matrix of size n by p is produced,
where n is the number of spatial maps and p is the number
of voxels of each spatial map. The n spatial maps come from
different participants, and n is much smaller than p in fMRI
research. Clustering the spatial maps is mostly done using
the n by n similarity matrix of the n by p data matrix [3, 5].
Surprisingly, it usually works well although such a similar-
ity matrix inherently can just explain a certain amount of the
total variance contained in the high-dimensional n by p data
matrix [5].
New mathematical approaches for functional brain data
analysis should take into account the characteristics of the
data analyzed. As stated, spatial maps have high dimensional-
ity p. In machine learning, dimensionality reduction is usually
performed on such datasets before clustering. In the small-n-
large-p clustering problem, the conventional dimensionality
reduction methods, for example, principal component analy-
sis (PCA) [6], might not be suitable for the non-linear prop-
erties of the data. In this research, we apply a recently de-
veloped non-linear method called diffusion map [7, 8] for di-
mensionality reduction. The probabilistic background of the
diffusion distance metric will give an alternative angle to this
dataset by facilitating the clustering task and providing vi-
sualization. This paper explores the possibility of using the
diffusion map approach for fMRI ICA component clustering.
2. METHODOLOGY
This paper considers a dimensionality reduction approach to
clustering of high-dimensional data. The clustering procedure
flows as follows:
1. Data normalization with logarithm
2. Neighborhood estimation
3. Dimensionality reduction with diffusion map
4. Spectral clustering
Data normalization should be done if the features are on
differing scales. This ensures that the distances between the
data points are meaningful. Neighborhood estimation for dif-
fusion map creates the neighborhood where connections be-
tween data points are considered. Dimensionality reduction
creates a new set of fewer features that still retain most infor-
mation. Spectral clustering groups similar points together.
We assume that our dataset consists of vectors of real
numbers: X = {x1, x2, . . . , xn} , xi ∈ Rp. In practice the
dataset is a data matrix of size n × p, whose rows represent
the samples and columns the features. In this study each row
vector is a spatial map and column vector contains the corre-
sponding voxels in different spatial maps.
2.1. Diffusion map
Diffusion map is a dimensionality reduction method that em-
beds the high-dimensional data to a low-dimensional space.
It is part of the manifold learning method family and can
be characterized with its use of diffusion distance as the pre-
served metric [7].
The initial step of the diffusion map algorithm itself cal-
culates the affinity matrix W , which has data vector distances
as its elements. Here Gaussian kernel with Euclidean distance
metric is used [7, 9]. For  selection, see below. The affinity
matrix is defined as
Wij = exp
(
−||xi − xj ||
2

)
,
where xi is the p-dimensional data point. The neighborhood
size parameter  is determined by finding the linear region in
the sum of all weights in W , while trying different values of
 [10, 11]. The sum is
L =
n∑
i=1
n∑
j=1
Wi,j ,
From the affinity matrix W the row sum diagonal matrix
Dii =
∑n
j=1Wij , i ∈ 1 . . . n is calculated. The W matrix is
then normalized as P = D−1W . This matrix represents the
transition probabilities between the data points, which are the
samples for clustering and classification. The conjugate ma-
trix P˜ = D
1
2PD−
1
2 is created in order to find the eigenvalues
of P . In practice, substituting P , we get
P˜ = D−
1
2WD−
1
2 .
This so-called normalized graph Laplacian [12] preserves
the eigenvalues [9]. Singular value decomposition (SVD)
P˜ = UΛU∗ yields the eigenvalues Λ = diag([λ1, λ2, . . . , λn])
and eigenvectors in matrix U = [u1, u2, . . . , un]. The eigen-
values of P and P˜ stay the same. It is now possible to find
the eigenvectors of P with V = D−
1
2U [9].
The low-dimensional coordinates in the embedded space
Ψ are created using Λ and V :
Ψ = V Λ.
Now, for each p-dimensional point xi, there is a corre-
sponding d-dimensional coordinate, where d p. The num-
ber of selected dimensions depends on how fast the eigenval-
ues decay. The coordinates for a single point can be expressed
as
Ψd : xi → [λ2v2(xi), λ3v3(xi), . . . , λd+1vd+1(xi)] . (1)
The diffusion map now embeds the data points xi while
preserving the diffusion distance to a certain bound given that
enough eigenvalues are taken into account [7].
2.2. Spectral clustering
Spectral clustering is a method to group samples into clusters
by benefitting from the results of spectral methods that reveal
the manifold, such as the diffusion map. Spectrum here is
understood in the mathematical sense of spectrum of an op-
erator on the matrix P . The main idea is that the dimension-
ality reduction has already simplified the clustering problem
so that the clustering itself in the low-dimensional space is an
easy task. This leaves the actual clustering for any clustering
method that can work with real numbers [13, 14, 15].
The first few dimensions from the diffusion map represent
the data up to a relative precision, and thus contain most of the
distance differences in the data [7]. Therefore, some of the
first dimensions will be used to represent the data. Threshold
at 0 in the embedded space divides the space between the pos-
sible clusters, which means that a linear classification can be
used. With the linear threshold, the second eigenvector sepa-
rates the data into two clusters in the low-dimensional space.
This eigenvector solves the normalized cut problem, which
means that there are small weights between clusters but the in-
ternal connections between the members inside the cluster are
strong. Clustering in this manner happens through similarity
of transition probabilities between clusters [13, 14, 16, 17].
3. RESULTS
The data comes from experiments where participants listened
to music. The data analysis was performed on a collection
of spatial maps of brain activity. After dimensionality reduc-
tion and spectral clustering, the results are presented and com-
pared to more traditional methods.
3.1. Data description
In this research the fMRI data are based on the data sets used
by Alluri et al. [18]. Eleven musicians listened to a 512-
second modern tango music piece during the experiment. In
the free-listening experiment the expectation was to find rel-
evant brain activity significantly correlating with the music
stimulus. The stimuli were represented by musical features
used in music information retrieval (MIR) [18].
After preprocessing, PCA and ICA were performed on
each dataset of each participant, and 46 ICA components (i.e.,
spatial maps) were extracted for each dataset [19, 20]. Then,
temporal courses of the spatial maps were correlated with one
musical feature, Brightness [18]. As long as the correlation
coefficient was significant (statistical p-value < 0.05), the
spatial maps were selected for further analysis. Altogether,
n = 23 spatial maps were selected from 11 participants. The
number of voxels for each spatial map was p = 209,633. So,
the 23 by 209,633 data matrix was used for the clustering to
find the common spatial map across the 11 participants.
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Fig. 1. Selecting  for diffusion map. The red line shows the
selected value.
3.2. Data analysis
The data matrix was analyzed using the methodology ex-
plained in Section 2. The dimensionality of the dataset was
reduced and then the spectral clustering was carried out. The
weight matrix sum for  selection is in Figure 1; the used
value is in the middle region, highlighted with straight verti-
cal line. Clustering was performed with only one dimension
in the low-dimensional space. To compare the results with
more traditional clustering methods, the high-dimensional
data was clustered with agglomerative hierarchical clustering
[21] with Euclidean distances using the similarity matrix [5]
and k-means algorithms [21]. The clustering results for two
clusters were identical using all the methods.
Figure 2 shows the resulting clustering from the diffu-
sion map. The figure uses the first two eigenpairs for low-
dimensional presentation, for these two clusters even one di-
mension is enough. The spatial maps are numbered and the
two clusters are marked with different symbols. The divid-
ing spectral clustering line is at 0 along the horizontal axis,
so the point to the right of 0 are in one cluster and to the left
another. Two clusters, dense and sparse, are detected using
this threshold. The dense cluster, marked with crosses, con-
tains components that are considered to be similar according
to this clustering. The traditional PCA and kernel PCA with
Gaussian kernel for spectral clustering are compared to the
diffusion map [22, 23]. In Figure 3 diffusion map with cor-
rect  creates more firm connections, which eases the cluster-
ing task. The effect of diffusion distance metric is also seen.
In Figure 4 the dendrogram produced by the agglomera-
tive clustering is shown. The clustering results are the same as
with the dimensionality reduction approach. The separation
is visible at the highest level and the structure corresponds
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Fig. 2. Diffusion map clustering results.
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Fig. 3. Dimensionality reduction method comparison. The
coordinates have been scaled.
to the distances seen in Figure 2. All the points in, e.g., the
dense cluster in Figure 2 are in the left cluster of Figure 4.
This comparison shows the evident separation between the
two clusters and also validates the results from diffusion map
methodology.
Figure 5 illustrates the kind of spatial maps that are found
in the dense cluster. Dark areas along the lateral sides is
used to highlight those voxels whose values differed more
than three standard deviations from the mean. The numbers
marking the slices are their Z-coordinates. The correspond-
ing low-dimensional point is in Figure 2 numbered as 3. It is
now possible to inspect the clusters more closely with domain
experts.
Figure 6 shows the correlation matrix of all the 23 spatial
maps. This is a way to inspect the similarity of the brain ac-
tivity. The correlation matrix is also the basis of analysis for
the hierarchical clustering [5]. In the figure it can be seen that
there is some correlation between some of the spatial maps,
but not so much between others.
Figures 7 and 8 illustrate the internal structure of the clus-
ters by showing the correlation matrices for the individual
clusters. The members in the dense cluster have higher cor-
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Fig. 4. Dendrogram from the agglomerative clustering.
relation among themselves than the members in the sparse
cluster. This information is also seen in Figure 2 where the
diffusion distances inside the dense cluster are smaller.
4. DISCUSSION
In this paper we have proposed a theoretically sound non-
linear analysis method for clustering ICA components of
fMRI imaging. The clustering is based on diffusion map
manifold learning, which reduces the dimensionality of the
data and enables clustering algorithms to perform their task.
This approach is more suitable for high-dimensional data than
just applying clustering methods that are designed for low-
dimensional data. The assumption of non-linear nature of
brain activity also promotes the use of methods designed for
such problems. Particularly, the advantage of diffusion map
is in visualizing the distribution of all data samples (n spatial
maps with p voxels in each) by using only two coordinates.
As seen in the visualization, it becomes more straightforward
to determine the compact cluster from the two-dimensional
plot derived from the 209,633-dimensional feature space than
from the similarity matrix.
The results show that the proposed methodology separates
groups of similarly behaving spatial maps. Results from dif-
fusion map spectral clustering are similar to hierarchical ag-
glomerative clustering and k-means clustering. Small sam-
ple size and good separation of clusters makes the clustering
problem rather simple to solve. Moreover, the visualization
obtained from diffusion map offers an interpretation for clus-
tering.
The proposed methodology should be useful for analyzing
the function of the brain and understanding which stimuli cre-
ate similar spatial responses in which group of participants.
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Fig. 5. Example spatial map in the dense cluster, this is data
point number 3. Dark lateral areas mark more than three stan-
dard deviations from the mean, e.g. in slices 36 and 38.
The domain experts can gain more basis for the interpretation
of brain activity when similar activities are already clustered
using automated processes suitable for the task. Furthermore,
visualization helps to identify the relationships of the clusters.
Diffusion map execution times become increasingly
larger if the number of samples goes very high. This can
be overcome to a certain degree with out-of-sample exten-
sion. Big sample sizes are also a problem with traditional
clustering methods. However, diffusion map offers a non-
linear approach, and is suitable for high-dimensional data.
Both properties are true for fMRI imaging data.
The analysis could be expanded to more musical features
and to bigger datasets in order to further validate its useful-
ness in understanding the human brain during listening to
music. The method is not restricted only to certain kind of
stimulus, so it is usable with diverse fMRI experimental se-
tups. Furthermore, situations where traditional clustering fails
when processing spatial maps, the proposed methdodology
might give more reasonable results.
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