An electrical circuit consisting of two capacitively coupled inductive loops, each interrupted by a Josephson junction, is analyzed through the classical RCSJ model. The same circuit has recently been studied experimentally and the results were used to demonstrate quantum mechanical entanglement in the system by observing the correlated states of the two inductive loops after initial microwave perturbations. Our classical analysis shows that the observed phenomenon exists entirely within the classical RCSJ model, and we provide a detailed intuitive description of the transient dynamics responsible for the observations.
I. INTRODUCTION
In 2005, McDermott et al. [1] reported the experimental observation of quantum mechanical entanglement in a system of two qubits, each comprised of a superconducting loop interrupted by a single underdamped Josephson junction, and weakly coupled via a capacitor. A second report with some additional detail soon followed [2] , and a review by Siddiqi and Clarke [3] of the key ideas appeared in that same issue of Science.
Briefly, the model put forward to explain the experimental observations was as follows. The potential energy of a superconducting ring interrupted by a Josephson junction, plotted as a function of the junction phase variable, can possess a shallow well if biased with an appropriate magnetic field. Quantum mechanics dictates discrete energy levels within a finite well, and a sufficiently shallow well would have just a few permitted bound states, of which the two lowest are denoted |0 , |1 . The argument has been advanced that such a system can be viewed as a fictitious particle being limited to these quantum states [4] , rather than, as in a "classical" picture, freely exploring the potential surface. This distinction is crucial to what follows.
In the experiments, two loops were subjected to a steady flux bias that made the occupied wells shallow. One of the loops was given additional time-dependent flux biasing in the form of a 10 ns microwave burst. The microwave frequency was set to match the separation of the two levels within the driven well, so it was imagined that the pulse would selectively populate the first excited state of the driven loop, initially putting the coupled system in the |01 state. Then, after a "free evolution time" during which the qubits interact, the states of both loops were probed using identical measurement pulses of exactly the correct amplitude to reduce the barrier and facilitate selective tunneling (or, more precisely, Macroscopic Quantum Tunneling (MQT)) out of the upper state |1 , but not out of the lower state |0 . Hence, if either well were in an excited state, then escape via tunneling would lead to time dependent phase dynamics and a resulting observed signal; if it were in the lower state, no signal would be seen. This probing was repeated many times for each selected t f ree and the accumulated data were argued to reveal the probabilities for |00 , |01 , |10 , and |11 , and to confirm that entanglement had been observed.
We here provide a classical Resistively and Capacitively Shunted Junction (RCSJ) analysis of the capacitively coupled qubit system. This builds upon our previous work which has reproduced several experimental observations, such as those seen in [5] , including: multipeaked distributions [6] , Rabi-oscillations [7] , Ramsey fringes [8] , and spin-echo [9] . In this model the microwave pulse stimulates small phase oscillations in the driven loop and, because of the coupling, the passive loop soon develops its own phase oscillations. Thus we study a straightforward picture -that of a pair of weakly coupled oscillators. Our analysis shows that these coupled phase oscillations can yield very good quantitative agreement with the core of experimental observations. It also points to the crucial role of thermal noise in this system.
II. THE MODEL
We begin with the circuit shown in Fig. 1 . Each junction is characterized by a critical current I c , resistance R, and capacitance C; each loop has an inductance L. The two loops are coupled through a capacitance C X . Let Φ 1x be the externally applied flux on Loop #1 and Φ 2x be the externally applied flux on Loop #2. With overdots denoting derivatives in dimensionless time τ = ω J t, and with the junction plasma frequency ω J = 2eI c / C, the resulting equations of motion for the two junction phases can be shown to bë
where α = 1/ω J CR, and β L = 2πLI c /Φ 0 ; Φ 0 being the flux quantum. M ix = Φ ix /Φ 0 is the normalized applied flux through loop i and the mutual coupling coefficient is γ x = C x /C. The characteristic energy of this system is E J = I c Φ 0 /2π. The equations of motion can also be put in the convenient form, 
III. SIMULATION RESULTS
We have numerically solved the coupled equations (3) and (4) using both fourth order Runge-Kutta and Verlet algorithms. Simulations at zero temperature were conducted as follows.
The duration of the microwave burst was set at 100 plasma periods; the amplitude and normalized frequency were 0.000580 and 0.989, respectively. Our results are shown in the three lower panels of Fig.2 . In each plot, the darker trace is the phase in Loop #2. The effect of the microwave burst is easily seen -the phase ϕ 2 is kicked into rapid oscillations around its initial rest value of −1.52 rad. These oscillations continue after the microwave burst has ended. Because of the coupling, the phase in Loop #1 also oscillates. Furthermore, in a manner characteristic of weakly coupled oscillators [10] , each waveform has the appearance of an amplitude modulated carrier, and the envelope of one is exactly out of phase with the other. Note that the amplitude of these modulations is very small compared to the dc level. The junction phase oscillations are so rapid (the frequency ratio of carrier to modulation is about 400 : 1) that on the scale of this figure they become compressed into solid shading.
A rotation pulse of amplitude 0.000915 was applied at time 9550. For these simulations, we chose widths of 0, 60, and 120 plasma periods, equivalent to 0 ns, 7.5 ns, and 15 ns. The insets in each of the three panels show the upper modulation envelopes as functions of time and their responses to the different rotation pulse widths. The significance of these plots is their exact matching to the time dependence of the experimental probabilities P 01 and P 10 given in Fig. 2B ,C,D of [2] . Steffen et al. say: "The occupation probabilities P 01 and P 10 oscillate out of phase with a period of 100 ns, consistent with the spectroscopic measurements." Our numerical results exhibit the same shapes and phase relationships for the envelopes. As well, our simulation data show the period of the envelopes to be 87ns. In other words, the modulation envelopes that are a natural outcome of the classical physics of weakly coupled oscillators are a match to the experimental data, and the underlying dynamical phenomena of both the modulation and the results of manipulation observed in Ref. [2] are well represented in the RCSJ model.
The experiments reported in [2] were conducted at 25 mK. Following their experimental protocols, we added • rotation pulse duration is 507. appropriate noise to the system equations (3) and (4), simulating 25mK thermal noise with a short transient time of 1,000 time units. For any chosen moment following the microwave burst (t f ree ), repeated simulation runs were carried out and data were gathered on how often the individual loops experienced an escape following the application of the probe pulse (amplitude 0.0358). The results are shown in Fig.3 . The close correspondence with the reported experimental results in [2] is obvious.
Comparing Fig.2 and Fig.3 , it is apparent that in combination with noise, the probe pulse effectively 'teases out' the modulation profiles of the junction phase oscillations. Equivalently, the likelihood that the "particle" will escape from its well will be higher at moments when the noise-free oscillation amplitude (energy) is relatively large, and conversely, when the oscillation amplitude is small, the chance of escape is less. Hence the classical description of the system, embodied in Eqs. (3, 4) captures all the significant features observed in the experiments. However, there is a wrinkle in the above picture that we will discuss after having identified the dynamical modes in the system.
IV. PERTURBATION ANALYSIS
Let us first provide a simple analysis for the single qubit. Inserting the ansatz ϕ = ϕ 0 + A sin ωt into Eq. (1) for γ x = 0 we get the following relationships between the fixed phase ϕ 0 and the resonance frequency ω r to the magnetic field M x and amplitude A of oscillation:
where
The latter expression provides the mean phase ϕ 0 , while the former Eq. (5) is the anharmonic resonance shown in Fig.4a for small to moderate oscillation amplitudes.
With this parameterized ansatz, we can provide the energy H L of a single qubit as the averaged sum of kinetic energy and potential energy
This energy is shown in Fig.4b for the upper of the two potential wells of the qubit potential. Notice that the energy of the fixed-point is H 0 = U (ϕ 0 ). With these basic anharmonic relationships we can now proceed to analyzing the inherent system resonances.
Mode-I: beat frequency mode. In Eqs. (3) and (4), with M b = 0, α ≈ 0, and small amplitude oscillations of ϕ 1 and ϕ 2 , we write ϕ a = ϕ 0 +ψ a , where ϕ 0 is a constant and |ψ a | ≪ 1, and we will similarly assume |ϕ b | ≪ 1. Inserting this ansatz with α = 0 (for simplicity) gives the linear equations
From this we directly obtain β L sin ϕ 0 + ϕ 0 + 2πM a = 0, and we get the linear resonance frequencies ω a and ω b of ψ a and ϕ b , respectively, as ω 
which, with the reported experimental parameters, is given by ω a ≈ 0.63199 and Ω I ≈ 0.001455. Notice that 2π/Ω I is the exact modulation period (86.4ns) observed in both experiments and simulations. The energy modulation of this mode is exemplified in Fig.4d .
Mode-II: phase-slip mode. A direct consequence of the anharmonicity of the system is that mode-I can only exist for low system energy. The reason is that the two different oscillation amplitudes (A 1 , A 2 ) observed in Fig.4d give rise to two different resonance frequencies seen in Eq. (5) and Fig.4a . Thus, the linear mode-I cannot exist if the disparity between the resonance frequencies overwhelms the linear modulation frequency Ω I . If that happens, then the two oscillators will shift to a mode-II, where the two loops will advance in two different energy and frequency states, as illustrated in Fig.4e . The observed energy modulation is a result of the mutual phase-slip between the oscillators, which for systems of different oscillation amplitudes A 1 > A 2 can be approximated by
Mode-III: phase locked mode. This is a mode, illustrated in Fig.4f , which can be analyzed similarly to the classical Rabi-type oscillation outlined in Ref. [7] . We define the ansatz ϕ i = ϕ 0 (A i ) + A i sin(ω r (A i )t + θ i ) (i = 1, 2), A 1 ≈ A 2 ≈ A, and θ 1 = −θ 2 . Considering the energy flow into qubit #1 from the coupling,
we write the energy H 1 of qubit #1 using Eq. (6). The energy change ∆H 1 of qubit #1 over one time unit can therefore be expressed
for |θ 1 | ≪ 1. This provides a slow modulation frequency
where we note that ∂ω/∂A < 0.
The above perturbation analysis provides definite expectations for the type of excitations one can expect and how they relate to the experimental observations. Judging from Figs.4d-f, we infer that only mode-I can be the experimentally observed, due to the statements in Ref. [2] about using identical probe pulses to get the presented high resolution and fidelity. The complexity of the modulation resonances are shown in Fig.4c with comparisons between evaluated modulation frequencies and direct numerical simulations for α = 0 as a function of oscillation amplitudes. We see that mode-I is always present for small A, and that it is never present for large A due the anharmonic modes II and III. The transition to the anharmonic modes appears at a system energy given by the the magnitude of A -see Figs.4c and 4b, where we have also indicated the energy level of 25mK. It is here apparent that mode-I does not exist with energy content much larger than the thermal energy for the given system parameters. We have numerically verified this for a fully thermalized system at 25mK. Only if not fully thermalized (as is the case for Fig.3 above) or at thermodynamic temperatures below 3mK do we observe mode-I.
V. DISCUSSION
We note that results of the classical model depend on the choice of the phenomenological damping parameter α, which is not directly given by the experimental data in [2] . The inverse of this parameter relates to both the decay time for coherent signals in the system and the characteristic time of thermalization; the value of this parameter is therefore a significant component to understanding the system behavior. For this presentation we have chosen a very small value of damping in line with the observed decay times of the modulations as well as with the assumed large sub-gap resistance associated with high quality aluminum junctions at the very low temperature used for the experiments.
With the long history of the RCSJ model explaining experimental observations, as outlined in the introduction, it is natural to approach any new configuration from the same starting point. For the present system, such direct classical analysis provides excellent agreement with what is actually seen in the experiments, as illustrated in Figs.2 and 3 . However, our analysis also points to a still unresolved question of thermal effects and the stability of the relevant modes in the balance between temperature and anharmonicity.
