This study describes a proposed method of converting an input sound signal into a color image by emulating human synesthetic skills which make it possible to associate an sound source with a specific color image. As a first step of sound-to-image conversion, features such as fundamental frequency(F0) and energy are extracted from an input sound source. Then, a musical scale and an octave can be calculated from F0 signals, so that scale, energy and octave can be converted into three elements of HSI model such hue, saturation and intensity, respectively. Finally, a color image with the BMP file format is created as an output of the process of the HSI-to-RGB conversion. We built a basic system on the basis of the proposed method using a standard C-programming. The simulation results revealed that output color images with the BMP file format created from input sound sources have diverse hues corresponding to the change of the F0 signals, where the hue elements have different intensities depending on octaves with the minimum frequency of 20Hz. Furthermore, output images also have various levels of chroma(or saturation) which is directly converted from the energy.
Introduction
A synesthesia literally means a joined perception that is a neurological condition in humans characterized by involuntary cross-activation of the senses [1] [2] [3] . The human synesthesia can be represented by five bodily senses by which human being can perceive information from a outside world. Multiple forms of synesthesia exist, including distinct visual, tactile or gustatory perceptions which are automatically triggered by a stimulus with different sensory properties. For example, one sense such as hearing is simultaneously perceived as if by one or more additional senses such as sight, so that it can be possible for synesthetes to see colors when hearing music.
Hitherto, many studies in the field of philosophical-and neurological-related studies [2, 3] have been active. However, there have been little previous studies of synesthetic perception from a standpoint of engineering applications. The simplest method of converting sound into image is a waveform representation with both time and amplitude, and also its analysis tools such as sound spectrum and spectrogram can be examples of sound-to-image conversion. From a sound-toimage conversion viewpoint, moreover, there have been several commercial sound players such as window media player synchronized with the sound or music.
Sight and hearing, particularly, account for a great part of bodily senses. Even though color and sound are different in frequency bands, they are identical in physical attributes because they can be explained by a wave or a vibration. However, the studies on mutual conversion between sound and color image have not been done actively both at home [4] [5] [6] and abroad so far [7] [8] [9] [10] .
The senses of both sound and vision have always coexisted in human beings. Sound is the propagation of mechanical vibrations through any material medium. The frequency of the vibrations is what we sense as the tone of the sound. Light, on the other hand, is the propagation of the oscillations of the electric and magnetic fields. It needs no material substance in which to propagate. The frequency of oscillations of visible light is what we perceive as the color of the light. Fig. 1 shows the spectrum on both audible and visible frequency bands. Sound waves perceptible to human ear oscillate approximately between 20 Hz and 20Khz, whereas electromagnetic waves perceptible to human eye oscillate between 390THz and 750THz. On the basis of the similarity in the physical frequency information between light(or color) and sound, it is possible to mathematically map the frequency rate of audible band into the range of visible one.
Fig. 1. Audible and visible frequency bands
In this study, we attempted to explore the visual expression of sound. The present study, particularly, focuses on both feature extraction from an input sound source and its synesthetic conversion methods. As feature elements, pitch signals and energy were used in this study. Pitch signals as one of the extracted features from input sound sources are then converted into musical scales and octaves, where energy signals as the other feature of input sounds are converted into chroma(or saturation). Finally, a color image is synthesized to create a RGB color image with BMP file format through the HSI-to-RGB conversion.
This study can contribute to or be helpful for developing a totally new type of the applications and solutions for digital devices, advertising media, aid equipments for both blind and deaf people, educational contents, and also intelligent robot systems with an ability of synesthesia cognition, etc.
The Fundamental Theory on both Sound and Color Image
Modern Western instruments divide the octave into 12 equalsized semitones. Fig. 2 shows the frequency ratios for twelvetone musical scales [11, 12] in which the frequency of each note in the chromatic scale is related to the frequency of the notes next to it by a factor of 12 2 . (1) in which 12 2 is approximately 1.05946. For example, the pitch with two semitones above
An octave, which is divided into twelve exactly equal intervals, is an interval whose higher note has a sound-wave frequency of vibration with twice that of its lower note. Thus the international standard pitch A above middle C vibrates at 440Hz; the octave above this A vibrates at 880Hz, while the octave below it vibrates at 220Hz. Fig. 3 shows the relationship between octave and frequency in musical scales in which a pitch played an octave higher is twice as high in pitch as the original and all 12 notes are spaced evenly inside this octave. f is
where I x ∈ means that x is an element of the set of all integers. If x=2, for example, then a tone with frequency
is said to be two octaves higher. If x=-1, the
The HSI color model [13] is widely used for image processing applications because it represents colors similarly how human eyes sense colors. The model represents every color with three components such as H(hue), S(saturation) and I(intensity). The Hue component describes the color itself by using an angle between 0 and 360 degrees in which 0 degree means red, 120 means green, and 240 means blue. The Saturation component, which ranges from 0 to 1, describes how much the color is polluted with white color. The Intensity range is between 0 and 1 where 0 means black, 1 means white.
The RGB color space is the most widely used color model, especially used in monitors, digital cameras, etc. In this model, each color is represented by three components such as R(red), G(green) and B(blue), located along the axes of the Cartesian coordinate system. The components of RGB are available to be in the range of between 0 and 1. The black is represented as (0, 0, 0), whereas white is represented as (1, 1, 1) or (255, 255, 255). Gray scale colors are represented with identical R, G, B components. The below figure illustrates three components of both HSI and RGB color spaces, respectively, to represent colors.
Fig. 4. The HSI and RGB Color Model
In this study, HSI to RGB color model conversion is used so that a RGB color image is finally created from an input audio signal. The conversion is made by the following equations by which HSI color space can be converted into RGB one. 
The proposed method of converting sound into color image
For a conversion of a sound source into an color image, in this study, we attempted to deduce a scale and octave from the input sound signal so that each deduced element is corresponded to each one of HSI model. Fig. 5 shows the major concept of the conversion of sound elements into color ones. Both scale and octave, which are derived from F0, are converted into hue and intensity, respectively, and energy is converted into saturation as a chroma of a color. In order to realize the conversion, a feature extraction [14, 15] from an input sound signal should be first done. Fig. 6 shows a flow diagram of extracting features such as energy and F0 from an input sound with the WAVE file format. In this study, we used the normalized energies divided by a maximum value over the whole frames. (6) A center clipping, which works by clipping a certain percentage of the waveform, is used for calculating an autocorrelation function. Therefore, the output from the center clipper is as follows:
where the MaxValue is the maximum amplitude of an input signal x(n), and the CL is the clipping level with 0.64(64%) of the MaxValue in this study.
The equation (8) defines the short-time autocorrelation function which is often used as a means of detecting periodicity in signals. In this study, the autocorrelation function is used to extract a pitch from an input sound signal. Fig. 7 shows the extracted features such as F0 and energy, through the process of the feature extraction as shown in Fig. 6 , from an input sine wave which has nine different frequencies increasing from 320Hz to 550Hz at a same rate. The equation (9) derives from the equation (2) where the reference frequency R f is 20Hz as a minimum frequency of the audible frequency band. After obtaining octaves, musical scales are then calculated from the equation (10) and (11). Finally, simple equations of (12), (13) and (14) show that scale, energy and octave can be converted into three elements of HSI model such hue, saturation and intensity, respectively, as shown Fig. 8 illustrates an output color image of the input sine wave with nine different frequencies, as a result of sound-to-image conversion. The output image has the nine different hues corresponding to the change of the F0 signals illustrated in Fig. 7(the higher part) . The hues have the same intensity because they vary within the same octave range which ranges from 320Hz to 640Hz. In addition, the output image also has a nearly maximum and uniform chroma(saturation) which is directly affected by the energy illustrated in Fig. 7(the lower part) . In this study, the width of the output image was fixed to 256 pixels with 24bit true colors. The hight of the output image, on the other hand, is equivalent to the number of the frames of the input sound source, so that it can be variable depending on input frame length. Fig. 9 shows a flow diagram of converting an input sound signal into a color image as an output. An input sound file with the WAVE file format is given to the system, so that it extracts acoustic features such as F0 and energy from each frame. The energy is then normalized to be converted into a saturation which is one of three components of the HSI color model. Furthermore, the scale and octave, which are extracted from F0, are then converted into a hue and intensity, respectively. Through the process of the HSI-to-RGB conversion, a color image with the BMP file format is finally created as an output. 
Experiments and results
The input monophonic audio signal with the WAVE file format was sampled at 11kHz, quantized at 8bits. The acoustic features were then extracted from each frame using a 20ms rectangular window with a 10ms shift. Fig. 10 illustrates the features of both F0 and normalized energy, which were extracted from an input female voice. Fig. 12 illustrates the output color image created from the input female voice. The output image has diverse hues corresponding to the change of the F0 signals. The hue elements have different intensities because they vary from third to fourth octave which ranges from 160Hz to 640Hz. Furthermore, the output image also has various levels of chroma(or saturation) which is directly converted from the normalized energy as shown in fig. 10 . 
Conclusion
As a preliminary study on mutual conversions between color images and sounds, this study presented the approach to an sound-to-image conversion emulating human synesthetic skills. The simulation results showed that output color images created from input sound sources have a wide variety of colors corresponding to the change of the F0 signals where each color has a different intensity depending on the value of its octave with the reference frequency of 20Hz. Moreover, we could see that output images also have various levels of saturation which is directly converted from the normalized energy. In the present study, unfortunately, the system dealt with only voice signals and also used a simple one-to-one temporal correspondence between sound and image in conversion. The temporal information of a sound is simply converted into the spatial information of a color image. As a result, the height of the output image is depending on the temporal order.
As future studies, the current system should be developed to explore more diverse acoustic features as well as to find more natural conversion methods. In order to do this, we should deal with music signals as input sound sources, so that we will be able to explore a totally new type of conversion method handling three elements of music such as rhythm, melody and harmony. In addition, the extracted features of a music should be converted into basic elements of an image such as color, texture and shape, so that the conversion of temporal information of sound into spatial one of image will be able to be realized in reality.
