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Abstract
We present a new approach to study inversion and factorization properties of confluent
Cauchy matrices. We consider a class of generalized Vandermonde matrices, called Lagrange
matrices, that are connected in a simple way with the Cauchy matrices. We apply the methods
introduced in [Adv. Appl. Math. 10 (1989) 348] to obtain inversion and factorization theorems
for Lagrange matrices and their confluent forms, and then derive corresponding results for
Cauchy matrices.
A Lagrange matrix V is associated with a pair of vectors (x0, x1, . . . , xn) and (y0, y1,
. . . , yn). V is the matrix representation of the substitution operator that sends the vector
(p(x0), p(x1), . . . , p(xn))T to the vector (p(y0), p(y1), . . . , p(yn))T, for any polynomial p
of degree at most n.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Matrices of the form [1/(yj − xk)] are called Cauchy matrices. They are closely
related to rational interpolation problems and can be considered as a generalization of
Vandermonde matrices. There are many recent articles that study diverse aspects of
Cauchy matrices and their generalizations, like the Cauchy–Vandermonde matrices
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and their confluent versions. The usual approaches use the concept of displacement
structure, the connection with interpolation problems, and general matrix theoretic
results. See for example [11,13,19,23]. Different aspects of inversion, factorization
and efficient computations with Cauchy related matrices have been extensively stud-
ied. Factorization problems have been considered in [3,8,14,15]. Inversion has been
studied in [6,9,12,17]. Other computations with Cauchy matrices, related to elimina-
tion and matrix–vector multiplication, have been considered in [1,2,4,7,10,16].
In the present paper we present a new approach based on the representation of
matrices as generalized Gram matrices with respect to the natural duality of vector
spaces of polynomials. This approach was used in [21]. Such Gram representation is
a useful tool for the study of general Vandermonde-like matrices and simplifies many
inversion and factorization problems through the use of the dual bases of polynomial
bases. In [5] symmetric positive definite Pick matrices are considered as the Gram
matrices of certain sets of rational functions, with respect to an inner product defined
in terms of a generating function. This is quite different from our approach, since we
do not require any positivity conditions and we work with spaces of polynomials.
We consider a class of Vandermonde-like matrices that we call Lagrange matrices.
Cauchy matrices are obtained by suitable re-scalings of the rows and the columns of
Lagrange matrices.
Each pair of vectors y, x in Cn+1 determines a Lagrange matrix V (y, x) of order
n+ 1, which acts on the space of polynomials of degree at most n as a substitution
operator, that is, V (y, x)u(x) = u(y), where u(x) is the column vector formed by the
values of the polynomial u at the coordinates of x, and u(y) is defined analogously.
Lagrange matrices are also the product of a Vandermonde matrix and the inverse of
a Vandermonde matrix.
Lagrange matrices have an invariance property that makes them very useful for
the evaluation of a given polynomial on sets of points having certain regularity. For
certain choices of the vectors y and x the associated matrix V (y, x) is a circulant
matrix related to the discrete Fourier transform. This is presented in Section 2. The
relationship between Cauchy and Lagrange matrices allows us to consider Cauchy
matrices as weighted substitution operators.
The representation of matrices as generalized Gram matrices simplifies the study
of the confluent versions of many types of generalized Vandermonde matrices. We
show how this is done in the case of confluent Lagrange and Cauchy matrices. There
are two types of confluent Lagrange matrices. One type is related to the basic Her-
mite interpolation polynomials. The other type is related to the Lagrange–Sylvester
interpolation basis. Both types of matrices are connected in a simple manner with
confluent Cauchy matrices, so that their inversion and factorization properties are
easily translated to analogous properties of confluent Cauchy matrices.
We show in Section 7 that finding an LU factorization of a generalized Gram
matrix reduces to a biorthonormalization algorithm for a pair of bases formed by a
basis for a space of polynomials and a basis for its dual space. Using Newton poly-
nomial bases and their dual bases of divided differences we obtain LU factorizations
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for several types of generalized Vandermonde matrices. In the case of confluent Cau-
chy matrices we get factorizations of the form BLUL1, where B is a block diagonal
matrix with lower triangular invertible Toeplitz blocks,L andL1 are lower triangular,
and U is upper triangular. The factorization of non-confluent Cauchy matrices and
their inverses was studied in [8].
Cauchy and Cauchy–Vandermonde matrices have a natural representation as Gram
matrices with respect to the natural duality of vector spaces of rational functions. In
the present paper, instead of studying bases of rational functions and their duals, we
use Lagrange matrices as a way to “eliminate denominators” so that we can work
with Gram matrices on spaces of polynomials in order to derive results about Cau-
chy matrices. One of our objectives is to show that the Gram matrix representation
of Vandermonde-like matrices is a good alternative to the displacement structure
approach for the study of structured matrices of the generalized Vandermonde type.
The inversion and factorization formulas obtained in this paper generalize results
from [20,21].
2. Lagrange matrices
Let n be a fixed non-negative integer. We denote byP the complex vector space of
all polynomials in one complex variable and by Pn the subspace of all polynomials
whose degree is at most equal to n. The elements of Cn+1 are considered as col-
umn vectors and denoted by boldface letters, for example, x = (x0, x1, . . . , xn)T. We
denote byS the set of all x in Cn+1 that satisfy xi /= xj if i /= j . For any polynomial
w the difference quotient w[z, t] is defined by
w[z, t] = w(z)− w(t)
z− t .
If w has degree n+ 1 then w[z, t] is a symmetric polynomial in z and t of degree n
in each variable.
Each x in Cn+1 is associated with a monic polynomial of degree n+ 1 defined by
px(z) =
n∏
j=0
(z− xj ).
Let x be an element of S. Then px has n+ 1 simple roots and
px[xj , xk] = δj,kp′x(xk), 0  j  n, 0  k  n. (2.1)
The polynomials
Lx,k(z) = px[z, xk]
p′x(xk)
, 0  k  n (2.2)
are the basic Lagrange polynomials associated with x. It is clear that
Lx,k(xj ) = δk,j , 0  k  n, 0  j  n. (2.3)
252 L. Verde-Star / Linear Algebra and its Applications 389 (2004) 249–268
From this relation we conclude that {Lx,k : 0  k  n} is a basis forPn, and that its
dual basis is {L∗x,k : 0  k  n}, where〈
L∗x,k, u
〉 = u(xk), u ∈ P
and 〈 , 〉 denotes the duality pairing ofP∗ andP. From the biorthonormality relation
(2.3) we obtain the representation formulas
q(z) =
n∑
k=0
〈
L∗x,k, q
〉
Lx,k(z), q ∈ Pn, (2.4)
which is the Lagrange interpolation formula, and the dual formula
F =
n∑
k=0
〈
F,Lx,k
〉
L∗x,k, F ∈ P∗n. (2.5)
Note that (2.2) gives the explicit formula
Lx,k(z) =
n∏
j=0
j /=k
z− xj
xk − xj , 0  k  n. (2.6)
For every pair y, x in S we define the Lagrange matrix
V (y, x) = [Lx,k(yj )], 0  j  n, 0  k  n,
where j is the index for rows and k is the index for columns. If x is in S and f is a
function of one complex variable we write
f (x) = (f (x0), f (x1), . . . , f (xn))T.
Using this notation we get V (y, x) = [Lx,0(y) Lx,1(y) · · · Lx,n(y)]. We show next
that Lagrange matrices can be considered as substitution operators.
Theorem 2.1. Let y and x be elements of S. Then, for every q in Pn we have
V (y, x)q(x) = q(y).
Proof. By the Lagrange interpolation formula (2.4)
n∑
k=0
Lx,k(yj )q(xk) =
n∑
k=0
〈
L∗x,k, q
〉
Lx,k(yj ) = q(yj ),
and this means that the j th entry of the column vector V (y, x)q(x) is equal to
q(yj ). 
The previous theorem yields immediately the following properties of Lagrange
matrices.
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Corollary 2.2. If x, y, and z are elements of S then
V (z, y)V (y, x) = V (z, x) (2.7)
and
V (x, y) = V −1(y, x). (2.8)
Taking successively q(z) = zk , for 0  k  n, we obtain from Theorem 2.1
V (y, x)[xkj ] = [ykj ], which describes the relationship between Lagrange matrices and
classical Vandermonde matrices.
Next we show that Lagrange matrices have an important invariance property. Let
h(z) = bz+ c, where b and c are complex numbers and b /= 0, and let y and x be in
S. Then, since
h(yj )− h(xm)
h(xk)− h(xm) =
yj − xm
xk − xm ,
using (2.6) we obtain Lh(x),k(h(yj )) = Lx,k(yj ) and therefore
V (h(y), h(x)) = V (y, x). (2.9)
Denote by h[m] the mth composition power of h, that is, h[m] = h ◦ h ◦ · · · ◦ h, with
m factors. Using this notation and (2.9) it is easy to see that for m  0 we have
V (h(x), x) = V
(
h[m+1](x), h[m](x)
)
, (2.10)
Vm(h(x), x) = V
(
h[m](x), x
)
, (2.11)
and
V −m(h(x), x) = V
(
x, h[m](x)
)
. (2.12)
In particular, for h(x) = bx, with b /= 0, we have
V (bx, x) = V (bm+1x, bmx) (2.13)
and
Vm(bx, x) = V (bmx, x). (2.14)
If bs = 1 for some positive integer s then (2.14) gives
V s(bx, x) = V (bsx, x) = V (x, x) = I.
We present an example of particularly simple Lagrange matrices that are related to
the discrete Fourier transform. Let  = exp(i2π/(n+ 1)) and define xj = j , for
0  j  n. Then we have px(z) = zn+1 − 1 and p′x(z) = (n+ 1)zn. Thus
Lx,k(z) = z
n+1 − 1
(n+ 1)xnk (z− xk)
, 0  k  n.
Let b be a non-zero complex number such that b /= xj for 0  j  n, and let y = bx.
Then
Lx,k(yj ) = b
n+1 − 1
n+ 1
1
bj−k − 1 .
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Define
ar = b
n+1 − 1
n+ 1
1
b−r − 1 .
Then we have
V (bx, x) =


a0 a1 · · · an
an a0 · · · an−1
an−1 an · · · an−2
...
... · · · ...
a1 a2 · · · a0

 . (2.15)
By Theorem 2.1 we have V (bx, x)q(x) = q(bx) for any q inPn. Let Pk(z) = zk for
0  k  n. Then
V (bx, x)Pk(x) = Pk(bx) = bkPk(x), 0  k  n.
Therefore each column vector Pk(x) is a characteristic vector of V (bx, x) with char-
acteristic value bk . Since the vectors Pk(x) are linearly independent we conclude that
V (bx, x) is diagonalizable, and since xkj = jk , we have
V (bx, x) = [jk] diag(1, b, b2, . . . , bn)[jk]−1.
This shows the connection of V (bx, x) with the discrete Fourier transform.
3. Cauchy matrices and their inverses
Let x and y be elements of S and suppose that yj /= xk for 0  j  n and 0 
k  n. Then we can write
Lx,k(yj ) = px[yj , xk]
p′x(xk)
= px(yj )− px(xk)
p′x(xk)(yj − xk)
, (3.1)
and, since px(xk) = 0 for each k, (3.1) yields the matrix factorization
V (y, x) = diag(px(y))
[
1
yj − xk
]
diag
(
1
p′x
(x)
)
. (3.2)
We are using here the notation introduced in the previous section for functions that
act coordinatewise on elements of S. For example,
px(y) = (px(y0), px(y1), . . . , px(yn))T.
Define the Cauchy matrix associated with the pair y, x by
C(y, x) =
[
1
yj − xk
]
, (3.3)
where j is the index for rows and k is the index for columns. Then, from (3.2) we
get
C(y, x) = diag
(
1
px
(y)
)
V (y, x) diag
(
p′x(x)
)
. (3.4)
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Taking inverses we obtain
C−1(y, x) = diag
(
1
p′x
(x)
)
V (x, y) diag(px(y)), (3.5)
and using (3.2), with x and y interchanged, we obtain
C−1(y, x) = diag
(
py
p′x
(x)
)
C(x, y) diag
(
px
p′y
(y)
)
. (3.6)
This is an explicit form for the inverse of the Cauchy matrix. Boros et al. [1] give
some references and historical remarks about this inversion formula. Note that from
(3.6) it is easy to obtain an explicit expression for detC(y, x).
By Theorem 2.1 and (3.4) we have
C(y, x)
q
p′x
(x) = q
px
(y), q ∈ Pn. (3.7)
Therefore C(y, x) acts as a weighted substitution operator.
It is clear from (3.4) that every factorization of V (y, x) yields a factorization of
C(y, x). In order to obtain factorizations of Lagrange and other related matrices we
introduce generalized Gram matrices in the following section.
4. Gram matrices
We present here a useful way to describe matrices that generalizes the classical
construction of Gram matrices associated with a basis in a vector space equipped
with a bilinear form. We will use generalized Gram matrices to simplify the manip-
ulation of Lagrange, Cauchy, and other Vandermonde-like matrices.
Let E be a complex vector space of dimension m and let E∗ be its dual vector
space. The elements of the cartesian products Em and (E∗)m will be considered as
column vectors and denoted by boldface letters. We let M be the algebra of m×
m matrices with complex entries. The elements of M act on column vectors by
multiplication on the left.
For each pair (G, f) in (E∗)m × Em we define the Gram matrix [G : f] as the
element of M whose (j, k) entry is the number 〈Gj, fk〉, where 〈 , 〉 denotes the
duality pairing of E∗ and E. We present now some properties of Gram matrices that
we will use often, and whose proofs are trivial computations.
Theorem 4.1
(1) If A and B are in M then [AG : Bf] = A[G : f]BT.
(2) The matrix [G : f] is non-singular if and only if G and f are ordered bases of
E∗ and E respectively.
(3) For each basis f of E there exists a unique basis f∗ of E∗, called the dual basis,
which satisfies [f∗ : f] = I, and conversely, for each basis f∗ of E∗ there exists
a unique basis f of E such that [f∗ : f] = I.
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(4) If f is a basis of E, B is in M, and g = Bf then BT = [f∗ : g].
(5) If g∗ is a basis of E∗, A is in M, and h∗ = Ag∗ then A = [h∗ : g].
(6) Let g be a basis of E, let h∗ be in (E∗)m, and let f be in Em. Then [h∗ : f] =
[h∗ : g][g∗ : f].
(7) If f and g are bases of E then [f∗ : g][g∗ : f] = I.
(8) If f and g are bases of E and g = Bf for some B in M then f∗ = BTg∗ and
BT = [f∗ : g].
(9) If f, g, u, and v are bases of E and [g∗ : f] = [g∗ : u][v∗ : f] then [v∗ : u] = I
and v = u.
(10) If f and g are bases of E then [f∗ : g]g∗ = f∗ and fT[f∗ : g] = gT.
Note that (6) gives a factorization of [h∗ : f] for each basis g of E. By (7) the
computation of the inverse of [f∗ : g] is essentially reduced to finding appropriate
descriptions for the dual bases of f∗ and g. From (10) we see that Gram matrices
behave like non-commutative “fractions”. Consider the equation [g∗ : f] = [h∗ : u].
Suppose that g∗, f, and h∗ are given bases. Then we can find u as follows u = [h∗ :
u]Th = [g∗ : f]Th. Note that this requires finding h. Similarly, if g∗, f, and u are given
then h∗ = [h∗ : u]u∗ = [g∗ : f]u∗.
Now we take E = Pn and let x be an element of S. Then the vector Lx =
(Lx,0, Lx,1, . . . , Lx,n)T of Lagrange interpolation polynomials associated with x is
an element of En+1, the vector L∗x = (L∗x,0, L∗x,1, . . . , L∗x,n)T of evaluation function-
als is an element of (E∗)n+1, and by (2.3) they are ordered bases. Therefore, if x and
y are in S then
V (y, x) = [Lx,k(yj )] = [〈L∗y,j , Lx,k〉] = [L∗y : Lx], (4.1)
and we have a representation of V (y, x) as a Gram matrix. Note that most of the
results about Lagrange matrices obtained in Section 2 are immediate consequences
of (4.1) and the basic properties of Gram matrices listed in Theorem 4.1.
We show now how the representation as Gram matrices works in some simple
examples. Let Pk(z) = zk for k  0, and let P = (P0, P1, . . . , Pn)T. Then
[L∗x : P] = [Pk(xj )] = [xkj ] (4.2)
is the classical (non-confluent) Vandermonde matrix associated with the distinct
numbers xj . By part (7) of Theorem 4.1 we have [xkj ]−1 = [P∗ : Lx]. The entries
of P∗ are the Taylor functionals at zero, defined by
〈
P ∗j , u(z)
〉 = Dju
j ! (0), u ∈ P, j  0,
where D denotes differentiation. Therefore the inverse of the Vandermonde matrix
is
[xkj ]−1 = [P∗ : Lx] =
[
DjLx,k
j ! (0)
]
. (4.3)
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Note that it is easy to write explicit formulas for its entries, which are essentially
elementary symmetric functions of subsets of the xj . Such explicit formulas are well-
known.
We also have the factorization
V (y, x) = [L∗y : Lx] = [L∗y : P][P∗ : Lx] = [ykj ][xkj ]−1. (4.4)
This shows the connection between Lagrange and Vandermonde matrices.
5. Some polynomial bases and their duals
In this section we recall some classical interpolation results and describe them
using our notation. We consider here some bases for the vector spacePn and describe
their dual bases. Let x be an element of Cn+1 with coordinates that are not necessarily
distinct. We suppose that the repeated coordinates of x appear by blocks, that is
x = (x0, x0, . . . , x0, x1, x1, . . . , x1, . . . , xs, xs, . . . , xs)T,
where xj appears m(xj )+ 1 times, the sum over j of the numbers m(xj )+ 1 equals
n+ 1, and x0, x1, . . . , xs are distinct. Note that s depends on x. If m(xj ) > 0 for
some j we say that x is a confluent vector. Note that S is the set of non-confluent
vectors. For every confluent x we have
px(z) =
s∏
i=0
(z− xi)m(xi )+1. (5.1)
Define the index set Ix = {(i, k) : 0  i  s, 0  k  m(xi)} and order its ele-
ments as follows:
(0, 0), (0, 1), . . . , (0, m(x0)), (1, 0), (1, 1), . . . , (1, m(x1)), . . . ,
(s, 0), (s, 1), . . . , (s,m(xs)).
This is the lexicographic order inIx. We will useIx as an index set for vectors and
matrices instead of {0, 1, . . . , n}.
In the confluent case a natural generalization of the basis of Lagrange interpola-
tion polynomials is defined as follows:
Sx,i,k(z) = px(z)
(z− xi)m(xi )+1−k , (i, k) ∈ Ix. (5.2)
Note that xi is a root of Sx,i,k of multiplicity k. The polynomials Sx,i,k are called the
Sylvester polynomials associated with x. They are often called Lagrange–Sylvester
polynomials.
The evaluation functionals Lx,i of the non-confluent case are generalized by the
Taylor functionals
〈
H ∗x,i,k, u
〉 = Dku
k! (xi), (i, k) ∈ Ix, u ∈ P. (5.3)
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Leibniz rule for differentiation yields
〈
H ∗x,i,k, uv
〉 = k∑
j=0
〈
H ∗x,i,k−j , u
〉〈
H ∗x,i,j , v
〉
, (i, k) ∈ Ix (5.4)
for any pair u, v of sufficiently differentiable functions at xi .
Define the functionals〈
S∗x,i,k, u
〉 = 〈H ∗x,i,k, uSx,i,0
〉
, (i, k) ∈ Ix. (5.5)
Using (5.4) and the definition of the Sylvester polynomials it is easy to verify that〈
S∗x,i,k, Sx,j,m
〉 = δ(i,k),(j,m). (5.6)
Therefore Sx = (Sx,0,0, Sx,0,1, . . . , Sx,s,m(xs))T is a basis for Pn and S∗x = (S∗x,0,0,
S∗x,0,1, . . . , S∗x,s,m(xs))
T is its dual basis. For any polynomial u in Pn we have the
Lagrange–Sylvester interpolation formula
u(z) =
∑
(i,k)∈Ix
〈
S∗x,i,k, u
〉
Sx,i,k(z). (5.7)
Dividing both sides of this equation by px(z) we obtain the partial fractions decom-
position formula
u(z)
px(z)
=
∑
(i,k)∈Ix
〈
S∗x,i,k, u
〉
(z− xi)m(xi )+1−k , u ∈ Pn. (5.8)
The basic Hermite interpolation polynomials of x are defined by
Hx,i,k(z) =
m(xi)∑
j=k
〈
S∗x,i,j−k, 1
〉
Sx,i,j (z), (i, k) ∈ Ix. (5.9)
We can also write
Hx,i,k(z) = Sx,i,k(z)
m(xi )−k∑
j=0
〈
S∗x,i,j , 1
〉
(z− xi)j . (5.10)
The sum in the last formula is a truncation of the Taylor series of 1/Sx,i,0 around the
point xi . If x has at least two distinct coordinates then every Hx,i,k has degree equal
to n.
Using Leibniz rule and the biorthonormality relation (5.6) it is easy to show that〈
H ∗x,i,k, Hx,j,m
〉 = δ(i,k),(j,m), (5.11)
and thus Hx is a basis for Pn and H∗x is its dual basis.
When x is non-confluent, that is, when m(xi) = 0 for each i, the Hermite basis
Hx coincides with the Lagrange basis Lx and the Sylvester basis satisfies Sx =
diag
(
p′x(x)
)
Lx.
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Let x be a confluent vector. We define the Newton polynomials associated with x
as follows:
Nx,0,k(z) = (z− x0)k, 0  k  m(x0), (5.12)
Nx,i,k(z) = (z− xi)k
i−1∏
j=0
(z− xj )m(xj )+1, 1  i  s, 0  k  m(xi).
Note that the degree of Nx,i,k increases as (i, k) increases in the index set Ix, and
goes from 0, when (i, k) = (0, 0), to n when (i, k) = (s,m(xs)). Therefore Nx is an
ordered basis for Pn. The elements of the dual basis are given by
〈
N∗x,i,k, u
〉 = i∑
j=0
Residue of
(
u(z)
Nx,i,k+1(z)
)
at xj , (i, k) ∈ Ix, (5.13)
where we use the convention Nx,i,m(xi )+1 = Nx,i+1,0 for 0  i < s. The functionals
N∗x,i,k are called the divided differences functionals associated with x. See [21,22]
for more details.
If x is inS we describe the Newton polynomials using a simple index as follows:
Nx,0(z) = 1, and
Nx,k(z) = (z− x0)(z− x1) · · · (z− xk−1), 1  k  n. (5.14)
In this case we have
〈
N∗x,k, u
〉 = k∑
j=0
u(xj )
N ′x,k+1(xj )
, 0  k  n. (5.15)
6. Sylvester matrices and confluent Cauchy matrices
The definition of the Lagrange matrix of a pair y, x is extended to the confluent
case as follows. Let x and y be confluent vectors. Define
V (y, x) = [H∗y : Hx]. (6.1)
Since the Hermite bases coincide with the Lagrange bases when y and x belong to
S, this definition is consistent with the definition of V (y, x) given in Section 2.
In order to extend Theorem 2.1 to the confluent case we need some notation. For
g∗ in (P∗n)n+1 and u in P we write〈
g∗, u
〉 = (〈g∗0 , u〉, 〈g∗1 , u〉, . . . , 〈g∗n, u〉)T
and for h in P∗n and f in (Pn)n+1〈
h, f
〉 = (〈h, f0〉, 〈h, f1〉, . . . , 〈h, fn〉)T .
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If g∗ = H∗x for some x we write u(x) =
〈
g∗, u
〉 = 〈H∗x, u〉. This is the column vector
whose components are the values of u on the multiset of roots of px(z), ordered by
the index set Ix.
Theorem 6.1. Let y and x be confluent vectors and let V (y, x) = [H∗y : Hx]. Then
for every u in Pn we have
V (y, x)u(x) = u(y).
Proof.
V (y, x)u(x) = [H∗y : Hx]
〈
H∗x, u
〉 = 〈[H∗y : Hx]H∗x, u〉 = 〈H∗y, u〉 = u(y). 
If x =0, the zero vector in Cn+1, then px(z) = zn+1 and it is easy to see that
H0 coincides with the basis P of powers of z. Therefore, for any y in Cn+1 we
have V (y, 0) = [H∗y : P]. This is a confluent Vandermonde matrix if y is a confluent
vector, and a non-confluent Vandermonde matrix [L∗y : P] if y has distinct coordi-
nates. Therefore all the classical Vandermonde matrices are included in the family of
Lagrange matrices V (y, x).
Next we introduce a class of matrices, that we call Sylvester matrices, and that
are useful to study confluent Cauchy matrices. Let x and y be confluent vectors. The
Sylvester matrix of the pair (y, x) is defined by
S(y, x) = [S∗y : Sx]. (6.2)
Let y0, y1, . . . , yt be the distinct components of y and x0, x1, . . . , xs be the distinct
components of x. Now suppose that y and x have no common coordinates, that is,
yj /= xi for 0  j  t and 0  i  s. Let (j, /) be an element of Iy and (i, k) an
element of Ix. The entry at the position (j, /), (i, k) of S(y, x) is〈
S∗y,j,/, Sx,i,k
〉 = 〈H ∗y,j,/, Sx,i,kSy,j,0
〉
.
Writing
Sx,i,k
Sy,j,0
= px
Sy,j,0
Sx,i,k
px
and using Leibniz rule (5.4) we obtain
〈
S∗y,j,/, Sx,i,k
〉 = /∑
r=0
〈
H ∗y,j,/−r ,
px
Sy,j,0
〉 〈
H ∗y,j,r ,
Sx,i,k
px
〉
. (6.3)
This formula gives us a factorization of the matrix S(y, x) as follows. Consider the
first term in the sum as the entry in the position (j, /), (j, r) of a matrix B and
the second term as the entry in the position (j, r), (i, k) of a matrix C. Since the
summation index r varies from 0 to / and j is kept fixed, B must be a block diagonal
matrix of the form B = diag(B0, B1, . . . , Bt ), where Bj is a lower triangular square
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matrix of order m(yj )+ 1. In addition, since the entries of Bj depend only on /− r
we see that Bj is a Toeplitz matrix. Its 0th column is the list of the first m(yj )+ 1
Taylor coefficients of px/Sy,j,0 at the point yj . The Toeplitz block Bj is invertible,
since yj is not a root of px/Sy,j,0.
The matrix C has a simple description as a Gram matrix on a vector space of
rational functions
C =
[
H∗y :
1
px
Sx
]
. (6.4)
From the definition of the Sylvester polynomials we obtain
Sx,i,k(z)
px(z)
= 1
(z− xi)m(xi )+1−k , (i, k) ∈ Ix. (6.5)
Therefore the entry with indices (j, r), (i, k) of C is
〈
H ∗y,j,r ,
Sx,i,k
px
〉
=
(−1)r
(
m(xi)− k + r
r
)
(yj − xi)m(xi )−k+r+1 . (6.6)
We call C the confluent Cauchy matrix of the pair (y, x) and denote it by C(y, x),
as in the non-confluent case. We denote the matrix B described above by B(y, x).
Using this notation the factorization of the Sylvester matrix given by (6.3) can be
written as follows.
Theorem 6.2. Let y and x be confluent vectors with no common coordinates. Then
S(y, x) = B(y, x)C(y, x) (6.7)
and
C−1(y, x) = B(x, y)C(x, y)B(y, x). (6.8)
Note that (6.8) follows from (6.7) since S−1(y, x) = S(x, y). It is easy to see that
(6.8) reduces to (3.6) when y and x are non-confluent.
We use the same method to find a connection between C(y, x) and V (y, x). First
note that
V (y, x) = [H∗y : Hx] = [H∗y : Sx][S∗x : Hx]. (6.9)
Writing Sx = px(Sx/px) and applying Leibniz rule we can write the entry (j, /),
(i, k) of [H∗y : Sx] as
〈
H ∗y,j,/, Sx,i,k
〉 = /∑
r=0
〈
H ∗y,j,/−r , px
〉 〈
H ∗y,j,r ,
Sx,i,k
px
〉
. (6.10)
This formula is very similar to (6.3) and yields the factorization
[H∗y : Sx] = G(y, x)C(y, x), (6.11)
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where G(y, x) = diag(G0(y, x),G1(y, x), . . . ,Gt (y, x)) and Gj(y, x) is the matrix
of order m(yj )+ 1 whose (/, r) entry is
〈
H ∗y,j,/−r , px
〉
. It is an invertible lower tri-
angular Toeplitz matrix. Therefore we have
V (y, x) = G(y, x)C(y, x)[S∗x : Hx]. (6.12)
It is easy to see that [H∗x : Sx] is a block diagonal matrix with lower triangular invert-
ible Toeplitz blocks. Thus so is its inverse [S∗x : Hx].
Comparing (6.12) with (6.7) we see that the connection between V (y, x) and
C(y, x) is slightly more complicated than the connection between S(y, x) andC(y, x).
In view of (6.7) and (6.12), it is clear that each factorization of V (y, x) or S(y, x)
yields a factorization of C(y, x).
7. LU factorization and biorthogonality
For the sake of completeness, and also to introduce some notation, we recall here
some basic results about LU factorization.
Proposition 7.1. Let A be an invertible square matrix of order k. Suppose that A =
LU where L is lower triangular and has all its diagonal entries equal to 1, and U is
upper triangular. Let m be a positive integer and let M be a square matrix extension
of A of order k +m. This is
M =
[
A B
C D
]
for matrices B, C, and D of appropriate sizes. Then there exists a unique triple of
matrices X, Y, and Z such that
M =
[
L 0
X I
] [
U Y
0 Z
]
(7.1)
and consequently detZ = detM/ detA.
Proof. Take Y = L−1B, X = U−1C and Z = D −XY . 
Note that the first factor in (7.1) is lower triangular with all its diagonal entries
equal to 1, and if m = 1 then the second factor is upper triangular.
Corollary 7.2. Let A = [ai,j ]ni,j=0 be such that all its upper-left square submatri-
ces [ai,j ]ki,j=0 are invertible for 0  k  n. Then there exist unique matrices L and
U such that L is lower triangular with diagonal entries equal to 1, U is upper
triangular, and A = LU.
Note that the previous results have corresponding versions where the upper trian-
gular factor is the one with diagonal elements equal to 1.
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We introduce some useful notation. If v = (v0, v1, . . . , vn)T is a column vector
the [i, j ] section of v is v[i,j ] = (vi, vi+1, . . . , vj )T for 0  i  j  n. We say that
a Gram matrix [g∗ : f] of order n+ 1 is upper-left regular (ULR) if for each k such
that 0  k  n the submatrix [g∗[0,k] : f[0,k]] is invertible. We say that [g∗[0,k] : f[0,k]]
is an upper-left square submatrix of [g∗ : f].
Proposition 7.3. Let y and x be elements of S with no common coordinates. Then
the Lagrange matrix V (y, x), the Cauchy matrix C(y, x), and the Vandermonde
matrix [L∗y : P] are upper-left regular.
Proof. Let 0  k  n− 1. Then we have
px(z) = px[0,k](z)px[k+1,n](z)
and
p′x(xj ) = p′x[0,k](xj )px[k+1,n](xj ), 0  j  k.
Therefore
Lx,k(yr ) =
px[k+1,n](yr )
px[k+1,n](xj )
Lx[0,k],j (yr ), 0  j  k, 0  r  k.
Let
D1 = diag
(
px[k+1,n](yr) : 0  r  k
)
and
D2 = diag
(
1
p′x[k+1,n](xj )
: 0  j  k
)
.
Then we have the matrix equation[
Lx,j (yr )
]k
r,j=0 = D1V (y[0,k], x[0,k])D2.
The second factor in the right-hand side is invertible because it is a Lagrange matrix.
The diagonal matrices D1 and D2 are clearly invertible by the hypothesis. There-
fore the matrix in the left-hand side must be invertible. We have shown that V (y, x)
is upper-left regular.
The relation (3.4) clearly yields an analogous relation between upper-left square
submatrices of C(y, x) and V (y, x), and since V (y, x) is upper-left regular, so is
C(y, x).
It is obvious that each upper-left square submatrix of the Vandermonde matrix
[L∗y : P] is also a Vandermonde matrix, and hence invertible. Therefore non-confluent
Vandermonde matrices are ULR. 
Now we apply the LU factorization to Gram matrices.
Proposition 7.4. Let E be a complex vector space of dimension n+ 1. Let f be an
ordered basis for E and g∗ an ordered basis for E∗ such that [g∗ : f] is upper-left
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regular. Then there exists a unique ordered basis u of E such that [g∗ : f] = [g∗ :
u][u∗ : f] is the unique LU factorization of [g∗ : f] with the diagonal entries of the
lower triangular factor equal to 1.
Proof. Applying Corollary 7.2 to the matrix [g∗ : f] we obtain [g∗ : f] = LU . Let
u = (U−1)Tf. It is clear that u is a basis of E. We claim that its dual basis is u∗ =
L−1g∗. By the properties of Gram matrices listed in Theorem 4.1 we have
[L−1g∗ : u] = L−1[g∗ : (U−1)Tf] = L−1[g∗ : f]U−1 = I.
Thus u∗ = L−1g∗. We also have Lu∗ = g∗ which yields L = [g∗ : u], and UTu = f,
which yields U = [u∗ : f]. 
Next we show that the bases u and u∗ of the last proposition can be computed in a
recursive way using an algorithm analogous to the Gram–Schmidt orthogonalization.
Theorem 7.5. The bases u and u∗ of the previous proposition are given by the
following biorthonormalization algorithm.
Let u∗0 = g∗0 and u0 = f0/
〈
u∗0, f0
〉
. Let k be such that 1  k  n and suppose that
u∗0, . . . , u∗k−1 and u0, . . . , uk−1 have been defined. Let
u∗k = g∗k −
k−1∑
j=0
〈
g∗k , uj
〉
u∗j (7.2)
and then
uk = 1〈
u∗k, fk
〉
(
fk −
k−1∑
i=0
〈
u∗i , fk
〉
ui
)
. (7.3)
Proof. We use induction on k to show that u∗[0,k] and u[0,k], defined by (7.2) and
(7.3), are biorthonormal for 0  k  n. This clearly holds for k = 0. Suppose it
holds for k − 1 and let 0  i < k. Then, by (7.2) and the induction hypothesis we
have
〈
u∗k, ui
〉 = 〈g∗k , ui 〉−
k−1∑
j=0
〈
g∗k , uj
〉〈
u∗j , ui
〉 = 〈g∗k , ui 〉− 〈g∗k , ui 〉 = 0.
In an analogous way we can show that
〈
u∗j , uk
〉 = 0 for 0  j < k. Then
〈
u∗k, uk
〉 = 1〈
u∗k, fk
〉
(〈
u∗k, fk
〉− k−1∑
i=0
〈
u∗i , fk
〉〈
u∗k, ui
〉) = 1.
From (7.2) we see that u∗[0,k] = Ag∗[0,k], where A is a lower triangular matrix with
diagonal entries equal to one, and from (7.3) we see that u[0,k] = Bf[0,k] where B is
lower triangular. By the properties of Gram matrices we haveA = [u∗[0,k] : g[0,k]] and
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thus A−1 = [g∗[0,k] : u[0,k]] is lower triangular with diagonal entries equal to one. We
also have BT = [f∗[0,k] : u[0,k]] and thus (BT)−1 = [u∗[0,k] : f[0,k]] is upper triangular.
Therefore
[g∗[0,k] : f[0,k]] = [g∗[0,k] : u[0,k]][u∗[0,k] : f[0,k]]
is the unique LU factorization with diagonal entries of L equal to one, for 0  k
 n. 
A similar biorthogonalization algorithm in an infinite dimensional setting appears
in Singer’s book [18].
The LU factorization of [g∗ : f] with diagonal entries of U equal to one is ob-
tained by the following biorthonormalization algorithm. Let u0 = f0 and u∗0 = g∗0/〈
g∗0; u0
〉
. For k  1 let
uk = fk −
k−1∑
i=0
〈
u∗i , fk
〉
ui (7.4)
and then
u∗k =
1〈
g∗k , uk
〉

g∗k −
k−1∑
j=0
〈
g∗k , uj
〉
u∗j

 . (7.5)
We present a simple example. Let x be in S and recall that Pk(z) = zk , for k  0.
Then [L∗x : P] = [xkj ] is the classical Vandermonde matrix associated with the points
xj . Using the biorthonormalization algorithm given in (7.4) and (7.5) we obtain u0 =
1, u∗0 = L∗x,0, u1(z) = z− x0, u∗1 = (L∗x,1 − L∗x,0)/(x1 − x0), u2(z) = (z− x0)(z−
x1), and after some algebraic simplifications we get
uk(z) = (z− x0)(z− x1) · · · (z− xk−1), k  1
and
u∗k =
k−1∑
j=0
L∗x,j
p′x(xj )
, k  1. (7.6)
Therefore u is the Newton basis associated with x, which was defined in (5.12) and
that we denote by Nx. Therefore the LU factorization of the Vandermonde matrix,
with diagonal entries of U equal to one, is
[L∗x : P] = [L∗x : Nx][N∗x : P]. (7.7)
For the inverse Vandermonde matrix we have
[P∗ : Lx] = [P∗ : Nx][N∗x : Lx]. (7.8)
Note that explicit formulas for the factors can be easily obtained, since we know
explicitly the linear functionals and the polynomials involved. The factorizations
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(7.7) and (7.8) are well-known. Gohberg and Koltracht [8] obtained explicit factor-
izations for non-confluent Vandermonde and Cauchy matrices and their inverses.
For any vector x in Cn+1 and any f in (Pn)n+1 we say that [H∗x : f] is a generalized
Vandermonde matrix. Note that every matrix V (y, x) is a generalized Vandermonde
matrix.
We say that an ordered basis f of Pn is a monic triangular basis if and only if
f = BP for some invertible lower triangular matrix B with diagonal entries equal to
one. Note that Newton bases are monic triangular.
Theorem 7.6. Let x be a confluent vector and let f be a monic triangular basis of
Pn. Then
[H∗x : f] = [H∗x : Nx][N∗x : f] (7.9)
is the LU factorization with diagonal entries of U equal to one.
Proof. A straightforward computation shows that [H∗x : Nx] is lower triangular. On
the other hand, [N∗x : f] = [N∗x : BP] = [N∗x : P]BT and thus [N∗x : f] is a product of
two upper triangular matrices with diagonal entries equal to one. 
Note that (7.9) yields
[H∗x : f]−1 = [f∗ : Hx] = [f∗ : Nx][N∗x : Hx], (7.10)
which is an UL factorization of the inverse of the generalized Vandermonde matrix
[H∗x : f].
Since, in general, Hx and Sx are not triangular bases, we can not apply the pre-
vious theorem to the matrices V (y, x) or S(y, x). But using Newton bases we can
obtain factorizations of the form LUL1, as we state in our next proposition.
Corollary 7.7. Let y and x be confluent vectors. Then
V (y, x) = [H∗y : Hx] = [H∗y : Ny][N∗y : Nx][N∗x : Hx] (7.11)
and
S(y, x) = [S∗y : Sx] = [S∗y : Ny][N∗y : Nx][N∗x : Sx] (7.12)
and in both factorizations the first and the third factors are lower triangular and the
second factor is upper triangular.
Combining (6.7) with (7.12) we obtain the following results.
Corollary 7.8. Let y and x be confluent vectors with no common coordinates. Then
C(y, x) = B−1(y, x)[S∗y : Ny][N∗y : Nx][N∗x : Sx] (7.13)
and
C−1(y, x) = [S∗x : Nx][N∗x : Ny][N∗y : Sy]B(y, x). (7.14)
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Recall that B(y, x) is a block diagonal matrix with blocks that are invertible lower
triangular Toeplitz matrices, and therefore B−1(y, x) is of the same kind. A slightly
different factorization for C(y, x) is obtained using (6.12) and (7.11). Note that the
construction of the factors in the above corollaries reduces to the computation of
Taylor functionals and divided differences of explicitly known polynomials. In the
non-confluent cases it is possible to obtain explicit formulas for the entries of all the
factors.
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