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Abstract: Let H be the real quaternion algebra and Hm×n denote the set of
all m × n matrices over H. Let i, j,k be the imaginary quaternion units. For
η ∈ {i, j,k}, a square real quaternion matrix A is said to be η-Hermitian if
Aη∗ = A where Aη∗ = −ηA∗η, and A∗ stands for the conjugate transpose of A.
In this paper, we construct a simultaneous decomposition of four real quaternion
matrices with the same row number (A,B,C,D), where A = Aη∗ ∈ Hm×m, B ∈
H
m×p1 , C ∈ Hm×p2 ,D ∈ Hm×p3 . As applications of this simultaneous matrix de-
composition, we derive necessary and sufficient conditions for some real quater-
nion matrix equations involving η-Hermicity in terms of ranks of the coefficient
matrices. We also present the general solutions to these real quaternion matrix
equations. Moreover, we provide some numerical examples to illustrate our re-
sults.
Keywords: Matrix decomposition; Matrix equation; Quaternion; Solvability;
General η-Hermitian solution; Rank
2010 AMS Subject Classifications: 15A09, 15A23, 15A24, 15B33, 15B57
1. Introduction
Let R and Hm×n stand, respectively, for the real number field and the set of all m×n matrices
over the real quaternion algebra
H =
{
a0 + a1i+ a2j+ a3k
∣∣ i2 = j2 = k2 = ijk = −1, a0, a1, a2, a3 ∈ R}.
For η ∈ {i, j,k}, a square real quaternion matrix A is said to be η-Hermitian if Aη∗ = A where
Aη∗ = −ηA∗η, and A∗ stands for the conjugate transpose of A ([31]). The map A 7→ Aη∗ on
H
n×n is involutorial ([18]). The symbol r(A) stands for the rank of a given real quaternion
matrix A. For a real quaternion matrix A, r(A) = r(Aη∗) [18]. The identity matrix and zero
matrix with appropriate sizes are denoted by I and 0, respectively. The set of all n×n invertible
matrix over H are denoted by GLn.
The η-Hermitian matrices arise in statistical signal processing and widely linear modelling
([29]-[31]). The decompositions of matrices and η-Hermitian matrices have applications in system
and control theory, signal processing, linear modelling, engineering and so on (e.g., [1]-[8], [15],
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2[25]-[28], [31]). The study on the decompositions of η-Hermitian matrices is active in recent
years. The decomposition of an η-Hermitian matrix was first proposed in 2011 ([31]). Horn
and Zhang [24] presented an analogous special singular value decomposition for η-Hermitian
matrices. Very recently, He and Wang [17] gave a simultaneous decomposition for a set of nine
real quaternion matrices involving η-Hermicity with compatible sizes: Ai ∈ H
pi×ti , Bi ∈ H
pi×ti+1 ,
and Ci ∈ H
pi×pi , where Ci are η-Hermitian matrices, (i = 1, 2, 3).
To the best of our knowledge, there is little information on the simultaneous decomposition
of four real quaternion matrices with the same row number involving η-Hermicity:
(m p1 p2 p3
m A B C D
)
, (1.1)
whereB ∈ Hm×p1 , C ∈ Hm×p2 ,D ∈ Hm×p3 , and A ∈ Hm×m is an η-Hermitian matrix. Motivated
by the wide application of real quaternion matrices and η-Hermitian matrices and in order to
improve the theoretical development of the decompositions of η-Hermitian matrices, we consider
the simultaneous decomposition of four real quaternion matrices involving η-Hermicity (1.1).
One contribution of this paper is to show how to find matrices P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈
GLp2(H), T3 ∈ GLp3(H), such that
PAP η∗ = SA, PBT1 = SB, PCT2 = SC , PDT3 = SD, (1.2)
where SB, SC , SD are quasi-diagonal matrices with the finest possible subdivision of matrices,
and SA = S
η∗
A have appropriate forms (see Theorem 2.3 for the definitions in details). We conjec-
ture that this simultaneous decomposition will also play an important role in signal processing
and linear modelling.
Using the simultaneous matrix decomposition (1.2), we consider the following two real quater-
nion matrix equations involving η-Hermicity:
BXBη∗ +CY Cη∗ +DZDη∗ = A, X = Xη∗, Y = Y η∗, Z = Zη∗ (1.3)
and
BXC + (BXC)η∗ +DYDη∗ = A, Y = Y η∗. (1.4)
where A,B,C, and D are given real quaternion matrices, X,Y,Z are unknowns. We will make
use of the simultaneous matrix decomposition (1.2) that bring the real quaternion matrix equa-
tions (1.3) and (1.4) to some canonical forms. Then we can give some necessary and sufficient
conditions for the existence of the general solutions to the real quaternion matrix equations
(1.3) and (1.4) in terms of the ranks of the given coefficient matrices. There have been many
papers using different approaches to investigate the matrix equations and real quaternion matrix
equations involving η-Hermicity (e.g., [9]-[14], [16]-[23], [33]-[49]).
The rest of this paper is organized as follows. We in Section 2 construct a simultaneous
decomposition of four real quaternion matrices involving η-Hermicity (1.1). As applications of
this simultaneous decomposition, we in Section 3 establish necessary and sufficient conditions
for the existence of the η-Hermitian solution to the real quaternion matrix equation (1.3), and
give an expression of this η-Hermitian solution when the solvability conditions are satisfied. In
Section 4, we derive necessary and sufficient conditions for the existence of the solution to the
3real quaternion matrix equation (1.4), and present an expression of the general solution when
the solvability conditions are satisfied.
2. A simultaneous decomposition of four real quaternion matrices (1.1)
In this section, we establish a simultaneous decomposition of four real quaternion matrices
involving η-Hermicity (1.1). We begin with the following lemma that is an important tool for
obtaining the main result.
Lemma 2.1. [32] Let B ∈ Hm×p1 , C ∈ Hm×p2 and D ∈ Hm×p3 be given. Then there exist
P1 ∈ GLm(H), WB ∈ GLp1(H), WC ∈ GLp2(H), and WD ∈ GLp3(H) such that
P1BWB = S˜B, P1CWC = S˜C , P1DWD = S˜D,
where
S˜B =
(
I 0
0 0
)
r(B)
, S˜C =

0 I 0
0 0 0
I 0 0
0 0 0

r2
r(B)− r2
r1
, (2.1)
S˜D =

0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 I 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0
I 0 0 0 0 0
0 0 0 0 0 0

r6
r2 − r6
r5
r7
r(B)− r2 − r5 − r7
r7
r4 − r7
r1 − r4
r3
, (2.2)
where
r1 = r(B, C)− r(B), r2 = r(B) + r(C)− r(B, C),
r3 = r(B, C, D)− r(B, C),
r4 = r(B, D) + r(B, C)− r(B)− r(B, C, D),
r5 + r6 = r(B) + r(D)− r(B, D),
r5 + r7 = r(B, C) + r(C, D)− r(B, C, D)− r(C).
Horn and Zhang [24] presented an analogous special singular value decomposition for an
η-Hermitian matrix.
Lemma 2.2. ([24]) Suppose that A is η-Hermitian. Then there is a unitary matrix U such that
UAUη∗ =
(
Σ 0
0 0
)
,
where Σ = diag(σ1, σ2, · · · , σr) and σ1, σ2, · · · , σr are real positive singular values of A.
4Now we give the main theorem of this paper.
Theorem 2.3. Let A = Aη∗ ∈ Hm×m, B ∈ Hm×p1 , C ∈ Hm×p2 , and D ∈ Hm×p3 be given. Then
there exist P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈ GLp2(H), T3 ∈ GLp3(H), such that
PAP η∗ = SA, PBT1 = SB, PCT2 = SC , PDT3 = SD, (2.3)
where
SA = S
η∗
A =

A11 · · · A19 A1,10 0
...
. . .
...
...
...
A
η∗
19 · · · A99 A9,10 0
A
η∗
1,10 · · · A
η∗
9,10 0 0
0 · · · 0 0 Σ
 , (2.4)
SB =

Im1 0 0 0 0 0
0 Im2 0 0 0 0
0 0 Im3 0 0 0
0 0 0 Im4 0 0
0 0 0 0 Im5 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, SC =

0 0 0 Im1 0 0
0 0 0 0 Im2 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
Im4 0 0 0 0 0
0 Im6 0 0 0 0
0 0 Im7 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, SD =

0 0 0 0 Im1 0
0 0 0 0 0 0
0 0 0 Im3 0 0
0 Im4 0 0 0 0
0 0 0 0 0 0
0 Im4 0 0 0 0
0 0 Im6 0 0 0
0 0 0 0 0 0
Im8 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

,
(2.5)
where Σ is a diagonal and nonsingular matrix, and
r(Σ) = r

A B C D
Bη∗ 0 0 0
Cη∗ 0 0 0
Dη∗ 0 0 0
− 2r(B,C,D), (2.6)
m1 = r(D) + r(B) + r(C)− r
(
D B 0
D 0 C
)
, (2.7)
m2 = r
(
D B 0
D 0 C
)
− r(B, C)− r(D), m3 = r
(
D B 0
D 0 C
)
− r(B, D)− r(C), (2.8)
m4 = r(B, C) + r(C, D) + r(B, D)− r(B, C, D)− r
(
D B 0
D 0 C
)
, (2.9)
m5 = r(B, C, D)− r(C, D), m6 = r
(
D B 0
D 0 C
)
− r(C, D)− r(B), (2.10)
m7 = r(B, C, D)− r(B, D), m8 = r(B, C, D)− r(B, C), (2.11)
5Proof. It follows from Lemma 2.1 that there exist four matrices P1 ∈ GLm(H), WB ∈ GLp1(H),
WC ∈ GLp2(H), and WD ∈ GLp3(H) such that
P1(B,C,D)
WB 0 00 WC 0
0 0 WD
 =

I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 I 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0
I 0 0 0 0 0
0 0 0 0 0 0

m1
m2
m3
m4
m5
m4
m6
m7
m8
m− r(B,C,D)
.
Let
P1AP
η∗
1 = P1A
η∗P
η∗
1 ,

A
(1)
11 · · · A
(1)
1,10
...
. . .
...
A
(1)η∗
1,10 · · · A
(1)
10,10
 ,
where the symbol , means “equals by definition”. Now we pay attention to the η-Hermitian
matrix A
(1)
10,10. By Lemma 2.2, we can find a unitary matrix P2 such that
P2A
(1)
10,10P
η∗
2 =
(
0 0
0 Σ
)
,
where Σ is a diagonal and nonsingular matrix, and r(Σ) = r(A
(1)
10,10). Then we have
(
Ir(B,C,D) 0
0 P2
)
A
(1)
11 · · · A
(1)
1,10
...
. . .
...
A
(1)∗
1,10 · · · A
(1)
10,10

(
Ir(B,C,D) 0
0 P2
)η∗
,

A
(2)
11 · · · A
(2)
19 A
(2)
1,10 A
(2)
1,11
...
. . .
...
...
...
A
(2)η∗
19 · · · A
(2)
99 A
(2)
9,10 A
(2)
9,11
A
(2)η∗
1,10 · · · A
(2)η∗
9,10 0 0
A
(2)η∗
1,11 · · · A
(2)η∗
9,11 0 Σ

,
(
Ir(B,C,D) 0
0 P2
)
P1(B,C,D)
WB 0 00 WC 0
0 0 WD
 =
6
I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 I 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
I 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 I 0
0 0 0 0 0 0
0 0 0 I 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 I 0 0 0 0
0 0 I 0 0 0
0 0 0 0 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

m1
m2
m3
m4
m5
m4
m6
m7
m8
m− r(B,C,D)− r(Σ)
r(Σ)
.
Let
P3 =
Irbcd

0 −A
(2)
1,11
...
...
0 −A
(2)
9,11

0 Im−rbcd
 .
Then we obtain
P3

A
(2)
11 · · · A
(2)
19 A
(2)
1,10 A
(2)
1,11
...
. . .
...
...
...
A
(2)η∗
19 · · · A
(2)
99 A
(2)
9,10 A
(2)
9,11
A
(2)η∗
1,10 · · · A
(2)η∗
9,10 0 0
A
(2)η∗
1,11 · · · A
(2)η∗
9,11 0 Σ

P
η∗
3 ,

A11 · · · A19 A1,10 0
...
. . .
...
...
...
A
η∗
19 · · · A99 A9,10 0
A
η∗
1,10 · · · A
η∗
9,10 0 0
0 · · · 0 0 Σ
 .
Let
P , P3
(
Ir(B,C,D) 0
0 P2
)
P1, T1 =WC , T2 =WD, T3 =WE.
Hence, the matrices P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈ GLp2(H), and T3 ∈ GLp3(H) satisfy
the equation (2.3). Now we want to give the dimensions of r(Σ),m1, . . . ,m8. It is easy to verify
that
r(Σ) = r

A B C D
Bη∗ 0 0 0
Cη∗ 0 0 0
Dη∗ 0 0 0
− 2r(B,C,D).
7It follows from SA, SB, SC , and SD in (2.4)-(2.5) that
1 1 1 1 1 0 0 0
1 1 0 1 0 1 1 0
1 0 1 1 0 1 0 1
1 1 1 2 1 1 1 0
1 1 1 2 1 1 0 1
1 1 1 2 0 1 1 1
1 1 1 2 1 1 1 1
1 0 1 1 0 1 0 1


m1
m2
m3
m4
m5
m6
m7
m8

=

r(B)
r(C)
r(D)
r(B,C)
r(B,D)
r(C,D)
r(B,C,D)
r
(
D B 0
D 0 C
)
− r(B)− r(C)

.
Solving for mi, (i = 1, . . . , 8) gives (2.7)-(2.11). 
Let D vanish in Theorem 2.3, then we obtain the simultaneous decomposition of a matrix
triplet with the same row numbers
(A, B, C),
where A is an η-Hermitian matrix.
Corollary 2.4. Let A = Aη∗ ∈ Hm×m, B ∈ Hm×p1 , and C ∈ Hm×p2 be given. Then there exist
P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈ GLp2(H), such that
PAP η∗ = SA, PBT1 = SB , PCT2 = SC ,
where
(SA, SB, SC) =

n1
n2
n3
n4
A111 A
1
12 A
1
13 A
1
14 0
(A112)
η∗ A122 A
1
23 A
1
24 0
(A113)
η∗ (A123)
η∗ A133 A
1
34 0
(A114)
η∗ (A124)
η∗ (A134)
η∗ 0 0
0 0 0 0 Σ1
I 0 0
0 I 0
0 0 0
0 0 0
0 0 0
I 0 0
0 0 0
0 I 0
0 0 0
0 0 0
,
where
n1 = r(B) + r(C)− r(B, C), n2 = r(B, C)− r(C), n3 = r(B, C)− r(B),
n4 = r
 A B CBη∗ 0 0
Cη∗ 0 0
− 2r(B, C).
3. Solvability conditions and general η-Hermitian solution to (1.3)
In this section, we give some solvability conditions for the real quaternion matrix equation
(1.3) to possess an η-Hermitian solution and to present an expression of this η-Hermitian solution
when the solvability conditions are met. A numerical example is also given to illustrate the main
result.
8Theorem 3.1. Let A = Aη∗ ∈ Hm×m, B ∈ Hm×p1 , C ∈ Hm×p2 , and D ∈ Hm×p3 be given. Then
the real quaternion matrix equation (1.3) has an η-Hermitian solution (X,Y,Z) if and only if
the ranks satisfy:
r(A,B,C,D) = r(B,C,D), r
(
A B C
Dη∗ 0 0
)
= r(B,C) + r(D), (3.1)
r
(
A B D
Cη∗ 0 0
)
= r(B,D) + r(C), r
(
A C D
Bη∗ 0 0
)
= r(C,D) + r(B), (3.2)
r

0 Dη∗ Dη∗ 0 0
D −A 0 0 B
D 0 A C 0
0 Cη∗ 0 0 0
0 0 Bη∗ 0 0
 = 2r
(
D B 0
D 0 C
)
. (3.3)
In this case, the general η-Hermitian solution to (1.3) can be expressed as
X = T1X̂T
η∗
1 , Y = T2Ŷ T
η∗
2 , Z = T3ẐT
η∗
3 ,
where
X̂ = X̂η∗ =

m1 m2 m3 m4 m5 p1 − r(B)
X11 X12 X13 X14 A15 X16
X
η∗
12 X22 A23 A24 A25 X26
X
η∗
13 A
η∗
23 X33 A34 −A36 A35 X36
X
η∗
14 A
η∗
24 (A34 −A36)
η∗ A44 −A46 A45 X46
A
η∗
15 A
η∗
25 A
η∗
35 A
η∗
45 A55 X56
X
η∗
16 X
η∗
26 X
η∗
36 X
η∗
46 X
η∗
56 X66

, (3.4)
Ŷ = Ŷ η∗ =

m4 m6 m7 m1 m2 p2 − r(C)
A66 −A46 A67 −A47 A68 A
η∗
16 −A
η∗
14 +X
η∗
14 A
η∗
26 Y16
(A67 −A47)
η∗ Y22 A78 Y24 A
η∗
27 Y26
A
η∗
68 A
η∗
78 A88 A
η∗
18 A
η∗
28 Y36
A16 −A14 +X14 Y
η∗
24 A18 Y44 A12 −X12 Y46
A26 A27 A28 (A12 −X12)
η∗ A22 −X22 Y56
Y
η∗
16 Y
η∗
26 Y
η∗
36 Y
η∗
46 Y
η∗
56 Y66

,
(3.5)
9Ẑ = Ẑη∗ =

m8 m4 m6 m3 m1 p3 − r(D)
A99 A
η∗
69 A
η∗
79 A
η∗
39 A
η∗
19 Z16
A69 A46 A47 A
η∗
36 (A14 −X14)
η∗ Z26
A79 A
η∗
47 A77 − Y22 A
η∗
37 A
η∗
17 − Y24 Z36
A39 A36 A37 A33 −X33 (A13 −X13)
η∗ Z46
A19 A14 −X14 A17 − Y
η∗
24 A13 −X13 Z55 Z56
Z
η∗
16 Z
η∗
26 Z
η∗
36 Z
η∗
46 Z
η∗
56 Z66

, (3.6)
in which X11,X22,X33,X66, Y22, Y44, Y66, Z55, and Z66 are arbitrary η-Hermitian matrices over H
with appropriate sizes, the remaining Xij , Yij , Zij are arbitrary matrices over H with appropriate
sizes.
Proof. Observe that the dimensions of the coefficient matrices A,B,C, and D in the real quater-
nion matrix equation (1.3) have the same number of rows. Hence, the coefficient matrices
A,B,C,D can be arranged in the following matrix array(
A B C D
)
.
It follows from Theorem 2.3 that there exist P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈ GLp2(H), T3 ∈
GLp3(H), such that
PAP η∗ = SA, PBT1 = SB, PCT2 = SC , PDT3 = SD,
where SA, SB , SC , and SD are given in (2.4) and (2.5). Hence the matrix equation (1.3) is
equivalent to the matrix equation
P−1SB(T1XT
η∗
1 )S
η∗
B P
−η∗ + P−1SC(T2Y T
η∗
2 )S
η∗
C P
−η∗ + P−1SD(T3ZT
η∗
3 )S
η∗
D P
−η∗ = P−1SAP
−η∗,
i.e.,
SB(T1XT
η∗
1 )S
η∗
B + SC(T2Y T
η∗
2 )S
η∗
C + SD(T3ZT
η∗
3 )S
η∗
D = SA. (3.7)
Let the matrices
X̂ = T−11 XT
−η∗
1 =

X11 · · · X16
...
. . .
...
X
η∗
16 · · · X66
 = X̂η∗, (3.8)
Ŷ = T−12 Y T
−η∗
2 =

Y11 · · · Y16
...
. . .
...
Y
η∗
16 · · · Y66
 = Ŷ η∗, (3.9)
Ẑ = T−13 ZT
−η∗
3 =

Z11 · · · Z16
...
. . .
...
Z61 · · · Z66
 = Ẑη∗, (3.10)
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be partitioned in accordance with (3.7). Substituting X̂, Ŷ , and Ẑ of (3.8)-(3.10) into (3.7)
yields
X11+Y44+Z55 X12+Y45 X13+Z
η∗
45
X14+Z
η∗
25
X15 Y
η∗
14
+Zη∗
25
Y
η∗
24
+Zη∗
35
Y
η∗
34
Z
η∗
15
0 0
X
η∗
12
+Y η∗
45
X22+Y55 X23 X24 X25 Y
η∗
15
Y
η∗
25
Y
η∗
35
0 0 0
X
η∗
13
+Z45 X
η∗
23
X33+Z44 X34+Z
η∗
24
X35 Z
η∗
24
Z
η∗
34
0 Zη∗
14
0 0
X
η∗
14
+Z25 X
η∗
24
X
η∗
34
+Z24 X44+Z22 X45 Z22 Z23 0 Z
η∗
12
0 0
X
η∗
15
X
η∗
25
X
η∗
35
X
η∗
45
X55 0 0 0 0 0 0
Y14+Z25 Y15 Z24 Z22 0 Y11+Z22 Y12+Z23 Y13 Z
η∗
12
0 0
Y24+Z35 Y25 Z34 Z
η∗
23
0 Y η∗
12
+Zη∗
23
Y22+Z33 Y23 Z
η∗
13
0 0
Y34 Y35 0 0 0 Y
η∗
13
Y
η∗
23
Y33 0 0 0
Z15 0 Z14 Z12 0 Z12 Z13 0 Z11 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

=

A11 · · · A19 A1,10 0
...
. . .
...
...
...
A
η∗
19 · · · A99 A9,10 0
A
η∗
1,10 · · · A
η∗
9,10 0 0
0 · · · 0 0 Σ
 . (3.11)
If the equation (1.3) has an η-Hermitian solution (X,Y,Z), then by (3.11), we obtain that
Σ = 0, A49 = A69, A46 = A
η∗
46 ,
(
A
η∗
1,10, · · · , A
η∗
9,10
)
= 0, (3.12)
A29 = 0, A38 = 0, A48 = 0, A56 = 0, A57 = 0, A58 = 0, A59 = 0, A89 = 0. (3.13)
and
X11 + Y44 + Z55 = A11, X12 + Y45 = A12, X13 + Z54 = A13, X14 + Z52 = A14, X15 = A15,
Y41 + Z52 = A16, Y42 + Z53 = A17, Y43 = A18, Z51 = A19,X21 + Y54 = A21, X22 + Y55 = A22,
X23 = A23, X24 = A24, X25 = A25, Y51 = A26, Y52 = A27, Y53 = A28, X31 + Z45 = A31,
X32 = A32, X33 + Z44 = A33, X34 + Z42 = A34, X35 = A35, Z42 = A36, Z43 = A37, Z41 = A39,
X41 + Z25 = A41, X42 = A42, X43 + Z24 = A43, X44 + Z22 = A44, X45 = A45, Z22 = A46,
Z23 = A47, Z21 = A49, X51 = A51, X52 = A52, X53 = A53, X54 = A54, X55 = A55
Y14 + Z25 = A61, Y15 = A62, Z24 = A63, Z22 = A64, Y11 + Z22 = A66, Y12 + Z23 = A67,
Y13 = A68, Z21 = A69, Y24 + Z35 = A71, Y25 = A72, Z34 = A73, Z32 = A74, Y21 + Z32 = A76,
Y22 + Z33 = A77, Y23 = A78, Z31 = A79, Y34 = A81, Y35 = A82, Y31 = A86, Y32 = A87,
Y33 = A88, Z15 = A91, Z14 = A93, Z12 = A94, Z12 = A96, Z13 = A97, Z11 = A99.
Hence, the general η-Hermitian solution (X,Y,Z) can be expressed as (3.4)-(3.6) by (3.11).
Conversely, assume that the equalities in (3.12) and (3.13) hold, then by (3.8)-(3.11), it can
be verified that the matrices have the forms of (3.4)-(3.6) is an η-Hermitian solution of (3.7),
i.e., (1.3).
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We now show that (3.1)-(3.3) ⇐⇒ (3.12) and (3.13). From SA, SB , SC , and SD in Theorem
2.3, we can infer that
r(A, B, C, D) = r(B, C, D)⇐⇒
(
A
η∗
1,10, · · · , A
η∗
9,10
)
= 0, Σ = 0,
r
(
A B C
Dη∗ 0 0
)
= r(B,C) + r(D)⇐⇒ A29 = 0, A89 = 0, A49 = A69, Σ = 0,
r
(
A B D
Cη∗ 0 0
)
= r(B,D) + r(C)⇐⇒ A38 = 0, A48 = 0, A58 = 0, A89 = 0, Σ = 0,
r
(
A C D
Bη∗ 0 0
)
= r(C,D) + r(B)⇐⇒ A56 = 0, A57 = 0, A58 = 0, A59 = 0, Σ = 0,
r

0 Dη∗ Dη∗ 0 0
D −A 0 0 B
D 0 A C 0
0 Cη∗ 0 0 0
0 0 Bη∗ 0 0
 = 2r
(
D B 0
D 0 C
)
⇐⇒ A46 = A
η∗
46, Σ = 0.

Now we give an example to illustrate Theorem 3.1.
Example 1. Given the real quaternion matrices:
B =
(
i+ j+ k 1 1 + i+ j− k
−1− j+ k i −1 + i+ j+ k
)
, C =
(
1 2i+ j −1 + k
i+ k 1 + i+ j− k 0
)
,
D =
(
j+ 2k i+ k j
−2j+ k −1− j k
)
, A = Aj∗ =
(
−1 + 5i− 20k −25− 2i− 17j− 5k
−25− 2i+ 17j− 5k −9− 18i− 14k
)
.
Now we consider the j-Hermitian solution to the real quaternion matrix equation (1.3). Check
that
r(A,B,C,D) = r(B,C,D) = 2,
r
(
A B C
Dη∗ 0 0
)
= r(B,C) + r(D) = 3,
r
(
A B D
Cη∗ 0 0
)
= r(B,D) + r(C) = 3,
r
(
A C D
Bη∗ 0 0
)
= r(C,D) + r(B) = 3,
12
r

0 Dη∗ Dη∗ 0 0
D −A 0 0 B
D 0 A C 0
0 Cη∗ 0 0 0
0 0 Bη∗ 0 0
 = 2r
(
D B 0
D 0 C
)
= 6.
All the rank equalities in (3.1)-(3.3) hold. Hence, the real quaternion matrix equation (1.3) has
a j-Hermitian solution (X,Y,Z). Note that
X = Xj∗ =
 1 i+ k 0i+ k 1 + i 1− k
0 1− k 0
 , Y = Y j∗ =
 0 1 + i k1 + i i 2k
k 2k 1
 ,
Z = Zj∗ =
 i i− k ki− k i 1
k 1 1

satisfy the real quaternion matrix equation (1.3).
4. The solution to (1.4) with Y being η-Hermitian
In this section, we consider the real quaternion matrix equation (1.4). We derive necessary
and sufficient conditions for (1.4) in terms of ranks of the coefficient matrices. We also give the
general solution to this real quaternion matrix equation. A numerical example is also given to
illustrate the main result.
Theorem 4.1. Let A = Aη∗ ∈ Hm×m, B ∈ Hm×p1 , C ∈ Hp2×m, and D ∈ Hm×p3 be given. Then
the real quaternion matrix equation (1.4) has a solution (X,Y ), where Y is η-Hermitian, if and
only if the ranks satisfy:
r(A,B,Cη∗,D) = r(B,Cη∗,D), (4.1)
r
(
A B Cη∗
Dη∗ 0 0
)
= r(B,Cη∗) + r(D), (4.2)
r
(
A B D
Bη∗ 0 0
)
= r(B,D) + r(B), (4.3)
r
(
A Cη∗ D
C 0 0
)
= r(Cη∗,D) + r(C), (4.4)
r

A 0 B 0 D
0 −A 0 Cη∗ D
Bη∗ 0 0 0 0
0 C 0 0 0
Dη∗ Dη∗ 0 0 0
 = 2r
(
B 0 D
0 Cη∗ D
)
. (4.5)
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In this case, the general solution to (1.4) can be expressed as
X = T1X̂T
η∗
2 , Y = T3Ŷ T
η∗
3 ,
where
X̂ =

X11 X12 A18 X14 A12 −X
η∗
24 X16
A26 A27 A28 X24
1
2A22 + Z X26
A36 −A34 X32 A38 X34 A
η∗
23 X36
A46 −A44 A47 −A67 A48 A
η∗
14 −A
η∗
16 +X
η∗
11 A
η∗
24 X46
A56 A57 A58 A
η∗
15 A
η∗
25 X56
X61 X62 X63 X64 X65 X66

(4.6)
Ŷ =

A99 A
η∗
49 A
η∗
79 A
η∗
39 A
η∗
19 Y16
A49 A44 A67 A
η∗
34 A
η∗
14 −X44 Y26
A79 A
η∗
67 A77 A
η∗
37 −X
η∗
32 A
η∗
17 −X
η∗
12 Y36
A39 A34 A37 −X32 A33 A
η∗
13 −X34 Y46
A19 A14 −X
η∗
44 A17 −X12 A13 −X
η∗
34 A11 −X14 −X
η∗
14 Y56
Y
η∗
16 Y
η∗
26 Y
η∗
36 Y
η∗
46 Y
η∗
56 Y66

(4.7)
in which Y66 and Z are arbitrary η-Hermitian matrices and skew-η-Hermitian matrices over H
with appropriate sizes, the remaining Xij and Yij are arbitrary matrices over H with appropriate
sizes.
Proof. Note that the dimensions of the coefficient matrices A,B,Cη∗, and D in real quaternion
matrix equation (1.4) have the same number of rows. Hence, the coefficient matrices A,B,C,D
can be arranged in the following matrix array(
A B Cη∗ D
)
.
It follows from Theorem 2.3 that there exist P ∈ GLm(H), T1 ∈ GLp1(H), T2 ∈ GLp2(H), T3 ∈
GLp3(H), such that
PAP η∗ = SA, PBT1 = SB , PC
η∗T2 = SC , PDT3 = SD,
where SA, SB, SC , and SD are given in (2.4) and (2.5). Hence the real quaternion matrix equation
(1.4) is equivalent to the real quaternion matrix equation
P−1SB(T
−1
1 XT
−η∗
2 )S
η∗
C P
−η∗ + P−1SC(T
−1
2 X
η∗T
−η∗
1 )S
η∗
B P
−η∗ + P−1SD(T3Y T
η∗
3 )S
η∗
D P
−η∗
= P−1SAP
−η∗,
i.e.,
SB(T
−1
1 XT
−η∗
2 )S
η∗
C + SC(T
−1
2 X
η∗T
−η∗
1 )S
η∗
B + SD(T3Y T
η∗
3 )S
η∗
D = SA. (4.8)
Let the matrices
X̂ = T−11 XT
−η∗
2 =

X11 · · · X16
...
. . .
...
X
η∗
16 · · · X66
 , (4.9)
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Ŷ = T−13 Y T
−η∗
3 =

Y11 · · · Y16
...
. . .
...
Y
η∗
16 · · · Y66
 = Ŷ η∗, (4.10)
be partitioned in accordance with (4.8). Substituting X̂ and Ŷ of (4.9) and (4.10) into (4.8)
yields 
X14+X
η∗
14
+Y55 X15+X
η∗
24
X
η∗
34
+Y η∗
45
X
η∗
44
+Y η∗
25
X
η∗
54
X11+Y
η∗
25
X12+Y
η∗
35
X13 Y
η∗
15
0 0
X24+X
η∗
15
X25+X
η∗
25
X
η∗
35
X
η∗
45
X
η∗
55
X21 X22 X23 0 0 0
X34+Y45 X35 Y44 Y
η∗
24
0 X31+Y
η∗
24
X32+Y
η∗
34
X33 Y
η∗
14
0 0
X44+Y25 X45 Y24 Y22 0 X41+Y22 X42+Y23 X43 Y
η∗
12
0 0
X54 X55 0 0 0 X51 X52 X53 0 0 0
X
η∗
11
+Y25 X
η∗
21
X
η∗
31
+Y24 X
η∗
41
+Y22 X
η∗
51
Y22 Y23 0 Y
η∗
12
0 0
X
η∗
12
+Y35 X
η∗
22
X
η∗
32
+Y34 X
η∗
42
+Y η∗
23
X
η∗
52
Y
η∗
23
Y33 0 Y
η∗
13
0 0
X
η∗
13
X
η∗
23
X
η∗
33
X
η∗
43
X
η∗
53
0 0 0 0 0 0
Y15 0 Y14 Y12 0 Y12 Y13 0 Y11 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0

=

A11 · · · A19 A1,10 0
...
. . .
...
...
...
A
η∗
19 · · · A99 A9,10 0
A
η∗
1,10 · · · A
η∗
9,10 0 0
0 · · · 0 0 Σ
 . (4.11)
If the equation (1.4) has a solution (X,Y ), then by (4.11), we obtain that
Σ = 0,
(
A
η∗
1,10, · · · , A
η∗
9,10
)
= 0, A44 = A66, A49 = A69, (4.12)
A29 = 0, A59 = 0, A89 = 0, A68 = 0, A78 = 0, A88 = 0, A35 = 0, A45 = 0, A55 = 0. (4.13)
and
X14 +X
η∗
14 + Y55 = A11,X15 +X
η∗
24 = A12,X
η∗
34 + Y
η∗
45 = A13,X
η∗
44 + Y
η∗
25 = A14,X
η∗
54 = A15,
X11 + Y
η∗
25 = A16,X12 + Y
η∗
35 = A17,X13 = A18, Y
η∗
15 = A19,X25 +X
η∗
25 = A22,X
η∗
35 = A23,
X
η∗
45 = A24,X
η∗
55 = A25,X21 = A26,X22 = A27,X23 = A28, Y44 = A33, Y
η∗
24 = A34,
X31 + Y
η∗
24 = A36,X32 + Y
η∗
34 = A37,X33 = A38, Y
η∗
14 = A39, Y22 = A44,X41 + Y22 = A46,
X42 + Y23 = A47,X43 = A48, Y
η∗
12 = A49,X51 = A56,X52 = A57,X53 = A58,
Y22 = A66, Y23 = A67, Y
η∗
12 = A69, Y33 = A77, Y
η∗
13 = A79, Y11 = A99.
Hence, the general solution (X,Y ) can be expressed as (4.6) and (4.7) by (4.11).
Conversely, assume that the equalities in (4.12) and (4.13) hold, then by (4.9)-(4.11), it can
be verified that the matrices have the forms of (4.6) and (4.7) is a solution of (4.11), i.e., (1.4).
We now want to prove that (4.1)-(4.5) ⇐⇒ (4.12) and (4.13). From SA, SB , SC , and SD in
Theorem 2.3, we can infer that
r(A,B,Cη∗,D) = r(B,Cη∗,D)⇐⇒
(
A
η∗
1,10, · · · , A
η∗
9,10
)
= 0, Σ = 0,
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r
(
A B Cη∗
Dη∗ 0 0
)
= r(B,Cη∗) + r(D)⇐⇒ A29 = 0, A89 = 0, A49 = A69, Σ = 0,
r
(
A B D
Bη∗ 0 0
)
= r(B,D) + r(B)⇐⇒ A68 = 0, A78 = 0, A88 = 0, A89 = 0, Σ = 0,
r
(
A Cη∗ D
C 0 0
)
= r(Cη∗,D) + r(C)⇐⇒ A35 = 0, A45 = 0, A55 = 0, A59 = 0, Σ = 0,
r

A 0 B 0 D
0 −A 0 Cη∗ D
Bη∗ 0 0 0 0
0 C 0 0 0
Dη∗ Dη∗ 0 0 0
 = 2r
(
B 0 D
0 Cη∗ D
)
⇐⇒ A44 = A66 = 0, Σ = 0.

Next we give an example to illustrate Theorem 4.1
Example 2. Given the real quaternion matrices:
B =
(
1 + j i+ k 1 + 2i+ j −1− k
i− j −1− k −2 + i− j −i+ k
)
, C =

i+ j −2 + k
1 + 2j 2i+ 2k
−i+ j+ k 2− j+ k
j k
 ,
D =
(
i+ j 1 + 3i 1 + k
−1 + k −3 + i i− j
)
, A = Ai∗ =
(
−16− 6j+ 34k 9 + 17i− 31j− 3k
9− 17i− 31j− 3k −30 + 12j − 16k
)
.
Now we consider the i-Hermitian solution to the real quaternion matrix equation (1.4). Check
that
r(A,B,Cη∗,D) = r(B,Cη∗,D) = 2,
r
(
A B Cη∗
Dη∗ 0 0
)
= r(B,Cη∗) + r(D) = 3,
r
(
A B D
Bη∗ 0 0
)
= r(B,D) + r(B) = 4,
r
(
A Cη∗ D
C 0 0
)
= r(Cη∗,D) + r(C) = 4,
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r

A 0 B 0 D
0 −A 0 Cη∗ D
Bη∗ 0 0 0 0
0 C 0 0 0
Dη∗ Dη∗ 0 0 0
 = 2r
(
B 0 D
0 Cη∗ D
)
= 8.
All the rank equalities in (4.1)-(4.5) hold. Hence, the real quaternion matrix equation (1.4) has
a solution (X,Y ), where Y is i-Hermitian. Note that
X =

2 + i+ k 1 + i+ j 1 i+ k
−1 + k −i+ k j 1
1 + i+ j+ k 1 1 + j 1 + i+ k
i+ j+ 2k 1− i+ k 1 + 2j 2 + i+ k

and
Y = Y i∗ =
1 + j 1 + i j1− i k i
j −i j

satisfy the real quaternion matrix equation (1.4).
5. Conclusion
We have derived a simultaneous decomposition of four real quaternion matrices with the
same row number (A,B,C,D), where A = Aη∗ ∈ Hm×m, B ∈ Hm×p1 , C ∈ Hm×p2 ,D ∈ Hm×p3 .
As applications of this simultaneous decomposition, we have presented necessary and sufficient
conditions for the existence and the general η-Hermitian solution to the real quaternion matrix
equation (1.3). We have also given necessary and sufficient conditions for the existence and the
general solution to the real quaternion matrix equation (1.4). Some numerical examples are
presented to illustrate the results.
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