The kinematic wave approach is often used in hydrological models to describe channel and overland flow. The kinematic wave is suitable for situations where the local and convective acceleration, as well as the pressure term in the dynamic wave model is negligible with respect to the friction and body forces. This is the case when describing runoff processes in the upper parts of catchments, where slopes are generally of the order of 10
Notably, the modified MC method can now adequately capture non-linear effects of the dynamic wave such as the hysteresis loop of the stage-discharge curve.
In watershed hydrology, the use of complex physicalbased routing is often replaced by much simpler analogies, which still provide accurate flow descriptions in situations where second-order effects are negligible. This choice is mainly motivated by the comparatively modest input data requirement by the latter and the option not to use detailed channel geometries, which are required in the complete dynamic wave model, but which in practice are frequently coarsely described or not available (e.g. in ungauged basins). Examples include several simplifications of the dynamic wave model, which yields a hyperbolic differential equation (Henderson  Owing to the rapid progress in space-borne data acquisition, recent research is oriented towards the development of process-based hydrological models, in which the physical principles governing the flow are explicitly included.
The underlying formulations start from the point-scale conservation equations for mass and momentum and integrate these up to spatial scales, which are meaningful for hydrological applications. The spatial domain over which the pointscale equations are integrated differs between approaches.
It can either consist of elements of a square lattice by a landscape discretization into a pixel grid, or of more general shapes, such as generic control volumes defined on the basis of a topographically driven subdivision. The 
where Q(x, t) is the discharge and A(x, t) is the cross-sectional area at location x and time t. The terms q lat (x, t) and q gw (x, t) defined per unit channel length are, respectively, the lateral inflow and a recharge/loss term representing the interaction between the channel and the groundwater system. The latter term is positive in the case of groundwater discharge into the reach or negative in the case of groundwater recharge from the channel.
Direct input through precipitation and evaporation across the top surface are omitted. The momentum conservation equation for the infinitesimal slab reads:
In the kinematic wave model, the inertial term (first term on the left-hand side (l.h.s.)), the convective acceleration term (second term on the l.h.s.) and the pressure term (@y=@x ≈ 0) are neglected, while the slope of the energy line S f is derived from Manning's formula. Consequently, Equation (2) reduces to a steady-state flow equation:
where n is the Manning coefficient and R h is the hydraulic radius. Integration of Equation (1) over a channel segment of length Δx yields a time-dependent expression:
The inflow Q in is provided by the outflow of the up-stream reaches meeting at the segment's inflow section. Under the kinematic wave model assumption, the outflow Q out is provided by Equation (3). By recalling that the hydraulic radius is defined as R h ¼ A=P w , where P w is the wetted perimeter, and for q lat and q gw constant over Δx, we obtain the nonlinear reservoir equation for a channel segment of length Δx:
whereby Q in , P w , q lat and q gw can still vary in time. Next, we proceed to deriving an analytical solution of Equation (5) for different values of Q in þ (q lat þ q gw ) Δx corresponding to net recharge or discharge situations of the channel segment. In particular the term q gw can switch sign depending on leakage from the channel towards the groundwater or vice versa.
ANALYTICAL SOLUTION
In the quest for an analytical solution for Equation (5), we rewrite the expression by assuming that the
remains constant over a typical integration interval Δt:
Generically, an analytical solution for Equation (6) is not available. Analytical solutions for Equation (6) are only known in a limited number of cases, as
(available online at http://www.iwaponline.com/nh/045/157. pdf). In the case of kinematic flood routing, where γ ¼ 5=3
and A ≠ 0, we propose a Taylor-series approximation of V γ described later. In principle, a least-squares polynomial could also be used in finding an analytical solution; however, this approach bears the potential for numerical drawbacks, and therefore we refrain from pursuing it further.
Taylor-series approximation
In searching for an analytical solution, the second righthand side (r.h.s.) term in Equation (6) is expanded as a second-order Taylor polynomial around the centre point of the volume between time t and t þ Δt, denoted by V Δt
with
, and the first-and second-order derivatives are defined as follows:
After insertion and rearrangements, one can state the l.h.s. in Equation (6) as:
The Taylor-series polynomial coefficients are defined as: Through the Taylor-series expansion, V γ in Equation (6) has effectively been substituted by a second-order polynomial. At this stage, we can perform an integration for cases with A ≠ 0, obtaining respective solutions in closed form as shown next. Two cases need to be distinguished depending on the channel inflow and outflow terms, influencing the sign and magnitude of A and C:
After we neglect the error term O(ΔV 3 ), an approximated integral solution can be found analytically by variable separation and integration of Equation (9):
for which a primitive is available in closed form. The second-order polynomial at the denominator can be factorized:
where p 1 and p 2 are real roots of the second-order polynomial:
Substitution into Equation (11) and integration finally yield the following primitive:
which can be re-arranged and evaluated between [t, Δt] and [V t , V tþΔt ] as follows:
After setting:
the analytical solution for V tþΔt becomes:
Case 2 : A ≠ 0,B 2 À4Ĉ < 0
For negative values ofB 2 À4Ĉ, a different integration approach needs to be adopted. First, we complete the quadratic in the denominator in Equation (11) in such a way that we can reduce it to an integrable expression. Adding and subtracting 1 4B 2 yields:
After substitution into Equation (11) and by integrating the l.h.s. between V t and V t þ Δt and the r.h.s. between t and t þ Δt, one obtains:
The integral on the r.h.s. can be performed analytically leading to Δt; equally, the integral on the l.h.s can be performed
, which leads to:
The indefinite integral of du=(u 2 þD) is a known form:
which allows evaluation of Equation (21) as:
The resulting analytical solution is finally:
which is defined for values of the term between square brack-
In this way, the analytical solution is fully generalized for all possible values ofB 2 À4Ĉ
and A ≠ 0.
CHANNEL GEOMETRY
Solution of Equation (5) 
The at-a-station wetted perimeter P w can be derived by integration over depth: 
NUMERICAL ANALYSIS Properties of the approximated solution
At this stage, it is important to perform a numerical analysis of the approximated analytical solution to verify if it is accurate, consistent, stable, convergent and conservative. We note that the analysis below is an error assessment of the integral formulation of the initial-value problem:
whereby the differential and the integral formulation are mutually linked via the fundamental theorem of calculus.
Accuracy and consistency
An approximate solution of a differential equation is said to be consistent, if the local truncation error between the approximation and the exact solution vanishes as the stepsize decreases towards zero. The local truncation error at time t is expressed as the difference between the volume V t given by the approximated solution of Equation (18) and the exact oneṼ t :
By exploiting the algebraic properties of the Landau notation O( ), which quantifies the higher order terms of the approximation, Equation (11) is restated as:
By invoking the analytical expression for V tþΔt in Equation (18), the local truncation error is stated as follows:
In other words, the local truncation error grows asymptotically no faster than ΔV 4 . By recognizing that ΔV scales like Δt and choosing progressively smaller timesteps, the error between the exact solution and the approximated analytical solution tends towards zero with the fourth power of the stepsize. As such, the approximated solution is, by definition, consistent.
The approximated solution is also said to be third-order accurate, one order below the local truncation error. The same can be shown to also hold for the solution in the form of Equation (24).
Stability
The approximate analytical solution given by Equation (18) remains defined and does not asymptotically blow up, if the denominator is different from zero, thus if e t ≠ 1. This condition requires foremost that (i) p 1 ≠ p 2 and that (ii)Â ≠ 0.
Conditions (i) and (ii) are always met due to the non-zero discriminant of the quadratic polynomial and the very definition ofÂ. For the case in which Δt ! 0, it can easily be shown that V tþΔt ! V t , thus the solution continues to remain stable. By analogy, the stability of the solution (24) can be proven for all values in which it is defined.
Convergence
A numerical solution is said to be convergent, if the global truncation error E n at step n tends towards zero for a decreas- 
where L and K are constants. It follows that the global error is bounded and tends towards zero as Δt ! 0 and the approximated solution converges to the exact solution. A similar proof can be obtained for the solution in the form of Equation (24).
Conservation
As a corollary of the previous analysis, it follows that the method is conservative. The mass outflow from a channel reach is given by Equation (9). It is obvious that for Δt ! 0, the Taylor-series approximation of the volume derivative tends towards the exact analytical expression (6), thus ensuring conservation.
APPLICATION Study area and hydrology
To test the analytical solution, we applied it to flood propa- a larger number of stream segments can be used, whereby each link is subdivided into a number of stream segments with a Strahler order lower than a set cut-off order value.
By lowering the cut-off value, the amount of segments increases. Here, it is possible to work with a network including 501 segments (cut-off order 3), 951 segments (cut-off order 2) and 1,903 segments (cut-off order 1).
We carried out different trials with all four resolution levels and concluded to use 501 reach elements, which proved to be a sound compromise between spatial resolution and computational effort. The bed slopes were extracted from the DEM, whereby in the lower end, bed slopes of the order of 10 À5 or less were encountered.
For numerical reasons, a minimum value of 2:5 × 10 Table 1 summarizes the values assumed for the hydraulic geometry.
SIMULATIONS
We performed flow simulations for the 1 January 1996 to 31
December 2001 period by using hourly forcing to generate lateral inflow time series via the hydrological model. Exactly the same inflows are used for all channel routing simulations. We note that these lateral inflows are generated using uncertain meteorological forcing on the REW model. No data assimilation or input correction has been applied to address the uncertainty in the forcing. The simulated flow is therefore an uncertain and suboptimal estimate of the hourly observed flow. The main purpose of this exercise, however, is to compare the routing methods.
No river-groundwater interaction is assumed to ensure that the amount of water routed through the network is the same for all simulations. The analytical solution (18) is compared against the solution of Equation (6) 
RESULTS AND DISCUSSION
The results are presented against those obtained with dynamic wave model SOBEK, which we consider as the reference case (SV0) because it involves the numerical solution of the complete SV equation set with the actual surveyed cross-section profiles. All other simulations are compared against the SV0 benchmark case. Table 2 summarizes the characteristics of each simulation run. We note that in the SV0 simulation, all relevant hydraulic structures, such as bridges and weirs, have been modelled.
SOBEK performs regular mass balance checks. In case the mass balance error in a computation cell exceeds the order 1 × 10 À7 , the code approximates the solution iteratively until the desired error tolerance is reached. Leopold & Maddock (1953) scaling coefficients and exponents (Snell & Sivapalan 1995) At-a-station depth scaling exponent 0. and (c) the adequacy of the hydraulic geometry relationships to describe the hydrodynamic properties of the channel.
RK solution
Next, we compare the analytical solution of the kinematic wave with the results obtained by resolving Equation (6) with a fifth-order variable-stepsize RK scheme and examine the sensitivity of method. Three cases were simulated. In the • We have demonstrated that the analytical solution obtained by means of a second-order Taylor-series approximation of the original equation is third-order accurate, consistent, stable and conservative.
• The utilization of an analytical solution of the kinematic wave equation has a significant advantage in terms of computational economics with respect to the numerical solution of (i) the ODE with a numerical integrator such as the RK method and (ii) the finite-difference solution of the dynamic wave model.
• It has been shown that the kinematic wave equation in the form of a non-linear reservoir equation can be applied by using empirical relationships to represent the channel geometry. The approach has therefore significant potential to be used for channel routing in ungauged basins, where detailed information on cross-sectional profiles, as required by the dynamic wave model, is unavailable.
• A solution for situations, such as aquifer recharge in which water is lost through the channel bed, has been found that can be used for a whole range of recharge situations potentially encountered in practice.
• The method has been applied to channel routing on River Mosel, and compared against the dynamic wave model • On bed slopes that have an order of magnitude equal or larger to 10 À3 , where peak attenuations are minimal, the kinematic wave model provides an accurate approximation of flood propagation and the solution of the dynamic wave model collapses onto the kinematic wave model.
