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DECOMPOSITIONS OF DYNAMICAL SYSTEMS INDUCED BY THE
KOOPMAN OPERATOR
KARI KÜSTER
Abstract. For a topological dynamical system we characterize the decom-
position of the state space induced by the fixed space of the corresponding
Koopman operator. For this purpose, we introduce a hierarchy of generalized
orbits and obtain the finest decomposition of the state space into absolutely
Lyapunov stable sets. Analogously to the measure-preserving case, this yields
that the system is topologically ergodic if and only if the fixed space of its
Koopman operator is one-dimensional.
1. Introduction
It is a common strategy to decompose a dynamical system into smaller parts
and investigate these instead of the whole system. There exists a variety of
such decompositions, e.g., by Conley (see [3] or [12]), the decomposition of
the chain-recurrent set into chain components (see, e.g., [15]) or orbit-closure
decompositions in [10] to name a few.
In this paper we study a new decomposition of a topological dynamical system
(K; ϕ), consisting of a compact Hausdorff space K and a continuous map
ϕ : K → K .
To do so, we consider the corresponding Koopman operator
Tϕ f := f ◦ ϕ
on the C∗-algebra C(K) of all continuous complex-valued functions on K and its
fixed space
fixTϕ :=
{
f ∈ C(K) : Tϕ f = f
}
.
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This fixed space yields a decomposition of K into disjoint ϕ-invariant and closed
sets (see Section 2). To characterize this dynamically, we introduce a transfinite
hierarchy of generalized ϕ-orbits. Moreover, we show that fixTϕ induces the
finest decomposition of K into absolutely Lyapunov stable subsets (see Theorem
5.6).
As a consequence, we obtain that this decomposition is trivial, i.e., the fixed space
of Tϕ has dimension 1, if and only if the system (K; ϕ) is topologically ergodic
meaning that there exists x ∈ K with generalized orbit S(x) = K . This is by
analogy with a measure-preserving dynamical system (Ω, Σ, µ; ϕ) being ergodic
(i.e., indecomposable) if and only if the fixed space
fixTϕ :=
{
f ∈ L1(Ω, Σ, µ) : Tϕ f = f
}
of the corresponding Koopman operator on L1(Ω, Σ, µ) is one-dimensional. A
variety of examples demonstrate the complexity of the topological situation. I
thankNikolai Edeko for providing some of them and RolandDerndinger for many
helpful discussions.
2. The decomposition of K corresponding to fixTϕ
Since the fixed space fixTϕ is a Tϕ-invariant C∗-subalgebra of C(K), the Gelfand-
Naimark theorem shows that it is isomorphic to a space C(L) for some compact
Hausdorff space L, called the fixed factor ormaximal trivial factor of K (see [7]).
The embedding C(L) ֒→ C(K) yields a surjection p : K ։ L, called factor map
(see, e.g., [8, Chapter 2.2]). This induces a disjoint splitting
K =
Û⋃
l∈L
p−1({l})
into closed ϕ-invariant sets, hence an equivalence relation ∼ on K with equiva-
lence classes p−1({l}), l ∈ L. Our problem is the following.
Problem 2.1. Describe this equivalence relation by dynamical and topological
properties of (K; ϕ).
For this purpose we introduce some technical terms.
Definition 2.2. (a) A nonempty set M ⊆ K is called a level set of fixTϕ if
f |M is constant for all f ∈ fixTϕ.
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(b) A level set M is called maximal if for any other level set M′ ⊆ K with
M ⊆ M′ already M′ = M .
Remark 2.3. (a) Maximal level sets exist by Zorn’s lemma and are closed.
(b) A set M ⊆ K is a maximal level set of fixTϕ if and only if M = p−1({l})
for some l ∈ L.
Proposition 2.4. Let (K; ϕ) be a topological dynamical system and identify fixTϕ
with C(L). Let ∼ be any equivalence relation on K with canonical projection
π : K → K/∼ satisfying
(i) ϕ(x) ∼ x and
(ii) π−1([x]) is a level set of fixTϕ
for all x ∈ K . Then the following are equivalent.
(a) For each x ∈ K the preimage π−1([x]) is a maximal level set of fixTϕ.
(b) With respect to the quotient topology K/∼ is Hausdorff.
(c) K/∼  L.
Proof. (a) ⇒ (c): By assumption we have π−1([x]) = p−1({l}) for some l ∈ L,
where p : K → L is the factor map. Hence π([x]) = π([y]) if and only if
p(x) = p(y) for x, y ∈ K . By the universal property of the quotient topology
there are unique continuous maps h : K/∼ → L and g : L → K/∼ such that
h ◦ π = p and g ◦ p = π. Then g = h−1 since
g ◦ h(π(x)) = g(p(x)) = π(x)
and
h ◦ g(p(x)) = h(π(x)) = p(x)
for all x ∈ K . Hence h is a homeomorphism between K/∼ and L.
(c)⇒ (b): Since K/∼ is homeomorphic to the space L it is Hausdorff.
(b) ⇒ (a): It suffices to show that p−1(p(x)) ⊆ π−1([x]) for all x ∈ K , because
p−1(p(x)) are the maximal level sets of fixTϕ. Assume there are some y, z ∈ K
such that y ∈ p−1(p(z))\π−1([z]). Since K/∼ is Hausdorff, [y] and [z] are closed.
By Urysohn’s lemma, there is some f˜ ∈ C(K/∼) such that f˜ ([y]) , f˜ ([z]). Then
f := f˜ ◦ π ∈ fixTϕ, since f is continuous and x ∼ ϕ(x) implies
f (x) = f˜ ([x]) = f˜ ([ϕ(x)]) = Tϕ f (x)
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for all x ∈ K . By the universal property of the quotient topology there is some
f̂ ∈ C(L) such that f = f̂ ◦ p. Since y ∈ p−1(p(z)), we obtain
f (y) = f̂ (p(y)) = f̂ (p(z)) = f (z)
which contradicts f˜ ([y]) , f˜ ([z]). 
Remark 2.5. For a topological dynamical system (K; ϕ), the trivial equivalence
relations
(a) x ∼ y only for x = y and
(b) x ∼ y for all x, y ∈ K
show that neither ϕ(x) ∼ x for x ∈ K implies that π−1([x]) is a level set nor the
converse implication.
3. Equivalence relations induced by generalized orbits
Our goal is to dynamically describe fixTϕ for a topological dynamical system
(K; ϕ) (cf. Problem 2.1). To do so, we use Lemma 2.4 and search for an
equivalence relation ∼ on K such that K/∼ is Hausdorff, ϕ(x) ∼ x and π−1([x])
are level sets for all x ∈ K .
A first observation is the following. If we take the closed orbit
orb(x) := {ϕn(x) : n ∈ N0}
for x ∈ K , then f |orb(x) is constant for all f ∈ fixTϕ. Thus, every closed orbit is
a level set of fixTϕ. If K admits a decomposition into mutually disjoint closed
orbits, this clearly induces an equivalence relation ∼ with ϕ(x) ∼ x for all x ∈ K .
But the corresponding quotient space may not be Hausdorff as the following
example shows.
Example 3.1. Let K := D be the closed unit disk in C and
ϕ(x) := re2πi(α+r)
for x := re2πiα ∈ K with r ∈ [0, 1], α ∈ [0, 1). Denote by T the unit circle in C.
Then the closed orbits
orb(x) =
{{
re2πi(α+nr) : n = 1, ..., q − 1
}
for r rational, r = p
q
with p and q coprime,
rT for r irrational
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form a non-trivial decomposition of K . However, the fixed space of Tϕ is
fixTϕ = { f ∈ C(K) : f |cT ≡ const . for all c ∈ [0, 1]} ,
so the maximal level sets are the circles cT for c ∈ [0, 1]. This shows that even
mutually disjoint closed orbits may induce a quotient space that is not Hausdorff.
Our strategy to obtain the Hausdorff quotient space corresponding to fixTϕ is
based on the following characterization.
Remark 3.2. A topological space X is Hausdorff if and only if each point is the
intersection of its closed neighborhoods, i. e. for all x ∈ X we have
{x} =
⋂
U∈U(x) closed
U
whereU(x) denotes the neighborhood filter of x.
Moreover, we need the following definition.
Definition 3.3. Let (Kx)x∈K be a covering of K satisfying x ∈ Kx for all x ∈ K .
Define an equivalence relation ∼ on K via x ∼ y for x, y ∈ K if there is some
k ∈ N, x1, ..., xk ∈ K such that x1 = x and xk = y and
Kxi ∩ Kxi+1 , ∅ for i = 1, ..., k − 1.
We call ∼ the equivalence relation generated by (Kx)x∈K .
Remark 3.4. For the equivalence relation ∼ generated by (Kx)x∈K and its canon-
ical projection π : K → K/∼, we have π−1([x]) =
⋃
y∈K,y∼x Ky .
We nowoutline our strategy. Starting from a quotient spaceK/∼0 we successively
construct the Hausdorff property by the following steps. We first build the
intersection of closed neighborhoods of each equivalence class (cf. Remark
3.2). The preimages under the canonical projection of these intersections yield
a covering of K . We obtain a new quotient space K/∼1 taking the equivalence
relation generated by this covering. We then repeat the steps above with the new
eqivalence relation and so forth. We show that by repeating sufficiently often we
arrive at a Hausdorff space.
Remark 3.5. For a similar approach to obtain a Hausdorffization, we refer to
[17], [11] or [13].
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3.1. Approximating orbits and superorbits. We apply this strategy to our
situation in order to reach the assumptions (i) and (ii) of Proposition 2.4 to
characterize the fixed factor of Tϕ.
Definition 3.6. (a) We define the approximating orbit of x for each x ∈ K as
A(x) :=
⋂
U∈U(x) closed,
ϕ(U)⊆U
U .
(b) Let ∼ be the equivalence relation on K generated by (A(x))x∈K . The
superorbit of x is
S(x) := π−1([x]) =
⋃
y∈K,
y∼x
A(y) .
Proposition 3.7. For each x ∈ K we have that
(a) ϕ(x) ∼ x and
(b) the superorbit S(x) is a level set of fixTϕ.
Proof. The proof of (a) is clear. For (b), it suffices to show that A(x) is a
level set of fixTϕ for all x ∈ K . For x ∈ K , f ∈ fixTϕ and ε > 0 define the
closed neighborhood U := {y ∈ K : | f (y) − f (x)| ≤ ε} of x which is ϕ-invariant
because f is a fixed function of Tϕ. This implies A(x) ⊆ U by the definition of
the approximating orbit. If z ∈ A(x), then z ∈ U, hence | f (z) − f (x)| ≤ ε for
each ε > 0 showing f (z) = f (x). 
We now give examples for approximating orbits, respectively, superorbits and
analyze the corresponding quotient space.
Example 3.8. Take K := [0, 1] and ϕ(x) := x2 for x ∈ K . Then
A(x) =
{
orb(x) for x ∈ [0, 1),
[0, 1] for x = 1.
Hence
A(1) = K
inducing the trivial decomposition of K . The corresponding quotient space is
a singleton and therefore Hausdorff, hence corresponds to the fixed factor L by
Proposition 2.4. This is in accordance with dimfixTϕ = 1.
DECOMPOSITIONS OF DYNAMICAL SYSTEMS VIA THE KOOPMAN OPERATOR 7
Example 3.9. Take the compact space
K := {(c, 0) : c ∈ [0, 1]} Û∪
{(
k
n
, 1
n
)
: n ∈ N, k = 0, ..., n − 1
}
⊆ R2
and consider on K the continuous dynamics
ϕ(x) :=

x if x = (c, 0) for some c ∈ [0, 1],(
k+1
n
, 1
n
)
if x =
(
k
n
, 1
n
)
for some n ∈ N and k ∈ {0, ..., n − 2},(
n−1
n
, 0
)
if x =
(
n−1
n
, 1
n
)
for some n ∈ N.
0
1
1
(a) The approximating orbits are
A(x) =

{(a, 0) : a ∈ [c, 1]} if x = (c, 0) for some c ∈ [0, 1],
orb(x) =
{(
k+m
n
, 1
n
)
: m = 0, ..., n − k − 1
}
∪
{
n−1
n
, 0
}
if x =
(
k
n
, 1
n
)
for some n ∈ N
and k ∈ {0, ..., n − 1}.
(b) If x =
(
k
n
, 1
n
)
∈ K for some n ∈ N and k ∈ {0, ..., n − 2}, we have
A(x) ∩ A
(
n−1
n
, 0
)
=
(
n−1
n
, 0
)
, ∅.
This implies
A
(
n−1
n
, 0
)
∩ A(x1, 0) =
{
(c, 0) : c ∈ [n−1
n
, 1]} ∩ {(c, 0) : c ∈ [x1, 1]
}
, ∅
for all x1 ∈ [0, 1]. Hence x ∼ y for all y ∈ K yielding
S(x) = K .
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Therefore, the quotient space induced by the superorbits is a singleton and hence
a Hausdorff space, thus corresponds to the one-dimensional fixed space of Tϕ.
While the above superorbits were sufficient to characterize the fixed space of Tϕ,
the next example reveals that this is not always the case.
Example 3.10. Let K := [0,∞] be the one-point compactification of [0,∞) and
ϕ : K → K, x 7→
{
(x − n)2 + n for x ∈ [n, n + 1), n ∈ N0,
∞ for x = ∞
(see Figure 1).
Figure 1. (K; ϕ)
Then the approximating orbits are
A(x) =

{0} for x = 0,
[n − 1, n] for x = n ∈ N,
orb(x) =
{
(x − n)2k − n : k ∈ N0
}
∪ {n} for x ∈ (n, n + 1), n ∈ N0,
{∞} for x = ∞.
This yields the superorbits
S(x) =
{
[0,∞) for 0 ≤ x < ∞,
{∞} for x = ∞.
However, since dimfixTϕ = 1, the maximal level set of fixTϕ is [0,∞]. Hence
the quotient space induced by the superorbits is not Hausdorff.
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3.2. Superorbits of finite degree. To obtain a Hausdorff quotient space, we iter-
ate the process of building intersections of certain neighborhoods (approximating
orbits) and then defining an equivalence relation yielding superorbits.
Definition 3.11. Let n ∈ N0 and x ∈ K .
Base case:
For n = 0, define the approximating orbit of x of degree 0 as
A0(x) := A(x)
and the superorbit of x of degree 0 as
S0(x) := S(x)
as in Definition 3.6.
Successor case:
(i) Let n ≥ 1. The approximating orbit of x of degree n is
An(x) :=
⋂
U∈U(x) open,
Sn−1(U)⊆U
U
Sn−1
with Sn−1(U) :=
⋃
y∈U Sn−1(y) for U ⊆ K and
U
Sn−1
:=
⋂
F∈U(x) closed,
U⊆F,
Sn−1(F)⊆F
F,
called the Sn−1-closure of U.
(ii) Let ∼n be the equivalence relation generated by (An(x))x∈K with
canonical projection πn : K → K/∼n. The superorbit of x of degree
n is
Sn(x) := π
−1
n ([x]) =
⋃
y∈K,
y∼n x
An(y).
As before, we check the assumptions (i) and (ii) in Proposition 2.4.
Proposition 3.12. For each n ∈ N0 and x ∈ K we have that
(a) ϕ(x) ∼n x and
(b) the superorbit Sn(x) of degree n is a level set of fixTϕ.
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Proof. (a) It suffices to show that Sn(x) is ϕ-invariant for all n ∈ N0 and x ∈
K . For n = 0, see Proposition 3.7. IfSn(x) is ϕ-invariant for all x ∈ K and
n ∈ N0, then also Sn+1(x) is ϕ-invariant by Sn(y) ⊆ An+1(y) ⊆ Sn+1(x)
for x, y ∈ K with y ∈ Sn+1(x).
(b) For n = 0 see Proposition 3.7. For n ∈ N0 and x ∈ K assume thatSn(x) is
a level set of Tϕ. We show that the assertion holds true for n+1. As in the
base case, consider U := {y ∈ K : | f (y) − f (x)| ≤ ε} = f −1(Bε( f (x)))
for some f ∈ fixTϕ and ε > 0. To prove An+1(x) ⊆ U, we construct
some open V ∈ U(x) with Sn(V) ⊆ V such that V
Sn
⊆ U.
Define
V := f −1(Bε( f (x))).
Then V ∈ U(x), V is open and V ⊆ U. By the induction hypothesis
we have for x′ ∈ K with x ∼n x′ that f (x) = f (x′). Hence by the uni-
versal property of the quotient topology there is some unique continuous
function f̂ : K/∼n → C such that f = f̂ ◦ πn, i.e., the following diagram
commutes.
K
f
//
πn

C
K/∼n
f̂
<<
③
③
③
③
③
③
③
③
This implies V = π−1n
(
f̂ −1 (Bε ( f (x)))
)
, hence
(1) Sn(V) = π
−1
n (πn(V )) = V .
This yieldsAn+1(x) ⊆ V
Sn
.
We now show that V
Sn
⊆ U. For f ∈ fixTϕ and C ⊆ C, we have
Sn( f
−1(C)) = f −1(C) by the universal property of the quotient topology
as above. Moreover, if Bε( f (x)) ⊆ C then V ⊆ f −1(C) by definition.
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By this,
U = f −1(Bε( f (x))) =
⋂
C⊆C closed,
Bε( f (x))⊆C
f −1(C)
⊇
⋂
C⊆C,
f −1(C) closed,
f −1(Bε( f (x)))⊆ f
−1(C)
f −1(C) ⊇
⋂
F⊆K closed,
Sn(F)⊆F,
V⊆F
F
= V
Sn
.
Hence An+1(x) ⊆ V
Sn
⊆ U. This implies that for z ∈ An+1(x), also
z ∈ U. Hence | f (z) − f (x)| ≤ ε by definition of U. Since ε is arbitrary,
this implies f (z) = f (x).

We now give a concrete example for these new orbits and analyze the correspond-
ing quotient space.
Example 3.13. (a) Let K := [0,∞] be the one-point compactification of
[0,∞) and ϕ1 : K → K with ϕ1 := ϕ as in Example 3.10. As seen before,
dimfixTϕ1 = 1 and
S0(x) =
{
[0,∞) for 0 ≤ x < ∞,
{∞} for x = ∞.
Since [0,∞) is the only S0-invariant open subset of K , we have for all
x ∈ K
A1(x) = S1(x) = K .
Next we define an isomorphic system (K˜ ; ϕ˜1) by K˜ := [0, 1] and
ϕ˜1 : K˜ → K˜, ϕ˜1 := h ◦ ϕ1 ◦ h
−1
for a homeomorphism h : K → K˜ with h(0) = 0 and h(∞) = 1 (see
Figure 2). For this “compressed” system we still have dimfixTϕ˜1 = 1.
(b) Analogously,we construct a system (K; ϕ2)onK = [0,∞]withS2(x) = K
and S1(x) ( K for all x ∈ K via
ϕ2 : K → K, x 7→
{
ϕ˜1(x − m) + m for x ∈ [m,m + 1), m ∈ N0,
∞ for x = ∞.
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Figure 2. (K˜ ; ϕ˜1)
We iterate this procedure of compressing systems and lining up copies of
these on K = [0,∞] (cf. Figure 3). By this procedure we obtain systems
(K; ϕn) with Sn−1(x) ( K and Sn(x) = K for some n ∈ N and all x ∈ K .
Hence the quotient space K/∼n is a singleton, thus homeomorphic to the
fixed factor L by Proposition 2.4.
This construction leads to an example in which even superorbits of arbitrary
degree n ∈ N are not sufficient to characterize the fixed space.
Example 3.14. Let K := [0,∞] and define
ϕ(x) := ϕ˜k(x)
for x ∈ [k − 1, k), k ∈ N, with ϕ˜k as in Example 3.13.
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Figure 3. Construction of systems with Sn(x) = K for x ∈ K , n ∈ N
Figure 4. (K; ϕ)
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Then for n ∈ N0 the superorbit of degree n is
Sn(x) =
{
[0, n + 1) for x ∈ [0, n + 1),
{∞} for x = ∞
and
Sn(x) ⊆ [n + 1,∞) for x ∈ [n + 1,∞).
Hence Sn(x) , K for all x ∈ K and n ∈ N0 which implies that the correspond-
ing quotient space K/∼n contains more than one element. Thus, it does not
correspond to the fixed factor L, which is a singleton since dimfixTϕ = 1.
3.3. Superorbits of non-finite degree. Because superorbits of arbitrary finite
degree do not, in general, yield a Hausdorff quotient space, we introduce super-
orbits of non-finite degree using the theory of ordinal numbers. We propose the
following definition, where ω denotes the first non-finite ordinal number (see,
e.g., [6, p. 42, Definition 6.1]).
Definition 3.15. For any x ∈ K the approximating orbit of x of degree ω is
Aω(x) :=
⋃
n∈N
Sn(x),
and the superorbit of x of degree ω is
Sω(x) := π
−1
ω ([x]) =
⋃
y∈K,
y∼ω x
Aω(y),
where ∼ω is the equivalence relation generated by (Aω(x))x∈K with canonical
projection πω : K → K/∼ω.
By Proposition 3.12, the assumptions (i) and (ii) of Proposition 2.4 are satisfied
for this equivalence relation.
Proposition 3.16. For each x ∈ K we have that
(a) ϕ(x) ∼ω x and
(b) the superorbit Sω(x) of degree ω is a level set of fixTϕ.
Even superorbits of degree ω do not, in general, yield a Hausdorff quotient space
as the following example shows.
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Example 3.17. Let again K := [0,∞] be the one-point compactification of
[0,∞) and K˜ := [0, 1]. Consider the system (K; ϕ) as in Example 3.14 and the
isomorphic system
ϕ˜ : K˜ → K˜, ϕ˜ := h ◦ ϕ ◦ h−1
for a homeomorphism h : K → K˜ with h(0) = 0 and h(∞) = 1. Analogously to
Example 3.13, we construct a system (K;ψ) via
ψ : K → K, x 7→
{
ϕ˜(x − n) + n for x ∈ [n, n + 1), n ∈ N0,
∞ for x = ∞,
by putting copies of the compressed system in a row. Then the fixed factor L is a
singleton, while Sω(x) , K for all x ∈ K , thus the corresponding quotient space
K/∼ω contains more that one point.
4. Characterization of the fixed space via transfinite superorbits
To achieve our goal, we need superorbits for arbitrary ordinal numbers. We define
the base case, successor case and limit case analogously to Definitions 3.11 and
3.15. The class of ordinal numbers is denoted by Ord.
Definition 4.1. Let x ∈ K .
Base case:
(i) The approximating orbit of x of degree 0 is
A0(x) :=
⋂
U∈U(x) closed,
ϕ(U)⊆U
U.
(ii) Let ∼0 be the equivalence relation on K generated by (A0(x))x∈K
with canonical projection π0 : K → K/∼0. The superorbit of x of
degree 0 is
S0(x) := π
−1
0 ([x]) =
⋃
y∈K,
y∼0x
A0(y).
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Successor case:
(i) Let 0 , γ ∈ Ord a successor. Then the approximating orbit of degree
γ is
Aγ(x) :=
⋂
U∈U(x) open,
Sγ−1(U)⊆U
U
Sγ−1
where Sγ−1(U) :=
⋃
y∈U Sγ−1(y) and
(2) U
Sγ−1
:=
⋂
F∈U(x) closed,
U⊆F,
Sγ−1(F)⊆F
F
denotes the Sγ−1-closure of U.
(ii) As before let ∼γ be the equivalence relation on K generated by
(Aγ(x))x∈K and denote the canonical projection by πγ : K → K/∼γ .
Finally, the superorbit of x of degree γ is
Sγ(x) := π
−1
γ ([x]) =
⋃
y∈K,
y∼γ x
Aγ(y).
Limit case:
Let 0 , γ ∈ Ord be a limit ordinal. Then the approximating orbit of x of
degree γ is
Aγ(x) :=
⋃
β<γ
Sβ(x).
The equivalence relation ∼γ on K and the superorbit Sγ(x) of degree γ
are defined as in the successor case.
Before proving that superorbits of arbitrary degree are level sets, we list some
basic properties.
Proposition 4.2. Let γ ∈ Ord and x ∈ K .
(a) For all β ≤ γ we have
Sβ(x) ⊆ Sγ(x)
and
A β(x) ⊆ Aγ(x).
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(b) For S ⊆ K the following are equivalent.
(i) Sγ(S) ⊆ S.
(ii) Sγ(S) = S.
(iii) There is some M ⊆ K such that S =
⋃
y∈M
Sγ(y).
Proof. (a) Let x ∈ K . We first show Sβ(x) ⊆ Sγ(x) for all β ≤ γ using
transfinite induction. For γ = 0 the statement is trivial. For γ ∈ Ord
assume Sβ(x) ⊆ Sγ(x) for all β ≤ γ. We show Sβ(x) ⊆ Sγ+1(x) for all
β ≤ γ + 1. This follows immediately from
Sγ(x) ⊆ Aγ+1(x) ⊆ Sγ+1(x).
Now let γ be a limit and β ≤ γ. Then Sβ(x) ⊆ Sγ(x) by the definition of
Sγ(x).
Similarly, we showA β(x) ⊆ Aγ(x) for all β ≤ γ.
(b) The implications (i) ⇔ (ii) ⇒ (iii) are trivial. (iii) ⇒ (ii): By as-
sumption we have S ⊆
⋃
y∈M
Sγ(y) and thus for all z ∈ S there is some
y ∈ M such that z ∈ Sγ(y). Since ∼γ is an equivalence relation, we
have Sγ(z) = Sγ(y), hence
⋃
y∈S
Sγ(y)︸     ︷︷     ︸
=Sγ(S)
⊆
⋃
y∈M
Sγ(y). The inclusion
⋃
y∈M
Sγ(y) = S ⊆
⋃
y∈S
Sγ(y) = Sγ(S) clearly holds.

We now show that the properties (i) and (ii) in Proposition 2.4 hold for all
superorbits.
Proposition 4.3. For each γ ∈ Ord and x ∈ K we have that
(a) ϕ(x) ∼γ x and
(b) the superorbit Sγ(x) of degree γ is a level set of fixTϕ.
Proof. We use transfinite induction. For the base case γ = 0 see Proposition 3.7.
If γ ∈ Ord is a successor, the proof works analogously to Proposition 3.12. Let
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thus γ ∈ Ord be a limit. Clearly, ϕ(x) ∼γ x for all x ∈ K . Assume that Sβ(x) is a
level set of Tϕ for all x ∈ K , β ≤ γ. Then Sγ(x) is a level set of Tϕ by definition
and Proposition 4.2.(a). 
The next proposition is crucial for the proof of our Main Theorem 4.6. It shows
that an approximating orbit corresponds to the intersection of closed neighbor-
hoods in the quotient space.
Proposition 4.4. If x ∈ K , γ ∈ Ord a successor and πγ : K → K/∼γ the
canonical projection, then
πγ
(
Aγ+1(x)
)
=
⋂
U∼∈U([x]γ)
closed
U∼
and
π−1γ
©­­­«
⋂
U∼∈U([x]γ)
closed
U∼
ª®®®¬ = Aγ+1(x).
Proof. Since πγ is surjective, it suffices to show the following inclusions:
(a) πγ(Aγ+1(x)) ⊆
⋂
U∼∈U([x]γ)
closed
U∼,
(b) π−1γ
©­­«
⋂
U∼∈U([x]γ)
closed
U∼
ª®®¬ ⊆ Aγ+1(x).
By the definition of an approximating orbit and the results obtained in Proposition
4.2 and Lemma 4.2 (b), we deduce
πγ
(
Aγ+1(x)
) 4.2 (b)
= πγ
©­­­­«
⋂
U∈U(x) open,
Sγ(U)=U
U
Sγ
ª®®®®¬
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3.4
=
Sγ(U
Sγ
)=U
Sγ
πγ
©­­­­«
⋂
U∈U(x) open,
Sγ(U)=U
π−1γ
(
πγ(U
Sγ
)
)ª®®®®¬
=
⋂
U∈U(x) open,
π−1
γ
(πγ(U))=U
πγ(U
Sγ
)
⊆
⋂
U∼∈U([x]γ) closed
U∼
which proves (a).
To show (b), let [z]γ ∈
⋂
U∼∈U([x]γ) closed
U∼. Since Sγ(z) = π−1γ ([z]γ), we show
Sγ(z) ⊆ Aγ+1(x). By the definition ofAγ+1(x) it suffices to show Sγ(z) ⊆ U
Sγ
for U ∈ U(x) open with Sγ(U) ⊆ U.
We now move to the quotient space. Define
V∼ := πγ(U
Sγ
) :=
{
πγ(y) : y ∈ U
Sγ
}
.
To show V∼ ∈ U([x]γ), we check the following.
(i) [x]γ ∈ V∼ and
(ii) there is some subset W∼ ⊆ V∼ which is open in K/∼γ and [x]γ ∈ W∼.
We have π−1γ ([x]γ) = Sγ(x) ⊆ U
Sγ
since x ∈ U
Sγ
and Sγ(U
Sγ
) ⊆ U
Sγ
. There-
fore,
{
[x]γ
}
= πγ(π
−1
γ ([x]γ)) ⊆ πγ(U
Sγ
) = V∼, hence [x]γ ∈ V∼ showing (i).
Define
W∼ := πγ(U).
Then U ⊆ U
Sγ
implies W∼ = πγ(U) ⊆ πγ(U
Sγ
) = V∼.
Furthermore, W∼ is open with respect to the quotient topology since π−1γ (W∼) =
π−1γ (πγ(U)) = Sγ(U)
4.2 (b)
= U is open. Clearly, [x]γ ∈ W∼. This shows (ii).
Analogously, we see π−1γ (V∼) = U
Sγ
. Hence V∼ is closed with respect to the
quotient topology.
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Summarizing, we obtain V∼ ∈ U([x]γ) and V∼ closed, hence [z]γ ∈ V∼ by
assumption. This implies Sγ(z) = π−1γ ([z]γ) ⊆ π
−1
γ (V∼) = U
Sγ
which proves
assertion (b).

To obtain a Hausdorff quotient space corresponding to the fixed factor L, the
process of building superorbits must become stationary.
Theorem 4.5. There is some ordinal number γ ∈ Ord such thatSγ(x) = Sγ+1(x)
for all x ∈ K .
Proof. For all β ∈ Ord we have | {Sα(x) : x ∈ K, α ≤ β} | ≤ |P(K)| for the
power set P(K) of K . Moreover, by Proposition 4.2.(a), if Sα(x) = Sα+1(x) for
some α ∈ Ord and some x ∈ K , then Sα(x) = Sα′(x) for all α′ ∈ Ord with
α ≤ α′. This implies for γ ∈ Ord with |γ | = |P(K)| that Sγ(x) = Sγ+1(x) for all
x ∈ K . 
We can now describe the fixed space of Tϕ in terms of (K; ϕ).
Main Theorem 4.6. Let fixTϕ  C(L) for a compact space L. Then L is
homeomorphic to K/∼α for some α ∈ Ord.
Proof. Choose α ∈ Ord such that Sα(x) = Sα+1(x) for all x ∈ K (see Theorem
4.5) and assume, without loss of generality, that α is a successor. By Proposition
2.2 and Theorem 2.4 it remains to show that K/∼α is Hausdorff, i.e.,
{[x]α} =
⋂
U∈U([x]α ) closed
U
for all x ∈ K (see Lemma 3.2). To do so, let [z]α ∈
⋂
U∈U([x]α ) closed
U. An
immediate consequence of Proposition 4.4 is
Sα(z) ⊆ Aα+1(x).
Hence we have
Sα(z) ⊆ Aα+1(x) ⊆ Sα+1(x) = Sα(x).
This impliesSα(z) ⊆ Sα(x) and henceSα(z) = Sα(x) since∼α is an equivalence
relation. Therefore, also [z]α = π(Sα(z)) = π(Sα(x)) = [x]α which shows that
K/∼α is Hausdorff. 
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From this, we obtain a characterization of a one-dimensional fixed space of
Tϕ.
Definition 4.7. We call a topological dynamical system (K; ϕ) topologically
ergodic if there is some x ∈ K and γ ∈ Ord such that
K = Sγ(x).
Remark 4.8. (a) In particular, topological ergodicity is a global property
depending on the dynamical behavior of ϕ on the entire space K .
(b) Compare, e.g., [9, p. 2144], [14, p. 151] or [4, p. 31] for a different
meaning of this notion.
MainTheorem 4.9. The fixed space ofTϕ is one-dimensional if and only if (K; ϕ)
is topologically ergodic.
Remark 4.10. In continuous-time dynamical systems there is a transfinite con-
struction yielding so-called prolongations (cf., e.g., [1], [2, chapters II.4 and VII]
or [16]). These are – if adapted to the discrete-time setting – different from
approximating orbits and superorbits as can be seen from Example 3.9. Here we
have for the first prolongation
D1(x) := A0(x) =
{
{(c, 0) : c ∈ [a, 1]} if x = (a, 0) for some a ∈ [0, 1],
orb(x) elsewhere
and for the second prolongation
D2(x) :=
⋂
U∈U(x)
⋃
n∈N
Dn1 (U) =
⋂
U∈U(x)
D1(U) = D1(x)
for all x ∈ K becauseD1(D1(U)) = D1(U) andD1(U) is closed for allU ∈ U(x).
This implies that all prolongations of higher degree are equal to D1(x) for all
x ∈ K , while dimfixTϕ = 1. Hence the decomposition induced by fixTϕ is not
obtained by the prolongations.
Also chain prolongations (see, e.g., [5]) are in general different from our super-
orbits.
5. Lyapunov stability of higher order
It is an interesting problem to decompose a topological dynamical system (K; ϕ)
into disjoint, ϕ-invariant and “stable” sets. We now suggest a hierarchy of
22 KARI KÜSTER
stability notions which are closely linked to the fixed space fixTϕ of a Koopman
operator.
We first recall the following standard definition.
Definition 5.1. A set M ⊆ K is called Lyapunov stable if it is the intersection of
its ϕ-invariant neighborhoods, i.e.,
M =
⋂
U∈U(M),
ϕ(U)⊆U
U.
Themaximal level sets of fixTϕ are Lyapunov stable and yield a decomposition of
K . However, it may happen that there exist finer decompositions into Lyapunov
stable sets as the following example shows.
Example 5.2. Take
K :=
{(
1
n
, c
)
: n ∈ N, c ∈ [0, 1]
}
∪ {(0, c) : c ∈ [0, 1]}
with the subspace topology of R2 and the dynamics
ϕ(x) =
{(
1
n
, n
(
c − m
n
)2
+
m
n
)
for x =
(
1
n
, c
)
with c ∈ [m
n
, m+1
n
] for some n ∈ N, m ∈ N0,
(0, c) for x = (0, c) with c ∈ [0, 1]
for x ∈ K .
0
1
1
Figure 5. (K; ϕ)
Here, the decomposition of K induced by the fixed space fixTϕ is
K =
Û⋃
n∈N
{(
1
n
, c
)
: c ∈ [0, 1]
}
Û∪ {(0, c) : c ∈ [0, 1]}
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while a finer decomposition into Lyapunov stable sets is given by
K =
Û⋃
n∈N
{(
1
n
, c
)
: c ∈ [0, 1]
}
Û∪
Û⋃
c∈[0,1]
{(0, c)} .
To explain the difference between these decompositions, we use our concept of
superorbits from Chapters 3 and 4 to generalize Lyapunov stability to a hierarchy
of stability notions. This can produce decompositions of K which are coarser
than a decomposition into Lyapunov stable sets but finer than the decomposition
induced by fixTϕ.
Definition 5.3. (a) A set M ⊆ K is called Lyapunov stable of degree α for
some α ∈ Ord if
M =
⋂
U∈U(M) open,
Sα(U)⊆U
U
Sα
.
(b) A set M ⊆ K is called absolutely Lyapunov stable if M is Lyapunov stable
of degree α for all α ∈ Ord.
Remark 5.4. If a set M is Lyapunov stable of degree α, then it is Lyapunov stable
of degree β for all β ≤ α.
Lemma 5.5. Let M ⊆ K and α ∈ Ord.
(a) For M Lyapunov stable and x ∈ M , alsoA0(x) ⊆ M and S0(x) ⊆ M .
(b) For M Lyapunov stable of degree α and x ∈ M , also Aα+1(x) ⊆ M and
Sα+1(x) ⊆ M .
Proof. It suffices to show the assertions for the approximating orbits.
(a) Since K is a Hausdorff space, we have
A0(x) =
⋂
U∈U(x) closed,
ϕ(U)⊆U
U ⊆
⋂
U∈U(M) closed,
ϕ(U)⊆U
U =
⋂
U∈U(M),
ϕ(U)⊆U
U = M .
(b) By definition,
Aα+1(x) =
⋂
U∈U(x) open,
Sα(U)⊆U
U
Sα
⊆
⋂
U∈U(M) open,
Sα(U)⊆U
U
Sα
= M .

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Remark 5.4 and Lemma 5.5 yield the following result.
Theorem 5.6. The finest decomposition into absolutely Lyapunov stable sets is
induced by fixTϕ.
Proof. We first show that the maximal level sets of fixTϕ are absolutely Lyapunov
stable. By Remark 5.4 it suffices to show that a maximal level set M is Lyapunov
stable of degree α where L  K/∼α for the fixed factor L. Let x ∈ K such that
M = π−1([x]) where π : K → K/∼α denotes the canonical projection. We first
show that for all closed V ∈ U([x]) there is some open U ⊆ K with Sα(U) ⊆ U
such that π−1(V) = U
Sα
.
Take U := π−1(V )◦. Clearly, U is open and Sα(U) = U because of Sα(U) =
π−1(π(U)). We show that π−1(V ) = U
Sα
. By continuity of π, we have
π−1(V) ⊆ π−1(V)
Sα
= π−1(V )◦
Sα
= π−1(V◦)
Sα
= U
Sα
.
Conversely,
U
Sα
= π−1(V )
Sα
=
⋂
F closed,
π−1(V )⊆F,
Sα(F)⊆F
F
F:=π−1(V )
⊆ π−1(V).
By this we obtain
⋂
U∈U(M) open,
Sα(U)⊆U
U
Sα
⊆
⋂
V∈U([x]) closed
π−1(V ) = π−1
©­«
⋂
V∈U([x]) closed
V
ª®¬ K/∼α Hausdorff= π−1([x]) = M .
The converse inclusion
M ⊆
⋂
U∈U(M) open,
Sα(U)⊆U
U
Sα
shows that M is Lyapunov stable of degree α.
That there is no finer decomposition into absolutely Lyapunov stable sets follows
from Lemma 5.5. 
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As a final result, we link absolute Lyapunov stability and topological ergodic-
ity.
Theorem 5.7. A topological dynamical system (K; ϕ) is topologically ergodic if
and only if there is no nontrivial decomposition of K into absolutely Lyapunov
stable sets.
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