To facilitate the management of 3D content in applications, some researchers add semantics to the geometric description of 3D models. However, the insurmountable semantic gap between 3D model and semantic description is the biggest obstacle to the matching of them. This paper proposes a novel network framework named Multi-modal Auxiliary Classifier Generative Adversarial Network with autoencoder (MACGAN-AE) for the matching of 3D model and its semantic description. Firstly, the Multi-modal Auxiliary Classifier Generative Adversarial Network is presented to solve the multi-modal classification. It captures the latent correlated representation between multi-modes and bridges the semantic gap of them. Then, the autoencoder is introduced to construct MACGAN-AE to further enhance the correlation between 3D model and its semantic description. The framework is expected to minimize the semantic gap between 3D model and its corresponding semantic description. In addition, to preserve the relationships between data after feature projection, this paper also defines a structure-preserving loss to reduce the intra-class distance and increase the inter-class distance. Experimental results on XMediaNet dataset demonstrate that our method significantly outperforms other methods.
I. INTRODUCTION
With the increasing of computer graphics processing ability and 3D modeling technology, 3D models have been widely used in many fields such as games, virtual reality environment, medical diagnosis and computer aided design. To facilitate the management of 3D content in many applications, researchers have added semantics to the geometric description of 3D models. The semantic description of 3D model is commonly understood as a description of the content by the meaning terms in some domains of knowledge as shown in Fig. 1 . However, the distribution of 3D model and semantic description is inconsistent and heterogeneous. On this problem, the core is how to correlate 3D model and its semantic description.
The associate editor coordinating the review of this manuscript and approving it for publication was Byungcheol Song . In order to correlate data from different modalities, a large number of researchers have done abundant work [36] , [39] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ For example, canonical correlation analysis (CCA) [6] is one of the most representative works. CCA learns a subspace that maximizes the pairwise correlations between two sets of media data. Besides Cross-modal Factor Analysis (CFA) [10] , the extension of CCA minimizes the Frobenius norm between pairwise data. Hashing methods are designed to accelerate retrieval process, and widely adopted in various retrieval applications. Composite hashing with multiple information sources (CHMIS) [11] is proposed to model the multiple information sources and preserve both the similarities in the original spaces and the correlations between multiple information sources. In some later works, the idea of preserving both inter-media and intra-media similarity is a significant principle of cross-media retrieval. For instance, for learning the multi-modal dictionary, Wu et al. [13] apply the hypergraph to model the similarities of intra-media and inter-media. Deep Neural Network (DNN) is used for the cross-media retrieval because of its ability to exploit nonlinear correlation [33] , [34] . Ngiam et al. [14] combine the restricted Boltzmann machine (RBM) with the common space learning, where the inputs of two different media types are projected into a shared-code layer so as to learn the cross-media correlations and preserve the reconstruction information. Feng et al. [15] propose the correspondence autoencoder (Corr-AE) that jointly models the cross-modal correlative reconstructed information. Deep canonical correlation analysis (DCCA) [16] , [17] , [32] attempts to combine the deep network with CCA. In addition to the described research above, it is mainly focused on the mutual retrieval between images and texts [19] , [20] . However, these methods are not completely suitable to the matching of 3D model and its semantic description.
In addition to considering how to bridge the semantic gap between 3D model and semantic description, it is also necessary to realize that the semantic description of 3D model has its particularity. A semantic description of 3D model is commonly understood as a description of the content by the meaning terms in some domain of knowledge [9] , [18] . In fact, a 3D model may has multiple identical semantic descriptions and a semantic description corresponds to multiple 3D models. If only focusing on study in pairs, the relationships of data cannot be preserved [40] , [42] .
In view of above questions, this paper proposes a novel network framework for the matching of 3D model and its semantic description via Multi-modal Auxiliary Classifier Generative Adversarial Network with autoencoder (MACGAN-AE). Firstly, Multi-modal Auxiliary Classifier Generative Adversarial Network (MACGAN) is presented to solve the multi-modal classification. MACGAN bridges the semantic gap between 3D model and its corresponding semantic description with the constraints of zero-sum game and shared weight. The network includes a discriminator and a sharing network. The discriminator predicts data label and the sharing network learns the latent correlated representation to deceive the discriminator.
To further enhance the correlation between 3D model and its semantic description, the autoencoder is introduced to construct MACGAN-AE. In this framework, the autoencoder is designed as a generator which adds a decoder based on the sharing network of MACGAN. The sharing network of the autoencoder is viewed as an encoder and can be encouraged to map the high-level semantics. The decoder handles the low-dimensional representation of consistent semantics and generates reconstructed data to confuse the discriminator that predicts data labels. The framework is trained on the idea of zero-sum game which not only obtains the feature representation, but also captures the semantic description of the 3D model. With the constraints of zero-sum game and shared weight, the framework is expected to minimize the semantic gap more effectively between 3D model and its corresponding semantic description.
For this paper, the main contributions are as follows:
1) Multi-modal Auxiliary Classifier Generative Adversarial Network (MACGAN) is presented to solve the multi-modal classification. The network includes a discriminator and a sharing network. The discriminator is utilized to predict data label and the sharing network learns the latent correlated representation to deceive the discriminator.
2) The autoencoder is introduced to construct MACGAN-AE to further enhance the correlation between 3D model and its semantic description. The autoencoder generates reconstructed data to improve the recognition performance.
3) The structure-preserving loss is utilized to shrink the distance between the same class and increase the distance between the different class.
The remainder of this paper is organized in the following part: In section II, the related knowledge of the Auxiliary Classifier Generative Adversarial Network (ACGAN) is introduced. In Section III, an explicit description of our methods is presented for matching of 3D model and the semantic description. Section IV reports the experimental results analysis and the discussions about these results. Finally, the conclusion of this paper is shown in Section V.
II. PRELIMINARIES

Inspired
by convolutional decoder network, Goodfellow et al. [1] propose Generative Adversarial Networks (GAN). It has a generator G that generates data by learning the distribution of real data and a discriminator D that discriminates whether the input data comes from real data or the generator. The equation is as follows:
where z is the noise that follows gaussian distribution and x is real data. When P g = P data , this equation gives the global optimal solution. Since the idea of GAN appeared, researchers have proposed a variety of GAN-based solutions for various problems [30] , [41] . Mirza and Osindero [3] propose a conditional Generative Adversarial Networks (cGAN), where the inputs include the random noise z, the real data x, and the conditional variable c. The conditional variable c can guide the data generation process. Radford et al. [4] combine CNN [7] with GAN, and set a series of restrictions on the network topology of CNN to train stably. Experimental results validate the ability of learning feature representation in image classification. In order to solve the problem of gradient disappearance in the process of training GAN, Literature [5] proposes Wasserstein GAN (WGAN), where Wasserstein distance (known as earth-mover distance) replaces JS divergence to measure the distance between the real samples and generated samples.
As shown in Fig. 2 , Auxiliary Classifier Generative Adversarial Network (ACGAN) [2] [29], [31] is a modified generative adversarial networks (GANs) for image synthesis. The inputs of generator are random noises and category labels, which generates X fake = G(c, z) to deceive the discriminator. The discriminator distinguishes the source of data and predicts the category labels and gives both a probability distribution over sources P(S|X ) and a probability distribution over the class labels P(C|X ). The objective function has two parts: the log-likelihood of the correct source L S and the log-likelihood of the correct class L C :
The discriminator is trained to maximize L C + L S and the generator is trained to maximize L C − L S [8] .
III. PROPOSED METHOD
Suppose that there are n instances of 3D models-semantic description pairs, denoted as
is the feature vector of semantic description, where d M and d W are data dimensions, n represents the number of 3D model-semantic description pairs and p is the p-th M or W data. The label is identified as y = {y 1 , y 2 , . . . , y z }, where z is the number of classes of data.
. . , c z M } are the center data of semantic description and 3D model, respectively.
A. MULTI-MODAL AUXILIARY CLASSIFIER GENERATIVE ADVERSARIAL NETWORK
This paper presents a network framework of Multi-modal Auxiliary Classifier Generative Adversarial Network (MACGAN) which is based on ACGAN. Generally, ACGAN is used for the synthesis and classification of the single modal. The generator takes as input a random noise vector z and outputs X fake = G(c, z). The discriminator receives as input either training data or a synthesized data from the generator and outputs a probability distribution over sources. Motivated by the idea of ACGAN, MACGAN is presented to solve the multi-modal classification. Unlike ACGAN, the inputs of MACGAN are data from two modalities. In this paper, MACGAN is used to solve the matching 3D model and its corresponding semantic description. MACGAN can bridge the semantic gap between 3D model and its corresponding semantic description with the constraints of zero-sum game and shared weight.
The detailed framework of Multi-modal Auxiliary Classifier Generative Adversarial Network (MACGAN) is given in Fig. 3 and 'fc(•)' is the fully connected layers where '•' represents the number of nodes. In order to correlate 3D models and their descriptions, the sharing network is adopted to generate the common representations. The sharing network is composed of 'g1' and 'g2', which extract high-level semantic features from 3D model and semantic description, denoted as g1(m) and g2(w) respectively. The discriminator is utilized to identify the source of data and output the modal labels and category labels.
1) FRAMEWORK
The sharing network contains 'g1' and 'g2' with parameters λ1 and λ2 respectively. Both 'g1' and 'g2' have 5 fully connected layers, where the first two layers are not weight-shared while identical weight-shared structure is set up in the last three layers based on the idea that both 3D model and the semantic description share the same high-level attributes. This constraint forces the high-level semantics to be mapped in the same way to 'g1' and 'g2' to deceive the discriminators.
For the latent correlated representation of sharing network output, to preserve the relationships between data after feature projection [37] , [38] , this paper defines a structure-preserving loss which is based on the triple loss. The equation of the triple loss is as follows:
where l 2 is the Euclidean distance between two samedimensional vectors. The purpose of triple loss is that x a i is closer to x p i and farther away from x n i by training. Then, η is the minimum margin between 
). As mentioned above, the triple loss can only be used to process paired data. However, in this paper, it is a many-to-many relationship between 3D model and semantic description. Thus, the triple loss is not suitable for matching 3D models and its semantic descriptions.
In structure-preserving loss, the class center c represents a class of data; x p i and x n i are replaced by the class center c + and the nearest non-corresponding class center c − respectively. It forces the intra-class data to be closer to the class center and pushes the nearest non-corresponding class center away, which minimizes the intra-class distance and also maximizes the inter-class distance. Therefore, the loss makes the data structure better preserved in a single modal.
For the semantic description, the loss equation is as follows:
) respectively represent the class center c + W and the nearest non-corresponding class center c − W of the i-th semantic description w i . Here, η is generally the minimum distance between two class centers.
For 3D model, the loss equation is as follows:
))))], 0} (6) The discriminator is similar to the discriminator of ACGAN with parameter γ . It maps an input to an one-hot vector (likes '01' or '10') which is the representative of the modal. The feature projections from 3D model and semantic description are represented by '01' and '10' severally.
As shown in Fig. 3 , the discriminator has two losses: the modal loss L S which keeps modal invariance of the feature representations and the label loss L C which ensures the data still maintain the original class through the multi-layer neural network. The loss L S and L C are defined as follows:
L S and L C respectively represent the cross-entropy loss of modality classification and category classification. Here, d i and y i denote the ground-truth modality label and category label of each instance, and q( * ) is 'fc (20) ' as shown in the Fig. 3 .
2) TRAINING
Based on the idea of zero-sum game, the sharing network and the discriminator are trained. The discriminator is trained to discriminate the low-dimension semantic representations generated by the sharing network. Meanwhile, the parameters of the sharing network are fixed. This process improves the performance of discriminator. The sharing network is trained to generate the low-dimension consistent representations between 3D models and their semantic descriptions, and the parameters of discriminator is fixed at the same time. Then, the training alternates until Nash equilibrium is reached.
3) OPTIMIZATION
The model training is a process to find the optimal parameters λ1 and λ2 of the sharing network and parameter γ of the discriminator.
The training process can be expressed by the following:
( λ1, λ2) = arg min λ1,λ2
Eq. 9 and 10 can be implemented by the optimization algorithm of the stochastic gradient descent, as shown in Algorithm 1. In Eq. 10, α and β are hyper-parameters that control the contributions of the two terms. L S is the objective function of GAN for training the generator, L C is used for training the discriminator to preserve the original category of data, and S W + S M maintains the original relationship of the data during training the whole network framework. If the sharing network is not trained well, the L C is unable to classify data correctly and the value of S W + S M will be too big to tell which class the sharing network samples from. This thus encourages the sharing network to stay away from awful, hard-to-classify semantic features and attract it toward coherent, easy-to-classify semantic features instead. Hyperparameters: α, β, k, η; the batch-size, N ; the category number, z; until our method convergence: 1) update parameters γ with ascending its stochastic gradient: γ ← γ + γ 1 N (−L S − L C ) 2) for k steps do 3) update parameters λ1 and λ2 with descending its stochastic gradient:
THE MATCHING OF 3D MODEL AND SEMANTIC DESCRIPTION VIA ACGAN WITH AUTOENCODER
To further enhance the correlation between 3D model and its semantic description, the autoencoder is introduced to construct MACGAN-AE. The autoencoder generates data which are similar to the input data and explores the attribute representations of the input data to improve the recognition performance in the process of encoding and decoding. Fig. 4 shows the framework of MACGAN-AE. In this framework, the autoencoder is trained with the constraints of zero-sum game and shared weight. Firstly, the autoencoder extracts the high-level consistent semantic features from 3D model and semantic description, denoted as g1(m) and g2(w) respectively, and the features are projected into the common subspace. The 3D models and their semantic descriptions in the same class have consistent semantic features. Then 'decoder1' and 'decoder2' of the autoencoder severally decode those projection data and output the reconstructed data, marked as rem = dc1(m) and rew = dc2(w).
1) FRAMEWORK
Autoencoder actually is a generator that comprises the sharing network and decoder with weight-shared structures. Here, the hyper-parameter of 'g1' and 'decoder1' is λ1, and λ2 is the hyper-parameter of 'g2' and 'decoder2'. The framework utilizes the autoencoder to reconstructe data.
For 3D model and its semantic description, the structurepreserving loss is respectively converted to the following:
The discriminator is different from the discriminator of MACGAN in the number of neurons and network layers, as shown in Fig. 4 . Here,the parameter of the discriminator is still set to γ .
The discrimonitor pridicts the source of reconstructed data. The modal loss and label loss are respectively converted to the following:
2) TRAINING
In the framework of MACGAN-AE, the process of reconstruction is as follows: For 3D model: 'g1-decoder2-g2-decoder1'. To put it simply, 'decoder2' processes the semantic features mapped into 'g1' and gets the reconstructed data rew. And it is taken as the input to 'g2', and projected into the common subspace, denoted as g2(rew). Finally, 'decoder1' reconstruct 3D Object data, denoted as rem.
For semantic description: 'g2-decoder1-g1-decoder2'. 'decoder1' processes the semantic features mapped into 'g2'and gets the reconstructed data rem. And it is taken as the input to 'g1', and projected into the common subspace, denoted as g1(rem). Finally, 'decoder2' reconstructs semantic description data, denoted as rew.
After the process of reconstruction, the 3D model and semantic description that are from the same category can reconstruct each other, which makes the sharing network bridge the semantic gap and achieve the result of matching each other.
C. OPTIMIZATION
The training of model is a process to find the optimal parameters λ1 and λ2 of autoencoder and parameter γ of the discriminator. The training is a zero-sum game process and can be divided into two sub-parts to get the parameters according to Eq. 9 and Eq. 10. The process can be implemented by the optimization algorithm of stochastic gradient descent, as shown in the Algorithm 2.
IV. EXPERIMENTS
We evaluate our proposed methods on XMediaNet dataset [21] - [28] . We compare our approaches with 8 other methods to verify the effectiveness. As Fig. 1 shows, we conduct experiments on two matching tasks: 1) 3Dmodel-to-TXT, and 2) TXT-to-3Dmodel.
A. DATASET AND IMPLEMENTATION DETAILS
XMediaNet dataset has 5,000 semantic descriptions and 500 3D models that are classified into 20 semantic categories. For 3D model, the training/testing set contains 400/100 instances. For the semantic description, the training/testing set contains 4000/1000 instances, 3000dimension BOW feature and 10dimension LDA feature are used for semantic description representation, and 4700dimension LightField feature is adopted for 3D model representation. The corresponding relationship between 3D model and the semantic description is shown in Fig. 1 .
About the parameters of MACGAN and MACGAN-AE, the batch size is set to 20, k is 10 and η is set to 30. In the process of training, we conduct 50 times iterations. The total run time is 8136.75 seconds in the framework of MACGAN and 9235.61 seconds in the framework of MACGAN-AE. Table 2 displays the results when parameters α and β are set to different scale values. For the different parameter settings, we carry out 10 times independent experiments separately and the mean results are reported, which demonstrates the reliability of the experimental results. In this paper, all experiments are implemented in python3.5 and run on the same machine (Intel core i7 CPU and 16GB RAM).
B. EVALUATION METRIC
For the evaluation of the experimental results, we calculate the mean average precision (mAP) which is the evaluation criterion of the multi-label classification problem.
C. COMPARED METHODS
To verify that our methods have good performance, we compare our methods with 8 other methods, such as CCA [6] , CFA [10] , CMCP [21] , DCMIT [17] , HSNN [22] , JGRHML [23] , JRL [24] , S 2 UPG [25] . We briefly describe these methods below:
CCA learns the projection matrices to map the features of different modalities into one common space by maximizing the correlation on them.
CFA minimizes the Frobenius norm and projects the data of different modalities into one common space.
CMCP is a approach to simultaneously deal with positive correlation and negative correlation between media objects of different modal.
DCMIT addresses the problem of matching both models in a joint latent space learnt with deep canonical correlation analysis.
HSNN learns the heterogeneous similarity obtained by computing the probability for two media objects belonging to the same semantic category. 1 N (−L S − L C ) 4) for k steps do 5) update parameters λ1 and λ2 with descending its stochastic gradient:
JGRHML is a joint graph regularized heterogeneous metric learning algorithm, which integrates the structure of different media into a joint graph regularization.
JRL adopts semi-supervised regularization as well as sparse regularization to learn the common space with semantic information.
S 2 UPG employs one joint graph to simultaneously model all the media types which fully exploits the semantic correlations among various media types.
D. EXPERIMENTAL RESULTS AND ANALYSIS
In this subsection, we evaluate the effectiveness of our proposed approaches for the matching of 3D model and semantic description compared with 8 other methods. The experimental results are shown in Table 1 , including the mAP scores of both 3Dmodel-to-TXT and TXT-to-3Dmodel on XMediaNet. We can observe that our proposed MACGAN and MACGAN-AE achieve the best results among all the compared methods. From Table 1 , we can draw the following observations:
For the traditional methods, most of them are still limited in the traditional framework and get poor performance such as CCA, CFA and CMCP. However, the last one achieves better accuracy because of the positive and negative correlation between media objects compared with the first two methods. Besides, JGRHML and HSNN learn the heterogeneous metrics of different media types. JGRHML performs better, bacause it integrates the structure of different media into a joint graph regularization. Things are similar when it comes to JRL, which adopts semi-supervised and sparse regularization to learn the common space with semantic information. S 2 UPG outperforms the other traditional methods, because it models fine-grained correlations utilizing the patches, and then the unified hypergraph jointly models data between 3D model and semantic description to fully exploit the correlations. In the two matching tasks, DCMIT is not as well as CCA, which indicates that not all DNN-based methods can handle the matching of 3D model and semantic description.
Our methods are distinctly superior to the compared methods. The reasons are as follows: 1) MACGCN is a deep neural network to consider the semantic correlation between 3D models and the corresponding descriptions. 2) Adversarial learning and shared weight are applied to train the sharing network to generate the consistent correlated semantics.
3) The structure-preserving loss, modal loss and label loss can maintain the original relationships of data. Table 1 , 3 and 4 also show that regardless of the number of weight-shared layers or the type of semantic description feature, MACGAN-AE is always superior to MACGAN. The reason is that autoencoder further enhances the correlation between 3D model and its semantic description. The improvement of performance clearly shows the advantages of autoencoder. 
E. FURTHER ANALYSIS 1) EVOLUTION OF DATA
During the experiments, we find that our framework is more suitable for high-dimensional data. As shown in Table 3 , the result of high-dimensional semantic description data is better than low-dimensional data in the two matching tasks. We believe that the processing high-dimensional data is essentially a dimension reduction process without the loss of data. With the constraints of adversarial learning and shared weight, the sharing network simulates the two distributions and carries out the semantic correlation, so the framework obtains a good performance. However, processing LDA feature is a meaningless dimension-raising process. LDA feature data is sparsed from 10 to 2000 dimensions and then input into the network. So the features of semantic description can not be obtained, and the sharing network is not able to bridge the semantic gap and simulate the distributions of semantic description data. Table 4 shows that the number of weight-shared layers influences the efficiency of matching 3D models with semantic descriptions. As the number of layers increases, the average mAP tends to rise first and then fall. In detail, as the number of layers goes up from 1 to 3, the average mAP increases gradually. When there is only one weight-shared layer, the mAP is the lowest. When there are 3 weight-shared layers, the mAP is the highest. The reason is that the deeper the network structure, the better it can simulate data distribution. However, when the number of layers goes up form 3 to 6, the average mAP declines gradually. This is because the data are too little to train the deep network structure completely.
2) EVOLUTION OF THE NUMBER OF FULLY CONNECTED LAYERS IN THE SHARING NETWORK
3) EVOLUTION OF PARAMETER
As shown in Table 2 , the performance of the sharing network is different as the values of α and β vary. In the case of α = 0.01 and β = 10, network has the worst performance, while α = 10 and β = 0.001, mAP is the highest. As the value of α increases and the value of β decreases, we find that the average mAP gives an upward trend. That is to say that the higher the proportion L C − L S of this optimization function α(L C − L S ) + β(S W + S M ), the greater the impact on the sharing network. However, the last four rows of data in Table 2 show that the values of α and β have upper limits on the influence of the optimization function. Especially when α = 1 and β = 0, (S W + S M ) has no effect on the sharing network and the result does not reach the expected value.
V. CONCLUSION
In this paper, we propose a novel framework named MACGAN-AE. Firstly, MACGAN is presented to solve the matching the 3D model and its semantic description. Then, the autoencoder is introduced to construct MACGAN-AE to further enhance the correlation between 3D model and its semantic description. In addition, this paper defines a structure-preserving loss in order to preserve the relationships between data. Experimental results demonstrate that our framework significantly outperforms other methods. In the future work, we will explore some practical questions for MACGAN-AE, including how to extract features of 3D model and its semantic description, how to improve the reconstruction accuracy of MACGAN-AE and how many training samples are necessary for a given level of accuracy.
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