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Abstract
We prove that any compact minimal surface in R3 can be uniformly approximated by
complete minimal surfaces of finite total curvature in R3 is obtained. This Mergelyan’s type
result can be extended to the family of complete minimal surfaces of weak finite total curvature,
that is to say, having finite total curvature on regions of finite conformal type. We deal only
with the orientable case.
1 Introduction
The classical theorems of Mergelyan and Runge deal with the uniform approximation problem
for holomorphic functions on planar regions by rational functions on the complex plane. They
extend to interpolation problems and approximation results of continuous functions on Jordan
curves and meromorphic functions on regions, among other applications. Specially interesting is
the approximation by meromorphic functions with prescribed zeros and poles on compact Riemann
surfaces (algebraic approximation). For instance, see the works by Bishop [3], Scheinberg [16, 17]
and Royden [15] for a good setting.
These results have played an interesting role in the general theory of minimal surfaces, taking
part in very sophisticated arguments for constructing complete (or proper) minimal surfaces that
are far from being algebraic in any sense (see the pioneering works by Jorge-Xavier [7], Nadirashvili
[13] and Morales [12]).
Complete minimal surfaces of finite total curvature (FTC for short) have occupied a relevant
position in the global theory of minimal surfaces since its origin. Progress in this area has depended,
in a essential manner, on their special analytic and geometric properties. Huber [5] proved that ifM
is a Riemann surface with possibly non empty compact boundary ∂(M) which admits a conformal
complete minimal immersion with FTC in R3, then M has finite conformal type accordingly with
the following
Definition 1.1 A Riemann surface M with possibly ∂(M) 6= ∅ is said to be of finite conformal
type if M is conformally equivalent to M c − E, where M c is a compact Riemann surface and
E ⊂M c − ∂(M c) =M c − ∂(M) is a finite set (the topological ends of M).
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In addition, R. Osserman [18] showed that the Weierstrass data of such a immersion extend mero-
morphically to the so-called Osserman compactificationM c of M. It is also worth mentioning that
any finitely punctured compact Riemann surface admits a (non-rigid) conformal complete minimal
immersion of FTC in R3, see Pirola [14].
This paper is devoted to developing a general approximation theory for minimal surfaces in R3.
In this context, complete minimal surfaces of FTC will play the same role as rational functions
in complex analysis. Among other things, we prove that any compact minimal surface can be
uniformly approximated by complete minimal surfaces of FTC (see Theorem II below). This
cousin result of Runge’s and Mergelyan’s theorems establishes a natural connection between the
local and global theories of minimal surfaces, and leads to natural geometrical applications (bridge
constructions, isoperimetric inequalities, immersing problems, and general existence theorems for
minimal surfaces). Moreover, our methods allow control over the conformal structure and flux map
of the approximating surfaces. Further developments can be found, for instance, in [1, 2, 10].
For a thorough exposition of these results, the following notations are required.
A conformal complete minimal immersion X : M → R3 is said to be of weak finite total
curvature (WFTC for short) if X |Ω has FTC for all regions Ω ⊂M of finite conformal type.
If X : M → R3 is a conformal minimal immersion and γ ⊂ M is an oriented closed curve,
the flux of X on γ is given by pX(γ) :=
∫
γ µ(s)ds, where s is an oriented arc length parameter
on γ and µ(s) the corresponding conormal vector of X at γ(s) for all s. Recall that µ(s) is the
unique unit tangent vector of X at γ(s) such that {dX(γ′(s)), µ(s)} is a positive basis. Since X
is a harmonic map, pX(γ) depends only on the homology class of γ and the well defined flux map
pX : H1(M,Z)→ R3 is a group homomorphism.
As usual, a topological surface is said to be open if it is non-compact and has empty topological
boundary. In the sequel, N will denote an arbitrary but fixed open Riemann surface.
Definition 1.2 Let M be a proper subset of N all whose connected components are regions of
N . We denote by M(M) the space of conformal complete minimal immersions X : M → R3 of
WFTC, extending as a conformal minimal immersion to a neighborhood of M in N .
IfM consists of finitely many pairwise disjoint regions of finite conformal type,M(M) is the space
of conformal complete minimal immersions of M in R3 with FTC extending beyond M in N . The
space M(M) will be endowed with the topology of the uniform convergence on (not necessarily
compact) regions of finite conformal type in M.
Our main result is the following theorem (see Theorems 4.1 and 4.2):
Theorem I (Fundamental Approximation Theorem): LetM be a finite collection
of pairwise disjoint regions in N of finite conformal type, and let β be a finite collection
of compact analytical Jordan arcs (possibly some of them closed Jordan curves) in N
meeting each other finitely many times (the casesM = ∅ or β = ∅ are allowed). Assume
that β −M has finitely many connected components, set S = M ∪ β, and assume that
N − S contains no relatively compact connected components.
Then, for any two smooth conformal maps1 X : S → R3, N : S → S2, and group
homomorphism q : H1(N ,Z)→ R3 satisfying:
• X |M ∈M(M) and X |β is an immersion,
• N |M is the Gauss map of X |M and N |β is normal to X |β, and
• q|H1(S,Z) = pX ,
1See Definition 3.2.
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there exists {Yn}n∈N ⊂M(N ) such that {(Yn|S−X,Nn|S−N)}n∈N → (0, 0) uniformly
on S, where Nn is the Gauss map of Yn, and pYn = q for all n.
As a corollary, M(N ) 6= ∅ for any open Riemann surface N , and even more, for any group
homomorphism q : H1(N ,Z) → R3 we can find Y ∈ M(N ) with pY = q. Choosing N of finite
conformal type and q = 0, one obtains Pirola’s theorem [14] as a corollary.
The Fundamental Approximation Theorem can also be used in general connected sum con-
structions for complete minimal surfaces of FTC (see [10]). Other results of this kind can be found
in Kapouleas [8] and Yang [19]. Perhaps, the most basic and useful consequence of Theorem I is
the following corollary, in which all the involved immersions are of FTC:
Theorem II (Basic Approximation Theorem): Assume that N has finite confor-
mal type, and let M ⊂ N be a compact region such that N −M contains no relatively
compact components .
Then, for any X ∈M(M) there exists {Yn}n∈N ⊂M(N ) such that {Yn|M−X}n∈N → 0
uniformly on M and pYn |H1(M,Z) = pX for all n.
The paper is laid out as follows. Section 2 is devoted to some preliminary results on Algebraic
Geometry, and in Section 3 we go over the Weierstrass and spinorial representations of minimal
surfaces. Section 4 contains the main results: the Fundamental Approximation Theorem is proved
in Subsection 4.1 in the particular case when N has finite conformal type and S is isotopic to N ,
whereas its general version and the Basic Approximation Theorem are obtained in Subsection 4.2.
In a forthcoming paper [11] the author will extend this analysis to the non orientable case.
2 Preliminaries on Riemann surfaces
As usual, we call C = C ∪ {∞} the extended complex plane or Riemann sphere.
Let M be a topological surface with possible non-empty topological boundary. As usual, we
write ∂(M) for the one dimensional topological manifold determined by the boundary points of
M, and Int(M) the open surface M − ∂(M). A subset Ω ⊂M is said to be proper if the inclusion
map j : Ω→M is a proper topological map, which simply means that Ω is closed in M. A proper
connected subset Ω ⊂ M is said to be a region if, endowed with the induced topology, it is a
topological surface with possibly non-empty boundary. An open connected subset of Int(M) will
be called a domain of M. Given S ⊂M, we write S◦ and S for the topological interior and closure
of S in M.
Definition 2.1 Given two regions Ω and Ω∗ of M with finitely many boundary components, Ω∗ is
said to be an extension of Ω if Ω is a proper subset of Ω∗, Ω∩ ∂(Ω∗) = ∅ and Ω∗−Ω◦ contains no
compact connected components disjoint from ∂(Ω∗). In particular the induced group homomorphism
j∗ : H1(Ω,R) → H1(Ω∗,R) is injective, where j : Ω → Ω∗ is the inclusion map (up to the natural
identification we consider H1(Ω,R) ⊂ H1(Ω∗,R)).
Likewise, Ω∗ is said to be an annular extension of Ω if Ω∗ is an extension of Ω and Ω∗ − Ω◦
consists of finitely many compact annuli and once punctured closed discs. If in addition Ω∗ − Ω◦
is compact (that is to say, it is a finite collection of compact annuli), then Ω∗ is said to be a
trivial annular extension or closed tubular neighborhood of Ω in M. In this case Ω and Ω∗ are
homeomorphic.
These notions can be extended to the case when Ω and Ω∗ are a finite collection of pairwise disjoint
regions in N .
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Assume now that M is a Riemann surface.
For any W ⊂M, we denote by Div(W ) the free commutative group of divisors of W with mul-
tiplicative notation. If D =
∏n
i=1Q
ni
i ∈ Div(W ), where ni ∈ Z−{0} for all i, the set {Q1, . . . , Qn}
is said to be the support of D. We denote by Deg : Div(W ) → Z the group homomorphism given
by the degree map Deg(
∏t
j=1Q
nj
j ) =
∑t
j=1 nj . A divisor
∏n
i=1Q
ni
i ∈ Div(W ) is said to be integral
if ni ≥ 0 for all i. Given D1, D2 ∈ Div(W ), D1 ≥ D2 if and only if D1D−12 is integral.
Let W be an open subset of Int(M), and let F : W → C be a meromorphic function. We
denote by (F )0 and (F )∞ the integral divisors of zeros and poles of F in W, respectively, and
call (F ) = (F )0/(F )∞ the divisor of f in W. If V ⊂ W is a subset (normally, a region or a finite
collection of them) and f = F |V , we also write (f)0 and (f)∞ for the corresponding integral
divisors of zeros and poles of F in V, respectively, and call (f) = (f)0/(f)∞ the divisor of f in V.
Likewise for meromorphic 1-forms.
2.1 Compact Riemann surfaces
The background of the following results can be found, for instance, in [4].
In the sequel, R will denote a compact Riemann surface with genus ν ≥ 1 and empty boundary.
We denote by Wm(R) and Wh(R) the spaces of meromorphic and holomorphic 1-forms on R,
respectively, and call Fm(R) the space of meromorphic functions on R.
LabelH1(R,Z) as the 1st homology group with integer coefficients of R. Let B = {aj, bj}j=1,...,ν
be a canonical homology basis of H1(R,Z), and write {ξj}j=1,...,ν the associated dual basis of
Wh(R), that is to say, the one satisfying that
∫
ak
ξj = δjk, j, k = 1, . . . , ν.
Denote by Π = (πjk)j, k=1,...,ν the Jacobi period matrix with entries πjk =
∫
bk
ξj , j, k =
1, . . . , ν. This matrix is symmetric and has positive definite imaginary part. We denote by L(R)
the lattice over Z generated by the 2ν-columns of the ν×2ν matrix (Iν ,Π), where Iν is the identity
matrix of dimension ν.
If f ∈ Fm(R) and (f)0 and (f)∞ ∈ Div(R) are the integral divisors of zeros and poles of f
in R, respectively, we call (f) = (f)0/(f)∞ the principal divisor associated to f. Likewise, if (θ)0
and (θ)∞ ∈ Div(R) are the integral divisors of zeros and poles of θ ∈Wm(R), respectively, we call
(θ) = (θ)0/(θ)∞ the canonical divisor of θ.
Finally, set J(R) = Cν/L(R) the Jacobian variety of R, which is a compact, commutative, com-
plex, ν-dimensional Lie group. Fix P0 ∈ R, denote by ϕP0 : Div(R)→ J(R), ϕP0(
∏s
j=1Q
nj
j ) =∑s
j=1 nj
t(
∫ Qj
P0
ξ1, . . . ,
∫ Qj
P0
ξν) the Abel-Jacobi map with base point P0, where
t( · ) means matrix
transpose. If there is no room for ambiguity, we simply write ϕ.
Abel’s theorem asserts that D ∈ Div(R) is the principal divisor associated to a meromorphic
function f ∈ Fm(R) if and only if Deg(D) = 0 and ϕ(D) = 0. Jacobi’s theorem says that ϕ : Rν →
J(R) is surjective and has maximal rank (hence a local biholomorphism) almost everywhere, where
Rν denotes the space of integral divisors in Div(R) of degree ν.
Riemann-Roch theorem says that r(D−1) = Deg(D)− g+1+ i(D) for any D ∈ Div(R), where
r(D−1) (respectively, i(D)) is the dimension of the complex vectorial space of functions f ∈ Fm(R)
(respectively, 1-forms θ ∈Wm(R)) satisfying that (f) ≥ D−1 (respectively, (θ) ≥ D).
By Abel’s theorem, the point κR := ϕ((θ)) ∈ J(R) does not depend on θ ∈Wm(R). It is called
the vector of the Riemann constants. Write S(R) for the set containing the 22ν solutions of the
algebraic equation 2s = κR in J(R). Any element of S(R) is said to be a spinor structure on R.
A 1-form θ ∈ Wm(R) is said to be spinorial if (θ) = D2 for a divisor D ∈ Div(R). Denote by
Sm(R) (respectively, Sh(R)) the set of spinorial meromorphic (respectively, spinorial holomorphic)
1-forms on R. Two 1-forms θ1, θ2 ∈ Sm(R) are said to be spinorially equivalent, written θ1 ∼ θ2,
if there exists f ∈ Fm(R) such that θ2 = f2θ1. Notice that a class Θ ∈ Sm(R)∼ determines a
unique spinor structure sΘ ∈ S(R). Indeed, it suffices to take θ ∈ Θ and define sΘ = ϕ(D), where
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D ∈ Div(R) is determined by the equation D2 = (θ). By Abel’s theorem sΘ does not depend on
the chosen θ ∈ Θ.
The map Sm(R)∼ → S(R), Θ 7→ sΘ is bijective. To see this, take s ∈ S(R) and use Jacobi’s
theorem to find an integral divisor D′ ∈ Div(R) of degree ν satisfying ϕ(D′) = s. By Abel’s
theorem, (D′P−10 )
2 is the canonical divisor associated to a spinorial meromorphic 1-form whose
corresponding class Θs in
Sm(R)
∼ satisfies sΘs = s (as indicated above, P0 is the initial condition
of the Abel-Jacobi map).
Spinor structures can be also introduced in a more topological way. Indeed, take s ∈ S(R)
and θ ∈ Θs. For any embedded loop γ ⊂ R, consider an open annular neighborhood A of γ and a
conformal parameter z : A→ {z ∈ C : 1 < |z| < r}. Set ξs(γ) = 0 if
√
θ(z)/dz has a well defined
branch on A and ξs(γ) = 1 otherwise, and note that this number does not depend on the chosen
annular conformal chart. The induced map ξs : H1(R,Z) → Z2 does not depend on θ ∈ Θs and
defines a group homomorphism. Furthermore, ξs1 = ξs2 if and only if s1 = s2, and therefore S(R)
can be identified with the set of group morphisms Hom(H1(R,Z),Z2). We simply write ξΘ = ξsΘ ,
for any Θ ∈ Sm(R)∼ .
2.2 Riemann surfaces of finite conformal type
Let M be a Riemann surface of finite conformal type with possibly ∂(M) 6= ∅ (see Definition
1.1), and write M =M c − {E1, . . . , Ea}, where M c is compact and {E1, . . . , Ea} ⊂M c − ∂(M c).
The compact Riemann surface M c is said to be the Osserman compactification of M (uniquely
determined up to biholomorphisms). Any compact Riemann surface is of finite conformal type (in
this case, the set of topological ends is empty).
Attaching a conformal disc to each connected component of ∂(M c) = ∂(M), we get a compact
Riemann surface R without boundary that will be called a conformal compactification of M. With
this language, M c = R − (∪bj=1Uj), where U1, . . . , Ub are open discs in R with pairwise disjoint
closures. Notice that R depends on the gluing process of the conformal discs, hence conformal
compactifications of M are not unique.
As usual, call H1(M,Z) the 1st homology group of M with integer coefficients.
Set Sm(M) the space of meromorphic 1-forms θ on Int(M) satisfying that
• any zero or pole of θ in Int(M) has even order, and
• θ extend meromorphically to Int(M c).
In a similar way, we call Sh(M) the space of θ ∈ Sm(M) such that θ is holomorphic on Int(M).
Two 1-forms θ1, θ2 ∈ Sm(M) are said to be spinorially equivalent if there exists a meromorphic
function f on Int(M c) such that θ2 = f
2θ1. As above, we define the map
ξ :
Sm(M)
∼ → Hom(H1(M,Z),Z2), Θ 7→ ξΘ.
Lemma 2.1 The map ξ : Sm(M)∼ → Hom(H1(M,Z),Z2) is bijective.
Proof : Standard monodromy arguments show that ξ is injective.
Put ∂(M) = ∪bj=1cj , where cj is a Jordan curve for all j and cj1 ∩ cj2 = ∅ when j1 6= j2.
Consider a family V1, . . . , Va of pairwise disjoint closed discs in M
c − ∂(M) such that Ei ∈ Vi◦ for
all i = 1, . . . , a. Label r := a+ b > 0 and {d1, . . . , dr} = {∂(Vi), i = 1, . . . , a} ∪ {cj, j = 1, . . . , b}.
Let R be a conformal compatification of M, and fix a homology basis {a1, . . . , aν , b1, . . . , bν} of
H1(R,Z).
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We know that {a1, . . . , aν , b1, . . . , bν, d1, . . . , dr−1} is a basis ofH1(M,Z), so Hom(H1(M,Z),Z2)
contains 22ν+r−1 elements. Write Sm(R)∼ = {Θj , j = 1, . . . 22ν}. Choose θj ∈ Θj for each j
and call fj = θj/θ1 ∈ Fm(R), j = 1, . . . , 22ν. Since Θi and Θj correspond to different spinor
structures on R, i 6= j, √θi/θj has no well defined branches on R, hence the same holds on
Int(M). Thus {θj|Int(M) : j = 1, . . . 22ν} are pairwise spinorially inequivalent in Sm(M). Write
M c = R − ∪bj=1Uj , where Uj is an open disc in R with ∂(Uj) = cj for all j, and fix Ea+j ∈ Uj ,
j = 1, . . . , b. For any J ⊆ {1, . . . , r − 1}, J 6= ∅, use Jacobi’s theorem to find an integral divisor
DJ ∈ Div(R) of degree ν verifying
ϕ(D2JP
2♯(J)−2
0 E
−♯(J)
r
∏
j∈J
E−1j ) = κR,
where ♯(J) is the cardinal of J and P0 is the initial condition of ϕ. By Abel’s theorem, there
exists τJ ∈ W(R) with canonical divisor (τJ ) = D2JP 2♯(J)−20 E−♯(J)r
∏
j∈J E
−1
j . Since fiτJ/θj has
a pole of odd order at some Eh, h ∈ {1, . . . , r}, (fiτJ)|Int(M) and θj |Int(M) are not spinorially
equivalent in Sm(M), i, j ∈ {1, . . . , 22ν}, and likewise for any pair (fi1τJ1)|Int(M), (fi2τJ2)|Int(M)
with (i1, J1) 6= (i2, J2). Thus {θj |Int(M), j = 1, . . . , 22ν} ∪ {(fiτJ )|Int(M), i = 1, . . . , 22ν , J ⊆
{1, . . . , r − 1}, J 6= ∅} contains 22ν+r−1 pairwise spinorially inequivalent 1-forms in Sm(M),
proving that ξ is surjective.
✷
2.3 Approximation results on Riemann surfaces
In this section we recall some basic approximation theorems in complex analysis.
We first adopt some conventions and fix some notations.
Remark 2.1 In the sequel, N will denote an open Riemann surface.
Definition 2.2 We denote by N c the Riemann surface obtained by filling out all the conformal
punctures of N (that is to say, the annular ends of N of finite conformal type). In other words,
N c is the union of the Osserman compactifications of all regions in N of finite conformal type.
Given V ⊂ N , a connected component U of N − V is said to be bounded if U is compact.
If V ⊂ N is an arbitrary subset, we denote by V c the subset of N c obtained by attaching to V
the isolated points of N c − V (that is to say, the conformal punctures of V ).
Let us introduce the special subsets of N on which our later constructions are based.
Definition 2.3 A proper subset S ⊂ N , S 6= ∅, is said to be admissible in N if it admits a
decomposition S =M ∪ β, where
• M is either empty or consists of finitely many pairwise disjoint regions M1, . . . , Mk, k ≥ 1,
of finite conformal type and non-empty boundary,
• β is either empty or consists of finitely many analytical compact Jordan arcs β1, . . . , βm in
N , possibly some of them closed Jordan curves,
• {βi ∩ βj | i 6= j} is finite and β −M consists of finitely many compact Jordan arcs (possibly
some of them closed Jordan curves), and
• N − S has no bounded components.
If S is admissible in N , we call
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• ∂(S) := ∂(M) ∪ β, and
• Sc =M c ∪ β ⊂ N c (the Osserman compactification of S).
See Figure 1.
Remark 2.2 When βj is not a closed Jordan curve, we always suppose that βj ⊂ β0,j , where β0,j
is either an open analytical arc or a closed curve. We make the convention β0,j = βj if βj is a
closed Jordan curve. Furthermore, we will assume that {β0,i ∩ β0,j | i 6= j} is finite and β0 −M
has finitely many connected components as well, where β0 = ∪mj=1β0,j .
Notice that if S is admissible in N , then Sc ∪N is an open Riemann surface and Sc is admissible
in Sc ∪ N .
Figure 1: An admissible subset S =M ∪ β with k = 2 and m = 3.
A region V ⊂ N is said to be an annular extension of an admissible S =M ∪ β in N if it is a
annular extension of a small closed tubular neighborhood S0 of S in N (which can be defined in
the standard way with the help of a complete Riemannian metric on N ). In particular, S ⊂ V ◦,
any relatively compact connected component of V − (M ∪ β) meets ∂(V ), V − (M ∪ β) consists
of a finite collection of conformal annulus and conformal once punctured discs, and the induced
homomorphism j∗ : H1(S,Z)→ H1(V,Z) is an isomorphism, where j : S → V is the inclusion map.
See Figure 2 and Definition 2.1. If in addition the closure of V is a closed tubular neighborhood
of S0 (that is to say, V − (M ∪ β) contains no conformal once punctured discs), then V is said to
be a closed tubular neighborhood of S (S0 itself is a closed tubular neighborhood of S).
Figure 2: An annular extension V of M ∪ β when k = m = 1.
Throughout this paper, we will only deal with analytical objects extending meromorphically
to conformal punctures. With this philosophy in mind, we need the following spaces of functions
and 1-forms.
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Definition 2.4 Let V be a finite collection of pairwise disjoint regions or domains in N . We
denote by
• Fm(V ) the space of meromorphic functions on V extending meromorphically to V c (if V is
a region, we always suppose that f extends meromorphically to a neighborhood of V in N ),
• Fh(V ) the space of holomorphic functions on V extending meromorphically to V c (if V is a
region, we always suppose that f extends holomorphically to a neighborhood of V in N ), and
• Fh(V c) the space of functions in Fh(V ) extending holomorphically to V c.
Likewise, we call Wm(V ), Wh(V ), and Wh(V
c) the analogous spaces of 1-forms.
For instance, Wh(N ) is the space of holomorphic 1-forms on N extending meromorphically to N c.
The inclusions Fh(V
c) ⊂ Fh(V ) ⊂ Fm(V ) and Wh(V c) ⊂Wh(V ) ⊂Wm(V ) are trivial.
Remark 2.3 The space Fm(V
c) of functions in Fm(V ) extending meromorphically to V
c is nothing
but Fm(V ), so in most cases we will avoid this redundant notation. Likewise for Wm(V
c).
Let us present now the corresponding spaces of functions and 1-forms on admissible sets in N
and their natural topologies. In the remaining section, S = M ∪ β ⊂ N will be an admissible
subset in N .
Definition 2.5 We call Fm(S) (respectively, Fh(S)) the space of continuous functions f : S → C
such that f |M ∈ Fm(M) (respectively, f |M ∈ Fh(M)) and f(P ) 6=∞ for all P ∈ β.
The space of functions f ∈ Fh(S) extending holomorphically to M c will be labeled by Fh(Sc).
In a natural way, Fh(S
c) ⊂ Fh(S) ⊂ Fm(S). These spaces are endowed with the topology of
the uniform convergence on Sc (or equivalently, on S), also called the C0(S)-topology.
Definition 2.6 We shall say that a function f ∈ Fm(S) can be uniformly approximated on S by
functions in Fm(N ) if there exists a sequence {fn}n∈N in Fm(N ) such that {fn|S}n∈N → f in the
C0(S)-topology, that is to say, {|fn|S − f |}n∈N → 0 uniformly on Sc. In this case, fn− f ∈ Fh(Sc)
for all n ∈ N, and in particular, all fn, n ∈ N, have the same set of poles as f on Sc.
If in addition f ∈ Fh(S) and {fn}n∈N ⊂ Fh(N )(respectively, f ∈ Fh(Sc) and {fn}n∈N ⊂
Fh(S
c∪N )), one gets the corresponding notion of uniform approximation by holomorphic functions
in Fh(N ) (respectively, in Fh(Sc ∪ N )).
A complex 1-form θ on S is said to be of type (1, 0) if for any conformal chart (U, z) on N , one
has θ|U∩S = f(z)dz for some f : U ∩ S → C.
Remark 2.4 Fix an auxiliary complete conformal Riemannian metric ρ2N on N c.
Definition 2.7 We call Wm(S) (respectively, Wh(S)) the space of 1-forms θ of type (1, 0) such
that θ|M ∈Wm(M) (respectively, θ|M ∈Wh(M)), θ(P ) 6=∞ for all P ∈ β, and θ|β is continuous.
The space of 1-forms θ ∈Wh(S) extending holomorphically to M c will be labeled by Wh(Sc).
In a natural way, Wh(S
c) ⊂ Wh(S) ⊂ Wm(S). These spaces are endowed with the topology
of the uniform convergence on Sc (or equivalently, on S), also called the C0(S)-topology. The
convergence {θn}n∈N → θ must be understood as {| θn−θρN |}n∈N → 0 uniformly on Sc.
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Definition 2.8 We shall say that a 1-form θ in Wm(S) can be uniformly approximated on S by
1-forms in Wm(N ) if there exists a sequence {θn}n∈N in Wm(N ) such that {| θn−θρN |}n∈N → 0 in
the C0(S)-topology. In this case, θn − θ ∈ Wh(Sc) for all n ∈ N, and in particular, all θn, n ∈ N,
have the same set of poles as θ on Sc.
If in addition θ ∈ Wh(S) and {θn}n∈N ⊂ Wh(N )(respectively, θ ∈ Wh(Sc) and {θn}n∈N ⊂
Wh(S
c∪N )), one gets the corresponding notion of uniform approximation by holomorphic 1-forms
in Wh(N ) (respectively, in Wh(Sc ∪ N )).
Notice that these notions of convergence for 1-forms do not depend on the auxiliary conformal
metric ρ2N in N c.
E. Bishop [3], H. L. Royden [15] and S. Scheinberg [16, 17], among others, have proved several
extensions of Runge’s and Mergelyan’s theorems. For our purposes, we need only the following
compilation result:
Theorem 2.1 Let S = M ∪ β ⊂ N be an admissible subset in N . Then any f ∈ Fm(S) can be
uniformly approximated on S by functions {fn}n∈N in Fm(N )∩Fh(N−Pf ), where Pf = f−1(∞) ⊂
M. Furthermore, if D ∈ Div(M) is an integral divisor, then the approximating sequence{fn}n∈N
can be chosen so that
(
f |M − fn|M
)
0
≥ D.
Remark 2.5 In most applications of Theorem 2.1, the divisor D is chosen satisfying that D ≥
(f |M )0. If f never vanishes on ∂(S) and D ≥ (f |M )0, then fn|Sf ∈ Fh(Sc) for all n and { fn|Sf }n∈N →
1 in the C0(S)-topology.
3 Analytic Representations of Minimal Surfaces
Let us review some basic facts about minimal surfaces.
Fix an open Riemann surface N and an auxiliary complete conformal Riemannian metric ρ2N
on N c, and keep the notations of Section 2.3.
LetM denote a finite collection of pairwise disjoint regions in N . EndowM(M) (see Definition
1.2) with the following C0(M)-topology:
Definition 3.1 A sequence {Xn}n∈N ⊂M(M) is said to converge in the C0(M)-topology to X0 ∈
M(M) if for any region Ω ⊂ M of finite conformal type, {Xn|Ω − X0|Ω}n∈N → 0 uniformly on
Ω, that is to say, in the topology associated to the norm of the supremum on Ω. In particular,
Xn − X0 extends harmonically to Ωc by Riemann’s removable singularity theorem for all n, and
{(Xn −X0)|Ωc}n∈N → 0 in the norm of the maximum on Ωc.
If M has finite conformal type, this topology coincides with the one of the uniform convergence
on M.
Let X = (Xj)j=1,2,3 be a conformal minimal immersion inM(M). Write ∂zXj = φj and notice
that ∂zXj ∈ Wh(M) for all j. Since X is conformal and minimal, then φ1 = 12 (1/g − g)φ3 and
φ2 =
i
2 (1/g+ g)φ3, where g ∈ Fm(M) is, up to the stereographic projection, the Gauss map of X.
The pair (g, φ3) is known as the Weierstrass representation of X.
Clearly X(P ) = X(Q) + Re
∫ P
Q (φ1, φ2, φ3), P, Q ∈ M. The induced intrinsic metric ds2 on M
and its Gauss curvature K are given by the expressions:
ds2 =
3∑
j=1
|φj |3 = 1
4
|φ3|2( 1|g| + |g|)
2, K = −
(
4|dg||g|
|φ3|(1 + |g|2)2
)2
. (1)
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The total curvature of X is given by c(X) :=
∫
M KdA, where dA is the area element of ds2, and
the flux map of X by the expression pX : H1(M,Z)→ R3, pX(γ) = Im
∫
γ ∂zX.
If ∂(M) is compact and X is a minimal complete immersion of FTC, Huber, Osserman and
Jorge-Meeks results [5, 18, 6] imply that X is proper, M has finite conformal type, the Weierstrass
data (g, φ3) of X extend meromorphically to M
c, and the vectorial 1-form ∂zX has poles of order
≥ 2 at the ends (i.e., the points of M c −M).
Remark 3.1 If {Xn, n ∈ N} ∪ {X} ⊂ M(M) and {Xn}n∈N → X in the C0(M)-topology, then
the Weierstrass data of Xn converge uniformly to the ones of X on compact regions of M
c. Indeed,
just observe that {Xn−X}n∈N → 0, and so {∂zXn− ∂zX}n∈N → 0, uniformly on compact regions
of M c.
Assume now that M ⊂ N is a region of finite conformal type, consider X ∈ M(M), and write
(g, φ3) for its Weierstrass data. Since ds
2 has no singularities on M (see equation (1)), η1 =
φ3
g
and η2 = φ3g ∈ Sh(M∗), are spinorially equivalent in Sh(M∗), and have no common zeros onM∗,
where M∗ is any closed tubular neighborhood of M in N to which X extends. Furthermore, we
know that at least one of them has a pole (of order ≥ 2) at each puncture in M c −M. The next
lemma shows that the converse is true:
Lemma 3.1 (Spinorial Representation) Let M be a region in N of finite conformal type, and
let M∗ be a closed tubular neighborhood of M in N . Let η1, η2 be two spinorially equivalent 1-forms
in Sh(M
∗) such that |η1|+ |η2| never vanishes in M, at least one of the 1-forms ηj , j = 1, 2, has
a pole at each point of M c−M, and 12 (η1 − η2), i2 (η1 + η2) and
√
η1η2 have no real periods on M.
Then the map X :M → R3,
X(P ) = Re
∫ P
P0
(φ1, φ2, φ3), P0 ∈M, (2)
where (φj)j=1,2,3 =
(
1
2 (η1 − η2), i2 (η1 + η2),
√
η1η2
)
, is well defined and lies in M(M).
Proof : Since η1 and η2 are spinorially equivalent inSh(M
∗) (and obviously lie inWm(M)), there is
g ∈ Fm(M) such that η2 = g2η1, and therefore φ3 := √η1η2 is well defined. As 12 (η1−η2), i2 (η1+η2)
and φ3 have no real periods on M, then X is well defined. Furthermore, from our hypothesis
1
4 |φ3|2( 1|g| + |g|)2 never vanishes on M, hence X is the minimal immersion with Weierstrass data
(g, φ3). Following Osserman [18], X is complete and of FTC. ✷
The pair (η1, η2) will be called as the spinorial representation of X (see [9] for a good setting).
3.1 Minimal surfaces on admissible subsets
We are going to introduce the natural notion of conformal minimal immersion on an admissible
subset of N into R3. These surfaces will be the initial conditions for our main problem, that is to
say, the natural objects to which we will later approximate by conformal minimal immersions of
WFTC on N .
Remark 3.2 In the sequel, S =M ∪β will be an admissible subset in N . We use the notations of
Definition 2.3, and accordingly to Remark 2.2, consider an analytical extension β0,j of βj for all
j = 1, . . . ,m.
Definition 3.2 A map X : S → K, where K = Cn, Rn or Sn, n ∈ N, is said to be a smooth
conformal map if
10
• there exist an open neighborhood M0 of M in N and a smooth conformal map X0 :M0 → K
such that X0|M = X |M ,
• there exists a smooth map Xj : β0,j → K such that X0|β0,j∩M0 = Xj |β0,j∩M0 and Xj |βj =
X |βj for all j,
• for any intersection point P ∈ βj ∩ βi, j 6= i, either d(X |βj )P = d(X |βi)P = 0 or d(X |βj )P
and d(X |βi)P 6= 0, and in the last case
(ρ2N )P (vi, vi)
‖d(X |βi)P (vi)‖2
=
(ρ2N )P (vj , vj)
‖d(X |βj)P (vj)‖2
and ∡N (vj , vi) = ∡(d(X |βj )P (vj), d(X |βi)P (vi)),
where vj and vi are any tangent vectors at P of βj and βi, ‖ · ‖ and ∡ are the norm and the
oriented angle with respect to the Euclidean metric in K, and ∡N is the oriented angle in the
Riemannian surface (N , ρ2N ).
Notice that this notion does not depend on the chosen conformal metric ρ2N on N , and observe
that if P ∈ βi ∩ βj ∩ βh then d(X |βi)P , d(X |βj )P , and d(X |βh)P } lie in a plane of the real tangent
space at X(P ) of K.
Definition 3.3 We denote by M(S) the space of smooth conformal maps X : S → R3 such that
Xj := X |M ∈ M(M) and X |β is a regular map (or an immersion). It is clear that Y |S ∈ M(S)
for all Y ∈M(N ).
The Gauss map has played a fundamental role for the understanding of the conformal geometry
of minimal surfaces. For this reason, it is natural to mark the immersionsX ∈M(S) with a normal
field along β.
Definition 3.4 Take X ∈ M(S), and let N : M → S2 denote the Gauss map of X |M . A map
σ : β → S2 is said to be a smooth normal field with respect to X along β if σ(βj(t)) is orthogonal
to (X ◦ βj)′(t) for any smooth parameter t on βj and for all j, and the map
Nσ : S → S2, Nσ|M = N, Nσ|β = σ,
is smooth and conformal accordingly to Definition 3.2.
By definition, Nσ is said to be the generalized Gauss map of the marked immersion (X, σ).
See Figure 3.
The following space of immersions will be crucial.
Definition 3.5 We call M∗(S) as the space of marked immersions Xσ := (X, σ), where X ∈
M(S) and σ is a smooth normal field with respect to X along β. For any Xσ, Y̟ ∈M∗(S), set
‖Xσ − Y̟‖1,S = ‖X − Y ‖0,S + ‖Nσ −N̟‖0,S ,
where ‖ · ‖0,S means supS ‖ · ‖ and ‖ · ‖ is the Euclidean norm in R3.
We endowM∗(S) with the C1(S)-topology of the uniform convergence of maps and normal fields
on S. To be more precise, {(Xn)σn}n∈N → Xσ in the C1(S)-topology if {‖(Xn)σn−Xσ‖1,S}n∈N → 0.
Given Xσ ⊂M∗(S), let ∂zXσ = (φˆj)j=1,2,3 be the complex vectorial 1-form of type (1, 0) on S
given by ∂zXσ|M = ∂z(X |M ), ∂zXσ(β′j(s)) := (X ◦βj)′(s)+ iσ(βj(s))∧ (X ◦βj)′(s), where s is the
arc length parameter of X ◦βj . To be more precise, if (U, z = x+iy) is a conformal chart on N such
that βj∩U = z−1(R∩z(U)), then (∂zXσ)|βj∩U =
[
(X◦βj)′(s)+iσ(βj(s))∧(X◦βj)′(s)
]
s′(x)dz|β∩U ,
j = 1, . . . ,m.
11
Figure 3: A smooth normal field σ with respect to X along β.
The analyticity of β and the conformality property are crucial for the well-definition of ∂zXσ
on β. In particular, (∂zXσ)|βj (P ) = (∂zXσ)|βi(P ) at any point P ∈ βi ∩ βj , i, j ∈ {1, . . . ,m}. As
a consequence, ∂zXσ lies in Wh(S)
3.
Notice that
∑3
j=1 φˆj
2
= 0 and set ηˆ1 = φˆ1−iφˆ2, ηˆ2 = −φˆ1−iφˆ2 and gˆ = ηˆ2/φˆ3. Since gˆ : S → C
is the stereographic projection of the generalized Gauss map Nσ of Xσ, it is conformal as well.
Remark 3.3 φˆj is a smooth object on S in the sense that φˆj/θ is a smooth function, where θ is
any never vanishing holomorphic 1-form on N , j = 1, 2, 3. The same holds for ηˆi, i = 1, 2.
In a similar way gˆ ∈ Fm(M). Furthermore, accordingly with Definition 2.5, gˆ lies in Fm(S)
provided that gˆ 6=∞ on β −M.
Notice that
∑3
j=1 φˆ
2
j = 0 and Re(φˆj) is an exact real 1-form on S, j = 1, 2, 3. If S is connected,
we also have X(P ) = X(Q) + Re
∫ P
Q
(φˆj)j=1,2,3, P, Q ∈ S. The pairs (gˆ, φˆ3) and (ηˆj |M )j=1,2
will be called as the generalized Weierstrass data and spinorial representation of Xσ, respectively.
As X |M ∈ M(M), then (φj)j=1,2,3 := (φˆj |M )j=1,2,3, (ηj)j=1,2 = (ηˆj |M )j=1,2 and g := gˆ|M are
the Weierstrass data, spinorial representation and meromorphic Gauss map of X |M , respectively.
Recall that all these data extend meromorphically to M c.
The group homomorphism pXσ : H1(S,Z)→ R3, pXσ (γ) = Im
∫
γ ∂zXσ, is said to be the gen-
eralized flux map of Xσ. Two marked immersions Xσ1 , Yσ2 ∈ M∗(S) are said to be flux equivalent
on S if pXσ1 = pYσ2 .
Definition 3.6 Let V ⊂ N be a finite collection of pairwise disjoint regions containing S, let
Y ∈ M(V ) and call N : V → S2 its Gauss map. We set
RS(Y ) = (Y |S , N |β).
Observe that RS(M(V )) ⊂ M∗(S), and notice that the restriction map RS : M(V ) → M∗(S)
is continuous with respect to the C0(V )-topology onM(V ) and the C1(S)-topology on M∗(S). In
the sequel, we write
‖Xσ − Y ‖1,S := ‖Xσ −RS(Y ))‖1,S and ‖Z − Y ‖1,S := ‖RS(Z)−RS(Y ))‖1,S
for any Xσ ∈M∗(S) and Y, Z ∈M(V ).
It is clear that pRS(Y ) = pY |H1(S,Z) for any Y ∈M(V ), where pY is the flux map of Y.
Definition 3.7 Given Xσ ∈ M∗(S), we denote by MXσ (N ) the space of those immersions Y ∈
M(N ) for which RS(Y ) is flux equivalent to Xσ.
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4 Approximation by complete minimal surfaces with FTC
Roughly speaking, the aim of this section is to show that any finite collection of Jordan arcs and
complete minimal surfaces with FTC and non-empty compact boundary (for instance, a finite col-
lection of Jordan arcs and compact minimal surfaces), can be uniformly approximated by connected
complete minimal surfaces of FTC. Furthermore, the conformal structure and the flux map of the
approximate sequence can be prescribed. This the message of the Fundamental Approximation
Theorem below (see Theorem 4.2 for a more general result).
Fix an open Riemann surface N , and keep the notations of Sections 2 and 3. Furthermore,
assume that
• N has finite conformal type,
• S =M ∪ β is an admissible subset in N , and
• N − S consists of a finite collection of pairwise disjoint once punctured open discs.
In particular, S is connected and j∗ : H1(S,Z) → H1(N ,Z) is an isomorphism, where j : S → N
is the inclusion map.
Label by ν the genus of the Osserman compatification N c of N , notice that M c ⊂ Sc ⊂ N c.
Put M = M c − {E1, . . . , Ea}, N = N c − {E1, . . . , Ea+b} and N0 = N c − {Ea+1, . . . , Ea+b}, for
suitable points E1, . . . , Ea+b ∈ N . Label U1, . . . , Ub as the connected components (open discs) of
N c − Sc, where up to relabeling Ea+j ∈ Uj, j = 1, . . . , b.
Theorem 4.1 (The Fundamental Approximation Theorem) For any Xσ ∈ M∗(S), there
exists a sequence {Yn}n∈N ⊂MXσ (N ) such that {RS(Yn)}n∈N → Xσ in the C1(S)-topology.
Furthermore, if C is a positive constant and V a closed tubular neighborhood of S in N , {Yn}n∈N
can be chosen in such a way that dYn(S, ∂(V )) ≥ C for all n, where dYn is the intrinsic distance
in N induced by Yn.
The global strategy for proving this theorem has essentially three phases.
(I) First phase: Show that the spinorial representation of Xσ on S can be approximated by
holomorphic spinorial data on N extending meromorphically to N c (this technical result
corresponds to Lemma 4.1 in paragraph 4.1.1).
(II) Second phase: Prove that the approximating sequence of meromorphic spinorial data on
N c can be slightly deformed in order to solve the period problem (this part corresponds to
Lemmas 4.2 and 4.3 in paragraph 4.1.2).
(III) Third phase: Conclude the proof of Theorem 4.1 (see paragraph 4.1.3).
4.1 Proof of the Fundamental Approximation Theorem
Before starting with the first phase of the program, we establish some basic conventions that can
be assumed without loss of generality. This is the content of the following three propositions.
Take Xσ ∈ M∗(S) as in the statement of Theorem 4.1.
The first proposition simply says that X(M) can be supposed without containing planar do-
mains.
Proposition 4.1 Without loss of generality, we can suppose that X(M) contains no planar do-
mains.
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Proof : Let us show that there exists a sequence {Y jσj}j∈N ⊂ M∗(S) such that {Y jσj}j∈N → Xσ
uniformly on S, Y jσj is flux equivalent to Xσ on S and Y
j(M) contains no planar domains, j ∈ N.
Indeed, since any flat minimal surface can be approximated by non flat ones, we can find
{Y j}j∈N ⊂M(M) such that Y j(M) contains no planar domains for all j and {Y j}j∈N → X |M in
the C0(M)-topology. Write N j for the Gauss map of Y j , and extend Y j and Nj to β in a smooth
and conformal way so that (Y j , N j|β) ∈ M∗(S) and (Y j , N j|β) is flux equivalent to Xσ for all j,
and (Y j , N j|β)}j∈N → Xσ in the C1(S)-topology.
To finish, notice that if the Fundamental Approximation Theorem held in the non-flat case,
the immersions (Y j , N j |β) would lie in the closure of RS(MXσ (N )) in M∗(S), were RS is the
restriction map in Definition 3.6, hence the same would occur for X and the first part of the
theorem would hold. The second one can also be guaranteed in the process. ✷
Label ∂zXσ = (φˆj)j=1,2,3, and consider the generalized Weierstrass data (gˆ, φˆ3) and spino-
rial representation (ηˆj |M )j=1,2 of Xσ. Write dgˆ for the 1-form of type (1, 0) on Sc given by
dgˆ|Mc = d(gˆ|Mc) and dgˆ(β′(s)) = (gˆ ◦ β)′(s), where s is the arc length parameter of X ◦ β.
In other words, if (U, z = x + iy) is a conformal chart in N so that β ∩ U = z−1(R ∩ z(U)),
then dgˆ|β∩U = (gˆ ◦ β)′(s)s′(x)dz|β∩U . Since gˆ is conformal (see Remark 3.3), it is not hard to
check that dgˆ is well defined. Furthermore, dgˆ ∈ Wm(S) when gˆ(P ) 6= ∞ for any P ∈ β. Write
(φj)j=1,2,3 = (φˆj |M )j=1,2,3, (ηj)j=1,2 = (ηˆj |M )j=1,2 and g = gˆ|M for the Weierstrass data, the
spinorial representation and the meromorphic Gauss map of X |M , respectively, and call with the
same name their meromorphic extensions to M c.
The second convention deals with the behavior of gˆ on ∂(S) = ∂(M) ∪ β.
Proposition 4.2 Without loss of generality, we can assume that
(i) gˆ, 1/gˆ, (gˆ2 − 1), and dgˆ never vanish on ∂(S), hence the same holds for ηˆi, i = 1, 2, and φˆj ,
j = 1, 2, 3 (in particular, gˆ ∈ Fm(S) and dgˆ ∈Wm(S)),
(ii) dgˆ 6= 0 at any point of gˆ−1({0,∞}), and
(iii) gˆ(Ei) 6= 0,∞, i = 1, . . . , a.
In particular, mi := OrdEi(φˆ3) = OrdEi(ηˆ1) = OrdEi(ηˆ2) > 1, where OrdEi(·) means pole order at
Ei, i = 1, . . . , a.
Proof : Up to a rigid motion, we can suppose that gˆ(Ei) 6= 0,∞, i = 1, . . . , a, and dgˆ 6= 0 at any
point of gˆ−1({0,∞}) ∩M. In particular, OrdEi(φˆ3) = OrdEi(ηˆ1) = OrdEi(ηˆ2) > 1, i = 1, . . . , a.
Recall that X |M is non flat and extends as a conformal minimal immersion beyond M in N .
Therefore, we can find a sequence M(1) ⊃ M(2) ⊃ . . . of closed tubular neighborhoods of M in
N such that M(j) ⊂ M◦(j−1) for any j, M = ∩j∈NM(j), X and gˆ extend (with the same name)
as a conformal minimal immersion and a meromorphic function to M(j), gˆ, 1/gˆ, (gˆ
2 − 1), and dgˆ
never vanish on ∂(M(j)) for all j, and dgˆ 6= 0 at any point of gˆ−1({0,∞}) ∩M(j) for all j. Call
β(j) := β −M◦(j), and without loss of generality assume that Sj := M(j) ∪ β(j) is admissible in N
as well for all j.
Up to suitably deforming X |β and σ|β , we can construct marked immersions Zjσj ∈ M∗(Sj),
j ∈ N, such that
• Zj |M(j) = X |M(j) and Zj|M(j) is flux equivalent to Xσ on S,
• gˆj , 1/gˆj, (gˆ2j − 1), and dgˆj 6= 0 on ∂(Sj), and dgˆj 6= 0 at any point of gˆ−1j ({0,∞}) ∩M(j),
where gˆj is the generalized Gauss map of Z
j , and
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• {(Zj|S , Nσj |β)}j∈N → Xσ in the C1(S)-topology, where Nσj is the Gauss map of Zjσj .
If Theorem 4.1 held for Zjσj , j ∈ N, we would infer that Zjσj lies in the closure of RSj (MXσ (N ))
in M∗(Sj), j ∈ N. Since {(Zj |S , Nσj |β)}j∈N → Xσ in the C1(S)-topology, we would infer that Xσ
lies in the closure of RS(MXσ (N )) in M∗(S) as well and we are done.
The second part of the theorem would also be achieved in the process.
✷
Let us go to the first phase of the program.
4.1.1 Approximating the spinorial data of Xσ on S by global holomorphic ones in N .
The following notation is previously required.
Let Θj denote the class of ηj in
Sm(M)
∼ , and for the sake of simplicity, write ξj for the associated
morphism ξΘj : H1(M,Z) → Z2 (notice that these objects make sense even when M is not
connected). Let us show that there is a canonical extension of ξj to H1(N ,Z) depending on ηˆj .
Indeed, recall that H1(N ,Z) = H1(S,Z) and take an arbitrary closed curve c ∈ H1(S,Z). From
Proposition 4.2, all the zeros of ηj = ηˆj |M have even order and ηˆj never vanishes on ∂(S). If we take
any conformal annulus (A, z) in N such that A is a closed tubular neighborhood of c, it suffices
to set ξj(c) = 0 when
√
ηˆj(z)/dz has a well defined branch along c and ξs(c) = 1 otherwise (this
computation does not depend on the chosen (A, z)).
On the other hand, the fact that ηˆ2/ηˆ1 = gˆ
2 implies that ξ1 = ξ2, hence one can say that ηˆ1
and ηˆ2 are ”spinorially equivalent” on S. Lemma 2.1 guarantees the existence of a unique spinor
structure on N associated to ξ1. By definition, an 1-form θ ∈ Sm(N ) is said to be spinorially
equivalent to ηˆ1 (and so to ηˆ2) if ξΘ = ξ1, where Θ ∈ Sm(N )∼ is the class of θ. By Lemma 2.1, we
can always find 1-forms of this kind in Sm(N ).
The main goal of this phase is to prove the following:
Lemma 4.1 There are {ηn1 }n∈N, {ηn2 }n∈N ⊂ Sh(N ) such that:
(i) {ηnj |S}n∈N → ηˆj in the C0(S)-topology, ηnj never vanishes on ∂(S), (ηnj |Mc) = (ηˆj |Mc),
(ηnj |Mc − ηˆj |Mc)0 ≥
∏a
i=1E
mi
i , and (η
n
j )∞ ≥
∏a+b
k=a+1 Ek, j ∈ {1, 2}, n ∈ N.
(ii) ηn1 and η
n
2 are spinorially equivalent in Sm(N ) and have no common zeros on N .
Proof : The following claims will be useful:
Claim 4.1 Let R be a compact Riemann surface with empty boundary and genus ν.
Given an open disc U ⊂ R, a point Q ∈ R and a divisor D1 ∈ Div(R), there exists an
integral divisor D2 ∈ Div(U) of degree ν and n0 ∈ N such that Dn02 D−11 Q−n1 is the
principal divisor associated to some f ∈ Fm(R), where n1 = n0ν −Deg(D1).
Proof : Since the proof is trivial when ν = 0, we will assume that ν ≥ 1. By Jacobi’s theorem, we can
find an open discW ⊂ U such that ϕQ :Wν → ϕQ(Wν) is a diffeomorphism, where ϕQ is the Abel-
Jacobi map with base point Q and Wν is the set of divisors in Rν with support in U. Since J(R) is
a compact additive Lie Group and ϕQ(Wν) ⊂ J(R) is an open subset, for large enough n0 ∈ N one
has n0ϕE(Wν) = J(R). Therefore, there is D2 ∈Wν such that ϕQ(Dn02 ) = ϕQ(D1) = ϕQ(D1Qn1),
where n1 = n0ν −Deg(D1). The claim follows from Abel’s theorem. ✷
Claim 4.2 We can find θ1, θ2 ∈ Sh(N ) so that |θ1| + |θ2| has no zeros in N , θj is
spinorially equivalent to ηˆ1 and ηˆ2, θj never vanishes on S and (θj)∞ ≥
∏a
i=1 E
2mi
i ,
j = 1, 2.
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Proof : Take θ ∈ Sm(N ) spinorially equivalent to ηˆ1 and ηˆ2 (see Lemma 2.1).
Let ki denote the zero order of θ at Ei (ki = 0 provided that θ(Ei) 6= 0), i = 1, . . . , a,
write (θ|N ) = D20, and fix two disjoint open discs V1, V2 ⊂ N c − (Sc). By Claim 4.1, there are
Dj ∈ Div(Vj) of degree ν, nj ∈ N and hj ∈ Fm(N c) such that (hj) = Dnjj E−vja+bD−10
∏a
i=1 E
−mi−ki
i ,
where vj = njν −Deg(D0)−
∑a
i=1(mi + ki), j = 1, 2. It suffices to put θj = h
2
jθ, j = 1, 2. ✷
Let mi,j ≥ 2mi denote the pole order of θj at Ei, i = 1, . . . , a, and likewise call nk,j as the zero
order of θj at Ea+k (nk,j = 0 provided that θj(Ea+k) 6= 0), k = 1, . . . , b. Set sj = ηˆjθj , j = 1, 2, and
observe that sj ∈ Fh(Sc). Moreover, Proposition 4.2 and Claim 4.2 give that sj 6= 0, ∞ on ∂(S),
(sj |Mc) = (ηˆj)0
∏a
i=1 E
mi,j−mi
i ≥
∏a
i=1E
mi
i , j = 1, 2, and |s1|+ |s2| has no zeros in S. Claim 4.2
also says that sj = t
2
j for some tj ∈ Fh(Sc), j = 1, 2.
Let us construct ηn1 .
Consider a collection C1 of pairwise disjoint closed discs in N0 − Sc containing all the zeros of
θ2|N (recall that |θ2| never vanishes on Sc, see Claim 4.2) and meeting all the bounded components
of N c−Sc. It is clear that Sc∪C1 is admissible in the open Riemann surface N0 = Sc∪N . Consider
the continuous map t∗1 : S
c ∪ C1 ∪D1 → C, t∗1|Sc = t1, t∗1|C1 = δ, where δ is a non-zero constant,
and notice that t∗1 ∈ Fh(Sc ∪ C1). By Theorem 2.1 applied to the open Riemann surface N0, the
admissible subset Sc ∪C1, the function t∗1 ∈ Fh(Sc ∪C1), and the divisor (ηˆj |Mc)0
∏a
i=1 E
mi,1+mi
i ,
we can find {Hn,1}n∈N ⊂ Fh(N0) ⊂ Fm(N c) such that {Hn,1 − t∗1}n∈N → 0 uniformly on Sc ∪ C1
and (Hn,1|Mc − t1|Mc)0 ≥ (ηˆj |Mc)0
∏a
i=1 E
mi,1+mi
i . In particular, (Hn,1/t1)|Mc is holomorphic and
(Hn,1/t1)|Sc and Hn,1|C1 are never-vanishing for large enough n (without loss of generality, for all
n), see Remark 2.5.
Claim 4.3 Without loss of generality, we can assume that the sequence of pole multiplicities
{OrdEa+k(Hn,1)}n∈N
is divergent for all k = 1, . . . , b. In particular, we can assume that (Hn,1)∞ ≥
∏b
k=1 E
(nk,1+1)/2
a+k for
all n ∈ N.
Proof : From Riemann-Roch theorem, it is not hard to find a function T ∈ Fh(N0) ∩ Fm(N ) such
that (T )∞ ≥
∏b
k=1 Ea+k and (T )0 ≥ (ηˆj |Mc)0
∏a
i=1 E
mi,1+mi
i .
For each n ∈ N, take jn ∈ N such that (Hn,1T jn)∞ ≥
∏b
k=1 E
nk,1+n
a+k , and then choose kn ∈ N
such that |Hn,1T jn |, |T jn | < kn/n on Sc ∪ C1.
The sequence {Hn,1(T jnkn + 1)}n∈N formally satisfies the same properties as {Hn,1}n∈N and has
the desired pole orders. To finish, replace Hn,1 for Hn,1(
T jn
kn
+ 1) for all n.
✷
Call Fn,1 = (Hn,1)
2, and notice that {Fn,1}n∈N → s1 in the C0(S)-topology, Fn,1/s1 never
vanishes on Sc and is holomorphic on M c, Fn,1 never vanishes on ∂(S), (Fn,1θ1|Mc) = (ηˆ1|Mc),(
(Fn,1 − s1)|Mc
)
0
≥ (ηˆ1|Mc)0
∏a
i=1 E
mi,1+mi
i and (Fn,1)∞ ≥
∏a+b
k=a+1 E
nk,1+1
k for all n.
Setting ηn1 := Fn,1θ1, item (i) holds for j = 1.
For constructing ηn2 , we reason in a similar way.
Choose a collection Cn,2 of pairwise disjoint closed discs in N0 − Sc containing all the zeros of
ηn1 in N0 −M c and meeting all the bounded components of N c − Sc. Set t∗n,2 : Sc ∪ Cn,2 → C,
t∗n,2|Sc = t2 and t∗n,2|Cn,2 = δ, where δ is any non-zero constant. As above we can construct
Hn,2 ∈ Fm(N c) ∩ Fh(N0) satisfying that |Hn,2 − t∗n,2| < 1/n on Sc ∪ Cn,2, (Hn,2|Mc − t2|Mc)0 ≥
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(ηˆ2|M c)0
∏a
i=1 E
mi,2+mi
i , Hn,2/t2 is holomorphic and never-vanishing on S
c, Hn,2|Cn,2 is holomor-
phic and never-vanishing, and OrdEkHn,2 ≥ (nk,2 + 1)/2 for all n ∈ N, k = 1, . . . , b. Set Fn,2 =
(Hn,2)
2, and observe that {Fn,2}n∈N → s2 in the C0(S)-topology, the holomorphic function Fn,2/s2
never vanishes on Sc for all n, (Fn,2θ2|Mc) = (ηˆ2|Mc),
(
(Fn,2−s2)|Mc
)
0
≥ (ηˆ2|Mc)0
∏a
i=1 E
mi,2+mi
i
and (Fn,2)∞ ≥
∏a+b
k=a+1 E
nk,2+1
k for all n.
Choosing ηn2 := Fn,2θ2, item (i) holds for j = 2.
Finally, let’s check item (ii). Obviously, ηn1 and η
n
2 are spinorially equivalent in Sm(N). Recall
that Fn,1, θ1 · θ2, and |θ1| + |θ2| never vanish on C1, S and N , respectively. Therefore, from the
choice of C1, one has that |ηn1 | + |θ2| has no zeros on N , n ∈ N. Likewise, the choice of Cn,2 and
the fact that Fn,2|Cn,2 never vanishes imply that |ηn1 |+ |ηn2 | have no zeros on N − S. Moreover, ηn1
and ηn2 never vanishes on ∂(S) and (η
n
j |Mc) = (ηˆj), j = 1, 2, hence |ηn1 |+ |ηn2 | never vanishes on M
as well and we are done. ✷
Remark 4.1 By (ii) in Lemma 4.1, the 1-form φn3 :=
√
ηn1 η
n
2 is well defined and lies in Wm(N c)∩
Wh(N ). With the proper choice of the square root branch, φn3 |M − φ3 extends holomorphically to
M c and {φn3 |Sc − φˆ3}n∈N → 0 in the C0(S)-topology. In other words, if we call Φn := (φnj )j=1,2,3 ∈
Wh(N )3 the Weierstrass data associated to (ηn1 , ηn2 ) by equation (2), n ∈ N, then {Φn|S}n∈N
converge in the C0(S)-topology to (φˆj)j=1,2,3.
The first tentative of solution for the Fundamental Approximation Theorem could be to choose
Yn := Re
∫
Φn, n ∈ N. However, {Φn}n∈N may have real periods (the immersions {Yn}n∈N could
not be well defined), and we have no control on the associated flux maps.
At this point we start with the second phase of the program.
4.1.2 Deforming the global spinorial data and solving the period problem.
In order to overcome the above problems, it is necessary to slightly deform these data in a suitable
way.
We need the following
Definition 4.1 Fix a homology basis B0 of H1(Sc,Z), hence of H1(N0,Z), and call ς0 = 3(2ν +
b − 1) the cardinal number of B0.
Roughly speaking, our global strategy consists of the following.
Firstly, we present the natural space of deformations. In our case, it corresponds to
L = {f ∈ Fh(N0) : (f)0 ≥
a∏
j=1
Emij } ⊂ Fm(N c).
By Riemann-Roch theorem, L is a linear subspace of Fm(N c) with infinite dimension and finite
codimension. Up to restriction to S, L can be viewed as subspace of the complex normed space
(Fh(S
c), ‖ · ‖0,S), where ‖h‖0,S = maxSc |h| = maxS |h| is the norm of the maximum on Sc.
Then, we introduce an analytical deformation {Φˆ(f), | f ∈ L} ⊂Wh(S)3 of Φˆ, where Φˆ(0) = Φˆ
(here 0 is the constant zero function), and likewise for Φn, n ∈ N. Subsequently, we define the
Fre´chet differentiable analytical period operators
P : L → Cς0 , P(f) = (
∫
d
Φˆ(f)− Φˆ)
d∈B0
,
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Pn : L → Cς0 , Pn(f) =
( ∫
d
Φn(f)− Φˆ
)
d∈B0
, n ∈ N.
The key step is to prove that dP0 is surjective (Lemma 4.2 below), and consequently that P(0) =
0 ∈ Cς0 is an interior point of P(L). Since {Pn}n∈N → P in a uniform way, we can deduce that
0 is an interior point of Pn(L) as well, n large enough, and find hn ∈ P−1n (0), n ∈ N, such that
{hn}n∈N → 0.
Therefore, the sequence {Φn(hn)}n∈N uniformly approximates Φˆ on S, have no real periods on
S, and induce the same flux map as Φˆ, concluding the second phase.
Let us develop carefully this program.
For each f ∈ L, set ηˆj(f) = (1 + jf)2ηˆj , j = 1, 2, define φˆk(f) following equation (2), and
notice that φˆk(f)− φˆk ∈ Fh(Sc), k = 1, 2, 3.
Endow L with the norm ‖ · ‖0,S of the maximum on S inducing the C0(S)-topology. By the
maximum principle, this norm coincides with the one of the maximum on Sc. Consider the Fre´chet
differentiable map
P : L → Cς0 , P(f) = [(
∫
d
φˆj(f)− φˆj
)
d∈B0
]j=1,2,3.
It is clear that P(0) = 0 ∈ Cς0 , where 0 is the constant zero function.
Lemma 4.2 The complex Fre´chet derivative dP|0 : L → Cς0 of P at 0 is surjective.
Proof : Reason by contradiction, and assume that dP|0(L) lies in a hyperplane U = {((xjd)d∈B0)j=1,2,3 ∈
C
ς0 :
∑3
j=1
(∑
d∈B0
λjdx
j
d
)
= 0}, where ∑3j=1 (∑d∈B0 |λjd|
) 6= 0.
Therefore dP|0(f) = dP(tf)dt |t=0 ∈ U, for any f ∈ L, that is to say∫
Γ1
f ηˆ1 +
∫
Γ2
f ηˆ2 +
∫
Γ3
fφˆ3 = 0, for all f ∈ L, (3)
where Γj ∈ H1(Sc,C), j = 1, 2, 3, are the cycles with complex coefficients given by:
Γ1 =
∑
d∈B0
(λ1d + iλ
2
d) d, Γ2 = 2
∑
d∈B0
(−λ1d + iλ2d) d, Γ3 = 3
∑
d∈B0
λ3d d.
The idea of the proof is to show that equation (3) yields that Γ1 = Γ2 = Γ3 = 0, a contradiction.
Let us go to the details.
From Proposition 4.2-(i), φˆk, ηˆj ∈ Wh(S), dgˆ ∈ Wm(S), and gˆ ∈ Fm(S) are never vanishing
objects on ∂(S), and therefore, their associated divisors have support in M c − ∂(M). This fact is
crucial for a good understanding of the following notations and arguments.
Set L0 = {f ∈ Fh(N0) : (f)0 ≥ (φˆ3)20
∏a
i=1 E
mi
i = (gˆ)
2
0(gˆ)
2
∞
∏a
i=1E
mi
i } ⊂ L. From Riemann-
Roch theorem, L0 is a linear subspace of L of infinite dimension. Since mi is the pole order of φ3
at Ei and g(Ei) 6= 0, ∞ for all i = 1, . . . , a (see Proposition 4.2-(iii)), then df/φˆ3 ∈ Fh(Sc) and(
(df |Mc)/φˆ3
)
≥∏ai=1 Emii for all f ∈ L0. By Theorem 2.1 and Remark 2.5, there is {fn}n∈N ⊂ L
converging to df/φˆ3 in the C0(S)-topology. Applying equation (3) to fn and taking the limit as n
goes to +∞, we infer that ∫
Γ1
df
gˆ +
∫
Γ2
gˆdf = 0 for any f ∈ L0. Integrating by parts,
∫
Γ1
fdgˆ
gˆ2
−
∫
Γ2
fdgˆ = 0, for all f ∈ L0. (4)
Denote by L1 = {f ∈ Fh(N0) : (f)0 ≥ (gˆ2 − 1)20(dgˆ)20
∏a
i=1 E
2mi
i } ⊂ L. As above, from
Riemann-Roch theorem L1 is a linear subspace of L of infinite dimension. For any f ∈ L1,
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the function hf :=
gˆ2df
(gˆ2−1)dgˆ lies in Fh(S
c) and satisfies that (hf ) ≥ (φˆ3)20
∏a
i=1 E
mi
i (take into
account Proposition 4.2-(ii)). By Theorem 2.1 and Remark 2.5, hf lies in the closure of L0 in
(Fh(S
c), ‖ · ‖0,S), hence equation (4) can be formally applied to hf to obtain that
∫
Γ1−Γ2
df
gˆ2−1 = 0,
for any f ∈ L1. Integrating by parts,∫
Γ1−Γ2
fdgˆ
(gˆ2 − 1)2 = 0, for all f ∈ L1. (5)
At this point, we need the following
Claim 4.4 For any P1, . . . , Pr ∈ N0, n1, . . . , nr ∈ N, and τ ∈ Wh(N0), there exists F ∈ Fh(N0)
such hat (τ + dF )0 ≥
∏r
j=1 P
nj
j .
Proof : Let U ⊂ N0 be a closed disc containing P1, . . . , Pr as interior points, and set h : U → C the
holomorphic function h =
∫
P1
τ. By Theorem 2.1, there exists F ∈ F0(N0) such that |F |U + h| < 1
and (F |U + h)0 ≥
∏r
j=1 P
nj+1
j . This function solves the claim. ✷
Let us show that Γ1 = Γ2. Indeed, it is well known (see [4]) that there exist 2ν + b − 1
cohomologically independent meromorphic 1-forms in Wh(N0) generating the first holomorphic
De Rham cohomology group H1hol(N0) of N0. Recall that H1hol(N0) is the quotient Wh(N0)/ ∼,
where ∼ is the equivalence relation
τ1 ∼ τ2 if and only if τ2 − τ1 = dh for some h ∈ Fh(N0).
Thus, the map H1hol(N0) → C2ν+b−1, [τ ] 7→
(∫
d
τ
)
d∈B0
, is a linear isomorphism. Assume that
Γ1 6= Γ2 and take τ ∈ Wh(N0) such that
∫
Γ1−Γ2
τ 6= 0. By Claim 4.4, we can find F ∈ Fh(N0)
such that (τ + dF )0 ≥ (dgˆ)30(gˆ)2∞
∏a
i=1 E
2mi
i . Set h :=
(τ+dF )(gˆ2−1)2
dgˆ ∈ Fh(Sc) and note that
(h) ≥ (gˆ2 − 1)20(dgˆ)20
∏a
i=1E
2mi
i . By Theorem 2.1 and Remark 2.5, h lies in the closure of L1 in
(Fh(S
c), ‖ · ‖0,S) and equation (5) gives that
∫
Γ1−Γ2
τ + dF =
∫
Γ1−Γ2
τ = 0, a contradiction.
Coming back to equation (4) and using that Γ1 = Γ2, one has
∫
Γ1
f(
1
gˆ2
− 1)dgˆ = 0, for all f ∈ L0. (6)
Let us see now that Γ1 = 0. Reason by contradiction and suppose that Γ1 6= 0. As above, take
τ ∈ Wh(N0) and H ∈ Fh(N0) such that
∫
Γ1
τ 6= 0 and (τ + dH)0 ≥ (dgˆ)0(gˆ2 − 1)0
∏a
i=1E
mi
i . Set
t := (τ+dH)gˆ
2
(gˆ2−1)dgˆ ∈ Fh(Sc) and observe that (t) ≥ (φˆ3)20
∏a
i=1 E
mi
i . By Theorem 2.1 and Remark 2.5,
t lies in the closure of L0 in (Fh(Sc), ‖ · ‖0,S)), hence from equation (6) we get that
∫
Γ1
(τ + dH) =∫
Γ1
τ = 0, a contradiction.
Finally, equation (3) and the fact that Γ1 = Γ2 = 0 give that
∫
Γ3
fφˆ3 = 0 for all f ∈ L. (7)
Reasoning as above, there exist τ ∈Wh(N0) and G ∈ Fh(N0) such that
∫
Γ3
τ 6= 0 and (τ + dG)0 ≥
(φ3)0. The function v :=
(τ+dG)
φˆ3
lies in F
(
hS
c) and satisfies that (v) ≥ ∏ai=1 Emii . By Theorem 2.1
and Remark 2.5, v lies in the closure of L in (Fh(Sc), ‖ · ‖0,S)) and equation (7) can be formally
applied to v. We get that
∫
Γ3
τ + dF = 0, absurd. This contradiction proves the lemma.
✷
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Now, we introduce analytical deformation and period operators for data {ηn1 , ηn2 }, n ∈ N.
Definition 4.2 For each f ∈ L and n ∈ N, set ηnj (f) = (1 + jf)2ηnj , j = 1, 2, and define φnj (f),
j = 1, 2, 3, like in equation 2. Set also Φn(f) := (φ
n
j (f))j=1,2,3.
It is clear that ηnj (f)− ηnj , φnk (f)− φnk ∈Wh(N0), hence
Φn(f)− Φˆ ∈Wh(Sc)3 for all f ∈ L and n ∈ N. (8)
Set Pn : L → Cς0 , Pn(f) =
( ∫
d
Φn(f)− Φˆ
)
d∈B0
, n ∈ N.
Following Lemma 4.2, let U ⊂ L be a ς0-dimensional complex linear subspace such that
dP0(U) = Cς0 , and fix a basis {f jd : d ∈ B0, j ∈ {1, 2, 3}} of U .
For the sake of simplicity, write f0 = [(f
j
d)d∈B0 ]j=1,2,3 ∈ Lς0 . For any x = [(xjd)d∈B0 ]j=1,2,3 ∈ Cς0
and h = [(hjd)d∈B0 ]j=1,2,3 ∈ Lς0 , write also x · h =
∑3
j=1[
∑
d∈B0
xjdh
j
d]. For each n ∈ N ∪ {0} and
h ∈ Lς0 , set Qn,h : Cς0 → Cς0 for the vectorial degree two complex polynomial function given by
Qn,h(x) = Pn(x · h),
where we have made the convention P0 = P .
By Lemma 4.2, Q0,f0 has non-zero Jacobian at the origin, hence we can find a closed Eu-
clidean ball K0 ⊂ Cς0 centered at the origin such that Q0,f0 |K0 : K0 → Q0,f0(K0) is a biholomor-
phism. Moreover, since Q0,f0(0) = 0 then Q0,f0(K0) contains the origin as an interior point. Since
{Qn,f0}n∈N → Q0,f0 uniformly on compact subsets of Cς0 and the convergence is analytical, then
Qn,f0 |K0 : K0 → Qn,f0(K0) is a biholomorphism, and Qn,f0(K0) is an Euclidean ball containing
the origin is an interior point as well, n large enough (without loss of generality, for all n). Let
xn ∈ K0 denote the unique point such that Qn,f0(xn) = 0, and set hn := xn · f0 ∈ L, n ∈ N.
The sequence {hn}n∈N solves the second phase of the program. Indeed, one has that {Φn(hn)}n∈N
uniformly approximates Φˆ on S, {Φn(hn)}n∈N have no real periods on S, and {Φn(hn)}n∈N induce
the same flux map as Φˆ (just notice that Φˆ − Φn(hn) is exact on S for all n). The second
tentative of solution for the Fundamental Approximation Theorem is to define Yn : N → R3,
Yn := Re
(∫
Φn(hn)
)
for all n ∈ N. However, the 1-forms η1n(hn) and η2n(hn) could have common
zeros in N , and consequently Yn could fail to be an immersion. Even more, we have no control
over the behavior of Yn on the punctures of N0.
To overcome this difficulties, we have to devise a more sophisticated deformation procedure.
This is the content of the following phase.
4.1.3 Third phase: proving the theorem.
Let us keep the notations of the previous paragraphs.
To finish the proof, we are going to reproduce the previous program but replacing f0 for a
suitable basis fn of U depending on n ∈ N (see Lemma 4.3 below).
Up to choosing a smaller ball K0 ⊂ Cς0, in the sequel we will assume that
‖x · f0‖0,S < 1 for all x ∈ K0. (9)
Lemma 4.3 We can find {fn}n∈N ⊂ Lς0 such that:
(i) {fn|Sc}n∈N → f0|Sc in the C0(S)-topology.
(ii) ηnj (x · fn) has a pole at Ek for all k ∈ {1, . . . , a+ b}, x ∈ Cς0 and n ∈ N, j = 1, 2,
(iii)
∑2
j=1 |ηnj (x · fn)| never vanishes on N for all n ∈ N and x ∈ K0.
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As a consequence, {ηnj (x · fn)|S}n∈N → ηˆj(x · f0) in the C0(S)-topology and {Qn,fn}n∈N → Q0,f0
uniformly on K0.
Proof : By definition, it is clear that ηnj (f) has poles at Ek for all k ∈ {1, . . . , a} and f ∈ L. By
Lemma 4.1, {ηnj |Sc − ηˆj}n∈N → 0 in the C0(S)-topology, (ηnj |Sc) = (ηˆj), and ηnj never vanishes on
∂(S), j = 1, 2, for all n. Let Cn be a finite collection of closed discs in N0 − Sc containing all the
zeros of ηn1 and η
n
2 in N0 − Sc and meeting all the bounded components of N c − Sc. Obviously,
Sc ∪ Cn is admissible in the open Riemann surface N0.
For each d ∈ B0, n ∈ N, and j ∈ {1, 2, 3}, set fˆ j,nd : Sc ∪ Cn → C, fˆ j,nd |Sc = f jd , fˆ j,nd |Cn = 0.
By Theorem 2.1 and similar arguments to those used in the proof of Lemma 4.1, we can find
a sequence {f j,nd (m)}m∈N in L satisfying that
• {f j,nd (m)|Sc∪Cn}m∈N → fˆ j,nd in the C0(Sc ∪ Cn)-topology, and
• the sequence of pole multiplicities {OrdEa+k
(
f j,nd (m)
)}m∈N is divergent for all k ∈ {1, . . . , b}.
Up to subsequences, we can assume that:
OrdEa+k
(
f j1,nd1 (m)
) 6= OrdEa+k(f j2,nd2 (m)
)
provided that (d1, j1) 6= (d2, j2). (10)
Set fn(m) = [(f
j,n
d (m))d∈B0 ]j=1,2,3, m ∈ N, and take a divergent sequence {mn}n∈N ⊂ N such
that {fn(mn)|Sc}n∈N → f0|Sc in the C0(Sc)-topology and
{
maxCn |f j,nd (mn)|
}
n→N
→ 0 for all
d ∈ B0 and j ∈ {1, 2, 3}.
Set fn = fn(mn) for all n ∈ N, and let us show that {fn}n∈N solves the claim.
Items (i) is obvious, and item (ii) follows from equation (10) and the facts that ηnj has a pole
at Ek for all k ∈ {a+ 1, . . . , a+ b}, ηnj (f) has a pole at Ej for all j ∈ {1, . . . , a}, and f ∈ L.
Let us check (iii). Taking into account (i) and equation (9), and removing finitely many terms
of {fn}n∈N if necessary, we can assume that:
(a) ‖x · fn‖0,S < 1 for all x ∈ K0, and so 1+x · fn and 2+x · fn never vanish on Sc for all x ∈ K0,
(b) 1 + x · fn and 2 + x · fn never vanish on Cn for all n and x ∈ K0.
Since |ηn1 | + |ηn2 | never vanishes on N , (a) and (b) give that
∑2
j=1 |ηnj (x · fn)| never vanishes on
S∪Cn for all n. Taking into account that |1+f |+ |1+2f | never vanish on N for all (n, f) ∈ N×L,
and the choice of Cn, we deduce that
∑2
j=1 |ηnj (x · fn)| never vanishes on N − (S ∪ Cn) as well,
and we are done. ✷
With the help of this lemma, we can tackle the decisive part of the proof.
For the sake of simplicity, write Qn = Qn,fn , n ∈ N ∪ {0}. At this point, we reproduce the
previous program once again. Since the coefficients of the vectorial polynomial functions {Qn}n∈N
converge to the ones of Q0 (take into account Lemma 4.3), Qn|K0 : K0 → Qn(K0) is a biholo-
morphism and Qn(K0) contains the origin as an interior point, n is large enough (up to removing
finitely many terms, for all n).
Let yn ∈ K0 denote the unique point satisfying Qn(yn) = 0, and notice that limn→∞ yn = 0.
Set ρnj := η
n
j (yn · fn), j = 1, 2, ψnk := φnk (yn · fn), k = 1, 2, 3, and define
Yn : N → R3, Yn(P ) = X(P0) + Re
∫ P
P0
(ψnk )k=1,2,3, n ∈ N,
where P0 is any point of S.
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Now we can prove that {Yn}n∈N is the solution for the first part of the Fundamental Approxi-
mation Theorem.
Indeed, by (8) and the choice of yn, ψ
n
k − φˆk is an exact 1-form in Wh(Sc) and Yn is well
defined. Moreover, Lemma 4.3 and Osserman’s theorem imply that Yn ∈ MXσ (N ). As ρnj |Sc =(
1+j(yn ·fn|Sc)
)2
(ηnj |Sc− ηˆj)+
(
1+j(yn ·fn)|Sc
)2
ηˆj , then Lemma 4.1, Lemma 4.3 and the fact that
{yn}n∈N → 0 give that {ρnj |S− ηˆj}n→N → 0 in the C0(S)-topology. Therefore {RS(Yn)}n∈N → Xσ
in the C1(S)-topology, proving the first part of the Theorem 4.1.
The second and final part of the theorem is a direct application of the previous ideas and
the well-known Jorge-Xavier theorem (see [7]). Let V be a closed tubular neighborhood of S.
Let Ln be a Jorge-Xavier type labyrinth in V
◦ − S adapted to C and ψn3 , that is to say, a finite
collection of pairwise disjoint closed discs in V − S such that ∫
γ
|ψn3 | > C for any compact arc
γ ⊂ V − Ln connecting ∂(S) and ∂(V ) (see [7] or [13]). Consider another Jorge-Xavier type
labyrinth L′n obtained as a small closed tubular neighborhood of Ln in V
◦ − S. By Theorem 2.1,
there is {hn,m}m∈N ⊂ Fh(N0) such that |hm,n| < 1/m on Sc, |hm,n − m| < 1/m on L′n and
(hn,m)0 ≥
∏a
j=1 E
mi
j , m ∈ N.
Consider on N the spinorial data ϕn,m1 = e−hn,mηn1 , ϕn,m2 = ehn,mηn2 , and their associated
Weierstrass data
τn,m1 = 1/2(ϕ
n,m
1 − ϕn,m2 ), τn,m2 = i/2(ϕn,m1 + ϕn,m2 ) and τn,m3 = ψn3 .
For any f ∈ L put ϕn,m1 (f) = e−hn,mηn1 (f), ϕn,m2 (f) = ehn,mηn2 (f), and call
τn,m1 (f) = 1/2(ϕ
n,m
1 (f)− ϕn,m2 (f)), τn,m2 = i/2(ϕn,m1 (f) + ϕn,m2 (f)) and τn,m3 (f) = ψn3 (f).
Define the period operator Qn,m : Cς0 → Cς0 , Qn,m(x) =
[
(
∫
d τ
n,m
j (x · fn) − φˆj)d∈B0
]
j=1,2,3
. One
has {Qn,m}m∈N → Qn uniformly on compact subsets of Cς0 , Qn,m|K0 : K0 → Qn,m(K0) is a
biholomorphism, and 0 ∈ Qn,m(K0)−∂
(Qn,m(K0)) for large enough m (without loss of generality
for all m). Therefore, limm→∞ yn,m = yn, where yn,m ∈ K0 is the unique point satisfying
Qn,m(yn,m) = 0.
Call ψn,mj = τ
n,m
j (yn,m · fn), j = 1, 2, 3, fix P0 ∈ S and set
Yn,m : N → R3, Yn,m(P ) = X(P0) + Re
∫ P
P0
(ψn,mk )k=1,2,3.
Note that Yn,m is well defined, has no branch points (take into account Lemma 4.3), RS(Yn,m) ∈
M∗(S), and RS(Yn,m) and Xσ are flux equivalent on S, m ∈ N. Moreover, {RS(Yn,m)}m∈N →
RS(Yn) in the C1(S)-topology for all n.
From the choice of L′n and the fact {ehm,n}m∈N →∞ uniformly on L′n, one has that dYn,m(S, ∂(V )) >
C for large enough m (depending on n), where dYn,m is the intrinsic distance in N associated to
Yn,m. Since {RS(Yn)}n∈N → Xσ in the C0(S)-topology, for each n we can find mn ∈ N such that
the immersions Hn = Yn,mn , n ∈ N, satisfy:
• dHn(S, ∂(V )) > C, where dHn is the intrinsic distance in N associated to Hn, and
• {RS(Hn)}n∈N → Xσ in the C1(S)-topology.
Unfortunately, Hn is not necessarily of FTC, and we have to work a little more. Applying the
first part of the theorem to Hn|V (notice that V is admissible in N ), there exists {Zn,j}j∈N ⊂
M(N ) such that {Zn,j|V }j∈N → Hn|V in the C0(V )-topology, and RS(Zn,j) and RS(Hn) are flux
equivalent for all j. In particular, {Zn,j}j∈N ⊂ MXσ (N) for all n ∈ N. Furthermore, without loss
of generality we can also suppose that dZn,j (S, ∂(V )) > C for all j and n.
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Since {R(Hn)}n∈N → Xσ in the C1(S)-topology, a standard diagonal process provides a se-
quence {Zn}n∈N ⊂ {Zn,j | n, j ∈ N} ⊂ MXσ (N) such that {RS(Zn)}n∈N → Xσ in the C1(S)-
topology and dZn(S, ∂(V )) ≥ C for all n, concluding the proof.
4.2 General version of the Fundamental Approximation Theorem.
In this subsection we obtain the general version of the Fundamental Approximation Theorem for
arbitrary open Riemann surfaces and admissible subsets.
Let us start with the following
Lemma 4.4 Let N be an open Riemann surface, let S = M ∪ β be a (possibly non-connected)
admissible subset in N , and let V be an admissible region in N of finite conformal type containing
S. Let Xσ be a marked immersion in M∗(S), let q : H1(V,Z) → R3 be a group homomorphism
satisfying that q|H1(S,Z) = pXσ , and fix arbitrary constants C > 0, ǫ > 0.
Then there exists Y ∈ M(V ) such that ‖Y −Xσ‖1,S ≤ ǫ, dX(S, ∂(V )) ≥ C, and pY = q.
Proof : By basic topology, we can find a finite collection γ ⊂ V of Jordan arcs such that S0 = S∪γ
is a connected admissible subset in N and j∗ : H1(S0,Z) → H1(V,Z) is an isomorphism, where
j : S → V is the inclusion map. This simply means that V − S0 consists of a finite collection of
once punctured discs and conformal annuli.
If V 6= N , consider a closed tubular neighborhood V0 of V in N and a conformal compactifica-
tion R of V0. Recall that R−V0 consists of a finite family U1, . . . , Ur of pairwise disjoint open discs.
Moreover, if we fix Pj ∈ Uj for each j, S0 becomes an admissible subset of R0 := R−{P1, . . . , Pr},
and R0 − S0 consists of r pairwise disjoint once punctured open discs. If V = N , simply set
V0 = R0 = V and R = N c.
Construct X0σ0 ∈ M∗(S0) satisfying that X0|S = X and σ0|β = σ. By Theorem 4.1, there
exists Z ∈ M(R0) such that ‖Z −X0‖1,S0 < ǫ and pZ |H1(S0,Z) = pX0σ0 . The immersion Y := Z|V
solves the lemma.
✷
Theorem 4.2 (General Approximation Theorem) Let N be an open Riemann surface, and
let S be a possibly non connected admissible subset in N . Let Xσ ∈M∗(S) and let q : H1(N ,Z)→
R3 be a group morphism such that q|H1(S,Z) = pXσ .
Then there exists a sequence {Yn}n∈N ∈ M(N ) such that {RS(Yn)}n∈N → Xσ in the C1(S)-
topology and pYn = q for all n.
Proof : It suffices to prove that for any ǫ > 0 there is Y ∈ M(N ) such that ‖Y −Xσ‖1,S ≤ ǫ and
pY = q.
If N is of finite conformal type, the theorem follows from Lemma 4.4. In the sequel we will
suppose that N is not of finite conformal type, or equivalently that N c is non-compact. Write
E = N c −N .
Consider an exhaustion Nˆ1 ⊂ Nˆ2 ⊂ ... of N c by compact regions such that
• Nˆ0 := Sc ⊂ Nˆ◦1 ,
• Nˆj is admissible in the open Riemann surface N c for all j ≥ 1, and
• Nˆj ⊂ Nˆ◦j+1 and Ej := E ∩ Nˆj ⊂ Nˆ◦j for all j ≥ 1.
Call Nj = −Nˆj − Ej , j ≥ 1, and set Y0 = Xσ.
Using Lemma 4.4 in a recursive way, one can construct Yj ∈M(Nj), j ≥ 1, satisfying that:
(i) ‖Yj+1 − Yj‖1,Nj ≤ ǫ/2j+1 and pYj = q|H1(Nj,R), for all j ≥ 0.
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(ii) dYj+1
(
Yj+1(Nj), Yj+1
(
∂(Nj+1)
)) ≥ 1, where dYj+1 means intrinsic distance in N with respect
to Yj+1, j ≥ 0.
Let Y : N → R3 be the possibly branched minimal immersion given by Y |Nj = limm→∞ Ym|Nj ,
j ∈ N, and note that limm→∞ ‖Ym − Y ‖1,Nj = 0 for all j and ‖Y −Xσ‖1,S ≤ ǫ.
Let us show that Y has no branch points.
Without loss of generality, we will suppose that X is non-flat on the regions of S (use similar
ideas to those in Proposition 4.1). Up to choosing ǫ small enough, the inequality ‖Y −Xσ‖1,S ≤ ǫ
implies that Y is non-flat as well. Let (gm, φ
m
3 ) denote the Weierstrass data of Ym, m ∈ N, and
likewise call (g, φ3) the ones of Y. Obviously, {gm, φm3 )}m∈N → (g, φ3) uniformly on compact subsets
of N c. Take an arbitrary P0 ∈ N , and consider j0 ∈ N such that P0 ∈ N◦j0 . Up to a rigid motion,
g(P0) 6= 0, ∞, hence we can find a closed disc D ⊂ Nj0 such that P0 ∈ D◦ and gm|D, m ∈ N, g|D
are holomorphic and never vanishing. Since Ym has no branch points, φ
m
3 has no zeros on D for
all m. By Hurwith theorem, either φ3 = 0 of φ3 has no zeros on D as well. In the first case the
identity principle would give φ3 = 0 on N , contradicting that Y is non-flat. Therefore, φ3 has no
zeros on D and Y |D has no branch points. Since P0 is an arbitrary point of N , Y is a conformal
minimal immersion.
Finally, let us see that Y is complete and of WFTC. By Osserman’s theorem, the Gauss map
of Yj extends meromorphically to Nˆj , j ∈ N. Since ‖Yj − Y ‖1,Nj is finite, then Weierstrass data
of Y extends meromorphically to N c as well and Y |Nj is complete and of finite total curvature
for any j. It remains to check that Y is complete. Indeed, obviously those curves in N diverging
to a puncture in E have infinite intrinsic length with respect to Y. By item (ii), any curve in N
diverging in N c has also infinite intrinsic length. This shows that Y is complete and lies inM(N ).
Since pY = q, this completes the proof. ✷
For any X ∈ M(N ) with pX = 0 and θ ∈ ∂(D), we set Xθ = Re
( ∫
θ · ∂zX
)
and call {Xθ :
θ ∈ ∂(D)} ⊂ M(N ) as the family of associated minimal immersions of X. The next corollary
generalizes Pirola’s results in [14]:
Corollary 4.1 For any open Riemann surface N , there exists Y ∈ M(N ) such that all its asso-
ciated immersions are well defined. In particular, the space M(N ) 6= ∅.
Proof : Fix a closed discD ⊂ N and an immersionX ∈ M(D). By Theorem 4.2, there is {Yn}n∈N ⊂
M(N ) such that {Yn|D}n∈N → X in the C0(D)-topology and pYn = 0. The corollary follows
straightforwardly. ✷
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