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Abstract 
A solution of the strong Stieltjes moment problem for the sequence {c,: n = 0, =[=1, +2 .. . .  } is a finite positive measure 
# on [0, o~) such that cn = fy t "  d#(t) for all n, while a solution of the strong Hamburger moment problem for the 
same sequence is a finite positive measure /~ on ( -~ ,  cx~) such that c, : f<t  n d#(t) for all n. When the Hamburger 
problem is indeterminate, there exists a one-to-one correspondence b tween all solutions # and all Nevanlinna functions 
~p, the constant ~ included. The correspondence is given by 
~(z)~p(z) - ~;(z) 
Fa(z) = fl(z)~p(z) - 6(z)' 
where ~, /~, ~,, 6 are certain functions holomorphic in C - {0}. The extremal solutions are the solutions #t corresponding 
to the constant functions ~p(z) ~. t, t E ~ U {<x~}. The accumulation points of the (isolated) set Zt of zeros of [~(z)t- 6(z) 
consists of 0 and cxz. The support of the extremal solution #, is the set Zt 0 {0}. There exists an interval [t {°), t (~)] such 
that the extremal solutions of the Stieltjes problem are exactly those #t for which t E [t (°), t<~)]. The measures #,~0, and 
#t~) are natural solutions, and the only ones. If ~") denote the zeros of the orthogonal Laurent polynomials determined 
by {c,} ordered by size, then {~' )}  tends to 0 and {~"-)k} tends to oc for arbitrary constant k when n tends to cx~. 
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1. Introduction 
The stron9 Stieltjes moment problem (SSMP) for a (doubly infinite) sequence {c,: n -- 0, ±1, 
-4-2 .... } of real numbers consists of finding all (if any) positive measures # on [0, cxD) such that c,-- 
fo2"d#(2)  for all n. Similarly the stron9 Hambureer moment problem (SHMP) for the sequence 
{c,: n = 0,+1, 4-2,...} consists of finding all (if any) positive measures /~ on ( -~,cx~) such that 
c, = f_~2" d/~(2) for all n. (In the following we shall only consider the non-degenerate situation 
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when p has infinite support.) The SSMP was introduced and solved in [14] as far as existence 
and uniqueness questions are concerned. The SHMP was first discussed in [13]. The existence and 
uniqueness questions in the case of a regular sequence {cn} was settled by continued fractions 
methods in [11]. The existence problem in the general case was solved in the framework of a theory 
of orthogonal Laurent polynomials by the same authors in [12]. The general uniqueness problem 
was solved again in the framework of the theory of orthogonal Laurent polynomials in [19]. A 
complete description of all solutions of the SHMP was given in [17], and an extensive discussion 
of solutions of the SSMP was given by the same author in [18]. Other contributions to the theory 
of the strong moment problems can be found in [2-5, 7, 8, 10,21], and in references found in these 
papers. For basic theory concerning the classical Stieltjes and Hamburger moment problems see, 
e.g., [1,6,9, 15,20,22,23]. 
A moment problem is said to be determinate if it has exactly one solution, indeterminate if it has 
more than one solution. We shall in the following mainly consider the situation where the sequence 
{c,: n = 0,4-1,4-2,...} is such that the SSMP is solvable and such that the SHMP is indeterminate. 
The purpose of this paper is to throw additional light on two questions concerning extremal solutions 
of the SSMP and the zeros of the orthogonal Laurent polynomials associated with the problem. 
2. Quasi-natural solutions 
For any pair (p,q) of integers with p<.q we denote by Ap,q the complex linear space spanned 
by the functions zJ, j = p, . . . ,q.  The space A = Un~l A_,,n consists of all Laurent polynomials. 
Let the sequence {c,: n = 0, 4-1, +2,.. .} be given, and let the linear functional M be defined on 
(the basis elements of) A by 
M[z n] = cn, n=0,+1,+2 . . . . .  (2.1) 
A necessary and sufficient condition for the SHMP, resp. the SSMP, to be solvable is that M is 
positive on ( -~,  ~) ,  resp. positive on (0, ~) .  (That M is positive on an interval I means that 
M[L] > 0 for all L E A where L(z) ~ O, L(z)>~O when z E I.) We shall in this section assume 
that M is positive on (O,~x~), so that the SSMP is solvable. Note that the SHMP is then also 
solvable. Many of the results in this section have parallels in the more general situation when M is 
positive on ( -e~,  ec), or positive on ( -e~, ~)  and regular. See, e.g., [7, 12]. 
For proofs and more detailed presentation of the material discussed in this section, see, e.g., 
[7, 12, 17, 18]. 
The functional M gives rise to an inner product defined by the formula 
(P, Q) = M[P(z) . Q(z)], (2.2) 
where P and Q are real Laurent polynomials (i.e., belong to the real space spanned by zJ, j = 
0,±1,+2,. . . ) .  By orthonormalization f the base { l , z - l , z , z -2 ,z  2 . . . .  ,Z -n ,zn , . . .}  orthonormal Lau- 
rent polynomials {~o,} are obtained. 
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By suitable normalization they may be written in the form 
qgZm(Z ) __ q2m,-m +. . .  + qZm, nZm, q2m, m > 0, (2.3) 
Z m 
~02m+l(Z) - -  q2m+l,--(m+l) m 
zm+l -~ " ' "  ~- q2m+l,m Z , q2m+l,--(m+l) > 0. (2.4) 
The constants qzm,-m and q2m+l,m are different from zero. For later use we introduce the notation 
h2m- q2m, m , h2m+l - q2m+l,--(m+l) (2 .5 )  
q2m-- 1,m-- 1 q2m,--rn 
The associated orthoyonal Laurent polynomials {ft,} are defined by 
~(z)  = M [ ~P~(2)- ~n(z) 1 . (2.6) 
(The functional is applied to its argument as a function of 2.) We note that ~k0 = 0, if2,, C 
A . . . . .  l, ~b2m+l E A (m+l),m 1. 
The quasi-orthogonal Laurent polynomials {q~n(z, ~) of order n are defined by 
~02m(Z,Z) = q~2m(Z) -- ~CZqgZm-I(Z), for n = 2m, (2.7) 
"C 
~PZm+l(z,r) = ~PZm+I(Z) -- --q~zm(Z), for n = 2m + 1. (2.8) 
Z 
Here r E ~ = ~ U {e~}. (For z = 2 ,  (p,(z,z) = -(p,_l(Z).) The associated quasi-orthogonal 
Laurent polynomials (ft,(z, ~)} are defined by 
ff2m(Z,r) = ff2m(Z) -- rZ~2m-l(Z), for m = 2m, (2.9) 
ffZm+l(Z,'C) = ~b2m+l(z) -- -~ ~2m(Z), for n = 2m + 1. (2.10) 
Z 
The quasi-approximants R,(z, ~) are defined by 
R,(z, "c) = ~9,(z, )/qg,(z, z). (2.1 1 ) 
For r = 0 they reduce to the ordinary approximants ~,(z)/qg,(z) and for r = ~ they reduce to the 
ordinary approximants ft,_ 1 (z)/~p,_ 1(z). 
The following results hold for the zeros of ~o,(z, z). 
Theorem 2.1. Assume that M is positive on (0, e~). Then 
(A) All the zeros of ~on(z, "c) are real and simple. 
(B) At least n - 1 of the zeros are positive. 
(C) All the zeros of q~2m(Z,r) are positive if and only if r > h2,,. All the zeros of ~pzm+l(z,z) 
are positive if and only i f  ~ < hzm+l. 
Proof. See [7, 12, 17, 18]. [] 
Let the zeros of (p,(z,r) be denoted by ~n)(~), k = 1 . . . . .  n, and such that 
(n) ~'n)(~) < ~2 (~) < ' ' "  < ~n°)(~) • (2.12) 
The following quadrature formula and partial fraction decomposition formula are valid. 
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Theorem 2.2. Assume that M is positive on (0, cx~). Then there exist positive constants 2~n)(z), k = 
1,.. . ,n, such that 
n 
M[L] = )--~2~n)(r)L(~)(~)) 
k=l 
(2.13) 
for L E A_2m,2m_ 2 when n = 2m, for L E A_2m,2 m when n = 2m + 1, 
n ~(n) [~h 
Z...a ~(n)+,~ 
k=lgk ~ ) - -Z  
(2.14) 
Proof. See [7, 12]. [] 
Let y~n) denote the discrete measure with mass 2~n)(r) at the point <") ~k (r), k = 1 . . . .  ,n. Then 
according to Theorem 2.2, 
/ ck = 2k dv~")(2) (2.15) 
O(3 
for k = -2m, . . . ,2m - 2 when n = 2m, for k = -2m, . . . ,  2m when n = 2m + 1, and 
Rn(Z ,T) = -- /~  
dv~")(2) 
j_  oo  /~- -Z  (2.16) 
The integrals in (2.15) and (2.16) can be taken over [0,cxD) when ~ > h2m for n = 2m, when 
"c < h2m+l for n = 2m + 1. 
Since 
2<1")(r) + . . .  + 2},")(r) = M[1] - Co (2.17) 
for all n and all z it follows by Helly's theorems that every subsequence (yn(k)'~ of ,¢v (n)~, contains 
t_ "~,(k) ~ l "On J 
a subsequence ,¢v "(k(/))~, converging to a measure v which is a solution of  the SHMP and such that 1 Tn(k(iD J 
the corresponding subsequence {Rn(k(j))(g, Tn(k(j))) } converges to -Fv(z) locally uniformly outside the 
support of v, where in general F,(z) denotes the Stieltjes transform of/~: 
dp(2) 
Fu(z) = I -£-z J -  (2.18) 
We call solutions of the SHMP that can be obtained in this way quasi-natural solutions. Quasi- 
natural solutions that arise from sequences with r2,,~<h2,~, r2,,+t ~>h2m+l are also solutions of  the 
SSMP. Solutions obtained from subsequences of the sequence {v~0 n)} are in general called natural 
solutions. When M is positive on (0, cxz) there exist two natural solutions (which are also solutions 
of  the SSMP): {v~ :m)} converges to a (natural) solution p(0) and {v~0 2m+0} converges to a (natural) 
solution p(~), while {R2m(Z,O)} and {R2,,+l(Z,0)} converge to the holomorphic function (outside 
[0,e~)) -F<°)(z) = -F~,0,(z) and -F<~)(z)  = -F,,oo,(z). The SSMP is determinate if and only if 
the two natural solutions coincide. For these results, see [4, 5, 8, 14, 18]. 
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3. Stieltjes transforms of solutions 
In this section we review some results on the Stieltjes transform of the solutions of the SHMP, 
connected with the linear fractional transformations determined by the quasi-approximants. Also in 
this section we assume that M is positive on (0,oo), although many of the results are valid in the 
more general situation when M is positive on ( -c~,o~) and regular. For proofs and more details, 
see [11, 17-19]. 
For each z E C - E let the mapping z --+ w be defined by 
w = Wn = --Rn(z,z). (3.1) 
This linear fractional transformation maps the open upper half-plane U onto an open disk An(z) and 
the extended real axis ~ onto the boundary circle #An(z). The closed disk /]n(z) = An(z)U #An(z) 
is given by 
n--1 
Zl j(z) + w oj(z)l 2 w - 
j=O 




It follows from (3.2) that the sequence {z]n(z)} is nested, and hence the intersection L]~(z) is 
either a disk or a single point. Let Am(z) denote the interior of z]~(z) and c3A~(z) the boundary. 
Theorem 3.1. Assume that M is positive on (0, o~). Then 
(A) I f  floo(Zo) is a disk for some Zo E C - ~, then f l~(z)  is a disk for every z E C - • (limit 
circle case). I f  Aoo(Zo) is a point for some Zo E C - ~, then 71oo(z) is a point for every z E C - R 
(limit point case). 
(B) For each z E C - R, 71~(z) consists of  exactly the values F~(z) for all solutions I~ of the 
SHMP.  
(C) For each z E C - R, OA~(z) consists of  exactly the values F~(z) for all quasi-natural 
solutions of  the SHMP.  
(D) The SHMP is determinate in the limit point case, indeterminate in the limit circle case. 
Proof. See [11, 17-19]. [] 
The two natural solutions ~(0) and #(oo) have Stieltjes transforms F(°)(z) and F(°°)(z) lying on the 
boundary circle OAoo(z). We shall in Section 4 point out that the Stieltjes transforms of all quasi- 
natural solutions of the SSMP exactly cover an arc on OAoo(z) bounded by F(°)(z) and F(°°)(z). 
4. Nevanlinna parametrization 
In this section we review some basic results on the Nevanlinna parametrization f the solutions of 
the SHMP (which is analogous to the classical moment situation). We assume in this section that 
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M is positive on (0, oc) and such that the SHMP is indeterminate. For more detailed discussions, 
see [17, 18]. Cf. [1,20,23] for the classical situation. 
Let x0 be an arbitrary fixed point on R - {0}. We define functions ~.(z), ft.(z), V.(z), 6.(z)  
(depending on x0) by 
n--1 
c~.(z) = (z - x0)~--~kj(x0)~(z), (4.1) 
j=l  
n--1 
ft.(z) = - 1 + (z - Xo)~-~(Xo)~Oj(Z), (4.2) 
j=l  
n--1 
?.(z) = 1 + (z - Xo)~--~q)j(Xo)~j(z), (4.3) 
j=l  
n--1 
6.(z)  = (z - Xo)~-~gj(Xo)q)j(z). (4.4) 
j=0 
Since the coefficients in q~j(z) and $s(z) are real, it follows that ~.(z), fin(Z), 7.(z), 6.(z)  are real for 
real z. 
The pair {f2m(Z), 62m(Z)} is a base for the space of quasi-orthogonal Laurent polynomials of order 
2m and {~2m(Z),?2m(Z)} is a base for the space of associated quasi-orthogonal Laurent polynomials 
of order 2m, while {z-lfzm+l(Z),Z-162m+l(Z)} is a base for the space of quasi-orthogonal Laurent 
polynomials of order 2m + 1 and {Z-lC~2m+I(Z),Z-1?2m+I(Z)} is a base for the space of associated 
quasi-orthogonal Laurent polynomials of order 2m+ 1. (This is a consequence of Christoffel-Darboux 
type formulas associated with the system {~00}.) Furthermore, 
- = 1 (4 .5 )  
for all n. It follows that for an arbitrary complex number t, ~.(z)t  - 7.(z) and f . ( z ) t  - 6.(z)  have 
no common zeros, and that f . ( z ) t l  - 6.(z)  and f . (z)t2 - 6.(z)  have no common zeros for t l¢  t2. 
For each z E C - ~ let the linear fractional transformation T.(z, t) be defined by 
- 7,(z) 
T.(z, t) = f . ( z ) t  - 6.(z)" (4.6) 
Then 
Tn(z, t) = Rn(z, r), (4.7) 
where t is obtained from z by the transformation t --~ t.(z),  with 
qO2m(XO ) - -  "gXo(P2m_ I(Xo ) 
t2m('~ ) = ffYam(XO) __ ,.CXo~lam_I(Xo), (4 .8 )  
tam+l(7:) = Xo(P2m+l(XO) -- "~(~02m(X0) 
Xo~b2m+l(Xo ) -- VtP2m(XO ) " (4.9) 
The mapping t --* -Tn(z , t )  maps U onto An(z) and ~ onto dA,(z).  
We denote by /~I n) the discrete measure determined by the quadrature formula associated with 
f ln(Z)t -- ~n(Z). Then 
ILl n) = -,V (") where t = tn(r) (4.10) 
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and 
Fu(z)= ~n(z) t - -Tn(Z)  when /~ = #}"). (4.11) 
f ln(z)t -- an(z)  
Theorem 4.1. Assume that M is positive on (0, c~) and that the SHMP is indeterminate. Then 
(A) The functions {~n(Z)},{fln(Z)},{Tn(Z)},{an(Z)} converge locally uniformly on C-  {0} to 
holomorphic functions ~(z ), fi(z ), 7(z), 3(z), satisfying 
oe(z)a(z) -/3(z)7(z) = 1. (4.12) 
(B) For each t E ~ the measures {#~")} converge to a solution Pt of  the SHMP and 
a(z)t - 7(z) (4.13) 
F,, , (z)  = B(z ) t  - a(z)" 
(C) The mapping t --~ #t establishes a one-to-one correspondence between ~ and the family of  
quasi-natural solutions of  the SHMP. 
Proof. See [17, 18]. Note that the convergence r sult under (A) basically follows from the formula 
(3.3) for the radius rn(z) of the disk /in(z), cf. [19]. [] 
For the sake of completeness we here state the Nevanlinna parametrization theorem for solutions 
of the SHMP. Recall that a Nevanlinna function is holomorphic in the open upper half-plane and 
maps this half-plane into the closed upper half-plane. We here include the constant function oc (on 
the Riemann sphere) in the class of Nevanlinna functions. 
Theorem 4.2. Assume that M is positive on (0, ~)  and that the SHMP is indeterminate. Then 
there exists a one-to-one correspondence between the Nevanlinna functions ~o and the solutions # 
of  the SHMP,  given by 
~(z)~o(z)  - ~(z)  
F~(z )  = f l ( z )~o(z ) -  6(z)" (4.14) 
Proof. See [17]. [] 
The mapping 
~(z) t  - ~(z)  
t---+ 
fi(z)t -- 3(z) 
maps the open upper half-plane U onto A~(z) and the extended real line ~ onto OA~(z). A 
Nevanlinna function is either a constant in ~ or a function which maps U into U. In the latter case 
Fu(z) E Aoo(z) for all z c C - ~. Thus for any solution p of the SHMP, either F,(z) E #A~(z) 
for all z E C - ~, or F~(z) ~ Aoo(z) for all z C C - ~. A solution p having the property that 
F,(z) C OAoo(z) for all z E C - ~ is usually called an extremal solution (or N-extremal solution). 
It follows that the extremal solutions are exactly the solutions /~,, i.e., the quasi-natural solutions. 
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We set 
(D2m : t2m(O ) : t2m+l(O<3), 
It follows from (4.8) and (4.9) that 
~o2m(x0) ~o2m+l(xo) 
(D2m 02m (X0) ' (D2m+ 1 02m+ 1(X0) 
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(D2m+l : t2m+l(0 ) : t2m(OO ). (4.15) 
(4.16) 
Now assume that x0 < 0. Since {~m(Z)/q)2m(Z)} and {02m+I(Z)/~D2m+I(Z)} converge outside [0,oo) 
(to functions -F(°)(z) and -F(~)(z)), it follows that {CO2m} and {O92m+1} converge to values co (°) 
and co (~). These values are finite. Also {t2m(h2m)} and {t2m+l(h2m+l)} converge to co (°) and o) (~), 
respectively. Furthermore 
-oc  < co(~)~<co (°) < O. (4.17) 
From these facts the following can be concluded. 
Theorem 4.3. Assume that M is positive on (0, co) and that the SHMP is indeterminate. Then the 
extremal solutions of  the SSMP are exactly the quasi-natural solutions lit with t E [co (~), o)(°)]. 
The Stieltjes transforms at z E C - R of  these extremal solutions exactly cover an arc of  8A~(z) 
with end points F(°)(z) and F(~)(z). 
Proof.  See [18]. [] 
Note that #o,,0, = p(0), #~(~, = p(~). We finally mention that p(0) and p(oo) have the following 
extremum properties: 
F(°)(x)<~F~(x)<~F(°~)(x),  E (--oc,0), (4.18) 
for all solutions p of the SSMP. (See, e.g., [14, 18].) 
5. Structure of  solutions 
In this section we discuss the structure of the support of extremal solutions of the SSMP, and 
behavior of the zeros of orthogonal Laurent polynomials. We assume in the main theorems that M 
is positive on (0, co) and that the SHMP is indeterminate. 
Let ~2 t be an extremal solution of the SSMP, and let 77t denote the set of zeros of the function 
f l (z ) t -  6(z). Since 2~t is a discrete set contained in (0, oc), the only possible limit point in the finite 
plane is the origin. It can be seen, e.g., by using the Stieltjes-Perron i version formula that the 
support of Pt consists of exactly the points of 7/t (with masses like the negative of the residues of 
F,,(z)) and the origin if this is a limit point. (See [17, 18].) We shall here establish that the origin 
always belongs to the support. We shall make use of the following result. 





5.1. The SHMP is determinate if one of  the following two Carleman-type conditions are 
(1/C2m) 1/2m = 00, (5.1) 
(l/C_2m) 1/2m = 0<3. (5.2) 
Proof. This result can essentially be found in [2]. Cf. also [8, 16]. [] 
Theorem 5.2. I f  the support of  a solution # of  an SHMP is bounded or bounded away from zero, 
then the moment problem of which # is a solution is determinate. 
Proof. It is easily verified that if the support of/~ is bounded, then (5.1) is satisfied, and if the 
support of # is bounded away from zero, then (5.2) is satisfied. [] 
Theorem 5.3. Assume that M is positive on (O, cx~) and that the SHMP is indeterminate. Let #t 
be an extremal solution of  the SSMP. Then the set 77t of  zeros of  fl(z)t - 6(z) is unbounded and 
has 0 as a limit point. The support of  #t is the set 77t U {0}. 
Proof. This follows from Theorem 5.2 and the introductory remarks. [] 
¢~"~ 0 We write ¢~") for the zeros k ( ) of q~n(z), 
~(~) ?~"} (5.3) ¢]n) < ¢~n) < , , .  < n- - I  < -~n " 
The zeros of q)n-l(z) separate the zeros of ~0.(z), i.e., 
~(.) ¢(.-1) ~(~) (5.4) ¢]n) < ¢]n--1)  < ¢~n) < . . .  < ~n-- I  < n--1 < 
(see [7, 18]). It follows that {¢(~"~}. is a decreasing sequence and {~j} .  is an increasing sequence 
for fixed j, k. 
Theorem 5.4. Assume that M is positive on (0, ~x~) and that the SSMP is indeterminate. Then 
lim ¢]") --- 0, lim ?(n) = c~ (5.5) 
for every f ixed j, k. 
Proof. Set 
Ck = lim ¢~n), ~; = lim ?~(n). (5.6) "zn--j • r/-----~ oo n ---* (x) 
(2m) ~(2m)-i. ~ (2m+l)  ~(2m+l ) -  L The points Ck and ~j are limit points for the sets Um=1{31 ,''','~2m J and Um=1{31 ,''','2m+1 ," 
Consequently the points Ck and ~; belong to the support of both of the two natural solutions #(0) 
and #(~). It follows from (4.2) that Zt, and Zt2 are disjoint when t l~  t2, hence the supports of/t  ~°) 
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and o f  #(~) can only have the origin in common.  Thus all Ck must be zero (since Ck < oc)  and all 
~j must be oc (since ~j > 0). [] 
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