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1. Introduction
In general, the nonlinear equation
F(x) = 0 (1)
is a problem that cannot be directly solved, so iterative processes are usually used to approximate a solution x∗ of (1). One-
point iterative methods are the best-known iterations to approximate x∗. A sequence xn+1 = φ1(xn), n ≥ 0, is constructed
from an initial approximation x0 such that limn xn = x∗ and F(x∗) = 0. In the study of iterative processes, there are two
important points to bear in mind: the speed of convergence, which is analyzed by the order of convergence, and the
computational cost needed to compute xn+1 from xn, which is generally analyzed by taking into account the number of
evaluations of F, F′, F′′ . . . that are necessary to obtain xn+1 from xn. To classify iterative processes from previous ideas, the
efficiency index [14] is defined by the value EI = p1/d, where p is the order of convergence and d the number of evaluations
of F, F′, F′′ . . . in each step. This index is usually considered in the analysis of scalar equations, where the computational cost
of the successive derivatives is not very different.
For one-point iterative methods, it is known that the order of convergence is a natural number. Moreover, one-point
iterations of the form xn+1 = φ1(xn), n ≥ 0, with order of convergence d, depend explicitly on the first d − 1 derivatives of
F. This implies that their efficiency index is EI = d1/d, d ∈ N. The best situation for this index is obtained when d = 3, see
Fig. 1. In general situations, however, this case is not considered as the most favourable one, but d = 2, namely Newton’s
method [2], even though its efficiency index is worse. It is due to the efficiency index does not consider several determinants.
For example, in the case of nonlinear systems of dimension greater than one or non-finite situations (Banach spaces), the
computational cost is high for computation of the corresponding operator F′′, whereas Newton’s method only uses F and F′.
∗ Corresponding author. Tel.: +34 941 299 440.
E-mail addresses: jezquer@unirioja.es (J.A. Ezquerro), mahernan@unirioja.es (M.A. Hernández), natalia.romero@unirioja.es (N. Romero).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.03.004
880 J.A. Ezquerro et al. / Journal of Computational and Applied Mathematics 223 (2009) 879–892
Fig. 1. Efficiency index EI = d1/d .
To improve the optimum efficiency index, EI = 31/3, we reduce computations of F and F′, avoid the computation of F′′
and increase the order of convergence. From the above-mentioned restrictions for the one-point methods, we construct a
uniparametric family of multipoint iterations, namely, xn+1 = Ψ(x1n, x2n, x3n, . . .), n ≥ 0 [14] – where the second derivative F′′
is not used – that depend on a parameter and is such that EI = 41/4. This efficiency index is the same as the one in Newton’s
method, but for some values of the parameter involved in the family, the efficiency index is EI = 41/3, which is better than
the one in Newton’s method and also better than the most favourable situation of one-point methods (EI = 31/3).
To do this, we use the following multipoint iteration:
x0 given,
xn+1 = Ψ1(xn, un, vn), n ≥ 0,
un = µ1(xn), vn = µ2(xn).
This kind of iterative methods does not require several starting points as in the classical multipoint iterations – for
example the Secant method [3]. Moreover, as the known multipoint iterative processes, they do not have the corresponding
restriction on the order of convergence that the one-point iterative methods have. So, in Section 2, a uniparametric family
of multipoint iterations with order of convergence at least four is constructed, where the computations of F and F′ are only
used, as Newton’s method, and whose computational cost is analysed in Section 4.
In Section 3, the family of iterations constructed in Section 2 is extended to Banach spaces, so that a large number of
different types of problems can be solved (scalar equations, nonlinear systems of equations, integral equations, etc.). In
Section 5, we pay attention to the semilocal convergence, the existence and uniqueness regions of solutions and the R-order
of convergence [12], where general results concerning convergence usually use conditions of the Kantorovich type. The used
technique to prove them consists of a system of recurrence relations, where some real sequences are involved. The section
is finished with a semilocal convergence result under milder convergence conditions, so that the semilocal convergence is
studied under the classical Newton–Kantorovich conditions [11]. Finally, in Section 6, considerations about the new iterative
processes are done and some numerical tests are given.
2. A new family of multipoint iterations with order of convergence of at least four
Initially, to approximate a solution x∗ of (1), we consider the following family of one-point iterations:{
x0 given,
xn+1 = φ2(xn) = xn − H˜(LF(xn))(F(xn)/F′(xn)), n ≥ 0, (2)
where LF(xn) = F′′(xn)F(xn)F′(xn)2 and H˜(z) =
∑
k≥0 Akzk such that Ak ∈ R+ ∪ {0} and ρ˜ =
(
limk
∣∣∣ Ak+1Ak ∣∣∣)−1 is the radius of convergence,
except for finite situations (∃k ∈ N with Ak+j = 0 for all j ≥ 0), where ρ˜ = +∞.
Hernández and Romero prove in [10] that if A0 = 1 and A1 = 1/2, then (2) has R-order of convergence at least three in
Banach spaces, along with every usually used one-point iterative process of R-order of convergence at least three is included
in (2): Chebyshev’s method [8], Halley’s method [10], the Super-Halley method [10], Chebyshev-like methods [1], etc.
Our first aim is to avoid the computation of F′′ in these cubically convergent iterations. In [8], Hernández has done this
for Chebyshev’s method in Banach spaces, but the order of convergence is not increased by the technique used there. Our
second aim is to increase the order of convergence; we use a modification of the technique used in [8].
Observe first that if A0 = 1 and A1 = A2 = 1/2, then (2) has order of convergence at least four when it is applied to solve
quadratic equations (see [7]). Then, to extend this result to any equation and avoiding the computation of F′′, from Taylor’s
formula,we have:
F′(un) = F′(xn)+ F′′(xn)(un − xn)+
∫ un
xn
F′′′(x)(un − x) dx,
F′(vn) = F′(xn)+ F′′(xn)(vn − xn)+
∫ vn
xn
F′′′(x)(vn − x) dx,
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Table 1
Errors ‖xn − x∗‖∞ for Kepler’s equation
n Newton’s method Jarratt’s method The modified Euler
method
1 5.47903 . . . 5.80236 . . . 5.80294 . . .
2 4.12344 . . . 1.40564 . . . 1.69131 . . .
3 2.62048 . . . 1.81252 . . .× 10−2 6.66613 . . .× 10−3
4 2.03342 . . . 5.54837 . . .× 10−9 2.35076 . . .×10−11
5 1.74269 . . .× 10−1 5.00598 . . .× 10−35 3.62880 . . .×10−45
6 1.23779 . . .× 10−2
7 5.21929 . . .× 10−5
8 9.38826 . . .× 10−10
9 3.03777 . . .× 10−10
10 3.18048 . . .× 10−38
where un = xn + θ1(yn − xn), vn = xn + θ2(yn − xn), yn = xn − F(xn)/F′(xn), θ1, θ2 ∈ [0, 1] and θ1 6= θ2, and consequently
F′(vn)− F′(un) ≈ −(θ2 − θ1)F′′(xn)F(xn)/F′(xn),
LF(xn) ≈
( −1
θ2 − θ1
)
F′(vn)− F′(un)
F′(xn)
= ψ(un, vn).
With this modification of the technique followed in [8], the parameters θ1 and θ2 are considered so that we can eliminate
the computation of F′′ and obtain order of convergence at least four.
Now, (2) is written as:{
x0 given,
xn+1 = Ψ2(xn, un, vn) = xn − H˜(ψ(un, vn))(F(xn)/F′(xn)), n ≥ 0, (3)
where H˜(z) is defined in (2) with A0 = 1 and A1 = A2 = 1/2. Observe that if (3) is well defined, namely ‖ψ(x, y)‖ < ρ˜, only
the computations of F and F′ are required. Moreover, note that
ψ(un, vn) =
( −1
θ2 − θ1
)
F′(xn − θ2(F(xn)/F′(xn)))− F′(xn − θ1(F(xn)/F′(xn)))
F′(xn)
≡ ψ˜(xn),
so that Schröeder’s characterization [13] can be used to obtain the order of convergence of (3) when it is written as{
x0 given,
xn+1 = φ3(xn) = xn − H˜(ψ˜(xn))(F(xn)/F′(xn)), n ≥ 0.
So, if x∗ is a solution of (1), then it is easy to prove that
φ3(x
∗) = x∗, φ′3(x∗) = φ′′3(x∗) = 0, φ′′′3 (x∗) = 0 if θ1 + θ2 = 2/3.
Consequently, the following family of iterations:
x0 given,
yn = xn − F(xn)/F′(xn),
G˜(xn, yn) = −32(1− 3θ)
F′
(
xn + 2−3θ3 (yn − xn)
)
− F′ (xn + θ(yn − xn))
F′(xn)
, θ ∈ [0, 1/3),
xn+1 = φ4(xn) = xn − H˜(G˜(xn, yn))(F(xn)/F′(xn)), n ≥ 0,
(4)
where H˜(z) is defined in (2) with A0 = 1 and A1 = A2 = 1/2, has order of convergence of at least four and only the
computations of F and F′ are used. The corresponding efficiency index is EI = 41/4, the same as that of Newton’s method. But
if θ = 0, then EI = 41/3, which is better than Newton’s one and any one-point iterative process.
Example 1. We can now observe the behaviour of some iterations of (4) when they are applied to approximate the solution
x∗ = 1.93345 . . . of the Kepler’s equation given by F(x) = x − sin x − 1 = 0. Two methods are applied: the ones obtained
from (4) when the third-order methods considered in (2) are the Super-Halley and the Euler methods, along with the value
θ = 0, which are the Jarratt method [4] and the modified Euler method, respectively. From the starting point x0 = 15, we
have obtained the errors given in Table 1, where 50 significant digits and the stopping criterion ‖xn − x∗‖∞ < C× 10−50 are
used. Observe in Table 1 that iterations (4) are competitive if they are compared with the usual fourth-order iteration, the
two steps of Newton’s method, whose values are written in bold. In addition, the computational cost is reduced.
To finish, we can see in Table 2 that the computational order of convergence (see [15])
ρ ≈ ln |(xn − x
∗)/(xn−1 − x∗)|
ln |(xn−1 − x∗)/(xn − x∗)|
of both methods is closed to four, so that it agrees with the order of convergence at least four of the two methods.
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Table 2
The computational order of convergence ρ
n Jarratt’s method The modified Euler
method
2 3.06885 . . . 4.49111 . . .
3 3.44737 . . . 3.51498 . . .
4 3.99818 . . . 4.00023 . . .
5 3.99999 . . . 4.00000 . . .
3. The family of iterations in Banach spaces
When iteration (4) is extended to Banach spaces, we have to pay attention to two important aspects: the definition of
the quotients that appear in (4) and the existence of the operator H˜.
Firstly, we consider that F : Ω ⊆ X → Y is a differentiable nonlinear operator defined on a non-empty open convex
subset Ω of a Banach space X with values in a Banach space Y. Then, for x ∈ Ω , as F′(x) ∈ L(Ω, Y), where L(Ω, Y) is the
set of bounded linear operators from Ω into Y, and [F′(x)]−1 ∈ L(Y,Ω), it follows that [F′(x)]−1F(x) ∈ Ω is well defined and
[F′(x)]−1(F′(u)− F′(v)) ∈ L(Ω,Ω), for x, u, v ∈ Ω . Therefore, G˜ : Ω × Ω → L(Ω,Ω) and
G˜(x, y) = −3
2(1− 3θ) [F
′(x)]−1
(
F′
(
x+ 2− 3θ
3
(y− x)
)
− F′ (x+ θ(y− x))
)
, θ ∈ [0, 1/3).
Now, since the operator H˜ is defined by means of a sum that can be non-finite, we use the following result to define H˜ [6].
Theorem 3.1. Let X be a Banach space and T : X→ X a lineal and bounded operator, T ∈ L(X, X). If ∑∞n=0 Antn, where An ∈ R+,
is convergent with radius of convergence r¯, then
∑∞
n=0 AnTn ∈ L(X, X) is well-defined, provided that ‖T‖ < r¯.
In consequence, since
([F′(x)]−1(F′(u)− F′(v)))k = ([F′(x)]−1(F′(u)− F′(v))) k· · · ([F′(x)]−1(F′(u)− F′(v))),
for k ≥ 0, we have that ([F′(x)]−1(F′(u) − F′(v)))k ∈ L(Ω,Ω), for k ≥ 0. Taking into account that the series ∑k≥0 Akzk, has
radius of convergence ρ, then
H˜(G˜(x, y)) =∑
k≥0
Ak G˜(x, y)
k ∈ L(Ω,Ω)
if ‖G˜(x, y)‖ < ρ. So, iteration (4) can be extended to Banach spaces as follows:

x0 given,
yn = xn − ΓnF(xn),
G(xn, yn) = Γn
(
F′
(
xn + 2− 3θ3 (yn − xn)
)
− F′ (xn + θ(yn − xn))
)
, θ ∈ [0, 1/3),
xn+1 = yn + H(G(xn, yn))(yn − xn), n ≥ 0,
(5)
where Γn = [F′(xn)]−1, H(z) =∑k≥1 Akzk, A1 = A2 = 1/2, Ak ∈ R+, for k ≥ 3.
In general, we consider the sum is finite, except for the cases in which
∑
k≥0 Akzk represents an analytical operator, as for
example in the Halley method, where
∑
k≥0
Akz
k =∑
k≥0
(1
2
)k
zk = 1
1− z/2 ,
the Super-Halley method, where
∑
k≥0
Akz
k = I + 1
2
∑
k≥1
zk = I + z/2
1− z ,
the Exponential method, the Cauchy method, the Ostrowski method or the Logarithmic method [10]. In all the cases, the
operator H : L(Ω,Ω) → L(Ω,Ω) is represented by the corresponding analytical operator; as for example, H(G(x, y)) =[
I − 12G(x, y)
]−1
for the Halley method, H(G(x, y)) = I + 12G(x, y) [I − G(x, y)]−1 for the Super-Halley method, etc.
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Table 3
Computational cost, order and efficiency index
Method Order Ev. of F Ev. of F′ Ev. of F′′ LR EI
The Halley method 3 1 1 1 2 31/3
The Super-Halley method 3 1 1 1 2 31/3
(5) with θ = 1/4 and m0 = 10 4 1 3 0 1 41/4
(5) with θ = 2/3 and m0 = 4 4 1 2 0 1 41/3
Table 4
Computational cost, order and efficiency index
Method Order Ev. of F Ev. of F′ LR EI
Two steps of Newton’s method 4 2 2 2 41/4
(5) with θ = 0 and m0 = 2 4 1 2 1 41/3
(5) with θ = 2/3 and m0 = 5 4 1 2 1 41/3
4. On the operational cost
For finite situations, H(z) =∑m0k=1 Akzk, the most commonly used, we realize a study of the computational cost for iteration
(5). Starting at xn, for the finite dimensional case, the computation of the (n+ 1)-step of (5) proceeds as follows:
1. Stage: Compute one LR-decomposition of F′ by the Gaussian elimination.
2. Stage: Solve the linear system: F(xn)+ F′(xn)αn = 0.
3. Stage: Solve the linear systems: F′(xn)βn − F′
(
xn + 2−3θ3 αn
)
+ F′(xn + θαn) = 0.
4. Stage: Calculate:
γn = 32(1− 3θ)βn
(1
2
I + 3
2(1− 3θ)βn
(1
2
I + 3
2(1− 3θ)βn
(
A3I +
(
· · ·
(
Am0−1I +
3
2(1− 3θ)Am0βn
)))))
αn.
5. Stage: Set xn+1 = yn + γn.
Observe that the linear systems considered above have the same associated matrix and then we only need one LR-
decomposition of the matrix F′(xn) in each step.
The efficiency of higher order methods such as (5) is compared with its classical predecessor in Table 3. Observe that
methods given in (5) are always superior.
On the other hand, iterations (5) must be compared with Newton’s method (if two steps of Newton’s method as one
step of a fourth order method is considered). As we can see in Table 4, iterations (5) are competitive when they are even
compared with a classical method of order four.
5. An analysis of the semilocal convergence
The aim of this section is to give a semilocal convergence result for (5) and a study of the R-order of convergence. To
do this, we require some conditions for the couple (F, x0). From some real parameters, a system of recurrence relations
is constructed in which real sequences of positive real numbers are involved. Then, it is guaranteed the convergence of
the iteration. We also obtain domains of existence and uniqueness of a solution from the theoretical significance of the
iteration, along with some a priori error bounds, from which the R-order of convergence at least four is deduced. After that,
the convergence conditions for (5) are relaxed and another semilocal convergence result is presented, so that we prove the
semilocal convergence of (5) under the classical Newton–Kantorovich conditions.
Throughout the section we denote B(x, r) = {y ∈ X; ‖y− x‖ ≤ r} and B(x, r) = {y ∈ X; ‖y− x‖ < r}.
5.1. Semilocal convergence under classical Kantorovich-type conditions
To obtain a semilocal convergence result for iterations with at least R-order of convergence four, the following conditions
of the Kantorovich type are usually required: F is three times Fréchet-differentiable, F′′ and F′′′ are bounded and F′′′ satisfies
a Lipschitz condition.
Let x0 ∈ Ω and suppose that there exists Γ0 = [F′(x0)]−1 ∈ L(Y, X) at x0, where L(Y, X) is the set of bounded linear
operators from Y into X. We also assume that F has continuous third-order Fréchet-derivative on Ω and
(i) ‖Γ0‖ ≤ β,
(ii) ‖y0 − x0‖ = ‖Γ0F(x0)‖ ≤ η,
(iii) ‖F′′(x)‖ ≤ M, x ∈ Ω ,
(iv) ‖F′′′(x)‖ ≤ N, x ∈ Ω ,
(v) ‖F′′′(x)− F′′′(y)‖ ≤ K‖x− y‖, x, y ∈ Ω .
884 J.A. Ezquerro et al. / Journal of Computational and Applied Mathematics 223 (2009) 879–892
5.1.1. System of recurrence relations
We now denote a0 = Mβη, b0 = Nβη2, c0 = Kβη3, d0 = h(a0)`(a0, b0, c0) and
f (x) = 1
2
+ x
2
+∑
k≥3
Akx
k−1,
g(x) = 1+ xf (x),
h(x) = 1
1− xg(x) ,
`(x, y, z) = x
3
2
(
1+ f (x)2
)
+
(
1
4
+ 9θ
2 − 6θ+ 2
12
(1− 3θ)
)
xy
+
(
1+ (2− 3θ)
3
18
+ 3θ
3
2(1− 3θ)
)
z3
12
+
(
x+ 3θ+ (2− 3θ)
2(1− 3θ)
)∑
k≥3
Akx
k.
(6)
From the initial conditions, it follows that
‖G(x0, y0)‖ ≤ 23 (1− 3θ)a0,
and the existence of H(G(x0, y0)) is deduced if and only if ‖G(x0, y0)‖ < ρ, so that a0 < 3ρ2(1−3θ) is required. Moreover, if
x1 ∈ Ω , we have
‖x1 − y0‖ ≤ ‖H(G(x0, y0))‖‖y0 − x0‖ ≤ a0f (a0)‖y0 − x0‖,
‖x1 − x0‖ ≤ ‖x1 − y0‖ + ‖y0 − x0‖ ≤ g(a0)‖y0 − x0‖ < Rη,
where R = g(a0)1−d0 (this value of R is later deduced). Therefore, y0, x1 ∈ B(x0, Rη), provided that d0 < 1.
On the other hand, if a0g(a0) < 1, it follows that ‖I − Γ0F′(x1)‖ < 1, since
‖I − Γ0F′(x1)‖ ≤ ‖Γ0‖‖F′(x0)− F′(x1)‖ ≤ M‖Γ0‖‖x1 − x0‖ ≤ a0g(a0).
Then, by the Banach lemma, there exists Γ1 = [F′(x1)]−1 and ‖Γ1‖ ≤ h(a0)‖Γ0‖. Consequently, y1 is well defined. Now,
we will prove (ii) for x1 and y1. To do this, an approximation of the operator F is introduced in the next lemma, where the
approximations appeared in (5) are used. The lemma can be then proved.
Lemma 5.1. Let F be a nonlinear operator defined on a non-empty open convex domain Ω of a Banach space X with values in a
Banach space Y . If F has continuous second-order Fréchet-derivatives on Ω , then
F(xn+1) =
∫ 1
0
F′′(yn + t(xn+1 − yn))(1− t)dt(xn+1 − yn)2
+
∫ 1
0
[
F′′(yn + t(xn+1 − yn))(1− t)− 2− 3θ4(1− 3θ) F
′′
(
xn + 2− 3θ3 t(xn − yn)
)
+ 3θ
4(1− 3θ) F
′′(xn + θt(xn − yn))
]
dt(yn − xn)2
− 3
4(1− 3θ)
∫ 1
0
[
F′′(xn + t(yn − xn))− 2− 3θ2(1− 3θ) F
′′
(
xn + 2− 3θ3 t(xn − yn)
)
+ 3θ
2(1− 3θ) F
′′(xn + θt(xn − yn))
]
dt(yn − xn)G(xn, yn)(yn − xn)
+ 9
8(1− 3θ)2
∫ 1
0
F′′(xn + t(yn − xn))dt(yn − xn)G(xn, yn)2(yn − xn)
+∑
k≥3
( −3
2(1− 3θ)
)k
Ak
∫ 1
0
F′′(xn + t(yn − xn))dt(yn − xn)G(xn, yn)k(yn − xn)
+ 2− 3θ
3
∑
k≥3
( −3
2(1− 3θ)
)k
Ak
∫ 1
0
F′′
(
xn + 2− 3θ3 t(xn − yn)
)
dt(yn − xn)G(xn, yn)k−1(yn − xn)
− θ∑
k≥3
( −3
2(1− 3θ)
)k
Ak
∫ 1
0
F′′(xn + θt(yn − xn))dt(yn − xn)G(xn, yn)k−1(yn − xn), n ≥ 0.
Remark 1. Observe that if F has continuous third-order Fréchet-derivative on Ω , the second and the third integrals of the
last approximation can be respectively written in the following ways:
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0
∫ 1
0
[
F′′′(xn + st(yn − xn))− F′′′(xn)] t(1− t) ds dt (yn − xn)
− (2− 3θ)
2
12(1− 3θ)
∫ 1
0
∫ 1
0
[
F′′′
(
xn + 2− 3θ3 st(xn − yn)
)
− F′′′(xn)
]
t ds dt (yn − xn)
+ 3θ
2
4(1− 3θ)
∫ 1
0
∫ 1
0
[
F′′′(xn + θst(yn − xn))− F′′′(xn)] t ds dt (yn − xn)
and
− 3
4(1− 3θ)
(∫ 1
0
[
F′′(xn + t(yn − xn))− F′′(xn)] dt + 2− 3θ2(1− 3θ)
∫ 1
0
[
F′′(xn)− F′′
(
xn + 2− 3θ3 t(xn − yn)
)]
dt
+ 3θ
2(1− 3θ)
∫ 1
0
[
F′′(xn + θt(yn − xn))− F′′(xn)] dt
)
.
After that, we give some properties that the functions above-mentioned satisfy.
Lemma 5.2. Let f , g, h and ` be the four real functions given in (6). Then
(a) f (x) and g(x) are increasing,
(b) h(x) is increasing provided that xg(x) < 1,
(c) `(x, y, z) is increasing in its three arguments.
Taking then into account Lemma 5.1, Remark 1 and the case n = 0, we have
‖F(x1)‖ ≤
[
a20
2
(1+ f (a0)2)Mη+ 112
(
1+ (2− 3θ)
3
18
+ 3θ
3
2(1− 3θ)
)
Kη3
+
(
1
4
+ 9θ
2 − 6θ+ 2
12(1− 3θ)
)
a0Nη
2 +
(
a0 + 3θ+ (2− 3θ)2(1− 3θ)
)(∑
k≥3
Aka
k−1
0
)
Mη
]
‖y0 − x0‖.
Thus,
‖y1 − x1‖ = ‖Γ1F(x1)‖ ≤ ‖Γ1‖‖F(x1)‖ ≤ h(a0)`(a0, b0, c0)‖y0 − x0‖ = d0‖y0 − x0‖ < η.
Moreover,
M‖Γ1‖‖y1 − x1‖ ≤ Mh(a0)‖Γ0‖d0‖y0 − x0‖ ≤ a0h(a0)d0,
N‖Γ1‖‖y1 − x1‖2 ≤ Nh(a0)‖Γ0‖d20‖y0 − x0‖2 ≤ b0h(a0)d20,
K‖Γ1‖‖y1 − x1‖3 ≤ Kh(a0)‖Γ0‖d30‖y0 − x0‖3 ≤ c0h(a0)d30,
‖G(x1, y1)‖ ≤ 23 (1− 3θ)M‖Γ1‖‖y1 − x1‖ ≤
2
3
(1− 3θ)a0h(a0)d0,
‖x2 − y1‖ ≤ a0h(a0)d0f (a0h(a0)d0)‖y1 − x1‖,
‖x2 − x1‖ ≤ ‖x2 − y1‖ + ‖y1 − x1‖ ≤ g(a0h(a0)d0)‖y1 − x1‖,
‖x2 − x0‖ ≤ ‖x2 − x1‖ + ‖x1 − x0‖ ≤ (1+ d0)g(a0)‖y0 − x0‖ < Rη,
since g is an increasing function and provided that h(a0)d0 < 1. Furthermore, if h(a0)d0 < 1 and a0g(a0) < 1, ‖I−Γ1F′(x2)‖ <
1, since
‖I − Γ1F′(x2)‖ ≤ ‖Γ1‖‖F′(x1)− F′(x2)‖ ≤ M‖Γ1‖‖x2 − x1‖ ≤ a0h(a0)d0g(a0h(a0)d0),
and by the Banach lemma, there exists Γ2 = [F′(x2)]−1 and ‖Γ2‖ ≤ h(a0h(a0)d0)‖Γ1‖. Therefore, y2 is well-defined.
After that, we denote a0h(a0)d0 = a1, b0h(a0)d20 = b1, c0h(a0)d30 = c1 and define the following scalar sequences:
an = an−1h(an−1)dn−1, n ≥ 1,
bn = bn−1h(an−1)d2n−1, n ≥ 1,
cn = cn−1h(an−1)d3n−1, n ≥ 1,
dn = h(an)`(an, bn, cn), n ≥ 1.
The previous real sequences satisfy the properties of the next lemma.
Lemma 5.3. Let f , g, h and ` be the four real functions given in (6). If
a0g(a0) < 1 and h(a0)2`(a0, b0, c0) < 1 (7)
then
(a) d0 < 1 and h(a0)d0 < 1,
(b) the sequences {an}, {bn}, {cn} and {dn} are decreasing,
(c) ang(an) < 1, for all n ≥ 0.
886 J.A. Ezquerro et al. / Journal of Computational and Applied Mathematics 223 (2009) 879–892
Proof. Item (a) follows immediately from (7). To prove (b), Lemma 5.2 and induction hypotheses are used. Item (c) is trivial
from (b) and item (a) of Lemma 5.2. 
Now, in Lemma 5.4, a system of recurrence relations is provided, so that we can guarantee that sequence (5) is well
defined. The proof of Lemma 5.4 follows from a similar argument and the use of induction hypotheses.
Lemma 5.4. Let f , g, h and ` be the four real functions given in (6). If (7) is satisfied, then the following items are true for all n ≥ 1:
[I] there exists Γn = [F′(xn)]−1 and ‖Γn‖ ≤ h(an−1)‖Γn−1‖,
[II] ‖yn − xn‖ ≤ dn−1‖yn−1 − xn−1‖ ≤ dn0‖y0 − x0‖ < η,
[III] M‖Γn‖‖yn − xn‖ ≤ an,
[IV] N‖Γn‖‖yn − xn‖2 ≤ bn,
[V] K‖Γn‖‖yn − xn‖3 ≤ cn,
[VI] ‖xn+1 − yn‖ ≤ anf (an)‖yn − xn‖,
[VII] ‖xn+1 − xn‖ ≤ g(an)‖yn − xn‖,
[VIII] ‖xn+1 − x0‖ ≤ g(a0) 1−d
n+1
0
1−d0 ‖y0 − x0‖ < Rη, where R =
g(a0)
1−d0 .
5.1.2. Main result
With (5) well defined, the aim of this subsection is to prove that (5) is a Cauchy sequence, so that (5) is then convergent.
Firstly, some properties of the sequences {an}, {bn}, {cn} and {dn} are given in the next lemma.
Lemma 5.5. Let f , g, h and ` be the four real functions given in (6). Define γ = h(a0)2`(a0, b0, c0). If (7) is satisfied,
(a) f (γx) < f (x), g(γx) < g(x), h(γx) < h(x) and `(γx, γ2y, γ3z) < γ3`(x, y, z) provided that γ ∈ (0, 1) and x < 1/g(x),
(b) an < γ4
n−1
an−1 < γ
4n−1
3 a0, bn < γ2·4
n−1
bn−1 < γ
2
3 (4
n−1)b0, cn < γ3·4
n−1
cn−1 < γ4
n−1c0, for all n ≥ 2, and
dn < γ3·4
n−1
dn−1 < γ4
n−1d0 = γ4n/h(a0), for all n ≥ 1.
Proof. Item (a) follows immediately as a consequence of Lemma 5.2. To prove (b), it follows an inductive procedure. Since
a1 = γa0, we have b1 = γb0d0 < γ2b0, c1 = γc0d20 < γ3c0 and d1 < γ3d0. If it is supposed that (b) is true for k = n− 1, then
an = an−1h(an−1)dn−1 < γ4n−2an−2h
(
γ4
n−2
an−2
)
γ3·4
n−2
dn−2 < γ4
n−1
an−2h(an−2)dn−2 = γ4n−1an−1,
bn = bn−1h(an−1)d2n−1 <
(
γ4
n−1)2
bn−1 = γ2·4n−1bn−1,
cn = cn−1h(an−1)d3n−1 <
(
γ4
n−1)3
cn−1 = γ3·4n−1cn−1,
dn = h(an)`(an, bn, cn) < γ3·4n−1h(an−1)`(an−1, bn−1, cn−1) = γ3·4n−1dn−1.
Consequently,
an < γ
4n−1γ4
n−2
an−2 < · · · < γ 4
n−1
3 a0,
bn < γ
2·4n−1bn−1 < γ2·4
n−1
γ2·4
n−2
bn−2 < · · · < γ 23 (4n−1)b0,
cn < γ
3·4n−1cn−1 < γ3·4
n−1
γ3·4
n−2
cn−2 < · · · < γ4n−1c0,
dn < γ
3·4n−1dn−1 < γ3·4
n−1
γ3·4
n−2
dn−2 < · · · < γ4n−1d0.
The proof is then complete. 
The semilocal convergence of sequence (5) now follows from the next theorem, which is also used to draw conclusions
about the existence of a solution and the domain in which it is located, along with some a priori error bounds, which lead
to iteration (5) converges with R-order of convergence at least four.
Theorem 5.6. Let X and Y be two Banach spaces and F : Ω ⊆ X→ Y a three times Fréchet differentiable operator on a non-empty
open convex subset Ω . Let x0 ∈ Ω and suppose that all conditions (i)–(v) hold. If a0 < 3ρ2(1−3θ) , conditions (7) are satisfied and
B(x0, Rη) ⊆ Ω , then the sequence {xn}, given by (5) and starting at x0, converges with R-order of convergence at least four to a
solution x∗ of Eq. (1), the solution x∗ and the iterates xn, yn belong to B(x0, Rη). Moreover, the following a priori error estimates are
given
‖x∗ − xn‖ ≤ g(a0) η γ 4
n−1
3
∆n
1− γ4n∆ , n ≥ 0, (8)
where γ = h(a0)2`(a0, b0, c0) and ∆ = 1/h(a0).
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Proof. Firstly, we prove that the sequence {xn} is well defined. So, from [II],
‖yn − xn‖ ≤ dn−1‖yn−1 − xn−1‖ ≤ · · · ≤
(
n−1∏
k=0
dk
)
‖y0 − x0‖
and, by Lemma 5.5, it follows
n−1∏
k=0
dk <
n−1∏
k=0
γ4
k
∆ = ∆nγ 4n−13 ,
where γ = h(a0)2`(a0, b0, c0) < 1 and ∆ = 1/h(a0) < 1. Therefore, from m ≥ 1,
‖xn+m − xn‖ ≤ ‖xn+m − xn+m−1‖ + ‖xn+m−1 − xn+m−2‖ + · · · + ‖xn+1 − xn‖
≤ g(an+m−1)‖yn+m−1 − xn+m−1‖ + g(an+m−2)‖yn+m−2 − xn+m−2‖ + · · · + g(an)‖yn − xn‖
≤ g(an)
n+m−1∑
i=n
(
i−1∏
k=0
dk
)
‖y0 − x0‖ ≤ g(a0)η γ 4
n−1
3 ∆n
1− γ 4n(4m−1+2)3 ∆m
1− γ4n∆ , (9)
since γ
4i+3·4n
3 ≥ γ 4i+13 , for i = n, n+ 1, . . . , n+ m− 1.
Besides, xm ∈ B(x0, Rη), for all m ≥ 1, since
‖xm − x0‖ ≤ g(a0)η 1− γ
4m−1+2
3 ∆m
1− γ∆ < Rη
if n = 0 in (9). Analogously, ym ∈ B(x0, Rη), for all m ≥ 0. Therefore, xm, ym ∈ Ω , for m ≥ 1.
On the other hand, from (9), it is obvious that {xn} is a Cauchy sequence and it therefore converges to x∗ = limn xn.
Now, by letting n→∞ in [II], it follows ‖ΓnF(xn)‖ → 0, and since ‖F(xn)‖ ≤ ‖F′(xn)‖‖ΓnF(xn)‖ and {‖F′(xn)‖} is bounded,
we have ‖F(xn)‖ → 0. Hence, by the continuity of F in B(x0, Rη), we obtain F(x∗) = 0.
To finish, we obtain (8), by letting m → ∞ in (9), and consequently, iteration (5) is of R-order of convergence at least
four, since
‖x∗ − xn‖ < g(a0)η
γ1/3(1− γ∆)
(
γ1/3
)4n
, n ≥ 0.
The proof is then complete. 
5.1.3. Uniqueness of the solution
In what follows, we see that x∗ is the unique solution of Eq. (1).
Theorem 5.7. Suppose that all conditions (i)–(vi) are satisfied. The solution x∗ of Eq. (1) is unique in Ω0 = B(x0, 2Mβ − Rη) ∩ Ω
provided that R < 2/a0.
Proof. Let us assume a some other solution y∗ of (1) in Ω0. According to [4,5], from the approximation
0 = F(y∗)− F(x∗) =
∫ 1
0
F′(x∗ + t(y∗ − x∗)) dt (y∗ − x∗),
we have to see that the operator P = Γ0 ∫ 10 F′(x∗ + t(y∗ − x∗)) dt is invertible and then x∗ = y∗. Indeed, from
‖I − P‖ ≤ ‖Γ0‖
∫ 1
0
‖F′(x∗ + t(y∗ − x∗))− F′(x0)‖ dt ≤ Mβ
∫ 1
0
‖x∗ + t(y∗ − x∗)− x0‖ dt
≤ Mβ
∫ 1
0
((1− t)‖x∗ − x0‖ + t‖y∗ − x0‖) dt < Mβ2
(
Rη+ 2
Mβ
− Rη
)
= 1,
it follows that there exists P−1 and the proof is then complete. 
5.2. Semilocal convergence under mild conditions
An important feature of the two steps of Newton’s method is that we can guarantee its semilocal convergence under the
same convergence conditions as for Newton’s method (for example under mild Newton–Kantorovich conditions [2,9]), that
is, let x0 ∈ Ω , suppose Γ0 = [F′(x0)]−1 ∈ L(Y,Ω) exists at x0, F′ is continuous on Ω and
(c1) ‖Γ0‖ ≤ β,
(c2) ‖y0 − x0‖ = ‖Γ0F(x0)‖ ≤ η,
(c3) ‖F′(x)− F′(y)‖ ≤ K‖x− y‖p, x, y ∈ Ω, p ∈ [0, 1].
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In this subsection, we prove that iterations given in (5) are convergent under mild Newton–Kantorovich conditions
(c1)–(c3) as Newton’s method.
Theorem 5.8. Let X and Y be two Banach spaces and F : Ω ⊆ X→ Y a Fréchet differentiable operator on a non-empty open convex
subset Ω . Let x0 ∈ Ω and suppose that all conditions (c1)–(c3) hold. If a˜0 <
(
3
2(1−3θ)
)p
ρ, a˜0g(a˜0)p < 1 and h(a˜0)1+p ˜`(a˜0)p < 1,
where a˜0 = Kβηp and ˜`(x) = x (f (x)+ g(x)1+p/2), and B(x0, R˜η) ⊂ Ω , where R˜ = g(a˜0)1−d˜0 and d˜0 = h(a˜0) ˜`(a˜0), then the sequence
{xn}, given by (5) and starting at x0, converges to a solution x∗ of Eq. (1), the solution x∗ and the iterates xn, yn belong to B(x0, R˜η).
Proof. Observe that y0 ∈ Ω , since ‖y0−x0‖ = ‖Γ0F(x0)‖ ≤ η and R˜ > 1. Moreover, asΩ is a convex set and 2−3θ3 , θ ∈ [0, 1/3),
it follows that x0 + 2−3θ3 (y0 − x0) ∈ Ω, x0 + θ(y0 − x0) ∈ Ω .
Since a˜0 = Kβηp, then K‖Γ0‖‖y0 − x0‖p ≤ a˜0 and
‖G(x0, y0)‖ ≤ K‖Γ0‖
∥∥∥∥2− 3θ3 (y0 − x0)− θ(y0 − x0)
∥∥∥∥p = (2/3)p(1− 3θ)p a˜0.
Now, as a˜0 <
(
3
2(1−3θ)
)p
ρ, then H(G(x0, y0)) exists, ‖H(G(x0, y0))‖ ≤ a˜0f (a˜0) and ‖x1 − y0‖ ≤ a˜0f (a˜0)‖y0 − x0‖. Besides,
‖x1 − x0‖ ≤ ‖x1 − y0‖ + ‖y0 − x0‖ ≤ g(a˜0)‖y0 − x0‖ < R˜η and, consequently, x1 ∈ Ω .
Taking now into account that ‖I−Γ0F′(x1)‖ ≤ K‖Γ0‖‖x1 − x0‖p ≤ a˜0g(a˜0)p, it follows that Γ1 exists and ‖Γ1‖ ≤ h(a˜)‖Γ0‖.
Next, from Taylor’s formula, we obtain
F(x1) = F′(x0)H(G(x0, y0))(y0 − x0)+
∫ 1
0
[F′(x0 + t(x1 − x0))− F′(x0)] dt (x1 − x0).
Therefore,
‖Γ0F(x1)‖ ≤ ‖H(G(x0, y0))‖‖y0 − x0‖ + 12Kβ‖x1 − x0‖
1+p
≤
(
a˜0f (a˜0)+ 12 a˜0g(a˜0)
1+p
)
‖y0 − x0‖ = ˜`(a˜0)‖y0 − x0‖,
and consequently,
‖y1 − x1‖ = ‖Γ1F(x1)‖ ≤ ‖Γ1F′(x0)‖‖Γ0F(x1)‖ ≤ h(a˜0) ˜`(a˜0)‖y0 − x0‖ = d˜0‖y0 − x0‖,
and ‖y1 − x0‖ ≤ ‖y1 − x1‖ + ‖x1 − x0‖ ≤ (d˜0 + g(a˜0))‖y0 − x0‖ < R˜η. Then y1 ∈ Ω .
After that, we define a˜1 from the following
K‖Γ1‖‖y1 − x1‖p ≤ h(a˜0)‖Γ0‖Kd˜p0‖y0 − x0‖p ≤ d˜p0h(a˜0)a˜0 = a˜1.
Moreover, a˜1 < a˜0 and ‖G(x1, y1)‖ ≤ (2/3)p(1 − 3θ)pa˜1 < ρ, so that H(G(x1, y1)) exists and ‖H(G(x1, y1))‖ ≤ a˜1f (a˜1). We
then obtain
‖x2 − y1‖ ≤ a˜1f (a˜1)‖y1 − x1‖, ‖x2 − x1‖ ≤ g(a˜1)‖y1 − x1‖,
‖x2 − x0‖ ≤ (g(a˜1)d˜0 + g(a˜0))‖y0 − x0‖ ≤ (1+ d˜0)g(a˜0)‖y0 − x0‖ < R˜η.
Now, from an inductive procedure, it follows for n ≥ 2:
There exists Γn and ‖Γn‖ ≤ h(a˜n−1)‖Γn−1‖,
‖yn − xn‖ ≤ d˜n−1‖yn−1 − xn−1‖ ≤ d˜n0‖y0 − x0‖,
‖xn+1 − yn‖ ≤ a˜nf (a˜n)‖yn − xn‖,
‖xn+1 − xn‖ ≤ g(a˜n)‖yn − xn‖,
‖xn+1 − x0‖ ≤ g(a˜0)
1− d˜0
‖y0 − x0‖ < R˜η,
where a˜n = a˜n−1h(a˜n−1)d˜pn−1 and d˜n = h(a˜n) ˜`(a˜n), for all n ≥ 1.
On the other hand, since ˜`(γ˜x) < γ˜ ˜`(x) provided that γ˜ < 1, if we denote γ˜ = a˜1/a˜0, we then obtain d˜1 ≤ γ˜d˜0. In addition,
a˜n < γ˜
(1+p)n−1 a˜n−1 < · · · < γ˜
(1+p)n−1
p a˜0,
d˜n < γ˜
(1+p)n−1 d˜n−1 < · · · < γ˜
(1+p)n−1
p d˜0.
And finally, the proof is completed by following the same reasoning as in Theorem 5.6. 
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6. Numerical tests
We provide some numerical tests where we apply the convergence results previously obtained. We consider the
following boundary value problem:
d2x(t)
dt2
+ λx(t)1+p + µx(t) = 0, p ∈ (0, 1],λ,µ ∈ R,
x(0) = x(1) = 0,
(10)
where x ∈ C2([0, 1]), t ∈ [0, 1]. To obtain a numerical solution of (10), we first discretize the problem. We then divide the
interval [0, 1] into n subintervals, take h = 1/n and {vk} are such that
0 = v0 < v1 < v2 < · · · < vn = 1.
A standard approximation for the second derivative is given by
x′′i ≈
xi−1 − 2xi + xi+1
h2
, xi = x(vi), i = 1, 2, . . . , n− 1.
Then, Eq. (10) can be written as a nonlinear system. So, we define the operator F : Rn−1 → Rn−1 by
F(x) = Ax+ Φ(x), (11)
where
A =

−2 1 0 · · · 0
1 −2 1 . . . ...
0
. . .
. . .
. . . 0
...
. . . 1 −2 1
0 · · · 0 1 −2

, Φ(x) = h2

λx1+p1 + µx1
λx1+p2 + µx2
...
λx1+pn−2 + µxn−2
λx1+pn−1 + µxn−1

and x = (x1 . . . , xn−1)t . Notice that the operator F′ satisfies a Hölder continuity condition
F′(x)(u) =
(
A+ h2 (µD0(x)+ λ(1+ p)Dp(x))) u, ∀u ∈ Rn−1,
where Dk(x) denotes the diagonal matrix with the components of the vector (xk1, . . . , x
k
n−1)t , and F′′(x) is a bilinear operator
defined by
F′′(x)(u, v) = λ(1+ p)ph2

xp−11 u1v1
xp−12 u2v2
...
xp−1n−1un−1vn−1
 , ∀u, v ∈ Rn−1.
Initially, we consider Theorem 5.6. Observe that this theorem is important from the point of view of the R-order of
convergence and the error estimates. If we choose p = 1, λ = 6/5 and µ = 0 in (10), the boundary value problem is
reduced to the following:
d2x(t)
dt2
+ 6
5
x(t)2 = 0,
x(0) = x(1) = 0.
(12)
We now approximate the solution of the equation F(x) = 0 by Jarratt’s method [4], which is (5) with A0 = 1, Ak = 1/2,
for all k ∈ N, and θ = 0. To prove the convergence of this method to a solution of the equation, we choose n = 10 and the
initial approximation u0 = 50 sin(pix), so that
u0 =

15.4508 . . .
29.3892 . . .
40.4508 . . .
47.5528 . . .
50
47.5528 . . .
40.4508 . . .
29.3892 . . .
15.4508 . . .

,
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Fig. 2. Approximations to a solution of Eq. (12) by Jarratt’s method.
Table 5
Numerical solution of (12)
i x∗i i x∗i i x∗i
1 2.70657 . . . 4 9.18820 . . . 7 7.60361 . . .
2 5.32524 . . . 5 9.75972 . . . 8 5.32524 . . .
3 7.60361 . . . 6 9.18820 . . . 9 2.70657 . . .
and after two iterations by Jarratt’s method, we have
u(2)2 =

3.00096 . . .
5.90333 . . .
8.42350 . . .
10.1647 . . .
10.7862 . . .
10.1647 . . .
8.42350 . . .
5.90333 . . .
3.00096 . . .

.
We then choose u(2)2 as the initial iteration x0 for Theorem 5.6, so that the hypotheses of Theorem 5.6 are now satisfied.
Taking into account 50 significant digits, the following values of the involved parameters are obtained:
β = 11.4670 . . . , η = 0.934856 . . . , M = 0.024, N = 0, K = 0,
so that, the domain of existence and uniqueness of solutions of equation F(x) = 0 are respectively B(x0, 1.14054 . . .) and
B(x0, 6.20093 . . .). The numerical solution of (12), shown in Table 5, is obtained after five iterations by Jarratt’s method.
Next, in Fig. 2, the approximations (continuous lines) and the numerical solution (discontinuous line) of (12) are
interpolated to obtain the approximated solution of (12).
Moreover, Table 6 shows in the first two columns the error estimates ‖u(i)n − x∗‖∞ obtained with the stopping criterion
‖u(i)n −x∗‖∞ < C×10−50 (i = 1, 2), where u(1)n and u(2)n denote respectively the approximations obtained by Newton’s method
and Jarratt’s method. To see the behaviour of these error estimates, we have compared Jarratt’s method with the two steps of
Newton’s method, whose R-order of convergence is at least four. To obtain the error estimates of the two steps of Newton’s
method, we have considered the ones given by Kantorovich in [11] for Newton’s method, and they are written in bold, and
for Jarratt’s method, the ones given in (8). Notice that Newton’s method starts at the fourth iteration, since the convergence
conditions are satisfied from this iteration (see [11]). Observe that our a priori error estimates are competitive. Note also
that if we consider the computational order of convergence
ρJ ≈ ln(‖xn − x
∗‖/‖xn−1 − x∗‖)
ln(‖xn−1 − x∗‖/‖xn − x∗‖)
for Jarratt’s method (see the last column of Table 6), where the max-norm is used, the R-order of convergence at least four
obtained in Theorem 5.6 is computationally reached.
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Table 6
The error estimates ‖u(i)n − x∗‖∞ and the computational order of convergence
n Newton’s method Jarratt’s method ρJ
0
1
2 1.14055 . . . 2.90570 . . .
3 4.20955 . . .× 10−2 3.95012 . . .
4 1.86971 . . . 2.68433 . . .× 10−7 4.00007 . . .
5 4.81043 . . .× 10−1 1.30434 . . .× 10−27 4.00000 . . .
6 6.36842 . . .× 10−2
7 2.23232 . . .× 10−3
8 5.48580 . . .× 10−6
9 6.62575 . . .× 10−11
10 1.93310 . . .× 10−20
11 3.29096 . . .× 10−39
Table 7
Numerical solution of (13)
i x∗i i x∗i i x∗i
1 27.2110 . . . 4 87.9658 . . . 7 73.8937 . . .
2 52.7305 . . . 5 92.9080 . . . 8 52.7305 . . .
3 73.8937 . . . 6 87.9658 . . . 9 27.2110 . . .
On the other hand, we now apply Theorem 5.8. If we choose p = 1/2 and λ = µ = 1 in (10), then boundary value
problem (10) is reduced to the following:
d2x(t)
dt2
+ x(t)3/2 + x(t) = 0,
x(0) = x(1) = 0.
(13)
To prove the convergence of iterations (5) to a solution of (13), we discretize the problem as in the previous boundary
value problem. Observe that, in this case, we cannot apply Theorem 5.6 to approximate a solution of problem (13), since
the second derivative of the operator F(x) does not exist in the origin, but we can Theorem 5.8. We take again n = 10 and
u0 = 50 sin(pix) as initial approximation. Then
u0 =

15.4508 . . .
29.3892 . . .
40.4508 . . .
47.5528 . . .
50
47.5528 . . .
40.4508 . . .
29.3892 . . .
15.4508 . . .

and after two iterations by Jarratt’s method, we have
u(2)2 =

27.2444 . . .
52.7953 . . .
73.9844 . . .
88.0739 . . .
93.0222 . . .
88.0739 . . .
73.9844 . . .
52.7953 . . .
27.2444 . . .

.
We now choose u(2)2 as the initial iteration x0 in Theorem 5.8, so that the hypotheses of Theorem 5.8 are then satisfied. If
50 significant digits are used, we obtain the following values of the parameters:
β = 29.4665 . . . , η = 0.114027 . . . , K = 0.015.
The domain of existence of solutions of equation F(x) = 0 is therefore B(x0, 0.156166...). The numerical solution of (13) is
given in Table 7 and obtained after four iterations by Jarratt’s method.
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Fig. 3. Approximations to a solution of Eq. (13).
Table 8
The error ‖u(i)n − x∗‖∞ and the computational order of convergence
n Newton’s method Jarratt’s method ρJ
0 42.9080 . . . 42.9080 . . .
1 82.1136 . . . 25.7101 . . .
2 20.5670 . . . 1.14132 . . .× 10−1 3.83272 . . .
3 2.42426 . . . 1.09691 . . .× 10−10 3.99977 . . .
4 4.52774 . . .× 10−2 9.40227 . . .× 10−47 4.00000 . . .
5 1.65341 . . .× 10−5
6 2.20683 . . .× 10−12
7 3.93139 . . .× 10−26
After that, in Table 8, the errors ‖u(i)n − x∗‖∞ (i = 1, 2) obtained for Newton’s method ({u(1)n }) and Jarratt’s method ({u(2)n })
are shown with the stopping criterion ‖u(i)n −x∗‖∞ < C×10−50. We have also added the computational order of convergence
ρJ for Jarratt’s method, which is closed to four, so that it has been also reached under mild differentiability convergence
conditions.
Finally, the approximations and the numerical solution of (13) are interpolated (continuous lines and discontinuous line,
respectively) to obtain the approximated solution of (13), see Fig. 3.
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