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The cerebral cortex exhibits spontaneous and structured
collective activity patterns even in the absence of exter-
nal stimuli [1]. A possible question that can be made
given this evidence is: how does the topology of the cor-
tical network together with the individual properties of
the neuronal types that populate it affect this self-sus-
tained neural activity? Anatomical evidence suggests
that cortical architecture has modular and hierarchical
design [2]. Based on their response patterns to intracel-
lular current injection, cortical neurons may be classified
into 5 main electrophysiological classes [3]: regular spik-
ing (RS), intrinsically bursting (IB), chattering (CH), fast
spiking (FS) and with low threshold spikes (LTS). Cells
from the first 3 types are excitatory and cells from latter
2 are inhibitory [3]. In this work we used a hierarchical
and modular network model composed of excitatory
and inhibitory neurons to study the joint effect of (i)
modularity level and (ii) combination of excitatory and
inhibitory cell types on self-sustained network activity.
Our hierarchical and modular network was constructed
using a top-down method [4] starting with a random net-
work of 1024 cells with connection probability of 0.01.
The ratio of excitatory to inhibitory neurons was 4:1.
Neurons were modeled using Izhikevich’s neuron model
[5] with parameters adjusted to reproduce the firing
behaviors of the 5 cell types. Our model has 2 synaptic
conductances (ge, gi), representing excitatory and inhibi-
tory synapses. After a pre-synaptic event, these synaptic
conductances are increased by constants Δge, Δgi. Other-
wise, they decay according to first-order linear kinetics
with characteristic times τe = 5 ms and τi = 6 ms. Using
the modularization method of [4] (with rewiring prob-
abilities Ri = 1 and Re = 0.9), we generated networks with
4 modularity levels (0-3). For each level we generated 6
networks given by the possible combinations of the 3
excitatory neuron types with the 2 inhibitory types.
Our experimental protocol consisted in stimulating a
network by applying white noise to all neurons for 200 ms.
After the noise was switched off the simulation was
allowed to run for an extra 4800 ms. We performed this
experiment for 50 realizations of each network (to calculate
averages) and for different combinations of the parameters
(Δge, Δgi). From the resulting data we constructed, for each
network configuration, a Δge-Δgi diagram plotting the time
of last network spike. We defined a threshold for this time
(~4500 ms) beyond which we assumed the network as hav-
ing self-sustained activity. For each diagram, we measured
the fraction of its total area for which self-sustained activity
existed according to our criterion. This fraction, called
FTA, was our measure of self-sustained network activity.
Our results show that (1) FTA increases with the modu-
larity level; (2) networks with RS excitatory cells have the
highest FTA variability with modularity level; and (3) net-
works with CH excitatory neurons have the smallest FTA
variability with modularity. For these latter networks, FTA
reached maximum value for level-1 modularity. Our
results show a strong dependency of self-sustained activity
on both the modularity level and types of excitatory and
inhibitory cells. They suggest that modular architecture
favors self-sustained activity and that networks with most
of excitatory cells of the RS class exhibit the widest range
of self-sustained regimes.
Acknowledgements
RFOP is supported by an undergraduate grant from FAPESP. DPCV is
supported by a PhD grant from CNPq. ACR is the recipient of research
grants from CNPq and FAPESP. Work done using resources at LCCA-USP
(São Paulo).
Published: 8 July 2013
References
1. Buzsáki G: Rhythms of the Brain New York: Oxford University Press; 2006.
* Correspondence: diogopcv@gmail.com
Departamento de Física, FFCLRP, Universidade de São Paulo, Ribeirão Preto,
SP, 14040-901, Brazil
Vieira et al. BMC Neuroscience 2013, 14(Suppl 1):P411
http://www.biomedcentral.com/1471-2202/14/S1/P411
© 2013 Vieira et al; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.
2. Meunier D, Lambiotte R, Bullmore ET: Modular and hierarchically modular
organization of brain networks. Front Neurosci 2010, 4:200, doi:10.3389/
fnins.2010.00200.
3. Contreras D: Electrophysiological classes of neocortical neurons. Neural
Netw 2004, , 17: 633-646.
4. Wang SJ, Hilgetag CC, Zhou C: Sustained activity in hierarchical modular
neural networks: self-organized criticality and oscillations. Front Comput
Neurosci 2011, 5:30, doi:10.3389/fncom.2011.00030.
5. Izhikevich EM: Simple model of spiking neurons. IEEE Trans Neural Netw
2003, 14:1569-1572.
doi:10.1186/1471-2202-14-S1-P411
Cite this article as: Vieira et al.: Self-sustained activity in neural
networks: influence of network topology and cell types. BMC
Neuroscience 2013 14(Suppl 1):P411.
Submit your next manuscript to BioMed Central
and take full advantage of: 
• Convenient online submission
• Thorough peer review
• No space constraints or color figure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at 
www.biomedcentral.com/submit
Vieira et al. BMC Neuroscience 2013, 14(Suppl 1):P411
http://www.biomedcentral.com/1471-2202/14/S1/P411
Page 2 of 2
