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Abstract. In this paper we propose a generalization of the recent work by Gatheral and Jacquier [J. Gatheral
and A. Jacquier, Quant. Finance, 14 (2014), pp. 59–71] on explicit arbitrage-free parameteriza-
tions of implied volatility surfaces. We also discuss extensively the notion of arbitrage freeness and
Roger Lee’s moment formula using the recent analysis by Roper [M. Roper, Arbitrage-Free Implied
Volatility Surfaces, preprint, School of Mathematics and Statistics, The University of Sydney, Syd-
ney, New South Wales, Australia, 2010, http://www.maths.usyd.edu.au/u/pubs/publist/preprints/
2010/roper-9.pdf]. We further exhibit an arbitrage-free volatility surface diﬀerent from Gatheral’s
SVI parameterization.
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1. Introduction. European option prices are usually quoted in terms of the corresponding
implied volatility, and over the last decade a large number of papers (both from practitioners
and academics) has focused on understanding its behavior and characteristics. The most
important directions have been toward (i) understanding the behavior of the implied volatility
in a given model [1, 2, 7, 12] and (ii) deciphering its behavior in a model-independent way,
as in [17, 21, 20]. These results have provided us with a set of tools and methods to check
whether a given parameterization is free of arbitrage or not. In particular, given a set of
observed data (say, European Calls and Puts for diﬀerent strikes and maturities), it is of
fundamental importance to determine a methodology ensuring that both interpolation and
extrapolation of this data are also arbitrage-free. Such approaches have been carried out, for
instance, in [4, 6, 22]. Several parameterizations of the implied volatility surface have now
become popular, in particular [8, 13, 15], albeit not ensuring absence of arbitrage.
Recently, Gatheral and Jacquier [10] proposed a new class of implied volatility parame-
terization, based on the previous works by Gatheral [8]. In particular, they provide explicit
suﬃcient and—in a certain sense—almost necessary conditions ensuring that such a surface
is free of arbitrage. We shall recall the exact deﬁnition of arbitrage and see that it can be
decomposed into two elements: butterﬂy arbitrage and calendar spread arbitrage. This new
class depends on the maturity and can hence be used to model the whole volatility surface,
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and not a single slice. It also depends on the at-the-money total implied variance θt and on
a positive function ϕ such that the total variance w as a function of time-to-maturity t and
log-(forward)-moneyness k is given by w(k, t) ≡ θtSVIρ(kϕ(θt)), where SVIρ is the classical
(normalized) stochastic volatility inspired (SVI) parameterization from [10], and ρ is an asym-
metry parameter (essentially playing the role of the correlation between spot and volatility in
stochastic volatility models).
In this work, we generalize their framework to volatility surfaces parameterized as w(k, t) ≡
θtΨ(kϕ(θt)) for some (general) functions ϕ, θ, Ψ. We obtain (in sections 3 and 4) necessary and
suﬃcient conditions coupling the functions Ψ and ϕ that preclude arbitrage. This allows us to
obtain (i) the exact set of admissible functions ϕ in the symmetric (ρ = 0) SVI case, and (ii)
a constraint-free parameterization of Gatheral–Jacquier functions satisfying the conditions
of [10]. In passing (section 4.4), we extend the class of possible functions by allowing for
nonsmooth implied volatility functions. Finally (in section 5), we exhibit examples of non-
SVI arbitrage-free implied volatility surfaces.
Notation. We consider here European option prices with maturity t ≥ 0 and strike K ≥ 0,
written on an underlying stock S. Without loss of generality we shall always assume that
S0 = 1 and that interest rates are null, and hence the log (forward) moneyness reads k :=
log(K). We denote by
(1.1) BS(K,w) = N (d+(log(K), w)) −KN (d−(log(K), w))
the Black–Scholes value for a European Call option with strike K and total variance w, where
N denotes the Gaussian cumulative distribution function and d±(k,w) := −k/
√
w ± √w/2;
more generally, we shall write C(K, t) for (any) European Call prices with strike K and
maturity t. For any k ∈ R, t ≥ 0, the corresponding implied volatility is denoted by σ(k, t),
and the total variance w is deﬁned by w(k, t) := σ(k, t)2t. With a slight abuse of language
(commonly accepted in the ﬁnance jargon), we refer to the two-dimensional map (k, t) →
w(k, t) as the (implied) volatility surface. Finally, for two functions g and h not null almost
everywhere, we say that g(z) ∼ h(z) at z = 0 whenever limz→0 g(z)/h(z) = 1. We shall also
use the notation R+ := [0,∞) and R∗+ := (0,∞) and the convention inf∅ = ∞.
2. Absence of arbitrage and volatility parameterizations. This preliminary section serves
several purposes: we ﬁrst recall the very deﬁnition of “arbitrage freeness” and its character-
ization in terms of implied volatility. We then state and prove a few results (which are also
of independent interest) related to this notion of arbitrage. We ﬁnally quickly review the
parameterization proposed in [10] and introduce an extension, which is our new contribution.
2.1. Absence of arbitrage. As deﬁned in [5], absence of static arbitrage corresponds
to the existence of a nonnegative local martingale (on some probability space) such that
European Call options (on this local martingale) can be written as risk-neutral expectations
of their ﬁnal payoﬀs. Armed with this deﬁnition, it is, however, not easy to check whether
a given set of (Call) option prices yields an arbitrage or not. A more practical route follows
Roper’s arguments [21] (or, equivalently, [10]), which provide suﬃcient and almost1 necessary
1The “almost” refers to [21, Theorem 2.15], where smoothness and strict positivity of the implied volatility
are required.
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GENERALIZED ARBITRAGE-FREE SVI VOLATILITY SURFACES 621
conditions for a given two-dimensional function (of strike and maturity) to be a proper implied
volatility surface, i.e., to generate arbitrage-free European option prices. Note that Cox
and Hobson’s deﬁnition [5] allows for strict local martingales, whereas Roper’s framework
only considers true martingales, his argument being that the implied volatility is ill-deﬁned
for strict local martingales, in particular through the failure of Put-Call parity. Following
collateralization arguments developed in [5], the recent paper [16] restores Put-Call parity
in strict local martingale models and clariﬁes the deﬁnition and properties of the implied
volatilities (diﬀerently generated from Put and from Call options). Pursuing the goal set up
in [10], we shall exclude here in our modeling framework the strict local martingale case and
understand “static arbitrage” as a restriction to true martingales.2 We now deﬁne these terms
precisely and refer the reader to [21] for full details.
Definition 2.1. Given a map (K, t) ∈ R+ × R+ → C(K, t), we say that there is no
static arbitrage if there exists a nonnegative martingale S on some ﬁltered probability space
(Ω,F , (Ft)t≥0,P) such that C(K, t) = E((St −K)+|F0) for each (K, t) ∈ R+ × R+.
Consider now a two-dimensional map w : R × R+ → R+ representing a total variance
surface; it is then natural to wonder whether the Call price surface deﬁned by R+ × R+ 
(K, t) → BS(K,w(log(K), t)) is free of static arbitrage. Introduce the operator L acting on
C2,1(R × R∗+ → R∗+) functions by
(2.1)
Lw(k, t) :=
(
1− k∂kw(k, t)
2w(k, t)
)2
−(∂kw(k, t))
2
4
(
1
w(k, t)
+
1
4
)
+
∂2kkw(k, t)
2
for all k ∈ R, t > 0.
Note that even though L does not act on the second component of the function, we shall keep
this notation for clarity. For ﬁxed t > 0, the total variance w(k, t) may in principle be null for
some k ∈ R, which might break the well-posedness of the right-hand side of (2.1). However,
it is easy to show that w(k, t) is strictly positive whenever k belongs to the support of the log
stock price at time t, and the restriction w(k, t) > 0 is therefore sensible, which is imposed in
model (2.3) with Assumption 2.7(iii). At t = 0, the total variance is equal to zero everywhere,
and the deﬁnition of the operator L shall not be needed. Roper [21, Theorem 2.9] proved the
following theorem.
Theorem 2.2. If the two-dimensional map w : R× R+ → R+ satisﬁes
(i) w(·, t) is of class C2(R) for each t ≥ 0,
(ii) w(k, t) > 0 for all (k, t) ∈ R× R∗+,
(iii) w(k, ·) is nondecreasing for each k ∈ R,
(iv) for each (k, t) ∈ R× R∗+, Lw(k, t) is nonnegative,
(v) w(k, 0) = 0 for all k ∈ R, and
(vi) limk↑∞ d+(k,w(k, t)) = −∞ for each t > 0,
2For a true martingale S , it is easy to see that, for a ﬁxed maturity T , the map K → E(ST − K)+ is
decreasing and convex and tends to zero at inﬁnity—properties that still hold in the strict local martingale
setting. However, as shown by Pal and Protter [18], Call prices are not necessarily increasing in maturity in
strict local martingale models, and therefore the corresponding total implied variance, whenever deﬁned, need
no longer be an increasing map.
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622 G. GUO, A. JACQUIER, C. MARTINI, AND L. NEUFCOURT
then the corresponding Call price surface (K, t) → BS(K,w(log(K), t)) is free of static arbi-
trage.
Conditions (i), (ii), and (v) are usually easy to check. The other conditions motivate the
following weaker notions of arbitrage, commonly used in practice, in the maturity and in the
strike directions.
Definition 2.3. Let w : R×R∗+ → R+ be a two-dimensional map satisfying Theorem 2.2(i)–
(ii).
• w is said to be free of calendar spread arbitrage if condition (iii) in Theorem 2.2 holds;
• w is said to be free of butterﬂy arbitrage if condition (iv) in Theorem 2.2 holds.
Butterﬂy arbitrage corresponds to the convexity of option prices, which can be read as
a condition on the behavior of the implied volatility surface (see [10, Deﬁnition 2.3] and [10,
Lemma 2.2]). If σloc represents the (Dupire) local volatility, the relationship σ
2
loc(k, t) =
∂tw(k, t)/Lw(k, t) for all k ∈ R, t > 0 is now standard (see [9, Chapter 1, equation (1.10)]).
Therefore, absence of static arbitrage implies that both the numerator and the denominator
are nonnegative quantities. Condition (vi) in Theorem 2.2 is called the “large-moneyness
behavior” (LMB) condition and is equivalent to Call option prices tending to zero as the
strike tends to (positive) inﬁnity, as proved in [20, Theorem 5.3]. The following lemma,
however, shows that other asymptotic behaviors of d+ and d− hold in full generality. This
was proved by Rogers and Tehranchi [20] in a general framework, and we include here a short
self-contained proof.
Lemma 2.4. Let w be any positive real function. Then
(i) limk↑∞ d−(k,w(k)) = −∞;
(ii) limk↓−∞ d+(k,w(k)) = +∞.
Proof. The arithmetic-geometric mean inequality reads −d−(k,w(k)) = k√
w(k)
+
√
w(k)
2 ≥
√
2k, when k > 0, which implies (i), and (ii) follows using d+(k,w(k)) =
−k√
w(k)
+
√
w(k)
2 ≥√−2k, when k < 0.
The missing statements in Lemma 2.4 are the LMB condition (condition (vi) in Theo-
rem 2.2) and the small-moneyness behavior (SMB) limk↓−∞ d−(k, v(k)) = +∞. To investigate
further, let us remark that the framework developed in [21] encompasses situations where the
underlying stock price can be null with positive probability. This can indeed be useful in
modeling the probability of default of the underlying. Computations similar in spirit to [21]
show that the marginal law of the stock price at some ﬁxed time t > 0 has no mass at zero
if and only if limK↓0 ∂KC(K, t) = −1, which is a statement about an SMB. This can be fully
recast in terms of implied volatility, and the above missing conditions then come naturally
into play in the following proposition, the proof of which is postponed to Appendix A.1.
Proposition 2.5 (symmetry under SMB). Let v be a C2(R) real function satisfying
(I) v(k) > 0 and Lv(k) ≥ 0 for all k ∈ R;
(II) limk↓−∞ d−(k, v(k)) = +∞ (SMB condition);
(III) limk↑∞ d+(k, v(k)) = −∞ (LMB condition).
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GENERALIZED ARBITRAGE-FREE SVI VOLATILITY SURFACES 623
Deﬁne the two functions p− and p+ by k → p±(k) := (2πv(k))−1/2 exp
(−12d2±(k, v(k)))Lv(k).
Then
1. p+ and p− deﬁne two densities of probability measures on R with respect to the Lebesgue
measure, i.e.,
∫
R
p−(k)dk =
∫
R
p+(k)dk = 1;
2. p+(k) = e
kp−(k), so that
∫∞
−∞ e
kp−(k)dk =
∫∞
−∞ e
−kp+(k)dk = 1;
3. p− is the density of probability associated to Call option prices with implied volatil-
ity v, in the sense that p−(k) ≡ ek∂2KKBS(K, v(log(K)))|K=ek , and k → p+(−k)
is the density of probability associated to Call option prices with implied volatility
k → w(k) := v(−k).
The strict positivity of the function v in assumption (I) ensures that the support of the
underlying distribution is the whole real line. One could bypass this assumption by considering
ﬁnite support as in [20]. In the latter—slightly more general—case, the statements and proofs
would be very analogous but much more notationally inconvenient. Symmetry properties of
the implied volatility have been investigated in the literature, and we refer the interested
reader to [3, 11, 19]. This proposition has been intentionally stated in a maturity-free way:
it is indeed a purely “marginal” or cross-sectional statement, which does not depend on
time. A natural question arises then: Can such a function v, satisfying the assumptions
of Proposition 2.5, represent the total implied variance smile at time 1 associated to some
martingale (issued from 1 at time zero)? The answer is indeed positive, and this can be
proved as follows. Consider the natural ﬁltration B of a standard (one-dimensional) Brownian
motion (Bt)t≥0. Let P be the cumulative distribution function associated to p− characterized
in Proposition 2.5, and let N be the Gaussian cumulative distribution function. Then the
random variable X := P−1(N (B1)) has law P , and E(X) = 1. Set now Ms := E(X|Bs); then
M is a martingale issued from 1. Note that M is even a Brownian martingale and therefore a
continuous martingale. The associated Call option prices E[(Ms −K)+] uniquely determine
a total implied variance surface (t, k) → w(k, t) such that v = w(1, ·).
2.2. Volatility parameterizations. In [8], Gatheral proposed a parameterization for the
implied volatility, the now famous SVI. However, ﬁnding necessary and suﬃcient conditions
preventing static arbitrage has been inconclusive so far. Recently, Gatheral and Jacquier [10]
extended this approach and introduced the following parameterization for the total implied
variance w:
(2.2) w(k, t) ≡ θt
2
{
1 + ρkϕ(θt) +
√
(kϕ(θt) + ρ)2 + (1− ρ2)
}
,
with θt > 0 for t > 0, and ϕ a smooth function from R
∗
+ to R+, and ρ ∈ (−1, 1). The
main result in their paper (Corollary 5.1) is the following theorem, which provides suﬃcient
conditions for the implied volatility surface w to be free of static arbitrage.
Theorem 2.6. The surface (2.2) is “free of static arbitrage” if the following conditions are
satisﬁed:
1. ∂tθt ≥ 0 for all t > 0;
2. ϕ(θ) + θϕ′(θ) ≥ 0 for all θ > 0;
3. ϕ′(θ) < 0 for all θ > 0;
4. θϕ(θ)(1 + |ρ|) < 4 for all θ > 0;
c© 2016 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
D
ow
nl
oa
de
d 
11
/0
9/
16
 to
 1
55
.1
98
.8
.1
92
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
CC
BY
 lic
en
se 
624 G. GUO, A. JACQUIER, C. MARTINI, AND L. NEUFCOURT
5. θϕ(θ)2(1 + |ρ|) ≤ 4 for all θ > 0.
A few remarks are in order here:
1. The conditions in Theorem 2.6 are suﬃcient but not necessary.
2. The full characterization of the functions ϕ guaranteeing absence of (static or not)
arbitrage in the symmetric SVI case ρ = 0 is left open.
3. It would be useful to “parameterize” the set of functions ϕ satisfying the conditions
of Theorem 2.6. This could lead to easy-to-implement calibration algorithms among
the whole admissible class, without being tied to a particular family as in [10].
In this paper, we try to settle all these points, and we state our results in a more general
framework, not tied to the speciﬁc shape of the SVI model, by considering implied volatility
surfaces of the form
(2.3) w(k, t) = θtΨ(kϕ(θt)) for all k ∈ R, t ≥ 0,
together with the following assumptions.
Assumption 2.7.
(i) θ ∈ C1(R∗+ → R∗+) is not constant, limt↓0 θt = 0, and θ∞ := limt↑∞ θt is well deﬁned
in (0,∞];
(ii) ϕ ∈ C1(R∗+ → R∗+), and limu↑∞ ϕ(u) is well deﬁned in (0,∞];
(iii) Ψ ∈ C2(R→ R∗+) with Ψ(0) = 1, and Ψ is not constant;
(iv) for any k ∈ R, limt↓0 w(k, t) = 0.
The time-dependent function θ models the at-the-money total variance; the assumption on
its behavior at the origin is thus natural. A constant function Ψ corresponds to deterministic
time-dependent volatility, a trivial case we rule out here. Likewise, were θ assumed to be
constant, it would be null everywhere, which we shall also not consider. Assumption (iv)
ensures that at maturity, European Call option prices are equal to their payoﬀs. We can
recast it in terms of assumptions on ϕ and Ψ, for example.
Assumption (iv′). ϕ(θ) converges to a nonnegative constant as θ ↓ 0.
Indeed, (iv′), together with (iii), clearly implies (iv). We shall present another alternative
below with the help of the “asymptotic linear” property of Ψ (Deﬁnition 3.4 and Assump-
tion 3.5). Assumption (iii) may look strong from a purely theoretical point of view, but it
is always satisﬁed in practice. In section 4.4 though, we partially relax it (Assumption 4.10)
to allow for possible kinks. The main goal here is to provide suﬃcient conditions on the
triplet (θ, ϕ,Ψ) that will guarantee absence of static arbitrage. Note that the SVI parameter-
ization (2.2) corresponds to the case Ψ(z) ≡ 12(1+ρz+
√
z2 + 2ρz + 1), which clearly satisﬁes
Assumption 2.7(iii). In what follows, we shall refer to this case as the SVI case. The next
sections provide necessary and suﬃcient conditions on θ, ϕ, and Ψ to prevent static arbitrage.
3. Elimination of calendar spread arbitrage. We ﬁrst concentrate on determining (neces-
sary and suﬃcient) conditions on the triplet (θ, ϕ,Ψ) to eliminate calendar spread arbitrage.
3.1. The first coupling condition. The quantity ∂tw(k, t) in Deﬁnition 2.3 is nothing else
than the numerator of the local volatility expressed in terms of the implied volatility, i.e.,
c© 2016 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
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GENERALIZED ARBITRAGE-FREE SVI VOLATILITY SURFACES 625
Dupire’s formula (see [9]). Deﬁne now the functions F : R→ R and f : R→ R by
(3.1) F (z) := z
Ψ′(z)
Ψ(z)
, f(u) := u
ϕ′(u)
ϕ(u)
.
They will play a major role in our analysis, and Assumption 2.7(iii) implies that F (z) ∼
Ψ′(0)z/Ψ(0) at the origin and F (0) = 0. Note that Ψ and ϕ can be recovered through the
identities
Ψ(z) = exp
(∫ z
0
F (u)
u
du
)
, ϕ(u) = ϕ(r) exp
(∫ u
r
f(v)
v
dv
)
for some arbitrary constant r > 0. The following proposition gives new conditions for absence
of calendar spread arbitrage.
Proposition 3.1 (first coupling condition). The surface (2.3) is free of calendar spread
arbitrage if and only if the following two conditions hold:
1. θ is nondecreasing;
2. 1 + F (z)f(u) ≥ 0 for any z ∈ R and u ∈ (0, θ∞).
Proof. By Deﬁnition 2.3, the surface deﬁned by (2.3) is free of calendar spread arbitrage
if and only if
(3.2) ∂tw(k, t) = θ
′
tΨ(z) + θtΨ
′(z)kϕ′(θt)θ′t ≥ 0 for all k ∈ R, t > 0,
where z := kϕ(θt). Since Ψ is strictly positive by Assumption 2.7(iii), the inequality (3.2) is
equivalent to θ′t (1 + F (z)f(θt)) ≥ 0 for all z ∈ R, t > 0, with F and f deﬁned in (3.1). For
k = 0 we get θ′t ≥ 0 for all t > 0. Otherwise (ii) is necessary and suﬃcient for the surface to
be free of calendar spread arbitrage.
Remark 3.2. We do not assume here that θ∞ is inﬁnite. In most popular stochastic
volatility models with or without jumps, θ∞ is inﬁnite. Rogers and Tehranchi [20] showed
that for a nonnegative martingale (St)t≥0 the equality θ∞ = ∞ is equivalent to the almost
sure equality limt↑∞ St = 0 (where the limit exists by the martingale convergence theorem).
However, it may occur that θ∞ < ∞. As a corollary of coupling properties of stochastic
volatility models, Hobson [14] provides instances where such a phenomenon appears—for
example, the SABR [13] model with β = 1.
Remark 3.3. Condition (ii) in Proposition 3.1 can be stated in a more compact way:
1− supF+ sup f− ≥ 0 and 1− supF− sup f+ ≥ 0,
where f+ := max(f, 0) and f− := max(−f, 0).
Motivated by the celebrated moment formula in [17] (see also Theorem B.1), which forces
the function Ψ to be at most linear at (plus/minus) inﬁnity, let us propose the following
deﬁnition.
Definition 3.4. The function Ψ is said to be asymptotically linear if limz→±∞Ψ′(z) =: α± ∈
R \ {0}.
With this deﬁnition, we can replace Assumption 2.7(iv) with the following assumption.
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Assumption 3.5. Ψ is asymptotically linear and limθ↓0 θϕ(θ) = 0.
We now obtain a necessary condition on the behavior of the function ϕ in (2.3).
Proposition 3.6. If Ψ is asymptotically linear and if there is no calendar spread arbitrage,
then the map u → uϕ(u) is nondecreasing on R+.
Proof. Using (3.1), if Ψ is asymptotically linear, then limz→±∞ zΨ′(z)/Ψ(z) = limz→±∞ F (z)
= 1, so that absence of calendar spread arbitrage implies 1 + f(u) ≥ 0 for any u ∈ (0, θ∞) by
Proposition 3.1(ii). Since ϕ is a strictly positive function by Assumption 2.7(ii), the proposi-
tion follows from (3.1).
Note that if limz→±∞Ψ′(z) = 0, then the limit of the function F at (plus or minus) inﬁnity
does not necessarily exist. Whenever it does, since z → Ψ(z)/z is decreasing as z → ±∞, the
limit can take any value in (−∞, 1).
3.2. Application to SVI. In the SVI case (2.2), we have Ψ′(z) ≡ 12(ρ + z+ρ√z2+2ρz+1) with
|ρ| < 1, so that Ψ is asymptotically linear with α+ = ρ + 1 and α− = ρ − 1. Therefore,
Proposition 3.6 applies, and a necessary condition is that u → uϕ(u) is not decreasing. In [10,
Theorem 4.1], this condition, together with ϕ being nonincreasing, is shown to be suﬃcient
to avoid calendar spread arbitrage. In the case of the symmetric SVI model, the following
corollary relates our conditions to those in [10].
Corollary 3.7. In the symmetric SVI case, the necessary condition of Proposition 3.6 is also
suﬃcient.
Proof. In the symmetric case ρ = 0, we can compute explicitly
(3.3)
Ψ(z) =
1 +
√
1 + z2
2
, Ψ′(z) =
1
2
z√
1 + z2
, Ψ′′(z) =
1
2(1 + z2)3/2
for all z ∈ R,
and therefore
F (z) =
z2
√
1 + z2
(
1 +
√
1 + z2
) and F ′(z) = z
(1 + z2)3/2
for all z ∈ R.
It is then clear that the even function F is strictly increasing on R∗+ and strictly decreasing
on R∗− with a global minimum attained at the origin for which F (0) = 0. In light of Remark 3.3,
we have supF+ = 1 and supF− = 0. By Proposition 3.1 there is hence no calendar spread
arbitrage if and only if f(u) ≥ −1, which is equivalent to u → uϕ(u) being nondecreasing.
4. Elimination of butterfly arbitrage. We now consider butterﬂy arbitrage, which, proba-
bly not surprisingly, requires subtler handling. We ﬁrst start with a general result (section 4.1),
which is unfortunately not that tractable in practice. When the function Ψ is asymptotically
linear, however, more elegant formulations are available, and we provide necessary and suf-
ﬁcient conditions precluding static arbitrage (section 4.2). In the particular example of the
symmetric SVI function (section 4.3), we put these results into action, where everything is
computable explicitly. Finally, in section 4.4, we address a delicate issue, allowing for the
possibility of nonsmooth functions, thereby enlarging the class of arbitrage-free volatility sur-
faces.
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4.1. The second coupling condition. We consider here the positivity condition Lw(k, t) ≥
0 from Deﬁnition 2.3 and reformulate the butterﬂy arbitrage condition in our setting. We ﬁrst
start with a general formulation and then consider the asymptotically linear case (for the func-
tion Ψ), which turns out to be more tractable. For any u ∈ (0, θ∞], deﬁne the set
(4.1) Z+(u) :=
{
z ∈ R : 1
4u
(
Ψ′(z)2
Ψ(z)
− 2Ψ′′(z)
)
+
Ψ′(z)2
16
> 0
}
,
as well as the function Λ : {(u, z) : u ∈ (0, θ∞], z ∈ Z+(u)} → R ∪ {+∞} by
(4.2) Λ(u, z) :=
(
1
4u
(
Ψ′(z)2
Ψ(z)
− 2Ψ′′(z)
)
+
Ψ′(z)2
16
)−1(
1− zΨ
′(z)
2Ψ(z)
)2
.
Proposition 4.1 (second coupling condition, general formulation). The surface w given in
(2.3) is free of butterﬂy arbitrage if and only if
(4.3) (uϕ(u))2 ≤ inf
z∈Z+(u)
Λ(u, z) for all u ∈ (0, θ∞).
Proof. From (2.1) and (2.3), we clearly have ∂kw(k, t) = θtΨ
′(z)ϕ(θt), and ∂2kkw(k, t) =
θtΨ
′′(z)ϕ(θt)2 for all k ∈ R and t > 0. Therefore, with z := kϕ(θt),
Lw(k, t) =
(
1− k∂kw(k, t)
2w(k, t)
)2
− (∂kw(k, t))
2
4
(
1
w(k, t)
+
1
4
)
+
∂2kkw(k, t)
2
=
(
1− kθtΨ
′(z)ϕ(θt)
2θtΨ(z)
)2
− (θtΨ
′(z)ϕ(θt))2
4
(
1
θtΨ(z)
+
1
4
)
+
θtΨ
′′(z)ϕ(θt)2
2
=
(
1− zΨ
′(z)
2Ψ(z)
)2
− (θtϕ(θt))2
{
1
4θt
(
(Ψ′)2(z)
Ψ(z)
− 2Ψ′′(z)
)
+
(Ψ′)2(z)
16
}
,(4.4)
and the proposition follows from the deﬁnition of Z+(u). Indeed, on R \ Z+(u), butterﬂy
arbitrage is clearly precluded for any u > 0, since both terms on the right-hand side of (4.4)
are nonnegative.
4.2. The asymptotically linear case. We now consider the case where Ψ is asymptotically
linear (Deﬁnition 3.4). Deﬁne the sets
(4.5)
Z+ :=
{
z ∈ R :
(
Ψ′(z)2
Ψ(z)
− 2Ψ′′(z)
)
> 0
}
, Z− := R\Z+, and ℵ := {z ∈ R : Ψ′(z) = 0},
together with the complement in R: ℵc := R \ ℵ, as well as the, possibly inﬁnite, quantity
(4.6) M∞ := lim
u↑θ∞
uϕ(u).
The following proposition, proved in Appendix A.2, is a reformulation of Proposition 4.1
in the asymptotically linear case, and it provides suﬃcient and necessary conditions for the
surface (2.3) to be free of butterﬂy arbitrage.
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Proposition 4.2. Assume that Ψ is asymptotically linear and there is no calendar spread
arbitrage. Then Z+ is neither empty nor bounded from above. Moreover, there is no butterﬂy
arbitrage if and only if the following two conditions hold (recall that the functions Z+ and Λ
are deﬁned in (4.1) and (4.2)):
(i)
M2∞ ≤ inf
z∈Z−∩Z+(θ∞)∩ℵc
Λ(θ∞, z) if θ∞ < ∞,
M∞ ≤ inf
z∈Z−∩ℵc
∣∣∣∣ 4Ψ′(z) − 2zΨ(z)
∣∣∣∣ otherwise;
(ii) for any u ∈ (0, θ∞), (uϕ(u))2 ≤ infz∈Z+ Λ(u, z).
Remark 4.3. Case (ii) actually includes two cases: Z+ ∩ ℵc and Z+ ∩ ℵ. On the former,
the function Λ(u, ·) is well deﬁned and the inﬁmum can be sought without any confusion. On
Z+ ∩ ℵ, however, the function z → Λ(u, z) reduces to −2u/Ψ′′(z), which is always strictly
positive. Note further that, from (4.4), if Ψ′(z) = Ψ′′(z) = 0, then positivity of Lw(k, t) is
automatically guaranteed.
The following corollary is an immediate consequence of this proposition in the case when
θ∞ = ∞.
Corollary 4.4. If Ψ is asymptotically linear and θ∞ = ∞, then (allowing inﬁnity)
M∞ ≤ inf
z∈R
∣∣∣∣ 4Ψ′(z) − 2zΨ(z)
∣∣∣∣
is a necessary condition for absence of butterﬂy arbitrage. In particular, M∞ ≤ 2/ sup{|α+|, |α−|}.
A little work on the proposition above yields the following suﬃcient condition preventing
butterﬂy arbitrage, which is easier to check in practice.
Corollary 4.5. Assume that Ψ is asymptotically linear, that there is no calendar spread ar-
bitrage, and that ℵ = ∅. Assume further that for any u ∈ (0, θ∞), the inequality in Proposition
4.2(ii) is strict. Then the corresponding implied volatility surface is free of static arbitrage.
Proof. In our setting (Ψ asymptotically linear), limk↑∞
w(k,t)
k = θtϕ(θt)α+, so that we only
need to prove that θtϕ(θt) <
2
α+
, since limk↑∞
w(k,t)
k < 2 clearly implies the LMB condition.
For any z ∈ Z+ (deﬁned in (4.5)), note that
Λ(θt, z) =
(
1− zΨ′(z)2Ψ(z)
)2
1
4θt
(
Ψ′(z)2
Ψ(z) − 2Ψ′′(z)
)
+ Ψ
′(z)2
16
≤
(
1− zΨ′(z)2Ψ(z)
)2
Ψ′(z)2
16
.
Applying this to a sequence in Z+ diverging to inﬁnity yields (θtϕ(θt))2 < 4α2+ , and the result
follows.
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4.3. Application to symmetric SVI. As in section 3.2 above, we show that in the sym-
metric SVI case (ρ = 0), all our expressions above are easily computed and give rise to simple
formulations. It is clear that the set ℵ deﬁned in (4.5) is empty in this case. Let us deﬁne the
functions A, Y , and A∗ by
(4.7)
A(y, u) :=
16uy(y + 1)
8(y − 2) + uy(y − 1) , A
∗(u) := A(Y (u), u),
Y (u) :=
2
1− u/4 +
√(
2
1− u/4
)2
+
2
1− u/4 .
Of course, we only deﬁne these functions on their eﬀective domains, the forms of which we
omit for clarity. The following proposition makes the conditions of Proposition 4.2 explicit in
the symmetric SVI case.
Proposition 4.6. In the symmetric SVI (2.2) case ρ = 0, there is no butterﬂy arbitrage if
and only if
(uϕ(u))2 ≤ A∗(u)1{u<4} + 161{u≥4} for all u ∈ (0, θ∞).
Proof. Deﬁne yz :=
√
1 + z2; then
(Ψ′(z))2 − 2Ψ(z)Ψ′′(z) = 1
4
(yz − 2)(yz + 1)2
y3z
, 1− zΨ
′(z)
2Ψ(z)
=
1
2
(
1 +
1
yz
)
, Ψ′(z)2 =
1
4
(
1− 1
y2z
)
.
Since Ψ(z) > 0 for all z ∈ R, the ﬁrst equation implies that Z+ deﬁned in (4.5) is equal to R\
[−√3,√3]. For any ﬁxed u, the function appearing on the right-hand side of Proposition 4.2(ii)
simpliﬁes to A(y, u) given in (4.7). In particular, A(2, u) = 48 and limy↑∞ A(y, u) = 16. For
any u ≥ 0, we have
∂yA(y, u) =
128uBu(y)
(8y − 16 + y2u− yu)2 ,
where Bu(y) :=
(
1− u4
)
y2 − 4y − 2. When u ≥ 4, Bu is concave on (2,∞) with Bu(2) =
−(6 + u) < 0, and hence the map y → A(y, u) is decreasing on (2,∞), and its inﬁmum is
equal to limy↑∞A(y, u) = 16. For u ∈ [0, 4), the strict convexity of Bu and the inequality
Bu(2) = −(6 + u) < 0 imply that the equation Bu(y) = 0 has a unique solution in (2,∞),
which in fact is equal to Y (u) given in (4.7). Then the map y → A(y, u) is decreasing on
(2, Y (u)) and increasing on (Y (u),∞). Its inﬁmum is attained at Y (u) and is equal to A∗(u)
deﬁned in (4.7).
Remark 4.7. In [10], the authors prove that the two conditions (together) uϕ(u) < 4 and
uϕ(u)2 < 4 (for all u ≥ 0) are suﬃcient to prevent butterﬂy arbitrage in the uncorrelated
(ρ = 0) case. These two conditions can be combined to obtain (uϕ(u))2 < 16min(1, ϕ(u)−2).
A tedious yet straightforward computation shows that A∗ is increasing on [0, 4) and maps this
interval to [0, 16). Notwithstanding the fact that our condition is necessary and suﬃcient, it
is then clear that
(i) for u ≥ 4, it is also weaker than the one in [10] whenever ϕ(u) < 1;
(ii) for u < 4 (which accounts for most practically relevant cases), it is weaker when-
ever 16/ϕ(u) < A∗(u).
In particular, item (ii) could be used as a suﬃcient and necessary lower bound condition
(depending on u) for the function ϕ on [0, 4).
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4.4. Nonsmooth implied volatilities. The formulation of arbitrage freeness in [21, The-
orem 2.1] is minimal in the sense that the regularity conditions on the Call option prices
are necessary and suﬃcient—to be convex in the strike direction and nondecreasing in the
maturity direction. The implied volatility formulation (see [21, Theorem 2.9, condition IV.1]
and Theorem 2.2(i) above), however, assumes that the total variance is twice diﬀerentiable in
the strike direction. This regularity is certainly not required; in fact, Roper [21, Theorem 2.9]
proves the latter by checking the necessary assumptions on the behavior of the Call price (see
[21, Theorem 2.1]) deﬁned by BS(ek, w(k, t)), with BS deﬁned in (1.1). More precisely, Roper
uses the regularity assumption in k of w in order to deﬁne pointwise the second derivative of
this Call price function with respect to the strike. He then proves that the latter is positive,
henceforth obtaining the convexity of the price with respect to the strike [21, Theorem 2.1,
Assumption A.1]. It turns out that the same result can be obtained without this regularity
assumption. Let L˜∞+ (R → R∗+) denote the space of strictly positive, continuous functions
on the real line, diﬀerentiable except possibly at ﬁnitely many points, and with derivatives
in L∞loc(R→ R), the space of locally essentially bounded measurable functions. Introduce then
the functional M on L˜∞+ (R→ R∗+) by
(4.8) Mv(k) :=
(
1− kv
′(k)
2v(k)
)2
− v
′(k)2
4
(
1
v(k)
+
1
4
)
for all k ∈ R.
Proposition 4.8. For any v ∈ L˜∞+ (R→ R∗+), the following hold:
1. The functional Mv in (4.8) is well deﬁned in L˜∞+ (R → R∗+), and hence in the sense
of distributions.
2. Let v′′ denote the second derivative of v in the sense of distributions. Then the map
K → BS(K, v(log(K))) is convex if and only if Lv := Mv + 12v′′ is a positive distribu-
tion.
We abuse the notation slightly by considering the same symbol for the operator L here
and in (2.1), although they do not act on the same spaces; however, this should not create
any confusion.
Proof. The ﬁrst statement follows from the fact that v is positive continuous and v′ ∈
L∞loc(R → R). Consider now a strictly positive smooth function ζ with compact support,
which integrates to one, and regularize v by convolution as vε(k) ≡ ε−1ζ(k/ε) ∗ v(k). Then vε
is a smooth strictly positive function, and Roper’s computation [21, Theorem 2.9] applies:
d2BS(K, vε(log(K)))
dK2
=
2∂wBS(K, vε(log(K)))
K2
Lvε(log(K)),
where Lvε is deﬁned pointwise, and where ∂wBS denotes the derivative of the function BS
with respect to its second component. It follows that for any φ ∈ C∞(R+) with compact
support on R+,∫
R+
φ′′(K)BS(K, vε(log(K)))dK =
∫
R+
φ(K)
d2BS(K, vε(log(K)))
dK2
dK(4.9)
= 2
∫
R+
φ(K)
∂wBS(K, vε(log(K)))
K2
Lvε(log(K))dK,
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where the boundary terms cancel since φ has compact support. Mapping K → ek, the last
integral reads ∫
R
φ(ek)e−k∂wBS
(
ek, vε(k)
)
Lvε(k)dk.
When ε tends to zero, vε converges pointwise to v, v
′
ε to v
′ almost everywhere, and v′′ε
to v′′ in the sense of distribution. It follows that the map ∂wBS (e·, vε(·))Lvε(·) converges
to ∂wBS (e
·, v(·))Lv(·) in the sense of distribution (on R). Now the ﬁrst line of (4.9) con-
verges to ∫
R+
φ′′(K)BS(K, v(log(K)))dK = 〈φ,P〉R+ ,
where P is the second derivative of K → BS(K, v(log(K))) in the sense of distribution, and
〈·, ·〉R+ is the duality bracket. Therefore, 〈φ,P〉R+ = 2〈φ(e·)e−·, ∂wBS(e·, v(·))Lv〉R, so that P
is a positive distribution on R+ if and only if ∂wBS(e
·, v(·))Lv is a positive distribution on R.
Finally, the functionK → BS(K, v(log(K))) is convex if and only if P is a positive distribution;
since ∂wBS(e
·, v(·)) is positive continuous, ∂wBS(e·, v(·))Lv is a positive distribution if and
only if Lv is, which concludes the proof.
Let us ﬁnally note that our assumptions on w are indeed minimal: conversely, if we
start from an option price convex in K, its ﬁrst derivative is deﬁned almost everywhere, and
so is that of w (in K or k) since the Black–Scholes mapping in total variance is smooth.
Assumption 2.7 imposes some (mild yet sometimes unrealistic) conditions on the volatility
surface. It turns out that our results are still valid under weaker conditions on the function Ψ.
Recall ﬁrst the following deﬁnition.
Definition 4.9. A continuous function f is said to be of class D(R → R) if there exist
a0 < a1 < · · · < aN (for some N ∈ N), such that f ∈ C2(R \ {a0, . . . , aN} → R), and such
that the right and left limits lima↓ai f
′(a) and lima↑ai f
′(a) exist for each i ∈ {0, . . . , N}.
Consider now the following alternative to Assumption 2.7.
Assumption 4.10. Assumptions 2.7(i), (ii), and (iv) are unchanged, but (iii) is replaced by
the weaker version: Ψ ∈ D(R→ R∗+), with Ψ(0) = 1 and Ψ not constant.
Let AΨ denote the (possibly empty) set of discontinuity of Ψ′. Under our assumption, Ψ′′
in the distribution sense is deﬁned as a sum of a continuous measure on R \ AΨ and of Dirac
masses αiδi at each point of discontinuity ai ∈ AΨ. We extend the results of section 4 in the
following way: recall the sets Z+(·) and Z± in (4.5) and (4.1), and deﬁne
(4.10) Z˜+(u) := Z+(u) \ AΨ and Z˜+ := Z+ \ AΨ.
Proposition 4.11 (second coupling condition, general formulation). The surface (2.3) is free
of butterﬂy arbitrage if and only if the jumps of Ψ′ are nonnegative and (4.3) holds with Z˜+
instead of Z+.
Proof. Similarly to the proof of 4.1, the continuous part of Lw has a density given by(
1− zΨ
′(z)
2Ψ(z)
)2
− (θtϕ(θt))2
{
1
4θt
(
(Ψ′)2(z)
Ψ(z)
− 2Ψ′′(z)
)
+
(Ψ′)2(z)
16
}
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for any t > 0 and k ∈ R \ AΨ, and the ﬁrst part of the proposition follows. The remaining
part of the distribution Lw(k, t) is the sum of the disjoint Dirac masses (θtϕ(θt))2αiδi. By
localization it is clear that the distribution Lw(k, t) is positive if and only if its continuous
part on R \ AΨ is positive and each of its point mass distributions is positive. Since αi
is nonnegative if and only if Ψ′ has a nonnegative jump at ai, the rest of the proposition
follows.
Likewise, the analogue of Proposition 4.2 holds as follows.
Proposition 4.12. If Ψ is asymptotically linear and if there is no calendar spread arbitrage,
then Z˜+ is neither empty nor bounded from above. Moreover, there is no butterﬂy arbitrage if
and only if the jumps of Ψ′ are nonnegative and Proposition 4.2(i)–(ii) holds with Z˜+(·) and
Z˜± instead of Z+(·) and Z±.
5. The quest for a non-SVI Ψ function. In order to ﬁnd examples of pairs (ϕ,Ψ), with Ψ
diﬀerent from the SVI parameterization (2.2), observe ﬁrst that the second coupling condition
(Proposition 4.1) is more geared toward ﬁnding ϕ given Ψ than the other way round. We ﬁrst
start with a partial result (proved in Appendix A.3) in the other direction, assuming that Ψ
is asymptotically linear.
Proposition 5.1. If the generalized SVI surface (2.3) is free of static arbitrage, Ψ is asymp-
totically linear, and θ∞ = ∞, then there exist z+ ≥ 0 and κ ≥ 0 such that for all z ≥ z+ the
following upper bound holds (with M∞ deﬁned in (4.6)):
Ψ(z) ≤ κ2 + 2z
M∞
− κ
√
κ2 +
2z
M∞
.
Using this proposition, we now move on to speciﬁc examples of non-SVI families.
5.1. First example of a non-SVI function. We here provide a triplet (θ, ϕ,Ψ), diﬀerent
from the SVI form (2.2), which characterizes an arbitrage-free volatility surface via (2.3).
Let θt ≡ t and
ϕ(u) :=
⎧⎨⎩ 1− e
−u
u
if u > 0,
1 if u = 0,
and Ψ(z) := |z|+ 1
2
(
1 +
√
1 + |z|
)
for all z ∈ R.
A few remarks are in order:
• The function ϕ is continuous on R+.
• θ∞ = ∞.
• The map u → uϕ(u) is increasing, and its limit is M∞ = 1.
• The function Ψ—directly inspired from the computations in Proposition 5.1—is sym-
metric and continuous on R. It is also C∞ on R \ {0}, and asymptotically linear.
Its derivative is therefore C1 piecewise and has a positive jump at the origin, so that
Propositions 4.11 and 4.12 apply.
With these functions, the total implied variance (2.3) reads
w(k, t) = k
(
1− e−t)+ √t
2
(√
t+
√
k (1− e−t) + t
)
for all k ∈ R, t ≥ 0,
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and the following proposition (proved in Appendix A.5), illustrated by Figure 1, is the main
result here.
Proposition 5.2. The surface w is free of static arbitrage.
Figure 1. Plot of the map (k, t) → Lw(k, t) (left) in the non-SVI case of section 5.1, and of the density at
time t = 1 (right).
5.2. Second example of a non-SVI function. We propose a new triplet (θ, ϕ,Ψ) charac-
terizing an arbitrage-free volatility surface via (2.3). Let θt ≡ t and
ϕ(u) :=
⎧⎨⎩ α1− e
−u
u
if u > 0,
α if u = 0,
and Ψν(z) := (1 + |z|ν)1/ν for z ∈ R,
where ν ∈ (1,∞) and α ∈ (0, α) with α ≈ 1.33. Note that when ν = 2, modulo a constant,
the function Ψ2 corresponds to SVI. We could in principle let α depend on ν. The reason
for the construction above is that we want to show that the corresponding implied volatility
surface is free of static arbitrage for all ν > 1. The same remarks as in the example in
section 5.1 hold: ϕ is continuous on R+, θ∞ = ∞, u → uϕ(u) is increasing to M∞ = α, and
Ψν is symmetric and continuous on R. It is also C∞ on R \ {0}, C1 on R, and asymptotically
linear. The derivative Ψ′ has a positive jump at 0, so that we are back in the framework of
Propositions 4.11 and 4.12. With these functions, the total implied variance (2.3) reads
w(k, t) = θt
(
1 +
(1− e−θt)ν
θνt
αν |k|ν
)1/ν
for all k ∈ R, t > 0,
and we can check all the conditions preventing arbitrage (the proof is postponed to Ap-
pendix A.4). An illustration of the corresponding density and implied volatility surface is
provided in Figure 2.
Proposition 5.3. The surface w is free of static arbitrage.
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Figure 2. Plot of the map (k, t) → Lw(k, t) (left) in the non-SVI case of section 5.2, and of the density at
time t = 1 (right), with ν = 3.5 and α = 1. Here the density does not have a spike at the origin.
Appendix A. Proofs.
A.1. Proof of Proposition 2.5. The functions p− and p+ are clearly well deﬁned and non-
negative. Consider ﬁrst p−. It is readily seen that the functionD(k) ≡ ∂KBS(K, v(log(K)))|K=ek
is a primitive of p−. We now proceed to prove that p− is indeed a density. Let N denote the
cumulative distribution function of the standard Gaussian distribution. An explicit compu-
tation yields (the reverse one can be found in [10, Lemma 2.2])
∂KBS(K, v(log(K))) =
e−d
2
+/2∂Kd+√
2π
−N (d−)− e
−d2−/2K∂Kd−√
2π
=
e−d
2
+/2√
2π
(∂Kd+ − ∂Kd−)−N (d−),
where d± and their derivatives are evaluated at (log(K), v(log(K))), and where we have used
the identity KN ′(d−(·)) = N ′(d+(·)). Evaluating the right-hand side at K = ek, using
−k − 12d2+ = −12d2−, we obtain
D(k) =
v′(k)
2
√
2πv(k)
exp
(
−k − d−(k, v(k))
2
2
)
−N (d−).
Therefore, if
(A.1) lim
k→±∞
v′(k)
2
√
2πv(k)
exp
(
−k − d−(k, v(k))
2
2
)
= 0,
then ∫
R
p−(k)dk = lim
k↓−∞
N (d−(k, v(k))) − lim
k↑∞
N (d−(k, v(k))) = 1,
where we have used the SMB condition in assumption (II) and Lemma 2.4(i). We now
prove (A.1) and consider ﬁrst the case when k tends to (positive) inﬁnity. From Lemma 2.4(i),
exp
(−k − 12d−(k, v(k))2) tends to zero. The key point is that D is the primitive of a non-
negative function and therefore is nondecreasing with a (generalized) limit L ∈ (−∞,∞] as
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k ↑ ∞. Since N (d−(k, v(k))) converges to zero by Lemma 2.4(ii), we deduce that
v′(k)
2
√
2πv(k)
exp
(
−k − 1
2
d−(k, v(k))2
)
also converges to L. From [20, Proof of Theorem 5.3], the inequality v′(k) <
√
2v(k)/k
holds for any k > 0 so that L is necessarily nonpositive. Assume that L is negative; since
v′(k)/(2
√
v(k)) ≡ ∂k
√
v(k), then
√
v is eventually decreasing. Since it is bounded from below
by zero, there exists a sequence (kn)n≥0 going to inﬁnity such that ∂k
√
v(kn) converges to
zero by the mean value theorem, and hence L = 0.
Let us now consider the case where k tends to negative inﬁnity. Using similar arguments,
the quantity v
′(k)
2
√
2πv(k)
exp
(−12d−(k, v(k))2) tends to M ∈ [−∞,∞). Assume that M < 0.
Then v is decreasing for k small enough. Since v is positive, this implies that v(k) > ε for
some ε > 0 and k small enough. In particular, 1/v(k) is bounded. Since v′(k) > −4 for all
k ∈ R by [20, Theorem 5.1], for k small enough, the inequalities −4 < v′(k) ≤ 0 hold, and
the term outside the exponential in (A.1) is bounded. Since the exponential converges to zero
by Lemma 2.4(ii), we obtain M = 0. If M > 0, then v is increasing for k small enough. We
conclude as above by the mean value theorem since
√
v is increasing and bounded from below.
Therefore, M = 0 and the limit (A.1) holds.
So far we have proved that p− is the density of probability associated to Call option prices
with implied volatility k → v(k). Consider now the function w(k) ≡ (−k). Then for all k ∈ R,
∂kw(k) = −∂kv(−k), and it follows by inspection that Lw(k) = Lv(−k) ≥ 0. Consider the
function p̂− associated to w, i.e.,
p̂−(k) := (2πw(k))−1/2 exp
(
−1
2
d2−(k,w(k))
)
Lw(k) for all k ∈ R.
Now d−(k,w(k)) ≡ −d+(−k, v(−k)), so that p̂−(k) ≡ p+(−k). In order for p̂− to be a genuine
density, we need to check conditions symmetric to those ensuring that p− is a density. The
condition symmetric to the SMB assumption (II) is precisely condition (i) in Lemma 2.4,
and the condition symmetric to the Lemma 2.4(ii) is precisely the LMB assumption (III).
Therefore, k → p+(−k) is also a density, associated to a Call option price with implied
variance w. Finally, the identity p+(k) = e
kp−(k) follows immediately from the equality
−k − 12d2+ = −12d2−.
A.2. Proof of Proposition 4.2. Assume that Ψ is asymptotically linear and that there is
no calendar spread arbitrage. The proof relies on the decomposition of the real line into the
disjoint unions R = Z+ ∪
(Z− ∩ Z+(u)) ∪ (Z− ∩ (R \ Z+(u))) for any u > 0. As in the proof
of Proposition 4.1, butterﬂy arbitrage is precluded on R \ Z+(u), so that we are left with Z+
and Z− ∩ Z+(u).
Consider ﬁrst case (ii). If z ∈ ℵc, the inequality in the proposition follows from (4.4). When
z ∈ ℵ, in view of (4.4), the inequality Lw(k, t) ≥ 0 is equivalent to (θtϕ(θt))2Ψ′′(z) ≥ −2.
Since Ψ′′ is strictly negative on Z+ ∩ ℵ, and nonnegative on Z− ∩ ℵ, absence of butterﬂy
arbitrage on ℵ is equivalent to
(θtϕ(θt))
2 ≤ − 2
Ψ′′(z)
on Z+ ∩ ℵ and (θtϕ(θt))2 ≥ − 2
Ψ′′(z)
on Z− ∩ ℵ,
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where the inequalities are trivial (bounds equal to ±∞) whenever Ψ′′(z) = 0. In fact, on
Z− ∩ ℵ, this inequality is trivially satisﬁed, and the result holds.
Consider now case (i) in the proposition, which corresponds to the set Z− ∩ Z+(u). We
can in fact restrict our attention to Z− ∩ Z+(u) ∩ ℵc since Z− ∩ Z+(u) ∩ ℵ is empty; the
map u → uϕ(u) is nondecreasing on R∗+ by Proposition 3.6. On Z− ∩ ℵc the map u →
1
4u(
Ψ′(z)2
Ψ(z) −2Ψ′′(z))+Ψ
′(z)2
16 is clearly also nondecreasing on R
∗
+. Therefore, (Z−∩Z+(u)∩ℵc)u>0
is a nondecreasing family of sets, and thus, in view of (4.4), absence of butterﬂy arbitrage
(Lw ≥ 0) on this set is equivalent to
(uϕ(u))2 ≤ inf
z∈Z−∩Z+(u)∩ℵc
Λ(u, z) for all u ∈ (0, θ∞),
when θ∞ < ∞, which in turn is equivalent to
M2∞ ≤ inf
z∈Z−∩Z+(θ∞)∩ℵc
Λ(θ∞, z).
When θ∞ = ∞, the previous inﬁmum is precisely inf{| 4Ψ′(z)− 2zΨ(z) |, z ∈ Z−∩(∪u>0Z+(u))∩ℵc}.
Now, the set Z− ∩ (∪u>0Z+(u)) ∩ ℵc = Z− ∩ ℵc is not empty, and therefore the last upper
bound is also equal to inf{| 4Ψ′(z) − 2zΨ(z) |, z ∈ Z− ∩ ℵc}.
We note in passing that Z+ is not empty. Otherwise, the asymptotic linearity of Ψ allows
us to choose a > 0 such that Ψ′(z) > 0 for all z > a. Therefore, 1/Ψ(z) ≤ 2Ψ′′(z)/Ψ′(z)2
for all z > a, which in turn yields
∫ z
a
db
Ψ(b) ≤ 2(Ψ′(a)−1 − Ψ′(z)−1). The integral diverges to
inﬁnity as z tends to inﬁnity since Ψ(z) ∼ α+z, whereas the right-hand side is bounded by
Deﬁnition 3.4. The same argument shows that Z+ is not bounded from above.
A.3. Proof of Proposition 5.1. In the generalized SVI case (2.3), the function Ψ is
asymptotically linear (see Deﬁnition 3.4) with limz↑∞Ψ′(z) = α+ > 0, and θ∞ = ∞. From
subsection 4.2 the condition M∞ ≤ | 4Ψ′(z) − 2zΨ(z) | holds for all z ∈ Z+(θ∞) = R. Since
limz↑∞( 4Ψ′(z) − 2zΨ(z)) = 2α+ , we can deﬁne
z+ := inf
{
z ∈ R+ : inf
y≥z
(
4
Ψ′(y)
− 2y
Ψ(y)
)
> 0
}
< ∞,
and therefore
(A.2)
4
Ψ′(z)
− 2z
Ψ(z)
≥ M∞ for all z ≥ z+.
Note that M∞ ≤ 2α+ , and let u+ := Ψ(z+). Since the continuous function Ψ is increasing on
[z+,+∞), we can deﬁne its inverse g : [u+,+∞) → [z+,+∞), and hence from the equality
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exp(− ∫ uu+ dv2v ) =√u+u , (A.2) reads
4
Ψ′(z)
− 2z
Ψ(z)
≥M∞ ⇐⇒ g′(u)− g(u)
2u
≥ M∞
4
⇐⇒ ∂u
(
g(u) exp
(
−
∫ u
u+
dv
2v
))
≥ M∞
4
√
u+
u
⇐⇒ g(u)
√
u+
u
− g(u+) ≥ M∞
2
√
u+
(√
u−√u+
)
⇐⇒ g(u) ≥ g(u+)
√
u
u+
+
M∞
2
√
u
(√
u−√u+
)
,
where all the inequalities on the right-hand side are considered for u ≥ u+. The third line is
obtained by integration between u+ and u on both sides of second line. Let Kl :=
1
2M∞ and
Ks := u
−1/2
+ g(u+)− 12M∞
√
u+. We then obtain the condition
(A.3) g(u) ≥ Ks
√
u+Klu for all u ≥ u+.
Note thatKs remains nonnegative if we increase z+ or decreaseM∞; indeed limz↑∞(2z/Ψ(z)) =
2/α+, so that the condition M∞ ≤ 2/α+ is equivalent to M∞ ≤ 2z/Ψ(z) = 2g(u)/u. Finally,
let us translate condition (A.3) into conditions on Ψ. Fix u ≥ u+, and denote z := g(u); then
(z−Klu)2 ≥ K2su, which is equivalent to K2l u2− (K2s +2Klz)u+ z2 ≥ 0. The discriminant is
equal to K2s (K
2
s + 4zKl) and is clearly nonnegative. Condition (A.3) is therefore equivalent
to
Ψ(z) /∈
[
K2s + 2Klz −Ks
√
K2s + 2Klz
2K2l
,
K2s + 2Klz +Ks
√
K2s + 2Klz
2K2l
]
.
Given z−Klu ≥ 0 (equivalently Ψ(z) ≤ z/Kl), we obtain Ψ(z) ≤ κ2+λz−κ
√
κ2 + λz, where
κ := Ks/
(√
2Kl
)
and λ := K−1l .
A.4. Proof of Proposition 5.3. The function f deﬁned in (3.1) therefore reads f(u) =
(u+1)e−u−1
1−e−u , with f(0) = 0, and is strictly decreasing from 0 to −1. Regarding the function F ,
it is clearly continuous, increasing from 0 to 1, and F (z) = |z|ν/ (1 + |z|ν) for all z = 0, with
F (0) = 0. Since θ· is increasing and 1+f(u)F (z) ≥ 0 for all (u, z) ∈ R∗+×R, the ﬁrst coupling
conditions in Proposition 3.1 are satisﬁed, and the volatility surface is free of calendar spread
arbitrage. We now need to check the second coupling condition, namely Proposition 4.1. For
ν ≥ 2, Ψ is C2, and we can indeed apply Proposition 4.1. Since Ψ is asymptotically linear, we
can alternatively check Proposition 4.2. The equality
(A.4) Φν(z) ≡ Ψ
′
ν(z)
2
Ψν(z)
− 2Ψ′′ν(z) = (1 + |z|ν)1/ν−2 |z|ν−2 (|z|ν − 2(ν − 1))
holds for all z = 0, and hence the sets Z+ and Z− deﬁned in (4.5) are equal to Z− = [z∗−, z∗+]
and Z+ = R \ [z∗−, z∗+], where z∗± := ±[2(ν − 1)]1/ν . The two conditions in Proposition 4.2
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read
M2∞ ≤ inf
z∈Z−
⋂Z+(θ∞)
(
1− zΨ′ν(z)2Ψν(z)
)2
1
4θ∞Φn(z) +
Ψ′ν(z)2
16
;
(uϕ(u))2 ≤ inf
z∈Z+
(
1− zΨ′ν(z)2Ψν(z)
)2
1
4uΦn(z) +
Ψ′ν(z)2
16
for any u ∈ R∗+.(A.5)
From the proof of Proposition 4.2, we know that when θ∞ = ∞, the ﬁrst condition simpliﬁes
to
(A.6) M∞ ≤ inf
z∈[z∗−,z∗+]
∣∣∣∣ 4Ψ′ν(z) − 2zΨν(z)
∣∣∣∣ .
Now, immediate computations yield | 4Ψ′ν(z) −
2z
Ψν(z)
| = | 2z|z|ν 2+|z|
ν
(1+|z|ν)1/ν |, which, as a function of z
is deﬁned on R∗, is strictly increasing on R∗−, and is strictly decreasing on R∗+. Therefore, its
inﬁmum zν over the interval [z
∗−, z∗+] is precisely attained at z∗± (by symmetry) and is equal
to 4ν(2ν − 2)(1−ν)/ν(2ν − 1)−1/ν . Since by construction M∞ = α, inequality (A.6) is thus
equivalent to α ≤ zν . This inequality is clearly not true for any ν > 1 and α > 0; however,
straightforward considerations show that there exists a unique ν∗ > 1 such that the map
ν → zν is strictly increasing on (1, ν∗) and strictly decreasing on (ν∗,∞) with z1 = 4 and
limz↑∞ zν = 2. Therefore, the inequality α ≤ zν is satisﬁed for all ν > 1 if and only if α ≤ 2.
We now check the second inequality (A.5) above. Straightforward computations show that(
1− zΨ
′
ν(z)
2Ψν(z)
)2
=
1
4
(
2 + |z|ν
1 + |z|ν
)2
,
which increases on R− from 14 to 1 and decreases on R+ from 1 to
1
4 . The map Ψ
′
ν(·)2 is
decreasing on R−, is increasing on R+, and maps the real line to (0, 1). Therefore, for any
u > 0, z ∈ Z+, we have(
1
4u
Φn(z) +
Ψ′ν(z)2
16
)−1(
1− zΨ
′
ν(z)
2Ψν(z)
)2
≥ 1
4
1
1
4uΦν(z) +
1
16
=
(
Φν(z)
u
+
1
4
)−1
,
with Φν deﬁned in (A.4). Now a quick look at the function Φν shows that it is bounded
above by Φν(z
∗
ν) ∈ (0, 1), with z∗ν := [ν(ν − 1) − 2 +
√
ν(ν − 1)(ν2 + 3ν − 2)]1/ν . Deﬁne the
function gα by gα(u) ≡ (uϕ(u))2
(
1
u +
1
4
)
. There exists a unique u∗ ≈ 1.87 such that gα
is strictly increasing on (0, u∗) and strictly decreasing on (u∗,∞) with gα(u∗) = g1(u∗)α2.
Setting α := g1(u
∗)−1/2 ≈ 1.33, the inequality gα(u) ≤ 1 is clearly satisﬁed for any u > 0 and
all α ∈ (0, α). To conclude, note that for 1 < ν < 2, the second derivative has a mass at the
origin, but Ψν is convex, which implies that this mass is positive and that Lw(k, t) ≥ 0 in the
distributional sense following section 4.4. Therefore, the implied volatility surface is free of
static arbitrage, and the proposition follows.
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A.5. Proof of Proposition 5.2. The function f in (3.1) here reads f(u) = (u+1)e
−u−1
1−e−u and
is decreasing from 0 to −1. The function F in (3.1) is clearly continuous, increasing from 0
to 1, and
F (z) =
|z|(4√1 + |z|+ 1)
2
√
1 + |z|(2|z| + 1 +√1 + |z|) for all z ∈ R∗,
with F (0) = 0. By Proposition 3.1, straightforward computations then show that the volatility
surface is free of calendar-spread arbitrage. Now, for any z ≥ 0, we have
Ψ′(z)2
Ψ(z)
− 2Ψ′′(z) = (16z + 19)
√
1 + z + 12z + 10
16(1 + z)3/2Ψ(z)
,
which is a decreasing function of z with limit equal to zero. Therefore, Z+ = R, and for
any u ∈ R∗+, Z+(u) = R. Let us check that the generalized SVI surface w parameterized by
the previous triplet (θ, ϕ,Ψ) satisﬁes Lw ≥ 0 as a distribution. Indeed, we only checked that
{Lw} ≥ 0 as a function deﬁned everywhere except at the origin (where, as usual in distribution
notations, {Lw} is a function deﬁned where w′′ is deﬁned). Here Ψ′′ = {Ψ′′}+ 52δ0 (where δ0
stands for the Dirac mass at the origin), so that Lw = {Lw}+ 5(θφ(θ))2δ0, which is positive
since {Lw} ≥ 0. Finally,
4
Ψ′(z)
− 2z
Ψ(z)
= 4
4(z + 1)3/2 + 3z + 4(
4
√
z + 1 + 1
) (
2z + 1 +
√
z + 1
)
decreases to 2 ≥ M∞. Since Ψ′(z)2 ≥ 1, the condition (uϕ(u))2 ≤ 4 suﬃces to prevent
butterﬂy arbitrage.
Appendix B. Lee’s moment formula in the asymptotically linear case. In section 2 we
stressed that, following Roper or the variant in Proposition 2.5, the positivity of the operator L
in (2.1) guarantees the existence of a martingale explaining market prices. As a consequence,
the celebrated moment formula [17] holds.
Theorem B.1 (Roger Lee’s moment formula [17]). Let St represent the stock price at time
t, assumed to be a nonnegative random variable with positive and ﬁnite expectation. Let
p˜ := sup{p ≥ 0 : E(S1+pt ) < ∞} and β := lim supk↑∞ k−1w(k, t). Then β ∈ [0, 2] and
p˜ = 12(
β
4 − 1 + 1β ).
We show here that, at least in the asymptotically linear case (Deﬁnition 3.4), this moment
formula can be derived in a purely analytic fashion.
Proposition B.2. Consider a C2(R) function v satisfying the following conditions:
1. v(k) > 0 and Lv(k) ≥ 0 for all k ∈ R;
2. limk↑∞ v′(k) = α ∈ (0, 2);
3. limk↑∞ v′′(k) = 0.
Let X be a random variable with density p−, associated to v by Proposition 2.5. Then E(X) = 1
and sup{m ≥ 0 : E(X1+m) < ∞} = 12
(
α
4 − 1 + 1α
)
.
Proof. Condition (1) implies Proposition 2.5(I), and conditions (2) and (3) imply the
SMB and LMB limits in Proposition 2.5(II)–(III). Therefore, by Proposition 2.5, the centered
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probability density p− is well deﬁned on R, and, for any m ∈ R, we have e(1+m)kp−(k) =
f(k)e−g(k), where
f(k) ≡ (2πv(k))−1/2 Lv(k) and g(k) ≡ 1
2
(
k2
v(k)
+
v(k)
4
+ k
)
− (1 +m)k.
As k tends to inﬁnity, straightforward computations show that f(k) ∼ 4−α2
16
√
2παk
and limk↑∞
g(k)
k
= (α−2)
2−8mα
8α :=
Pm(α)
α . Since Pm is a second-order strictly convex polynomial with Pm(0) > 0,
the function k → e(1+m)kp−(k) is integrable as long as Pm(α) > 0, i.e., α < 2− 4(
√
m2 +m−
m), or m < α8 − 12 + 12α . In other words, we have proved that sup{m > 0 : E(X1+m) < ∞} =
1
2(
α
4 − 1 + 1α ).
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