Kinematically redundant robots have extra degrees of freedom so that they can tolerate a joint failure and still complete an assigned task. Previous work has defined the "failuretolerant workspace" as the workspace that is guaranteed to be reachable both before and after an arbitrary locked-joint failure. One mechanism for maximizing this workspace is to employ optimal artificial joint limits prior to a failure. This current work presents a technique for determining these optimal artificial joint limits that is based on the gradient ascent method. The proposed technique is able to deal with the discontinuities of the gradient that are due to changes in the boundaries of the failure tolerant workspace. The technique is illustrated using two examples of three degree-of-freedom planar serial robots. The first example is an equal link length robot where the optimal artificial joint limits are computed exactly. In the second example, both the link lengths and artificial joint limits are determined, resulting in a robot design that has more than twice the failure-tolerant area of previously published locally optimal designs.
Introduction
Kinematically redundant robots have more than the minimum number of joints required to execute a specific task. These robots have the ability to tolerate joint failures and still complete the assigned task. Robots with this ability are useful when deployed for tasks in hazardous and/or remote environments, for example, when inspecting nuclear reactors [1] , gathering samples near active volcanoes [2] , or exploring space [3] or the deep sea [4] .
Because of the importance of these applications, many different aspects of failure tolerance for robots have been studied. For example, fault trees have been used to assess their reliability [5, 6] . Other work has focused on fault diagnosis [7, 8] , detection and isolation [9] , identification [10, 11] , and control strategies for recovery from failures [12] . The most common failure mode assumed by the majority of previous work is that of a locked-joint failure, due to the failure itself or to brakes being employed [13] [14] [15] .
Many fault-tolerance techniques have been developed for optimizing the local and/or global properties of a redundant robot after a locked joint failure. The local properties are frequently quantified by the singular values of the post-failure Jacobian to determine measures of local fault tolerance [16] . Optimization of these measures can be used to design the kinematics of fault-tolerant robots [17] [18] [19] and to determine optimal configurations during their control [20] . In contrast, global measures focus more on the effect of failures on a robot's workspace. For example, focusing on completion of a point-to-point task [21, 22] or identifying the boundaries of its failure-tolerant workspace ( W F ), i.e., the workspace that is reachable after any arbitrary locked-joint failure [23] .
One approach to guarantee the existence of W F is increasing the degree of redundancy (DOR). Unfortunately, it has been shown that for every single locked-joint failure, at least two DORs are required to guarantee the existence of W F [24] , if one does not restrict the configurations of the robot prior to a failure. However, by judiciously applying artificial joint limits that are released after a failure, one can guarantee the existence of W F with only a single DOR [25] . Previous researchers have computed the area of W F using Monte-Carlo integration [24] or Green's theorem [23] , and tried to maximize its size for planar 3R and 4R robots [26] . Our work and [26] have the same goal of maximizing the area of W F , however, they differ in two fundamental ways. First, our method can compute locally optimal solutions to any desired precision because it generates the symbolic expressions for both the area and its gradient, and so will always be more accurate than any bruteforce technique for computing W F . Second, because our technique does not need to make assumptions that restrict the optimization space, it is more likely to find significantly better solutions, although one can not guarantee global optimality.
This current work presents a technique for exactly determining the artificial joint limits that maximize W F using the gradient ascent method on the area equations determined from Green's theorem. Our contributions include identifying and resolving the discontinuous change in the gradient of the area due to changes in the boundary equations of W F . We apply this computationally efficient technique to exactly determine the maximum area of W F for planar 3R serial robots of arbitrary link lengths. In the next section, we review the mathematical definition of W F and summarize how its boundaries are identified. In Section 3 , we formally define our optimization problem and then describe our method for solving it in Section 4 . We then illustrate our technique on two examples of planar 3R robots in Section 5 . Finally, we present our conclusions in Section 6 .
Background on computing failure-tolerant workspace

Overview
In this section, the definition of a failure-tolerant workspace and the identification of its boundaries are summarized as previously discussed in [23] . In that work, artificial joint limits were imposed prior to a failure in order to increase the size of the post-failure workspace. After a locked-joint failure, the artificial limits on the remaining working joints are released. Even though the artificial limits decrease the pre-failure workspace, if chosen appropriately, a post-failure workspace can be guaranteed. In this work we show how to compute the optimal artificial joint limits that maximize the size of the workspace reachable both before and after a failure.
Definition of Failure-Tolerant Workspace
The forward kinematic function, x = f (q ) , maps a robot configuration q in the joint space C, i.e., q ∈ C ⊂ R n , to a location x in the workspace W, i.e., x ∈ W ⊂ R m where n is the number of joints and m is the dimension of workspace. For kinematically redundant robots, n > m and n − m is the DOR. In this work, it is assumed that the robots have one DOR, i.e., n − m = 1 .
Prior to a failure, each joint i , denoted q i , is bounded by lower a i and upper a i artificial limits where a i ≥ a i and a i ,
If we denote the range of q i when bounded by the artificial joint limits as A i = [ a i , a i ] then the pre-failure configuration space is C A = A 1 × · · · × A n . Therefore, the pre-failure workspace denoted W 0 is given by
After joint i fails and is locked at q i = θ i where a i ≤ θ i ≤ a i , the artificial limits are released on the remaining joints. In this work, without loss of generality, we assume that the physical limits on all joints are −π to π . This yields a reduced configuration space that is given by
Therefore, the post-failure workspace W i , which is the guaranteed workspace after a failure in joint i between the artificial limits, i.e., a i ≤ θ i ≤ a i , is given by
Finally, the failure-tolerant workspace W F , which is the workspace that is guaranteed to be reachable both before and after an arbitrary single locked-joint failure, is given by
where F ⊂ { 1 , 2 , . . . , n } is the set of all joint indices for joints that are likely to fail.
Identification of failure-tolerant workspace boundaries
The authors in [23] have identified two conditions to determine if a workspace location x belongs to W F . Both conditions are based on the pre-image of
i.e., the set of configurations that correspond to x . Condition 1 is that x be reachable prior to a failure, i.e., x ∈ W 0 , so that
Condition 2 is that x is reachable after a failure, i.e., x ∈ W i , so that
where P i is the projection onto the i th joint axis, i.e., the range of q i for all q that satisfy x = f (q ) . Condition 2 states that when joint i is locked at any angle within A i , the end effector can still reach x because that angle is contained in the i th
Fortunately, it is relatively straightforward to identify sets of equations that can determine all potential boundaries of W F . The potential boundaries of W 0 are located at f ( q ) where the configuration q ∈ C A is a kinematic singularity or when one or more joints are at an artificial joint limit, i.e., q i = a i or q i = a i . The potential boundaries of W i are the workspace locations where the end effector is on the verge of violating condition 2. This can occur in two ways, i.e., either the projection of the pre-image for this workspace location becomes disjoint within A i or it fails to contain an endpoint of A i . The first way will occur at f ( q ) where q ∈ i C (θ i ) is a kinematic singularity. The second situation can be identified by computing the null vector associated with the robot's Jacobian. In particular, let n ( q ) represent the null vector of the robot at configuration q and n i be the i th element of n . Then the potential boundaries of W i occur when n i = 0 and q i = a i or a i [23] .
Once all potential boundaries of W 0 and all W i 's are determined, one can use the two conditions to identify the actual boundaries of W F . To do this, one must first divide up all boundaries into simple non-intersecting pieces. For each separated non-intersecting potential boundary, two workspace locations on opposite sides of the boundary are evaluated. If they are both reachable before and after a failure, then this is not an actual boundary of W F . After the actual boundaries of W F are identified, these boundaries can be used to write an equation for the size of the failure tolerant workspace by using the Gauss-Ostrogradsky's theorem. In this work, we illustrate this on maximizing the area of W F for a planar manipulator, denoted A W F , by using Green's theorem.
Problem statement
The problem solved in this work is maximizing the area of the failure-tolerant workspace A W F for any planar 3R robot with joint variables denoted by θ . All possible 3R robots can be defined by their link lengths, l 1 , l 2 , and l 3 . However, the link lengths are not independent because having the same ratio of link lengths results in a geometrically similar, i.e., scaled version, robot. Therefore, we normalize all robots to be of total length 3 m, i.e., we add the constraint that l 1 + l 2 + l 3 = 3 m. In addition to the link lengths design parameter one can also select the artificial joint limits a i and a i that are used while the robot is in operation. However, a 1 and a 1 are not independent, because A W F is rotationally invariant to q 1 , i.e., only the difference between a 1 and a 1 affects its value. Therefore, we add the constraint that a 1 = −a 1 in the optimization.
If one denotes L = { l 1 , l 2 , l 3 } and A = { a 1 , a 1 , a 2 , a 2 , a 3 , a 3 } , then the optimization problem for designing a 3R robot with a maximum failure tolerant area can be formulated as:
For the case where one is given a specific 3R robot, the above optimization problem would be solved for A as the only decision variable. The above optimization can be problematic because the gradient of A W F with respect to L and A is discontinuous. Our proposed approach to computing this optimization is discussed in the next section.
Technique
Overview
In this section, we use the gradient ascent method [27] to maximize A W F . To do this, we first compute A W F for a given L and A by applying Green's theorem on the boundary curves of W F . The technique for identifying the boundary curves of W F was summarized in Section 2.3 . Then a step along the gradient of A W F with respect to L and A is used to determine a new L and A and the process is repeated until the local maximum is achieved. However, there are two issues that one must consider when computing the gradients. First, there will be a change in the number of boundary curves. Second, and more serious, is when the gradients become discontinuous. In both cases it is important to consider the critical points where these changes occur. These issues will be discussed in the following subsections.
Green's theorem
The equation for the area of W F , i.e., A W F , is determined by applying Green's theorem to the boundary curves of W F .
The area of a region D , D ⊂ R 2 , bounded by a closed curve C , denoted g A (D ) , can be computed using
To compute A W F , let curve j be a boundary curve of W F and j x = [ x 1 , x 2 ] be its workspace coordinates, i.e.,
where
is the forward kinematic function and j θ i is the variable joint i in the curve j . Let j θ be the vector that includes the variable j θ i and where the j θ k 's, k = i , are specified. The center of curve j , denoted j C = ( j c x 1 , j c x 2 ) , is the workspace location of joint axis i and the radius, denoted j R, is the distance from joint axis i to the end effector. The end points of curve j are identified by the intersection of curve j with the two adjoining boundary curves, denoted j x and j x . The notation j θ i and j θ i will be used for the values of j θ i at these endpoints, i.e.,
Once j θ i and j θ i are determined, then the area under the curve j is
The failure-tolerant workspace area is the summation of the areas under the boundary curves, i.e.,
where the number of boundary curves N varies.
Gradient method
Once A W F ( L , A ) is computed for an initial ( L , A ) 0 using (12) , the gradient ascent method is used to compute the next value of ( L , A ) (k +1) to increase the area using
and α is a positive step size. A constant value of α, i.e., α = 0 . 02 , is used until a step results in a decrease in the computed area, A W F . This will be due to one of two causes, i.e., either the gradient is near zero or a change in the gradient equation has occurred due to changes in both N and the boundary curves that compose W F . At this point a binary chop on α is performed to identify the exact location of the gradient being zero or discontinuous. We illustrate these issues with a simple example for a planar 3R robot with equal link lengths, i.e., L = {1, 1, 1}, and with artificial joint limits of
The boundary curves and two additional near boundary curves of W F for this value of A are shown in Fig. 1 with the joint values, i.e., j θ, for each curve given in Table 1 . The dashed circle in the figure has a radius of 3 m, i.e., the maximum reach of the robot when there are no constraints on the joint angles.
There are two issues associated with maximizing A W F that need to be considered: Issue 1: Changes in the number of boundary curves N.
While the size of W F is increasing, the value of N may change due to either the disappearance of existing boundary curves or the generation of new ones. As the values of A are changed to increase A W F , the boundary curves will change, for example, if a 1 and a 2 are increased then curve 2 will disappear because curves 1 and 3 will intersect before reaching curve 2. The point at which this occurs can be easily identified due to 2 x = 2 x and the summation in (12) needs to be updated appropriately. Likewise, if one increases the a 1 and a 2 values then the new boundary curve b will appear between curves 6 and 7. Once again, the summation in (12) needs to be updated appropriately. Fortunately, in both of these cases of disappearing and appearing boundary curves, the gradients are continuous. However, there are cases where boundary curves can overlap and switch back and forth, which results in a discontinuous gradient. This is discussed next.
Issue 2: Switching between identical boundary curves. 
For this simple example, curve 6 consists of two identical boundary curves due to the specific value of L . This is also true for curve 3. If one is only interested in optimizing A W F by adjusting the artificial joint limits, then L will stay constant and the two boundary curves will stay identical. This is not true for other identical boundary curves. For example, as the area was increased, curve a changed continuously from being a boundary curve, to being identical to curve 3, and then no longer being a boundary. For cases like this, the gradient does change discontinuously, due to the different equations for the different boundary curves, however, the gradients for the boundary curves are both still in the same direction, so this does not cause a problem. Unfortunately, this is not always the case.
Consider the case of curves 8 and 8 . The gradient ascent algorithm will cause these curves to switch back and forth as the boundary curve, because their area equations result in gradients that oppose each other. This occurs whenever a 3 = −a 3 , which numerically will always be true. To deal with this situation, one must enforce the constraint that a 3 = −a 3 so that the curves remain identical. Doing so makes the area equations, and gradients, for curve 8 and 8 identical. This greatly improves the convergence of the gradient ascent algorithm. It should be noted that there can be switching between multiple boundary curves, as will be illustrated in Section 5 .
Examples of maximizing failure-tolerant workspace
Overview
This section presents two illustrative examples that use the technique presented above. Example 1 represents the case where one has a robot with a given set of link lengths and one would like to know the optimal values for the artificial joint limits that maximize the failure-tolerant workspace. Without loss of generality, we select a robot with link lengths L = {1, 1, 1} to illustrate this case. Example 2 represents the case where one is designing a robot and so can select both the link lengths and the artificial joint limits. For example 2, we show what happens when the gradient ascent optimization to maximize the failure-tolerant workspace area is performed from different starting designs. We first start the optimization with the final values from example 1, and show that it converges to a locally optimal design. We then perform the optimization from multiple random starting designs and show the designs with a significantly larger failure-tolerant workspace area.
In both examples, the first step is computing the failure-tolerant area, A W F , which requires identifying the boundary curves. We briefly review the algorithm for computing these boundaries for a 3R planar robot, with the complete details in [23] . The forward kinematics for planar 3R manipulators are given by
where θ 12 = θ 1 + θ 2 , and θ 123 = θ 1 + θ 2 + θ 3 and the associated null vector is given by
The boundary curves for W 0 occur at the kinematic singularities and the joint limit singularities. The curves associated with the kinematic singularities are given by the values of f ( θ) for all θ where n = 0 . The curves associated with the joint limit singularities are given by the values of f ( θ) for the values of θ that satisfy certain conditions when joints are at their limits.
If a single joint i is at its limit, then the condition is given by n i = 0 and θ i = a i or a i .
If two joints, i and j , are at their limits then the conditions are given by: n i and n j are opposite in sign and θ i = a i and θ j = a j or θ i = a i and θ j = a j , or n i and n j are of the same sign and θ i = a i and θ j = a j or θ i = a i and θ j = a j ,
where i = j . The boundary curves for W i , when there are no joint limits, are given by the kinematic singularities, i.e., the same equations as for W 0 , and by the values of f ( θ) for all θ where n i = 0 and θ i = a i or a i .
Example 1: optimization of artificial joint limits
For example 1, one is interested in determining the optimal artificial joint limits for a robot with link lengths L = {1, 1, 1}. In Fig. 2 ( a ) , we show an initial starting point for the gradient ascent algorithm where A = {−25 • , 25 • , 40 • , 90 • , −60 • , 120 • } and N = 6 . These six boundary curves are given in Table 2 where each curve has one variable joint and the other two joints are specified. These curves are identified by the algorithm described in Section 2.3 . The first step is to determine the symbolic expression for A W F . This requires determining the area under each curve, A j . We illustrate this process using curve 1. To compute the area under curve 1, i.e., A 1 , we need to determine the symbolic equation for the center and radius of curve 1. The center of curve 1, i.e., 1 
is the workspace location of its variable joint, i.e., joint 2, and is given by (17) and the radius, i.e., 1 R, is the distance from the joint 2 axis to the end effector, and is given by
The center-radius form of the circle equation is then used to determine the intersection points of curve 1 with curves 6 and 2, i.e., 1 x and 1 x , respectively. For example, 1 x is the intersection point of curve 1 with curve 6 and it can be determined by simultaneously solving the following two equations using the centers and radiuses of curves 1 and 6:
This will result in two solutions, however, one can identify the correct symbolic solution by substituting the given 1 θ 1 = a 1 = −25 • and 1 θ 3 = 0 • . An analogous set of equations for the intersection of curve 1 and 2 can be solved for 1 x . Once As it continues on to (c) the green boundary curves appear. The most challenging part of the gradient ascent algorithm is when there are multiple identical boundary curves that have opposing gradients, which occurs frequently, i.e., the blue boundary curves in ( b ) and ( c ). If appropriate constraints are employed, the gradient ascent algorithm will converge to the optimal value of A as shown in Fig. 3 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 2
Boundary Curves of W F for Fig. 2 (a) .
the symbolic equations for 1 x and 1 x are known, Eq. (10) can be applied to compute the limits on the integral in Green's theorem for the variable joint 2, i.e., [ 1 θ 2 , 1 θ 2 ] , so that (11) becomes Note that there are four identical boundary curves at the optimal solution, i.e., the blue curves labeled 9, 9 , 9 , and 9 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 3
Boundary Curves of W F for Fig. 3 . The actual integration of (20) must be performed symbolically, and the result is lengthy (See Appendix A.2 ). To evaluate (12) , the process is repeated for curves 2-6 that are shown in Fig. 2 (a) resulting in A W F . Once the equation of A W F is obtained, the gradient is the partial derivative of A W F with respect to L and A as given in (14) 1 . Once again, this must be done symbolically, which results in very long equations, i.e., hundreds of pages, that are available in the supplementary material. We should note that, despite the fact that generating these expressions takes several minutes (using MATLAB Symbolic Math Toolbox), they can be evaluated in seconds so that the gradient ascent algorithm is computationally efficient. As we move along the gradient to increase the failure-tolerant workspace area, the red boundary curves 2 and 5 eventually disappear so that N = 4 . As we continue to follow the gradient, we arrive at the situation in Fig. 2 ( b }. This is followed by curves b, c, d , and e , each being added as new boundary curves until N = 9 as we approach the situation shown in Fig. 2 ( c ) . In Fig. 2 ( c 6 and f become identical, however, curve f simply takes the place of curve 6 in the area calculations. The more complicated case of identical boundary curves occurs when the gradients of two (or more) boundaries have competing gradients as discussed in subsection 4.3 . This occurs three times, i.e., with the curves labeled 4 and 4 in Fig. 2 ( b ) ; curves 9, 9 , and 9 in Fig. 2 ( c ) ; and curves 9, 9 , 9 , and 9 in Fig. 3 . Each time this occurs, one must include a constraint so that both curves are simultaneously considered. The three additional constraints are: a 2 = a 3 , −a 3 = a 3 , and −a 2 = a 2 . With these three constraints being applied, the gradient ascent algorithm ultimately converges to the optimal solution where the gradient is zero 2 , as shown in Fig. 3 with the boundary curves given in Table 3 . This solution is consistent with the approximated value of A W F in [26] . Table 4 Boundary Curves of W F for Fig. 4 .
We now summarize the computations required in this example. First the symbolic expressions for A W F and ∇A W F ( A ) are obtained for the boundary curves shown in Fig. 2 (a) . Then (13) competing gradients so that the constraint a 2 = a 3 must be applied in order to make the two area equations, and their corresponding gradients, to be equal. This allows (13) to continue to be applied without chattering. Likewise, the additional constraints of −a 3 = a 3 , and −a 2 = a 2 must be applied when curves 9, 9 , and 9 coincide and curves 9, 9 , 9 , and 9 coincide, respectively. All of the symbolic expressions for A W F and ∇ A W F ( A ) are quite complicated, and so are included in the supplementary material.
Example 2: optimal robot design
For example 2, one is interested in determining both the optimal link lengths and the artificial joint limits. We will perform the gradient ascent optimization from two different starting values, the first of which is that shown in Fig. 3 . At this starting point we have the three constraints discussed above in example 1, however, because the link lengths are now variable, one must add a fourth constraint of l 1 = l 3 . This keeps W 2 = W 3 , and prevents their identical boundary curves, shown in blue in Fig. 4 , from having opposing gradients. With these constraints imposed, the algorithm converges to the optimal solution where W 0 = W 1 , as shown in Fig. 4 and Table 4 . This locally optimal value of A W F is approximately 3.5% larger than that shown in [26] , due to an approximately 18% difference in l 1 . However, this is not the globally optimal value of A W F . Table 5 Boundary Curves of W F for Fig. 5 .
To identify the optimal value of A W F one must start from multiple random initial values. If one starts at L = {0.7, 1.2, 1.1} and A = {−130 • , 130 • , −60 • , 150 • , 90 • , 120 • }, then the gradient ascent algorithm will converge to a optimal solution as shown in Fig. 5 and Table 5 , where a 1 = −a 1 = 180 • so that all of the workspaces are annuluses. However, there are multiple constraints that need to be employed as the optimization progresses, i.e., we use a 3 = a 3 , l 2 = l 3 , and a 3 = cos −1 (17 l 2 2 − 36 l 2 + 18) /l 2 2 . It is important to note that there is an infinite set of optimal solutions that can be characterized by the relationships between the link lengths and artificial joint limits. In particular, the link lengths must satisfy the following relationship:
and the artificial limits of joint 2 must satisfy the following inequalities when a 3 > 0:
−π ≤ a 2 ≤ − cos −1 ( β ) π ≥ a 2 ≥ − cos −1 ( β ) + π otherwise, i.e., a 3 < 0:
−π ≤ a 2 ≤ cos −1 ( β ) − π π ≥ a 2 ≥ cos −1 ( β ) (23) where β = (5 l 2 − 4) / 3 l 2 , i.e., 38 . 9424 • ≤ cos −1 ( β ) ≤ 70 . 5288 • , and a 3 = a 3 = π ± cos −1 2 l 2
Thus one has a choice in both l 2 and the artificial joint limits for joint 2. However, in practice, one would pick l 2 = 1 . 25 and the values of a 2 and a 2 with minimum absolute values as in Fig. 5 because this will maximize the areas of both W 1 and W 2 without affecting W F .
Summary
This paper presented a technique for maximizing the area of a failure-tolerant workspace after an arbitrary single lockedjoint failure for planar 3R robots of arbitrary link lengths. The technique is based on the gradient ascent method and can be used to determine the optimal artificial joint limits for an existing robot, or to design a robot with optimal link lengths and artificial joint limits. It was shown how to deal with the numerical issues associated with gradient-based techniques due to discontinuities of the gradient caused by changes in the boundary curves of the failure-tolerant workspace. The technique was illustrated on two examples, and resulted in a more accurate computation of a previous result, as well the identification of a previously unknown optimal failure-tolerant workspace area.
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Appendix A
A.1. Extension to spatial positioning 4R robots
The technique presented in Section 4 can be extended to the case of 4R spatial positioning robots to maximize the failure-tolerant workspace volume V W F . Green's theorem is a special case of the more general Gauss-Ostrogradsky's theorem that can be applied to compute the volume under surfaces [28] . In this case, the boundary surfaces are all portions of a torus. Let surface k be a boundary of W F with coordinates
where k θ i and k θ j are the two variable joints i and j for the surface k and the remaining two joints are at constant joint angles. The volume under surface k can be computed using
The failure-tolerant workspace volume is the summation of the volumes under the boundary surfaces
where M is the number of boundary surfaces for W F . Once the equations for V W F are computed, then the gradient can be determined and one can apply (13) to maximize the volume.
A.2. Symbolic equation for A 1
cos ( a 1 )) / 2) − 2 cos −1 ((78 cos (2 a 1 ) + cos (2 a 2 ) + 2 cos (4 a 1 ) + 2 cos (3 a 2 ) − 2 cos (2 a 1 − a 2 ) − cos (2 a 1 − 2 a 2 ) − 11 cos (2 a 1 + 3 a 2 ) − cos (2 a 1 + 4 a 2 ) + 18 cos (4 a 1 + 2 a 2 ) − cos (6 a 1 + 2 a 2 ) − 121 cos ( a 2 ) + 96 cos (2 a 1 + a 2 ) + 72 sin ( a 1 ) sin ( a 1 − a 2 ) + 8 sin ( a 1 ) sin ( a 1 − 2 a 2 ) + 44 sin ( a 1 ) sin ( a 1 + 2 a 2 ) − 20 sin (3 a 1 ) sin ( a 1 + a 2 ) + 4 sin ( a 1 ) sin ( a 1 + 3 a 2 ) − 72 sin ( a 1 ) sin (3 a 1 + a 2 ) + 4 sin ( a 1 ) sin (5 a 1 + a 2 ) − 22 sin (3 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) − 4 sin (3 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) + 4 sin (5 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) + 2 sin (5 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) − 80 cos ( a 2 ) 2 − 16 cos ( a 2 ) 3 + 100 sin ( a 1 ) 2 − 36 sin ( a 2 ) 2 + 160 sin ( a 1 ) 4 − 32 cos (2 a 1 + a 2 ) 2 + 112 cos (2 a 1 ) cos ( a 2 ) − 64 cos (2 a 1 ) cos (2 a 1 + a 2 ) − 16 cos ( a 2 ) cos (2 a 1 + a 2 ) 2 + 32 cos ( a 2 ) 2 cos (2 a 1 + a 2 ) − 4 sin (3 a 1 − a 2 ) sin ( a 1 ) − 44 sin (3 a 1 + 2 a 2 ) sin ( a 1 ) − 8 sin (3 a 1 + 3 a 2 ) sin ( a 1 ) + 8 sin (5 a 1 + 2 a 2 ) sin ( a 1 ) + 4 sin (5 a 1 + 3 a 2 ) sin ( a 1 ) − 32 cos (2 a 1 ) 2 + 36 cos ( a 1 + a 2 ) cos ( a 1 ) + 32 cos (2 a 1 ) cos ( a 2 ) 2 − 16 cos (2 a 1 ) 2 cos ( a 2 ) + 244 sin ( a 1 + a 2 ) sin ( a 1 ) + 76 sin ( a 1 + a 2 ) 2 + 112 cos ( a 2 ) cos (2 a 1 + a 2 ) − 24 cos ( a 1 + a 2 ) sin ( a 1 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 sin ( a 1 + a 2 ) cos ( a 1 − a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 4 sin ( a 1 + a 2 ) cos ( a 1 + 2 a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 sin ( a 1 + a 2 ) cos (3 a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 48 cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) − 48 cos ( a 1 + a 2 ) cos ( a 1 ) cos (2 a 1 + a 2 )
(cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 8 sin ( a 1 ) cos (3 a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 cos (3 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 48 cos (2 a 1 ) cos ( a 1 + a 2 ) cos ( a 1 ) + 16 cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) 2 + 16 cos ( a 1 + a 2 ) cos ( a 1 ) cos (2 a 1 + a 2 ) 2 − 12 cos ( a 1 + a 2 ) sin ( a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 8 cos (3 a 1 + 2 a 2 ) sin ( a 1 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 32 cos (2 a 1 ) cos ( a 2 ) cos (2 a 1 + a 2 ) + 16 cos (2 a 1 ) 2 cos ( a 1 + a 2 ) cos ( a 1 ) − 32 cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) cos (2 a 1 + a 2 ) − 32 cos (2 a 1 ) cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) + 32 cos (2 a 1 ) cos ( a 1 + a 2 ) cos ( a 1 )
78 cos (2 a 1 ) + cos (2 a 2 ) + 2 cos (4 a 1 ) + 2 cos (3 a 2 ) − 2 cos (2 a 1 − a 2 ) − cos (2 a 1 − 2 a 2 ) − 11 cos (2 a 1 + 3 a 2 ) − cos (2 a 1 + 4 a 2 ) + 18 cos (4 a 1 + 2 a 2 ) − cos (6 a 1 + 2 a 2 ) − 121 cos ( a 2 ) + 96 cos (2 a 1 + a 2 ) + 72 sin ( a 1 ) sin ( a 1 − a 2 ) + 8 sin ( a 1 ) sin ( a 1 − 2 a 2 ) + 44 sin ( a 1 ) sin ( a 1 + 2 a 2 ) − 20 sin (3 a 1 ) sin ( a 1 + a 2 ) + 4 sin ( a 1 ) sin ( a 1 + 3 a 2 ) − 72 sin ( a 1 ) sin (3 a 1 + a 2 ) + 4 sin ( a 1 ) sin (5 a 1 + a 2 ) − 22 sin (3 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) − 4 sin (3 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) + 4 sin (5 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) + 2 sin (5 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) − 80 cos ( a 2 ) 2 − 16 cos ( a 2 ) 3 + 100 sin ( a 1 ) 2 − 36 sin ( a 2 ) 2 + 160 sin ( a 1 ) 4 − 32 cos (2 a 1 + a 2 ) 2 + 112 cos (2 a 1 ) cos ( a 2 ) − 64 cos (2 a 1 ) cos (2 a 1 + a 2 ) − 16 cos ( a 2 ) cos (2 a 1 + a 2 ) 2 + 32 cos ( a 2 ) 2 cos (2 a 1 + a 2 ) − 4 sin (3 a 1 − a 2 ) sin ( a 1 ) − 44 sin (3 a 1 + 2 a 2 ) sin ( a 1 ) − 8 sin (3 a 1 + 3 a 2 ) sin ( a 1 ) + 8 sin (5 a 1 + 2 a 2 ) sin ( a 1 ) + 4 sin (5 a 1 + 3 a 2 ) sin ( a 1 ) − 32 cos (2 a 1 ) 2 + 36 cos ( a 1 + a 2 ) cos ( a 1 ) + 32 cos (2 a 1 ) cos ( a 2 ) 2 − 16 cos (2 a 1 ) 2 cos ( a 2 ) + 244 sin ( a 1 + a 2 ) sin ( a 1 ) + 76 sin ( a 1 + a 2 ) 2 + 112 cos ( a 2 ) cos (2 a 1 + a 2 ) − 24 cos ( a 1 + a 2 ) sin ( a 1 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2
2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 32 cos (2 a 1 ) cos ( a 2 ) cos (2 a 1 + a 2 ) + 16 cos (2 a 1 ) 2 cos ( a 1 + a 2 ) cos ( a 1 ) − 32 cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) cos (2 a 1 + a 2 ) − 32 cos (2 a 1 ) cos ( a 1 + a 2 ) cos ( a 1 ) cos ( a 2 ) + 32 cos (2 a 1 ) cos ( a 1 + a 2 ) cos ( a 1 ) cos (2 a 1 + a 2 ) − 72) 2 / (16 cos ( a 1 + a 2 ) 2 (2 cos (2 a 1 ) − 2 cos ( a 2 ) + 2 cos (2 a 1 + a 2 ) − 3) 4 )) (1 / 2) )) / 2 − ( sin ( a 1 ) (2 cos ( a 3 /2) cos ( a 1 ) + 2 sin ( a 1 ) ( cos ( a 3 / 2) / 2 − cos (2 a 3 ) / 8 − cos ((3 a 3 ) / 2) / 2 + 1 / 8) (1 / 2) + cos ( a 3 ) cos ( a 1 ) + (39 cos (2 a 1 ) + cos (2 a 2 ) / 2 + cos (4 a 1 ) + cos (3 a 2 ) − cos (2 a 1 − a 2 ) − cos (2 a 1 − 2 a 2 ) / 2 − (11 cos (2 a 1 + 3 a 2 )) / 2 − cos (2 a 1 + 4 a 2 ) / 2 + 9 cos (4 a 1 + 2 a 2 ) − cos (6 a 1 + 2 a 2 ) / 2 − (121 cos ( a 2 )) / 2 + 48 cos (2 a 1 + a 2 ) + 36 sin ( a 1 ) sin ( a 1 − a 2 ) + 4 sin ( a 1 ) sin ( a 1 − 2 a 2 ) + 22 sin ( a 1 ) sin ( a 1 + 2 a 2 ) − 10 sin (3 a 1 ) sin ( a 1 + a 2 ) + 2 sin ( a 1 ) sin ( a 1 + 3 a 2 ) − 36 sin ( a 1 ) sin (3 a 1 + a 2 ) + 2 sin ( a 1 ) sin (5 a 1 + a 2 ) − 11 sin (3 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) − 2 sin (3 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) + 2 sin (5 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) + sin (5 a 1 + 3 a 2 ) sin ( a 1 + a 2 ) − 40 cos ( a 2 ) 2 − 8 cos ( a 2 ) 3 + 50 sin ( a 1 ) 2 − 18 sin ( a 2 ) 2 + 80 sin ( a 1 ) 4 − 16 cos (2 a 1 + a 2 ) 2 + 56 cos (2 a 1 ) cos ( a 2 ) − 32 cos (2 a 1 ) cos (2 a 1 + a 2 ) − 8 cos ( a 2 ) cos (2 a 1 + a 2 ) 2 + 16 cos ( a 2 ) 2 cos (2 a 1 + a 2 ) − 2 sin (3 a 1 − a 2 ) sin ( a 1 ) − 22 sin (3 a 1 + 2 a 2 ) sin ( a 1 ) − 4 sin (3 a 1 + 3 a 2 ) sin ( a 1 ) + 4 sin (5 a 1 + 2 a 2 ) sin ( a 1 ) + 2 sin (5 a 1 + 3 a 2 ) sin ( a 1 ) − 16 cos (2 a 1 ) 2 + 16 cos (2 a 1 ) cos ( a 2 ) 2 − 8 cos (2 a 1 ) 2 cos ( a 2 ) + 122 sin ( a 1 + a 2 ) sin ( a 1 ) + 38 sin ( a 1 + a 2 ) 2 + 56 cos ( a 2 ) cos (2 a 1 + a 2 ) − 12 cos ( a 1 + a 2 ) sin ( a 1 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 2 sin ( a 1 + a 2 ) cos ( a 1 − a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 2 sin ( a 1 + a 2 ) cos ( a 1 + 2 a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 2 sin ( a 1 + a 2 ) cos (3 a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 sin ( a 1 ) cos ( a 1 − a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 4 sin ( a 1 ) cos ( a 1 + 2 a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 sin ( a 1 ) cos (3 a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 2 cos (3 a 1 + 2 a 2 ) sin ( a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 6 cos ( a 1 + a 2 ) sin ( a 1 + a 2 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) + 4 cos (3 a 1 + 2 a 2 ) sin ( a 1 ) (−( cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) − 1) (cos (2 a 1 ) − cos ( a 2 ) + cos (2 a 1 + a 2 ) + 3)) (1 / 2) − 16 cos (2 a 1 ) cos ( a 2 ) cos (2 a 1 + a 2 ) − 36) / (2 cos ( a 1 + a 2 ) (2 cos (2 a 1 ) − 2 cos ( a 2 ) + 2 cos (2 a 1 + a 2 ) − 3) 2 ))) / 2 .
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