The purpose of this study is to investigate several artificial Neural Network (NN) architectures in order to design a cognitive radar system capable of optimally distinguishing linear Frequency-Modulated (FM) signals from bandlimited Additive White Gaussian Noise (AWGN). The goal is to create a theoretical framework to determine an optimal NN architecture to achieve a Probability of Detection (PD) of 95% or higher and a Probability of False Alarm (PFA) of 1.5% or lower at 5 dB Signal to Noise Ratio (SNR). Literature research reveals that the frequency-domain power spectral densities characterize a signal more efficiently than its time-domain counterparts. Therefore, the input data is preprocessed by calculating the magnitude square of the Discrete Fourier Transform of the digitally sampled bandlimited AWGN and linear FM signals to populate a matrix containing N number of samples and M number of spectra. This matrix is used as input for the NN, and the spectra are divided as follows: 70% for training, 15% for validation, and 15% for testing. The study begins by experimentally deducing the optimal number of hidden neurons (1-40 neurons), then the optimal number of hidden layers (1-5 layers), and lastly, the most efficient learning algorithm. The training algorithms examined are: Resilient Backpropagation, Scaled Conjugate Gradient, Conjugate Gradient with Powell/Beale Restarts, Polak-Ribiére Conjugate Gradient, and Variable Learning Rate Backpropagation. We determine that an architecture with ten hidden neurons (or higher), one hidden layer, and a Scaled Conjugate Gradient for training algorithm encapsulates an optimal architecture for our application.
INTRODUCTION
Detection and classification of radar jamming signals against a background of interference is a task highly sought out by the military to protect against disruption of their radar systems. For military purposes, the "general radar problem" includes searching, interception, localization, analysis and identification of radiated electromagnetic energy which is commonly known as radar Electronic Support Measures (ESM) [1] . Environments are increasing in density with electromagnetic energy, and as a result, radar jamming signals are becoming more difficult to detect and classify. Aimed for the timely deployment of countermeasures, attaining radar ESM can prove crucial for the purpose of situational awareness of radar systems.
Traditional algorithms for signal recognition and analysis are highly complex, computationally intensive, often rely on heuristics, and require humans to verify and validate the analysis [2] . In this work, an artificial Neural Network (NN) is used as an alternative approach to performing the task of classifying radar jamming linear Frequency-Modulated (FM) signals from bandlimited Additive White Gaussian Noise (AWGN) in the hopes to increase the success of radar ESM. Artificial NNs excel at problems involving patterns -pattern mapping, pattern recognition, and pattern classification [3] . Nonetheless, sometimes results obtained from artificial NNs are often far from satisfactory. From here on, artificial neural network and the designation NN will be used interchangeably since this work is not concerned with biological neural networks (abbreviated BNN). Our working hypothesis is that by modifying the NN architecture and utilizing different learning algorithms, it is possible to identify a network topology capable of yielding a Probability of Detection (PD) higher than 95% and Probability of False Alarm (PFA) lower than 1.5% for linear FM signals with a 5 dB Signal to Noise Ratio (SNR).
Artificial NNs are made up of many neurons (processing units), and it is convenient to visualize them arranged in layers. The arrangement of neurons into layers and the connection patterns within and between layers is called the net architecture [4] . Multilayer architectures, which are made of an input layer, an output layer and a customizable number 
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of hidden layers, commonly tackle problems like that of classification and pattern association. Though, the need for classification influence the choice in using a multilayer network, it does not uniquely determine its net architecture. In simple terms, we propose to develop a systematic approach to experimentally determining the optimal number of hidden neurons, then the optimal number of hidden layers, and finally the most efficient training algorithm. The training algorithms explored in this research are as follows: Resilient Backpropagation (RP), Scale Conjugate Gradient (SCG), Conjugate Gradient with Powell/Beale Restarts (CGB), Polak-Ribiére Conjugate Gradient (CGP), and the Variable Learning Rate Backpropagation (GDX). The diagram in Fig. 1 summarizes the structure and methodology developed to carry out this research: commencing with the signal inputs and ending with the resulting NN classification results. Figure 1 . Diagram denoting the process used to utilize an artificial neural network for radar jamming signal classification.
Linear Frequency Modulated (FM) Signal
The linear FM signal is easy to generate and most commonly used by radar systems, where the signal is transmitted to locate targets. Also known as a chirp signal, its frequency linearly varies over a wide band spectrum, either increasing or decreasing, with time [5] . The mathematical expression of a linear FM signal is
where A is the amplitude of the signal, f0 is the initial frequency, k is the chirp rate of the waveform, and n(t) is the injected noise.
The bandwidth of the signal is giving by kT   (2) where T is the transmitted pulse duration that it takes to sweep between the initial frequency f0 to the final frequency f1. Equivalently, the bandwidth can be expressed as
Linear FM signals are also used as effective and destructive jamming signals. A receiver can be used to construct a replica of the transmitted linear FM signal using a digital radio frequency memory repeat jammer to create false targets [6] . Detection of the jamming signal, known as electronic countermeasures, can reduce or even prevent unwanted interference to radar systems.
The SNR of equation (1) in decibels is calculated as 
The SNR is used to calculate the variance as follows ) 10 (
and is used to compute the total additive noise contribution, n(t), at each frequency of the linear FM jamming signal.
Authors in [7] advice that if the network is to operate in a noisy environment, then appropriate noise must be added to any synthetically generated training vectors. The SNR of the linear FM jamming signals is 5 dB because it was found that at this SNR the NN is challenged sufficiently to conduct proper analysis of the effects of changing the NN architecture.
Bandlimited AWGN
In this study, bandlimited AWGN is used to act as a jammer signal and is compared to linear FM jamming singals to determine if the NN can classify them accordingly. To mimic the random processes that occur in electronics, a zero mean AWGN is used as our noise model. The AWGN in this work is complex, and each component is modeled as a zero-mean Gaussian random variable with a variance that lies within the range of 0.03 and 1. The AWGN jamming signal is modified so when the power spectrum is obtain it mimics the power spectrum of the linear FM jamming signal. In order to limit the band, the bandimited AWGN is calculated as
and H(f) is a Chebyshev Type 1 bandpass filter, which will be further discussed in subsection 2.2.
NEURAL NETWORK INPUT DATA GENERATION AND PREPROCESSING

Generation of linear FM signal
Artificial NNs are not programmed but rather learn by example. In order to tap into the functionality of NNs, the system is presented with a training set consisting of a group of examples from which the network can learn [3] . The examples are presented in vector form and encompass the patterns that the user wishes for the NN to procure. Data used in the input vector can be extracted from sensors, receivers, images, speech signals and diagnosis information (all depending on the application). In our application, we simulate linear FM signals and the random process of bandlimited AWGN in MATLAB where it is used as input data for our NN.
To create a database of signals and to facilitate the generation process it was decided to take equation (1) and rearrange it in terms of discrete samples as follows:
where n∆t denotes discrete samples. If we let
, where fs is the sampling rate, the corresponding signal equation is now (11) so that by rearranging the terms in (7), the discrete linear FM equation becomes
where the amplitude is equal to 1, βnorm is the normalized bandwidth, and fnorm is the normalized initial frequency of the signal. With values lying within their respective ranges of
we can now generate a plethora of linear FM signals with a varying number of initial frequencies and bandwidths while having total control of the number of samples composing the signal (resolution of the signal).
In [3] , Dayhoff states that the selection of the training data presented to the NN influences whether or not the network "learns" a particular task. The behavior and success of a NN are dependent on many variables; the type of architecture, the type of learning algorithm, and even the dataset used to train the network can all have positive and negative effects. Therefore, careful consideration is put towards the generation of our data; by controlling the resolution of the signals in the input dataset we can remove said variable from affecting the performance of the NN.
Filtering of neural network input data
Radar warning receivers are devices used to detect the illumination caused by unfriendly radar systems. Such systems utilize a wide instantaneous bandwidth in order to detect a variety of different radar signals, as a result this means that the noise power will be high in the wide open receiver [7] . It is common to introduce a filter to the radar systems that aligns with the bandwidth of the received signal, doing so will capture only the noise within the filter, and thus increase the SNR.
As common practice suggests, a bandpass Chebyshev Type 1 filter is utilized to remove the unwanted noise outside of the bandwidth of the linear FM signals. The normalized bandwidth and the normalized initial frequency used for the generation of the linear FM signals are employed to make matched filters (where the passband corner frequencies match with the bandwidth of each signal within the input data set). The peak-to-peak passband ripple and the stopband attenuation are assigned values of 0.1dB and 40dB, respectively. The order of the filter is determined by a function (cheb1ord) in MATLAB which calculates the minimum order needed to meet a set of given filter design specifications for a specified linear FM signal. In addition, the AWGN model is also filtered with the bandpass Chebyshev Type 1 filter to reproduce the same bandwidths as the linear FM signals (simulation of bandlimited AWGN).
Preprocessing of neural network input data
The preprocessing of the available data can affect significantly the overall success or failure of the application of a given classification problem [1] . A transformation may be necessary to eliminate insignificant variations and superfluous details while at the same time accentuating the pertinent information [2] .
Elsewhere in this conference proceedings [8] , where the moments of the linear FM signals and bandlimited AWGN were studied, the research suggest that the frequency-domain Power Spectral Density (PSD) characterize a signal more efficiently than its time-domain counterparts. The data is transformed by calculating the magnitude square of the Discrete Fourier Transform of the digitally sampled signals. Figure 2 shows a comparison of the PSDs of both the linear FM signal and bandlimited AWGN, a SNR of 30 dB is used. The preprocessing stage usually encompasses a feature extraction phase where the most distinctive characteristics of the input data are extracted and instead used as the input to the NN. In our work, this phase is sidestepped, for our purpose is to allow the NN to classify solely on the shape of the PSD of the linear FM signals and bandlimited AWGN. Therefore, all the PSDs of both the linear FM signals and bandlimited AWGN are normalized to their corresponding highest peak to prevent the power of each PSD from becoming another changing variable in our study. In contrast to Fig. 2 , a 5 dB SNR is used for the linear FM signal contained in Fig. 3 . Notice that the PSDs start to have a similarity in shape, and as a result can cause the NN to misclassify. 
Organization of neural network input data into vector form
As mentioned earlier, the input data is organized in vector form so that it can be inputted into a NN. The PSDs generated are then used to populate a matrix containing N number of samples and M number of spectra as demonstrated in Fig. 4 . The first half of the columns found in this matrix hold the PSDs of the linear FM signals. The second half of the columns found in the matrix hold the PSDs of the bandlimited AWGN. The output matrix, which is also known as the target matrix, will be made of two rows while the number of columns will equal the number of columns in the input matrix. The matrix contained in Fig. 5 holds the NN output classification codes used to distinguish between signal and noise. The codes are assigned are:
 A 1 in the first row and a 0 in the second classifies a linear FM signal.
 A 0 in the first row and a 1 in the second classifies bandlimited AWGN. The input matrix, along with its respective output matrix, are divided as follows: 70% for training, 15% for validation and 15% for testing. The training set is used to adjust the internal weights of the NN when the input does not match the target answer, the validation set oversees the training process, and lastly, the testing set is used to assess the success of the NN classification capability.
NEURAL NETWORK ARCHITECTURE AND LEARNING ALGORITHMS
Recall that the arrangement of neurons into layers and the interconnections between them is called the net architecture, where this characteristically defines the type of network. A multilayer network, demonstrated in Fig. 6 , is a type of NN with one or more layer of neurons. Layered type of networks are examples of feedforward networks -nets in which the signals flow from the input neurons to the output neurons, in a feedforward direction [4] . Commonly used for classification problems, a multilayer network is our choice of architecture arrangement.
A multilayer NN is composed of one input layer, one output layer and a customizable number of hidden layers. It is typical for neurons in the same layer to behave in the same manner: i.e. neurons will share characteristics like their activation function and pattern of interconnectivity to other neurons. The input layer serves as a port for the input pattern. The output layer contains as many neurons as there are classes; in our case, 2 neurons are used since there are only two categories to choose from (linear FM signal versus bandlimited AWGN). The number of hidden layers and hidden neurons (neurons located within the hidden layer) is not fixed. It is important to mention that these parameters are dependent on the application at hand. Similar to work done in [9, 10] , the number of hidden layers and neurons is determined experimentally, where finding the optimal architecture for our application is the focus of this work. A single neuron is directly connected to other neurons, and each connection has an associated weight that multiplies the signals transmitted between these processing units. In order to activate, a neuron computes a weighted sum of all its inputs and utilizes an activation function (also known as transfer functions) to produce an output. The most common popular activation functions are the sigmoid functions which are also known as the squashing functions.
Sigmoid functions are especially advantageous for use in NNs trained with backpropagation, a learning algorithm employed in this research. These transfer functions have a simple relationship between the values of the function at a point and the value of the derivative at that point that reduces the computational burden during training [4] . In particular, the hyperbolic tangent sigmoid transfer function, where the output of the neuron is squashed between -1 and 1, is applied in our NN. The output of this function is computed as follows:
The selection of this transfer function was made providing the fact that it accelerates the convergence of the backpropagation method [11] .
The process of training a NN involves tuning the values of the weights and biases of the network to optimize network performance [12] . The training process can be categorized into two training scenarios: supervised and unsupervised. In the case of supervised learning, the network is presented with target answers for each pattern that is input. In the latter case, the network has to train without the benefit of having target answers and the input patterns usually may not have a clear distinction. We narrow our focus toward supervised learning algorithms, seeing that in our case, linear FM signals and bandlimited AWGN are clearly distinctive and target outputs are available.
A type of training algorithm that is a very popular when training multilayer networks is the backpropagation algorithm. This standard algorithm is a gradient descent algorithm in which the network weights are moved along the negative of the gradient of the performance function [12] . However, when using the backpropagation technique, the training process is generally a lengthy one [13] . Faster training algorithms have been developed to allow networks to converge ten to one hundred times faster than the backpropagation algorithm. Given that all the adjustments of the weights are computed by performing calculations backward through the network, the five learning algorithms explored in this study are all derived from the backpropagation technique [12] .
The five training algorithms are the following: Resilient Backpropagation (RP), Scale Conjugate Gradient (SCG), Conjugate Gradient with Powell/Beale Restarts (CGB), Polak-Ribiére Conjugate Gradient (CGP), and the Variable Learning Rate Backpropagation (GDX). Detailed summaries of each algorithm are too complex, and therefore, exceeds the scope of this paper. For detailed information about each training algorithm previously mentioned refer to [13] under the faster training section. 
SIMULATION OF MULTIPLE NEURAL NETWORK ARCHITECTURES AND LEARNING ALGORITHMS
Three experiments are conducted to examine the effects of varying NN architectures and learning algorithms for the application of classifying radar jamming linear FM signals against bandlimited AWGN: The first experiment deals with finding an optimal number of hidden neurons, the second experiment deals with finding an optimal number of hidden layers, and lastly, the third experiment deals with finding the most efficient training algorithm.
The same input data is used to train, validate, and test all the networks. Recall that 70% is used for training and 30% for testing and validation. Furthermore, the input vector is randomly divided using a split-sample technique. In addition, all input data and target data is mapped from their original range to the range of -1 to 1. There is a total of 4096 spectra with each having a resolution of 512 samples and a SNR of 5 dB.
Before the investigation, a few preliminary parameters have to be defined and established for all the experiments. The stopping criteria to halt the training phase is set to 1000 training epochs or 6 consequent validation check fails, whichever occurs first. A cross-entropy error function is used to evaluate the learning performance of the networks. The cross-entropy function is favorable because it returns a result that heavily penalizes outputs that are extremely inaccurate, with very little penalty for fairly correct classifications. Lastly, the hyperbolic tangent sigmoid transfer function is applied to all neurons. In addition, the first two experiments utilize the SCG learning algorithm.
The success of the each experiment is measured in terms of PD and PFA derived from confusion matrices. Presented in Fig. 7 , a sample confusion matrix is shown for the network with an architecture of 512-10-2 (512 inputs, 32 neurons in the hidden layer and 2 neurons in the output layer). The correct classification is seen in the green squares and the incorrect in the red squares. The upper number (green number) in the first square of the third row denotes the PD, the lower number (red number) in the second square of the third row denotes the PFA. 
Neural network architecture with varying number of hidden neurons
The first case study investigates the effects of altering the number of neurons (hidden neurons) located in the hidden layer. For the rest of the architecture, the network is set up with one input layer, one hidden layer, and one output layer. The number of hidden neurons is varied from 1 to 40, and each test is an average of 24 runs. The results in Table 1 illustrates that any number between 10 and 3 neurons yields an average PD of 94.95% and an average PFA of 2.28%. Any number above 10 neurons yields an average PD of 98.53% and an average PFA of 1.70%. Table 1 . Performance assessment of neurons in the hidden layer.
The effect of increasing the number of hidden neurons past the value of 10 is better appreciated in Fig. 8 , where the performance plateaus. The most optimal number of hidden neurons is 32 where the PD and PFA resulted in 99.62% and 1.07%, respectively. In contrast, having 1 and 2 neurons resulted in being the worst architectures options, with poor PD and high PFA. 
Neural network architecture with varying number of hidden layers
The second case study investigates the effects of altering the number of hidden layers inside a NN. Five cases are examined where the NN contains 1, 2, 3, 4, and 5 hidden layers in each instance. As for the rest of the architecture, the network is set up with one input layer and one output layer. The computational burden increases as the number of hidden layers and hidden neurons increase, for this reason, the number of hidden neurons is set to 10 in each layer in order to advance the training phase. Since optimal results of PD and PFA are reached with 10 hidden neurons, it was decided to proceed to experiment with that value. As in the previous experiment, every result is an average of 24 runs.
CONCLUSIONS
In this paper, we chose a multilayer feedforward neural network as an alternative method for classifying linear FM jamming signals against bandlimited AWGN and proposed a systematic approach to determine an optimal NN architecture capable of yielding a PD of 95% or higher. We showed that utilizing the shape of PSDs is a suitable preprocessing method adept in the task of characterizing between signals and noise.
Different architectures of neural networks with different learning algorithms have been explored. Through simulation, the individual effects of changing the number of hidden neurons, the number of hidden layers, and the training algorithms were studied. We determined that an architecture with 10 hidden neurons (or higher), one hidden layer, and a Scaled Conjugate Gradient for training algorithm encapsulates an optimal architecture for our application.
It is difficult and very time consuming to design a NN, let alone design a network architecture that successfully works with many applications. This work strives to ease the process of design by creating a theoretical framework where the user can determine which parameters can be stationary and which can be adjusted. However, more experimentation is required, and additional architectural parameters need to be explored to create a functioning expert system capable of supplementing cognitive radar systems. Future work will include classification of additional signals (like the power-law FM and chaotic signals), changing other architectural parameters and testing of other training algorithms.
