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Preliminary
In this section, we recall some definitions and facts from [I1] , [IW] , [W] and [Yo] .
First we define the plurigenera δ m , m ∈ N, for normal isolated singularities and define purely elliptic singularities. Let (X, x) be a normal isolated singularity in an n-dimensional analytic space X, and π : (X, E) −→ (X, x) a good resolution. In the following, we assume that X is a sufficiently small Stein neighbourhood of x. Definition 1.1 (Watanabe [W] -Def. 1.2). Let (X, x) be a normal isolated singularity. In the following, we assume that (X, x) is quasi-Gorenstein, i.e., there exists a nonvanishing holomorphic 3-form on X − {x}. Let E = E i be the decomposition of the exceptional set E into irreducible components, and write KX = π * K X + i∈I m i E i − j∈J m j E j with m i ≥ 0, m j > 0. Ishii [I1] defined the essential part of the exceptional set E as E J = j∈J m j E j , and showed that if (X, x) is purely elliptic, then m j = 1 for all j ∈ J. (1) (X, x) is Gorenstein purely elliptic of (0,2)-type.
(2) The exceptional divisor E is a normal K3 surface for any minimal resolution π : (X, E) −→ (X, x).
Recall 1.5. A minimal resolution π : (X, E) −→ (X, x) is a proper morphism with X − E ∼ = X − {x}, whereX has only terminal Q-factorial singularities and KX is numerically effective with respect to π.
Next we consider the case where (X, x) is a hypersurface singularity defined by a nondegenerate polynomial f = a ν z ν ∈ C[z 0 , z 1 , · · · , z n ], and x = 0 ∈ C n+1 .
Recall 1.6. The Newton boundary Γ(f ) of f is the union of the compact faces of Γ + (f ), where Γ + (f ) is the convex hull of aν =0 (ν + R n+1 ≥0 ) in R n+1 . For any face ∆ of Γ + (f ), set f ∆ := ν∈∆ a ν z ν . We say f to be nondegenerate, if
has no solution in (C − {0}) n+1 for any face ∆.
When f is nondegenerate, the condition for (X, x) to be a purely elliptic singularity is given as follows:
Theorem 1.7 (Watanabe Cor. 3.14) . Let f be a nondegenerate polynomial and suppose X = {f = 0} has an isolated singularity at x = 0 ∈ C n+1 .
(1) (X, x) is purely elliptic if and only if (1, 1, · · · , 1) ∈ Γ(f ).
(2) Let n=3 and let ∆ 0 be the face of Γ(f ) containing (1, 1, 1, 1) in the relative interior of ∆ 0 . Then (X, x) is a simple K3 singularity if and only if dim R ∆ 0 = 3.
Thus if f is nondegenerate and defines a simple K3 singularity, then f ∆ 0 := ν∈∆ 0 a ν z ν is a quasi-homogeneous polynomial of a uniquely determined weight α called the weight of f and denoted α(f ). Namely, α = (α 1 , · · · , α 4 ) ∈ Q >0 4 and deg α (ν) := 4 i=1 α i ν i = 1 for any ν ∈ ∆ 0 . In particular, 4 i=1 α i = 1, since (1, 1, 1, 1) is always contained in ∆ 0 . the weight of the defining polynomial of a hypersurface singularity.
of weight α with α 0 +· · ·+α n = 1, and {f = 0} has an isolated singularity at 0 ∈ C n+1 .
Let
where g i ∈ C{z 0 , · · · , z n }/(f z 0 , · · · , f zn ) are generators of the Jacobi ring, which are monomials. (Since f is quasi-homogeneous, g i can be taken as monomials.) Then,
From 1.7 (1) and 2.1, it follows that
holds true if f λ is also nondegenerate. Though f λ is not always nondegenerate, the following theorem is useful as well.
be a hypersurface singularity and let
where
A hypersurface singularity is canonical if and only if it is rational, and so it follows
holds always true from 2.2. Hence we should show the converse proposition.
Remark 2.3. Let (X, x) be a n-dimensional normal Gorenstein singularity and
whereX has at most rational singularities and π ′′ := π • π ′ is a resolution. Let E = i∈I E i be the decomposition of the exceptional set E into irreducible components, and write KX = π * K X + i∈I m i E i . Then, it follows that π ′ * (O(KX)) = O(KX) sincẽ X has at most rational singularities ([KKMS]-p. 50), and so
Theorem 2.4 (Tomari-Watanabe [TW] -Thm. 5.6). Let (X = {f = 0}, x) be a n-dimensional hypersurface isolated singularity and
and
Assume that f 0 is irreducible and both X − {x} and {f 0 = 0} − {x} have at most rational singularities around x. ThenX has at most rational singularities.
Thus we expect a partial resolution π in 2.3 is given by a weighted blow-up.
Remark 2.5 (Ishii [I2] -Prop. 1.3, 1.6). Under the notation in 2.4, Π * X ⊂ V and K C 4 are principal divisors, hence,
Thus, p < p 1 + · · · + p 4 if and only if R 2 π * OX = 0.
Problem 2.6. Let f be a nondegenerate quasi-homogeneous polynomial which defines a simple K3 singularity at 0, and (X λ = {f λ = 0}, 0) a versal deformation of
f 0 is irreducible, and {f 0 = 0} − {0} has at most rational singularities around 0.
If there exists such weight α ′ then P g (X λ , 0) = 0 by 2.4 and 2.5.
We show there exists such weight α ′ as in 2.6 for f = x 2 + y 3 + · · · , of No.10-14, 46-51 and 83 in Table 2 .2 of [Yo] to obtain our main result as follows:
Theorem 2.7. Let (X = {f = 0}, 0) be a hypersurface simple K3 singularity defined by a nondegenerate quasi-homogeneous polynomial f = x 2 + y 3 + · · · , which is one of
No.10-14, 46-51 and 83 in Table 2 .2 of [Yo] :
and let X be the versal deformation of (X, 0). Then,
3. Proof of Theorem 2.7
We prepare the following Lemma prior to the proof of Theorem 2.7.
Lemma 3.1. Let f be a nondegenerate quasi-homogeneous polynomial listed by Yonemura [Yo] which defines a simple K3 singularity, and f λ a versal deformation
Proof. For any i=1,2,3,4, one of the following is satisfied:
By assumptions, pα 1 + qα 2 + rα 3 + sα 4 < 1 for some z 1 p z 2 q z 3 r z 4 s ∈ f λ , and pα
so there exists i ∈ {1, 2, 3, 4} such that α i < α
So the defining polynomials f can be classified as below.
(1-I-ii-b) (No.52, 76, 77, (79) (80) (81) (82) (83) 
(1-I-iii-a) (No.66, 67, 72, 75, 81, 82) (No.53, 57, 58, (62) (63) (64) 66, 67, (69) (70) (71) (72) 
The assertion holds true similarly for both the case of
The rest is similar to 1-II-i-a.
define an isolated singularity at the origin 0 ∈ C 3 , which satisfies one of the following:
(1) β(y, z) = β 0 + higher terms, 0 = β 0 ∈ C, ordφ = 1, and
(1 ′ ) β ≡ 0 or ordβ ≥ 1, and ordφ = 1, (2) β(y, z) = β 0 + higher terms, 0 = β 0 ∈ C, ordϕ ≤ 3 or ordψ ≤ 5, and
has no triple factor, where ordα = 0, and φ 0 , ϕ 0 , ψ 0 are the initial parts of φ, ϕ, ψ, respectively. Then
Proof. We may assume that α(x, y, z) = 1, β 0 = 1.
(1) If ordϕ ≤ 1 or ordψ ≤ 2 then the assertion holds true. So we may assume ordϕ ≥ 2 and ordψ ≥ 3. Let f 0 be the initial part of f with respect to the weight α = (1/2, p, q), where α satisfies the conitions
(There exists such weight α because
is rational. So {f 0 = 0} ⊂ C 3 has only rational singularities around the origin 0 ∈ C 3 .
Therefore (f, 0) is also rational from 2.4 and 2.5, because 1 2 + p + q > 1.
If f 0 − x 2 has a double factor, namely,
then taking the coordinate changes Y := y + γ 1 z and z ′ := (γ 2 − γ 1 )z, thus
be the initial parts of ϕ ′ , ψ ′ , respectively. We replace the weight α = (1/2, p, q) with
which satisfies:
(There exists such weight α ′ because
then taking the coordinate change
, then taking the coordinate change
a contradiction. Therefore (f, 0) is rational by 2.4 and 2.5.
(1 ′ ) We may assume φ = z + higher terms, ordϕ ≥ 2 and ordψ ≥ 3. Let f 0 be the initial part of f with respect to the weight α = (1/2, p, q), where α satisfies:
If f 0 − x 2 ∈ C[y, z] has no double factor, then (f 0 , 0) is rational similarly as in (1).
(where ϕ 0 , ψ 0 are the initial parts of ϕ, ψ, respectively,) then taking the coordinate
We replace the weight α = (1/2, p, q) with
, which satisfies the conitions
If this procedure continues infinitely, then µ(f, 0) n→+∞ −→ +∞, a contradiction.
(2) Let f 0 be the initial part of f with respect to the weight α = (1/2, 1/3, q).
If f 0 − x 2 ∈ C[y, z] has no double factor, then (f 0 , 0) is an isolated singularity, and so (f 0 , 0) is rational for the case of ordϕ ≤ 3 or ordψ ≤ 5. Therefore (f, 0) is also rational from 2.4 and 2.5, because 1 2 + 1 3 + q > 1 for q > 1 6 .
So consider the case of f = x 2 + (y + γ 1 z) 2 (y + γ 2 z) + higher terms, γ 1 = γ 2 .
Then the situation is similar to (1 
where − Taking the coordinate change Y := y + 3 2 c 30 (z + γ 1 w) 2 (z − 2γ 1 w), we have
and then z ′ := z + γ 1 w, 
where Φ ′ 0 , Ψ ′ 0 are the initial parts of Φ ′ , Ψ ′ with respect to the weight α ′ . Then
Taking the coordinate change
Then (f 0 , 0) is an isolated singularity or Case II-A-I, and 1/2+17/50+3/25+2/25 > 1, so {f 0 = 0} − {0} ⊂ C 4 has at most rational singularities around the origin 0 ∈ C 4 .
Remark 3.4. We will take the following arguments to show Theorem 2.7.
Taking suitable local coordinate changes finitely, if necessary, we have a threedimensional face ∆ of Γ(f λ ) such that (1, 1, 1, 1) lies strictly above the hyperplane including ∆, that Sing(f 0 ) := Sing({f 0 = 0}) = j C j with dim C C j ≤ 1, and that (f 0 , P ) := ({f 0 = 0}, P ) is rational for any P ∈ C j ⊂ Sing(f 0 ) with P = 0 and 0 ∈ C j , where f 0 := f λ ∆ = ν∈∆ a ν z ν ⊂ f λ . Therefore {f 0 = 0} − {0} has at most rational singularities around 0, and so (f λ , 0) is rational.
More precisely, any three-dimensional face ∆ = {(X, Y, Z, W ) ∈ R ≥0 4 ;
+β +γ +δ under the original local coordinates from Lemma 3.1. Choose a threedimensional face ∆ of Γ(f λ ) suitably and let
Then (f 0 , 0) is rational and so {f 0 = 0} ⊂ C 4 has only rational singularities around the origin 0 ∈ C 4 .
Case (I). Sing(f
Since f 0 is quasi-homogeneous, we have Sing(C j ) = {0}. If an arbitrary point P ∈ C j − {0} is rational on {f 0 = 0} for each irreducible curve C j with 0 ∈ C j , then {f 0 = 0} − {0} has at most rational singularities around 0. Rationality of P is shown by using the following fact:
if there exists an hyperplane cut (H, P ) ⊂ ({f 0 = 0}, P ) which is rational and Gorenstein, then ({f 0 = 0}, P ) is also rational and Gorenstein.
When we can not tell whether P is rational or not, take suitable local coordinate change and repeat the same procedure as above. The condition 1 < 1 2
is still satisfied for a certain ∆ (n) after each coordinate change. This procedure must finish in finite times from the assumption µ(f λ , 0) < µ(f, 0).
After suitable local coordinate change, choose another three-dimensional face ∆ of Γ(f λ ) properly, and let
Then the proof is completed similarly as in (I).
After suitable local coordinates change, the condition 1 < 1 2
Choose such three-dimensional face ∆ ′ properly; if Case (I (′) ) then the assertion is concluded. If Case (II (′) ) again, take suitable coordinate change once more. This procedure must finish in finite times from the assumption µ(f λ , 0) < µ(f, 0).
Proof of Theorem 2.7.
If there exists y
So we may assume
(k, l) ; yz k w l ∈ f λ } and let Γ be the union of the compact faces of the convex hull of ν∈Λ (ν + R ≥0 2 ) in R 2 . For any one-dimensional
from Lemma 3.1. Choose such ∆ satisfies k 1 < 6 and l 0 < 6. (See Figure 1. ) Then,
with respect to the weight α := (1/2, 1/3, γ, δ).
has no double factor.
Since h and ∂h ∂y have no common factor, dim C Sing(f 0 ) ≤ 1. Let C j ⊂ Sing(f 0 ) be an irreducible curve with 0 ∈ C j . If C j ∋ P = (0, a, b, c) = (0, 0, 0, 0) then b = 0 or c = 0.
Let P = 0 be an arbitrary point on C j .
Let η := y − a, ζ := z − b, and f 0 (w = t) := f 0 (x, η + a, ζ + b, t).
Therefore (f 0 (w = t), (0, 0, 0)) is an isolated singularity under the local coordinate system (x, η, ζ).
So we consider the case b = 0.
If there exists i ≤ 5 such that ζ i ∈ f 0 (w = t) or j ≤ 3 such that yζ j ∈ f 0 (w = t), then (f 0 (w = t), (0, 0, 0)) is rational under the local coordinate system (x, y, ζ). So we assume the coefficient of ζ i is 0 for all i ≤ 5 and the coefficient of yζ j is 0 for all j ≤ 3.
Furthermore we may assume γ ≥ δ. ( Indeed, if γ < δ we consider f 0 (x, y, s, w) instead
and the coefficient of yζ j in f 0 (w = t) is 0
The number m = γ/δ is a integer by the assumptions.
( In fact, if p = 1 then f 0 (0, 0, z, w) and ∂f 0 ∂y (0, 0, z, w) are written as
respectively. Since 2 ≤ p ≤ q, we have 1 6p
. This is a contradiction to the condition γ + δ > 1/6.)
and let Γ ′ be the union of the compact faces of the convex hull of ν∈Λ ′ (ν + R ≥0 2 ) in R 2 . Then:
A proof of this claim is found at the end of this paper.
Let f 0 be the initial part of f ∈ C[x, y, z ′ , w] with respect to the weight
, w] has a double factor, then Case (II-A).
Now we assume h has no double factor. If k ′ 0 < 6 then our assertion is concluded. So we assume k ′ 0 ≥ 6. Repeating same argument as above,
(See Figure 2. ) If there exists n ∈ N such that k (n) 0 < 6, then this proof is completed. So consider the case k
, and so this procedure must finish in finite times (See Figure 3) . Thus assume there exists n ∈ N such that 6 = k
= · · · . If this procedure continues infinitely then µ(f λ , 0) ≫ 1 , a contradiction. This completes Case (I-A). Furthermore we may assume that the coefficient of ω i in f 0 (z = s) is 0 for all i ≤ 5 and the coefficient of yω j in f 0 (z = s) is 0 for all j ≤ 3. Thus c = c(s) is written as For the case z ′ 3 Y 2 is not contained in f 0 of (10-c), the situation is similar to (I-A), but
can not have a double factor for n ∈ N. So we consider other cases, i.e.,
− ′′ is one of the following:
(become from 10-c).
For 3, 4-a, 5, 6-a, 7, 8 and 9, we replace the weight α ′ = (1/2, 1/3, γ ′ , δ ′ ) with
and let f 0 be the initial part of f λ .
has no double factor then Case (II-A-I). Otherwise, Case (II-A-II), and this procedure must finish in finite times from the assumption.
For 4-b, 6-b, after the coordinate change z : 
4-a

