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　現代の社会において、メディア上でどのような
メッセージが発信されているか、あるいは人々が
どのようなコミュニケーションをしているかを分
析することには重要な意味がある。たとえば、
ニュースがある出来事をどのような切り口で報じ
ているかを分析することで、その出来事に対する
世論の趨勢を考えるうえでのヒントが得られる。
また、SNS 上でのコミュニケーションを分析す
ることで、どのような社会的な意識が醸成されて
いるかを明らかにすることができる。こうした分
析は、政治学や経済学、社会学などにとって興味
深い知見をもたらすと考えられる。
　コミュニケーション内容の分析をする際、有効
な手法のひとつと考えられるのが量的内容分析
（Quantitative Content Analysis）である。これは、
本来質的なものであるコミュニケーション内容と
いう対象を数量的なデータへと変換し、計量的な
分析をおこなう手法である。つまり量的内容分析
とは、コミュニケーション内容を再現可能な形で科
学的に分析するための手段なのであり、さまざまな
分野で用いられている（Semetko & Valkenburg 
2000 ; Abroms, Padmanabhan, Thaweethai & 
Phillips 2011; Waters & Jamal 2011; Klaassen & 
Peter 2015; 井川、中西、志和 2013）。
　そして本研究で取り上げる信頼性検定とは、量
的内容分析において再現可能性を担保するための
重要なプロセスである。信頼性検定においては、
複数の分析者が同様の分析作業をおこない、結果
がどれほど一致するかを見ることで、研究の知見
が再現可能なものであるかを調べる。分析結果が
どれほど信頼できるものであるかを検証するこの
プロセスは、量的内容分析が科学的手法であるた
めに欠かすことのできないものである。
　本研究では、量的内容分析における信頼性検定
について、実践的な問題点に関する検討をおこな
う。それは、コミュニケーション内容に数値を割
り当ててカテゴリに分類するコーディング作業の
際、複数の数値を割り当てるマルチカウントを採
用することによって、信頼性検定の方法や結果に
どのような影響が生じるかという問題である。マ
ルチカウントは、本来質的なものであるメディア
コンテンツを数量的なデータに変換する際、コン
テンツが持つさまざまな意味を損なわないように
するために重要な手法である。それゆえこの手法
は、内容分析研究でしばしば用いられている
（Gross & Sheth 1989 ; Vaughan, Ghao & Kipp 
2006; Peddibhotla & Subramani 2007）。にもかか
わらず、この手法を用いる際にどのように信頼性
検定を実施するかということは十分に論じられて
こなかった。そこで、マルチカウントを採用する
際の信頼性検定手法について検討することで、量
的内容分析においてどのような分析デザインを採
用すべきかを考える際の手がかりが得られること
になるだろう。したがって本研究には、コミュニ
ケーション内容の科学的な分析をより厳密におこ
なっていくための素地を整えるという意義がある。
1 量的内容分析と信頼性
1.1 量的内容分析における再現可能性
　量的内容分析（Quantitative Content Analysis：
以下では内容分析と記す）とは、主としてメディ
ア上でなされるコミュニケーション内容を数量的
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に分析するための手法であり、歴史的には世界大
戦期のプロパガンダ研究に端を発する。この手法
については、次のようにさまざまな定義がなされ
てきた。
Content analysis is a research technique for 
the objective, systematic, and quantitative 
description of the manifest content of 
communication. (Berelson 1952, p. 55)
Content analysis is a research technique for 
making replicable and valid inferences from 
texts (or other meaningful matter) to the 
contexts of their use. (Krippendorff 2004 , 
p. 18)
Quant itat ive content ana lysis is the 
systematic and replicable examination of 
symbols of communication, which have been 
assigned numeric values according to valid 
measurement rules, and the analysis of 
relationships involving those values using 
stat ist ica l  methods ,  to descr ibe the 
communication, draw inferences about its 
meaning, or infer from the communication 
to its context , both of production and 
consumption. (Riffe, Lacy & Fico 2014, p. 19)
内容分析は、マス・コミュニケーション研究
における代表的な実証的方法の一つであり、
メディア・メッセージを統計調査にもとづい
て科学的に研究するために用いる技法であ
る。（日吉 2004, p. 5）
多くの定義に通底しているのは、内容分析が実証
的な分析手法であり、結果の再現可能性および客
観性を重視する科学的手法であるという認識であ
る（日吉 2004, pp.6-8; 有馬 2007, pp.1-2）。
　内容分析の研究事例には多くの蓄積がある。分
析対象として挙げられるのは、新聞やテレビと
いったマスメディアのコンテンツや、SNS 上で
なされるコミュニケーションなどである。あるい
は文学作品や、過去にやりとりされた手紙、日記
などが対象となることもあるだろう。記録されて
さえいれば、個人的な会話でさえ分析対象となり
える。本研究でのちに扱うような世論調査におけ
る自由記述回答データも、内容分析の分析対象で
ある。またコンテンツの形態としては、テキスト
に限らず、映像や音声といった視聴覚的要素が分
析されることもある。
　こうしたメディアコンテンツという本来は質的
なデータに対して、そこに表れる何らかのシンボ
ルをカウントしたり、その性質にしたがってカテ
ゴリに分類したりしながら、数量的なデータへと
変換していくこと（コーディング）が内容分析の
基本的な進め方である。たとえば、テレビに登場
するマイノリティの登場人物数をカウントして記
録し、数量的なデータとする。あるいは新聞記事
をそのトピックにしたがって分類する場合、政治
=1、経済 =2、社会 =3というように数値を割り
当てていく。こうして数量化されたデータは、メ
ディアコンテンツの実態を示すために集計され要
約されるだけでなく、相関分析などの統計的な分
析にも用いられる。
　一方、量的な内容分析と対比される分析手法と
し て は、 言 説 分 析 な ど に 代 表 さ れ る 質 的
（Qualitative）な分析が挙げられる。メディアコ
ンテンツに対する質的な分析では、比較的少量の
コンテンツを深く読み込み、専門的な知識に基づ
いて解釈する（Krippendorff 2004, p.17）。一般に
量的研究と質的研究の間には、「前者がともすれ
ば、『たしかだが、おもしろくない』分析に終る
のに対し、後者がともすれば、『おもしろいが、
たしかさがない』立論になりがちだ」という見方
がある（見田 2012, p. 136）。したがってメディア
コンテンツの分析においては、量的分析の側から
質的分析に対して客観性に乏しく印象批評的であ
るという批判がなされる一方で、質的分析の側か
らは、量的分析は表面的で浅い分析しかできない
とみなされる。とはいえ量的分析と質的分析は、
方法論的な優劣としてではなく、それらが知の体
系を作り上げていくうえで異なる役割、あるいは
補完的な役割を担っていると捉えられるべきであ
るだろう。たとえば、質的分析をもとに導かれた
仮説を数量的に検証する、あるいは数量的に導か
れた関係性を質的に解釈し意味づける（見田 
2012, pp. 142-143）といった相互補完的な役割分
担が考えられる。
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　以上のとおり、質的分析に対して内容分析は、
分析結果が再現可能であることを重視する。すな
わち内容分析は、科学的分析の原則に基づいた方
法論であることが特徴となる。そして知見が再現
可能であるためには、その研究プロセスに信頼性
があることが立証されなければならない。
1.2 信頼性とは
　内容分析における信頼性（Reliability）とは、
メディアコンテンツをカテゴリに分類する際の判
断がコーダー（分析者）間で一致する程度を意味
する（有馬 2007, p. 27; Riffe, Lacy & Fico 2014, 
p. 94）。信頼性があり、コーダー間でカテゴリへ
の分類が高い確率で一致するのであれば、その分
析は再現可能であり、同じ手続きを踏襲すれば同
様の結果にたどり着くということである。この信
頼性および再現可能性が確保されていることで、
内容分析は科学的な手続きに則った手法であると
主張することができる。
　信頼性を確保するためには、内容分析の作業プ
ロセスが他者にわかる形で明示されている必要が
ある。たとえば、分析対象となるコンテンツをど
のように個別の単位として区別するのか、それら
をカテゴリに分類していく際の判断基準はどのよ
うなものか、などの手続きが明らかにされていな
ければならない（Riffe, Lacy & Fico 2014, pp.95-
100）。そのために内容分析を扱う研究では、作業
のマニュアルを作り、同様のプロセスを追跡でき
るようにする。
　信頼性は、内容分析研究が科学的なものである
ために欠かせない条件であるが、そこにはあるジ
レンマが存在する。それは、信頼性を高めようと
すればするほど、分析デザインが容易に再現可能
な当たりさわりのないものになってしまうという
ジレンマである。これは「信頼性を高めようとす
ると妥当性（Validity）が失われる傾向にある」
（Krippendorff 2004, p. 213）というジレンマとし
て言い換えることもできるだろう。ここでいう妥
当性とは「研究結果が現実世界の人々や現象、出
来事、経験、行動に関する説明であると受け入れ
られるための特性」（Krippendorff 2004, p. 313）
である1。つまり信頼性を高めるために分析手続
きをシンプルなものにしていくほど、その結果に
現実的な意味があると理解することが難しくなる。
　ここで、複数の新聞が政権にどれほど批判的で
あるかを検証するという例を考えてみたい。政権
批判を表すさまざまな表現を視野に入れながら、
文脈も考慮して各新聞のスタンスを判定するとい
う作業をすると、興味深い知見が得られる代わり
に、そこには分析者特有の視点が深く入り込むた
め、同様の結果を再現することが困難になる。つ
まり妥当性の高い結果が得られる代わりに、信頼
性を保証することが難しくなる。そこで分析デザ
インをシンプルに突き詰めていくと、極端な例で
は「解散」という単語が出現すれば批判的な記
事、出現しなければ批判的でない記事に分類する
という作業が考えられる。これは単純にひとつの
単語の有無を確認するだけの作業であり、誰でも
容易に同じ結果を再現できるため、きわめて高い
信頼性が期待できる。だが新聞のスタンスを測定
するという目的にとって、上記のような単語の有
無の分析ではほとんど意味を持たない。「解散」
という単語は、「解散すべき」という表現で現れ
ることもあれば、「解散には慎重であるべき」と
いう表現でも現れうるのである。したがってこの
分析結果は、現実的な意味のない妥当性の低いも
のとなる。
　このように、信頼性を高めれば妥当性が損なわ
れるが、意味深い妥当な知見を得ようとすれば信
頼性が犠牲になりやすい。こうしたジレンマがあ
るなかで科学的な分析手法として内容分析をおこ
なう際には、「いかにおもしろい分析を試みるか
を考えつつ、しかも信頼度をそれほど低下させな
いようにするという、一種のバランスを求める工
夫」（鈴木、島崎 2006, p. 128）が必要となる。信
頼性が低ければ、いかに興味深い知見であっても
受容することはできないためである。そしてこの
ことと関連して、内容分析をおこなう研究者には、
研究の信頼性を明らかにするという責任が生じ
る。そのためにおこなわれるのが、次節で取り上
げる信頼性検定である。
2 信頼性の検定
2.1 信頼性検定とは
　すでに述べてきたように、内容分析が科学的な
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手法であるためには、分析結果が再現可能である、
すなわち信頼性が確保されていなければならない。
そこで内容分析をおこなう場合は、信頼性のある
結果を得るために、他者が実行可能な分析の枠組
みや作業プロセスを組み立て、それを明示するこ
とになる。
　しかし、こうした分析枠組みや作業プロセスの
明示だけで、分析結果に信頼性があることを立証
することはできない。必要なのは、その手順にし
たがって実際に結果をどれだけ再現することがで
きたか、つまりどれほどの信頼性が結果に備わっ
ているかを示す指標である。そこで内容分析研究
においては、信頼性検定という手続きをおこな
い、分析の信頼性を示すことが求められる。
　信頼性検定の基本的な考え方は、複数のコー
ダーが同じデータに対して同じ分析をおこない、
その結果がどれほど一致しているかを確認するこ
とである。結果が一致していれば、その分析は再
現可能であり、作業のプロセスを踏襲すれば同様
の結果にたどり着くことが立証される。逆に結果
が一致しなければ、分析には再現可能性がなく、
研究によって示される知見には客観性が欠けてい
るとみなされる。そして均一なコーディングをす
るためには、すでに述べたような作業のマニュア
ルを作成することはもちろん、そのマニュアルに
基づいてコーダーをトレーニングするという過程
が必要となる。トレーニングによって作業手順を
説明し、データをカテゴリに分類する際の判断基
準などを共有する。そうしてトレーニングを積ん
だ複数のコーダーが同様の分析作業をおこなって
得られたデータをもとに、何らかの指標を算出す
ることで信頼性を示すのである。
　複数のコーダーによって同一のコーディングを
おこなったあとは、それらの結果を対応させて一
致しているかを見る。たとえばコンテンツをカテ
ゴリに分類する内容分析では、表 1 のようなデー
タを作って 2 名のコーダーによる結果を対応させ
ると、 5 つのケースのうち 2 つのケースで分類が
一致しており、 3 つのケースで不一致であること
がわかる。信頼性検定の際にはこうしたデータを
もとに、次に取り上げる信頼性の指標を計算する
ことで、結果にどれほどの信頼性があるかを測定
することになる。
2.2 信頼性の指標
　信頼性検定では、分析にどの程度の信頼性があ
るかを指標として示す。そうすることで、結果を
信頼するかどうかの判断基準ともなり、また異な
る分析作業の間で信頼性を比較することも可能に
なる。
　信頼性の指標にはいくつかの種類があるが、
もっともシンプルなのは一致率を見ることである。
検定に用いたデータのうち、複数のコーダーによ
る結果が一致したものが何パーセントあるかを示
す。しかしこの指標には、偶然の一致によって結
果が影響を受けやすいという問題点がある。偶然
の一致とは、各コーダーの作業が何のルールにも
したがわずランダムになされたとしても、期待値
にしたがって結果が一致してしまうことを指す。
言い換えれば、分析デザインによっては一致率が
高い値になりやすいということである。
　この問題は、カテゴリ間の分布に大きな偏りが
ある場合に表れる。言い換えれば、出現すること
が稀な性質について内容分析をする場合に表れや
すい。たとえば、環境問題に関する新聞記事100
本を対象に、地球温暖化に懐疑的な主張を取り上
げた記事を 2 名のコーダー A・B が分類するとい
う作業を想定しよう。温暖化懐疑論のような主流
ではない主張は紙面に表れることが少ないと考え
られるので、ほとんどの記事は「懐疑論を取り上
げていない記事」に分類されることになる。仮
に、懐疑論が取り上げられる頻度が100本のうち
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表1　信頼性検定に用いるデータの形式
ID コーダーAの分類 コーダーBの分類 一致／不一致
1 2 2 一致
2 1 2 不一致
3 3 1 不一致
4 1 1 一致
5 2 3 不一致
15本程度だとすると、コーダー間で判断が偶然に
一致する確率は74.5% となる（表2）。さらにいえ
ば、わずかな「懐疑論を取り上げている記事」の
判断がコーダー間ですべて食い違ったとしても、
一致率は70% に達してしまうのである。したがっ
て、「一致率は70% であった」という報告は、一
見するとコーダー間の作業が高い確率で一致して
いることを示しているようであるが、この例にとっ
ては信頼性があることをまったく意味しない。
　一方、信頼性検定に用いられる他の指標は、こ
うした偶然の一致という問題点を回避しているた
め、厳密な検定にはこれらの指標を用いることが
望ましい。よく用いられるのは、π（Scott 1955）、
κ（Cohen 1960）、α（Krippendorff 2004）などの
信頼性係数である。それぞれの係数の計算式は表
3 のとおりになる。式を見ればわかるように、こ
れらの係数にはコーダー間での一致（または不一
致）の期待値が組み込まれている。つまりデータ
の傾向によって偶然の一致が起きやすいという条
件があったとしても、それによる結果への影響を
回避することができる。
　このうち Krippendorff の α には、①名義尺度だ
けでなく、順序尺度や比率尺度といったより上位
の尺度レベルを持つデータにも使うことができ
る、② 3 人以上のコーダーがいる場合にも使うこ
とができる、③データが欠損している場合にも使
うことができる、④サンプルサイズが小さい場合
にも使うことができるといった利点があるとされ、
広く用いられている（Krippendorff 2004, pp.244-
250）。 ま た Krippendorff の α は、 統 計 ソ フ ト
（SPSS や SAS）を用いることで容易に計算する
ことができるというメリットもある（Hayes & 
Krippendorff 2007）。したがって本研究ではこの
信頼性係数を用いることを前提とし、実際の内容
分析研究において信頼性検定をおこなう際の実践
的な問題点について検討していくこととする。そ
の問題点とは、コンテンツに数値を割り当ててカ
テゴリに分類するコーディング作業の際、 1 つの
ケースに複数の数値を割り当てるマルチカウント
によって生じる問題である。
2.3 信頼性検定を実践する際の問題点：シング
ルカウントとマルチカウント
　すでに述べたように、内容分析ではメディアの
コンテンツに数値を割り当ててカテゴリに分類す
るコーディングという作業をおこなうことが多い
が、その作業にはシングルカウントとマルチカウ
ントというバリエーションが存在する。ここでは
例として、政治 =1、経済 =2、社会 =3という数
値によって新聞記事をトピックごとに分類すると
いう作業を想定し、両者の違いを説明する。
　シングルカウントとは、 1 つのケースに対して
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表2　コーダー間で結果が偶然に一致する確率
コーダーB
懐疑論への言及あり 懐疑論への言及なし
コーダーA
懐疑論への言及あり
15/100×15/100
=0.0225
15/100×85/100
=0.1275
懐疑論への言及なし
85/100×15/100
=0.1275
85/100×85/100
=0.7225
コーダー間で結果が偶然に一致する確率は（0.0225+0.7225）×100=74.5%
表3　信頼性係数の計算式
π（Scott 1955） π =
 Po－Pe
　　1－Pe
κ（Cohen 1960） κ =
 Po－Pc
　　1－Pc
α（Krippendorff 2004） α = 1－
 Do
　　　　De
Po：一致率の観測値　Pe：一致率の期待値　Pc：2名のコーダー間で判断が一致する確率
Do：不一致の観測値　De：不一致の期待値
1 つの数値を割り当てることである。上記の例に
したがうと、選挙結果に関する記事であれば迷う
ことなく 1 という値を割り当て、政治カテゴリに
分類することができる。またはある企業の人事に
関する記事であれば、 2 を割り当てて経済カテゴ
リに分類することになるだろう。このような場合
は、各記事に対して 1 つずつ数値が割り当てら
れ、ケースの数と割り当てられたコードの数が一
致する。このデータを集計すると各ケースを 1 回
ずつカウントすることになるため、シングルカウ
ントのコーディングということになる。
　一方マルチカウントとは、 1 つのケースに対し
て複数の数値を割り当てることである。先の例で
は、すべての記事が明確に 1 つのカテゴリに分類
できるわけではない。たとえば消費税増税の国会
審議に関する記事は、政治と経済という 2 つのカ
テゴリにまたがっていると考えられる。あるいは
大企業の役員による犯罪は、経済と社会の両方に
関連しているトピックといえるだろう。他にもス
ポーツ選手とタレントの結婚や、ノーベル賞を受
賞した科学者の人となりに関する話題などのよう
に、複数のカテゴリに該当しうるテーマは数多く
存在する。こうした曖昧さは、メディアのコンテ
ンツという本来質的な対象をカテゴリに分類して
数量化するという作業において不可避の問題であ
る。
　このような問題に直面した際、それぞれの記事
が主としてどのようなカテゴリに該当するかを判
断し、 1 つずつ値を割り当てていくことも可能で
はある。しかしこうした操作は、その判断がコー
ダー間で食い違うことによって信頼性を低下させ
る可能性があるだけでなく、メディアコンテンツ
が持っている情報を過剰に単純化し、妥当性をも
低下させてしまうことにつながる。
　そこで、該当するカテゴリを複数コーディング
するという作業が考えられる。先の例でいえば、
消費税増税に関するニュース（政治と経済）には
1 と 2 をコーディングし、企業役員による犯罪に
関するニュース（経済と社会）には 2 と 3 をコー
ディングする。この場合、ケースの数とコードの
数は一致せず、データを集計すると同じケースが
複数回カウントされることになるため、マルチカ
ウントのコーディングということができる。こう
したマルチカウントのコーディングは、本来さま
ざまな意味を持ちうるメディアコンテンツをカテ
ゴリに分類するという作業において、コンテンツ
の持つ意味を損なわないために必要なアプローチ
といえる。
　内容分析研究において、シングルカウントとマ
ルチカウントは使い分けられる。たとえば各テレ
ビ局が報道番組を重視しているのか娯楽番組を重
視しているのかを研究したいのであれば、カテゴ
リ間の比率を比較検証することになるため、シン
グルカウントをすることが適当であるだろう。他
方、たとえば各新聞において選挙の諸争点がどれ
だけ報じられたかを分析したいのであれば、ある
カテゴリに該当するケースがどれだけ存在するか
を検証することになるため、マルチカウントのほ
うが適当であるだろう。無理にシングルカウント
でコーディングすれば、明らかにある争点に言及
しているような記事があるにもかかわらず、主題
が別にあるという理由でその記事をカウントしそ
こなってしまうのである。
　前述したとおり、信頼性と妥当性という両方の
側面から、内容分析研究においてはマルチカウン
トが必要となる局面がさまざまに存在する。しか
しそこで問題となるのが、マルチカウントのコー
ディングをしたデータに対して信頼性検定をおこ
なう場合である。Krippendorff の α を用いた信頼
性検定では、複数のコーダー間でコーディング結
果を対応させ、それらが一致しているかどうかに
着目する（これは一致率や Scott の π、Cohen の
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表4　シングルカウントとマルチカウントにおけるコーダー間の一致と不一致
シングルカウント マルチカウント
コーダーA コーダーB コーダーA コーダーB
2 2 一致 2 2 一致
1 2 不一致 1, 2 2 部分一致
3 1 不一致 1, 3 1 部分一致
1 1 一致 1, 2 3 不一致
2 3 不一致 2 2, 3 部分一致
κ を用いる場合も同様である）。しかしマルチカ
ウントのデータは、コードの数がケースごとに異
なるため、コーダー間で結果を対応させることが
できない（表4）。したがって、そうしたデータに
対して信頼性検定をおこなうためには、データを
対応させられるように変形させる必要がある。そ
こで次節では、マルチカウントデータに対する信
頼性検定の方法と、その方法をとることによって
結果に与える影響について検討する。
3 信頼性検定手法の検討
3.1 マルチカウントコーディングの実践例：
 世論調査の自由回答データに対する分析
　本節ではまず実際の研究事例をもとに、マルチ
カウントデータに対する信頼性検定の方法につい
て検討する。はじめに、ここで用いる調査データ
と内容分析作業の概要を説明する。本研究で用い
るデータは、2014年の 9 月から10月にかけて実施
されたウェブ世論調査（山崎、遠藤、清水、田中 
2015）における自由記述回答データである。この
調査では、日本のエネルギー政策に関する 2 つの
シナリオ（原子力発電所の廃止／維持）から一方
を選択させたのち、そのシナリオを選択した理由
を自由記述式質問と選択式質問で尋ねた。さらに
回答者が選ばなかった方のシナリオについては、
そのシナリオを選んだ人の立場を想像して理由を
考えさせ、それを同じように自由記述式質問と選
択式質問で尋ねた（図1）。
　そしてこれらの質問の結果から、シナリオ選択
とその理由付けに関する分析がおこなわれた（日
野、千葉、今井 2015）。この理由付けに関する研
究では、選択式質問の回答を用いて回答者の「熟
慮の程度」を分析している。その際、選択式質問
の回答を用いた分析が妥当であることを立証する
ため、自由記述式質問と選択式質問の回答を比較
し、自由記述回答で述べられた理由が選択式質問
でも選ばれているか（つまり選択式質問の回答
が、回答者の自由に思い浮かべる理由を適切に捕
捉しているか）を検証している。
　この自由記述式質問と選択式質問との対比の過
程で、自由記述回答データに対する内容分析が実
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維持シナリオを選択した 
理由の説明(自由記述) 
維持シナリオを選択した 
理由の説明(選択式) 
シナリオ選択 
原子力発電所の廃止／原子力発電所の維持 
廃止シナリオ選択者 維持シナリオ選択者 
廃止シナリオを選択した 
理由の説明(自由記述) 
廃止シナリオを選択した 
理由の説明(選択式) 
維持シナリオ選択者の 
理由の想像(自由記述) 
維持シナリオ選択者の 
理由の想像(選択式) 
廃止シナリオ選択者の 
理由の想像(自由記述) 
廃止シナリオ選択者の 
理由の想像(選択式) 
図1　ウェブ調査の質問構成
施された。内容分析の作業内容は以下のとおりで
ある。選択式質問では、原子力発電所の廃止シナ
リオと維持シナリオそれぞれについて20個ずつの
理由（表5）を想定し、選択肢として提示した2。
これに対し、自由記述回答で述べられた理由が、
選択式質問の選択肢のうちどれに該当するかを
コーディングするという作業をおこなった。具体
的な作業内容を示すと表 6 のようになる。表の例
では、自由記述回答の中で選択肢にある理由が 2
つ述べられていると判断することになる。
　ここからわかるように、この分析はマルチカウ
ントのコーディングである。上に挙げた表 6 の例
では、 1 つのケース（1件の自由記述回答）に対
して 2 つのコードが割り当てられている。自由記
述回答がさまざまな点に言及していれば、 3 つ以
上のコードが割り当てられることもある。逆に、
コードが 1 つだけ割り当てられるものもあれば、
1 つも割り当てられないものもある。コード数は
0 個から20個までの値をとりうるが、実際のコー
ド数は 0 個から 6 個という範囲に収まった。ま
た、理由をまったく述べていない自由記述も多
く、コード数の平均値は0.56個となっている。
　もしこのデータに対して、それぞれの自由記述
回答がどの理由をメインに挙げているかを判断
し、該当する選択肢のコードをただ 1 つ割り当て
るとすれば、それはシングルカウントのコーディ
ングとなる。ただしこの研究事例では、自由記述
回答で述べられた理由が選択式質問でも選ばれて
いるかを検証することが目的であるため、あえて
理由を 1 つに絞り込む必要がない。そのため、こ
こではマルチカウントのコーディングが採用され
ている。
3.2 マルチカウントデータに対する信頼性検定
　日野、千葉、今井（2015）では、前述の内容分
析作業について信頼性係数 α を用いた信頼性検定
を 2 名のコーダーでおこなっている。すでに述べ
たように、この分析はマルチカウントのコーディ
ングであるため、結果をそのまま信頼性検定に用
いることはできない。各ケースに割り当てられる
コードの数がコーダーごとに異なるため、結果を
1 対 1 で対応させられないためである。
　こうしたマルチカウントのコーディング結果に
対して信頼性検定をおこなうためには、それぞれ
の選択肢ごとに言及があったか否かを意味する
0 , 1 のダミー変数（0：言及なし、1：言及あり）
を設定すればよい。選択肢の数はシナリオごとに
20個なので、 1 つの自由記述回答に対して20個の
ダミー変数が存在することになる。先に挙げた表
6 の例では、選択肢12と20が該当する理由である
ため、12と20のダミー変数にのみ 1 が記録され、
残り18個のダミー変数には 0 が記録される（図
2）。このように変換することで、ケースごとに
コードの数が20個ずつで揃えられるため、コー
ダー間で結果を対応させることができるようにな
り、信頼性係数の算出が可能になる。日野、千
葉、今井（2015）では100名分の自由記述回答を
サンプルとして信頼性検定を実施しているため、
コーダー 2 名の間では20×100＝2000個のペアが
生まれる（表7）3。一致率は廃止シナリオで98.7%
（1974/2000）、維持シナリオで98.3%（1966/2000）
という値となった。そしてこのデータで信頼性係
数 α を算出すると、維持シナリオで α =.7933、廃
止シナリオで α =.7833という結果となった。 2 つ
の指標を比較すると、一致率は極めて高い値と
なっているが、信頼性係数 α の値は十分な信頼性
が見込める0.80をわずかに下回り、「仮の用心深
い結論を下すため」（クリッペンドルフ、三上ほ
か訳 1980, p. 229）であれば許容される0.60から
0.80の間に位置している。したがってこの事例で
は、一致率が98% 以上であったという報告をし
ても信頼性があることにはならず、信頼性係数 α
の値を報告することではじめて、内容分析の信頼
性についてどのような判断を下すべきであるかが
わかる。
　一致率と信頼性係数 α の値が大きく異なるの
は、ダミー変数への変形によって大量の 0 が発生
するためである。すでに示したように、この事例
においてそれぞれの自由記述回答に割り当てられ
たコード数は 0 個から 6 個までの範囲に収まって
おり、 1 ケースあたりの平均コード数は0.56個で
ある。このようなデータをダミー変数に変形する
と、ほとんどのカテゴリには 0 が記録されること
になる。そのため、コーダー間で 0 という結果が
一致しやすくなり、単純な一致率は非常に高い値
となってしまうのである。他方、α をはじめとす
る信頼性係数は、一致（不一致）の期待値を計算
に組み込むことでこうした問題を回避しており、
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表5　シナリオ選択に関する理由の選択肢
原子力発電所の廃止シナリオ 原子力発電所の維持シナリオ
1.
原子力発電所が敵国やテロリストの攻撃対象とな
るため
1.
エネルギー源を特定の国に依存することは安全保
障上よくないため
2. 放射性物質による人体や食物への影響があるため 2.
原子力発電所を廃止すると，発電コストの増大に
より電気代の上昇が見込まれるため
3.
人類には原子力技術をコントロールできないと考
えるため
3.
原子力発電所を廃止すると，そこで働く従業員の
失職につながるため
4.
原子力発電所がなくても十分な電力がまかなえる
ため
4.
資源の少ない日本にとって，効率的な発電方法と
して有用であるため
5. 放射性物質に関する風評被害が起こるため 5.
耐用年数が過ぎておらず稼働可能な原子力発電所
があるため
6.
原子力発電所のある地域と電力を消費する地域の
間に不平等があるため
6.
原子力発電の技術を輸出して利益をあげることが
できるため
7.
リスク対策や廃棄物処理を考慮すれば原子力発電
のコストは割高であるため
7.
原子力発電所がなければ十分な電力を得ることが
困難であるため
8.
原子力発電所の危険性がメディアで報じられてい
るため
8. 原子力発電所から自身の利益を得ているため
9. 事故が起こった際の被害が深刻であるため 9.
他の発電方法に必要な燃料の輸入により，貿易赤
字が増加するため
10.
災害などによって事故が起こるという危険性が存
在するため
10.
将来，使用済み燃料の処理方法が確立されること
が見込めるため
11. 電力会社や政府への不信があるため 11.
原子力発電所を廃止すると，原子力技術の継承や
向上ができなくなるため
12.
原子力技術が軍事的に転用されるという危惧があ
るため
12. 原子力技術は国防のために有効活用できるため
13.
今後，代替エネルギーによる発電を進めていくた
め
13.
原子力発電はCO2を排出せず，環境への負荷が
小さいため
14.
放射性物質の影響について科学的に不明なことが
多いため
14.
原子力発電所の稼働を停止したとしても，廃炉に
するまでは危険性が存在するため
15.
原子力発電所によって自身や知人が被害を受けた
ため
15.
原子力発電所が生み出す電力によって生活水準が
維持・向上できるため
16. 使用済み燃料の処理方法が確立されていないため 16.
代替エネルギーによる発電が確立するまでには時
間がかかるため
17.
汚染によって人の住めない土地を生み出してしま
うため
17. 企業の活動や日本経済への影響が考えられるため
18.
原子力発電所の危険性はコストの低さや経済的な
メリットでは補えないため
18.
原子力発電は長期にわたって安定した燃料の供給
が見込めるため
19. 過去に事故が発生したという事実があるため 19.
厳重に管理すれば，危険性は小さいと考えられる
ため
20.
使用済み燃料の処理や原子炉の解体が将来の負担
になるため
20.
原子力発電は他の発電方法に比べて発電にかかる
コストが低いため
表6　コーディング作業の具体例
自由記述（廃止シナリオ選択の理由） 該当する選択肢
万が一①地震や天災が起きた時に放射能漏れが起こ
り、その後②近辺に住むことができなくなる。
①：12.災害などによって事故が起こるという危険
性が存在するため
②：20.汚染によって人の住めない土地を生み出し
てしまうため
信頼性の指標としてより適切であると考えられ
る。現にこの例では、一致率だけを見れば98%
を超える高い値を示しているにもかかわらず、信
頼性係数は0.78から0.79という値となり、結果の
信頼性に留保がつくことを示している。
　以上のように、マルチカウントのデータに対し
て信頼性検定をおこなうためには、カテゴリ数に
応じたダミー変数へと変形することが必要であ
る。そして、カテゴリ数に対して記録されるコー
ド数が少なければ、こうしたデータの変形によっ
て大量の一致が生じる。各種の信頼性係数は、一
致（不一致）の期待値を式に組み込むことで偶然
の一致による影響を排除しており、一致の数が増
えたところで係数の値は変化しないはずである。
そこで次項では、ダミー変数への変形が信頼性検
定の結果にどのような影響を及ぼすかを、別の
データを用いて確認していく。
3.3 データの変形による検定結果への影響
　この項では、カテゴリに分類したデータをダ
ミー変数に変形した際、信頼性検定の結果にどの
ような変化が生じるかを検証する。単なる一致率
とは違い、Krippendorff の α をはじめとする信頼
性係数は一致（不一致）の期待値を考慮するた
め、ダミー変数へと変形しても係数の値は変わら
ないと考えられる。値が大きく変化するのであれ
ば、ダミー変数への変形は信頼性検定の結果を歪
めてしまうことになる。
　データ変形の前後で検定結果を比較するため、
ここでは前項までで用いてきた自由記述回答のマ
ルチカウントデータではなく、新たに作成したシ
ングルカウントのデータを用いる。そうすること
で、変形前のデータでも検定をすることができ、
結果の違いを比べてデータ変形による影響をより
精緻に調べることができるためである。さらに
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表7　ダミー変数化したデータの一致と不一致
対象ID 選択肢番号 コーダーAの判断 コーダーBの判断 一致／不一致
1
選択肢1 0 0 一致
選択肢2 0 1 不一致
… … … …
選択肢19 1 1 一致
選択肢20 0 0 一致
2
選択肢1 1 1 一致
選択肢2 0 0 不一致
… … … …
選択肢19 0 0 一致
選択肢20 1 0 不一致
… … … … …
100
選択肢19 0 0 一致
選択肢20 0 0 一致
 
自由回答のコード 
12, 20 
マルチカウントのデータ 
選択肢 
1 
選択肢 
2 
… 
選択肢
11 
選択肢
12 
選択肢
13 
…
選択肢
19 
選択肢
20 
0 0 … 0 1 0 … 0 1 
 図2　マルチカウントデータの形式
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表8　ダミー変数への変形による信頼性係数αへの影響
（サンプル100件を2名のコーダーで分類し、70件で一致したとする）
カテゴリ数 一致率 信頼性係数α αの95%信頼区間
3
70%（70/100）
↓
80%（240/300）
.5489
↓
.5521
.4107≦α≦.6816
↓
.3753≦α≦.7259
5
70%（70/100）
↓
88%（440/500）
.6243
↓
.6254
.5116≦α≦.7370
↓
.4193≦α≦.8127
10
70%（70/100）
↓
94%（940/1000）
.6652
↓
.6668
.5625≦α≦.7656
↓
.3892≦α≦.8889
15
70%（70/100）
↓
96%（1440/1500）
.6761
↓
.6787
.5768≦α≦.7689
↓
.3413≦α≦.9197
20
70%（70/100）
↓
97%（1940/2000）
.6835
↓
.6843
.5844≦α≦.7785
↓
.2844≦α≦1.000
25
70%（70/100）
↓
97.6%（2440/2500）
.6864
↓
.6876
.5881≦α≦.7763
↓
.2449≦α≦1.000
30
70%（70/100）
↓
98%（2940/3000）
.6892
↓
.6897
.5959≦α≦.7783
↓
.2243≦α≦1.000
表9　ダミー変数への変形による信頼性係数αへの影響
（サンプル100件を2名のコーダーで分類し、80件で一致したとする）
カテゴリ数 一致率 信頼性係数α αの95%信頼区間
3
80%（80/100）
↓
86.7%（260/300）
.6983
↓
.7005
.5715≦α≦.8070
↓
.5373≦α≦.8428
5
80%（80/100）
↓
92%（460/500）
.7487
↓
.7503
.6506≦α≦.8467
↓
.5692≦α≦.9063
10
80%（80/100）
↓
96%（960/1000）
.7765
↓
.7779
.6870≦α≦.8636
↓
.5447≦α≦.9445
15
80%（80/100）
↓
97.3%（1460/1500）
.7844
↓
.7876
.6981≦α≦.8641
↓
.5010≦α≦1.000
20
80%（80/100）
↓
98%（1960/2000）
.7886
↓
.7895
.7019≦α≦.8732
↓
.4738≦α≦1.000
25
80%（80/100）
↓
98.4%（2460/2500）
.7908
↓
.7917
.7050≦α≦.8703
↓
.4272≦α≦1.000
30
80%（80/100）
↓
98.7%（2960/3000）
.7923
↓
.7931
.7093≦α≦.8713
↓
.3794≦α≦1.000
データの条件をさまざまに変えて検定をおこな
い、結果への影響がどのように変化するのかを調
べる。
　ここで用いるデータは以下のように作成する。
まず、 2 名のコーダーが同じ100件のデータをカ
テゴリに分類するというデザインを基本設計とす
る。そして 2 名のコーダー間でのデータ変形前の
一致率は、70%（100件中70件で一致）、80%（100
件中80件で一致）、90%（100件中90件で一致）と
いう 3 パターンを想定する。また分類のカテゴリ
数は3、5、10、15、20、25、30という 7 パターン
とし、カテゴリ数が増えることによる結果の変化
にも着目する。つまり、一致率（3パターン）と
カテゴリ数（7パターン）の組み合わせにより、
21パターンの検定をおこなうということである。
なお、各コーダーによって割り当てられるコード
は乱数を発生させた値である。このとき、乱数の
偏りによって結果が歪むことが考えられるため、
それぞれのパターンで乱数を 5 回ずつ発生させて
検定を繰り返し、 5 回分の平均値をそのパターン
での結果として用いることとした4。
　表 8 から表10は、それぞれの一致率において、
ダミー変数への変形によって信頼性検定の結果が
どのように変わるかをカテゴリ数ごとにまとめた
ものである。はじめに見てわかるように、単純な
一致率はダミー変数への変形によって大きくなっ
ており、その差はカテゴリ数が増えるほど広がっ
ていく。単純な一致率が信頼性の指標として適切
でないことがここでも示されている。
　一方、信頼性係数 α の値は、ダミー変数への変
形によってほとんど変化しない5。すでに見てき
たように、信頼性係数 α の計算式には不一致の期
待値が組み込まれているため、偶然の一致が発生
しやすい状況でも、その影響を排除することがで
きる点が利点である。それゆえに、ダミー変数へ
の変形によって大量の一致が発生するとしても、
それによって係数が高くなるということは起こら
ないのである。したがって、ダミー変数への変形
によって信頼性が不当に高く見積もられるという
ことはないのであり、この方法はマルチカウント
データへの検定方法として適切であると考えられ
る。
　最後に95% 信頼区間を見ると、こちらはダミー
変数に変形することで幅が広くなっていることが
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表10　ダミー変数への変形による信頼性係数αへの影響
（サンプル100件を2名のコーダーで分類し、90件で一致したとする）
カテゴリ数 一致率 信頼性係数α αの95%信頼区間
3
90%（90/100）
↓
93.3%（280/300）
.8502
↓
.8503
.7574≦α≦.9311
↓
.7260≦α≦.9551
5
90%（90/100）
↓
96%（480/500）
.8741
↓
.8751
.7985≦α≦.9370
↓
.7503≦α≦.9688
10
90%（90/100）
↓
98%（980/1000）
.8887
↓
.8889
.8197≦α≦.9510
↓
.7224≦α≦1.000
15
90%（90/100）
↓
98.7%（1480/1500）
.8923
↓
.8929
.8255≦α≦.9526
↓
.6787≦α≦1.000
20
90%（90/100）
↓
99%（1980/2000）
.8944
↓
.8948
.8269≦α≦.9514
↓
.6843≦α≦1.000
25
90%（90/100）
↓
99.2%（2480/2500）
.8953
↓
.8959
.8304≦α≦.9476
↓
.6095≦α≦1.000
30
90%（90/100）
↓
99.3%（2980/3000）
.8961
↓
.8966
.8317≦α≦.9522
↓
.5346≦α≦1.000
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図3　ダミー変数データの信頼性係数（一致率70％）
図4　ダミー変数データの信頼性係数（一致率80％）
図5　ダミー変数データの信頼性係数（一致率90％）
わかる。信頼性係数 α と信頼区間との関係を図示
すると図 3 から図 5 のようになり、カテゴリ数が
増えるほど信頼区間が広くなっている6。信頼性
検定をする際には、α の値のみを報告したとして
も、それがサンプリングによってたまたま生じた
ものであることが考えられる。そのため信頼区間
をあわせて報告し、下限値が0.60や0.80といった
基準を超えているかを判断のポイントとする。こ
の点においても、ダミー変数化によって信頼区間
の下限が引き上げられることはないため、信頼性
を不当に高く見積もるといった過誤は起こらな
い。ただしダミー変数化によって信頼区間が広く
なるため、十分な値を得るためにはサンプル数を
増やしたり、カテゴリ数を絞り込んだりといった
対応が必要となるだろう。
結論
　本研究では、内容分析研究における信頼性検定
の方法について検討してきた。内容分析が科学的
な手法であるためには、結果の再現可能性を保証
するための信頼性がなければならない。そして研
究にどれほどの信頼性があるかを明らかにするの
が信頼性検定である。したがって信頼性検定は、
内容分析にとって欠かすことのできないプロセス
であるといえる。この信頼性検定では、複数の
コーダーが同じ分析をし、結果がどれだけ一致し
ているかを見る。さらにそうした一致のデータか
ら、各種の信頼性係数を算出することで信頼性の
指標とする。
　メディアコンテンツという質的な対象をカテゴ
リに分類する内容分析では、コンテンツの持つ意
味を過剰に単純化することを避けるために、複数
の数値を割り当てるマルチカウントという方法が
必要となることが多い。しかしこの方法で生じる
データは、複数のコーダー間で結果を対応させる
ことができず、そのままでは信頼性係数を計算す
ることができない。そこで、データをダミー変数
に変形するという手順を採用することになる。
　データを0,1のダミー変数に変形すると、多く
の 0 が生じるために単純な一致率は高くなりやす
い。しかし主な信頼性係数は計算式に一致（不一
致）の期待値を組み込んでおり、 0 が増えること
による偶然の一致の影響は排除される。実際にい
くつかの条件を設定して Krippendorff の α による
検定をおこなったところ、ダミー変数化によって
信頼性係数の値はほとんど変わらない一方、係数
の信頼区間が広くなることがわかった。すなわち
データの変形によって信頼性が不当に高く見積も
られることはないため、この手法はマルチカウン
トのデータで信頼性検定をおこなう場合に有効で
あると考えられる。
　なお本研究では、カテゴリへの分類という名義
尺度レベルでのコーディングに着目し、マルチカ
ウントという問題について信頼性検定の手法を検
討してきた。しかし内容分析においては、順序尺
度や間隔尺度といったより高い尺度レベルでの
コーディングが生じることもある。そうした場合
の信頼性検定において直面する問題点については
さらなる検討が必要となる。また、架空のデータ
を作成して検定結果の変化を検証した分析では、
乱数を複数回発生させて平均をとっているが、よ
り厳密なシミュレーションをおこなうことでさら
に精緻に結果の変化を追うことが求められる。
　そうした厳密なシミュレーションができれば、
本研究のさらなる発展性として、内容分析の研究
デザインを構想する段階へと貢献できることが考
えられる。つまり、シングルカウントとマルチカ
ウントのどちらを採用すべきか、またはある水準
の信頼性を得るためにはどれだけのカテゴリ数や
サンプル数を設定すべきか、といった判断に資す
るデータを示すことが可能であるだろう。
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［注］
 1 内容分析における妥当性にはいくつかの種類があるが
（Krippendorff 2004, pp. 318- 321; Riffe, Lacy, Fico 2014, 
pp. 125- 127; 鈴木、島崎 2006, p. 127; 大竹 2007, p. 105）、
ここではそれらの違いを論じることはしない。さしあ
たっての理解としては「要するに理論的に意味があり、
分析者が意図するものを誤りなく、また洩れなくとらえ
ているか」（鈴木、島崎 2006, p. 127）という程度で問題
ない。
 2 実際には選択式質問の選択肢はシナリオごとに23個で
あるが、そのうち 3 個はよく考えずに全選択肢を答える
ような回答者を判別するための偽の選択肢であるため、
有効な選択肢は20個となる。
 3 信頼性検定を実行するにあたっては、コーダー 1 名分
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のコード2000個を 1 つの列にまとめ、2000行× 2 列の
データを作って一致を見ることになる。また、データを
1 列にまとめずに各選択肢を個別に信頼性検定すれば、
どの選択肢でコーダー間の一致が起こりにくいかを判別
することもできる。
 4 この検証については、試行回数を増やす、条件をさら
に細かく設定するなど、より精緻なシミュレーションを
実施していくことが今後の課題として必要である。
 5 厳密には、いずれのパターンでも信頼性係数の値がご
くわずかに高くなっている。しかし今回は乱数を発生さ
せてコードを割り当てているため、こうした係数の増加
は乱数の出方によるものである可能性がある。またたと
えダミー変数化によって係数の値がわずかながら上がる
のだとしても、後述するように信頼区間の下限が下がっ
ていくために、信頼性を不当に高く評価するという過誤
は起こらないと考えることができる。
 6 この結果からもうひとつわかるのは、α が元の一致率
に応じた値で頭打ちになっていることである。つまり α
は一致率以上の値になることはなく、元の一致率が低い
場合は α も高くなることはないことがわかる。
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二、著作者は、前項の利用を行う際には、本誌名および当該論文が掲載された号を明示しなければ
ならない。
第10条（著作者の責任）
本誌に掲載された論文が第三者の著作権およびその他の権利を侵害した場合は、その一切の責任を、
著作者が負うものとする。
（2008年11月19日改訂）
