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1. INTRODUCTION 
In a pair of well-known papers [21, 301, G. I. Taylor and D. J. Lewis 
discussed the behavior of the interface between two Auids of dissimilar 
densities when the fluids are accelerated together in a direction perpendicular 
to the initial plane interface. 
The paper of Lewis describes an experiment in which the two fluids are 
respectively water and air. A short column of water is held initially in a 
vertical tube by means of an exceedingly thin diaphragm. Above the top 
surface of the water, and beneath the diaphragm, the tube contains air 
compressed at equal pressure. The lower column of compressed air is sealed 
below by a glass disc. At the initial instant a mechanism simultaneously 
breaks the glass disc, ruffles the top surface of the water slightly, and actuates 
the cameras that take pictures through side windows in the tube. A rarefaction 
wave proceeds up the lower compressed air column, breaks the diaphragm, 
letting the water column move downward under acceleration provided by the 
upper compressed air. The resulting photos, accompanying the paper of 
Lewis, show strikingly the bubble and spike patterns of the upper unstable 
air-water interface. On the other hand the lower water-air interface is 
comparatively steady and stable. 
The inference is now well known: When a light fluid is accelerated with 
a dense fluid in the direction of the latter, the plane interface is unstable. 
When the dense fluid is accelerated with a light fluid in the direction of the 
latter, the plane interface is stable. 
A similar experiment was performed later by Emmons, Chang and Watson, 
[12], using water in a glass-sided frame vessel accelerated downward by the 
elastic force of rubber tubing. The normal atmospheric pressure of the air 
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tending to keep the water in the vessel at downward accelerations, greater in 
magnitude than that of gravity, provided the effect of a lighter fluid being 
accelerated in the direction of the heavy fluid. Again spectacular photographs 
were made of the bubble and spike behavior of the unstable interface. This 
experiment was designed to permit lower downward accelerations than those 
obtained by D. J. Lewis. 
Further experimental work has been performed by Allred and Blount of 
Los Alamos [l], Cole and Tankin [9], and Ratafia [25]. Noteworthy theoretical 
and computational papers, apart from Taylor’s, were written by Bell, 
Birkhoff, Bellman and Pennington, Chandrasekhar, Keller and Kolodner, 
Kiang, Berghmans, Daly, Garabedian, Troyon and Gruber, Wesson and 
Zrnic, and Hendricks, [2, 7, 3, 8, 19, 20, 4, 5, 11, 15, 31, 32, 331. 
Some of these theoretical papers were considerably concerned with the 
question of the “cutoff wavelength.” The incompressible inviscid irrota- 
tional hydrodynamic initial value problem, governing the interface shape and 
the fluid pressure and velocity, was set up, and the initial data was presented 
in the form of Fourier components. Then it was calculated, usually by 
linearization (Kiang’s paper being an exception), that for a given accelera- 
tion, the Fourier components of an initial interface perturbation of wave- 
length below a certain cutoff value would decay to the plane interface, while 
longer wavelength components would grow exponentially. It was reasoned 
that the shorter wavelengths were being stabilized by surface tension [3, 201. 
Of course information of this type is interesting and important. 
The author is attempting herein to begin the study of the incompressible 
inviscid irrotational hydrodynamic problem, with variable interface, as a 
problem in nonlinear partial differential equations in the large. Following a 
somewhat standard procedure in differential equations, we ask first about 
the steady state or stationary problem. Then we treat the transient problem 
in the light of whatever knowledge that can be found about the steady states. 
In this paper under the conditions given, it will turn out that the steady 
states are mostly unstable, which explains why they do not occur in the 
experiments. One should not be surprised. These stationary solutions, for 
larger amplitudes, do have an appearance suggestive of the bubbles and 
spikes of the experimental photographs, however. It can be conjectured that 
they will have a place in our eventual understanding of the total problem. 
Also, in studying the steady state problem, we are enabled to put the cutoff 
wavelength phenomenon in a more general perspective (see a note after the 
proof of Theorem II). 
The ultimate practical result of a theory of Rayleigh-Taylor instability 
ought to be a method for stabilizing the interface. At least two methods have 
already been proposed [31, 32, 331. A stabilized interface is a steady state for 
some problem, not necessarily the problem to be posed here. The author has 
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the opinion, however, that the stationary problem is rather crucial even here. 
These are the solutions to be stabilized. 
We begin with the problem as Taylor, Emmons, Chang, Watson, and Kiang 
originally studied it and produce the stationary solutions, with whatever 
stability properties they do possess. 
Section 2 contains a statement of the problem, and a discussion of a needed 
boundary condition. Section 3 has a multistep Theorem I which gives these 
stationary solutions as bifurcated branches breaking away from the flat 
quiescent interface. There is also a discussion of the resulting interface 
shapes. A perturbation method for obtaining these steady state interfaces 
more concretely is derived for application in the following section. Section 4 
contains two results relating to stability of the interfaces found in Section 3. 
Theorem II gives the stability properties of the plane interface under acce- 
lerated conditions. Theorem III exhibits the patterns of instability possessed 
by the bifurcated nontrivial branches of steady state interfaces. These 
stability results are obtained assuming that there is a principle of linear 
stability in this problem, something that the author does not believe has been 
proven yet. Section 5 contains some concluding remarks. 
2. PRELIMINARIES 
Because it lends itself better to another phase of this investigation that the 
author has in mind, we consider the experimental scheme used by Emmons, 
Chang and Watson [12]. N amely, we consider water in a vessel which is 
moved downward with acceleration -a, (see Fig. 1). The surface interface 
is given by the function y = 7(x, t). In writing the equations we use a device 
employed by Emmons et al., and also by Kiang [20]; namely we consider the 
air density to be so slight compared with p, the water density, that we can 
neglect it. This results in much simplification in the formulation below. 
Y 
Air 
FIG. 1. Configuration of the experiment. 
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The neglect of viscosity and the assumptions that the flow is irrotational 
and incompressible permits the use of a velocity potential $(x, y, t). Letting T 
be the surface tension and $(q) a yet to be discussed boundary function, and 
following steps used by J. J. Stoker [29, Chap. I], we can arrive at the follow- 
ing set of equations and conditions governing the flow and interface [20, 
Eqs. (1); 23, Sect. II]: 
D.E.: 
dm! + 4,, = 0, -1 <X < +1, -d<y <7](x,t) (14 
Interface conditions: 
?It - rldhz -+ c, = 0, 
4t - + (A2 + $,“) + a7 + f (1 -t”Ts2)G = 0, 
where a = a, - g 
B.C.‘s: 
A = 0, x = &I, --d <Y < 77(x, t) 
4, = 0, y=-d, -l<x<+l 
d-1) + $(rl(-1)) = 0, %(l) - 9(7(l)) = 0 
Initial condition: 
4(x, y, 0) prescribed harmonic, -l<x<+l, 
7(.x, 0) prescribed, -1<x<+1. 
y = rl(x, 0 (lb) 
-l<x<+l 
(14 
(14 
(le) 
Uf) 
-d < y < ?1b O) 
(k) 
It does not appear to the author that this type of initial value moving 
boundary problem has received very much serious theoretical study. For 
example we do not know at this time what degree of differentiability is 
required for 7(x, 0) or 1,4(v) in order for a solution to exist. 
The above formulation is the same as that of Kiang [20], who evidently 
derived it from Emmons, Chang and Watson [12]. It can also be obtained 
from a formulation of G. Birkhoff [7, pp. 8-1 l] by letting one of the densities 
vanish. 
We note that condition (lc) is an expression of Bernoulli’s Law [29; 
Chap. I]. 
The steady state problem is obtained by letting the partial time derivatives 
vanish in Eqs. (lb), (1~). 
Evidently, no previous author has considered the necessity of boundary 
condition (If), which will be apparent in the next section. Though the 
experiments were conducted with a finite apparatus, writers appear previously 
to have considered only media of infinite extent horizontally. The initial 
function 7(x, 0), being a Fourier component, was itself periodic and therefore 
defined on an infinite interval. This author in a previous publication [23] 
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considered the steady state problem with periodic boundary conditions. 
This assumes that the actual walls of the container are sufficiently remote that 
the phenomena of bubbles and spikes might be periodic. Though steady state 
solutions were obtained, the question of what was the maximum period, with 
resulting indefiniteness, was annoying. 
Condition (If) is quite general, giving a relation between slope and ampli- 
tude of the interface at the wall. In the next section it will be appreciated that, 
within wide limits, it does not matter much what we choose for the function 
+(v); the technique is the same. Certainly we are not yet interested in a 
numerically exact function, but only a qualitative notion. 
It has been suggested that the constant meniscus slope for the wall and the 
fluid be used as the boundary condition. It will be seen, however, in a note 
after the proof of Theorem I of this paper, that with a fixed nonzero meniscus 
slope at the wall, steady state solutions do not exist unless the amplitude of 
the disturbance is above a certain positive level.At the same time we know that 
the flat quiescent surface is a very good approximation despite the contact 
angle (see Fig. 2). Indeed the differential equation for the surface in this 
case is just condition (lc) with$(x, 7, t) = constant. If a fixed positive menis- 
cus slope at the wall were used as the boundary condition, no flat interface 
could exist. The quiescent flat surface is an interface satisfying condition (lc) 
only under the boundary condition T~( & 1) = 0. 
Y 
FIG. 2. Quiescent state. 
Clearly we see a boundary layer effect in Fig. 2. The contact angle 
determines the surface in a layer near the wall independently of problem (1). 
Away from the wall, the inviscid equations of problem (1) hold. 
Pending the use of boundary layer theory to produce the correct matching 
at the inner edge of a thin boundary layer, and as a working hypothesis, the 
author now wishes to propose a function #(q) to be used with condition (If) 
in an effective boundary condition. Let #m be the meniscus slope of the 
fluid at the wall as given in a handbook. Since for large amplitude steady state 
solutions, #(7]) = #m will not turn out to be inconsistent with condition 
(lc), we let lim,,*, #(T) = &,, . Otherwise, let 0 < #(v) < #m , 71 # 0, and 
#(O) = 0. We suppose #(T) to be smooth, and that it be expressible as a 
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power series in q2 near 7 = 0. For convenience we assume that #(v) is a 
symmetric function. Such a function is shown in Fig. 3. 
FIG. 3. Suggested interface function. 
The question is less what boundary condition would be given by the 
local physics at the wall, and more what boundary condition would produce 
a physically reasonable and observed solution away from the wall (viz Fig. 2). 
Examination of the photographs of D. J. Lewis [21], particularly his plate 5, 
indicates that such a boundary condition is plausible. The contact slope 
of Photo 1 of the quiescent state is barely noticeable. Later in photos 5-8, 
when the amplitude of the interface has been built up, contact slopes are 
appreciable. There is a fair agreement with experiment. 
If one insists on an actual fixed meniscus slope at the wall as the boundary 
condition for the interface, consider some combination of fluid and wall 
material (as could be interpolated between those yielding positive and 
negative contact slope) so as to give a zero contact angle. Then we should 
have 4(q) = 0 in condition (If). The resulting boundary condition for the 
interface at the wall could be used in all that follows. It would be included in 
our theory. 
3. EXISTENCE AND DESCRIPTION OF STEADY STATE SOLUTIONS 
There follows a step by step proof of the following set of propositions. 
We set & E 0 and rlt = 0 in Eqs. (lb), (1~). 
THEOREM L Under steady state conditions: 
A. #(x, y) zz constant. 
B. There exists a trivial solution v(x) 3 0 representing the flat horizontal 
undisturbed surface. At discrete values a, = (T/p) (r~42)~, n = 1, 2,... of the 
applied acceleration, nontrivial steady state solution branches T(“)(X) bifurcate 
from the trivial solution. Those of odd index n, two branches ~c’from each value 
a, , bifurcate to the left in the direction of decreasing acceleration “a”. Those of 
even index, two branches again from each a, , have a general tendency to evolve 
to the left but are subject to local deviations in this respect. In particular, near 
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the trivial solution 7 = 0, one branch bifurcates to the left and one branch tends 
locally to the right. (This type of behavior is removed ;f#(~) N 14 at r] = 0; both 
branches go to the left of a, .) 
C. All branches become i@nite in the sup norm of C( -1, + 1) as a + 0. 
D. The nontrivial solutions of a branch exhibit growing bubble and spike 
behavior as the amplitude increases. 
E. The branches of solutions #it)(x) have convergent expansions 
rlP(x) = q1(x) + &2(x) + “‘G Ego (24 
. 
a = a, + alnE + a2$ = **. WI 
in a neighborhood of the trivial solution. Here E is a rough measure of amplitude, 
cand is the projection of the branch V(~)(X) onto the null space of linearized problem 
(11); i.e., E = (7+“) , 7J in the L2( - 1, + 1) inner product. 
Proof. The proof follows, step by step. 
&=o - - ---,l:.- -D _ LA’0 
-Water __- --_ 
9,=0 dD 
FIG. 4. Illustration in proof of (A). 
Proof of (A). The interface function y = v(x) is represented as the vector 
(x, q(x)) parametrized by x. We refer to Fig. 4, where the interface curve 
q(x), the lines x = f 1, and the line y = -d form the boundary aD of the 
flow region D. The tangent to the interface is (1, T’(X)) and the normal 
components are (-v’(x), 1). Hence +/an = [-v,$, + c&,]/[Q~ + 1]112 on 
the interface. Thus &+/an vanishes at the interface by Eq. (lb) since Q = 0. 
Using Green’s half-formula [14, p. 231, we write 
s Igrad$12dA=/80+gds-jn+V2+dA 
D 
46, ds zt s,,,,, M;F ds = 0 
since V24 = 0 in D, &#/an = 0 on the interface, 4, = 0 on the bottom, and 
& = 0 along the sides. Hence grad 4 = 0 in D. This proves statement (A). 
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This very simple proof was devised by Profs. K. Gustafson and J. Wolko- 
wisky of the University of Colorado, Boulder. 
Note. Statement (A) implies a completely quiescent state; i.e., the fluid 
does not move in the Aow region during a steady state. Physically this is 
a direct consequence of our assumptions that the flow is irrotational and 
incompressible. 
Proof of B. With 4(x, y) E constant, condition (lc) now reduces to the 
differential equation 
T rlxx 
7 (1 + rlry 
+q=o 
or 
%r af 
( ) 
112 
(1 + rlr2)3/2 + w271 = 0, w=- ) T (3) 
to be solved, with boundary conditions (If), for the interface shape T(X). It 
is immediately seen that problem (3), (If) has the trivial solution r) = 0 
for all w. 
The immediate and usual quadrature is made on Eq. (3), resulting in the 
first integral 
- (1+:$)1/s 
cd2 
+ T7j2 = C = const. 
From this we can determine the nontrivial solutions. 
The locus of Eq. (4) in the phase plane gives the trajectories for Eq. (3). 
We plot these trajectories for the various values of the constant C in a distorted 
Cd) Symmetrically divided (e) Symmetrically divided 
FIG. 5. Phase plane diagrams. 
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way (Fig. 5). Actually if the curves for all C were plotted simultaneously, that 
for C, would be inside that for C, if C, < C, . Drawn as dotted trajectories 
in (d), (e) are the integral curves for the equation 
(5) 
which has Eq. (4) as a first integral but without the minus sign. Also super- 
imposed on the trajectories of Fig. 5 are the assumed boundary functions: 
4(q) (solid line) and -#(q) (dotted line). 
In each case of Fig. 5, the maximum of the solution occurs on the horizontal 
axis on the right. We write 
70 = o’=2p 44 = w4 (1 + W’” (6) . 
where P is the spacelike period of the trajectory. We can solve Eq. (6) for C: 
c = -1 + &030” = -1 +2/r, O<h<l 
thereby defining a more convenient parameter: h = &w2r]02. 
Next we compute the quarter period for the trajectories of Fig. 5. From 
Eq. (4) we can write: 
1 r1,2=-1+----= 
I-.. 2&c)’ 
( 
( 
W%f - - q2 
2 
(A?$ - q2 
FIG. 6. Illustration helpful in period computation. 
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Then 
We substitute 7 = r), sin 0. Then 
P ?7/2 l--- ( 
$$ cos2 6 
) 
cos 8 de 
- = lo 4 I 0 
[ ( 
2 l/2 
1 - 1 - q?r co9 e 
)I 
1 n/2 ( ’ - 
F cos2 e 
1 
cos e de 
=- 
I w 0 
[ 
cos2 8 - +- dlo2 cos4 e 1 112 
or, with h = $u2q02, 
$P=lj w/2 (1 - 2h COG e) de 
w [l - h co82 ey = ;f (4 (7a) o 
which is valid for 0 < h < &, the situation of Fig. 6a. On the other hand if 
+ < h < 1, with reference to Fig. 6b we have 
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Note that for 0 < h < &, f(h) is monotone decreasing (see Eq. (7a), while 
for $ <A < l,fr(h) is monotone increasing andfa(h) is monotone decreasing. 
Since in 4 < h < 1 we havef(h) = --f,(h) +f,(h), we see that (I/w)f(h) is 
monotone decreasing on 0 < h < 1, (see Fig. 7). The full period P of course 
behaves similarly. 
FIG. 7. Suggested shape off(h). 
In Fig. 5 a starting value x = xlb is shown at the intersection of the tra- 
jectory with the boundary condition ‘1% = -$(r]), 7 > 0. Proceeding from 
xlb in the direction in which the curve is described, we obtain a succession of 
intersections x2’ of the trajectory with the boundary line shown in Fig. 5 
where the boundary condition 7X = #(r]) is satisfied. Then clearly we have 
iP<x$ - xlb = ;P, etc., 
where P was of course the spacelike period of the cycle in Fig. 5. We let 
II) 
x,b - XZb = (+)gdhh xt;) - xlb = (l/w) g,(h), etc. Then 
f(h) <g,@) =2f(h) < 3f(h) <gsW < 4f(h) < 5f@) <g,(h) = V(h) < .*-J 
etc. 
The curves g,(h) are thus bracketed by the curves m.(h) m = 1, 2, 3,..., and 
except for possible minor variations, must have the same tendency as shown 
in Fig. 7, i.e., to decrease and so become negatively infinite at h = 1. Indeed 
gn(h) = 2nf(h) for it an odd integer. 
Now since x2’ - xlb = (I/w)g,(h), we set this x-interval equal to the 
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fixed width of our vessel in Fig. 1, (i.e. 2), and try to solve the resulting 
equation for h: 
2~ = g,(h), n = 1, 2,.... (9) 
The intention is then to use the successive discrete h-values, {h,} in the initial 
data at x = xlb: 
dxzb) = t I2 ([l + p(;(x,b))]“P + 2h - l)]l”, %&lb) = --1c’h@lb)) 
for differential equation (3) so as to produce a function T(~)(X) which satisfies 
Eq. (3) and the boundary conditions (If), thus solving the interface problem. 
In Fig. 8 we suggest the appearance of the functions g,(h) and the means 
of graphic solution of Eq. (9). 
We note the h values of the intersection of g = 2w with the successive 
curves g,(h) in Fig. 8. Each discrete h-value h, so found results in a solution 
T:“)(X) for the steady state interface problem (3) (If). 
FIG. 8. Intersections yielding solutions of boundary value problem. 
Clearly these solutions evolve continuously as a function of “a”, the applied 
acceleration. As the level g = 2[ap/T]1/z is varied in Fig. 8, the solutions 
T:)(X) form continuous branches which, when 2~ = nr, or when 
a = (T/p) (n42)a, break away from the trivial solution q(x) = 0 (h = 0), and 
then evolve in the direction of lower values of “a”. In Fig. 9 we suggest the 
form of these branches of solutions, plotting the sup norm y,, = 
max_iitgi 1 v(x)1 vertically. The curves of Fig. 9 are a two-dimensional 
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Fig. 9. Branches of solutions boundary value problem. 
portrayal of continuous locii in function space, parameterized by the applied 
acceleration. 
Thus we have one of the branches bifurcating at each value a, . The other, 
r]?‘(x), is obtained similarly by taking xlB in the left half plane, (Fig. 5). 
Proof of (C). s ince by Eq. (6), Q = [4h/~s]i/~ = [4hT/~p]l/~, and since 
all values h, obtained from Fig. 8 are such that 0 < hi < 1, we see that 
Q, -+ CO as a -+ 0, as indicated in Fig. 9. 
Proof of (D). It is of interest to investigate the functions that make up 
these branches of solutions. We can do this by examining the trajectories of 
Fig. 5. We restrict the following to the second branch 71:)(x) of solutions 
bifurcating from r](x) = 0 at u2. We take the origin as midpoint; i.e., 
Xlb + x,b = 0. 
For C = --l(h = 0), the bifurcation of T?‘(x) takes place. For -1 < C < 0 
(0 < h < &), Fig. 5b applies. The corresponding range of “a” values for the 
second branch is 
T g2(4) ’ -- 
( ) P 2 
< u < x g2(0) 
( ) 
2 -z.z. 
P 2 
a, 
In this range, qf’ m -cos TX near a2 , differing from it by what will be seen 
to be higher order terms of a trigonometric series (see Fig. 10a). 
When 
T g,(4) ’ a=- - 
( 1 P 2 
it is seen in Fig. 5c that the zeros occur with infinite slope (see Fig. lob). 
For 
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X 
FIG. IOa, b, c, d. Suggested interface shape, n = 2. 
the phase plane trajectory that applies is Fig. 5d. Here the inner part of 
the phase trajectory is not actually a solution of Eq. (3), but rather of Eq. (5). 
Fig. (5) would be the differential equation derived from Eqs. (1) if Bernoulli’s 
law, Eq. (lc), possessed a curvature term in which the root carries the minus 
sign. Such is the case when the arc length 
.$=- I ’ [l + ~22]1/2 dx 0 
of the curvey = q(x) evolves in a direction opposite to that of x [28, pp. 207- 
2091. The result is shown in Fig. lOc, and the solution is double-valued. 
It should be possible to estimate the value of a < (T/p) (g,($)/2)a such 
that a bubble pinches off (see Fig. 10d). With reference to Fig. 5d, and the 
functions defined in Eq. (7b) ex p ressing the quarter, period, the pinch-off 
occurs for that value of h > 4 such thatf.(h) = 2f,(h). Indeedfa(h) is that part 
of the quarter period (upper right quarter of Fig. 5d) during which v(x) is 
governed by Eq. (3) while f,(h) is that part during which 7(x) is governed 
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by Eq. (5); (In Fig. 5d, the former is the heavy line; the latter the dotted line). 
But to get to the pinch, the trajectory must traverse two of the x lengths 
governed by Eq. (5), i.e., 2f,(h) (see Figs. 5d, 10d). 
It so happens that the Eq.f,(h) = 2f,(h) . is uniquely soluble in the interval 
i:; < h < 1. It was noted below Eqs. (7) thatf,(h) E t andi, E -1. Moreover 
we see in Eq. (7b) thatf,($) = 0 while limA+rfi(h) = CO. Hence there exists a 
unique crossing at h* which gives the solution. Alsofa = 2f,(h*) >f,(h*) 
so that f(h*) = --f,(h*) +f,(h*) > 0. Hence g,(h*) > 0. We have the 
pinch-off point a * = (T/P) (k2(h*)M2. 
For 0 < a < a* the solutions of the branch are yet determined by phase 
trajectories (5d). Now, however, we are beyond pinch-off, and the multiple 
valued portion of the solution overlaps. The bubble is now separate from 
the main fluid surface. (Figure 9 shows the amplitude of solutions becoming 
infinite as a ---f 0. However for some positive acceleration the bubble reaches 
the bottom of the container in Fig. 1). 
Apparently bubbles arise in this fashion only with branches TV) where n 
is even. 
There is no continuous passage from phase plane trajectory Fig. 5d to 
phase plane trajectory Fig. 5e. Such a passage would mean that the two 
dotted trajectories would meet at the origin, giving a contradictory situation. 
Moreover, the trajectories of Fig. 5e are obtained for C > 1, or h > 1. 
Eq. (7) would give complex periods, Steady state solutions obtained by 
recourse to Fig. 5e would not be in the real domain. This ends the proof of 
Statement D. 
Proof of(E). We substitute expansions (2ab) into Eq. (3) with boundary 
conditions (If), having expanded the even function (cI(v) in power series as 
follows (valid near 7 = 0): 
Ye) = vb2 + $2v4 + be + ... * (10) 
Equating to zero the coefficients of powers of E in both (3) and (If), we get a 
succession of linear problems. 
First Order Problem. 
77122 + hm 71 = 0 (114 
%cd-1) = 0, 731r(fl) = 0 (lib) 
Problem (11) has the solution 
rip)(x) = j(-- l)(n+l)12 sin(nTP) x, 
((- l)n/z cos(nn/2) x, 
n odd 
n even. 
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Second Order Problem. 
7?24-1) + 1//1712(-1) =o, r/2&) -#171"(l) = 0. (13)) 
The homogeneous problem has a nontrivial solution. The condition that 
solutions exist is as follows: 
+1712dx +7d1)7d) - 7d-1)72r(-1) =o* (13) 
Then we get 
T a,, = - - [(-l)(~+w (-1)(+1)/Z . $, - ($1) (-#r)] = 0 n odd 
P 
(14a) 
= - $ [(-I>“/” (-l)@ * $r - (+l) (-&)I = - F#r n even. 
(14b) 
With a,, so chosen, problem (12) is solved for 7?)(x). If we assume as we 
may in Eq. (2a) that the leading term contains the entire component in the 
nullity M,, , then we seek TV’ unique in M,,l, (orthogonality being inter- 
preted in terms of the inner product s:i uv dx + u( 1) v( 1) + U( -1) v( - 1)). 
It turns out that we need solve for UP’(X) only in the case when n is odd. 
Then 
72 (n) = + $ ajl . (- ~(‘+l)‘~ cos y x E M,l. (149 
Third Order Problem. 
734-l) +t471(-1)72(-1) = 0, 73~41) - $171(1)72(1) =o* (15b) 
We need solve problem (15) only when n is odd; (for rr even we already have 
the direction of bifurcation in (14b)). The condition that a solution exists for 
problem (15) is as follows: 
= 71(1>73zV) - 71(--1>73r(--l), 
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or 
T 3 +I 
a 2n=-- -- 
P [ s 
2 -l 717hea: dx + JA7lv) rl2U) + v471”W) 124 
3 T 
I 
+l =-- 2 p -l 717kh dx since #(&l) = 0, n odd; (see (14c)). 
With T?)(X) = (-1) (n+1)/2 sin(nn/2) x, it turns out that a2n < 0. Thus if 
expansions (2) converge, it is seen that if n is odd, the branches T?)(X) of 
steady state interfaces of problem (1) are leftward facing, as we already know 
from Statement (B). If n is even, the c > 0 branch is again leftward facing, 
while the c < 0 branch is locally rightward facing (see (14b)). This would 
complete the proof of Statement (B). 
We must show, however, that expansions (2) converge for sufficiently 
small “1 E I”. In what follows, we put down the idea of the proof of con- 
vergence leaving the lengthy but standard details to the interested reader. 
Similar proofs have been given by H. Keller [18]. 
Let us first rewrite Eq. (3) and boundary conditions (If) as follows (Note: 
The inner product is (u, V) = s’i ua dx + u( 1) u( 1) + u( - 1) w( - 1)): 
72(-l) + h(-1)) = 07 
and substitute, for E 2 0, 
720) - VW)> = 0 (16) 
r](x) = &)(x, l ) = E&X) + E27J(X, E), plEMnlCL2(-l, +l) 
a(c) = a, + Ed e = (P(x), #(x)) 
where T?‘(X) and a, are already known (see Eqs. (11)). There results the 
following problem for v: 
4, (4 q?, + -gi- w = - - b(e) 71 (x) - E - b(e) w(x, e) ; ; 
(174 
+ (7p + l o),, 1; +I”’ + l v)i - g 2(?p + l w)“Z + . ..I 
B.C.‘s T&-l, c) + (l/62) ++#‘(-1) + E%(-1, c)) = 0, 
(17b) 
STATIONARY SOLUTIONS OF RAYLEIGH-TAYLOR INSTABILITY 187 
where we recall that qy’( -1) = 1, qp’( 1) = (-1)“. If a solution V(X, t) of 
problem (17) exists, then 
= ?,$‘(I) u I (1,6) - @(-1) er,(-1, C). 08) 
This is a necessary condition. 
On the space 59 of couples: 
59 = [{v, 6) \ ‘u E Cz( - 1, l), b E R] 
where C2( -1, 1) are the twice continuously differentiable functions on 
C-1, 11, and R is the axis of reals, normed as follows: 
where 
and (( ‘u lie = SU~,~~(+~ ( u(x)\ , let us consider the following mapping: 
Here, d(c) is computed by means of the following formula: 
x [ - g e3(# + ev): + -] q(x) dx 
- d(4) s_:‘ql”’ 
(21) 
dx - #j(l) #(71”‘(l) + l +l, c)) 
- @(-1) aw) + 4-L 4) 
where we have made use of Eq. (18), the fact that ~‘“‘(1) is normalized, and 
the expansion (10) which permits cancellation of c2 in the boundary terms. 
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u in the definition of mapping (20) is computed by solving a linear boundary 
value problem, which is uniquely soluble in M,‘- by virtue of (21): 
Alternatively u can be computed by means of the integral: 
(23) 
where G(x, x’) is the so-called “improper Green’s function” [lo, pp. 354 
3581. 
Now clearly we can solve problem (17) by finding fixed points for mapping 
(20). It is proposed to find fixed points for mapping (20) by performing 
simple iterations: 
{V (n+l), p+l,} = T6{Zi(n), p,} (24) 
beginning with I’(O) E 0, b(O) = 0. 
The object is to show that for small enough E, say 1 6 1 < e1 , mapping (20) 
carries some small ball into itself: 
Ill T&4 w < 8 provided Ilk Ull < 6 (25) 
and that moreover the mapping (20) is contracting thereon: 
where 0 < 0 < 1, and I~\(v~, r b )I11 < 6, ]il(v, , bs)lil < 6. The procedure for 
doing this is standard and successful. We do not belabor the matter. Inequal- 
ities (25) and (26) being true then for / E I < or , and some 6 > 0, by the 
contraction mapping principle [22, p. 271, the iterative sequence generated by 
by the process (24) converges to a fixed point (6, 6) unique in the ball 
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ill(v, b)lll < 6. The limit function V(X, E), / E 1 < or, and the scalar b(c), solve 
problem (17). (See Ref. [23, pp. 13-151 for more detail.) 
We wish now to point out that the iterative sequence (see Eq. (24)) con- 
verges in the norm (19). A fortiori it converges uniformly on the interval 
-1 < x < + 1, and uniformly with respect to E, 1 E / < c1 , (in fact uniformly 
on any closed subset of the disc / c 1 GE,). By inspection, each iterate, v(“), btn) 
starting with n(O) = 0, b(O) = 0, is an analytic function of E since it is expressed 
in terms of analytic z++l), b(+l) and E. Thus the limit functions V(X, c) and 
6(c) are analytic functions of E, / E j < or . Hence V(X, 6) and b(e) are actually 
power series in E, [ E 1 < or . 
Noticing expressions (16) therefore, we have convergent expansions (2). 
This outlines the proof of Statement (E) and Theorem I. 
Note. Eq. (3) is actually Euler’s differential equation for the buckled 
beam in a new setting [6, 131, a fact which was pointed out by Prof. N. W. 
Bazley of Cologne. Conditions (If) are not Euler’s though. A beam has a 
fixed length, and when buckled, it’s domain on the x-axis diminishes. Here, 
the domain is fixed (the side walls of the container) and the new interface is 
supplied by the reservoir of liquid as the amplitude of the interface grows. 
Note. In expansion (10) we may want to have #r = 0; i.e., we may want to 
consider boundary functions I/(T) which behave like 74 near 71 = 0. This 
would have the merit that all modes behave alike in a neighborhood of the 
origin instead of the two way bifurcation indicated for the even branches by 
Eqs. (14b) and (2b). The latter phenomenon may not be realistic. We recall 
that boundary conditions (If) are speculative. 
Note. If boundary condition (If) were to prescribe a constant contact 
slope, 4, , this condition would be portrayed in Fig. 5b as the horizontal line 
‘1X = 94n . Then it is easily seen that for values of C near -1, the closed 
phase trajectory cannot intersect the lines 7s = +Jm , and hence there can 
be no solution of the boundary value problem (3), (If). On the other hand, 
for values of C closer to C = 0 in Fig. 5b, we produce solutions of larger 
amplitude and have no trouble satisfying the constant meniscus condition. 
This motivates the introduction of the function #(y) in Fig. 3 as an effective 
boundary condition for the inviscid problem away from the wall. 
4. THE STABILITY QUESTION 
Invoking the principle of linear stability (the validity of which we ought 
not to regard as having been settled for the Rayleigh-Taylor problem, 
despite its popularity), we attempt a stability analysis for our steady state 
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solutions. Namely we want to know, when a steady state solution of problem 
(1) is used as initial data, if this steady state actually persists in time despite 
infinitesimal perturbations. 
In the principle of linear stability we assume that, with the initial data 
sufficiently close to the steady state, the ensuing transient behaves qualitatively 
the same as the corresponding transient for the equations linearized at the 
steady state. We write the linearization of problem (1) near a steady state 
solution $ = const, 7(x) as follows: 
D.E. 
kc, + L = 0, --d <Y < $4 
Interface conditions: 
ht - dz + k, = 0, Y = 7(x), -l<x<l 
kt + ah - 3 z 7&z 
P (1 + 7z2)5’2 
h, +-r hzz 
P (1 + 71s2F2 
=o 
B.C.‘s 
k, =0, x = Al, --d <Y < d4 
k, = 0, y=-d, -1 <x<+1 
h&--l) + FM-*>>h(-1) = 0, h,(l) - #‘(rlUN h(l) = 0 
Initial conditions: 
k(x, Y, 0) prescribed harmonic 
1 
-l<x<+l 
--d -=c Y < rl(4 
4x, 0) prescribed -1 < x < $1 (small). 
(274 
(27b) 
(274 
(274 
(274 
(27f) 
Wd 
Following standard procedure in this linear problem, we make the sub- 
stitutions k(x, y, t) = @k(x, y), h(x, t) = eAth(x), and seek to determine X 
as an eigenvalue. For convenience we write &x, y) = hh(x, y). Making these 
substitutions in Eqs. (27) and cancelling eat throughout, we obtain the 
following interface conditions: 
A-rlzkc+k,=O, Y = 7(x), -l<x<-1 (284 
h2k + ah - 3 z 7X7xX 
P (1 + %2)5'2 
(28b) 
Boundary conditions (27f) become 
&A-l) + #+I(-1)) 4-u = 0, h?(l) - v%(*)) 41) = 0. (29) 
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We now aim to write linear eigenvalue problem (27a), (28a), (28b), (27d), 
(27e), (29) as an integral equation. If the function h(x) in (28a) were known, 
condition (28a) would actually be the condition that the normal derivative 
of K on the interface T(X) is prescribed. Indeed, ( --qz , 1) are components 
of the outward-going normal vector on y(x), (see Fig. 11). Hence on the 
boundary of the domain D of the harmonic function K(x, y), we have 
ak/i?n = 0 except on q(x), where i?k/ih = - &x)/(1 + 1702)1/Z. 
Y 
FIG. 11. Configuration for discussing stability. 
Let G(x, y; x’, y’) be G reen’s function in the “extended sense” for the 
Neumann Problem [14, pp. 43-511. Also let S, be the subspace of functions 
f eLa(-1, +1) such that ~~:j(x) dx = 0. Then we have from Eqs. (27a) 
and (28a), 
4x7 y) = - s:’ G(x, y; x’, 7(x’)) fi(x’) dx’, -l<x<+l 
X,Y ED, --d <Y < T(X), 
(30) 
where h E S’s is the condition that k(x, y) exist, [14, p. 53, Eq. (4)]. 
We can specialize expression (30) to the interface: 
k(x, q(x)) = s:’ G(x, v(x); x’, rl(x’)) &x’> dx’, 
hel, -l<x<-tl, 
(31) 
where the kernel G has a logarithmic singularity. We remove the indeter- 
minacy in the definition of G by requiring that 
s +l G(x, ?(x); x’, 7(x’)) dx = 0, -1 
and thereby see that expression (31) maps S,, into itself, [14, p. 49, Eq. 161. 
409/55/I-I3 
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We substitute (31) into Eq. (28b) to obtain 
R 
(1 + ;z2)3,2 - 3 (1 :;;)5,2 
ir,+$R 
h2p +1 =------ T J- G(x, &4; x’, dx’)) &‘) dx’, 
1 
(324 
and we consider this equation for iz with boundary conditions (29). 
If the operator on the left in Eq. (32a) admits a Green’s function g,,,(x; x’) 
then Eq. (32a) can be written as an eigenvalue problem in integral equation 
form: 
h(x) = G ?l:‘gu,,(x; x’) J-1’ G(x’, 7(x’); x”, 77(x”)) h(x”) dx” dx’. (33a) 
There are two basic things we need to know about Eq. (33a) however. Does 
Green’s function g,,,(x; x’) exist; i.e., is the operator on the left of Eq. (32a), 
with boundary conditions (29), invertible in L,( -1, +l) ? With R E S,, on 
the right of Eq. (33a), do we also have h E SO on the left, i.e., does the mapping 
carry S, into itself? 
The operator on the left in (32a), with boundary conditions (29), is inver- 
tible if and only if “a” is not an eigenvalue of the following problem: 
(1 Jyz2)3,2 - 3 (1 :;;)5,2 '2 + + = [(I +";,,2], + Th = ;34a) 
with boundary conditions (29). The method of showing this is to note the 
dissimilarity between the quadratic form: 
in the minimax principle for problem (34a), with the corresponding quadratic 
form 
s +’ OQ dx -19 h2(1) + ‘(&y) h2(- I)/-1 T 
in the minimax principle for the problem 
WI 
(1 :72)3i2 
+y=o, 
/$,(-I) + y;;) h(-1) = 0, h,(+l) - +;;;ll))) h(+l) = 0, 
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when 7(x) + 0. For the nth branch 7:)(x) of nontrivial interfaces of prob- 
lem (1) “a” is the nth eigenvalue, and 7(n)(~) is the nth eigenfunction of the 
problem (34b), ( see Eq. (3)). Hence there exists some neighborhood of the 
bifurcation point a, such that “a” is not an eigenvalue of problem (34a). 
It turns out that the range of the operator on the right in Eq. (33a) for 
hESO> is not in S,; it includes functions in &(-I, 1) with a constant 
component. So as to be able to solve Eq. (33a) as a problem in S,, , i.e., to 
find a fixed point of the mapping, we premultiply with the projection Pa 
of L,( - 1, 1) onto the subspace S,: 
h(x) = $ PO J--g&x; x’) j-T’ G(x’, 7(x’); x”, 7(x”)) h(x”) dx” dx’. (33b) 
If &, E S, is a solution of (33b) corresponding to Ass, A, solves the following 
equation derived from (32a): 
h OXX 7z7e3c 
(1 + 7,3)3/Z - 3 (1 + 7x3)5/3 Or 
h +$pho 
ho2P = T jT1 G(x, 7(x); x’, 7(x’)) h,(d) dx’ 
1 
W) 
1 #‘(7(l)) ho(l) 
+ -7 I(1 + 7za(l))3’2 
#‘(7(-l)) hoc-1) i 
+ (1 + 7%:“(-1))“‘” i * 
Now the right side of (32b) is used in a redefined K(x, 7(x)) satisfying (28a), 
(since K(x, 7(x)) was originally defined only up to a constant.) 
When 7 = 0, as in, Theorem II below, the range of the operator in (33a) 
is in So , so the projection PO in (33b) is the identity (likewise if J/J = 0). In 
Theorem II we find the eigenvalues and eigenfunctions, and study their 
behavior in terms of the parameter “a”. It will turn out that when a = a, = 
(T/p) (~/2)~, the eigenvalue An2 vanishes. (We return to Eq. (33b) itself 
later.) 
THEOREM II. The steady state soktion $(x, y) = const, 7(x) = 0, 
-1 < x < $1, i.e., the $ut interface, is marginally stable for 0 < a < a, , 
unstable with one positive exponent A, for a, < a < u2 ,..., unstable with n 
positive exponents A1 ,..., A,, for a, < a < a,,, , etc. Here a, = (T/p) (nr/2)2. 
Proof. Setting 7 z 0, Eqs. (28) and (29) become 
h + h, = o, y =o, -l<x<l (354 
m + ah + $ h,, = o, y = 0, -l<x<l (35b) 
&(-1) = 0, &(+l) = 0 (354 
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the latter by virtue of the fact that #‘(O) = 0. We suppose that a # a, , 
i.e., a is between bifurcation points. 
The harmonic function k(x, y) if it exists has a Fourier expansion 
k(x, y) = f A,(y) ei”me, 
n=-m 
m 
v, = - 
2 (36) 
where the coefficients must be such that the boundary conditions are satis- 
fied. Then from (35a) we have 
K(x) = - 2 A,‘(O) eiun”. 
n=-03 
From Eq. (35b) with (36) and (37) substituted, we get 
whence 
(37) 
y,2 _ (af/q = --A,‘(O), n = -&l, f2,.... 
Now we determine A,(y) from the differential equation 
4Y) - ba24(Y) = 0 
7177 
v, = - 
2 
fl, f2, with boundary conditions A,‘(A) = 0, A,‘(O) prescribed, n = 
etc., obtained by substituting expansion (36) into Eqs. (27a), (27d), (27e). 
The unique solution is 
Substituting from (39) into Eq. (38) we have 
X’(p/T) ( l/vn) A,‘(O) evnd + e-@ 
ye2 - @f/T) eYnd _ e-Ynd + 4a’(O) = 0 
or, provided A,‘(O) f 0, 
VI&d 
h-2 = -v, 
( 
vn2 - L?) zl. e - e 
-v,d 
p eYnd + cYna 
(38) 
(39) 
= - 1 v, 1 (Q - F) f ’ ;:I; ; ;I;;; ’ , n = fl, +2, etc. (40) 
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Equation (40) is the necessary condition that the Fourier coefficient A, be 
nonvanishing (see (39)). It gives a sequence {Anz} of squared eigenvalues of the 
problem (27a), (27d), (35a), (35b), (35c), which are positive or negative 
according to which interval our “a” value is in. To each eigenvalue A,* there 
corresponds a set of Fourier coefficients: A*,(O) = O,..., A*(,&O) = 0, 
4,(O) = 1, A*(,+1)(0) = o,..., etc. The corresponding eigenelement is 
K,(x) = -q,eiY*‘, 
m 
v,=-, 
2 
k,(x,y) =E” 
Y71(Y+d) 
+ e- 
v,(w+d) 
eV,,d - e-v,,d 
ei%=, n = &I, &2,... (4lb) 
where qn is a constant. Letting qn = qln + iqzn , we have in real terms 
R,(x) = -qln cos v,x - qzn sin 11,x (424 
1 ev,(v+d) 
kl(x, Y> = L 
+ e-v,(r+d) 
evnd - e-vnd 
(qln ~0s v,x + sn sin v), 
n = 1, 2, 3,. . . . (42b) 
The functions are complete, k,(x, y) with respect to harmonic functions on 
- 1 < x < +l, -d < y < 0 with vanishing derivative at y = -d, h,(x) 
with respect to L,(-1, 1) functions. Hence the X2 spectrum of Eqs. (27a), 
(274, (35a), (35b), (35 ) c consists exactly of the sequence {X,2} given by 
Eq. (40), and the solution of the problem (27a), (27d), (35a), (35b), (3%) is 
k(x,y, t) = f Dne*bt (6 e h) *rJ + cp)e-y”Y) eiv”” 
h(x, t) = 2 E,,e’Ant+iYnx, 
n=-co 
(43b) 
where (QJ, (En) are the Fourier coefficients of expansion for the initial 
disturbance in terms of the eigenfunctions (41). 
For real initial disturbances, the terms of positive and negative index in 
solutions (43) combine to form a pair of real expansions in terms of eigen- 
functions (42). 
When a < a, = (p/T) vr2, we have Xl2 = ---v~(v~~ - up/T) (T/p) < 0, and 
a fortiori A,* < 0, Aa2 < 0, etc. (see (40)). We get imaginary time multipliers 
in solutions (43), and bounded oscillatory behavior. For a, < Q < u2 = 
(p/T) v22 however, hr2 = -v1(vr2 - up/T) (Tip) > 0; then expansions (43) 
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each have one growing exponential term. We have haa < 0, h,s < 0, etc., 
again. Generally if a,-, < a < a, , then h12 > 0 ,..., hi_, > 0, but Xn2 < 0, 
hi+1 < 0, etc.; then expansions (43) each have n - 1 growing exponentials. 
This means that for 0 < a < a, , the trivial flat surface solution is “mar- 
ginally stable.” When a > a, however, the flat surface becomes increasingly 
unstable in discrete increments as the acceleration “a” is increased through 
the successive bifurcation points, one by one, and therefore as the eigen- 
values (Ah,}, originally pure imaginary, successively vanish, and then become 
f real pairs. 
This concludes the proof of Theorem II. 
Note. For 0 < a < a, , we have stated the condition as “marginal 
stability.” This is equivalent in earlier work [2, 3, 7, 8, 20, 301 to the stability 
of the flat surface under the influence of gravity, for initial data having a 
wavelength “below cutoff.” Expression (40), i.e., AZ, multiplied by p/T, gives 
the inverse square of the “cutoff wavelength” in this problem. Actually, 
purely imaginary eigenvalues h for Eqs. (27a), (27d), (35a), (35b), (35~) 
constitute only a necessary condition for stability; a sufficient condition for 
stability would be that these eigenvalues have negative real parts. Such a 
thing would not be expected in the inviscid problem however, the effect being 
dissipative. (Bellman and Pennington [3, Sect. 43 treated the viscous case by 
linearization.) To have an actual sufficient condition for stability in the 
inviscid problem, we should need an analysis based on second order effects, 
which is very difficult. 
The next task is to discuss the stability properties for the nontrivial 
branches of solutions. 
If a = a, , then h, = 0, n = I, 2, 3 ,... (see Eq. (40)). This is a bifurcation 
situation. By our analysis in connection with Theorem I, nontrivial branches 
of steady state solutions bifurcate from the trivial solution at these values. 
Those bifurcating from a, for odd integers n go to the left; those bifurcating 
for even n have one branch going to the left from a = a, and one branch 
tending locally to the right. It was seen that if we put z/i = 0 in Eq. (lo), 
then all branches for whatever integers n go to the left. The rightward trend 
of one branch when n is even is clearly a local manifestation. 
Since we have shown “marginal stability” of the trivial solution in Theo- 
rem II, for accelerations in the range 0 < a < a, , and we have shown how 
this stability is lost in successive steps as “a” is increased through the values 
a n , n = 1 , 2 ,..., left bifurcation must be “subcritical bifurcation,” [26, 27, 
pp. 77, 971. At least in many other nonlinear problems, bifurcation from the 
trivial solution in the direction of the stableness of the trivial solution (i.e., 
subcritically) has implied the instability of the bifurcated nontrivial solution. 
We examine the situation here. 
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Henceforth v(x) in problem (27a), (28a), (28b), (29) is a nontrivial interface 
function belonging to a bifurcated branch. The only concrete hold we have 
on these nontrivial branch solutions however is the perturbation series 
(2a), (2b) which, for E in a small disc at the origin E = 0, converge and represent 
functions analytic in E. Here, e was seen to be the magnitude of the projection 
of 77(x, e) on the linear eigenspace of problem (1 la), (llb) at a = a, . Since 
therefore we have coefficients in problem (27a), (28a), (28b), (29) which are 
convergent c-series in this disc, it is natural to seek a solution of that problem 
by perturbation series in E. 
THEOREM III. The nth branch of steady state nontrivial interface solutions 
T(~)(X) of problem (l), where n is an odd integer, which bifurcates to the left 
f rom a = a, , is unstable, with exactly n exponents with positive real parts. 
If n is even, that branch going to the left is again unstable with n exponents with 
positive real parts; that branch going locally to the right is unstable with n - 1 
exponents with positive real parts. If #1 = 0 in boundary function (lo), all 
branches go to the left and all are unstable with n exponents with positive real 
parts. 
Proof. We put 
A2 = A,2 + (IIIE + CY2E2 + ..*, (44a) 
I% = Lo + Ehl + A, + **., (Mb) 
k = h, + Ek1 + l %, + *.., (4w 
in problem (27a), (28a), (28b), (29). With this substitution we have assumed 
that the solution of linear eigenvalue problem (33b) is analytic in E in some 
disc situated at the origin, E = 0. This is turn would be true if the a, q-depend- 
ent operator in eigenvalue problem (33b) were analytic in E in some disc 
in the uniform operator topology. By a remark of T. Kato [17, p. 279, 2.91, 
the eigenvalue X2 and the eigenfunction R(x, 6) then would be analytic in a 
disc. So also with the function K(x, y, 6) by means of expression (30). This 
indicates therefore a method for a priori proof of the convergence of power 
series (44).l 
In carrying out the perturbation series solution of problem (27a), (28a), 
(28b), (29), it is convenient to expand the interface conditions (28a), (28b) in 
Taylor series, as suggested by R. L. Kiang, [20, Eqs. (2), (3)], as follows: 
R + h(X> 0) - d4% 0) + rlL(x, 0) - TA/(x, 0) + h2L(x, 0) + --* 
= 0 (454 
X24x, 0) + X2rlk,(x, 0) + +X2y2&,,(x, 0) + afi + (T/p) Et,, - #(T/p) q,2k,, 
- 3(W) wx3cjlz + .-- = 0. (45b) 
1 We save such a proof for a later paper. 
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Convergent series (45) are yet valid as interface conditions since k(x, y) may 
be extended wherever necessary as a harmonic function. 
We substitute series (2a), (2b) and (44a), (44b), (44c) into problem (27a), 
(28a), (28b), (29), and equate coefficients of powers of E to zero. There results 
a succession of linear problems. 
Zeroth Order Problem 
korr + ~orar = 0, -d<y<O, -l<x<$l 
(46a) 
fro + ko,(% 0) = 0, y =o, -l<x<$l 
Ao2ko(x, 0) + do + g Dora! = 0, 
(46b) 
y =o, -l<x<$l 
(46~) 
ko, = 0, x = &l; ko, = 0, y = -d (46d) 
Ro,(-1) = 0, Aor = 0 (MeI 
This is the same problem solved for the trivial solution T(X) = 0, namely 
(27a), (27d), (27e), (35a), (35b), (35~) but with a = a, . Accordingly we have 
Xo2 = 0, h,(x) = -qne-iYnr, k, = (cp)e”nv + cp)e-vnv) ei+“, Y, = n~/2, (see 
(414, (41b), (43)). 1 n real terms we write X, = --QIn cos v,x - 4an sin v,x, 
and k,(x, y) = (clneYnv + c2ne-Y~~) (qln cos v,x + qzn sin vnx), (see (42a), 
(42bN. 
First Order Problem 
km + km, = 0 
-d<y<O, -1 <x< $1 (47a) 
fi, + k,,(x, 0) - rl&o&> 0) + rl&e&, 0) = 0, -1 <x<+l (47b) 
4,(x, 0) + ado + 4i + (UP) h,, = 0, -1 <x < $1 (47c) 
k,, = 0, x = &l, -d<y<O; 
-l<x<+l 
(47d) 
b 10 (-1) + 2$7) ,kirl;;p;1,~;,-" 11 0 km - WPdl) LOU) = 0. (47e) 
The writing of problem (47) has been facilitated by substituting &,z = 0 in 
terms that would otherwise be present (see problem 46)). a,, is given by (14). 
We are mainly interested in Eq. (47~) with condition (47e). By our study 
of problems (11) and (46), the homogeneous problem has solutions: 
(- l(n+1)j2 sin(nn/2) x, 
~ob9 = 71(x) = 
n odd, i.e. qln = 0, qzn = (- I)h+w 
(-1),/a cos(n?T/2) x, 
n even, i.e. qln = (-l)“/“, qzn = 0. 
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Thus no solution exists for (47c), (47e) unless 01~ is adjusted. The condition 
of solubility is as follows: 
-!3!? T s_” k,(x, 0) h,(x) dx - y j--l @(x) dx 
1 -1 
I=2 j-•' [kc, + y h'] k4 dx 
-1 
= wlh,(1) b2(l) + d-1) ~02w>1 
= ~Gb2U) C%(l) + d-l)1 
1 
0, n odd 
= 2#,[(--)“/a (-l)“/” + (-l>“/” (-l)“/“], n even. 
With k,,(x, 0) = (cln + cZn) (qln cos(nn/2) x + q2% sin(n+) x), (see Eqs. 
(42b), (43)) we have then, with a,, as given in Eq. (14) 
(cln + cZn) y jT1 [q& cos2 y x + qzn sin2 T x] dx 
1 
n odd 
n even. 
Then since 
%I 
v,d + e--vlld 
+ %a = ; $$ _ e-Ynd > 0, n = 1, 2, 3,... 
where v, = nr/2, we have 
(xl = 0 
a1 > 0 
if n is odd 
if n is even. 
Hence referring to expansion (44a), for the branches of nontrivial solutions 
+)(x, C) bifurcating from a, , where n is odd, we have 01~ = 0. At this stage 
we have as yet no information on stability of the branch. For those branches 
qfn)(x, 6) bifurcating from a, with n even, we have CL, > 0, whence by Eq. 
(44a) we have X2 > 0 for E > 0, X2 < 0, for E < 0, at least near E = 0. This 
would indicate that we decrease the stability as we mount that branch tending 
to the left from a, (even n), while we increase the stability along the branch 
tending to the right from a, . 
If we were to assume that #r = 0 in boundary function (lo), we should 
have no information on the stability of any branch at this stage. 
So as to complete our information, we must continue in our evaluation of 
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the coefficients of expansion (44a). We assume that 01~ = 0 below when n is 
odd or when I,!I~ = 0. 
Second Order Problem 
km, + k,,, = 0, -d<y<O, -l<x<+l (49a) 
h, + k,,(x> 0) - rl&& 0) + rl&wv(x, 0) - w&o&, 0) + h2kovvu(x> 0) 
= 0, -1<x<+1 (49b) 
a2k,(x, 0) + $ vn2h2 - ?- 21 n%4h,, + r hZze 
128 p P 
3 T T 
(49c) 
- T p 7Lklr0 - 3 p 71r7123cPlo. = 0, y = 0 
k,, = 0, x = &l; k,, = 0, y=-d (49d) 
h,z(-l) + 347I2(--1M-l) + 2h?lw)~lw) = 0, 
ha(l) - 2’/41) ‘6(l) - %71(l) h,(l) = 0 
(49e) 
where again, advantage has been taken to leave out terms by virtue of the 
fact that we have found that ho2 = 0, 01~ = 0. 
We determine the value of 01~ such that the second order problem is 
soluble from Eq. (49c), which we rewrite as follows: 
For n odd, this becomes 
h,,, + v,2h, = - y (cln + cZn) qsn sin v,x - & nWq2,, sin v,x 
+ $vn4q2, cos2 v,x sin v,x + 3v,4q2, cos2 V,X sin V,X. 
For 1z even, Eq. (50) reads 
cw 
fIfZZ + v,2h2 = - y (Cl, + czn) qln cos v,x - & Twq,, cos v,x 
+ $vn4qln sin2 v,x cos v,x + 3vn4ql, sin2 v,x cos v,x 
(51b) 
in view of the fact that 
Pm = 0, n odd 
42n = 0, II even. 
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For +r > 0, and conditions (49e), only the case of odd n pertains. The 
condition for solubility of problem (51a), (49e) is as follows: 
y (Cm + C2n) dn J-’ 
3 1 
sin2 V,X dx 
-1 
sin’ vnx dx + m n4m4q&, 
s 
-1 
9 
- -n47r4qz, 
2 s 
1 
cos2 v,x sin’ v,x dx 
-1 
’ = s @2m + ~~~21 k, dx 
= G) R2nU) - Jb(--1) L-1) 
= --42n sin ~s[~~~(l) + 912z(-1)1 
= -q2~SinV,X[2~,(7,(1)h,(l) + 71(1)&(1)) 
--2'!',(7d--1)h1(-l) + 7161)&01 =o 
in view of the fact that 72(x) = (2/nn) $r * (-l)o-l)i2 cos(nn/2) x so that 
72(&l) = 0 (see Eq. (14c)), and the fact that h(x) E M,” determined from 
problem (47c), (47e) with 01~ = 0, also is a multiple of cos(nr/2) X. Hence 
since cIn + C2n = (l/v%) (evnd + e-v*d)/(evnd - e-“nd) > 0, 71 = 1, 2, 3,..., we 
must have 
T 1 i 
""=pz( 
-3n4?r4+9n4n4.L 
128 2 4 f 
=‘Ln41T4 
P C2n [ 
-&++I >o. 
(52) 
A fortiori we get the same result for #r = 0 in boundary function (10). 
For n ewen, we have obtained the stability result for the nontrivial solutions 
of the n’th branch with the First Order Problem, except under the assump- 
tion that & = 0 in boundary function (10). With $r = 0 however Eq. (48b) 
indicates that 01~ = 0, which provides no information. Hence with n even, we 
have need of a result only for #r = 0. 
The condition of solubility for problem (51b), (49e) is as follows: 
3 cos2 V,X dx + 128 n4rr4qf, 
I 
+1 
cos2 v,x dx --1 
+1 
-- 
; %"!&a s 
sin2 V,X cos2 V,X dx 
-1 
’ = 
I 
[h,,, + vn2h2] A,, dx 
= A$) K,,(l) - h,(-1) Iz2X(--1) = 0 
202 GEORGE H. PIMBLEY, JR. 
by boundary conditions (49e) with +I = 0. By virtually the same calculation 
as in (52), we see that CQ > 0. 
Thus referring to expansion (44a), for those branches of nontrivial solutions 
#@(x, E) bifurcating from a, , (where n is odd), CQ = 0, but 01~ > 0. As 
E > 0 increases, and we ascend the branch, h2 = Xn2 > 0, so that there are 
positive exponential modes, i.e., 
bz(~, Y, 4 = e%(% Y)) 
h,(t, x) = eW,(x) ! 
h > o 
n 
which are solutions of problem (27). Th e same holds for all branches, for 
whatever integer 1z > 0, if $r = 0. 
The behavior of the eigenvalue X, , which determines timewise exponential 
growth along the n’th branch, and which indicates instability, is illustrated 
in Fig. 12. 
Im A A plane 
&+I 
A” 
---I- 
-x,-l O hl 
Re X 
-hi 
c-0 
(0) 
Im X 
t 
A plane 
An+2 
FIG. 12. Suggested configuration of eigenvalues in stability analysis. 
For l = 0, the h values for j > n are on the imaginary axis of the h plane, 
while h, is a double eigenvalue at the origin. As soon as E > 0, and we have a 
nontrivial n’th branch solution, there exists an eigenvalue An in the right half 
plane, (see Fig. 12b). 
The above arguments indicate that the branches of nontrivial solutions 
(Eqs. (2)), n = 1, 2 ,..., representing steady state interfaces of problem (I), 
are unstable. We have An2 > 0, and a fortiori Re As2 > 0, p = 1, 2 ,..., n - 1. 
Thus the n’th branch has ti degrees of instability, or n positive exponents. 
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From general considerations relating to nonlinear operators, X, , (for 
odd n), once positive for small E, remains positive along the entire branch 
T(@)(X), even beyond the range of validity of expansions (1). At least it cannot 
return to the imaginary axis the way it came, i.e., via a ha = 0 situation. 
X, = 0, for some function of the n’th branch, would represent a bifurcation 
situation where there would be degenerate behavior: splitting or changes of 
direction of evolution. For odd n, the proof of Theorem I disclosed no such 
degenerate behavior. For even 12, we did not outlaw some local changes of 
direction of evolution of the branches, viz the case #r # 0. 
This completes the proof of Theorem II. 
Putting Theorems II and III together, we can draw the following further 
conclusions. For 0 < a < a, , the trivial solution representing the plane 
interface is stable, i.e., hi2 < 0 all i. The trivial solution on the other hand 
is unstable for a, < a < a2 , since h, > 0 in that interval. The first branches 
of nontrivial solutions, for 7t = 1, bifurcate to the left at a = a, = (T/p) (x2/4) 
and exist in the interval 0 < a < a, . Here again X, > 0. The first branches 
of nontrivial solutions continue in 0 < a < a, , the same type of instability 
possessed by the trivial solution in a, < a < a2 . The stability possessed 
by the trivial solution in 0 < a < a, simply disappears at a = a,; it is not 
continued anywhere. A similar thing happens at other values a, where rz is 
odd. The number of exponents with positive real parts possessed by the 
nontrivial branches (bifurcating to the left from a,) for 0 < a < a, is the 
same as the number of exponents with positive real parts possessed by the 
trivial solution in a, < a < a,,, . Likewise for any n when I+$ = 0. This is 
called subcritical behavior [26; 27, p. 971. 
For n even, there are two distinct branches of nontrivial solutions bifur- 
cating at a, , one to the left, and one locally to the right. That branch going 
to the left behaves subcritically, continuing the number of positive exponents 
possessed by the trivial solution in a, < a < a,,, into the region 0 < a < a,. 
That branch going locally to the right behaves supercritically, continuing 
the number of positive exponents possessed by the trivial solution in 
a,-, < a < a, into a small adjacent interval in the region a > a, . 
A consistent picture emerges of the instability of these branches. 
5. REMARKS 
It has become an axiom in the hydrodynamic literature, and the literature 
of the other disciplines where branching or bifurcation phenomena exist that 
supercritically bifurcated solutions (due to bifurcation in a direction from 
the stable stationary state toward the unstable stationary state) are stable, 
while subcritically bifurcated solutions (due to bifurcation in a direction 
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back towards the stable stationary state) are unstable. In the former instance 
it is said that there is an “exchange of stabilities.” 
D. Sattinger and D. Joseph have proved this result for a class of problems 
that include the steady state Navier Stokes system in the case of the primary 
first branch bifurcation [16; 26; 27, p. 971. 
In Theorems II and III of this paper we see that the first or primary 
bifurcated branches of steady state interfaces T?)(X) obey the above principle: 
they bifurcate subcritically in the direction of the stable plane-surface solution 
y(x) = 0, and we have an independent proof that the bifurcated interfaces 
are unstable. 
At least two methods have been proposed to stabilize “Taylor instability:” 
Dynamic Stabilization and Magnetic Feedback, [31, 32, 331. With dynamic 
stabilization, the applied steady acceleration “a” has imposed upon it a 
sinusoidal oscillation, and it is claimed that this stabilizes the system to the 
troublesome long-wavelength perturbations. With magnetic feedback, 
magnetic fields and conducting fluids are used in an arrangement which it 
is claimed effects the interfacial stability. 
It seems to the author that any method of stabilizing “Taylor Instability” 
is in essence a method of altering Fig. 9 of this paper so that the bifurcated 
branches of interface solutions go to the right rather than to the left, and are 
therefore supercritical. It would seem to make sense that at the first critical 
acceleration, rather than decrease the acceleration to get actual experimental 
nontrivial steady state solutions, one should increase the acceleration. 
There is an option which has not yet been used in efforts to stabilize the 
fluid interface in Fig. 1 of this paper, to the author’s knowledge. Namely, 
we can vary the shape of the vessel with a view to turning subcritical bifur- 
cations into supercritical bifurcations. The act of varying the shape of the 
vessel to effect such an end could have an analog in other experimental 
situations. The author hopes to work on this problem. 
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