This paper is concerned with evaluating value at risk estimates. It is well known that using only binary variables, such as whether or not there was an exception, sacri…ces too much information. However, most of the speci…cation tests (also called backtests) available in the literature, such as Christo¤ersen (1998) and Engle and Maganelli (2004) are based on such variables. In this paper we propose a new backtest that does not rely solely on binary variables. It is shown that the new backtest provides a su¢ cient condition to assess the …nite sample performance of a quantile model whereas the existing ones do not. The proposed methodology allows us to identify periods of an increased risk exposure based on a quantile regression model (Koenker & Xiao, 2002) . Our theoretical …ndings are corroborated through a Monte Carlo simulation and an empirical exercise with daily S&P500 time series.
Introduction
Recent …nancial disasters have emphasized the need for accurate risk measures for …nancial institutions. Value-at-Risk (VaR) models were developed in response to the …nancial disasters of the early 90s, and have become a standard measure of market risk, which is increasingly used by …nancial and non-…nancial …rms as well. In fact, VaR is a statistical risk measure of potential losses, and summarizes in a single number the maximum expected loss over a target horizon, at a particular signi…cance level. Despite several other competing risk measures proposed in the literature, VaR has e¤ectively become the cornerstone of internal risk management systems in …nancial institutions, following the success of the J.P. Morgan (1996) RiskMetrics system, and nowadays form the basis of the determination of market risk capital, since the 1996 Amendment of the Basel Accord.
Another advantage of VaR is that it can be seen as a coherent risk measure for a large class of continuous distributions, that is, it satis…es the following properties: (i) subadditivity (the risk measure of a portfolio cannot be greater than the sum of the risk measures of the smaller portfolios that comprise it); (ii) homogeneity (the risk measure is proportional to the scale of the portfolio);
(iii) monotonicity (if portfolio Y dominates X, in the sense that each payo¤ of Y is at least as large as the corresponding payo¤ of X, i.e., X Y , then X must be of lesser or equal risk) and; (iv) risk free condition (adding a risk-free instrument to a portfolio decreases the risk by the size of the investment in the risk-free instrument). A crucial issue that arises in this context is how to evaluate the performance of a VaR model.
According to Giacomini and Komunjer (2005) , when several risk forecasts are available, it is desirable to have formal testing procedures for comparison, which do not necessarily require knowledge of the underlying model, or, if the model is known, do not restrict attention to a speci…c estimation procedure. The literature has proposed several tests (also known as "backtests"), such as Kupiec (1995) , Christo¤ersen (1998) and Engle and Manganelli (2004) , mainly based on binary variables because binary variables are constructed to represent rare events. In …nite samples, it may be the case that there are few extreme events, leading to a lack of the information needed to reject a misspeci…ed model. In this case, a typical solution would be to either increase the sample size or construct a new test that uses more information than the existing ones to reject a misspeci…ed model.
The contribution of this paper is twofold. First we propose a random coe¢ cient model that can be used to construct a Wald test for the null hypothesis that a given VaR model is correctly speci…ed. To the best of our knowledge, no such framework exists in the current literature. It is well known that although LM and Wald tests are asymptotically equivalent under the null hypothesis and local alternatives, they can yield quite di¤erent results in …nite samples. We show in this paper that the new test uses more information to reject a misspeci…ed model which makes it deliver more power in …nite samples than any other existing test.
Another limitation of the existing tests is that they do not give any guidance as to how the VaR models are wrong. The second contribution of this paper is to develop a mechanism by which we can evaluate the local and global performance of a given VaR model and, therefore, …nd out why and when it is misspeci…ed. By doing this, we can unmask the reasons of rejection of a misspeci…ed model. This information could be used to reveal if a given model is under or over estimating risk, if it reacts quickly to increases in volatility, or even to suggest possible model combinations that would result in more accurate VaR estimates. Indeed, it has been proven that model combination (see Issler and Lima, 2009 ) can increase the accuracy of forecasts. Since VaR is simply a conditional quantile, it is also possible that model combination can improve the forecast of a given conditional quantile or even of an entire density.
Our Monte Carlo simulations as well as our empirical application using the S&P500 series corroborate our theoretical …ndings. Moreover, the proposed test is quite simple to compute and can be carried out using software available for conventional quantile regression, and is applicable even when the VaR does not come from a conditional volatility model.
This study is organized as follows: Section 2 de…nes Value-at-Risk and the model we use, section 3 presents a quantile regression-based hypothesis test to evaluate VaRs. In Section 4, we brie ‡y describe the existing backtests and establish a su¢ cient condition to assess a quantile model. Section 5 shows the Monte Carlo simulation comparing the size and power of the competing backtests. Section 6 presents a local analysis of VaR models and section 7 provides an empirical exercise based on daily S&P500 series. Section 8 concludes.
The Model
A Value-at-Risk model reports the maximum loss that can be expected, at a particular signi…cance level, over a given trading horizon. If R t denotes return of a portfolio at time t, and 2 (0; 1)
denotes a (pre-determined) signi…cance level, then the respective VaR (V t ) is implicitly de…ned by the following expression:
where F t 1 is the information set available at time t 1. From the above de…nition, it is clear that V t is the th conditional quantile of R t . In other words, V t is the one-step ahead forecast of the th quantile of R t based on the information available up to period t 1.
From Equation (1) Patton (2001) argue that a volatility model is typically used to forecast the absolute magnitude of returns, but it may also be used to predict quantiles. In this paper, we adapt the idea of Christo¤ersen et al. (2001) to investigate the accuracy of a given VaR model. In particular, instead of using the conditional volatility as a regressor, we simply use the VaR measure of interest (V t ).
We embed this measure in a general class of models for stock returns in which the speci…cation that delivered V t is nested as a special case. In this way, we can provide a test of the VaR model through a conventional hypothesis test. Speci…cally, we consider that there is a random coe¢ cient model for R t , generated in the following way:
where V t is F t 1 -measurable in the sense that it is already known at period t, U t iid U (0; 1), and i (U t ), i = 0; 1 are assumed to be comonotonic in U t , with (U t ) = [ 0 (U t ); 1 (U t )] 0 and
Proposition 1 Given the random coe¢ cient model (2) and the comonotonicity assumption of i (U t ), i = 0; 1, the th conditional quantile of R t can be written as
Proof. See appendix. 
against the general alternative.
The null hypothesis can be presented in a classical formulation as 
where J = p lim
x t x 0 t and H = p lim
The term f t (Q Rt ( jx t ) represents the conditional density of R t evaluated at the quantile . Consistent estimators of J and H are computed by using, for instance, the techniques in Koenker and Machado (1999) . Given that we are able to compute the covariance matrix of the estimated b ( ) coe¢ cients, we can now construct our hypothesis test to verify the performance of the Value-at-Risk model based on quantile regressions (hereafter, VQR test).
De…nition 1: Let our test statistic be de…ned by
In addition, consider the following assumptions:
Assumption 1: Let x t be measurable with respect to F t 1 and z t fR t ; x t g be a strictly stationary process;
Assumption 2: (Density) Let R t have conditional (on x t ) distribution functions F t , with continuous Lebesgue densities f t uniformly bounded away from 0 and 1 at the points Q Rt ( j x t ) =
Assumption 3: (Design) There exist positive de…nite matrices J and H , such that for all 2 (0; 1):
Assumption 4: max i=1;:::;
The asymptotic distribution of the VQR test statistic, under the null hypothesis that Q Rt ( j F t 1 ) = V t , is given by Proposition 2 below, which is merely an application of Hendricks and Koenker (1992) and Koenker (2005, Theorem 4.1) for a …xed quantile .
Proposition 2 (VQR test) Consider the quantile regression (4) . Under the null hypothesis (5), if assumptions (1)- (4) hold, then, the test statistic V QR is asymptotically chi-squared distributed with two degrees of freedom.
Proof. See appendix.
Remark 1: Assumption (1) together with comonotonicity of i (U t ), i = 0; 1 guarantee the monotonic property of the conditional quantiles. We recall the comment of Robinson (2006) , in which the author argues that comonotonicity may not be su¢ cient to ensure monotonic conditional quantiles, in cases where x t can assume negative values. In our case, x t 0: Assumption (2) relaxes the iid assumption in the sense that it allows for non-identical distributions. Bounding the quantile function estimator away from 0 and 1 is necessary to avoid technical complications. Assumptions (2)-(4) are quite standard in the quantile regression literature (e.g., Koenker and Machado (1999) and Koenker and Xiao (2002) ) and familiar throughout the literature on M-estimators for regression models, and are crucial to apply the CLT of Koenker (2005, Theorem 4.1).
Remark 2:
Under the null hypothesis it follows that V t = Q Rt ( j F t 1 ), but under the alternative hypothesis the random nature of V t , captured in our model by the estimated coe¢ cients b ( ) 6 = 0, can be represented by V t = Q Rt ( j F t 1 ) + t , where t represents the measurement error of the VaR on estimating the latent variable Q Rt ( j F t 1 ). Note that assumptions (1)- (4) are easily satis…ed under the null and the alternative hypotheses. In particular, note that assumption (4) under H 1 implies that also t is bounded.
Remark 3:
Assumptions (1)- (4) do not restrict our methodology to those cases in which V t is constructed from a conditional volatility model. Indeed, our methodology can be applied to a broad number of situations, such as:
(i) The model used to construct V t is known. For instance, a risk manager trying to construct a reliable VaR measure. In such a case, it is possible that: (ia) V t is generated from a conditional volatility model, e.g., (ii) V t is generated from an unknown model, and the only information available is fR t ; V t g. In this case, we are still able to apply Proposition 2 as long as assumptions (1)- (4) hold. This might be the case described in Berkowitz and O'Brien (2002) , in which a regulator investigates the VaR measure reported by a supervised …nancial institution; (iii) V t is generated from an unknown model, but besides fR t ; V t g a con…dence interval of V t is also reported. Suppose that a sequence fR t ; V t ; V t ; V t g is known, in which Pr 
Existing Backtests
Recall that a correctly speci…ed VaR model at level is nothing other than the th conditional quantile of R t . The goal of the econometrician is to test the null hypothesis that V t correctly approximates the conditional quantile for a speci…ed level . In this section, we review some of the existing backtests, which are based on an orthogonality condition between a binary variable and some instruments. This framework is the basis of GMM estimation and o¤ers a natural way to construct a Lagrange Multiplier (LM) test. Indeed, the current literature on backtesting is mostly represented by LM type of tests. In …nite samples, the LM test and the Wald test proposed in this paper can perform quite di¤erent. In particular, we will show that the test proposed in this paper consider more information than some of the existing test and, therefore, it can deliver more power in …nite sample.
We …rst de…ne a violation sequence by the following indicator function or hit sequence:
By de…nition, the probability of violating the VaR should always be
Based on these de…nitions, we now present some backtests usually mentioned in the literature to identify misspeci…ed VaR models:
(i) Kupiec (1995) : Some of the earliest proposed VaR backtests is due to Kupiec (1995) , which proposes a nonparametric test based on the proportion of exceptions. Assume a sample size of T observations and a number of violations of N =
The objective of the test is to know whether b p N=T is statistically equal to :
The probability of observing N violations over a sample size of T is driven by a Binomial distribution and the null hypothesis (ii) Christo¤ersen (1998): The unconditional coverage property does not give any information about the temporal dependence of violations, and the Kupiec (1995) test ignores conditioning coverage, since violations could cluster over time, which should also invalidate a VaR model. In this sense, Christo¤ersen (1998) extends the previous LR statistic to specify that the hit sequence should also be independent over time. The author argues that we should not be able to predict whether the VaR will be violated, since if we could predict it, then, that information could be used to construct a better risk model. The proposed test statistic is based on the mentioned hit sequence H t , and on T ij that is de…ned as the number of days in which a state j occurred in one day, while it was at state i the previous day. The test statistic also depends on i , which is de…ned as the probability of observing a violation, conditional on state i the previous day. It is also assumed that the hit sequence follows a …rst order Markov sequence with transition matrix given by
no violation (11) Note that under the null hypothesis of independence, we have that = 0 = 1 = (T 01 + T 11 )=T , and the following LR statistic can, thus, be constructed:
The joint test, also known as the "conditional coverage test", includes the unconditional coverage and independence properties. An interesting feature of this test is that a rejection of the conditional coverage may suggest the need for improvements on the VaR model, in order to eliminate the clustering behavior. On the other hand, the proposed test has a restrictive feature, since it only takes into account the autocorrelation of order 1 in the hit sequence.
Berkowitz et al (2009) (8) and (9) imply that
that is, the de-meaned violations form an m.d.s. with respect to F t 1 . This implies that Hit t is uncorrelated at all leads and lags. In other words, for any vector X t in F t 1 we must have
which constitutes the basis of GMM estimation. The framework based on such orthogonality conditions o¤ers a natural way to construct a Lagrange Multiplier (LM) test. Indeed, if we allow X t to include lags of Hit t , V t and its lags, then we obtain the well-known DQ test proposed by Engle and Manganelli (2004) , which we describe below.
(iii) Engle & Manganelli (2004) proposed a new test that incorporates a variety of alternatives.
Using the previous notation, the random variable Hit t = H t is de…ned by the authors, in order to construct the dynamic conditional quantile (DQ) test, which involves the following statistic:
where the vector of instruments X t might include lags of Hit t , V t and its lags 
DQ versus VQR test
In the previous section we showed that the DQ test proposed by Engle and Manganelli (2004) can be interpreted as a LM test. The orthogonality condition (13) constitutes the basis of GMM estimation and therefore can be used to estimate the quantile regression model (4) under the null hypothesis (5). It is well know that OLS and GMM are asymptotically equivalent. By analogy, quantile regression estimation and GMM estimation are also known to be asymptotically equivalent (see for instance, footnote 5 of Buchinsky, 1998 , and the proofs of Powell, 1984) . However, if the orthogonality condition (13) provides a poor …nite-sample approximation of the objective function, then GMM and quantile regression estimation will be quite di¤erent and the LM tests and Wald test proposed in this paper will yield very di¤erent results. In order to compare the DQ test and our VQR test, we consider the simplest case in which
0 . As showed in Koenker (2005, pp. 32-37), the quantile regression estimator minimizes the objective function R( ) = P n t=1 (y t X 0 t ), where (u) = u1(u 0) + ( 1) u1(u < 0). Notice that is piecewise linear and continuous function, and it is di¤erentiable except at the points at which one or more residuals are zero. At such points, R( ) has directional derivatives in all directions. The directional derivative of R in direction w (OR( ; w)) is given by OR( ; w) = P n t=1 (y t X 0 t ; X 0 t w) X 0 t w, where
If at point 0 , OR( 0 ; w) > 0 for all w 2 R p with kwk = 1, then 0 minimizes R( ). Now, consider the quantile problem which the VQR is based on. Therein, if we set
Hit t X 0 t w, if u t = 0; and Hit t = I([1 V t ] w < 0)
. Notice that the function Hit is the same one de…ned by Engle and Manganelli (2004) and that Hit t 6 = Hit t . According to Koenker (2005) , there will be at least p zero residuals where p is the dimension of . This suggests that the orthogonality condition
, does not imply OR( 0 ; w) > 0 for all w 2 R 2 with kwk = 1. In this case, the orthogonality condition is not su¢ cient to assess a performance of a quantile model V t in …nite samples. In practice, the VQR test is using more information than the DQ test to reject a misspeci…ed model and, therefore, it can exhibit superior power in …nite samples than the DQ test.
Finally, it is possible to generalize this result for a list of instruments larger than
0 as long as we rede…ne our quantile regression (4) to include other regressors besides an intercept and
Although the …rst order condition n 1 P n t=1 In sum, the above results suggest that there are some reasons to prefer the VQR test over the DQ test since the former can have more power in …nite sample and be equivalent to the latter under the null hypothesis. A small Monte Carlo simulation is conducted in Section 4 to verify these theoretical …ndings as well as to compare the VQR test with the existing ones in terms of power and size.
Monte Carlo simulation
In this section we conduct a simulation experiment to investigate the …nite sample properties of the VQR test. In particular we are interested in showing under which conditions our theoretical …ndings are observed in …nite samples. We consider, besides the VQR test, the unconditional coverage test of Kupiec (1995) , the conditional coverage test of Christo¤ersen (1998) and the out-of-sample DQ test of Engle and Manganelli (2004) , in which we considered the instruments X t = [1 V t ] 0 . We look at the one-day ahead forecast and simulate 5,000 sample paths of length T + T e observations, using the …rst T e = 250 observations to compute the initial values of (18) with T = f250; 500; 1000; 2500g Nonetheless, the lack of accuracy in asymptotic critical values can give rise to size distortions especially for samples as small as T = 250. In order to avoid that these size distortions favor some tests in terms of power, we will compute the so called size-adjusted power. In the size-adjusted power, the 5% critical value is going to correspond to the 5% quantile of the test statistic distribution under the null hypothesis. In doing this, we eliminate any power performance of tests caused by the use of asymptotic critical values. Of course, if the empirical size is close to the nominal one, which is 5%, then size-adjusted and asymptotic power will be close to each other as well.
We start evaluating the empirical size of 5% tests. To assess the size of the tests we will assume that the correct data-generating process is a zero mean, unit unconditional variance normal innovation-based GARCH model:
where = 0:05 and = 0:90, and " t iidN (0; 1). We therefore compute the true VaR as
where 1 denotes the quantile of a standard normal random variable. Since we are computing 5% tests, we should expect that under the null hypothesis each test would reject the correctly speci…ed model V t = t 1 5% of times. The Kupiec and Christor¤ersen tests seem to be undersized when = 1% and the sample is as small as T = 250 but their empirical size converges to the nominal size as the sample increases. The same thing happens to the DQ test, which is slightly oversized for small samples but has correct size as the sample size increases. When = 0:05 observations become more dense and consequently the quantiles are estimated more accurately. Since the 5% conditional quantile is now estimated more precisely, the improvement in the VQR test is relatively larger than in other tests. Indeed, when = 5% and sample is as small as T = 250 the empirical size of the VQR and DQ tests are almost the same. As the sample increases, the empirical size of all tests converge to the nominal size of 5% In sum, if the sample has a reasonable size then our theoretical …ndings are con…rmed in the sense that all tests have correct size under the null hypothesis. The main di¤erence between the tests relates to their power to reject a misspeci…ed model. To investigate power, we will assume that the correct data-generating process is again given by (15) .
We must also choose a particular implementation for the VaR calculation that is misspeci…ed in that sense it di¤ers from (17 There are theoretically few observations below V t when = 1%, which explains the low power exhibited by all tests. When = 5% the number of observations below V t increases, giving to the tests more information that can be used to reject a misspeci…ed model. Hence, we expect that the power of each test will increase when one considers = 5% rather than = 1%. This additional information is used di¤erently by each test. Here again the VQR bene…ts from using more information than any other test to reject a misspeci…ed model. Indeed, even for T = 250 the VQR rejects the null hypothesis 21,5% of the times, above Kupiec (6,8%), Christor¤ersen (14,2%) and DQ (17,9%) test. For T = 2500 the power of the VQR approaches 90% against 42,3%, 50,9%
and 76,9% for Kupiec, Chistor¤ersen and DQ respectively. Another advantage of the random coe¢ cient framework proposed in this paper is that it can be used to derive a statistical device that indicates why and when a given VaR model is misspeci…ed.
In the next section we introduce this device and show how to use it to identify periods of risk exposure. Value-at-Risk model should produce a sequence of unbiased and uncorrelated hits, and any noise introduced into the Value-at-Risk measure would change the conditional probability of a hit vis-à-vis the related VaR. Given that our study is entirely based on a quantile framework, besides the VQR test, we are also able to identify the exact periods in which the VaR produces an increased risk exposure in respect to its nominal level , which is quite a novelty in the literature. To do so, let us …rst introduce some notation:
De…nition 2: W t fQ Ut (e ) = e 2 [0; 1] j V t = Q Rt (e j F t 1 )g, representing the empirical quantile of the standard iid uniform random variable, U t , such that the equality V t = Q Rt (e j F t 1 ) holds at period t.
In other words, W t is obtained by comparing V t with a full range of estimated conditional quantiles evaluated at 2 [0; 1]. Note that W t enables us to conduct a local analysis, whereas the proposed VQR test is designed for a global evaluation based on the whole sample. It is worth mentioning that, based on our assumptions, Q Rt ( j F t 1 ) is monotone increasing in , and W t by de…nition is equivalent to a quantile level, i.e., W t > , Q Rt (W t j F t 1 ) > Q Rt ( j F t 1 ). Also note that if V t is a correctly speci…ed VaR model, then W t should be as close as possible to for all t. However, if V t is misspeci…ed, then it will vague away from , suggesting that V t does not correctly approximate the th conditional quantile.
Notice that, due to the quantile regression setup, one does not need to know the true returns distribution in order to construct W t . In practical terms, based on the series R t ; V t one can estimate the conditional quantile functions Q Rt ( j F t 1 ) for a (discrete) grid of quantiles 2 [0; 1]. Then, one can construct W t by simply comparing (in each time period t) the VaR series V t with the set of estimated conditional quantile functions Q Rt ( j F t 1 ) across all quantiles inside the adopted grid.
Now consider the set of all observations = 1; : : : ; T , in which T is the sample size, and de…ne the following partitions of : Since we partitioned the set of periods into two categories, i.e. = H + L , we can now properly identify the so-called periods of "risk exposure" L . Let us summarize the previous concepts through the following schematic graph: highly accurate even as compared to more sophisticated structural models.
In addition, recall that we are testing the null hypothesis that the model V t correctly approximates the true th conditional quantile of the return series R t . We are not testing the null hypothesis that V t correctly approximates the entire distribution of R t . Therefore, it is possible that for di¤erent 's (target probabilities) the model V t might do well at a target probability, but otherwise poorly (see Kuester et al., 2005 
Results
We The results from our backtesting is exhibited in Table 3 . Note that this local behavior investigation could only be conducted through our proposed quantile regression methodology, which we believe to be a novelty in the backtest literature. model for = 1% and 5%. As expected, the VQR test performs quite well, easily rejecting the misspeci…ed HS12M.
In our local analysis, the GARCH (1,1) model seems to work well when we use it to estimate a 1% VaR but fails to estimate a 5% VaR accurately. The backtest analysis in Table 3 indicates that neither tests rejects the null hypothesis that the GARCH(1,1) is a correctly speci…ed model for a 1% VaR. However, as documented by Kuester et al. (2005) it is possible that for di¤erent 's (target probabilities) the model can do well at a given target probability, but otherwise poorly at another target probability. Here, the GARCH(1,1) model seems to predict the 1% VaR quite well but not the 5% VaR. However, when we backtest the GARCH(1,1) for = 5% by using the existing backtests, we fail to reject the null hypothesis. This results suggest that the GARCH(1,1) model correctly predicts the 5% VaR despite the clear evidence against it showed in Figure 3 . The results of Table 3 indicate that GARCH(1,1) model for the 5% VaR is only rejected by the VQR test, which is compatible with the previous evidence in …gure 3. Our methodology is, therefore, able to reject more misspeci…ed VaR models in comparison to other backtests. As noted by the Basle Committee (1996), the magnitude as well as the number of exceptions of a VaR model is a matter of concern. The so-called "conditional coverage" tests indirectly investigate the VaR accuracy, based on a "…ltering" of a serially correlated and heteroskedastic time series (R t ) into a serially independent sequence of indicator functions (hit sequence Hit t ). Thus, the standard procedure in the literature is to verify whether the hit sequence is iid. However, an important piece of information might be lost in that process, since the conditional distribution of returns is dynamically updated. This issue is also discussed by Campbell (2005) , which states that the reported quantile provides a quantitative and continuous measure of the magnitude of realized pro…ts and losses, while the hit indicator only signals whether a particular threshold was exceeded.
In this sense, the author suggests that quantile tests can provide additional power to detect an inaccurate risk model.
That is exactly the objective of this paper: to provide a VaR-backtest fully based on a quantile regression framework. Our proposed methodology enables us to: (i) formally conduct a Wald-type hypothesis test to evaluate the performance of VaRs; and (ii) identify periods of an increased risk exposure. We illustrate the usefulness of our setup through an empirical exercise with daily S&P500
returns, in which we construct two competing VaR models and evaluate them through our proposed backtest (and through other standard backtests).
Since a Value-at-Risk model is implicitly de…ned as a conditional quantile function, the quantile approach provides a natural environment to study and investigate VaRs. One of the advantages of our approach is the increased power of the suggested quantile-regression backtest in comparison to some established backtests in the literature, as suggested by a Monte Carlo simulation. Perhaps most importantly, our backtest is applicable under a wide variety of structures, since it does not depend on the underlying VaR model, covering either cases where the VaR comes from a conditional volatility model, or it is directly constructed (e.g., CAViaR or ARCH-quantile methods) without relying on a conditional volatility model. We also introduce a main innovation: based on the quantile estimation, one can also identify periods in which the VaR model might increase the risk exposure, which is a key issue to improve the risk model, and probably a novelty in the literature.
A …nal advantage is that our approach can easily be computed through standard quantile regression softwares.
Although the proposed methodology has several appealing properties, it should be viewed as complementary rather than competing with the existing approaches, due to the limitations of the quantile regression technique discussed along this paper. We aim to contribute to the current debate by providing a quantile technique that can be useful as a valuable diagnostic tool, as well as a mean to search for possible model improvements.
Proof of Proposition 2. By Assumption (1), we have that the conditional quantile function is monotone increasing in , which is a crucial property of Value-at-Risk models. In other words, we have that Q Rt ( 1 j F t 1 ) < Q Rt ( 2 j F t 1 ) for all 1 < 2 2 (0; 1). Assumptions (2)- (4) are regularity conditions necessary to de…ne the asymptotic covariance matrix, and a continuous 
