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The Effective Fragment Potential: Small Clusters and Radial Distribution
Functions
Abstract
The effective fragment potential (EFP) method for treating solventeffects provides relative energies and
structures that are in excellent agreement with the analogous fully quantum [i.e., Hartree-Fock (HF), density
functional theory(DFT), and second order perturbation theory (MP2)] results for small water clusters. The
ability of the method to predict bulk water properties with a comparable accuracy is assessed by performing
EFP molecular dynamics simulations. The resulting radial distribution functions (RDF) suggest that as the
underlying quantum method is improved from HF to DFT to MP2, the agreement with the experimental
RDF also improves. The MP2-based EFP method yields a RDF that is in excellent agreement with
experiment.
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The effective fragment potential ~EFP! method for treating solvent effects provides relative energies
and structures that are in excellent agreement with the analogous fully quantum @i.e., Hartree-Fock
~HF!, density functional theory ~DFT!, and second order perturbation theory ~MP2!# results for
small water clusters. The ability of the method to predict bulk water properties with a comparable
accuracy is assessed by performing EFP molecular dynamics simulations. The resulting radial
distribution functions ~RDF! suggest that as the underlying quantum method is improved from HF
to DFT to MP2, the agreement with the experimental RDF also improves. The MP2-based EFP
method yields a RDF that is in excellent agreement with experiment. © 2004 American Institute
of Physics. @DOI: 10.1063/1.1768511#
Computational quantum chemistry has been expanding
its focus beyond primarily treating individual molecular spe-
cies with sophisticated methods to developing accurate meth-
ods to model environmental effects. Of particular interest is
the condensed phase, where most chemical and biological
processes occur. Of paramount importance is the develop-
ment of a method that is accurate and reliable across the full
range from molecular to cluster to bulk solvation. Most dis-
crete solvent methods are either most appropriate to the
study of small clusters ~due to high computational demands!
or specifically parametrized to reproduce certain bulk
behaviors.1,2 An important exception is the water potential
developed by Xantheas et al., based on second order pertur-
bation theory.3
The effective fragment potential ~EFP!4,5 method was
originally designed and implemented to describe discrete
solvent effects. The initial focus was on accurate prediction
of the effect of solvents on chemical reactions and on the
study of small clusters of water molecules. Since the EFP
method has been shown to accurately reproduce cluster
properties,6 the focus of the present paper is to present
preliminary results that illustrate the ability of the method to
predict bulk properties. The EFP method and various appli-
cations have been described in detail elsewhere,4,5 so only
brief highlights are given here.
The EFP method expresses the energy as a sum of three
terms:
EEFP5ECoul1EPol1ERem . ~1!
The first term represents Coulomb interactions and is de-
scribed by a distributed multipolar expansion of fragment
charge densities up to octopoles.7 Nuclear atom centers and
bond midpoints are chosen as expansion points. The second
term models dipole-induced dipole interactions that are iter-
ated to self-consistency; dipole polarizabilities are centered
on bond and lone pair localized molecular orbitals. The final,
remainder term ERem contains all interactions not accounted
for by the Coulomb and polarization terms. Internal EFP ge-
ometries are fixed.
The EFP method is being developed based on several
quantum mechanics ~QM! methods. All of these methods
treat Coulomb and polarization terms as described above but
differ in the remainder term. These ‘‘EFP1’’ methods ~spe-
cific to water! each fit ERem to a functional form. In EFP1/
Hartree Fock ~HF!,4,5 ERem contains exchange repulsion
1charge transfer. EFP1/density functional theory ~DFT!,8
based on the B3LYP functional,9 includes some electron cor-
relation effects in ERem . A second order many-body pertur-
bation theory ~MP2!-level implementation, EFP1/MP2,10
contains separate terms for exchange repulsion1charge
transfer and dispersion. A general version of the method ~ap-
plicable to any species!, EFP2,11 is derived from first prin-
ciples and has no fitted parameters. The EFP method has
been applied to small water clusters,6 the mechanism of the
Menshutkin reaction,12 solvent effects on excitation
energies,13 ion solvation,14 environmental effects on biomo-
lecular systems,15 protein pKa s,16 and the prediction of
shielding constants in solution.17
To illustrate the performance of both quantum methods
HF, DFT ~B3LYP!, MP2, and the corresponding EFP meth-
ods on small clusters, consider the water hexamer structures
given in Table I. The binding energies for the five lowest
energy isomers predicted by the three QM methods and their
EFP analogs are compared in the table. Coupled cluster
@CCSD~T!# energies are also included.
All EFP based methods track their QM counterparts very
well. The maximum energy difference between HF and
EFP1/HF is 2.0 kcal/mol. Similarly, the maximum energy
differences for the DFT and MP2 methods are 1.3 and 0.5
kcal/mol, respectively. All methods except HF and EFP1/
DFT predict the same isomer order. Although HF predicts the
cyclic structure to be the most stable, the correct order is
predicted for the other four isomers; EFP1/DFT reverses the
order of the first three isomers, but the energy difference
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between these structures is only about 0.7 kcal/mol ~within
the expected deviation of the method!. Assuming CCSD~T!
to be the closest to the correct binding energies, HF greatly
underbinds the water hexamers, while DFT provides signifi-
cant overbinding. MP2 binding energies are slightly too high
and in the best agreement with CCSD~T!.
Since the EFP methods reproduce the corresponding QM
results very well for these small clusters, it is not unreason-
able to expect that, when applied to the prediction of bulk
properties, the EFP methods are likely to perform with an
accuracy that is comparable to the corresponding fully quan-
tum methods.
In order to test the ability of the EFP method to predict
bulk properties, an EFP molecular dynamics ~MD! code has
been implemented within the GAMESS ~general atomic and
molecular electronic structure system! program.18 The EFP
MD implementation in GAMESS and the results described
here currently employ the leapfrog finite-difference algo-
rithm to treat translational motion; quaternions are used to
treat rotational motion with a modified leapfrog scheme. Pe-
riodic boundary conditions and the minimum image conven-
tion are used. Results are presented for a cluster of 62 water
molecules. All calculations were done with GAMESS using the
EFP1/HF EFP1/DFT, and EFP1/MP2 methods. For compari-
son, the SPC/E method2 was also used with the same MD
code. SPC/E has point charges on the oxygen and hydrogen
sites. Water-water interactions are described with a simple
Lennard Jones 6-12 potential between oxygen atoms and a
simple Coulomb interaction between all other atoms. The
method includes a polarization correction and was param-
etrized to reproduce bulk properties of water ~e.g., experi-
mental density and heats of vaporization!.
A useful quantity with which to assess the performance
of the EFP methods for predicting bulk properties is the ra-
dial distribution function ~RDF!. For effective fragment po-
tentials, the RDF is a site-site distribution function that gives
the probability of finding a pair of sites on different mol-
ecules a distance r apart, relative to the probability expected
from a completely random ~ideal gas! distribution at the
same density. For water, there are three site-site RDFs:
gOO(r), gOH(r), and gHH(r). These distribution functions
are directly related to the structure factor of molecular fluids
and hence to experimentally observable properties ~e.g.,
those obtained from neutron diffraction or x-ray scattering!.
In the following paragraphs, HF, DFT, and MP2 refer to the
corresponding EFP methods.
The procedures used for obtaining the RDFs involve
heating, equilibration, and finally a production run. The
simulations use a box length that gives the experimental liq-
uid water density, 0.997 g/L at 300 K, for the given number
of molecules, 12.30 Å for 62 waters. The simulations used a
1.0 fs time step. gOO(r) may be compared with experimen-
tal x-ray results,19 while gOH(r) and gHH(r) are compared
with neutron diffraction experiments.20 All EFP1 structures
were equilibrated for at least 26 ps before the 10 ps NVE
production simulation that was used to obtain the RDF re-
sults. For the gOO(r) RDF @Fig. 1~a!#, HF misses the second
structural peak, and the first peak is shifted to a larger value
of r. In contrast, the DFT and MP2 RDFs have first and
second peak positions that are nearly identical to the experi-
mental results. The DFT intensities are too high, but the MP2
intensities reproduce both peaks, as well as the remainder of
the experimental gOO(r) curve. Also, the ratio of the inten-
sities of the first and second peaks predicted by the DFT and
MP2 models are in excellent agreement with the experimen-
tal ratio. The DFT and MP2 ratios differ from experiment by
only 0.02 and 0.01, respectively. Similar agreement is ob-
served for the gOH(r) and gHH(r) RDFs @Figs. 1~b! and
1~c! respectively#: HF peaks are shifted to lower values of r;
DFT, while having a larger intensity than experiment, has
peaks and valleys at the same positions. MP2 again repro-
duces the experimental curve very well.
As the EFP model is improved from HF to DFT to MP2,
the predicted radial distribution functions become increas-
ingly accurate. Since the cluster calculations suggest that
each EFP level of theory represents the corresponding QM
level of theory very well, it is likely that the MD results
reflect the abilities of the corresponding levels of theory to
reproduce one of the simplest bulk properties, the RDF. As
other important bulk properties are coded and calculated, for
example, thermodynamic and other structural data and self-
diffusion coefficients, the EFP method will very likely pro-
vide insight into how the corresponding QM level of theory
would behave, without the cost of performing the full QM
calculations.
With regard to CPU requirements, a 20-water EFP1
energy1gradient run on a 1.2 GHz Athlon computer requires
0.12 s, compared with 0.01 s for SPC/E and 3.19 h for HF/
DZP. For 62 waters, the EFP method requires 0.71 s and
SPC/E requires 0.02 s. Assuming N3 scaling, a HF/DZP
energy1gradient calculation for 62 waters would take ;4
days. Thus, while EFP requires more time than SPC/E, it is
orders of magnitude faster than HF/DZP. Since EFP is a
more sophisticated potential, more of the fundamental phys-
ics is captured.
This paper has presented the first test of the ability of the
EFP method to model bulk behavior using molecular dynam-
ics with periodic boundary conditions. The radial distribution
functions, especially the complex gOO(r), suggest that as
the EFP method is systematically improved from HF to DFT
to MP2 ~adding electron correlation!, the agreement with the
experimental curves improves. To the extent that the most
significant difference between the DFT- and MP2-based
TABLE I. Binding energies for the five lowest energy isomers of the water











Prism 42.86 42.42 62.37 61.08 58.25 58.26 55.10
Cage 42.49 41.90 61.84 61.53 57.52 57.64 54.30
Book 42.44 41.45 61.34 61.79 56.49 56.67 53.10
Cyclic 43.10 41.14 60.57 60.65 55.75 55.24 52.20
Boat 42.12 40.09 59.13 59.37 54.29 53.92 50.80
aFrom Ref. 8.
bFrom Ref. 10.
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methods is the incorporation of dispersion effects in the latter
method, this suggests that dispersion is important in accu-
rately reproducing the correct behavior. The success of pre-
dicting bulk behavior is particularly exciting since the EFP
method has previously been shown to be an accurate ap-
proach for predicting explicit solvent effects on small clus-
ters. Future work will focus on developing and testing addi-
tional bulk properties of interest.
FIG. 1. RDFs for 62 water molecules: ~a! gOO(r), ~b! gOH(r), and ~c! gHH(r).
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