This paper provides a critical look at the utility of lightweight threads as applied to data parallel scientific programming.
This paper provides a critical look at the utility of lightweight threads as applied to data parallel scientific programming. We employ a lightweight thread package for distributed memory multiprocessors, called
Chant [5] , to encode 2 data parallel scientific applications: a simple Jacobi program written in Fortran and a particle-in-cell (PIC) simulation program written in C.
We compare the threaded performance of these applications with the non-threaded performance, and discuss the implementation and "ease-of-programming" issues that arise. Our initial study indicates that employing the threaded model in this domain raises several significant programming challenges, and the performance gained by overlapping computations with communications is often either negated by the increased overhead of the threaded svstem or can be matched using nonPermission to make digital/hard copies of all or pati of t!~is mzterid withthreaded, asynchronous programming techniques.
Ho- It is also possible, however, to employ threads for other purposes, such as task parallelism and load balancing, but these issues are beyond the scope of this paper.
Chant
In this section we outline the distributed threads packa- by adding some software "glue" to make it work.
Next, Chant supports collective operations among thread groups using a scoping mechanism called ropes.
Ropes allow a user to specify a collection of threack that will participate in a global, collective operation such as a broadcast or barrier.
Ropes also provide an alternate naming scheme that allows all threads within the rope to be addressed using their relative index within the rope. 
Experiments
In this section we discuss two experiments used to evaluate the benefits of data parallel programming using threads. The first experiment analyzes the Jacobi relaxation iterative method. The second experiment deads with a particle-in-cell code, which is an irregular code.
The threaded versions are then compared against conventional non-threaded programs employing communication/computation overlapping techniques based on asynchronous message passing primitives.
Jacobi
The Jacobi relaxation iterative method is used to ap- Note that this code represents a regular Jacobi implementation, which means that each grid element operation requires the same computational effort. Furthermore, for all experiments the Jacobi kernel is placed within an outer loop over ITER iterations in order to obtain reasonably large runtimes.
In order to evaluate the advantage of using threads for this kernel we manually encode three different data parallel versions using a column-wise distribution of the arrays UHELP, U, and F on a Intel Paragon machine with 128 nodes: The computa-B iterations, where 2 Y B <~.
tion thread will perform~-2 x B iterations.
By changing B we can control the work distribution among boundary and computation threads within a specific processor.
For our analysis both boundary threads execute the same number (B) of threads.
An experiment (see Figure 6 ) will be conducted which shows the effect of varying B.
Every local processor of P respectively creates and terminates its boundary and computation threads at the beginning and at the end of the program, and the threads are free to execute simultaneously, as there is no dependence among them. Threads within the same processor access shared memory in order to prevent intra-processor communication wit h messages. In this version, we put a different load on a specific processor (in this case processor 4). This conforms to some realistic situations in which different relaxation algorithms are applied depending on the location of each grid point.
The runtime of the irregular code significantly increases due to the imbalance load, and there is still no significant difference among the overall runtime of the three program versions. However, there is an important difference in the idle time of the individual processors for the three methods. 
