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02 Fp-espaes vetoriels de formes diérentielles
logarithmiques sur la droite projetive
Guillaume Pagot
Résumé
Let k be an algebraially losed eld of harateristi p > 0. Let
m ∈ N, (m, p) = 1. We study Fp-vetor spaes of logarithmi dier-
ential forms on the projetive line suh that eah non zero form has a
unique zero at∞ of given order m−1. We disuss the existene of suh
vetors spaes aording to the value of m. We give appliations to the
lifting to harateristi 0 of (Z/pZ)n ations as k-automorphisms of
k[[t]].
Introduction
Soit p un nombre premier et k un orps algébriquement los de
aratéristique p. Soit m un entier premier à p, l'objet de et artile
est d'étudier les Fp-espaes vetoriels de dimension n ≥ 1 de formes
diérentielles logarithmiques sur P
1
k (i.e. de la forme
df
f
pour f ∈
k(P1)), dont les éléments non nuls ont un seul zéro d'ordre (m− 1) en
∞. Un tel espae vetoriel sera noté Lm+1,n. Dans ette étude, nous
nous intéressons prinipalement au as où n est égal à 2. Nous donnons
également des résultats en e qui onerne les espaes vetoriels de
dimension supérieure.
Nous ommençons par expliiter les onditions imposées aux formes
diérentielles, et nous donnons quelques exemples an d'illustrer la
rihesse et la omplexité de tels objets.
Si Lm+1,2 est un espae vetoriel omme au-dessus, un lemme élé-
mentaire montre que m + 1 ∈ pZ et donne une première idée sur la
répartition des ples des formes diérentielles non nulles de Lm+1,2.
Nous indiquons une généralisation pour n ≥ 2. Comme il est las-
sique d'exprimer à partir de l'opération de Cartier le fait qu'une forme
Math. Subj. Class. (2000) : Primary 14D15, 14E22, 14F10 ; Seondary 14L30
Mots lés : Formes diérentielles logarithmiques en aratéristique p>0, ation de
(Z/pZ)n sur le disque ouvert p-adique.
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diérentielle soit logarithmique, nous aboutissons à des onditions al-
gébriques néessaires et susantes pour l'existene d'espaes Lm+1,n,
qu'il est ependant diile d'exploiter.
Nous montrons le théorème suivant qui traite du as partiulier où
p = 2 et donne une paramétrisation de tous les espaes Lm+1,2.
Théorème 0.1 Supposons p = 2 et posons m+ 1 = 2n.
Soit x1, · · · , xn ∈ k deux à deux distints, et u 6= v ∈ k∗. Alors il
existe f1(z) =
∏n
i=1(z − xi)(z − yi) et f2(z) =
∏n
i=1(z − xi)(z − zi)
ave x1, · · · , xn, y1, · · · , yn, z1, · · · , zn deux à deux distints, tels que
les formes diérentielles ω1 :=
df1
f1
et ω2 :=
df2
f2
soient de la forme :
ω1 =
udz
n∏
i=1
(z − xi)(z − yi)
et ω2 =
vdz
n∏
i=1
(z − xi)(z − zi)
Ainsi F2ω1 + F2ω2 est un Lm+1,2.
Réiproquement, tout espae Lm+1,2 est de ette forme.
Lorsque p 6= 2 nous dérivons les Lm+1,2 seulement pour m petit.
Théorème 0.2 On onsidère le as p ≥ 3.
1. Supposons que m+1 = p. Alors il n'existe pas d'espaes vetoriels
Lm+1,2.
2. Supposons que m + 1 = 2p. Alors il existe un espae vetoriel
Lm+1,2 si et seulement si p = 3.
3. Supposons que m+ 1 = 3p. Alors il n'existe pas d'espaes veto-
riels Lm+1,2.
La démonstration de e théorème ne fait pas appel à l'opération
de Cartier mais à une analyse algébrique des équations sur les résidus
aux ples, e qui la rend tehnique. La onlusion dépend d'un lemme
(lemme 2.3) d'algèbre élémentaire dont nous n'avons pas vu trae dans
la littérature.
Nous donnons également des exemples de tels espaes vetoriels de
dimension quelonque en suivant une onstrution dûe à Matignon (f
[Ma℄).
Le théorème 0.2 a des appliations dans le relèvement à la aratéristi-
que 0 d'ation de groupes. En eet, onsidérons un automorphisme σ
d'ordre p du disque ouvert p-adique. On lui assoie naturellement le
modèle minimal semi-stable qui déploie les points xes de σ. La bre
spéiale de e modèle est un arbre de droites projetives et des formes
diérentielles logarithmiques apparaissent sur les omposantes termi-
nales de et arbre. Lorsque l'on étudie des ations de (Z/pZ)2 sur le
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disque ouvert p-adique, e sont alors des espaes vetoriels de telles
formes diérentielles qui peuvent apparaitre. L'appliation prinipale
est le théorème suivant, qui donne de nouvelles obstrutions au relève-
ment d'ations de groupe et justie ainsi l'introdution des espaes
Lm+1,n.
Théorème 0.3 Soit G = (Z/pZ)2, p ≥ 3 et R un anneau de valua-
tion disrète dominant l'anneau des veteurs de Witt de k. Supposons
que G est un groupe de k-automorphismes de k[[z]] et que haune
des sous-extensions d'ordre p de k[[z]]G a un onduteur égal à p (i.e
∀σ ∈ G− {Id}, vz(σ(z)− z) = p). Alors, on ne peut pas relever G en
un groupe de R-automorphisme de R[[Z]].
Le seond interêt des espaes Lm+1,n réside dans le théorème suiv-
ant :
Théorème 0.4 On onsidère un Lm+1,n et une base ω1, · · · , ωn de
et espae, haque ωi s'érivant
dfi
fi
. Soit ζ une raine primitive p-ième
de l'unité et R=W(k)[π] où πm := λ := ζ − 1, on note K=Fra(R).
Alors on peut trouver Fi ∈R[X] relevant fi tels que le produit -
bré des revêtements de P
1
K donnés par les équations Y
p
i = Fi(X) in-
duisent après normalisation un revêtement de P
1
K galoisien de groupe
(Z/pZ)n ayant bonne rédution relativement à la valuation de Gauss
T := π−pX. La bre spéiale du modèle lisse orrespondant est un
revêtement étale, galoisien de groupe (Z/pZ)n, de la droite ane A1k.
Je souhaite remerier haleureusement Mihel Matignon pour ses
préieuses indiations et pour sa disponibilité tout au long de l'avane-
ment de e travail.
1 Présentation et approhe du problème
Soit p un nombre premier, m un entier stritement positif, et k un
orps algébriquement los de aratéristique p. On xe une fois pour
toutes un point ∞ de la droite projetive P1k.
Dénition : On note Lm+1,n un Fp-espae vetoriel de dimension n ≥ 1
de formes diérentielles logarithmiques sur P
1
k, dont les éléments non
nuls ont un seul zéro d'ordre (m− 1) en ∞.
1.1 Espaes Lm+1,1
Nous allons exhiber quelques exemples d'espaes Em+1,1 ( il est
en eet légitime de s'interroger sur l'existene de tels objets avant de
onsidérer des espaes de dimension supérieure).
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Soit Fpω un espae Lm+1,1 et z un paramètre de P
1
k −{∞} tel que
z = 0 n'est pas ple de ω. Ainsi
ω =
df
f
ave
f =
m+1∏
i=1
(z − xi)hi
et xi ∈ k∗, xi 6= xj , hi ∈ Z−pZ,
∑m+1
i=1 hi = 0 mod p. Le (m+1)-uplet
(hi)i est appelé une donne d’Hurwitz. Remarquons que f est dénie
à une multipliation près par une puissane p-ième et que hi ≡ resxiω
mod p.
De plus, ω a un seul zéro d'ordre m − 1 en ∞, don ∃u ∈ k∗ tel
que :
ω =
m+1∑
i=1
hi
z − xidz =
u
m+1∏
i=1
(z − xi)
dz
Remarquons que les onditions imposées sur ω entraînent que m /∈
pZ. En eet, supposons que m ∈ pZ. Vu que deg(f )∈ pZ, on aurait
alors que deg(f ′)≡ −1 mod p, e qui est impossible.
Si on exprime la forme ω en fontion du nouveau paramètre x := 1
z
propie au développement formel, on obtient :
ω =
m+1∑
i=1
−hixi
1− xixdx =
−uxm−1
m+1∏
i=1
(1− xix)
dx.
Ainsi l'existene d'un Lm+1,1 est équivalente à l'existene d'une
solution du système :

m+1∑
i=1
hix
ℓ
i = 0 pour 1 ≤ ℓ ≤ m− 1∏
i<j
(xi − xj) 6= 0
xi ∈ k, hi ∈ Z− pZ
(*)
Remarque : Si on xe les hi ∈ Z− pZ, et si on voit e système omme
un système en les inonnues xi, alors e système est invariant par ho-
mothétie et translation. Cette remarque est essentielle ; dans la preuve
du théorème 0.2, on sera amené à plusieurs reprises à eetuer une
translation adéquate sur les xi.
Par la suite, nous serons amenés à regarder le as où m+ 1 ∈ pZ.
Examinons don le premier as m + 1 = p (p > 2). Si on xe x0
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et x1, alors les équations traduisent le fait que le point (x2, · · · , xm)
appartient à une sous-variété fermée de A
m−1
Fp
− V (∆) de dimension
0 (ave ∆ =
∏
2≤i<j(xi − xj), f.[Gr-Ma 2℄). Dans le as où une telle
variété est non vide on dit que les hi sont une donnée d'Hurwitz. Dans
[He℄ Prop 3.18, Henrio donne un ritère susant sur les hi pour être
une donnée d'Hurwitz. Malheureusement, dans le as m + 1 = p (et
plus généralement dans le as m+1 ∈ pZ), e ritère ne fournit que des
(m+ 1)-uplets (hi)i où tous les hi sont égaux (hi = 1,∀i). Néanmoins
on peut exhiber d'autres exemples de données d'Hurwitz grâe à la
remarque suivante :
On érit p−1 = d1d2 omme produit de deux entiers supérieurs ou
égaux à deux ( il onvient de hoisir p > 3 pour que ela soit possible).
Supposons que l'on onnaisse une donnée d'Hurwitz (hi)0≤i≤d1 (donnée
par exemple par le ritère d'Henrio). On a alors un polynme f de la
forme :
f =
d1∏
i=0
(z − xi)hi
et tel que ω := df
f
= udz∏d1
i=0(z−xi)
.
Après translation éventuelle, on peut supposer que x0 = 0 et don :
ω =
udz
zP (z)
avec P (z) :=
d1∏
i=1
(z − xi)
L'idée est alors de faire un hangement de variables z := Q(t) tel que
Q′(t) divise f(Q(t)). Nous allons donner deux exemples de tels hange-
ment de variables et préiser dans haque as les données d'Hurwitz
obtenues.
Exemple 1 : Prenons le hangement de variables z := td2 . On obtient
alors la forme diérentielle logarithmique :
d2udt
tP (td2)
La détermination des données d'Hurwitz orrespondantes est fournie
par le alul des résidus de ette forme diérentielle. On trouve alors
le p-uplet :
d2h0, h1 · · · h1︸ ︷︷ ︸
d2 fois
, · · · , hd1 · · · hd1︸ ︷︷ ︸
d2 fois
Exemple 2 : Posons ette fois-i z = Q(t) = td2−1(t−α), où α est hoisi
tel que (t− d2−1
d2
α) divise z − x1 (i.e Q′(t) divise f(Q(t))). Soit P1(z)
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et Pα(t) tels que P (z) = (z − x1)P1(z) et z − x1 = Pα(t)(t− d2−1d2 α)2.
On obtient alors la forme suivante :
ω =
d2udt
t(t− α)Pα(t)(t− d2−1d2 α)P1(td2−1(t− α))
Cette fois-i, la donnée d'Hurwitz prend la forme :
h0, (d2 − 1)h0, h1 · · · h1︸ ︷︷ ︸
d2−2 fois
, 2h1, h2 · · · h2︸ ︷︷ ︸
d2 fois
, · · · , hd1 · · · hd1︸ ︷︷ ︸
d2 fois
Ces quelques exemples montrent qu'il existe des formes diéren-
tielles ayant les propriétés susdérites. En fait, des aluls menés sur
ordinateur (pour de petites valeurs de p) montrent que beauoup de
p-uplets sont des données d'Hurwitz. La question de déterminer quels
sont les p-uplets (hi) onvenables est déjà en soi un problème intéres-
sant et diile.
Remarque : Dans e qui préède, on a utilisé soit le paramètre z, soit
le paramètre x = 1
z
. En fait, haune de es deux éritures a son
interêt propre. La première est agréable à manipuler quand il s'agit de
faire un développement formel et d'exprimer les équations en les xi. La
seonde est plus appropriée pour des hangements de variables, voire
des aluls de résidus. Par la suite, il nous arrivera de privilégier l'une
des deux éritures selon les besoins.
1.2 Conditions ombinatoires pour les Lm+1,n
(n ≥ 2)
En e qui onerne les espaes Lm+1,2, on a un lemme ombina-
toire qui préise l'arrangement des ples des formes diérentielles non
nulles :
Lemme 1.1 Soit un espae vetoriel Lm+1,2 ; alors m + 1 ∈ pZ. De
plus si on note (ω1, ω2) une base de et espae, alors es deux formes
diérentielles ont exatement
p−1
p
(m+ 1) ples en ommun.
Démonstration : Soit (ω1, ω2) une base de l'espae vetoriel en ques-
tion. On note (m+1−λ) le nombre de ples ommuns à ω1 et ω2 (on a
don 0 ≤ λ ≤ m+1). On note x0, · · · , xm les ples de ω1, et h0, · · · , hm
les résidus en es ples. De même pour ω2, on les note xλ, · · · , xλ+m et
h′λ, · · · , h′λ+m les résidus orrespondants (on onvient de poser hi = 0
pour i > m et h′i = 0 pour i < λ).
Soit c ∈ P1(Fp), c = [a, b] (en oordonnées homogènes) ; alors ω :=
aω1+bω2 a exatementm+1 ples. Don, il existe exatement λ valeurs
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de i pour lesquelles ahi+bh
′
i = 0. On a alors partitionné les (m+1+λ)
points xi en p+1 ensembles de λ points. Ainsi (m+1+λ) = (p+1)λ
et m + 1 = λp. On vérie aisément que le nombre de ples ommuns
à ω1 et ω2 est elui annoné.

On peut montrer une généralisation dans le as des espaes veto-
riels Lm+1,n :
Lemme 1.2 On onserve les notations préédentes. Considèrons un
espae vetoriel Lm+1,n (n ≥ 2), alors m + 1 ∈ pn−1Z. De plus, si
(ω1, · · · , ωn) est une base, alors es n formes diérentielles ont ex-
atement
(p−1)n−1
pn−1
(m+ 1) ples en ommun.
Démonstration : La démonstration se fait par réurrene sur n. On
prend don un Fp-espae vetoriel Lm+1,n engendré par n formes dif-
férentielles linéairement indépendantes (ω1, · · · , ωn). L'hypothèse de
réurrene aux rangs inférieurs dit que pour j formes diérentielles
(j < n) parmi les ωi, es j formes ont exatement
(p−1)j−1
pj−1
(m + 1)
ples en ommun. Notons T le nombre total des ples apparaissant
dans les formes diérentielles ω1, · · · , ωn et λ le nombre de ples om-
muns à toutes es diérentielles. On note également Ni1i2···ik le nombre
de ples ommuns aux formes diérentielles ωi1 , · · · , ωik .Alors, on a la
relation :
T =
n∑
k=1
(−1)k+1
∑
i1<i2<···<ik
Ni1i2···ik
= (m+ 1)
n−1∑
k=1
(−1)k+1Ckn
(
p− 1
p
)k−1
+ (−1)n+1λ
= (m+ 1)
(
p
p− 1
) n−1∑
k=1
(−1)k+1Ckn
(
p− 1
p
)k
+ (−1)n+1λ
= −(m+ 1)
(
p
p− 1
)((
1− p− 1
p
)n
− 1− (−1)n
(
p− 1
p
)n)
+(−1)n+1λ
= (m+ 1)
(
p
p− 1
)(
1 + (−1)n
(
p− 1
p
)n
−
(
1
p
)n)
+ (−1)n+1λ
On note x1, · · · , xT les ples et hj,i le résidu (éventuellement nul) de la
forme diérentielle ωj au point xi. Soit [a1, · · · , an] ∈ Pn−1(Fp), alors
on a :
a1h1,i + · · · + anhn,i = 0
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pour exatement (T−(m+1)) valeurs de i. D'autre part, si on onsidère
un point xi, il est ple de toutes les formes diérentielles sauf elles de
la forme a1ω1 + · · · + anωn, ave a1h1,i + · · ·+ anhn,i = 0 (e qui fait
pour haque i un total de (pn−2+ pn−3+ · · ·+1) formes diérentielles
modulo la multipliation par un élément de F∗p). En résumé, l'ensemble
des ples x1, · · · , xT est la réunion de (pn−1+pn−2+ · · ·+1) ensembles
de (T−(m+1)) éléments, haque élément étant inlus dans exatement
(pn−2 + pn−3 + · · · + 1) de es ensembles. On a don la relation :
T (pn−2 + pn−3 + · · · + 1) = (T − (m+ 1))(pn−1 + pn−2 + · · · + 1)
et don :
T =
(m+ 1)(pn − 1)
(p− 1)pn−1
En omparant ave l'expression de T déjà alulée préédemment, il
vient :
(m+ 1)p
p− 1
[
pn − 1
pn
−
(
1 + (−1)n
(
p− 1
p
)n
−
(
1
p
)n)]
− (−1)n+1λ = 0
(m+ 1)p
p− 1
[
(−1)n+1
(
p− 1
p
)n]
− (−1)n+1λ = 0
(m+ 1)(p − 1)n−1
pn−1
− λ = 0
Finalement m+ 1 ∈ pn−1Z et λ = (p−1)n−1
pn−1
(m+ 1).

1.3 Conditions algébriques sur Lm+1,n
Soit z un paramètre de P1k −{∞}. Nous allons montrer la proposi-
tion suivante :
Proposition 1.3 Soit ω1, ω2 deux formes diérentielles sur P
1
k. Alors
Fpω1 + Fpω2 est un Lm+1,2 si et seulement si il existe deux polynmes
A et B ave
deg(iA+ jB) =
m+ 1
p
, ∀[i, j] ∈ P1(Fp),
tels que :
ω1 =
Adz
ApB −ABp et ω2 =
Bdz
ApB −ABp
et ((Ap −ABp−1)p−1)(p−1) = −1.
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Démonstration : Supposons que Fpω1 + Fpω2 est un Lm+1,2. On
sait d'après le lemme 1.1 que m+ 1 = λp et que l'ensemble des ples
est partitionné en p + 1 ensembles de λ ples. Plus préisément, on
érit que :
• ω1 a ses ples en les points x0, · · · , xλp−1
• ω2 a ses ples en les points xλ, · · · , xλ(p+1)−1
• quitte à renuméroter, on peut supposer que ω1 + iω2 (pour i
variant de 1 à p − 1) a des ples en tous les xj sauf pour λi ≤
j ≤ λ(i+ 1)− 1.
On note Pj(z) =
∏λ(j+1)−1
k=λj (z − xk). Alors ω1 et ω2 s'érivent :
ω1 =
uP0(z)dz∏p
j=0 Pj(z)
, ω2 =
vPp(z)dz∏p
j=0 Pj(z)
où u et v sont des onstantes non nulles.
On a alors deux éritures pour ω1 + iω2 :
ω1 + iω2 =
(uP0(z) + ivPp(z))dz∏p
j=0 Pj(x)
=
(wiPi(z))dz∏p
j=0 Pj(z)
où wi est une onstante non nulle.
On a don uP0(z)+ ivPp(z) = wiPi(z). En identiant les termes dom-
inants de haque expression, on trouve wi = u + iv et don uP0(z) +
ivPp(z) = (u+ iv)Pi(z).
Le rapport
u
v
n'est pas dans Fp. En eet, si
u
v
= −i ∈ Fp, alors
(u+ iv)Pi = 0 = u(P0 − Pp) et don P0 = Pp, e qui implique que les
xj ne sont pas distints.
Posons a = u
v
. Alors :
ω2 = v
p−1∏
j=0
(a+ j)
(aP0 + jPp)
dz =
v(ap − a)
(aP0)p − aP0P p−1p
dz
et
ω1 = aω2
P0
Pp
=
v(ap − a)
(aP0)p−1Pp − P pp dz.
Soit α ∈ k tel que αpv(ap−a) = 1 et posons A := αaP0, B := αPp.
Vu que a /∈ Fp, on a :
deg(iA+ jB) =
m+ 1
p
, ∀[i, j] ∈ P1(Fp),
Il reste maintenant à exprimer le fait que les formes diérentielles :
Adz
ApB −ABp et
Bdz
ApB −ABp
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sont logarithmiques. Pour exprimer ette ondition, on peut exprimer
la relation Cωi = ωi, où la lettre C désigne l'opération de Cartier.
Rappelons de quoi il s'agit ; si on onsidère une forme diérentielle ω,
alors on peut l'érire :
ω = (fp0 (z) + zf
p
1 (z) + · · · + zp−1fpp−1(z))dz
On dénit Cω = fp−1dz. Une ondition néessaire et susante pour
que ω soit logarithmique est que Cω = ω (dans le as de formes dif-
férentielles sur P
1
, la preuve est élémentaire). Remarquons que ette
ondition de Cartier peut également s'exprimer de la façon suivante :
si on a ω = fdz alors ω est logarithmique si et seulement si :
f (p−1) = −fp
A l'aide de ette opération, on va montrer que les hypothèses ω1 est
logarithmique et ω2 est logarithmique sont équivalentes.
Supposons en eet que
Bdz
ApB−ABp est logarithmique. En érivant
que :
Bdz
ApB −ABp =
B(ApB −ABp)p−1dz
(ApB −ABp)p
on voit que la ondition donnée par l'opération de Cartier s'exprime
par l'égalité :
(B(ApB −ABp)p−1)(p−1) = −Bp
A partir de ette expression, on en tire :
(ApB(ApB −ABp)p−1)(p−1) = −ApBp
(((ApB −ABp) +ABp)(ApB −ABp)p−1)(p−1) = −ApBp
(ABp(ApB −ABp)p−1 + (ApB −ABp)p))(p−1) = −ApBp
(ABp(ApB −ABp)p−1)(p−1) = −ApBp
(A(ApB −ABp)p−1)(p−1) = −Ap
et la dernière égalité entraîne que
Adz
ApB−ABp est logarithmique.
On peut don résumer es onditions en disant que :
((Ap −ABp−1)p−1)(p−1) = −1 (**)
Inversement si on a :
ω1 =
Adz
ApB −ABp et ω2 =
Bdz
ApB −ABp
ave A,B vériant les onditions de la proposition, on montre faile-
ment que les formes iω1 + jω2 (pour (i, j) 6= 0) sont logarithmiques et
n'ont qu'un seul zéro d'ordre (m− 1) en ∞.
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Remarque 1 : L'équation diérentielle (**) est diile à manipuler. En
eet, si on la développe, il apparait des dérivées k-ièmes de puissanes
de A, A étant lui-même de degré λ (la résolution n'apparait simple
que dans le as où λ = 1 ou p = 2).
On peut donner une autre formulation de la ondition (**) en ter-
mes de ongruene : puisque f := Ap −ABp−1 ∈ k[z], ω1 est logarith-
mique si et seulement si (f ′)p−1 = 1 modulo f .
Remarque 2 : On a une formulation similaire du problème pour les
Lm+1,n (n ≥ 3). Pour ela, on reprend les notations du lemme 1.2.
On note P un polynme qui n'a que des raines simples qui sont les
ples des formes diérentielles ωi. Alors haque forme ωi peut s'érire
ωi =
Qi
P
dz où Qi est un polynme ave pour seules raines simples
les points xi où ωi n'a pas de ples. Pour haque valeur [a1, · · · , an] ∈
P
n−1(Fp), le polynme a1Q1+ · · ·+ anQn a exatement (T − (m+1))
raines simples (toujours parmi les ples des formes diérentielles ), et
haque point xi est raines d'exatement (p
n−2+pn−3+ · · ·+1) de es
polynmes. On a don la relation :
P (p
n−2+pn−3+···+1) = γ
n∏
i=1
p−1∏
ji−1=0
· · ·
p−1∏
j1=0
(Qi + ji−1Qi−1 + · · ·+ j1Q1)
où γ est une onstante.
Quitte à multiplier P par une onstante, on peut supposer γ = 1. La
ondition sur les ωi pour être logarithmique s'exprime en disant que
les formes :
P p(p
n−3+pn−4+···+1)Qi∏n
i=1
∏p−1
ji−1=0
· · ·∏p−1j1=0(Qi + ji−1Qi−1 + · · ·+ j1Q1)
sont logarithmiques. On reonnait au dénominateur le déterminant de
Moore des polynmes Q1 · · ·Qn (f. [Go℄), e qui généralise la forme
que l'on avait pour n = 2 ; en eet, ApB −ABp est le déterminant de
Moore de A et B.
Remarque 3 : On a vu préédemment que lorsqu'on disposait d'un
Lm+1,2 engendré par deux formes ω1 et ω2, les oeients u et v asso-
iés étaient linéairement indépendants sur Fp. On peut généraliser e
résultat aux espaes Lm+1,n : soit un espae Lm+1,n engendré par les
formes diérentielles ω1, · · · , ωn. Comme on l'a vu juste au-dessus on
peut érire ωi =
Qi
P
dz ; on hoisit de prendre P unitaire et on note ui le
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terme de plus haut degré de Qi. Montrons que les ui sont linéairement
indépendants sur Fp.
Soit a := (a1, · · · , an) ∈ Fnp −{0} ; dénissons ωa := a1ω1+ · · ·+anωn.
Alors :
ωa =
a1Q1 + · · ·+ anQn
P
dz :=
Qa
P
dz
La forme ωa doit avoir le même nombre de ples que les ωi, don le
polynme Qa a le même degré que les Qi. En partiulier le oeient
de plus haut degré de Qa est non nul. Don a1u1 + · · · + anun 6= 0.
Remarque 4 : Soit Φ : P1k −→ P1k donnée par Φ(t) = αt + P (tp) ave
α ∈ k∗ et P ∈ k[t] (i.e Φ est un revêtement étale de P1k − {∞}). Si F
est un Lm+1,n engendré par les formes diérentielles ω1, · · · , ωn (ave
ωi =
dfi
fi
) alors Φ∗F est un L(m+1)degΦ,n (où Φ
∗F désigne le Fp-espae
vetoriel engendré par les formes
d(fi◦Φ)
fi◦Φ
).
2 Résultats et appliations
A défaut de pouvoir exploiter la ondition (**) dérite i-dessus,
nous allons explorer les relations algébriques entre ples et résidus.
2.1 Un as partiulier : p = 2
Le as p = 2 apparaît omme un as partiulier dans la mesure où
toutes les données d'Hurwitz sont égales à 1.
Théorème 2.1 Supposons p = 2 et posons m+ 1 = 2n.
Soit x1, · · · , xn ∈ k deux à deux distints, et u 6= v ∈ k∗. Alors il
existe f1(z) =
∏n
i=1(z − xi)(z − yi) et f2(z) =
∏n
i=1(z − xi)(z − zi)
ave x1, · · · , xn, y1, · · · , yn, z1, · · · , zn deux à deux distints, tels que
les formes diérentielles ω1 :=
df1
f1
et ω2 :=
df2
f2
soient de la forme :
ω1 =
udz
n∏
i=1
(z − xi)(z − yi)
et ω2 =
vdz
n∏
i=1
(z − xi)(z − zi)
Ainsi F2ω1 + F2ω2 est un Lm+1,2.
Réiproquement, tout espae Lm+1,n est de ette forme.
Démonstration : Vue la forme demandée pour ω1, il faut que f
′
1 = u
et don que f1 soit de la forme :
f1 = (q(z))
2 + uz
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où q = zn+ q1z
n−1+ · · ·+ qn est un polynme de degré n à oeients
dans k. De même, on a f2 = (r(z))
2+ vz où r = zn+ r1z
n−1+ · · ·+ rn
est un polynme du même type. Déterminons don les polynmes q et
r.
Remarquons que f1(xi) = (q(xi))
2 + uxi = 0 e qui donne le sys-
tème : 

xn1 + q1x
n−1
1 + · · ·+ qn =
√
ux1
.
.
.
.
.
.
xnn + q1x
n−1
n + · · ·+ qn =
√
uxn
Vu que les xi sont distints, ei est un système de type Vander-
monde, e qui donne une solution pour les q1, · · · , qn (et don pour
les y1, · · · , yn). De plus, puisque f ′1(z) = u, f1 n'a que des raines
simples (don les x1, · · · , xn, y1, · · · , yn sont deux à deux distints).
On obtient de façon identique que les oeients du polynme r
sont obtenus par résolution d'un système de Vandermonde. Cei fournit
les points zi (et de même on a que les x1, · · · , xn, z1, · · · , zn sont deux
à deux distints). Il reste à vérier que les y1, · · · , yn, z1, · · · , zn sont
distints deux à deux.
Soit α une raine ommune à f1 et f2. Alors :
(q(α))2 + uα2n−1 = (r(α))2 + vα2n−1 = 0
Don (vq2+ ur2)(α) = 0 = (
√
vq+
√
ur)2(α). Or le polynme (
√
vq+√
ur) est de degré n et a don au plus n raines (qui sont en fait les xi).
Finalement les points x1, · · · , xn, y1, · · · , yn, z1, · · · , zn sont distints
deux à deux.

2.2 Démonstration du résultat prinipal
Théorème 2.2 On onsidère le as p ≥ 3.
1. Supposons que m+1 = p. Alors il n'existe pas d'espaes vetoriels
Lm+1,2.
2. Supposons que m + 1 = 2p. Alors il existe un espae vetoriel
Lm+1,2 si et seulement si p = 3.
3. Supposons que m+ 1 = 3p. Alors il n'existe pas d'espaes veto-
riels Lm+1,2.
Démonstration : Dans les trois as, la démonstration se fait par l'ab-
surde et on onsidèrera don à haque fois un espae vetoriel répon-
dant au problème. Soit z un paramètre de P1k − {∞} tel que z = 0
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n'est pas ple de ω1 et ω2. On utilise alors dans la démonstration le
paramètre x := 1
z
.
Le as m+ 1 = p.
On note toujours (ω1, ω2) une base d'un espae vetoriel Lm+1,2.
Ces deux formes s'érivent :
ω1 =
df1
f1
=
p∑
i=0
h′ixi
1− xixdx, h
′
0 = 0, h
′
i 6= 0 si i 6= 0,
∑
i
h′i ≡ 0 mod p
ω2 =
df2
f2
=
p∑
i=0
hixi
1− xixdx, hp = 0, hi 6= 0 si i 6= p,
∑
i
hi ≡ 0 mod p
et tous les xi sont distints.
La forme ω1 s'érit aussi :
ω1 =
uxp−2∏p
i=1(1− xix)
dx avec u 6= 0
En identiant les termes en xk des développements formels des deux
expressions de ω1, on trouve que :
p∑
i=1
h′ix
k
i = 0 si k ≤ p− 2 et
p∑
i=1
h′ix
p
i = u
p∑
i=1
xi
Or
∑p
i=1 h
′
ix
p
i =
∑p
i=1(h
′
ixi)
p
et vu que u 6= 0, il suit que∑pi=1 xi = 0.
En appliquant le même raisonnement à ω2, il vient que
∑p−1
i=0 xi = 0.
Ainsi x0 = xp, e qui fournit la ontradition attendue.
Supposons maintenant que m+ 1 = 2p.
D'après le lemme 1.1 on a 2p+2 ples que l'on peut partitionner en
p+1 ouples. On les note x0, y0, · · · , xp, yp. Alors, après renumérotation
éventuelle, on a que :
• ω1+ iω2 a des ples en tous les points sauf en xi et yi (i varie de
0 à p− 1).
• ωp a des ples en tous les points sauf en xp et yp.
On peut érire :
ω1 =
p∑
i=0
(
h′ixi
1− xix +
k′iyi
1− yix
)
dx avec h′0 = k
′
0 = 0
ω2 =
p∑
i=0
(
hixi
1− xix +
kiyi
1− yix
)
dx avec hp = kp = 0
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Etape 1 : Montrons que xi + yi est une onstante indépendante de i.
On pose si = xi + yi et pi = xiyi. Alors Pi(z) = z
2 − siz + pi ; on
a don, d'après le paragraphe 1.3, les relations suivantes :
si =
as0 + isp
a+ i
et pi =
ap0 + ipp
a+ i
et a /∈ Fp.
Le même argument que dans le as m+ 1 = p montre que :
p∑
i=1
(xi + yi) = 0 et
p−1∑
i=0
(xi + yi) = 0
On en déduit don que s0 = sp, puis nalement que si = ste, au vu
de la relation (a+ i)si = as0 + isp. y
On posera si = s dans la suite et Ai(k) = hix
k
i + kiy
k
i pour k ≥ 0.
Etape 2 :Montrons par réurrene sur l que :
p−1∑
i=0
pliAi(k) = 0 0 ≤ k ≤ 2p− 2− 2l
• l = 0 : La relation annonée est vraie, ar la ondition imposant
à ω2 d'avoir un zéro d'ordre (2p − 2) en zéro est :
p−1∑
i=0
Ai(k) = 0, 0 ≤ k ≤ 2p− 2
• Supposons le résultat vrai au rang l. On part de l'égalité :
p−1∑
i=0
pli(Ai(k + 2)− sAi(k + 1) + piAi(k)) = 0 ∀k ≥ 0.
Alors pour 2 ≤ k+2 ≤ 2p− 2− 2l (i.e 0 ≤ k ≤ 2p− 2− 2(l+1)),
on a
p−1∑
i=0
pliAi(k + 2) = 0
et
p−1∑
i=0
spliAi(k + 1) = 0
Don :
p−1∑
i=0
pl+1i Ai(k) = 0 ∀k ≤ 2p − 2− 2(l + 1)
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yOn aboutit don à :
p−1∑
i=0
pliAi(0) = 0 pour 1 ≤ l ≤ p− 1 (1)
p−1∑
i=0
pliAi(1) = 0 pour 1 ≤ l ≤ p− 2 (2)
Etape 3 : Montrons que Ai(0) = 0 et qu'il existe β dans k
∗
tel que
Ai(1) = β(a+ i)
p−2
pour 0 ≤ i ≤ p− 1.
On sait que pi = pp +
a(p0−pp)
a+i = b +
c
a+i en posant b = pp et
c = a(p0 − pp) 6= 0. Le système (1) implique en partiulier que :
p−1∑
i=0
Ai(0)
(a+ i)l
= 0 pour 1 ≤ l ≤ p− 1
Posons F (X) =
∑p−1
i=0
Ai(0)
X+i . Alors a est une raine de F d'ordre au
moins égal à (p − 1). Puisque ∑p−1i=0 Ai(0) = 0, le numérateur de F
est de degré au plus (p − 2), on en déduit que F est nul et don que
Ai(0) = 0 pour 0 ≤ i ≤ p− 1.
De même le système (2) implique que :
p−1∑
i=0
Ai(1)
(a+ i)l
= 0 pour 1 ≤ l ≤ p− 2
Posons G(X) =
∑p−1
i=0
Ai(1)
(X+i) . Alors a est une raine de G d'ordre au
moins égale à (p − 2). Le numérateur de G étant de degré au plus
(p − 2), on a que G est de la forme :
G(X) =
p−1∑
i=0
Ai(1)
(X + i)
=
β(X − a)p−2
Xp −X
où β est une onstante non nulle (en eet, β = 0 impliquerait que
Ai(1) = 0 et, puisque Ai(0) = 0, on aurait hi = ki = 0). Après
identiation des oeients dans ette déomposition en éléments
simples, on aboutit à :
Ai(1) = β(a+ i)
p−2
y
En résumé, on a :
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• Ai(0) = 0 don ki = −hi.
• Ai(1) = 2hixi = β(i+ a)p−2
• si = 0, après translation éventuelle sur les xi, yi (on voit en ef-
fet que les deux relations préédentes restent inhangées après
translation). En partiulier xi 6= 0.
On a don un système :{
hixi =
β
2 (i+ a)
p−2
−x2i = b+ ca+i
xi ∈ k, 0 ≤ i ≤ p− 1
Remarquons que e système traduit à lui seul les onditions imposées
par le problème onsidéré. On alule :
h2i x
2
i
x2i
= −(
β
2 )
2(i+ a)2(p−2)
b+ c
a+i
= −(
β
2 )
2(i+ a)2p−3
b(a+ i) + c
= h2i
don,
1 = (−1) p−12 (
β
2 )
p−1(i+ a)(2p−3)
p−1
2
(b(a+ i) + c)
p−1
2
0 ≤ i ≤ p− 1
Ainsi si H(X) := (β2 )
p−1(X+a)(2p−3)(
p−1
2
)−(−1) p−12 (b(X+a)+c) p−12 ,
H(X) = 0 mod Xp − X. En partiulier le oeient de Xp−1 dans
H(X) modulo Xp −X est nul. Or on a le :
Lemme 2.3 Soit n un entier supérieur ou égal à 2 et p un nombre
premier ongru à 1 modulo n. Alors le oeient de Xp−1 dans (X +
a)(np−(n+1))(
p−1
n
)
mod Xp −X est :
C2q (a− ap)q−2
ave q := (n−1)p+(n+1)
n
.
Démonstration : Remarquons tout d'abord que :
(np− (n+ 1))(p − 1
n
) = p(p− 3) + (n− 1)p + n+ 1
n
= p(p− 3) + q
On a don :
(X + a)(np−(n+1))(
p−1
n
) = (Xp + ap)p−3(X + a)q
= (X + ap)p−3(X + a)q mod (Xp −X).
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Supposons que p − 1 > n, dans e as q < p. Notons T le oeient
de Xp−1 dans l' expression (X + ap)p−3(X + a)q , alors :
T =
q∑
j=2
CjqC
p−1−j
p−3 a
(q−j)(ap)(p−3−(p−1−j))
=
q∑
j=2
CjqC
p−1−j
p−3 a
(q−j)(ap)(j−2)
=
(q−2)∑
j=0
Cj+2q C
j
p−3a
(q−2)−j)(ap)j
Regardons le terme Cjp−3 modulo p. On a :
Cjp−3 ≡
(−3)(−4) · · · (−(j + 2))
j!
≡ (−1)j (j + 1)(j + 2)
2
≡ (−1)jC2j+2
Don :
Cj+2q C
j
p−3 ≡
q(q − 1)(q − 2) · · · ((q − 2)− j + 1)
j!(j + 1)(j + 2)
(−1)j (j + 1)(j + 2)
2
≡ (−1)j q(q − 1)
2
(q − 2) · · · ((q − 2)− j + 1)
j!
≡ (−1)jC2qCj(q−2)
Finalement :
T = C2q
(q−2)∑
j=0
(−1)jCj
(q−2)
a((q−2)−j)(ap)j
= C2q (a− ap)(q−2)
Il reste à examiner le as où p− 1 = n. Dans e as q = p et
(X + ap)p−3(X + a)q = (X + ap)p−2 mod (Xp −X).
Le oeient de Xp−1 dans l' expression (X + ap)p−3(X + a)q vaut
don 0, il oïnide ave C2q = C
2
p mod p.

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Si on regarde e lemme pour n = 2, on voit que le oeient de
Xp−1 dans H(X) modulo Xp −X est
(
β
2
)p−1
C2p+3
2
(ap − a) p−12 . Pour
p > 3, on a C2p+3
2
6= 0 et don ap = a, e qui entraine a ∈ Fp (e qui
est impossible).
Remarque : Préisons e qui se passe dans le as p = 3.
Posons a1 = h0x0 =
β
2a et a2 = h1x1 − h0x0 = β2 . Alors h2x2 =
β
2 (a − 1) = a1 − a2. On sait enn que h′1x1 + h′2x2 + h′3x3 = 0, don
h′3x3 = −a2 (on utilise le fait que h′1 + h1 = 0 et h′2 + 2h2 = 0).
L'ensemble des huit points {xi, yi} est don l'ensemble :
{ǫ1a1 + ǫ2a2, (ǫ1, ǫ2) ∈ F23\{(0, 0)}}
Supposons enn que m+ 1 = 3p.
On généralise les notations du as préédent en prenant main-
tenant xi, yi, zi pour les ples et hi, ki, li les résidus orrespondants.
On posera :
• xi+ yi+ zi = s = ste (même argument que dans le as m+1 =
2p).
• xiyi + yizi + xizi = mi.
• xiyizi = pi
• Ai(k) = hixki + kiyki + lizki .
Etape 1 : Montrons que mi est onstant :
On raisonne par l'absurde et on suppose un instant que mi est
non onstant. Cela permet après une translation sur les xi, yi, zi, de se
ramener à p0 = pp puis à pi onstant (on notera p0 ette onstante).
On a enore ette fois-i les relations :
p−1∑
i=0
Ai(k) = 0 pour 0 ≤ k ≤ 3p− 2,
mi =
am0 + imp
a+ i
et pi =
ap0 + ipp
a+ i
= p0 6= 0
Comme préédemment, on part de l'égalité :
Ai(k + 3)− sAi(k + 2) +miAi(k + 1)− p0Ai(k) = 0 ∀k ≥ 0
qui en sommant sur tous les i donne :
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p−1∑
i=0
(Ai(k + 3)− sAi(k + 2) +miAi(k + 1)− p0Ai(k)) = 0 ∀k ≥ 0
et don :
p−1∑
i=0
miAi(k) = 0 pour 1 ≤ k ≤ 3p − 4 (3)
Il suit de même pour k ≥ 2 :
p−1∑
i=0
(miAi(k + 2)−misAi(k + 1) +m2iAi(k)− p0miAi(k − 1)) = 0 (4)
et don que :
p−1∑
i=0
m2iAi(k) = 0 pour 2 ≤ k ≤ 3p− 6
Une réurrene omme dans l'étape 2 du as m+ 1 = 2p montre que
l'on a de plus généralement :
p−1∑
i=0
mliAi(k) = 0 pour l ≤ k ≤ 3p− 2− 2l. (5)
On a alors en partiulier que :
p−1∑
i=0
mliAi(p− 1) = 0 si 1 ≤ l ≤ p− 1
et
p−1∑
i=0
mliAi(p) = 0 si 1 ≤ l ≤ p− 1.
Sahant que mi =
am0+imp
a+i , et grâe à un argument analogue à elui
du as m+ 1 = 2p (i.e on exhibe un polynme de degré au plus p− 2
ayant un zéro d'ordre au moins p− 1), on a que :
Ai(p− 1) = Ai(p) = 0
Or Ai(p) = Ai(1)
p
, don Ai(1) = 0. L'expression (4) évaluée en k = 1
donne alors
∑p−1
i=0 miAi(0) = 0, i.e, la relation (3) pour k = 0. Cei
entraîne que la relation (5) est enore vraie pour l−1 ≤ k ≤ 3p−2l−2.
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On a don
∑p−1
i=0 m
l
iAi(p − 2) = 0 si 1 ≤ l ≤ p − 1 et don par la
même onstrution Ai(p− 2) = 0.
Finalement, on a Ai(p − 2) = Ai(p − 1) = Ai(p) = 0, d'où hi =
ki = li = 0 par résolution du système linéaire, e qui est absurde. y
On a don mi = ste = m0. La même manipulation que dans le as
m+ 1 = 2p (étape 2) donne les relations :
p−1∑
i=0
Ai(0)p
l
i = 0 pour 1 ≤ l ≤ p− 1
p−1∑
i=0
Ai(1)p
l
i = 0 pour 1 ≤ l ≤ p− 1
p−1∑
i=0
Ai(2)p
l
i = 0 pour 1 ≤ l ≤ p− 2
et on en tire de la même façon que Ai(0) = Ai(1) = 0 et Ai(2) est de
la forme β(i+a)p−2(l'argument est le même : on érit qu'un polynme
de degré au plus p − 2 a une raine d'ordre p − 1 ou p − 2 selon les
as). On distingue alors deux as :
1er as : p = 3
Puisque Ai(0) = hi + ki + li = 0 on a hi = ki = li = ±1 = ǫi). On
obtient Ai(2) = β(i+a) = ǫi(x
2
i + y
2
i + z
2
i ), et Ai(1) = 0 = xi+ yi+ zi.
D'où :
(xi + yi + zi)
2 = x2i + y
2
i + z
2
i + 2m0
0 = ǫiβ(i+ a) + 2m0
'est-à-dire ǫi(i+ a) est une onstante. Il existe au moins deux valeurs
de ǫi égales e qui donne la ontradition attendue.
2ème as : p 6= 3. On se ramène à s = 0 (par translation). On a :
 1 1 1xi yi zi
x2i y
2
i z
2
i



 hiki
li

 =

 00
β(i+ a)p−2


et don,
hi =
β(i+ a)p−2
∆
(zi − yi)
ki =
β(i+ a)p−2
∆
(xi − zi)
li =
β(i+ a)p−2
∆
(yi − xi)
21
où ∆ désigne le déterminant de Vandermonde de la matrie érite plus
haut. Il suit que :
hikili =
β3(i+ a)3(p−2)
∆2
et
hiki + hili + kili =
β2(i+ a)2(p−2)
∆2
((zi − yi)(xi − zi) + (zi − yi)(yi − xi)
+ (xi − zi)(yi − xi))
=
β2(i+ a)2(p−2)
∆2
(m0 − (x2i + y2i + z2i ))
= 3
β2(i+ a)2(p−2)
∆2
m0
1er sous-as :m0 6= 0. Alors hikilihiki+hili+kili = 13m0β(i+a)p−2 ∈ Fp. Don
( i
a
+ 1)p−2 ∈ Fp. Posons A = 1a , alors (Ai+1)p(p−2) − (Ai+1)p−2 = 0
∀i ∈ Fp. Posons F (X) = (AX + 1)p(p−2) − (AX + 1)p−2, alors :
F (X) = (ApX + 1)p−2 − (AX + 1)p−2 = 0 mod (Xp −X)
D'où Ap = A et don a ∈ Fp e qui est absurde.
2ème sous-as : m0 = 0. Dans e as x
3
i = pi = b +
c
a+i , ave b = pp
et c = a(p0 − pp). On a la même relation pour yi et zi, don yi = jxi,
zi = j
2xi, ave j
3 = 1, j 6= 1 (quitte à éhanger yi et zi on peut
supposer que j ne dépend pas de i).
• Si j /∈ Fp, alors :
hixi + kiyi + lizi = 0
xi(hi + kij − (1 + j)li) = 0
(hi − li) + j(ki − li) = 0
Don hi = ki = li. Comme Ai(0) = hi + ki + li = 0 et que p 6= 3, on
obtient une absurdité.
• Don j ∈ Fp et p ≡ 1 mod 3. Des égalités Ai(0) = Ai(1) = 0 , on
tire le système linéaire en hi, ki, li :{
hi + ki + li = 0
hi + jki − (1 + j)li = 0
e qui permet par exemple d'exprimer ki et li en fontion de hi :{
ki =
−(2+j)
2j+1 hi = µhi
li =
1−j
2j+1hi = λhi
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µ, λ ∈ Fp, (indépendants de i). Don :
hix
2
i + kiy
2
i + liz
2
i = β(i+ a)
p−2 = Ai(2)
hix
2
i (1 + µj
2 + λj4) = β(i+ a)p−2
hix
2
i = β
′(i+ a)p−2
en posant β′ = β(1 + µj2 + λj4)−1. Puisque x3i = b+
c
a+i , il suit que :
h3ix
6
i
x6i
=
β′3(i+ a)3(p−2)
(b+ c
a+i)
2
=
β′3(i+ a)3p−4
(b(a+ i) + c)2
= h3i
don,
1 =
β′p−1(i+ a)(3p−4)
p−1
3
(b(a+ i) + c)2
p−1
3
Posons G(X) = β′p−1(X+a)(3p−4)(
p−1
3
)− (b(X+a)+ c)2 p−13 . Alors
G(X) = 0 mod Xp − X. En partiulier le oeient de Xp−1 dans
G(X) modulo Xp −X est nul.
On peut appliquer le lemme 2.3 pour n = 3, (notons que p ≡ 1 mod
3) ; le oeient en Xp−1 de G(X) modulo Xp−X est β′p−1C22p+4
3
(ap−
a)
2(p−1)
3
. Or, C22p+4
3
6= 0 don ap = a, et don a ∈ Fp, d'où la ontra-
dition. y
Dans tous les as, il n'y a pas de L3p,2 pour p > 2.
2.3 Exemples d'espaes vetoriels Lm+1,n
On peut expliquer la onstrution qui se trouve dans [Ma℄ d'a-
tions de (Z/pZ)n sur le disque ouvert p-adique par la présene ahée
d'espaes Lm+1,n. Expliitons ela.
Dans ette onstrution, on utilise le fait que la forme ω := udz
zp−1−α
(α ∈ k∗ et u = α
xi
, où xi est une des raines du polynme z
p−1 − α)
est logarithmique, et la remarque 4 du paragraphe 1.3.
On se donne un entier n supérieur ou égal à 2. Considérons les
formes diérentielles suivantes :
ωj =
ujdz∏
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫj 6=0
(z −
n∑
i=1
ǫiai)
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où uj est une onstante que l'on va montrer pouvoir hoisir onven-
ablement pour que la forme ωj soit logarithmique. On a :
ω1 =
u1dz∏
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫ1 6=0
(z −
n∑
i=1
ǫiai)
=
u1dz
p−1∏
j=1
∏
(ǫ2,··· ,ǫn)∈{0,··· ,p−1}n
(z − ja1 +
n∑
i=2
ǫiai)
Notons
Ad1(z) =
∏
(ǫ2,··· ,ǫn)∈{0,··· ,p−1}n
(z −
n∑
i=2
ǫiai)
Alors Ad1 est un polynme additif ; ω1 s'érit alors :
ω1 =
u1dz
p−1∏
j=1
Ad1(z − ja1)
=
u1dz
p−1∏
j=1
(Ad1(z)− jAd1(a1))
=
u1dz
Ad1(z)p−1 −Ad1(a1)p−1
On peut érire Ad1 sous la forme α1z +P1(z
p), ar Ad1 est additif (f
remarque 4 du paragraphe 1.3). En partiulier, Ad1
′(z) = α1. Posons
Q(z) = Ad1(z)
p−1 − Ad1(a1)p−1 et alulons Q′(
∑n
i=1 ǫiai) pour ǫi ∈
{0, · · · , p− 1}, ǫ1 6= 0.
Q′(
n∑
i=1
ǫiai) = −α1Ad1(
n∑
i=1
ǫiai)
p−2
= −α1(
n∑
i=1
ǫiAd1(ai))
p−2
= −α1(ǫ1Ad1(a1))p−2
Posons alors u1 = −α1Ad1(a1)p−2. Alors :
ω1 =
u1dz
Q(z)
=
∑
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫ1 6=0
u1dz
Q′(
∑n
i=1 ǫiai)
(z −
n∑
i=1
ǫiai)
=
∑
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫ1 6=0
ǫ1dz
(z −
n∑
i=1
ǫiai)
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e qui prouve que ω1 est bien logarithmique. De même, on peut trouver
uj pour que ωj soit logarithmique ; ωj s'érit alors :
ωj =
∑
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫj 6=0
ǫjdz
(z −
n∑
i=1
ǫiai)
Des onsidérations de degré montrent que le déterminant de Moore
∆(u1, · · · , un) est un polynme en les (ai)1≤i≤n non nul. Ainsi si
(a1, · · · , an)
∈ kn − V (∆(u1, · · · , un)), alors (u1 · · · , un) sont Fp-linéairement in-
dépendants ('est la ondition (*) de [Ma℄).
Sous ette dernière ondition, montrons que < ω1, · · · , ωn > est
un Lm+1,n. Puisque ∆(a1, · · · , an) = ∆(a1, · · · , an−1)Adn(an) et que
un = −∆(a1, · · · , an−1)p−1Adn(an)p−2 6= 0, il suit que a1, · · · , an sont
Fp-linéairement indépendants.
Soit (b1, · · · , bn) ∈ Fnp − {0} ; alors b1ω1 + · · · + bnωn a un zéro
d'ordre m− 1 à l'inni et m+ 1 = pn − pn−1 ples qui sont les :
{
n∑
i=1
ǫiai, avec b1ǫ1 + · · ·+ bnǫn 6= 0}.
En résumé, si (a1, · · · , an) vérie la ondition (*) de [Ma℄, on dénit :
ωj :=
ujdz∏
(ǫ1,··· ,ǫn)∈{0,··· ,p−1}n
ǫj 6=0
(z −
n∑
i=1
ǫiai)
Alors < ω1, · · · , ωn > est un Lm+1,n.
Remarque 1 : Si on reprend les arguments de la remarque 4 du para-
graphe 1.3, on peut onstruire par hangement de variables d'autres
exemples d'espaes Lm+1,n.
Remarque 2 : Pour haque exemple d'espaes Lm+1,n ainsi onstruits,
on onstate que m + 1 est un multiple de pn−1(p − 1) . Il est tentant
de penser (f. théorème 2.2) que ette ondition est néessaire.
2.4 Appliations
Le problème de l'existene de es espaes Lm+1,n est intimement
lié aux ations de (Z/pZ)n sur le disque ouvert p-adique.
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2.4.1 Ation de (Z/pZ)n sur le disque ouvert p-adique
(Pour plus de préisions sur les rappels qui vont suivre, on renvoie
à [Gr-Ma 1℄ et [Gr-Ma 2℄.)
Soit R un anneau de valuation disrète dominant l'anneau des
veteurs de Witt de k. Soit D0 = Spec(R[[Z]]) et σ un automorphisme
d'ordre p agissant sur D0 et ayant m + 1 points xes. On note D0 le
modèle semi-stable minimal qui déploie les m + 1 points xes en des
points lisses et distints dans la bre spéiale D0,s. La bre spéiale est
alors un arbre de droites projetives, on montre que les spéialisations
des points xes se trouvent dans les omposantes terminales de l'arbre.
Notons D′0 := D0/ < σ >. Les bres spéiales D0,s et D′0,s sont alors
homéomorphes via le morphisme de passage au quotient par σ.
Considérons une omposante terminale E′ de D′0,s, alors des es-
paes Lm+1,1 apparaissent quand on analyse la dégéneresene du µp-
torseur induit par σ sur le disque fermé orrespondant à la omposante
E′. Préisément, si on note x0, · · · , xm les points xes de σ qui se spé-
ialisent dans la omposante E′, on montre qu'il existe f ∈ k(E′)
telle que ord∞f = 0 et df a son diviseur à support dans {xi}i ∪ {∞},
ordxidf = hi−1 (mod p), ord∞df = m−1 (et
∑
hi = 0),(f [Gr-Ma 2℄
théorème III.3.1). Après un hangement de paramètre, on voit que f
est de la forme :
m∏
i=0
(1− xix)hi
et
df
f
= −
m∑
i=0
hixi
1− xixdx =
−uxm−1∏m
i=0(1− xix)
, u ∈ k∗.
La géométrie la plus simple qui peut intervenir est la géométrie
équidistante, i.e la bre spéialeD0,s est réduite à une droite projetive.
Dans la as où σ 6= Id mod m (où m est l'idéal maximal de R), la
distane mutuelle entre les points xes est |ζ − 1| 1m ; elle est don
déterminée par le onduteur de l'extension.
Plus généralement, on peut dénir des données ombinatoires et
diérentielles sur les autres omposantes (f. [Gr-Ma 2℄). Henrio a
établi dans [He℄ la réiproque, 'est-à-dire, reonstruire un automor-
phisme d'ordre p à partir de es données.
Nous nous proposons dans e qui suit d'aborder sous le même angle
l'ation du groupe G := (Z/pZ)n. Dans le as d'une ation de G sur
le disque ouvert p-adique, la desription des données ombinatoires et
diérentielles est plus déliate. Nous allons examiner ii le as de la
ombinatoire la plus simple, i.e. le as où le lieu de branhement du
G-torseur orrespondant est équidistant.
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On se donne don unG-torseur au dessus de SpeR[[T ]] := SpeR[[Z]]G.
On a ainsi n revêtements p-yliques SpeR[[Zi]]→ SpeR[[T ]] donnés
par les équations Zpi = fi(T ) (où fi ∈R[T ]). Considérons une extension
de SpeR[[T ]] p-ylique intermédiaire ; elle est donnée par une équa-
tion du type Y p = f ǫ11 · · · f ǫnn ave (ǫ1, · · · , ǫn) ∈ Fnp−{0}. L'hypothèse
faite sur le lieu de branhement (géométrie équidistante) impose alors
que e revêtement a pour onduteur m + 1. En partiulier la forme
diérentielle logarithmique assoiée à e revêtement a m+1 ples dis-
tints et un zéro d'ordre m − 1 à l'inni. On obtient don ainsi un
espae Lm+1,n.
Nous remarquons aussi qu'une ation de (Z/pZ)n sur R[[Z]] induit
en rédution (i.e modulo m) une ation de (Z/pZ)n sur k[[z]] (qui peut
être triviale).
2.4.2 Constrution de (Z/pZ)n-torseurs à partir d'espaes
Lm+1,n
Dans un premier temps , nous allons montrer qu'un espae Lm+1,n
donne naissane à une ation de (Z/pZ)n sur le disque ouvert p-
adique (nous préisons également le (Z/pZ)n-torseur obtenu en ré-
dution modulo m).
Plus préisément, on a le théorème suivant :
Théorème 2.4 On onsidère un Lm+1,n et une base ω1, · · · , ωn de
et espae, haque ωi s'érivant
dfi
fi
. Soit ζ une raine primitive p-ième
de l'unité et R=W(k)[π] où πm := λ := ζ − 1, on note K=Fra(R).
Alors on peut trouver Fi ∈R[X] relevant fi tels que le produit -
bré des revêtements de P
1
K donnés par les équations Y
p
i = Fi(X) in-
duisent après normalisation un revêtement de P
1
K galoisien de groupe
(Z/pZ)n ayant bonne rédution relativement à la valuation de Gauss
T := π−pX. La bre spéiale du modèle lisse orrespondant est un
revêtement étale, galoisien de groupe (Z/pZ)n de la droite ane A1k.
La démonstration suit les méthodes utilisées dans [Ma℄. Nous allons
l'adapter au as qui nous préoupe.
Nous montrons d'abord le lemme suivant :
Lemme 2.5 Soit ω1, · · · , ωn une base d'un espae Lm+1,n ; soit (xi)1≤i≤T
la réunion des ples de ωj pour 1 ≤ j ≤ n et (xi)i∈Ij les ples de
ωj. Chaque ωj s'érit
dfj
fj
ave fj =
∏T
i=1(1 − xix)hij et hij = 0 pour
i /∈ Ij. Soit Xi ∈W (k) des relèvements de xi pour 1 ≤ i ≤ T . On pose
Fj(X) :=
∏T
i=1(1 − XiX)hij . Alors il existe Qˆj(X), Rˆj(X), Sˆj(X) ∈
W (k)[X] et Uj ∈W (k) inversible tels que :
Fj(X) = (1 +XQˆj(X))
p + UjX
m(1 +XRˆj(X)) + pSˆj(X) (∗)
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Démonstration : On a :
f ′j =
ujx
m−1∏T
i=1(1− xix)
T∏
i=1
(1− xix)hij = ujxm−1(1 + xr(x))
où r(x) est un polynme dans lequel on a regroupé tous les termes de
degré supérieur. Le polynme fj est don de la forme :
fj = (1 + xq(x))
p +
ujx
m
m
(1 + xr˜(x)).
Don Fj qui est un relèvement de g s'érit :
Fj = (1 +XQˆj(X))
p + UjX
m(1 +XRˆj(X)) + pSˆj(X)

Démonstration du théorème : L'approximation (*) du lemme 2.5 n'est
a priori pas susante pour garantir que les Fj satisfassent le théorème.
On va améliorer ette approximation en utilisant l'automorphisme de
Frobenius. L'ation du Frobenius inverse sur k[t] est dénie de la façon
suivante : si f :=
∑
aix
i ∈ k[t] alors on pose fF−1 := ∑ a 1pi xi. Cette
opération ommute ave la dérivation (i.e (fF
−1
)′ = (f ′)F
−1
). On peut
don étendre ette ation aux formes diérentielles que l'on onsidère.
En partiulier, si on a un espae Lm+1,n engendré par les n formes
diérentielles ω1, · · · , ωn alors on en déduit que le Fp-espae vetoriel
engendré par les formes ωF
−1
1 , · · · , ωF
−1
n est enore un espae Lm+1,n.
On hoisit une des fontions fj (que l'on appelle f dans la suite
pour ne pas surharger les notations ; de la même façon on notera hi à
la plae de hij). Nous allons montrer qu'il existe des Xi relevant xi tels
que la fontion F dénie par F :=
∏T
i=1(1−XiX)hi soit de la forme :
F (X) = (1+XQ(X))p+UpXm(1+XR(X))+pX
(m+1)
p S(X)+p2T (X)
ave Q(X), R(X), S(X), T (X) ∈W (k)[X] et U ∈W (k) inversible.
Soit yi ∈ k tels que ypi = xi ; prenons Yi ∈ W (k) relevant yi.
Posons :
F (X) :=
T∏
i=1
(1− Y pi X)hi
Il est lair que F relève f . Vérions que F est de la forme annonée.
28
On a :
F (Xp) =
T∏
i=1
(1− (YiX)p)hi
=
p−1∏
j=0
T∏
i=1
(1− ζkYiX)hi
Or, on a (
∏T
i=1(1− yix)hi) = f(x)F
−1
, don
∏T
i=1(1− yix)hi vérie les
hypothèses du lemme 2.5 et il existe Qˆ(X), Rˆ(X), Sˆ(X) ∈W (k)[X] et
U ∈W (k) inversible tels que :
T∏
i=1
(1−Yi(ζjX))hi = (1+ζjXQˆ(ζjX))p+U(ζjX)m(1+ζjXRˆ(ζjX))+pSˆ(ζjX)
e que l'on peut érire aussi :
T∏
i=1
(1− Yi(ζjX))hi = (1 + ζjXQˆ(ζjX))p(1 + U(ζjX)m(1 + ζjXR˜(ζjX))
+ pS˜(ζjX))
ave R˜(X), S˜(X) ∈W (k)[[X]]. Ce qui donne :
F (Xp) =
p−1∏
j=0
(1 + ζjXQˆ(ζjX))p
p−1∏
j=0
(1 + U(ζjX)m(1 + ζjXR˜(ζjX))pS˜(ζjX))
que nous regardons modulo p2. On a :
p−1∏
j=0
(1 + ζjXQˆ(ζjX))p ∈ 1 +XpW (k)[Xp]
et
p−1∏
j=0
(1 + U(ζjX)m(1 + ζjXR˜(ζjX))pS˜(ζjX))
=
p−1∏
j=0
(1 + U(ζjX)m(1 + ζjXR˜(ζjX))) + p
p∑
j=0
(S˜(ζjX)
∏
k∈{0,··· ,p−1}
k 6=j
(1 + U(ζkX)m(1 + ζkXR˜(ζkX))) mod p2
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Remarquons que la dernière somme appartient à (ζ−1)W (k)[[ζ,X]]∩
W (k)[[X]] = pW (k)[[X]], don :
p
p∑
j=0
(S˜(ζjX)
∏
k∈{0,··· ,p−1}
k 6=j
(1 +U(ζkX)m(1 + ζkXR˜(ζkX))) = 0 mod p2
Enn, on a :
p−1∏
j=0
(1+U(ζjX)m(1+ζjXR˜(ζjX))) ≡ (1+UpXpm(1+XpR˜p(X))) mod (ζ−1)
ainsi que :
p−1∏
j=0
(1 + U(ζjX)m(1 + ζjXR˜(ζjX)))
∈W (k)[[Xp]] ∩ (1 +XmW (k)[[X]]) = 1 + (Xp)([mp ]+1)W (k)[[Xp]]
Don F (X) est de la forme annonée.
Nous allons montrer que l'équation Y p = F (X) dénit une ourbe
ayant bonne rédution sur R relativement à la valuation de Gauss en
T := λ
−p
m X.
En eet, si on pose Y = λZ + 1 + XQ(X) et T := λ
−p
m X alors
l'équation Y p = F (X) donne en rédution :
zp − z = uptm
Enore une fois, on a l'égalité des genres des bres géométriques et
spéiales, e qui assure la bonne rédution.
On obtient ainsi n revêtements Y pi = Fi(X) (1 ≤ i ≤ n) de P1K qui
ont simultanément bonne rédution pour la même valuation de Gauss
(l'équation en rédution est zpi − zi = uitm). On onsidère le produit
bré de es revêtements, après normalisation il induit un revêtement
C → P1R galoisien de groupe (Z/pZ)n. De plus, la bre spéiale Cs est
intègre ar les ui sont linéairement indépendants sur Fp (f. remarque 3
du paragraphe 1.3). Il reste à voir que e revêtement a bonne rédution
sur R.
On érit m+ 1 = qpn−1, q ∈ N∗. Le degré de la diérente spéiale
du ompositum des n extensions zpi − zi = uitm est :
ds = (m+ 1)(p − 1)(1 + p+ · · · pn−1)
= qpn−1(p − 1)(1 + p+ · · · pn−1)
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Notons dη le degré de la diérente du revêtement Cη → P1K . Ce
revêtement n'est ramié qu'en les points qui sont des relèvements des
ples des formes diérentielles, i.e au plus T = q(1+ · · ·+pn−1) points
(voir la démonstration du lemme 1.2). Les groupes d'inertie étant y-
liques d'ordre p, on obtient :
dη ≤ pn−1(q(1 + p+ · · · + pn−1))(p − 1) = ds
On obtient la bonne rédution en appliquant le ritère loal de bonne
rédution donné dans [Gr-Ma 1℄.

Remarque : Si on regarde ette dernière ation en rédution modulo
l'idéal maximal de R, on trouve un (Z/pZ)n-torseur au dessus de k[[t]]
donné par les équations :

zp1 − z1 = u1tm
.
.
.
zpn − zn = untm
où les ui sont Fp-indépendants, ar attahés à un espae Lm+1,n (f.
remarque 3 du paragraphe 1.3).
2.4.3 Déformation des (Z/pZ)2-torseurs
On s'intéresse ii à la déformation de (Z/pZ)2-torseurs au dessus
de Spek[[t]] ave une géométrie équidistante ; ei impose de ne on-
sidérer que des extensions de k[[t]] pour lesquelles les sous-extensions
intermédiaires ont des onduteurs égaux.
Dans le as m+ 1 = p, on sait d'après [Gr-Ma 2℄ Théorème III.3.1
que la géométrie qui apparait est équidistante. Ainsi on a le théorème
suivant orollaire du théorème 2.2 :
Théorème 2.6 Soit G = (Z/pZ)2, p ≥ 3 et R un anneau de valua-
tion disrète dominant l'anneau des veteurs de Witt de k. Supposons
que G est un groupe d'automorphismes de k[[z]] et que haune des
sous-extensions de k[[z]]G, d'ordre p a un onduteur égal à p. Alors,
on ne peut pas relever G en un groupe d'automorphismes de R[[Z]].
Démonstration : On rappelle le ritère de relèvement donné par [Gr-Ma 1℄
Théorème I.5.1. Pour qu'il y ait relèvement, il faut et il sut que :
Etant donné deux extensions intermédiaires de la forme k[[z]]G1 ,
k[[z]]G2 , on puisse relever haune de es extensions en R[[Z]]Gi/R[[Z]]G
telles que es deux derniers revêtements aient exatement (p−1) points
de branhement en ommun.
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Supposons que le relèvement soit possible et traduisons e qui doit
se passer au niveau de la bre spéiale D0,s. Les équations des deux
revêtements intermédiaires sont de la forme Y p1 = F1(X) et Y
p
2 =
F2(X). On a m < p, don pour haune de es extensions, D0,s est
une droite projetive sur laquelle on a m + 1 points équidistants qui
orrespondent aux spéialisations des points xes par l'automorphisme
d'ordre p orrespondant (f. [Gr-Ma 2℄ théorème III.3.1). On a don
des fontions f1, f2 (qui sont les rédutions de F1 et F2) de la forme :
f1 =
p∏
i=0
(1− xix)hi h0 = 0, hi 6= 0,
∑
hi = 0
f2 =
p∏
i=0
(1− xix)h′i h′p = 0, h′i 6= 0,
∑
h′i = 0
telles que df1 et df2 aient les onditions sur leurs diviseurs énonées
préédemment. Cette ériture traduit déjà le fait que l'on a (p − 1)
points de branhement en ommun (leurs spéialisations sont x1, · · · , xp−1).
Posons ω1 =
df1
f1
et ω2 =
df2
f2
. Toute autre extension intermédiaire
est donnée par une équation de la forme Yp = f ǫ11 f
ǫ2
2 , ((ǫ1, ǫ2) ∈ F2p −
{(0, 0)}), don donne naissane à une diérentielle ωj = ǫ1 df1f1 + ǫ2
df2
f2
qui a aussi p ples distints et un zéro d'ordre m− 1 en 0.
On voit don que dans le as m + 1 = p, la possibilité de relever
l'ation du groupe G implique l'existene d'espaes Lp,2, e qui est
démenti par le théorème ??.

Remarque 1 : Dans [Be℄, Bertin donne des obstrutions au relèvement
d'ations de groupe. Le théorème 2.6 donne de nouvelles obstrutions
qui sont de nature diérentielle.
Remarque 2 : Le théorème 2.6 utilise juste le premier résultat du
théorème 2.2. Pour les as m+ 1 = 2p ou 3p, on ne peut pas énoner
un théorème analogue ar on n'a pas forément une géométriquement
équidistante. On peut juste dire dans es as-là que si le relèvement
est possible, il doit faire apparaitre une géométrie plus omplexe.
Enn nous onsidérons le as où p = 2 ave ette fois-i un on-
duteur quelonque. On a alors le théorème suivant :
Théorème 2.7 On onsidère une ation de G= (Z/2Z)2 omme
groupe d'automorphismes de k[[t]] dans laquelle haune des sous-extensions
de k[[t]]G d'ordre 2 a même onduteur (on note m + 1 = 2n e on-
duteur). Alors on peut déformer ette ation en une ation de G sur
R[[T ]], où R= W (k)[λ
1
2n−1 ].
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La démonstration est dûe à Ito et suit des indiations de M.Matignon.
Nous la redonnons ave quelques modiations.
On a tout d'abord besoin du lemme suivant :
Lemme 2.8 Soit X1, · · · ,Xn ∈ W (k) deux à deux distints et U ∈
W (k)∗. Alors il existe Xn+1, · · · ,X2n (ave Xi 6= Xj dès que 1 ≤ i <
j ≤ 2n) et Q(X), R(X) ∈W (k)[X] tels que le polynme :
F (X) :=
2n∏
i=1
(1−XiX) = (Q(X))2 + UX2n−1 + 2R(X)
et tels que le revêtement de Spe(W (k)[X]) donné par Y 2 = F (X) ait
bonne rédution.
Démonstration : Notons xi la rédution de Xi modulo l'idéal maximal
de W (k). D'après le théorème 2.1, on peut trouver xn+1, · · · , x2n tels
que :
f(x) :=
2n∏
i=1
(1− xix) = (q(x))2 + ux2n−1
(où u est la rédution de U). Choisissons des relèvements Xi de xi et
posons :
F˜ (X) =
2n∏
i=1
(1 −XiX)
F˜ est aussi de la forme :
F˜ (X) = Q2(X) + 2R(X) + UX2n−1
ave Q = 1 + a1X + · · · + anXn ∈ W (k)[X], R = b1X + · · · +
b2n−1X
2n−1 ∈ W (k)[X]. Erivons F˜ en fontion du paramètre T :=
(−2)− 22n−1X :
F˜ (T ) = Q2((−2) 22n−1T ) + 2(b1(−2)
2
2n−1T + · · ·+ b2n−1(−2)2T 2n−1) +
(−2)2UT 2n−1
Posons Y = −2Z+Q ; si le oeient (b1(−2)
2
2n−1T+· · ·+bm(−2)2Tm)
est nul modulo 2, alors on a en rédution :
((−2)Z +Q)2 −Q2
(−2)p = UT
m
Z2 − Z = UTm
Cei est susant pour avoir la bonne rédution. En eet, le revêtement
d'équation Y 2 = F˜ (X) est ramié en 2n points (nombre de raines
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de F˜ ), don le genre de la bre générique est (2n−2)(2−1)2 (formule
d'Hurwitz), 'est-à-dire le même que elui de la bre spéiale.
On va don herher à modier F˜ . On érit F˜ (X) =
∏2n
i=1(1−XiX).
Posons
F (X) =
2n∏
i=1
(1−XiX − 2ǫiX)
où ǫi = 0 si i ≤ n et (ǫi, i > n) sont des onstantes à déterminer pour
avoir bonne rédution.
F (X) =
2n∏
i=1
(1−XiX)
(
1 + 2
2n−1∑
i=1
ǫiX
1−XiX
)
mod [4]
= (Q2 + 2R)
(
1 + 2
2n∑
i=1
ǫiX
1−XiX
)
+ UX2n−1 mod [4,X2n, 2X2n−1]
= Q2 + 2
(
Q2
2n∑
i=1
ǫiX
1−XiX +R
)
+ UX2n−1 mod [4,X2n, 2X2n−1]
= Q2 + 2(Q2X
2n∑
i=1
ǫi(1 +XiX + · · ·+ (XiX)2n−2) +R)
+ UX2n−1 mod [4,X2n, 2X2n−1]
On va don s'arranger pour que le terme
Q2X
2n∑
i=1
ǫi(1 +XiX + · · ·+ (XiX)2n−2) +R)
soit nul modulo 2. Remarquons tout d'abord que si k ≥ n, alors les
termes en Xk (érits en fontion du paramètre T ) sont nuls modulo 2.
Il sut don de voir que l'on peut hoisir les ǫi de telle façon que les
termes en Xk (1 ≤ k ≤ n− 1) de l'expression :
Q2X
2n−1∑
i=1
ǫi(1 +XiX + · · ·+ (XiX)2n−2) +R)
soient nuls. Soit αk le k-ième terme de la série de Taylor de (−RQ−2)
(i.e (−RQ−2) =∑k≥1 αkXk). Alors la ondition que l'on vient d'énon-
er se ramène au système :
2n∑
i=n+1
ǫiX
k
i = −αk pour 0 ≤ k ≤ n− 2
qui a des solutions puisque 'est un système de Vandermonde ave des
équations en moins.
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Revenons à la démonstration du théorème. Considérons une (Z/2Z)2-
extension k[[z]]/k[[t]] telle que les sous-extensions intermédiaires Ci
aient le même onduteur m + 1 = 2n. Après un hangement de
paramètre t, on peut supposer que C1 et C2 sont données par les
équations : {
C1 : y
2
1 + y1 =
u
t2n−1
C2 : y
2
2 + y2 =
p(t)
t2n−1
ave u ∈ k∗ et p(t) = 1 + p1t + · · · + p2n−2t2n−2. D'après [Gr-Ma 1℄
Th I.5.1, il faut pouvoir relever C1 et C2 de façon à e que es deux
revêtements aient exatement n points de branhements en ommun.
Posons t′ = t(p(t))
−1
2n−1
. Alors les deux extensions intermédiaires
sont données par : {
C1 : y
2
1 + y1 =
u
t2n−1
C2 : y
2
2 + y2 =
1
t
′2n−1
Soit T un paramètre du disque ouvert relevant t et T ′ := T (p(T ))
−1
2n−1
un paramètre relevant t′ ( et P (T ) est un relèvement de p(t)). Si on
érit T ′ = τ(T ), alors τ dénit un automorphisme du disque ouvert
SpeW (k)[[T ]]. Notons X = 2
2
2n−1T−1. Alors τ induit un automor-
phisme sur le disque fermé SpeW (k){{X−1}} (rappelons que que
les éléments de W (k){{X−1}} sont les séries formelles de la forme∑
ν≥0 aνX
−ν
ave limν→∞ aν = 0). Ce qui donne τ(X
−1) = X−1P (2
2
2n−1X−1)
−1
2n−1
et τ est l'identité en rédution. Soit C˜2 : Y
2
2 = 1+
4
T
′2n−1 un relèvement
de C2 que l'on peut reérire en hoisissant de nouveaux paramètres :
(Y ′2)
2 = 1− (X ′)2n−1 =
2n∏
i=1
(1−X ′iX ′)
Les idéaux (1−X ′iX ′) dénissent des points distints dans SpeW (k){{X−1}}.
Posons (1 − XiX) := τ−1(1 − X ′iX ′). On applique alors le lemme
préédent aux points X1 · · ·Xn, e qui permet d'obtenir un revêtement
d'équation :
C˜1 : (Y
′
1)
2 = A(X)2 + 2B(X) + UX2n−1
qui a bonne rédution et qui a n points de branhement en ommun
ave C˜2. Le relèvement souhaité est alors donné par la normalisation
de C˜1 ×W (k)[[X]] C˜2.
Remarque : Dans le as p > 2 une généralisation du théorème 2.7 est
un problème ouvert. On s'aperçoit déjà au vu du théorème 2.2 que
la ondition p/m + 1 n'est pas susante : il faut en plus l'existene
d'espaes Lm+1,2.
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