Periodic laser pulsing of singly charged semiconductor quantum dots leads to a synchronization of the spin dynamics with the optical excitations. The Larmor precession of the optically oriented resident electron spins about an external magnetic field is frequency focused by the surrounding nuclear spins. The electron spin revival amplitude at the incidence time of each laser pulse is amplified by this additional mode-locking of the Overhauser field. Long sequences of pulses train the nuclear spin bath such that an integer or a half-integer number of electron spin revolutions between two subsequent pulses occur. We present experimental data of the non-monotonic revival amplitude as function of the external magnetic field. A quantum mechanical approach for the density operator of the coupled electron-nuclear spin system is developed that combines the effect of each pulse with the exact solution of the Lindblad equation for the dynamics between the pulses. The non-monotonic behavior of the revival amplitude is ascribed to a magnetic field dependent resonance condition for the Overhauser field distribution caused by the nuclear Zeeman effect. At large magnetic fields, we observe an interplay between the nuclear Larmor precession with the electron spin dynamics that favors one or the other electronic resonance condition after applying up to 20 million laser pulses in the simulation. This analysis is augmented by numerical calculations of classical spins subject to periodic pumping accounting for a large number of nuclear spins which confirm the link of the non-monotonic magnetic field behavior to the nuclear Zeeman precession.
Periodic laser pulsing of singly charged semiconductor quantum dots leads to a synchronization of the spin dynamics with the optical excitations. The Larmor precession of the optically oriented resident electron spins about an external magnetic field is frequency focused by the surrounding nuclear spins. The electron spin revival amplitude at the incidence time of each laser pulse is amplified by this additional mode-locking of the Overhauser field. Long sequences of pulses train the nuclear spin bath such that an integer or a half-integer number of electron spin revolutions between two subsequent pulses occur. We present experimental data of the non-monotonic revival amplitude as function of the external magnetic field. A quantum mechanical approach for the density operator of the coupled electron-nuclear spin system is developed that combines the effect of each pulse with the exact solution of the Lindblad equation for the dynamics between the pulses. The non-monotonic behavior of the revival amplitude is ascribed to a magnetic field dependent resonance condition for the Overhauser field distribution caused by the nuclear Zeeman effect. At large magnetic fields, we observe an interplay between the nuclear Larmor precession with the electron spin dynamics that favors one or the other electronic resonance condition after applying up to 20 million laser pulses in the simulation. This analysis is augmented by numerical calculations of classical spins subject to periodic pumping accounting for a large number of nuclear spins which confirm the link of the non-monotonic magnetic field behavior to the nuclear Zeeman precession.
I. INTRODUCTION
Manipulation of the resident electron spins in singly charged semiconductor quantum dots (QDs) using laser pulses is considered a promising route for optically controlled quantum functionality [1, 2] . The well localized electron spins exhibit an increased coherence time, which is primarily limited by the hyperfine interaction between the electron spin and the surrounding nuclear spins at cryogenic temperatures [3] [4] [5] [6] [7] [8] . Periodic optical pumping leads to a synchronization of the electron spin precession frequencies to the pumping periodicity in a magnetic field by nuclear frequency focusing. The Floquet's theorem predicts resonance or mode-locking conditions [1] that have been investigated using a classical representation of the spin dynamics [9, 10] as well as a perturbative quantum mechanical treatment of the spin system [11, 12] . At resonance, the electron spins partially rephase prior to each laser pulse causing a constructive interference. Since each electron is well localized within its own bath of nuclear spins, the electron spin and the nuclear spins evolve as a coupled system reaching a stroboscopic stationary state strongly differing from the equilibrium starting point after long pumping [1] . This quasistationary state of a periodically pumped ensemble of QDs, is characterized by the synchronization of the evolution of electronic and nuclear spins implying a finite revival amplitude of the electron spin polarization.
Although the electronic resonance condition is well established [1, 9, 10] , the magnetic field dependency of the revival amplitude has not been thoroughly investigated yet. In this paper, we approach the subject in a threefold way. We briefly present recent experimental measurements of the revival amplitude and then devise a full quantum mechanical approach to the numerical calculation of a periodically pulsed QD. A classical approach [13] supplements the results of the quantum mechanical exploration.
First experimental measurements of the revival amplitude as function of the external magnetic field B ext have been introduced in Ref. [10] . In these pump-probe experiments, the magnetic field applied perpendicular to the optical axis covers a range of up to 6 T only. In the scope of this paper, we performed pump-probe experiments with an expanded field range up to 10 T for two different (In,Ga)As/GaAs QD samples. Both samples show a characteristic minimum of the revival amplitude at roughly 4 T similar to Ref. [10] , with otherwise some variations on a more detailed level as function of B ext .
The experimental observations raise the question of the mechanism generating the magnetic field dependency of the revival amplitude. As a model, we develop a full quantum mechanical approach to periodically driven QD ensembles based on the central spin model (CSM) [14] . The effect of the laser pulses as well as the decay of the created trion is accounted for by a short pulsed exter-nal classical driving field in combination with a Lindblad approach [15] for the trion decay. We will show that the nuclear Larmor frequency [12] plays a crucial role to explain the experimental data demonstrating a nonmonotonic dependency of the revival amplitude on the external magnetic field.
The condition for nuclear frequency focusing observed in various numerical approaches [10, 12, 13] indicates two kinds of resonances. The nuclear spins align in such a way that the electron either performs an integer (integer resonance) or a half-integer (half-integer resonance) number of revolutions in the Larmor precession between two succeeding pump pulses [10] [11] [12] . The distribution of weight between these two resonances depends on the magnitude of the external magnetic field. Since the number of electron spin revolutions in between two pump pulses also determines the alignment of the electron spin immediately before a pump pulse, the resonance condition is directly connected to the revival amplitude.
We are interested in calculating the full quantum mechanical time evolution, and hence we focus on a rather small nuclear spin bath. For each time interval between pump pulses, we exactly solve the Lindblad equation containing the trion decay as well as the hyperfine interaction between the resident electron spin and the surrounding nuclear spins and the Zeeman effect.
The perturbative quantum mechanical approach in Ref. [12] treats the hyperfine interaction in linear order in the spin-flip term. In this way, a nuclear bath of N = 15 − 17 spins can be handled, which is still much smaller than the number of nuclear spins in a real QD. In the scope of the perturbative approach, a magnetic field dependent resonance condition for nuclear spin alignment, in the form of the Overhauser field, was proposed. We found a good agreement for this resonance condition with our full quantum mechanical approach using only a bath of N = 6 nuclear spins. It has been established [16, 17] that even for a low number of nuclei the generic spin dynamics [3, 18] can be reproduced.
The advantage of our full quantum mechanical approach consists of the possibility to calculate pulse sequences with up to 20 million pump pulses, whereas the perturbative approach only included up to 20000 laser pulses [11] . The quantum mechanical treatment of a large number of pump pulses is necessary to reach a converged steady-state of spin dynamics, which is crucial to analyze the magnetic field dependency of the revival amplitude.
We also observe a similar magnetic field dependency of the revival amplitude in the classical approach which has been designed to mimic the quantum mechanical dynamics [13] . The classical approximation treats large spin baths of up to 700 effective nuclear spins calculating pulse sequences up to a million laser pulses. For low magnetic field, even bath sizes of up to 2 · 10 4 effective spins are tractable. But these simulations do not include the trion state. Instead, a classical approximation of the quantum mechanical pulse is implemented which treats the pulse as instantaneous, respecting, however, the quantum uncertainty of the electronic spin components. By means of the classical approach, we also establish a non-monotonic behavior of the revival amplitude as function of the external magnetic field, similar to the quantum mechanical study and thus corroborating its conclusions.
In the experiments, the properties of the QDs, such as the electron g-factor and the trion excitation energy, vary in the ensemble. Detuned QDs are not efficiently pumped and practically do not contribute to the spin polarization. The mode-locking condition [1, 2] in such ensembles, however, causes a synchronization of the electron spin dynamics in periodically pumped QDs with slightly different g-factors [1, 2, 10] . In this paper, the theoretical approaches focus on an ensemble with fixed g-factor and trion excitation energy, but the quantum mechanical treatment includes variations of the hyperfine coupling accounting for slightly different characteristic dephasing time scales T * in each QD. Formerly, theoretical investigations of the mode locking effect [9] [10] [11] [12] were restricted to instantaneous laser pulses. In the final part of the paper, we present an extension of the quantum mechanical theory to laser pulses with a finite width in time. Gaussian pump pulses with a width of several picoseconds serve as a step towards modeling the influence of more general pulse shapes onto the spin dynamics. We will demonstrate that the finite width has a profound influence on the magnetic field dependent revival amplitude at large external magnetic field. The electron spin precession period of the order of 10 picoseconds in a magnetic fields of about 10 T becomes as short as the laser pulse duration.
The paper is organized as follows. We start by presenting measurements of the revival amplitude obtained in pump-probe experiments in Sec. II. Then, we turn towards the theoretical calculations. The CSM underlying both, the quantum mechanical and the classical approach, is introduced in Sec. III. In Sec. IV, we devise the full quantum mechanical approach to periodically pulsed QDs. The results obtained by the quantum mechanical approach with instantaneous pump pulses are illustrated in Sec. V. These results are compared to the classical approach in Sec. VI. In Sec. VII, we extend the quantum mechanical description to pump pulses with Gaussian envelope. The last section summarizes our theoretical and experimental results and draws conclusions.
II. EXPERIMENTAL RESULTS
First, we present the experimental results of the magnetic field dependency of the revival amplitude. We study two different samples of singly charged (In,Ga)As/GaAs QD ensembles using a pump-probe Faraday rotation setup similar to the one in Ref. [1] . A Ti:Sapphire laser emits pulses of 2.5 ps duration with a repetition period of 13.2 ns. To polarize the electron spins via trion excitation [19] , the pump pulses are circularly (σ +/− ) polarized. Switching the polarization between σ + and σ − with a frequency of 84 kHz enables us to perform synchronous detection using a lock-in amplifier. The samples are cooled to 4.7 K in a cryostat, which is equipped with a superconducting split-coil solenoid and allows us to apply magnetic fields of up to 10 T. We align the magnetic field perpendicular to the light propagation vector which is parallel to the growth axis of the sample (Voigt geometry). Directing the probe beam through the sample, the Faraday ellipticity change is detected by an optical differential bridge. The two samples were grown by molecular-beam epitaxy on a (001)-oriented GaAs substrate. Each sample features 20 layers of self-assembled InGaAs QDs with a dot density of approximately 10 10 cm −2 . Each QD layer is followed by 16 nm of GaAs. Then, a Si-donor δ-layer is deposited with a density similar to the QD density, providing therefore on average one electron per dot, so that the QDs are singly charged. This sheet of donors is followed by a GaAs barrier of 44 nm before the next layer of QDs is grown leading to a total separation of 60 nm between two adjacent dot layers. After the epitaxial growth, the samples were thermally annealed to homogenize the QD ensembles. In addition to homogenizing the dot sizes, the annealing also led to a further exchange of Ga and In atoms between the InGaAs QDs and the surrounding GaAs barriers [20] so that the In-content in the QDs is reduced. Besides, the thermal annealing shifts the emission energy of the sample to higher values. For both samples the rapid thermal annealing time was chosen to be 30 s. Sample 1 was annealed at 945
• C, sample 2 at 880
• C. The photoluminescence spectra of both samples as well as the spectra of the exciting pulsed laser in the pump-probe experiments are shown in Fig. 1 . Sample 1 is the sample used in Refs. [1, 2, 21, 22] which we resonantly excite in the low energy flank of the ground state transition at a photon energy of 1.386 eV. Sample 2 has a lower central emission energy and is resonantly excited at a photon energy of 1.376 eV. In the Faraday rotation measurements, the pump and the probe pulse trains were split from the same laser source. We take pump-probe traces for both samples by incrementing the transit time of the pump pulses through the sample via a mechanical delay line. These traces are the experimental manifestation of the steady-state spectra of the coupled electron-nuclear system after several million pump pulses in Fig. 5 (a) below. The signal for each delay step is integrated over 100 ms. Starting from 1 T, we record the dynamics of the electron spin projection onto the optical axis for magnetic fields up to 10 T in steps of 0.5 T. Fig. 2 shows a selection of these spectra. At delay t = 0, the pump pulse aligns the electron spins. Towards negative and positive delays, the total spin polarization decreases due to a dephasing of the spin ensemble. The decay of the total spin polarization is superimposed by an oscillating function which reflects the Larmor precession.
We fit the negative side of the spectrum with an inhomogeneously (Gaussian) decaying cosine function (in accordance to Eq. (9)):
From these fits, we can extract the revival amplitude A, the Larmor frequency ω and the dephasing time T * . The Larmor frequencies show a linear dependence on the magnetic field with an electron g-factor of g e = 0.57. The dephasing time T * obviously decreases with increasing magnetic field. Due to the finite spectral width of the pulses, a distribution of electron g-factors is excited that is translated into a spread of precession frequencies. This spread increases with linearly increasing magnetic field, leading to an enhanced dephasing. The measured T * -dependence follows indeed the expected 1/B-behavior. We note that this dephasing does not impact the discussion of the revival amplitude, as we determine the amplitude right before a pump pulse.
In Fig. 3 , we plot the revival amplitude in arbitrary units as function of the magnetic field. Note that the measured revival amplitude depends strongly on the experimental setup and thus cannot be compared quantitatively to the theoretical results in the later sections. Sample 1 and sample 2 both show a non-trivial magnetic field dependency but with similar characteristics. The amplitudes decrease towards higher magnetic fields, which we attribute to the varying In and Ga contents in each dot leading to a nuclear g-factor spread and a dephasing of the nuclear spins (see Sec. V D for further explanation). Additionally, for both samples we see an oscillatory behavior of the revival amplitude with a main minimum between two maxima, onto which smaller fluctuations are superimposed. The central minimum for sample 1 is positioned at about 4.2 T, whereas the two maxima occur around 2.5 T and 5.7 T, respectively. For sample 2, the maxima and the minimum occur at slightly higher magnetic fields as if the oscillatory period is increased.
III. CENTRAL SPIN MODEL (CSM)
In order to describe the experimental findings, the theoretical approaches in this paper target the spin dynamics of a QD ensemble subject to periodic laser pump pulses. The dynamics are separated into three parts: First, the electron spin interacting with its nuclear spin environment is accounted for by a CSM (also called Gaudin model [14] ). Hereby, we restrict our description to the hyperfine interaction and neglect other effects such as the nuclear dipole-dipole interaction or the nuclearelectric quadrupolar interaction [23, 24] . The two latter typically are some orders of magnitude smaller than the hyperfine interaction [7] and only are relevant on time scales much larger than the pulse repetition time T R = 13.2 ns. The second ingredient for the spin dynamics in the QD is the light-matter interaction of the classical laser field. The third part comprises the radiative decay of the laser induced trion state. At the end, we average over different realizations of QDs to obtain the spin dynamics in a QD ensemble.
The CSM comprises a bath of N nuclear spins coupled to the electron spin via hyperfine interaction. The Hamiltonian H CSM of the CSM consists of three terms, the hyperfine interaction H HF , the electron Zeeman effect H EZ and the nuclear Zeeman effect H NZ
These three parts can be written in terms of the electron spin operator S and the nuclear spin operators I k
While the negatively charged QDs studied in this paper are described by isotropic coupling constants A k , positively charged QDs require the extension to an anisotropic coupling between electron and nuclear spins [6, 16, 25] . Using the spin ladder operators S ± = S y ±iS z and I ± k = I y k ±iI z k the hyperfine interaction can be rewritten as an Ising term parallel to the external magnetic field (in x-direction) and two spin-flip terms.
In the Zeeman terms, g e and g N denote the electron and the nuclear g-factor, respectively. The constants µ B and µ N are the Bohr magneton and the nuclear magneton. Note that we choose one effective value g N µ N for all nuclei. Different types of nuclei have been treated for instance in Ref. [12] , but are beyond the scope of the present work. In our calculations, we use an electron g-factor g e = 0.555, which is typical in experimental studies of InGaAs QDs [2, 22] . This leads to an angular electron Larmor frequency ω e = µ B g e B ext / of roughly 97.6 GHz at B ext = 2 T. For the nuclear spins, we choose a 800 times slower precession with the ratio z = g N µ N /(g e µ B ) = 1/800. This value is based on the weighted average of the nuclear magnetic moments of Ga and As [26, 27] and has been calculated in Ref. [12] . Thus, the nuclear angular Larmor frequency ω N = µ N g N B ext / is roughly 122 MHz at B ext = 2 T and g N ≈ 1.27.
The Hamiltonian H CSM is diagonal in the spin x-basis except for the spin-flip terms in H HF . In the following, we denote the electron spin x-basis, i. e., the eigenbasis of H EZ , by |↑ and |↓ . Therefore, it is S x |↑ = /2 |↑ and S
x |↓ = − /2 |↓ . For the sake of simplicity, we also treat the nuclear spins as spins 1/2 even though in real QDs the nuclei have spin 3/2 (Ga and As) and spin 9/2 (In) [26, 27] . The assumption of nuclear spins 1/2 restricts the dimension of the density matrix in our quantum mechanical approach to 2 · 2 N with two spin states for the electron and each nucleus, respectively.
The hyperfine coupling constants A k arise from the Fermi contact interaction. Therefore, their values are determined by the electron wave function |ψ( R k )| 2 at the position of a nucleus [3] . The hyperfine interaction H HF can be interpreted in terms of an additional magnetic field that acts on the electron spin and is caused by the nuclear spins. This additional magnetic field is called the Overhauser field
The fluctuation of the Overhauser field B N leads to a dephasing of the electron spin with a characteristic time
In the experiment, the dephasing time typically is of the order of 1 − 3 nanoseconds [1, 2, 21] if fitted proportional to exp −t 2 /(T * ) 2 as in Ref. [3] . The definition of T * in Eq. (7), however, leads to a dephasing with envelope (9) such that T * takes values in the range of 0.4 to 1.2 nanoseconds. These experimental values include additional dephasing mechanisms, e. g., the electron gfactor spread as discussed above. Since the two theoretical approaches in this paper only comprise the electron dephasing due to the hyperfine interaction, we adjust the characteristic dephasing time T * to the experimental values of the overall dephasing time mimicking other effects as well.
IV. QUANTUM MECHANICAL APPROACH TO PERIODICALLY PULSED QDS
The scope of this work is to calculate the approach of the spin dynamics to steady-state in a periodically driven QD ensemble. In order to access this limit numerically with a full quantum mechanical simulation, several million pump pulses are required. Since the computational time grows exponentially with the Hilbert space dimension, we restrict our calculation to a rather small bath size of N = 6 nuclear spins. A real QD typically contains of the order 10 5 nuclear spins with couplings A k that are given by a distribution function p(A k ). It has already been shown that a representation of the system with a reduced number of nuclear spins is able to reproduce the generic spin dynamics of a larger system [16] . To compensate for the small number of nuclear spins and to simultaneously include fluctuations induced by the slightly different QDs in the ensemble, we consider N C = 100 realizations of the CSM. These realizations differ in their set of hyperfine coupling constants {A k }. During the whole pulse sequence the configurations are treated as independent representations of a single QD and the results are merged only at the end. As a side product, the computation time scales only linearly with N C . To distinguish the configurations, we introduce an index j ∈ {1, ..., N C }, e. g., A k,j is the coupling constant for nuclear spin k in configuration j. For brevity, the index j will be omitted, when we consider a single configuration only.
Since the details of the distribution function have a weak influence on the steady-state dynamics [10] , we choose the coupling constants uniformly distributed in the range [0.2; 1]. In this way, we exclude very small couplings to nuclear spins, which have minor impact on the electron spin. The randomly distributed coupling constants A k,j lead to an ensemble averaged dephasing time
where
2 for nuclear spins 1/2. In our calculations, we set T * = 1 ns based on the experiments and scale the coupling constants accordingly. Fig. 4 (a) shows the time evolution of the electron spin component S z (t) calculated by averaging all N C configurations (see Eq. (26)). Small deviations from the Gaussian envelope function [3] 
are caused by the finite number of N = 6 nuclear spins.
Since we fix the ensemble averaged dephasing time in Eq. (8), T * varies in the different configurations j mimicking an ensemble of quantum dots. This variation is depicted in Fig. 4 (b) for different numbers of nuclei N . For that purpose, we define the ratio T * j /T * via
for each of the N C = 100 configurations entering the definition of T * in Eq. (8) . The distribution p(T * j ) is obtained from 1000 such sets containing N C = 100 configurations each. The distribution p(T * j ) clearly reveals a self-averaging effect for increasing N if normalized a k,j = T * A k,j are used. For simulations with a large number of nuclei N , one has to replace our approach by a k,j = T * j A k,j , where T * j must be randomly generated from a distribution p(T * j ) with a fixed width corresponding to the experimental variations of the QDs.
B. Instantaneous laser pump pulses
In order to describe the time evolution during a laser pump sequence, the CSM has to be extended by the trion state |T = |↑↓⇑ x , which is excited by the circularly polarized pump pulses [28] . Since we consider σ + -polarized light only, we omit the trion state |↑↓⇓ z . Hence, the electronic subspace comprises three possible states, i. e., {↑ z , ↓ z , T}, and the full density matrix has dimension 3 · 2 N × 3 · 2 N . Here, we choose the spin basis along the optical axis in z-direction. The states |↑ z and |↓ z can be transformed into the magnetic field eigenbasis, |↑ and |↓ , via |↑ z = ( |↑ + |↓ ) / √ 2 and |↓ z = ( |↑ − |↓ ) / √ 2, respectively. The impact of a laser pulse ρ → U P ρU † P is implemented as an instantaneous π-pulse, which resonantly excites the trion state [10, 11] . Thus, the unitary pulse operator is given by
This unitary transformation of the density operator ρ corresponds to a complete exchange of the |↑ z population and the |T population. Meanwhile, the |↓ z population remains unaffected by the pulse. Note that the pulse operator U P does not have any effect on the nuclear spin configurations at all.
C. Lindblad approach
Due to the trion decay after each pump pulse, a unitary time evolution between pulses would have to include the participating photons. Since we are not interested in the resonance fluorescence, we treat the trion decay in the framework of an open quantum system, i. e., by a master equation in Lindblad form [15] for the time evolution of the density operator ρ between two succeeding pump pulses
and treat the photon emission by a spontaneous Markov process with rate γ. The term including the commutator of the von Neumann equation contains the unitary part of the time evolution, namely the spin dynamics captured by the CSM. Here, Hamiltonian H includes H CSM and the trion state with excitation energy ε
The term proportional to γ in the Lindblad equation accounts for the trion decay. The decay rate γ is set to 10 ns −1 based on experimental data for a trion lifetime of about 400 ps [1] . The operators s = |↑ z T | and s † = |T ↑ | z map the trion state to the spin-up state along the optical axis and vice versa. The whole time evolution of ρ can be written in terms of a super operator, the so called Liouville operator L. For a time independent L, the solution to Eq. (12) is given by an exponential function
which is valid for the times between two pulses, where ρ (0) is the density operator right after the pulse. However, the actual calculation of this solution would involve diagonalization of the matrix representation of L, which has dimension 3 · 2 N 2 × 3 · 2 N 2 . In order to circumvent this time-consuming task, we develop an alternate approach that is described below. Within this method, we only have to treat matrices of much smaller dimension
D. Partitioning of the density operator
To solve the Lindblad equation, we first transform into the frame rotating with the Larmor frequency of the nuclear spins. Hereby, we eliminate the nuclear Zeeman term in the Hamiltonian. The transformed Lindblad equation readṡ
where the transformed operatorsÕ = U RF OU † RF are denoted by "˜" and
The new Hamiltonian in the rotating frame is given bỹ
In this frame, the electron precesses with the reduced frequency ω e − ω N , while the hyperfine interaction remains unaffected by the transformation. The operator s in the rotating frame, defined in the basis along the external magnetic field, is
Insertings and its conjugates † , the Lindblad equation yieldsρ
This Lindblad equation in the rotating frame allows us to separate the trion decay from the remaining dynamics. In the electron-nuclear tensor space spanned by the basis |e, K , one can define a reduced density operatorρ TT = T|ρ|T acting only on the nuclear spin configurations |K , while the electronic state e ∈ {↑, ↓ T} has been fixed to the trion state T. Apparently, the dynamics of this operator obeysρ
and its matrix representation has the dimension 2 N × 2 N determined from the nuclear Hilbert space only. The analytic solution to Eq. (20) is an exponential decay of the trion population for arbitrary nuclear spin configurations
that decouples from the electronic subsystem. Therefore, there is no nuclear dynamics in this sector of the density matrix.
We partition the density operator into the remaining eight reduced density operatorsρ e,e ′ = e|ρ|e ′ and first focus on the four contributions involving the trion, namely the trion coherence sub operators T|ρ|↑ , T|ρ|↓ , ↑|ρ|T and ↓|ρ|T . Their differential equations, which we obtain from Eq. (19) , decouple from those of the sub operators without trion. As a result, the elements of trion coherence sub operators decay exponentially with γ and we do not have to further investigate them since γT R ≫ 1.
We now concentrate on the time evolution for the sub operatorρ S comprising the four reduced density operators involving no trion. The matrix representation ofρ S has the dimension 2 · 2 N × 2 · 2 N and only contains the spin-up and spin-down state for the electron. We insert the analytic solution for the operatorρ TT (t), i. e., Eq. (21), into the Lindblad equation (19) to determine the time evolution ofρ S :
whereH S = (ω e − ω N ) S x + H HF is the projection ofH onto the spin-spin subspace. The differential equation forρ S was divided into the homogeneous part on the left hand side and a source term stemming from the trion decay on the right hand side of the equation. It can be solved by combining the solution for the homogeneous part of the equation and a particular solution for the full inhomogeneous equation. Since the homogeneous part equals a von Neumann equation, it is solved by unitary time evolutioñ
A particular solution to the full equation can be obtained by the ansatz
For further details on the numerical calculation ofχ 0 , χ + andχ − , see Appendix A. Finally, the solution to the Lindblad Eq. (22) is given bỹ
where the initial condition directly after a pump pulse at
To evaluate the solution just before the next laser pulse at t = T R , the contribution ofρ S,nh (T R ) can be neglected due to the exponential decay with decay rate γ, since γT R ≫ 1. Therefore, the effect of the trion decay is a correction of the density operatorρ S (0) in the electronic sector right after the pulse intoρ S,h (0), which allows the calculation of the time evolution until the next pulse by a single unitary transformation substituting t → T R in Eq. (23) .
Iterating the elementary building block, that combines the effect of a single instantaneous pump pulse and the time evolution for T R , we calculate the effect of pulse sequences with up to 20 million laser pulses. Note that we present an exact approach to the spin dynamics of a QD subject to sequential pulses for a finite nuclear spin bath. In contrast, the perturbative approach presented in Ref. [11] only includes up to one spin flip of the nuclear spin system between subsequent pulses. Our approach is limited to a smaller nuclear spin bath sizes but allows for the simulation of N P > 10 7 pump pulses, while the approach in Ref. [11] was restricted to approximately 10 4 pulses due to CPU run time limitations.
V. RESULTS OF THE QUANTUM MECHANICAL APPROACH
In this section, we present results for the time evolution of the electron spin polarization along the optical axis and in particular the electron spin revival amplitude obtained by the quantum mechanical approach. We explicitly make contact to the non-monotonic magnetic field dependency of electron spin revival amplitude found in the experiment and presented in Fig. 3 . Additionally, we can directly access the nuclear spins in the numerical calculations, which, in contrast, is impossible in the pump-probe experiments. As a signature of the nuclear state, we present a detailed analyzes of the distribution of Overhauser fields.
A. Evaluation of numerical results
We calculated the quantum mechanical time evolution for each single configuration of a QD represented by a fixed but random selection of {A k }. After iterating pump pulse and time evolution of duration T R up to the desired number of laser pulses, the average over many calculations of this sort describes the ensemble of QDs. In this way, the electronic expectation value of the spin polarization is given by
where S i (t) j = Tr S i ρ j (t) with i ∈ {x, y, z} denotes the quantum mechanical expectation value in configuration j at time t.
In addition to the electron spin, we are also interested in the effect of the pump sequence on the alignment of the nuclear spins. The distribution of B x N along the external magnetic field axis [9] [10] [11] as defined in Eq. (6) can be obtained from the configuration average
where e ∈ {↑, ↓, T} labels the electron degree of freedom and K denotes the configuration of the N nuclear spins with quantization axis in x-direction. Eq. (27) can be interpreted such that the value
occurs with probability
Accumulating all probabilities for a fixed value B
x N ,
, whose integral is normalized to unity by construction [9] .
B. Electron spin revival amplitude
First, we investigate the effect of a sequence of pump pulses with separation T R = 13.2 ns on the electron spin polarization along the optical axis (z-direction). In Fig. 5 (a) , the evolution of S z in the time interval between two pulses is depicted for different numbers N P of applied pump pulses. The dephasing after the first pump pulse (red curve) is approximately a Gaussian and determined by the dephasing time T * defined in Eq. (8). The time evolution of S z after a large number of pump pulses corresponds to the experimental measurements in Fig. 2 . Note that the fast Larmor oscillation in the external magnetic field B ext = 1.95 T is not resolved on the time scale in Fig. 5 (a) leading to the colored areas. In Fig. 5 (b) , the electron Larmor oscillation of both transversal spin components directly before the arrival of the next pump pulse is presented: The y-component almost vanishes for pumping with instantaneous ideal π-pulses.
After roughly ten pump pulses, a revival of spin polarization has established with a maximum just before the next pump pulse. The amplitude of this initial revival (approximately 0.077) is independent of the external magnetic field, since it originates from a purely electronic steady-state (see Appendix B) [12] . We define the revival amplitude as the spin polarization
after N P pulses right before the next pulse. This definition is motivated by the experimental procedure, where an envelope function is fitted to the measured oscillating signal in order to obtain the revival amplitude (see Sec. II). For the numerical calculations, this procedure is not necessary, as we can directly read off the amplitude via Eq. (31).
Starting from the initial value originating from the purely electronic steady-state, the revival amplitude evolves further upon increasing the number of pump pulses. This evolution, however, is dependent on the external magnetic field. The growth of revival amplitude for B ext = 1.95 T is shown in Fig. 6 (red curve) . In addition, the evolution of the revival amplitude for other external magnetic fields is pictured. For distinct magnetic fields, an increase or a decrease of amplitude with the number of pump pulses N P , can be observed. But, the rate of change with N P becomes much slower compared to the initial revival obtained after ten pulses, especially for stronger external magnetic fields. The magnetic field dependency of the revival amplitude results from a synchronization of the dynamics of all spins including the nuclei with the pump pulses, i. e., from the nuclear fo-cusing. The periodically pulsed electron spin transmits the effect of the pump pulses to the nuclear spins via the hyperfine coupling. Therefore, the nuclear spins gradually align along the external magnetic field, which in turn focuses the electron Larmor frequency and thereby leads to either an amplification or a reduction of the initial revival.
To analyze the magnetic field dependency of the revival amplitude S ⊥ (N P T R ) in more detail, we plot the converged revival amplitude after up to 20 million pump pulses as function of the external magnetic field. The result in Fig. 7 (blue curve) shows a non-monotonic behavior with maxima at approximately 2 T and 6 T and minima at 4 T and 8 T, respectively. This behavior can also be observed in the spin component S z (N P T R ) (red crosses), which matches S ⊥ (N P T R ) for external magnetic fields above 2 T. Therefore, we observe that the contribution of the spin component S y (N P T R ) nearly vanishes at the incidence time of a pump pulse, which was already indicated in Fig. 5 (b) . The non-monotonic behavior of S ⊥ (N P T R ) and S z (N P T R ) is caused by the resonance of the nuclear spins, which depends on the external magnetic field and is investigated in the next section by means of the Overhauser field distribution.
Compared to the experimental results in Fig. 3 , the revival amplitude shows a more pronounced oscillatory behavior demonstrating two equally pronounced maxima in the magnetic field range up to 10 T. The results have a minimum in common at roughly 4 T enclosed by the maxima at lower and higher external magnetic fields. In the experiments, the amplitude of the maxima decreases with stronger external magnetic fields. This effect is not visible in Fig. 7 indicating that certain aspects are not yet captured. Among these are (i) some sample dependencies as depicted in Fig. 3 (see Sec. V D) as well as (ii) the approximation of an instantaneous pump pulse which is inappropriate for larger magnetic fields (see Sec. VII).
C. Overhauser field distribution
During the pulse sequence, the nuclei align along the external magnetic field axis in such a way that the electron spin performs a certain number of revolutions during the Larmor precession between two successive pump pulses. The number m of electron spin revolutions during T R is determined by the combination of external magnetic field and Overhauser field
We adjust B ext such that for a zero Overhauser field the electron spin performs an integer number of revolutions
with m ′ ∈ Z. Since we start in the high temperature limit with an initial density operator ρ ∝1, the initial Overhauser field distribution p 0 (B x N ) is approximately a Gaussian due to the central limit theorem. For constant A k , the distribution would be binomial. The numerical result for the initial distribution is shown in Fig. 8 (a) for N = 6 and N C = 100 (blue curve). The finite size noise arises from the mismatch between the discrete but random eigenvalue spectrum of the operator B x N : The larger N C , the more continuous the eigenvalue spectrum, the smoother the distribution will be even for small N . The distribution p 0 (B x N ) for N → ∞ approaches a Gaussian [3] 
in accordance with the central limit theorem and is added to Fig. 8 for comparison (the red dashed curve). During the pump sequence, p (B x N ) evolves into a peaked structure. The Overhauser field distribution calculated after N P = 1.5 · 10 6 pulses is shown in Fig. 8 (b) for a fixed external magnetic field, B ext = 1.95 T. The maxima coincide with an integer number of electron spin revolutions during T R (marked by grey dashed lines).
In order to reduce the finite size noise, we define a relative Overhauser field distribution
accounting for the normalized difference of p (B x N ) to the initial distribution p 0 (B x N ) [11] . The relative distributions of the Overhauser field in Fig. 9 (a) -(f) reveal a dependency of the peak position on the external magnetic field. In Ref. [12] , a nuclear resonance condition
attributed to the nuclear Zeeman term (5) was proposed, where n counts the number of quarter turns of the nuclear spins within T R . An even n favors a half-integer number m of electron spin revolutions (half-integer resonance) while an odd n favors an integer number m within T R (integer resonance). The relative Overhauser field distribution for integer n defined in Eq. (36) displays peaks [12] at either the grey dashed lines (half-integer m for even n) or the green dotted lines (integer m for odd n). For noninteger n, the relative Overhauser field distribution has peaks at both positions, the grey dashed and the green dotted ones (see Fig. 9 (b) ). For higher magnetic field, such as 7.80 T (n = 4), that have not been treated in Ref. [12] , we observe effects additional to Eq. (36). Here, we would have expected half-integer peaks, but peaks between the integer and the half-integer positions occur.
D. Analysis of the steady-state revival amplitude
Since the Overhauser field determines the precession frequency of the electron spin, it also controls the orientation of the electron spin before the arrival of a pump pulse and thereby the revival amplitude. To derive the relation between Overhauser field distribution and revival amplitude, we start by treating a single configuration K of nuclear spins (in configuration j). For this purpose, we consider the spin component S z (N P T R ) , which matches the revival amplitude S ⊥ (N P T R ) in Fig. 7 for B ext ≥ 2 T almost perfectly. Since a pump pulse does not affect the nuclear spins, we can relate the expectation value of the spin component S z b K,j before and S z a K,j after the N P -th pump pulse by [10, 12] 
For the time evolution between pump pulses, we neglect the trion decay under the assumption γ ≪ ω e and consider the nuclear spins as frozen. This leads to the sim-plified relation
where we introduced the electron Larmor frequency ω K,j = g e µ B B K,j / in the Overhauser field B K,j . Iterating Eq. (37) and Eq. (38) and assuming a steadystate with constant revival amplitude
.
The total revival amplitude
in this approximation results from the sum over all nuclear configurations K and coupling sets j weighted by their probability p K,j introduced in Eq. (29) . For the calculation of S z (N P T R ) according to Eq. (40), we use the weights p K,j obtained from the full numerical simulation. We added the results as function of the external magnetic field into Fig. 7 as green diamonds. They match the amplitude of the full quantum mechanical calculation very well except for magnetic fields below 1 T, where the trion decay must be properly taken into account. This agreement clearly demonstrates that the revival amplitude is fully determined by the Overhauser field distribution p rel (B x N ). Thus, the maxima/minima of the revival amplitude coincide with odd/even n in the resonance condition (36), respectively.
For the continuous Gaussian distribution in Eq. (34), the initial revival S z (N P T R ) / = −0.077 of the electronic steady-state [11] , that has been deduced in Appendix B, results directly from Eq. (40).
At the end of a very long pulse sequence, the Overhauser field distribution has a peaked structure. We divide these peaks into two subgroups: one corresponding to the integer resonance and one for the half-integer resonance. Assuming δ-peaks for each subgroup distribution, we obtain the value S z (N P T R ) = −1/2 for the integer case and the value S z (N P T R ) = 1/6 for the half-integer case from Eq. (39), respectively (cf. Ref. [10] ). These values are independent of the resonance Larmor frequency ω K,j . Thus, the weights p K,j do not enter the full revival amplitude in Eq. (40). Since the steady-state amplitudes have opposite signs for the different resonance conditions a destructive interference between these two subsets is found [10] and the final value depends on the ratio between the fractional weights of these parts. Compared to the initial value S z (N P T R ) / = −0.077 (N P ≈ 10) in the electronic steady-state, the electron spin component | S z (N P T R ) | either increases (integer case) or decreases (half-integer case). As the peaks in our numerical calculation of the Overhauser field retain a finite width, the revival amplitude results from a superposition of the contributions from both resonances explaining the evolution of S ⊥ (N P T R ) as depicted in Fig. 6 . By means of the resonance condition for the Overhauser field distribution, we are now able to understand why the behavior of the revival amplitude is more complex in the experiment (cf. Fig. 3 ) than presented in Fig. 7 . We have simplified our theoretical model to a single type of nuclei with a single average g-factor, whereas in real samples the g-factor differs between the elements In, Ga and As as well as between the respective isotopes of an element. We observed the magnetic field dependency of the revival amplitude stemming from the resonance condition (36) for different values of the nuclear g-factor g N determining the number of nuclear spin revolutions in the time T R (not shown here). For increasing g N , the minimum of the revival amplitude shifts to lower magnetic fields. Results presented in Ref. [12] indicate that each type of nucleus leads to a separate resonance condition in the form of Eq. (36). The different kinds of peaks in the Overhauser field distribution are more or less pronounced depending on the external magnetic field and which resonances of the various nuclear species are closest. As a result, the behavior of the revival amplitude is expected to become more complex when involving several types of nuclei. Since the individual g-factors of most nuclei induce a minimum of revival amplitude between 3.7 T and 5.2 T according to Eq. (36) (n = 2), the combined behavior results in a minimum at around 4 T for both samples in Fig. 3 . Additional non-monotonic behavior distinguishing the samples can be attributed to the different concentration of the nuclear species in the QDs, e. g., due to the different thermal annealing of the samples. At higher external magnetic fields, the resonance condition for the different nuclear species disperses more strongly leading to a decrease of the total revival amplitude for both samples in Fig. 3 .
VI. CLASSICAL APPROACH TO THE QUANTUM DYNAMICS OF PERIODICALLY DRIVEN QDS
A non-monotonic dependence of the revival amplitude on the external magnetic field is also obtained in an advanced classical approach simulating the quantum dynamics. In this approach, the central electron spin and the nuclear spin bath are treated as classical vectors, but the average is taken over Gaussian distributed initial conditions which mimics the quantum mechanical dynamics [29] [30] [31] . The details of the approach are developed and analyzed in detail in Refs. [13, 32] .
We calculate the full time evolution of the classical equations of motion of the CSM (2) for generically distributed dimensionless hyperfine couplings {A k }
where ζ replaces the parameter γ in Ref. [13] . In the numerics, C is chosen such that A Q := k A 2 k is set to unity, i. e., all energies are measured in units of A Q . In order to enable a quantitative comparison to the experiment, we set /A Q = 0.79 ns, which implies that for bath spins I = 3/2 the characteristic time reads T * = /(A Q I(I + 1)) = 0.41 ns according to Eq. (7), in good agreement with the experiment [1, 2, 21] (cf. Sec. III).
The average over 10 4 − 10 5 random initial configurations is used to approximate the quantum mechanical behavior of a single quantum dot [29, 31] . The initial values of each configuration are drawn from a Gaussian distribution with vanishing average value and a variance reflecting the spin length, i. e., 1/4 for each component of the central electron spin and 5/4 for each component of a nuclear spin with spin I = 3/2.
The full time evolution of the Overhauser field is simulated efficiently by the spectral density approach developed in Ref. [32] . It allows us to consider an infinite spin bath, while the number of effectively coupled spins is finite and given by N eff ≈ 2/ζ [13, 32, 33] . In our calculations, we use between 44 and 74 auxiliary vectors, where the exact number depends on N P (cf. Refs. [13, 32] ), to represent bath sizes of up to N eff = 667. The Zeeman effect of the magnetic field applied to the central spin is taken into account by adding a term hS x with h = g e µ B B ext / , while the Zeeman effect of the nuclear spins is reduced by the factor z ≪ 1 according to h → zh. The value z = 1/800 represents a good estimate [12] as discussed in Sec. III. Note that we are considering a single quantum dot here, not an ensemble. But the extension to an ensemble of QDs is straightforward.
The quantum mechanical description of the pump pulses is involved as is evident from the above discussion. In the approximating classical simulation, we pursue two aims. On the one hand, we aim at a transparent description in the classical approach. On the other hand, it should mimic the quantum mechanical properties best. In previous work [13] , we found that the following assumption leads to convincing results. In particular, it leads to non-monotonic revival amplitudes.
In our pulse description, the pulse affects the vector of the central spin instantaneously. Independent of the direction prior to the pulse, right after the pulse the vector of the central spin becomes
This means that we assume the pulse to be perfect in the sense that it produces maximum alignment along the z-axis. The values of X and Y are chosen randomly for each pulse from a Gaussian distribution with vanishing mean value 0 and variance 1/4. This randomness is introduced to respect Heisenberg's uncertainty relation for the electron spin which forbids a perfect alignment. Additionally, it ensures that the expectation value for the spin length S 2 takes the correct value of 3/4. To consider this sort of classical pulse mimicking quantum mechanics is motivated by viewing the pulse as a quantum mechanical measurement with a definite outcome for the z-component. In Ref. [13] , this type of pulse was denoted as pulse model II. It represents an extension of the pulses studied in previous works [9, 13] . The used values of the parameters, e. g., T * , differ slightly from those used in Sec. IV, but still correspond to the values typical for (In,Ga)As/GaAs quantum dots as measured in Sec. II. Hence, the results can be compared at least qualitatively.
Simulating up to 10 6 pulses, we are able to reliably extrapolate a value for the saturated revival amplitude S lim . The explicit value is calculated by fitting the function
to the data. Eventually, the revival amplitude is given by S lim = S lim,0 +S 0 . This analysis is carried out for various external magnetic fields up to 10 T for two different effective bath sizes N eff ≈ 200 (ζ = 0.01) and 667 (ζ = 0.003). An illustration of the fit procedure for various external magnetic fields is depicted in Fig. 10 . The time required to approach the saturation value scales linearly in the inverse size of the bath ∝ ζ ∝ 1/N eff and quadratically in the magnetic field ∝ B 2 ext as analyzed in Ref. [13] . Hence, the simulations become very tedious for large magnetic fields and large bath sizes. Thus, we have to restrict ourselves to moderate bath sizes in this study. But they still exceed the bath sizes which can be addressed quantum mechanically by two orders of magnitude so that they yield complementary information.
The results are compiled in Fig. 11 . The nonmonotonic dependence of S lim on the external magnetic field B ext shows a pronounced minimum at around 4 T similar to what is found in Fig. 7 for the quantum mechanical approach although the details are different. A much less pronounced minimum occurs at 8 T which is much weaker than what is found quantum mechanically. Additionally, there is a maximum slightly below 1 T. Such a maximum is also found in the quantum mechanical approach, but shifted to larger magnetic fields, which may result from the difference in bath sizes and from the difference between the full quantum mechanical dynamics and the classical simulation.
The comparison to the experimental data in Fig. 3 also reveals strong similarities such as the pronounced minimum at about 4 T and weaker structures at around 8 T. Note also the similarity to the experimental data for the revival amplitude published in Fig. 20 in Ref. [10] . But the position of the maximum to the left of the minimum differs because there are additional experimental features. We presume that they result from the different species of nuclei present in the samples as discussed in Sec. V D. Concomitantly, there are five different g Nfactors, which one should consider while our theoretical treatments deal with one average g N -factor only. In addition, the classical simulation does not treat an ensemble of QDs, i. e., the effects of a spread in T * and in the electronic g-factor is not yet included.
We emphasize that in the classical simulation, the build-up of the revival amplitude is solely due to the frequency focusing of the nuclei, i. e., of the formation of a comb-like structure in the distribution of the Overhauser field. The contribution from the electronic steadystate condition is not included. Fig. 12 shows the almost stationary distribution of the x-component of the Overhauser field for two external magnetic fields B ext = 0.93 T and 3.71 T. As an aside, we note that it is not the xcomponent of the total magnetic field B, external and Overhauser, which matters [13] , but its length | B|. The first magnetic field corresponds to the blue curve for the revival amplitude in Fig. 10 , the second field to the red curve. Both distributions show a comb-like structure of nuclear focusing with peaks corresponding to the integer resonance condition, i. e., for an integer number of electron spin revolutions within the interval T R between two pulses. But the width and concomitantly the height of the peaks differ substantially. This explains the much smaller revival amplitude for the magnetic field close to 4 T. In general, we find that a larger value of the revival amplitude corresponds to sharper peaks. We do not observe additional peaks at the Overhauser fields corresponding to half-integer resonances.
The build-up of nuclear frequency focusing in the classical simulations has been studied in detail in Ref. [13] . For the pulse model (42), it was found that the build-up rate scales approximately with 1/N eff . No perfect scaling was found so that there remains a dependence on the bath size; this is also manifest in Fig. 11 where the longtime minima and maxima are more pronounced for larger N eff . For the dependence on the external magnetic field, a non-monotonic behavior was found [13] . However, the overall time required to reach a stationary Overhauser field distribution, and hence a saturated revival amplitude, scales approximately with B 2 ext (cf. Fig. 10) . What is the reason in the classical simulations for the non-monotonic dependence on the external magnetic field shown in Fig. 11 ? It does capture the interplay of electronic and nuclear precessions. An important additional clue is obtained from setting X = Y = 0 in each classical pulse (42), i. e., from neglecting the uncertainty in the spin orientation. Then, the revival amplitude saturates at S lim = 1/2, totally independent of the value of the applied external magnetic field (cf. Ref. [13] ). The distribution of the x-component of the Overhauser field displays very sharp peaks at positions corresponding to the integer resonance condition leading to a perfect re-focusing of the electron spin precession before each next pulse, i. e., to a maximum revival amplitude. Hence, it is indeed the quantum uncertainty, mimicked by the randomness of X and Y in the classical simulations, which is decisive for the finite peak widths shown in Fig. 12 which imply the reduced revival amplitude and eventually the non-monotonic behavior depicted in Fig. 11 .
An additional piece of information, in which way the randomness in X and Y acts against perfect nuclear focusing, results from the following observation for a magnetic field around 4 T. Including only the fluctuations in the y-component results in half-integer resonances while including only the fluctuations in the x-component results in integer resonances. Hence, they act against each other and the reduced nuclear focusing is an effect of destructive interference. Clearly, it will be attractive to clarify this issue further by analytical considerations.
VII. NON-INSTANTANEOUS PUMP PULSES IN THE QUANTUM MECHANICAL APPROACH
So far, we only took into account instantaneous π-pulses that resonantly excite the trion in the quantum mechanical approach and affect the electron spin in the classical simulation. Experimental pump pulses, however, have a finite duration of a few picoseconds [1, 2, 21, 22] . A deviation from a perfect resonance condition due to the electronic Zeeman energy as well as the spin precession during the pulses might affect the steadystate revival amplitude at large external magnetic fields. Furthermore, an extension to arbitrary pulse shapes will open a new door for more complex pulse sequences in the future.
As a first step for more realistic pulses, we consider Gaussian pump pulses in the quantum mechanical approach. Thus, we need to replace the unitary pulse operator U P by a new operator U ′ P . This operator U ′ P is obtained by integrating the equation of motion for the unitary time evolution during the pulse duration. For this purpose, we use the light-matter Hamiltonian in rotating wave approximation [15] 
where ω L denotes the laser frequency. The Gaussian pulse shape is included in the (complex) envelope function f (t). During the pump pulse, the total Hamiltonian is given by H(t) = H L (t) + H CSM + ǫ |T T |. The trion decay is neglected, as the decay rate γ = 10 ns −1 is slow compared to the duration T P of the pulse.
First, we transform into the frame rotating with the laser frequency ω L and eliminate the fast oscillation with ω L in the Hamiltonian. Introducing the detuning δ = ω L − ǫ, we obtain the transformed Hamiltonian Second, we discretize the Hamiltonian H ′ (t) in small time steps, defining intervals for which f (t n ) can be considered approximately as constant. In our numerics, we typically divide a single laser pulse in 1000 time steps so that ∆t ≈ 22 fs for a total pulse duration T P ≈ 22 ps. The unitary time evolution is approximated by operators
and their Hermitian conjugates U † (t n ), where ∆t = t n+1 −t n is the step width in time. Neglecting the Trotter error, which vanishes for ∆t → 0, the unitary transformation is given by the product of all individual transformations
Note that the additional exponential factor accounts for the back transformation from the rotating frame. The transformation of the density matrix into the rotating frame is omitted. The pulse action is described by
where ρ(0) and ρ (T P ) are the density operator before and after the pulse respectively. Since the unitary transformation is obtained initially and stored as one unitary complex matrix, modified pulses just come at the expense of two additional complex matrix multiplications in the numerical implementation. After each pulse, the time evolution is again calculated using the Lindblad equation discussed in Sec. IV C with ρ (T P ) obtained via Eq. (48) as input. Since the pump pulse now has a finite duration T P , we evaluate the time evolution via Lindblad equation for a reduced duration
For the calculations presented below, we choose a Gaussian pulse shape with f (t) = f * (t), whose iterated area corresponds to a π-pulse. The full width at half maximum (FWHM) is adjusted to 6 ps. This width is slightly larger than in the experiments, but renders possible effects on the spin dynamics more visible. The duration of the pulse is set to T P ≈ 22 ps, within which we consider the part of the pulse up to which the envelope f (t) has decayed to a hundredth of its maximum. For the laser frequency, we restrict ourselves to ω L = ǫ, such that the trion is resonantly excited without detuning (δ = 0), and leave the investigation of the influence of the detuning in a quantum dot ensemble to future studies. We use the same parameters as before, but replace the instantaneous π-pulses by Gaussian shaped pulses with a finite width. The pulse number dependent revival amplitude for such Gaussian pulses is shown in Fig. 13 for the same external magnetic field values as in Fig. 6 . In comparison with the result for instantaneous pump pulses in Fig. 6 , a slower rate of change is observed. Therefore, a larger number of pump pulses is required to reach a converged steady-state revival amplitude. Especially for higher magnetic fields, the pump pulses become less efficient, as the electron spin precesses during the pulse duration.
To investigate the influence of the Gaussian pump pulses on the magnetic field dependency, the converged revival amplitude S ⊥ (N P T R ) is again plotted as function of B ext . The result in Fig. 14 shows some difference to the curve for instantaneous pump pulses in Fig. 7 , even though the overall behavior remains the same. There are still two maxima and two minima respectively in the magnetic field range up to 10 T, but the maximum amplitude has decreased. Besides, the amplitude of the second maximum is smaller than the amplitude of the first maximum. Note that the revival amplitude for the data point at B ext = 9.75 T is not completely converged (see Fig. 13 green curve) and therefore the minimum at about 8 T is not very pronounced. However, we again observe that the revival is weaker for higher external magnetic fields. This behavior matches the overall decrease of the revival amplitude with the external magnetic field in the experimental data in Fig. 3 . Thus, the finite pulse duration is another aspect which has to be included for a realistic description of the experiments.
We augment the analysis by adding the spin component | S z (N P T R ) | as red crosses to Fig. 14 . While the spin polarization in z-direction agrees well with the revival amplitude S ⊥ (N P T R ) in the interval 2 T ≤ B ext ≤ 6 T, significant deviations are found for B ext < 2 T as well as for B ext > 6 T. In these regions, the spin component
For further investigation of the Gaussian pump pulses, we inspect the relative Overhauser field distribution in Fig. 15 . Here, we present the distributions for the same external magnetic fields as in Fig. 9 . For external magnetic fields up to 2.93 T, we do not observe significant differences in the distributions for the two types of pump pulses. However, for the first external magnetic field with even n in Eq. (36) (B ext = 3.90 T), for which we found peaks at the green dotted lines for the instantaneous pump pulses, we also find tiny peaks at the grey dashed positions for the Gaussian pump pulses. For even higher external magnetic fields, the differences become more significant. For n = 4 (B ext = 7.80 T), one kind of peaks is more pronounced than the other. The peaks for external magnetic field with odd n (B ext = 5.85 T and B ext = 9.75 T) are slightly shifted to the right from their original position at the grey dashed lines. Therefore, the shape of the pump pulses seems to influence the resonance condition for the Overhauser field distribution and thus the electron spin revival amplitude.
VIII. SUMMARY AND CONCLUSION
We investigated the magnetic field dependency of the revival amplitude of the electron spin polarization along the optical axis in a periodically pulsed QD ensemble. The steady-state resonance condition leads to a significant revival directly before each pump pulse. This is explained by the mode-locking of the electron spin dynamics, comprising a synchronization of the electron spin precession imposed by the periodic pumping and an enhancement by the nuclear frequency focusing that develops on a much longer time scale [2, 21, 22] . So far, the magnetic field dependency of the revival amplitude had been studied experimentally, e. g., in Ref. [10] , but had not been understood theoretically. We presented an explanation of the non-monotonic magnetic field dependency with our full quantum mechanical calculation supported by classical simulations and compared it to experimental data for two different samples.
The quantum mechanical calculations are based on an extension of the CSM including the trion excitation due to the pump pulses. The time evolution between two successive pump pulses including the trion decay is described by a Lindblad equation for open quantum systems that is exactly solved for each pulse interval. In the rotating frame of the nuclear spins, the nuclear Zeeman term was eliminated. The dynamics of the density operator is split into parts with fixed electronic state that can be treated in separate differential equations.
In order to achieve pulse sequences with up to 20 million pump pulses, we restrict ourselves to a small bath of N = 6 nuclear spins due to CPU time limitations. Even though in real QDs an electron spin couples to the order of 10 5 nuclear spins, it is already established that the generic spin dynamics of the CSM can already be accessed by a relatively small number of nuclei [16, 17] . We simulated a distribution of different characteristic time scales T * j in a QD ensemble by the treatment of N C = 100 configurations with distinct hyperfine coupling constants A k,j . The number of pump pulses required to reach a converged revival amplitude grows with increasing external magnetic field. Sequences comprising large numbers of pulses up to 20 million are necessary to approach the steady-state in the system.
To support the demanding quantum mechanical computations, we also perform a classical simulation of the central spin model which simulates a bath of up to 670 effectively coupled spins [13] . This simulation is set up such that it approximates the quantum mechanical dynamics as close as possible. But, the intermediate trion excitation and its subsequent fast decay are not built-in in the classical treatment.
Our key finding for both approaches is that the stationary revival amplitudes exhibit a non-monotonic behavior as function of the applied external magnetic field. There are minima of the revival amplitude at 4 T and 8 T, which roughly match the experimental data.
In the quantum mechanical approach, the steady-state resonance conditions favoring an integer or a half-integer number of electron spin revolutions between two pump pulses eventually lead to a rearrangement of the Overhauser field distribution function similar to the one found in Refs. [10, 12, 13] . Whether the integer or the halfinteger resonance occurs depends on the nuclear Zeeman effect. If an even number of quarter turns of the nuclear spins fits between two succeeding pump pulses, the half-integer resonance is favored, while an odd number of nuclear quarter turns favors the integer resonance. Since the peaks in the Overhauser field distribution retain a finite width, both sorts of resonances interfere resulting in the non-monotonic revival amplitude. The minimum of the revival amplitude is reached in case of the halfinteger resonance, whereas the maximum corresponds to the integer resonance.
Here, we only included a single average nuclear gfactor. However, it has been indicated [12] that in real QDs the different nuclear species yield separate resonance conditions. Thus, the behavior of the revival amplitude is more complex in the experiments than in the theoretical calculations. We attribute the different periodicities of the magnetic field dependence in the two studied samples to slightly different nuclear compositions.
The mechanism generating the magnetic field dependency in the classical simulations works similarly, but with one important difference. No peaks at the Overhauser fields of the half-integer resonances occur. Instead, the peaks corresponding to the integer resonances become broad and less pronounced for an even number of nuclear quarter turns. Hence, the nuclear frequency focusing is little efficient and the revival amplitudes are small again due to a partial destructive interference.
We have also extended the quantum mechanical theory from instantaneous laser pulses to pulses with a finite width of 6 ps. The pulses have a Gaussian shape with an area corresponding to the instantaneous π-pulses. In this way, we take into account the possible detuning of the resonance frequency in strong magnetic field by the Zeeman effect as well as the electron spin rotation during the pulse duration. To simulate the Gaussian pump pulses, we modified the operators of the unitary transformation that accounts for the pulse action. In the numerical calculation of a pulse sequence, we observed a slower convergence to the steady-state in comparison to the instantaneous pulses. Deviations from the instantaneous pulses occurred at higher external magnetic field, when the electron spin rotation is non-negligibly during the pulse duration. Here, the pulse is less efficient and the formation of a revival is less pronounced. Besides, the resonance condition for the Overhauser field is shifted slightly for higher external magnetic fields. Even though we restricted ourselves to resonant Gaussian π-pulses, the effects of arbitrary pulse shapes with differing integral as well as the detuning of laser frequency present an interesting field for future research.
Our findings explain the experimental results qualitatively, but quantitative agreement is not yet fully achieved. The presence of different species of nuclear spins with differing g-factors should be included in future research. We expect that this helps to understand the richer structure in the experimental data and the sample variations. In the classical simulations, one should pass from single quantum dots to ensembles with a distribution of intrinsic time scales T * and of electronic g-factors. Assessing the effects of larger baths is also an important goal. Finally, finite pulse lengths, detuned laser frequencies and pulse shapes, which do not correspond to π-pulses, represent an interesting field for future research. tronic steady-state [11] . The evolution of this electronic revival can be understood by iteration of the pump pulse (cf. Eq. (37)) and the evolution for the time T R (cf. Eq. (38)). Similar to the calculation of the revival amplitude in Eq. (40), we first consider a single nuclear configuration K for a set j of couplings. The iteration of Eq. (37) and Eq. (38) yields
after N P pump pulses. If we assume our external magnetic field to ensure an integer number of electron spin revolutions between two pump pulses, ω e T R is an integer multiple of 2π and can be omitted in the cosine. The full revival amplitude results from integrating over ω K,j weighted by its Gaussian distribution as we do not consider nuclear focusing. Since the width of the Gaussian distribution of ω K,j is proportional to the inverse T * , it is large compared to the periodicity of the cosine in Eq. (B1) that is determined by the inverse of T R . Hence, we substitute the integration of Eq. (B1) over ω K,j by an integration over one period of the cosine (ω K,j ∈ {0; 2π/T R })
Since the integral over ω K,j yields zero for odd i, we transform the index of summation i → i/2 in the second line of Eq. (B2). From a physical point of view, the contributions to the revival amplitude from different Overhauser fields cancel each other for every second pulse. Thus, the revival amplitude increases with N P in steps of two. Note that we obtain
for the spin component in y-direction. Thus, the integration in analogy to Eq. (B2) yields S y (N P T R ) = 0 and we can state S ⊥ (N P T R ) = | S z (N P T R ) |in the analytic calculation.
The limit N P → ∞ yields the final revival amplitude of the electronic steady-state S z (N P T R ) ∞ = 1/2 − 1/ √ 3 ≈ −0.077. In Fig. 16 , the growth of revival amplitude up to the tenth pump pulse is illustrated. The deviations of the numerical calculations (colored symbols) from Eq. (B2) (black curve) are only minor and due to the finite number of nuclear spins (N = 6).
