Abstract. Subgroup discovery is the task of finding subgroups of a population which exhibit both distributional unusualness and high generality. Due to the non monotonicity of the corresponding evaluation functions, standard pruning techniques cannot be used for subgroup discovery, requiring the use of optimistic estimate techniques instead. So far, however, optimistic estimate pruning has only been considered for the extremely simple case of a binary target attribute and up to now no attempt was made to move beyond suboptimal heuristic optimistic estimates. In this paper, we show that optimistic estimate pruning can be developed into a sound and highly effective pruning approach for subgroup discovery. Based on a precise definition of optimality we show that previous estimates have been tight only in special cases. Thereafter, we present tight optimistic estimates for the most popular binary and multi-class quality functions, and present a family of increasingly efficient approximations to these optimal functions. As we show in empirical experiments, the use of our newly proposed optimistic estimates can lead to a speed up of an order of magnitude compared to previous approaches.
Introduction
Subgroup discovery [Klö96, Wro97] is the task of finding subgroups of a population with high generality and distributional unusualness. It is a general approach that has shown to be useful in a variety of application scenarios, like medical consultation systems [ABP06] , spatial analysis [KM02] , marketing campaign planning [LCGF04] , and also in contrast set mining tasks [KLGK07] .
Unfortunately, if applied to real-world problems, subgroup discovery quickly results in excessive computation, due to its exponential dependency on the number of attributes. Different approaches have proposed to cope with that problem: While sampling based approaches [SW00] relax the task by allowing a certain degree of departure from the optimal solution and a (controllable) error probability, other approaches make use of sophisticated data structures [AP06] or heuristics [Klö02, LKFT04] .
Another approach, proposed by Wrobel in [Wro97] , is to prune the search space using so-called optimistic estimates. An optimistic estimate is a function that, given a subgroup s, provides a bound for the quality of every subgroup s that is a refinement of s. Surprisingly, the use of optimistic estimates for fast subgroup discovery has not yet been developed into a mature technology: until recently optimistic estimates have only been considered for the extremely simple case of a binary target attribute, and even in this case no attempt was made to move beyond suboptimal optimistic estimates.
In this paper, we investigate the question whether the optimistic estimates considered so far provide bounds that are, in some sense, optimal. To this end we provide a formal definition of tight optimistic estimates, that is optimistic estimates that are as conservative as possible wrt. the information at hand, namely the size of a subgroup and its distribution over different classes. Using this definition, we show that the optimistic estimate proposed in [Wro97] is not tight. Thereafter, we present new tight optimistic estimates for some of the most common quality functions. We also present a family of increasingly efficient approximations to these optimal functions. While these optimistic estimates are not tight, they have the advantage that they are simpler to calculate.
Summarizing, the main contributions of this paper are thus (i) the formal definition of tightness, (ii) new, tight optimistic estimates for some of the most common quality functions, and (iii) a family of increasingly efficient approximations to these optimal functions. In an experimental section, we show that our results are not only interesting from a theoretical point of view, but also have a significant impact on the performance of subgroup discovery algorithms.
The paper is organized as follows: In section 2, we define the basics of the subgroup discovery task. In section 3, we provide our definition of tight optimistic estimates; thereafter, we present and prove new (tight) optimistic estimates. Section 4 contains the experiments, while section 5 concludes.
Preliminaries
In this section, we will introduce our terminology, formally define the problem of subgroup discovery, and motivate the concept of optimistic estimates. 
The Task of Subgroup Discovery
Let DB = {R 1 , ..., R N } be a database or dataset, consisting of N rows, each built up from of l + 1 values. We distinguish one attribute c, called the class attribute with domain D(c) = {c 1 , ...c m }, from the l ordinary attributes {a 1 , a 2 , ...a l } with domains D(a i ) = {v i,1 , ..., v i,mi }. Every database row R j is an n-tuple (v j,1 , ..., v j,l , c j ), and we call c j its class.
A subgroup description sd is a set of terms {t 1 , ..., t k } where every term t i is a constraint on an attribute, i.e. t i has the form (a i = v i ), v i ∈ D(a i ). The length of the subgroup description is the number of terms it is built of. We call a subgroup description sd = {t 1 , ..., t k } a refinement of a subgroup description sd = {t 1 , ..., t k }, denoted by sd sd, if {t 1 , ..., t k } is a subset of {t 1 , ..., t k }.
Given a database DB and a subgroup description sd, the subgroup extension of sd on DB is the set of rows R j ∈ DB that satisfy all terms t i ∈ sd. Please note that if sd is a refinement of sd, i.e. sd sd, then for every database DB the subgroup extension for DB and sd is a subset of the subgroup extension for DB and sd.
Given a set of rows R = {R 1 , ...R n } (a database or subgroup extension), we call n its size and p = (p 1 , ..., p m ), where p i is the fraction of the rows of R of class i, its class distribution. Formally, p is defined as follows: Figure 1 shows an example with hypothetical data, inspired from a medical domain. The rows represent medical prescriptions made by doctors. As class attribute, we consider the cost of the prescription. Beside this special attribute, the prescriptions contain the doctor's specialty and the information whether the doctor's practice is in an urban or a rural environment. In this example, {Specialty = Surgery} and {Specialty = Surgery, Region = U rban} are two subgroup descriptions, and the corresponding subgroups consist of the rows that fulfill these conditions. The size of the subgroup extension of {Specialty = Surgery} is 3 and its probability distribution is p high = 0.33, p medium = 0, p low = 0.66.
A quality function q is a mapping from DB × sd to the reals. Intuitively, a quality function expresses how "interesting" a subgroup is. Almost all quality functions considered in the literature only depend on some parameters of the subgroup and the database, in particular on the size n of the subgroup, the size N of the database, the class distribution p of the subgroup, and the class distribution p 0 of the database. Table 1 summarizes some of the most prominent quality functions [Klö96, SW00] : the Piatetsky-Shapiro quality function dealing with the two-class case, and the Split, Gini and Person χ 2 quality functions for n-ary class attributes.
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The problem of subgroup discovery is defined as follows: Given a database DB, a quality function q, and a number k, determine the k subgroup descriptions with maximum quality. Or, put more formally: return a set of k subgroup descriptions G such that ∀ subgroup descriptions sd : sd ∈ G ⇒ q(DB, sd) ≤ q * , where q * = min sd∈G q(DB, sd). 
Optimistic Estimates and Their Use in Subgroup Discovery
Before we present the definition of optimistic estimates, we would like to motivate this concept by taking a look at possible algorithmic approaches to subgroup discovery. Given that the space of candidate subgroup descriptions can be considered as a tree with subgroup descriptions of length 1 at the first level, subgroup descriptions of length 2 at the next level and so on, one obvious approach to subgroup discovery is to perform some kind of search.
Of course, in this approach the size of the search space is exponential in the number of attributes and hence it is desirable to use some kind of pruning strategy. Unfortunately, unlike related tasks like frequent item mining where state-of-the art algorithms like FpGrowth [HPYM04] exploit the property of monotonicity, in subgroup discovery this property does not hold: Even if the subgroup description a 1 = x does not have a sufficient quality, it is still necessary to consider its refinements. In fact, even if neither a 1 = x nor a 2 = y are interesting subgroups, (a 1 = x, a 2 = y) might very well be interesting.
However, if we have already found k subgroups and we knew that all refinements s of a subgroup s had a quality that is worse than that of all k subgroups found so far, we could safely prune that branch. What is needed to do so is an optimistic estimate for the refinements s of s [Wro97]: Definition 1. An optimistic estimate oe(s) for a given quality function q is a function that satisfies the following: ∀ subgroups s, s . s s =⇒ oe(s) ≥ q(s ).
Tight Optimistic Estimates
In this section, we will present our definition of tight optimistic estimates. Thereafter, we will present new optimistic estimates for all quality functions in Table 1 .
A Definition of Tightness with Respect to Probability and Size
The quality functions from Table 1 are all defined in terms of a few characteristics of the subgroup and the dataset, namely -the distributions over the classes in the subgroup, denoted by p; -the size of the subgroup, denoted by n; -the distributions over the classes in the dataset, denoted by p 0 ; and -the size of the dataset, denoted by N .
We will call such quality functions "probability/size quality functions" or "p/n quality functions". Formally, a p/n quality function is a function q(p, n, p 0 , N)
c ×N to the reals (here, c is the number of classes). We call p and n the parameters of the subgroup and p 0 and N the parameters of the overall population. Similarly, we will call optimistic estimates that only make use of these parameters "p/n optimistic estimates". Formally, a p/n optimistic estimate is a function from [0, 1] c × N × [0, 1] c × N to the reals such that
Here, p(s) and n(s) denote the class distribution and the size for subgroup s.
In general, there are infinitely many optimistic estimates. We are interested in optimistic estimates that are as conservative as possible in the following sense:
Definition 2. Given a quality function q and two optimistic estimates oe 1 and oe 2 , we call oe 1 is more conservative than oe
The more conservative an optimistic estimate, the larger part of the search space can potentially be pruned: if we have already found k subgroups with a minimum quality minQ, then we can prune the branch of subgroups below s if and only if oe(s) < minQ. We will now formally define the notion of tight optimistic estimates, i.e. optimistic estimates that are as conservative as possible:
Definition 3. An optimistic estimate oe for a quality function q is tight if for any population DB and any subgroup description sd there is a subset s of the extension of sd on DB such that the quality of s is equal to the optimistic estimate for sd on DB. Formally: the optimistic estimate oe is tight iff
Here, p 0 and p denote the probability distribution in DB, respectively in the extension of sd on DB, while N and n denote the size of DB respectively of the subgroup extension (actually, p, n, p 0 and N are functions of DB and s). n p np means that for all i, n p i ≤ np i , i.e. the number of rows of class i in the subset of sd must be no larger than the number of rows of class i in sd.
Please note that the above definition does only require that there is a subset of the extension of sd on DB with quality oe(p, n, p 0 , N) -it does not require that there actually is a subgroup description with that quality. That is, the definition considers every subset of rows that is consistent with the restrictions provided by the parameters p and n. It is obvious that if an optimistic estimate for q is tight, then there is no optimistic estimate for q that is more conservative.
A Tight Estimate for Piatetsky-Shapiro
We will now apply our definition of tightness to the optimistic estimate published in [Wro97] for the Piatetsky-Shapiro function, and show that it is not tight. Thereafter, we will present a tight optimistic estimate for that quality function. First, we remark that in this two-class case we use p resp. p 0 to refer to the first component of p resp. p 0 . Lemma 1. The optimistic estimate n(1 − p 0 ) presented in [Wro97] for the Piatetsky-Shapiro function n(p−p 0 ) is not tight. The optimistic estimate oe *
Proof. We first show that oe * ps is tight. Suppose we are given a database DB and an arbitrary subgroup extension s with probability p and size n. The case p = 0 is trivial, so let p > 0; The subgroup extension s contains np rows of the first class. These rows are a subset of s with size np and a class distribution of p = 1; thus, this subset has quality np(1 − p 0 ). This construction did not make any assumptions on DB or s, thus there is always a subset s with q(s ) = oe * ps (s), and oe * ps is tight. Finally, to see that n(1−p 0 ) is not tight it is sufficient to note that np(1−p 0 ) < n(1 − p 0 ) for some n > 0, p 0 < 1 and p < 1.
Tight Estimates for the Multi-class Quality Functions Split,
Gini and Pearson's χ Table 1: Lemma 2. The following is a tight optimistic estimate for every multi-class quality function q in Table 1 (in fact, for any quality function that is convex in p resp. m):
The above is thus the maximum over the 2 c possible combinations of values for m 1 , ..., m c , resulting from the constraint that every m i can either take the value 0 or np i . Please note that although not specified in Equation 1, the case m i = 0 for every i needs not be considered.
Proof. The proof that oe * q is an optimistic estimate is based on the fact that all the multi-class quality functions considered in Table 1 are convex in p resp. m.
First, we use the fact that by definition a tight optimistic estimate for the refinements of a subgroup s is the maximum over the quality of every possible subset of subgroup s. The subgroup s has np 1 rows of class 1, np 2 rows of class 2, and so on. Thus, every refinement s of s consists of at most np i rows of class i. Hence, a tight optimistic estimate for a quality function q can be calculated as follows:
Please note that unlike in Equation 1, the above considers the maximum over every subset of rows of the subgroup s. The above expression is not only an optimistic estimate, but it is tight, which follows directly from our definition of tightness from Section 3.1.
It remains to show that Equations 1 and 2 are equivalent. This can be shown using the fact that every quality function in Table 1 is convex in its parameters m. In fact, for every c-dimensional convex function f the maximum over a polyhedron
is an extreme point of P , also called a vertex [Bre96, BV04] . Thus, the maximum over P can be calculated by taking the maximum of the values at every extreme point. The proof is completed by the fact that every quality function in Table 1 is convex, as shown in Appendix A. Please note that although in the Appendix we consider the extension of the quality functions to the real numbers, the extreme points are nevertheless tuples of positive natural numbers.
Let us now consider the computational complexity for the calculation of the tight optimistic estimate. oe * q involves taking the maximum of 2 c values of q, where c is the number of classes. All multi-class quality functions we considered can be reformulated to the form q = φ 1 + ... + φ c (for the Split quality function, the expressions φ i summed up are n(p i − p 0i ) 2 , for Gini they are
and for Pearson's they are
The calculation of such an expression φ i involves only a constant number of subtractions and multiplications, thus the tight optimistic estimates oe * q have a computational complexity of O(c 2 c ) primitive (add/multiply) operations. Please note that the computational complexity of oe * q does not depend on the size of dataset, but only on the parameters p, n, p 0 and N , which have to be calculated anyway to compute the quality of the subgroup.
A Family of Increasingly Conservative Optimistic Estimates
For large numbers of classes, c, the computational complexity, O(c 2 c ), of the tight optimistic estimate oe * q can become problematic, as will be confirmed by the experiments in Section 4.
In this section, we present a scheme of optimistic estimates that are not tight, but faster to calculate. The estimates are increasingly conservative and at the same time increasingly complex to calculate. The idea is not to consider all 2 c combinations as done in oe * q , but instead to consider only combinations for d classes at a time. That is, we consider 2 d different combinations for the d selected classes; for the other classes, we only consider the two extreme cases where either every m i = m i or every m i = 0 (for classes i not within the d classes). Finally, the sum over all these maximums is calculated and used as an estimate.
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Here is the definition of the scheme oe 
Proof. Similar to the proof for oe * q , the proof is based on the fact that every quality function considered is convex, as shown in the Appendix. Additionally, we use the fact all quality functions considered can be brought to the form
2 for Gini and where ... stands for φ i (m , p 0 , N). Now we make use of the fact that φ i is not only convex in m i and m j , j = i, but also in the sum of m j 's with j = i. That is, for every set of indexes J = {j 1 , ...j n } not including i, φ i is convex in k∈J m k . This follows from the fact that in all definitions of φ i (i.e. for the definition for Split, Gini and χ 2 ) the m j with j = i only occur in the sum j m j . Thus, for any set of indexes J that does not include i, φ i could be considered as a function of the new parameter ( k∈J m k ) and the remaining m k , i.e. those with index k ∈ J. The resulting function is of the same form as φ i (except that it takes less parameters) and thus is convex in k∈J m k .
In particular, any φ i with j ≤ i ≤ j+d−1 is convex in k∈{0,...,j−1,j+d,...c} m k . Therefore, it is sufficient to consider the case where the sum is minimal or maximal, that is when either all these m k 's are zero or all have value np k . So the above is bounded by Some Considerations on the new Optimistic Estimates. We will now consider some properties of the optimistic estimates oe An Example. To illustrate the effect of different optimistic estimates, let us reconsider the example from Figure 1 . In particular, let us consider the subgroup description {Region = U rban}. The corresponding subgroup consists of the first three rows of the dataset and has a probability distribution of p High = 1/3, p Med = 2/3, and p Low = 0.
For the Split quality function, we get a tight optimistic estimate of 0.176 for the quality of the refinements of {Region = U rban}. Using the suboptimal estimate oe 1 q , we only get the estimate 0.255. While both estimates can be used by a subgroup discovery algorithm, if the minimal required quality is 0.195 only the tight estimate of 0.176 would allow to prune all subgroups description below {Region = U rban} (In fact, 0.195 is exactly the minimal required quality at that point, if the algorithm sketched in Section 4 is used).
Experimental Evaluation
Sketch of a Subgroup Discovery Algorithm. To evaluate the impact of different optimistic estimates, we used a branch and bound depth-first-search (DFS) algorithm similar to OPUS O [Web95] (without optimistic reordering). The optimistic estimates are used to prune as large a part of the search space as possible, and furthermore determine the order in which the nodes are expanded during DFS. Our implementation makes use of FP-Trees [HPY00] to speedup the calculation of the parameters p and n of a subgroup, as first proposed in [AP06] . The overall algorithm, called DpSubgroup, is described in more detail in [GRSW08] .
Datasets and Results.
We evaluated the impact of the different optimistic estimates on five datasets: four datasets from the UCI Machine Learning Repository Results for the Splice and Census dataset (with 3 resp. 5 classes) using the Split resp. the Gini quality function. The curves show the number of nodes considered (left images) resp. the runtime (right images) for different optimistic estimates.
[AN07] and one real-world dataset. In particular, we used the "Mushroom" dataset with 8124 rows, 22 attributes and 2 classes; the "Soybean" dataset with 683 rows, 35 attributes and 19 classes; the "splice" dataset with 3190 rows, 62 attributes and 3 classes; a sample of 30.000 rows of the UsCensus1990 database with 68 attributes and 5 classes (we used "dIncome1" as class attribute); and finally a prescription dataset with 29 attributes, 60488 rows and 11 classes from the iWebCare project (http://iwebcare.iisa-innov.com/). In all experiments, we searched for the top 100 groups on an Intel Core 2 Duo T7500 with 2 GB of RAM under Windows XP. Figure 2 shows the performance results on the datasets Census and Splice, using different quality functions. The horizontal axis shows the depth limits for the subgroup discovery, that is a maximum length of the subgroup descriptions considered. The different curves show the results using different optimistic estimates: "oe-d" stands for subgroup discovery with oe d q , "oe-*" shows the results using the tight optimistic estimate oe * q , and finally "no oe" shows the performance without any optimistic estimate pruning. It is worthwhile to note that "no oe" essentially corresponds to the algorithm SD-Map (which also makes use of FP-Trees but does not use optimistic estimate pruning), because this algorithms has been shown to outperform all other exhaustive algorithms like Apriori-SD [KLJ03] by an order of magnitude [AP06] .
The figure shows both the number of nodes explored during the subgroup discovery and the overall runtime, using a logarithmic scale. As expected, the number of nodes considered depends on the optimistic estimate used: The higher the degree d in oe 4 Similar to the number of nodes, the runtime is affected by the optimistic estimate used. Although the performance ratio does not exactly correspond to the node ratio, the ordering of the optimistic estimates is the same. The performance gain using pruning can become as large as an order of magnitude and more. Figure 3 shows the results for the Soybean and the Mushroom dataset. We first consider the results for the Soybean dataset (subfigures (a)-(c)): Again, the higher the degree d of the optimistic estimate oe d q , the less nodes are considered, with oe * q being optimal (Figure 3(a) ). Regarding the runtime, however, the situation is different: Figure 3(b) shows that the runtime is minimal when a pruning level d is between 1 and 4. The reason is that although the more conservative optimistic estimates reduce the number of nodes considered, their calculation is more expensive. This effect becomes apparent in the Soybean dataset because it has much more classes than the earlier datasets.
The above experiment shows that for datasets with a large number of classes, it can be appropriate to use a non-tight optimistic estimate. However, the best pruning level depends on the ratio of the costs for the calculation of the optimistic estimate, and the cost for the calculation of the parameters of a subgroup. So far we used FP-Trees, which allowed a very fast calculation of n and p. However, if the dataset is very large it might not be possible to keep the FP-Tree in main memory. To see how the situation changes if the calculation of the parameters n and p becomes more expensive, we have run some experiments using a persistent FP-Tree, i.e. an implementation where the FP-Trees are stored on disk [HPYM04] . Our prototypical implementation is based on the object database db4o [PEHH06] . Figure 3(c) shows the resulting runtime: In this setting, the use of conservative optimistic estimates pays off again, with oe * q resulting in the fastest calculation (the number of nodes is, of course, unaffected).
Finally, Figure 3(d) shows the runtime for the Mushroom dataset, using the Piatetstky-Shapiro quality. As in the multi-class case, the use of optimistic estimates results in a significant speedup in this two-class example. The results from the prescriptions dataset do not significantly differ, so we merely used them in the summarizing table in the next paragraph.
Summary. The above results show that the optimistic estimates presented in this paper have a significant impact on the performance of the subgroup discovery. The use of the (fastest to calculate) optimistic estimates oe 1 q and oe * ps never slows down the execution but instead results in a tremendous speedup. The performance gain reaches an order of magnitude at relative small depth bounds (about 2 to 4) and gets even larger when the depth limit continues to increase.
The use of more conservative optimistic estimates allow to further speedup the subgroup discovery. The following table summarizes the performance gain over oe 1 q achieved using the optimistic estimates oe . 2, 3, 4 and ∞) , it compared the performance with that achieved using oe 1 q , aggregated over different quality functions and datasets. In particular, it shows the relative runtime (the runtime using the more conservative optimistic estimate, divided by the runtime using oe 1 q ) in the best experiment (Minimal), the worst experiment (Maximal) and on average. The table is 
Summary and Discussion
In this paper, we have pursued the investigation of optimistic estimates for fast subgroup discovery, started in [Wro97] . In particular, we considered and formalized the concept of tight optimistic estimates. We have shown that the optimistic estimate proposed in [Wro97] is not tight, and have presented new tight optimistic estimates, including tight optimistic estimates for several multi-class quality functions.
While the use of tight optimistic estimates minimizes the number of subgroups considered, their calculation sometimes becomes quite time consuming. To cope with this difficulty, we have presented a family of increasingly efficient approximations of the tight optimistic estimates. While these estimates are (in general) not tight, they allow to trade more conservative estimates for faster computation and thereby provide a mean to select an optimistic estimate with the right ratio of conservative-ness and computational cost.
The results are interesting both from a theoretic and a practical point of view. On the theoretical side, the notions of conservative and tight optimistic estimates allow to compare optimistic estimates. On the practical side, our experiments show that the use of the new optimistic estimates oe * ps , oe d q and oe * q result in a significant speedup compared to current state-of-the-art algorithms like SD-Map [AP06] . While for problems with a relatively small number of classes oe * q is the estimate of choice, for datasets with a larger number of classes (more than 6 or so) the optimal choice depends on more factors. Overall, the use of oe 4 q is a safe choice in most situations.
The idea to perform pruning based on an optimistic evaluation of the search space below a node was already investigated before the introduction of optimistic estimate into subgroup discovery. In particular, Webb [Web95] considers optimistic pruning for rule learning tasks in his OPUS search algorithm. The concept is also applied in other pattern-mining tasks involving non-monotonic objective functions, like tiling databases [GGM04] . Of course, the objective function considered in tasks like tiling are different than in subgroup discovery.
In future work, we plan to investigate optimistic estimates for other quality function, and to extend the concept of tight optimistic estimates to numeric target attributes. We would also like to investigate whether the optimistic estimates oe d q can be improved by some kind of heuristic grouping of the classes, with the idea not just to build arbitrary groups of d attributes. It would also be interesting to combine the optimistic estimates presented in this paper with other approaches to subgroup discovery, in particular with sampling-based approaches [SW00] . Altogether, we believe that the definition of tight optimistic estimates and the new optimistic estimates presented in this paper can be a valuable instrument in a wide range of subgroup discovery algorithms. We only need to consider the case where c i = 1, because the c i 's are merely positive weights. The φ i 's are twice differentiable, thus it is sufficient to show that the Hessian or second derivative is positive semidefinite [BV04] . We only consider the first summand φ 1 , as the other cases are analog. It is somewhat laborious but straightforward to verify that
A Proof of Convexity of the Multi-class Quality Functions
2 −n 1 ( j =1 n j ) ... −n 1 ( j =1 n j )
−n 1 ( j =1 n j ) (n The above matrix can be brought to the following form GG T with G = ( j =1 n j , −n 1 , ..., −n 1 ) T , that is there is a Cholesky decomposition and hence the matrix is positive-definite [BV04] .
A.2 Gini
The fact that the Gini quality function is convex can be derived from previous work in the area of decision tree construction. This comes from the fact that the Gini quality functions is based on the Gini index, used as a splitting criterion in the construction of decision trees [Bre96, BFOS84] . The Gini index is defined as G(p) = j p j (1 − p j ) and measures the "impurity" of a distribution p. The gain in impurity resulting from a split is defined as Θ(s) = G(p 0 ) − P L G(p l ) − P R G(p r ) and was used as a goodness of a split measure. Here, p 0 denotes the distribution over the classes in the overall population, p l and p r denote the distribution in the left and the right subpopulation resulting from a split, P L denotes the proportion of the population send to the left by the split and P R = 1 − P L denotes the proportion send to the right. This goodness of split was turned into the Gini quality function [Klö96] :
where p 0 is (as before) the class distribution in the overall population, p the class distribution in the subgroup, p * the probability distribution in the remainder, i.e. in the examples from the overall population not in the subgroup, and finally g the generality of the subgroup. It is easy to verify that the components of p * are defined by p * i = By inserting this definition of p * we obtain the following, more familiar-looking definition of the Gini quality, Bre96] shows that g * G(p) + (1 − g) * G(p * ) is concave in the proportion of the probabilities that are sent to the left (which he calls α). We remark that Breiman uses the term convex in the meaning of "convex downward"; We use the term convex in the opposite sense, as [BV04] (Breimans notation also differs from ours in other respects). Now our vector m can be obtained from α by an affine mapping, namely m i = N p 0 i α i , which implies that g * G(p) + (1 − g) * G(p * ) is also concave in m, because affine mappings preserves concavity. Hence the Gini quality function is convex in m.
