Cross-manifold clustering is a hard topic and many traditional clustering methods fail because of the cross-manifold structures. In this paper, we propose a Multiple Flat Projections Clustering (MFPC) to deal with cross-manifold clustering problems. In our MFPC, the given samples are projected into multiple subspaces to discover the global structures of the implicit manifolds. Thus, the cross-manifold clusters are distinguished from the various projections. Further, our MFPC is extended to nonlinear manifold clustering via kernel tricks to deal with more complex cross-manifold clustering. A series of non-convex matrix optimization problems in MFPC are solved by a proposed recursive algorithm. The synthetic tests show that our MFPC works on the cross-manifold structures well. Moreover, experimental results on the benchmark datasets show the excellent performance of our MFPC compared with some state-of-the-art clustering methods.
I. INTRODUCTION
C LUSTERING is the process of grouping data samples into clusters [1] , [2] , with similarity of within-cluster and dissimilarity of between-cluster. It has been applied in many real world applications, e.g., image processing [3] , [4] , object tracking [5] , [6] and object detection [7] , [8] . A large number of studies [9] , [10] , [11] , [12] , [13] have shown that the meaningful structures of data possibly reside on several low-dimensional manifolds. Based on this observation, the objective of clustering is convert to cluster the samples from the implicit low-dimensional manifolds, called manifold clustering [14] , [15] . Manifold clustering has been applied in many applications, e.g., manifold learning, [16] , [17] , [18] , interpretation of video [19] , motion capture [20] and hand writing recognition [21] .
For manifold clustering, the data generally includes wellseparated and cross structures [22] . The former are easy to recognize due to its independence, but not for the latter. On the one hand, the attribution of the samples near the intersection of cross manifolds are ambiguous. On the other hand, the cross structure severs the connection of the samples on the same Lan manifold, results in different clusters from this manifold. Fig.  1(a) is a toy example which has one class on a line and the other two classes on two spheres, respectively. It looks like the candied haws on a stick. The samples on the line may be misclassified into other clusters, because their links are severed by the spheres.
At present, the above cross-manifold clustering is still a hard topic [23] , though there have been two types of manifold clustering methods: spectral-type clustering [24] , [25] , [26] , [27] and flat-type clustering [9] , [10] . Spectral-type clustering assigns the samples into clusters by the similarity graph, which is the local neighborhood relationship. Several spectraltype methods tried to propose a delicate similarity graph to handle the cross-manifold structure, e.g, Spectral Clustering on Multiple Manifolds (SMMC) [28] and Local and Structural Consistency for Multi-Manifold Clustering (LSC) [29] . However, these methods have difficulties in dealing with the samples near intersections, because the neighborhood of a sample can contain samples from different manifolds and the similarity graph often is fragile. In these methods, some subtle techniques were used to distinguish the different manifolds from the intersections [11] . In contrast, flat-type clustering [9] assigns the samples into clusters from global perspective of view. To determine the formation of linear manifolds, Mangasarian et al. proposed k-Plane Clustering (kPC) [9] by hiring planes/hyperplanes to represent the samples from different manifolds. Subsequently, to find appropriate planes/hyperplanes, many other flat-type clustering methods were proposed based on kPC, e.g., k-Proximal Planes Clustering (kPPC) [30] and Twin Support Vector Machine for Clustering (TWSVC) [31] with discriminative information, Local k-Proximal Plane Clustering (LkPPC) [32] with localization techniques to avoid the infinite extension of the linear models, L1-TWSVC [33] and Twin Bound Vector Machine for Clustering (TBSVC) [34] to deal with noises. However, the planes/hyperplanes used in the above methods cannot deal with complicated flats apparently [10] . Thus, the unitary planes/hyperplanes were extended to the general flats to suit for more complicated manifolds, e.g., k-Flats Clustering (kFC) [10] and Local k-Flats Clustering (LkFC) [35] . Many linear manifolds, e.g., lines, planes/hyperplanes and flats, were recognized by the corresponding flat-type methods. However, the flats were obtained without discriminative information in these methods, and thus they cannot recognize the implicit manifolds from cross-manifold structures well. As the toy example, three clusters in R 3 are given in Fig. 1 (a) by different colors. More precisely, the red samples lie on a straight line, both blue and green ones lie respectively on two spheres. Fig. 1 show the clusters obtained by some state-of-the-art flat-type clustering methods. The results obviously are not satisfactory and reveal their shortcomings. In seeking a flat for an implicit manifold, merely keeping the current samples close to the flat is insufficient, because other cluster samples (especially near the intersections) may close to this flat too. Hence, the discriminative information should be employed. Additionally, the normalization for the flats should be considered at the same time.
In this paper, we proposed a novel flat-type method named Multiple Flat Projections Clustering (MFPC) for crossmanifold problems. For the k implicit flats, our MFPC seeks k corresponding projection subspaces such that the samples projected into each subspace are partially close to the subspace center and the rest are far away from it. When our MFPC considers the global manifold structures in the projection subspaces, the cross-manifold structures would be distinguished by different subspaces, avoiding their local analysis. Fig. 1(j) is the clustering result of our MFPC, which is the same as the real data obviously. Furthermore, our MFPC is extended for more complicated manifolds via kernel tricks.
The contributions of this paper includes: (i) A flat-type clustering method is proposed with strong adaptability to cross-manifold structures;
(ii) For each projection subspace, all the samples are projected into a unit sphere to unify the normalization for the subspaces in some sense.
(iii) The non-convex matrix optimization problems in our MFPC are decomposed into several non-convex vector optimization problems by a recursive algorithm, and the latter problems are solved by a proposed iterative algorithm of which the convergence is also given;
(iv) Experiments on some synthetic and benchmark datasets show the amazing performance of our MFPC compared with some state-of-the art clustering methods.
The rest of this paper is organized as follows. In section 2, some related works, including kPC, kPPC, LkPPC, kFC and LkFC are reviewed. Section 3 elaborates our MFPC as well as its solution. Experiments are arranged in Section 4, and conclusions are given in Section 5. The appendix gives the proofs of the relevant theorems in this paper.
II. BACKGROUND
Given m samples X = (x 1 , x 2 , . . . , x m ) ∈ R n×m , consider to cluster the m samples into k clusters with their corresponding labels Y = (y 1 , y 2 , . . . , y m ) from 1 to k. Let N = {1, . . . , m} to represent the index set of X. N i and N \N i represent the index sets of sample belongs to the i-th (i = 1, . . . , k) cluster and the rest, respectively. m i denotes the number of the elements in the i-th cluster. Thus,
x j is the mean of the i-th cluster. The L 2 norm and Frobenius norm are respectively denoted by ||·|| and ||·|| F , | · | denotes the absolute value, and e denotes a vector of ones with an appropriate dimension. Let us remind some related works on clustering.
A. kPC kPC [9] wishes to cluster the given samples into k clusters such that the cluster samples are respectively close to the k cluster center planes, which are defined as
where w i ∈ R n and b i ∈ R. The required k cluster centers are obtained iteratively. Start from an stochastic initialization (w i , b i ) with i = 1, . . . , k, then the labels are updated by
The cluster center planes are updated by solving the following problem with i = 1, . . . , k, min wi,bi j∈Ni
which is equivalent to an eigenvalue problem. The k cluster center planes (1) and the samples' labels are updated alternately until there is a repeated overall assignment of samples to clusters or a non-decrease in the overall objective.
B. kPPC kPPC [30] requires the cluster center plane not only close to the samples from this cluster but also far away from the samples from other clusters. Instead of solving problems (3) in kPC, kPPC updates the i-th (i = 1, . . . , k) cluster center planes (1) by min wi,bi j∈Ni
where c > 0 is a parameter. The solution to the above problem can also be obtained by solving an eigenvalue problem. Since kPC performs unstable from its stochastic initialization, a Laplacian graph-based initialization is used in kPPC to obtain stable results. Due to the planes used in kPC and kPPC extend infinitely, the following method localizes the cluster center planes with center points.
C. LkPPC
By hiring the cluster centers from kmeans [36] , LkPPC [32] supposes a cluster has an extra center point. This yields the following problem for the i-th cluster with i = 1, . . . , k, min wi,bi,νi j∈Ni
where ν i is the center point, and c 1 and c 2 are the tradeoff parameters. The solution to problem (5) can be obtained similar to kPPC. Once the k cluster center points and planes are obtained, a sample x is assigned into a cluster by
D. kFC kFC [10] generalizes the planes in kPC by flats, which are defined as
where W i ∈ R n×p , γ i ∈ R p , 1 ≤ p < n is a parameter to control the dimension of flat. Similar to kPC, the cluster center flats and the labels in kFC are updated alternately. Thereinto, the cluster center flats are close to their corresponding samples by considering k matrix optimization problems with i = 1, . . . , k, min Wi,γi j∈Ni
where I is an identity matrix. The solution to problem (8) can be obtained by solving an eigenvalue problem, and the labels are computed by
Apparently, kFC is kPC if p = 1. However, kFC may suit for more complicated manifolds than kPC when p > 1.
E. LkFC
Similar to LkPPC, LkFC [35] introduces the center point into kFC, and yields the problem with i = 1, . . . , k, min Wi,γi j∈Ni
The above problem can also be convert to an eigenvalue problem, and the labels are updated by
Once the loop between cluster centers and labels terminates, an undirected graph on the current clusters with the affinity matrix is constructed and the samples are clustered into k clusters by some spectral-type clustering methods [37] .
III. MFPC

A. Linear Formation
Recently, a general model of the plane-based clustering has been given in [38] . As its extension to flat-type clustering, for each cluster we find a q-dimensional flat
by the following general model with variables W i ∈ R n×p (i = 1, . . . , k) and labels y j (j = 1, . . . , m) as
where y · denotes {y j |j = 1, . . . , m}, ||W i || F is the regularization in the functional space F to control the complexity of the model, and L(·) is the loss of a sample assigning to a cluster. Following the general model (13) and corresponding to qdimensional flat for each cluster, we seek k matrices W i = (w i,1 , . . . , w i,p ) ∈ R n×p with i = 1, . . . , k, where W i yields the i-th projection subspace spanned by its column vectors w i,1 , . . . , w i,p and p = n − q is parameter. Specifically, by using the symmetric hinge loss function [31] , [38] , our linear MFPC solves k matrix optimization subproblems with i = 1, . . . , k as
wherex i is the center of the i-th cluster, c 1 and c 2 are positive parameters, and ξ i,
The geometric interpretation of problem (14) is clear. The second term in the objective function shows that a sample x belonging to the i-th cluster would be projected by W i (i.e., W ⊤ i x) as close as possible to the projected cluster center W ⊤ ix i . The first constraint requires that for a sample x belonging to other clusters, the projection W ⊤ i x would be far away from the projected cluster center W ⊤ ix i to some extent. In addition, the matrices W i (i = 1, . . . , k) are normalized by the second constraint, which keeps the manifolds in the subspace with uniform measurement. The third constraint guarantees the column orthogonality of the matrices W i , i = 1, . . . , k.
The following theorem guarantees the maximum scatter of between-clusters (see the proof in Appendix A).
Theorem III.1. Under the condition that the first constraint strict holds in (14) , minimizing the regularization term in the objective is equivalent to maximizing the smallest distance between the samples of other clusters and the center of the current cluster in the projection subspace.
It is easy to prove that the equality constraint j∈N ||W ⊤ i x j || 2 = 1 provides the following property.
Property III.1. All samples are projected in a unit ball in each projection subspace.
Starting from an initial sample assignment, our MFPC solves k subproblems (14) to obtain k projections W i with i = 1, . . . , k. Then, the samples are reassigned into the clusters by their decision values (i.e., the distances of the sample projection from each center projection) as
The projection matrix and assignment are updated alternately until a repeated overall assignment and a non-decrease in the overall objective (13) appear simultaneously. Now, let us explain the behavior of the projection subspaces generated by our MFPC shown in Fig. 1(j) . Fig. 2 plots the three projection subspaces denoted by W 1 = (w 1,1 , w 1,2 ), W 2 = (w 2,1 , w 2,2 ) and W 3 = (w 3,1 , w 3,2 ), where Fig. 2 (ac) show the projected samples in the corresponding subspaces and Fig. 2(d) shows the distances between the sample projections and the subspaces' centers (i.e., the centers' projections). It can be see that the samples of cluster 1 are projected onto a point around and other samples overlap and are far away from it in Fig. 2 Fig. 2(c) . Hence, the samples on the three manifolds are clustered into three correct clusters according to (15) together with Fig. 2(d) .
B. Solution of MFPC
In this subsection, we discuss the solution to problem (14) , which is decomposed into p subproblems recursively. Suppose w i,l (l = 1, . . . , p) is the l-th column of W i and define the within-cluster scatter matrix [39] as
The first subproblem (i.e., l = 1) is
which is a non-convex problem evidently.
In the following, we solve problem (17) by combining the penalty function algorithm and concave-convex procedure (CCCP) [40] . Consider the unconstraint penalty formation of problem (17):
where (·) + replaces the negative value by zero, and σ > 0 is the penalty parameter. Note that
and
Substitute (19) and (20) into (18) and we have its equivalent as
where (21) is also called difference of convex functions (DC) problem [41] . Here, we construct a series of problems with t = 0, 1, 2, . . . as
where
i,l . The above problem (22) is a convex quadratic programming problem (CQPP) and can be solved by many efficient algorithms, e.g., Newton algorithms and coordinate descent [42] approaches. The series of problems (22) are solved in sequence until the difference of w (t+1) i,l in the adjacent two steps is smaller than a tolerance, and the final w
is regarded as the solution of (17). The above procedures are summarized in Algorithm 1.
Algorithm 1 Iterative algorithm to solve problem (17) Input: Dataset X, index set N i for the i-th cluster, positive parameters c 1 , c 2 , σ and a tolerance tol (typically, tol = 1e − 3).
In Algorithm 1, w (0) i,l is initialized as the eigenvector of the smallest eigenvalue of S i . In fact, it is the solution to
In other words, the initial w
i,l keeps the projected cluster samples close to their center.
In addition, we have following convergence theorem from the CCCP convergence theorem immediately (see Theorem 2 in ref. [40] ).
i,l , . . .} obtained by algorithm 1 converges to a minimum or saddle point to problem (18) .
Once we obtain the first column w i,1 of W i by solving the first subproblem (17) , other columns of W i would be obtained recursively as follow: (i) Determine a projection vector w i,l ; (ii) Generate the orthocomplement of the given data by w i,l to determine the next projection vector w i,l+1 . The recursive algorithm to solve problem (14) is summarized in Algorithm 2.
Algorithm 2 Recursive algorithm to solve problem (14) Input: Dataset X, index set N i for the i-th cluster, positive parameters c 1 , c 2 , σ, an integer 1 ≤ p < n and a tolerance tol (typically, tol = 1e − 3). 1. set l = 1, and computer w i,1 by Algorithm 1; 2. set X l = {x j,l |x j,l = x j , j = 1, . . . , m};
(c) replace X with X l+1 in Algorithm 1, and then implement Algorithm 1 to obtain w i,l+1 ; Output:
Specifically, the following theorem guarantees that the solution obtained by Algorithm 2 satisfies the constraint "W ⊤ i W i is a diagonal matrix" in (14) .
Theorem III.3. The p projection vectors (w i,1 , w i,2 , . . . , w i,p ) obtained by Algorithm 2 are orthogonal to each other.
See the proof in Appendix B.
C. Nonlinear Formation
Now, we extend MFPC to the nonlinear case. Suppose φ(·) is a nonlinear mapping from R n to H, where H is a high dimensional feature space. Our nonlinear MFPC seeks k cluster projections W i with i = 1, . . . , k in H. The kernel tricks [31] , [34] help us to select an appropriate feature space H without giving the nonlinear mapping φ(·). By selecting a kernel function K(·, ·) as the inner product in H, the i-th (i = 1, . . . , k) projection W i in nonlinear MFPC is obtained by considering the following problem min Wi,ξi,·
The above problem can also be solved by Algorithm 2. The problem corresponding to (17) is
Once we obtain k projections W i (i = 1, . . . , k), a sample x is relabeled by
For a large scale dataset X, the kernel function K(·, X) transforms the samples into a space with a much higher dimension than linear formation, resulting in a large amount of computations. However, the reduced kernel tricks [43] , [44] , which replaces K(·, X) with K(·,X), can reduce the computation efficiently, whereX is selected from X randomly and its size is much smaller than X.
D. Computational Complexity
For our MFPC, the main computational cost is in solving the optimization problem (18) . In Algorithm 1, the main computational cost is dominated in solving the CQPP. The time complexity of solving this QPP is generally no more than O(m 3 /4 + n 3 ). Thus, the total complexity of Algorithm 2 is about O(pt(m 3 /4 + n 3 )), where t is the iterative number and p is the recursive number. In contrast, other flat-type methods, e.g., kPC, kPPC and LkPPC, which solve eigenvalue problems with the complexity O(n 3 ).
IV. EXPERIMENTAL RESULTS
In this section, we analyze the performance of our MFPC compared with kmeans [36] , SMMC [29] , kPC [9] , kPPC [45] , LkPPC [32] , TWSVC [31] , kFC [10] and LkFC [35] on some synthetic and benchmark datasets. All the methods were implemented by MATLAB2017 on a PC with an Intel Core Duo Processor (double 4.2 GHz) with 16GB RAM.
In the experiments, the adjusted rand index (ARI∈ [−1, 1]) and normalized mutual information (NMI∈ [0, 1]) [46] , [47] were hired to measure their performance. The tradeoff parameters if needed in these methods were selected from {2 i |i = −8, −7, . . . , 7}. For nonlinear case, Gaussian kernel [48] K(x 1 , x 2 ) = exp{−µ||x 1 − x 2 || 2 } was used and its parameter µ was selected from {2 i |i = −10, −9, . . . , 5}. In our MFPC, if no specific instructions, p (i.e., the number of columns in W i ) was selected from 1 to min(n − 1, 10) for linear case, and it was selected from 1 to 2 for nonlinear case. For practical convenience, the synthetic datasets and the corresponding MFPC Matlab codes have been uploaded upon http://www.optimal-group.org/Resources/Code/MFPC.html.
A. Synthetic datasets
First, we tested these methods with linear formations on the "Haws" dataset which includes three manifolds (two spheres and a line), and the samples distribute uniformly on these manifolds. The clustering results were shown in Fig. 1 . Many methods keep the samples from the spheres and part of the line into a cluster due to the intersections, e.g., kmeans, SMMC, LkPPC, TWSVC and LkFC. Other methods including kPC, kPPC and kFC separate the spheres into different clusters. However, our MFPC keeps the samples into three clusters from three manifolds exactly. Then, we ran these methods with linear formations on another "LPE" dataset which includes a line, a plane and an ellipsoid, where the plane and ellipsoid intersected with the line. Fig. 3 shows the dataset and the clustering results of these methods. It can be seen from Fig.  3 that kmeans, kPC, SMMC, LkPPC and LkFC assign the samples from the line into different clusters. Though kPPC and kFC assign the samples from the line into one cluster, they assign the samples from other two manifolds into three different clusters. Among these methods, TWSVC and our MFPC can handle this cross-manifold dataset by assigning the samples from different manifolds into different clusters. As shown in Figs. 1 and 3 , the kmeans, spectral-based SMMC, and other previous flat-type clustering methods cannot handle the linear cross-manifold problem. To further investigate the ability to handle cross-manifold problem, we tested these methods on a nonlinear cross-manifold "Sine2" dataset (shown in Fig. 4) , where the samples were from two sine functions and they intersected with each other. These methods were implemented in 16 high dimensional feature spaces generated by Gaussian kernel, and the best results by each method were selected and reported in Fig. 4 . It is obvious that our MFPC assign the samples from differen sine curves into different clusters exactly, while other methods mix the samples from the two curves in a cluster. Thus, these methods cannot handle this nonlinear cross-manifold problem except our MFPC. The above tests illustrate the ability of our MFPC to handle some cross-manifold problems. In the following, we tested these methods on a complicate dataset "Spiral" without any intersections, which includes three manifolds: two curves and a line in R 3 . Fig. 5 illustrate the dataset and the clustering results by these methods. It can be seen that our MFPC surpasses other methods on this dataset much more. Further, the clustering performance on the four synthetic datasets "Haws", "LPE", "Sine2" and "Spiral" was measured by ARI and NMI in Table I . Thereinto, kmeans and SMMC were implemented repeatedly 20 times and the average measurements and the standard deviations were reported, while other methods obtain stable performance with the nearest neighbor graph (NNG) [31] initialization. Obviously, our MFPC outperforms other methods by both ARI and NMI from Table I. During the above synthetic tests, it can be found that kmeans always assigns the samples close to each other into a cluster, because it hires points as the cluster centers. Thus, kmeans cannot handle more general cluster centers, e.g., lines and planes. The flat-type methods settle this issue by extending the cluster center from points to different flats. However, many flat-type methods are disordered by the cross-manifold structures from Figs. 1, 3, 4 and 5. It is worth to notice that some flat-type methods may assign the samples from one manifold into a cluster on some cross-manifold datasets, e.g., LkPPC captures a sphere in Fig. 1 , TWSVC works well in Fig.  3 , and LkFC captures a plane in Fig. 3 . This phenomenon indicates that the flat-type methods has the capacity to deal with linear cross-manifold clustering. In fact, our MFPC works well on the two linear cross-manifold datasets. Moreover, Fig.  4 manifest the ability of MFPC to handle more complicated cross-manifold structures. Finally, MFPC keeps on top of the general manifold clustering from Fig. 5 . In addition, we observe from Table I that SMMC performs much better on "Haws" than other datasets, which indicates its limited adaptiveness. Besides, SMMC works unstably due to its large standard deviations in Table I . In conclusion, our MFPC outperforms other methods with stable performance in the 
B. Benchmark datasets
The synthetic experiments have shown the effectiveness of our MFPC in manifold clustering. This subsection analyzed its performance on 17 benchmark datasets [49] compared with kmeans, SMMC and other flat-type methods. Thereinto, kmeans and SMMC were run 20 times for their randomness, and the average measurements and standard deviations were recorded. The flat-type methods, including kPC, kPPC, LkPPC, TWSVC, kFC, LkFC and our MFPC, were run once with the NNG initialization, and their highest ARIs and NMIs on these datasets were recorded. All the results were reported in Tables II and III for linear and nonlinear formations, respectively. The highest ARI and NMI for each dataset were bold. From Tables II and III, it is obvious that our MFPC performs much better than other methods on most of the datasets, and it is comparable with the best one on the rest datasets. Additionally, some other phenomena are noticeable in these tables. First of all, ARI is consistent with NMI generally, i.e., a method obtains a higher ARI than another method often with a higher NMI concurrently, and vice versa, though ARI is based on label partition statistics and NMI is based on information theory. For simplicity, NMI is always hired in the following experiments. Secondly, we found that kmeans and SMMC were stable on some datasets, e.g., kmeans on "Spect" in Table II and SMMC on "Hepatitis" in Table III with standard deviation zeros. These two methods often provides different results with different initializations in theory. Thus, it is almost certain that kmeans and SMMC do their best to work on the datasets if they obtain deviation zeros in 20 repeated tests. In contrast, the flat-type methods were implemented by the NNG initialization to perform stably. In this situation, a flat-type method would be always better than kmeans or SMMC on a dataset if its ARI/NMI is higher than the latter's average plus standard deviation. Furthermore, we cannot conclude that a flat-type method would be worse than kmeans or SMMC on a dataset if its measurement is lower than the latter's. Compared with Tables II and III, the performance of many methods was promoted by the kernel tricks, and the representative results were on "Pathbased" dataset. No method is more accurate than 60% on this dataset in Table II , while many methods are more accurate than 90% in Table III . Of course, these methods with nonlinear formations are sometimes worse than their linear formations, e.g., on "Australian" dataset. Hence, the kernel tricks can promote these methods, but an improper kernel may reduce their performance. Last but not least, for the methods we compared, there are a little datasets on which some of them outperform other methods, e.g., the flat-type methods on "Soybean". This indicates different type methods have their different applicable scopes, e.g., kmeans for pointbased cluster centers and flat-type methods for plane-based cluster centers. However, our MFPC suits for many different cases in Tables II and III obviously, which implies that our MFPC has a larger applicable scope than other methods. If there is not any prior information, MFPC may be an admirable choice.
To evaluate the performance of the nine methods on the 17 datasets, we ranked them with following strategy: for each dataset, the methods were ordered by the measurement, where the highest one received the ranking 1 and the lowest one received the ranking 9. The average rankings were reported at the last rows in Tables II and III . Among these methods, the original flat-type kFC is better that the plane-based kPC, because kFC can degenerate to kPC. After some improvements, LkPPC based on kPC exceeds kFC and LkFC. Obviously, our MFPC is on the first place among these methods with both linear and nonlinear formations.
In Fig. 6 , we further reported the NMIs for each pair of parameters in our linear MFPC on eight benchmark datasets to show the influence of the parameters, where higher NMI corresponds to warmer color. Apparently, the subfigures in Fig.  6 are different from each other. For instance, MFPC reach the only peak in Fig. 6(a) , while there are many peaks at various pairs of (c 1 , c 2 ) in Fig. 6(f) . Generally, the trade-off parameters c 1 and c 2 played the important roles in MFPC on these datasets, but "Dna" and "Iris" are two exceptions. On "Dna", MFPC is insensitive with c 2 , i.e., MFPC can obtain a desirable result with an appropriate c 1 for any c 2 . The same thing appears on "Iris". However, on the other six datasets, one should carefully select the parameters to achieve the best performance. Fig. 7 illustrated the influence of the parameters in nonlinear MFPC. Each subfigure in Fig.  7 were split into 16 parts corresponding to 16 Gaussian kernel parameters. Normally, the samples are mapped into various high dimensional feature spaces with different kernel parameters. Thus, the manifolds represented by the samples are transformed too. It can be seen that our MFPC often works well on a certain feature spaces on most of datasets. Compared with the parameters c 1 and c 2 , the kernel parameter µ has significant effect on MFPC. Thus, an appropriate feature space, which actually improve the performance of nonlinear MFPC, has the precedence in parameter selection.
Finally, we analyzed the influence of the flat dimension in our MFPC, where the flat dimension is controlled by parameter p. We ran MFPC on eight datasets with p ∈ {1, 2, . . . , min(n− 1, 10)}, and the highest NMIs corresponding to different p were reported in Fig. 8 . It is clear that MFPC performs differently with different flat dimension generally. For each dataset, the number above the bar related to the highest NMI among these bars. The highest bar indicates the appropriate dimension of manifolds in the datasets. For instance, MFPC has the highest NMI with p = 6 on "Echocardiogram", and thus we shall infer that there are some implicit manifolds with the dimension n − p = 4. If MFPC obtains the same results with different p, e.g., on "Housevotes", there would be some implicit manifolds with much lower dimension due to flat with high dimension can degenerate to flat with low dimension. It should be pointed out that our MFPC regards the implicit manifolds as the flats with the same dimension. Therefore, a more reasonable way to capture the implicit manifolds is to hire flats with various dimensions, which we will consider in the future work. V. CONCLUSION A multiple flat projections clustering method (MFPC) for cross-manifold clustering has been proposed. It projects the given samples into multiple subspaces to discover the implicit manifolds. In MFPC, the samples on the same manifold would be distinguished from the others, though they may be separated by the cross structures. The nonconvex matrix optimization problems in MFPC are decomposed into several non-convex vector optimization problems recursively, which are solved by a convergent iterative algorithm. Moreover, MFPC has been extended to nonlinear case via kernel tricks, and this nonlinear model can handle more complex cross-manifold clustering. The synthetic tests have shown that our MFPC has the ability to discover the implicit manifolds from cross-manifold data. Further, experimental results on the benchmark datasets have indicated that our MFPC outperforms many other state-of-the-art clustering methods. For practical convenience, the synthetic datasets and the corresponding MFPC codes have been uploaded upon http://www.optimal-group.org/Resources/Code/MFPC.html. It is true that the computation cost of our MFPC is higher than other methods. Consequently, designing more efficient solvers and model selection methods are the future works.
VI. APPENDICES
A. The proof of Theorem III.1
Proof. Assume there is no relaxation term in the first restriction condition in (14) , and consider the following simple form
Suppose there exits the solution W * i to problem (28) . The distance between the centerx i and every sample x j (j ∈ N \N i ) from other cluster in the i-th projection subspace can be expressed as
where the square root of a matrix is such a matrix whose elements are the square roots of the elements from the previous matrix. Then, the distance between the center of the i-th cluster and the closest point in other clusters in the projection subspace can be expressed as 
Therefore, maximizing min( 1 ||w * i,1 || , 1 ||w * i,2 || , . . . , 1 ||w * i,p || ), which is equal to minimize min(||w * i,1 ||, ||w * i,2 ||, . . . , ||w * i,p ||), will result in maximizing d min . Note that minimizing ||W i || 2 F in (14) includes minimizing min(||w * i,1 ||, ||w * i,2 ||, . . . , ||w * i,p ||), and thus the conclusion holds.
B. The proof of Theorem III.3
Proof. For the l-th iteration, note thatw i,l = w i,l /||w i,l ||. Thus, we have
i.e., w i,l is orthogonal with the projected samples x j,l+1 (for all j ∈ N ). On the other hand, the regularization term in problem (18) is obviously a strictly monotonical increasing real-value function on [0, ∞). From the representer theorem [50] , w i,l+1 obtained by (18) is represented linearly by the projected samples x j,l+1 (for all j ∈ N ). Thus, w i,l is orthogonal with w i,l+1 . Moreover, w i,l is orthogonal with x j,l+2 (for all j ∈ N ) because x j,l+2 (for all j ∈ N ) is generated linearly by w i,l+1 and x j,l+1 . By the representer theorem again, we can get that w i,l , w i,l+1 and w i,l+2 are orthogonal to each other. The above orthogonality can be established sequentially from l = 1 to l = p.
