Introduction
The Painleve transcendents and their generalizations have aroused much interest among mathematicians and mathematical physicists in recent years ([l] - [8] ). Yet their properties as special functions still remain almost unex- 
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As is well known ([9] [7] ), the Painleve equations arise as monodromy preserving deformation equations for a 2x2 system of linear differential
equations (0.1) -^ =A(x, f)Y 9 A(x, t): rational in x.
A particular Painleve transcendent is specified by the monodromy data for (0.1). 
Now let r(0 denote the associated T function ([10] [7]), say, for (PVI). At t = Q it is
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2 (l+<7) 2 + Z Z where 0 V (v = 0, 1, f, oo) are related to the coefficients a, /?, 7, (5 in (PVI), and cr, s are the two integration constants. The main result of this paper is an explicit formula which gives these integration constants in terms of the monodromy data for (0.1). Similar formulas are derived also for (PHI) and (PV). In the case of (PVI), the fixed critical points t = Q, 1 and oo play equivalent roles. Hence the result above makes it possible to derive a connection formula for the T function for (PVI). This paper is planned as follows. In Section 1 we state the result for (PVI). Its derivation is given in Section 2. The method employed here is to study the linear differential equation (0.1) in the limit £-»0. We show that the determination of the asymptotic expansion is reduced to a connection problem for the limiting differential equations, which can be solved in the case of (PVI) in terms of hypergeometric functions.
In Section 3 we give the results for (PHI) and (PV). As an application we derive the short distance expansion of the T function which appears in the 2 point correlation function of the Federbush model ( [5] IV, Supplement to IV). In a special case, this reproduces the result of McCoy-Tracy-Wu [3] (for v = 0). § 1. The Sixth Painleve Equation
Following [7] II, we first recall the setting of the monodromy problem for PVI. We consider a 2 x 2 system of linear differential equations
Without loss of generality we may assume that
where 0 V are constants. If we write the (1, 2)-th component of Let Y= Y(x, f) be the fundamental solution matrix of (1.1) normalized at x = oo. Its local behavior at the singularities reads as follows.
(
Here G (v) (r), C (v) are invertible matrices. In particular, the connection matrices C (v) Higher order expansion is determined from the equation (1.3). The t function is uniquely specified by the exponents 9 v and the monodromy matrices M (v) . In order to signify the dependence on them, we employ the notation r(f; 0 0 > O t , 9 l9 0^; M^\ M«\ M^\ Actually it is invariant under the joint similarity transformation M^-WPM^P"-1 (v = 0, f, 1) so that the M (v) dependence enters only through the invariants trM (^M(v) .
Since the regular singularities x = 0, 1, t, oo play equivalent roles, one can exchange them by a fractional linear transformation. Correspondingly one has the transformation law for the T function t (1 -t; 9 0 , O t , 9 19 9^1 = const. t(r; 0 19 be constant matrices such that and that the eigenvalues of ^4° (resp. 3°) coincide with those of A^t) (resp. B v (f)). We shall study the relation between the monodromy data for (2.1) and those for the limiting equations (2.5), (2.6). Let Y Q (x) be the solution of (2.5) normalized at x=oo. Taking into account the assumption (2.3), we see that its local behavior reads as follows :
Here G^}, C (^> and C are invertible, and T^} are diagonal. Likewise, let ? 0 (f) be the solution of (2.6) such that 
For ^0, the local behavior of Y(x, t) is given by (2.10) Y(x, l)^G^(t)(l+0(x-a ll ))(x-a ll )T^C^ (x^aj
Here G^(t), G (v) (0 are invertible matrices, and C (lt) , C (v) , C are given in (2.7), (2.8).
Proof. Let F(x, 0= -Z ^^ , and set
ti)F(x, t 2 )-F(x, t k ) .
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The integration is taken along the line segment joining Oand / in S £<r Thanks to (2.4), this converges uniformly with respect to x on every compact subset of {xe€| |x|>|f|fr}, fr = max |fe v |. By using (2.1), it is easy to establish
This proves the first half of the assertions (2.9), (2.10). Setting ?(x, r) = r A Y(tx, t) and r o (x) = lim Y(x, t), we have likewise r->0
Y(x, t)=V(x, 0?oW, IxKiiyfl, For r^O, it is single-valued holomorphic in |x|>b with its value 1 at x = oo. Moreover X 0 (x) = limX(x, t) exists uniformly on every compact subset of ?-»o |x| > b. Hence X 0 (x) is also holomorphic at x = oo , and has the leading behavior 1 +0(x~1). On the other hand, (2.3) and (2. with some constants a, 6eC. At the regular singularities x = 0, t, Yj(x, t) has the behavior (3.5) The "Stokes multipliers" a, b and the connection matrices C
3 C (r) constitute the monodromy data in the sense of [7] . They satisfy (3.6) \a l+ab 9 and set where 0 = 1 -^ -log f, Example. As an application of the formulas above, let us consider the special case of PHI where the connection matrix C is 1. In view of (3.19)-(3.19)', this happens if and only if s = l (or s t =0) and 0 0 + 8 K e2Z. Here we discuss the case The general case of 9 0 + 9-X) e2Z can be achieved by the Schlesinger transformation ( [7] II).
It is known ( [5] IV) that both the matrix Y(x, i) and the T function allow convergent series expressions as follows. 
