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Abstract. We give an analog of a Chevalley–Serre presentation for the Lie super-
algebras W pnq and Spnq of Cartan type. These are part of a wider class of Lie super-
algebras, the so-called tensor hierarchy algebras, denoted W pgq and Spgq, where g
denotes the Kac–Moody algebra Ar, Dr or Er. Then W pAn´1q and SpAn´1q are the
Lie superalgebras W pnq and Spnq. The algebras W pgq and Spgq are constructed from
the Dynkin diagram of the Borcherds–Kac–Moody superalgebras Bpgq obtained by
adding a single grey node (representing an odd null root) to the Dynkin diagram of
g. We redefine the algebras W pArq and SpArq in terms of Chevalley generators and
defining relations. We prove that all relations follow from the defining ones at level
ě ´2. The analogous definitions of the algebras in the D- and E-series are given. In
the latter case the full set of defining relations is conjectured.
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1. Introduction
In the classification of complex finite-dimensional simple Lie superalgebras, the clas-
sical ones are separated from those of Cartan type, and further divided into the two
classes of basic and strange Lie superalgebras [1]. The simplest example of a Lie super-
algebra of Cartan type (from which the other ones can be obtained) isW pnq, consisting
of all derivations of the Grassmann algebra with n generators. The basic Lie superalge-
bras are similar to finite-dimensional simple Lie algebras, in the sense that they can be
constructed from Dynkin diagrams, where each node represents a simple root with cor-
responding Chevalley generators “e” and “f”. One example is Apn ´ 1, 0q “ slp1|nq.
In the present paper, we will show how these two representatives of two important
classes of finite-dimensional Lie superalgebras (Cartan type and classical) are in fact
related to each other. As one of our main results (Theorem 4.5) we will show thatW pnq
can be constructed from the same Dynkin diagram as Apn ´ 1, 0q, but with extended
sets of generators (2.32) and relations (3.1)–(3.7), (4.16). The relationship extends to
infinite-dimensional Lie superalgebras, with so-called tensor hierarchy algebras on the
one hand side, and Borcherds–Kac–Moody (BKM) superalgebras on the other.
Any (possibly finite-dimensional) Kac–Moody algebra g can be extended to a con-
tragredient Lie superalgebra B by adding a node to the Dynkin diagram such that
the corresponding Chevalley generators are odd elements [1]. When the simple root
represented by the new node is a null root, the node is said to be grey, and drawn as
b. We are particularly interested in the case where g belongs to the A-, D- or E-series
of Kac–Moody algebras, say g “ Xr with X being either A, D or E, and the grey node
replaces the usual white node added to the Dynkin diagram of Xr in the extension to
Xr`1. This allows us to identify the grey node uniquely, and write B “ Bpgq. The
Cartan matrices of B and Xr`1 only differ by the diagonal entry corresponding to the
additional node. In this case B is a BKM superalgebra [2, 3].
In [4] a Lie superalgebra closely related to B, but not of BKM type, was defined from
the same Dynkin diagram as B (for finite-dimensional g). It was called tensor hierarchy
algebra, and here we denote it by Spgq. We also introduce a third Lie superalgebraW pgq
associated to the same Dynkin diagram. Our aim is to give a unified construction of
these algebras. To this end, Chevalley-type generators for the tensor hierarchy algebras
are defined from the same Dynkin diagram as Bpgq, but with an asymmetry between
generators “e” and “f” in the absence of a Cartan involution. Throughout the article,
we will work over a field K, which can be either the complex or real numbers.
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We will focus mainly on the class of algebras obtained by taking Xr “ Ar, and show
thatW pAn´1q and SpAn´1q are the well known finite-dimensional Lie superalgebras of
Cartan type, denoted byW pnq and Spnq, respectively. We will obtain presentations for
W pArq and SpArq by giving an analog of Chevalley generators and defining relations.
We will also comment on the casesXr “ Dr andXr “ Er. The latter case is interesting,
and provides the main motivation from mathematical physics for this investigation,
due to a deep, and to a large extent unexplored, connection to generalised and extended
geometry (see [5–13]). The level decompositions ofW pErq and SpErq correctly predict,
for example, the embedding tensor used in the construction of gauged supergravities.
Given the geometric character of the classical definition of W pnq as operating on
forms, one may envisage a similar roˆle for W pErq in exceptional geometry. Hopefully,
the tensor hierarchy algebra can be shown to provide an underlying structure, on
which the concept of exceptional geometry depends. The relationship between tensor
hierarchies and Leibniz algebras recently studied in [14] might be useful in this respect.
From a mathematical perspective, we expect that the present construction will be
useful e.g. for addressing questions concerning the combinatorics and representation
theory of Cartan type superalgebras.
Sections 1 and 2 contain a review of the BKM and Cartan type superalgebras used in
the paper, and introduce some notation. In Section 3, we define the Lie superalgebrasĂW pgq and rSpgq in terms of Chevalley–Serre-like generators and relations, from which
W pgq and Spgq are obtained by factoring out the maximal ideal intersecting the local
part trivially. In Section 4, we construct this maximal ideal for the case g “ An´1. We
end in Section 5 with a discussion of and a conjecture for the D and E cases in Section
5, where the identification SpDrq » Hp2rq is made. Details about the root system of
W pAn´1q “W pnq are given in an appendix.
Acknowledgments. JP would like to thank Axel Kleinschmidt for valuable discus-
sions, and the CERN theory division for providing a stimulating environment. MC
and JP would like to thank Rutgers University for hospitality, and LC and JP would
like to thank Institut des Hautes E´tudes Scientifiques (IHE´S) for its generous support.
The work of MC and JP is supported by the Swedish Research Council, project no.
2015-04268. The work of LC is supported by Simons Foundation Collaboration Grant,
no. 422182. Part of the work of JP was done at the Mitchell Institute for Fundamental
Physics and Astronomy at Texas A&M University, and supported in part by NSF
grant PHY-1214344.
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2. Z-graded Lie superalgebras
In this section we review some basic definitions and results from Section 1.2 in [1]. We
refer to this article for further details.
First we recall that a Lie superalgebra is a Z2-graded vector space G “ Gp0q ‘ Gp1q
with a bilinear bracket
GˆGÑ G , px, yq ÞÑ rx, ys (2.1)
satisfying rGpiq, Gpjqs Ď Gppi`jq mod 2q, and the identities
rx, ys “ ´p´1q|x||y|ry, xs , (2.2)
rx, ry, zss “ rrx, ys, zs ´ p´1q|x||y|ryrx, zss , (2.3)
where |x| “ 0 if x P Gp0q and |x| “ 1 if x P Gp1q.
A Z-grading of the Lie superalgebra G is a decomposition of G into a direct sum of
subspaces Gi for all integers i, called levels, such that rGi, Gj s Ď Gi`j . In all cases we
coinsider in this paper, we have rGi, Gjs “ Gi`j.
Whenever we use the notation Gi for subspaces of an algebra G, we assume a Z-
grading of G. We will also use the notation G˘ “
À
iPZ˘
Gi. The Z-grading is said to
be consistent if Gi Ď Gpi mod 2q.
It follows from the relations rGi, Gj s Ď Gi`j that the subspace G0 of any Z-graded Lie
superalgebra G is a subalgebra, which is a Lie algebra if the Z-grading is consistent,
and all subspaces Gi can be considered as G0-modules.
A Z-graded Lie superalgebra can be constructed from a Z2-graded vector space
g “ gp0q ‘ gp1q with a consistent decomposition into a direct sum of subspaces
g “ g´1 ‘ g0 ‘ g1 and a bilinear bracket defined for all pairs of elements in G such
that not both of them have nonzero components in the same subspace g1 or g´1. If
rgi, gjs Ď gi`j and the identities (2.2)–(2.3) are satisfied whenever the brackets are
defined, then g is a local Lie superalgebra.
Clearly, any Z-graded Lie superalgebra G “
À
iPZGi gives rise to a local Lie superal-
gebra G´1‘G0‘G1, which is called the local part of G. If a subspace g
1 of a local Lie
superalgebra g itself is a local Lie superalgebra with respect to the bracket and the
decomposition g1 “ g1´1 ‘ g
1
0 ‘ g
1
1 inherited from g, then we call g
1 a local subalgebra
of the local Lie superalgebra g.
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Given a local Lie superalgebra g “ g´1 ‘ g0 ‘ g1 we can construct maximal and
minimal Lie superalgebras with g as the local part. The maximal one is defined asrG “ F pgq{I where F pgq is the free Lie superalgebra generated by g, and I the ideal
generated by the commutation relations in g. The maximal Lie superalgebra can then
be decomposed as rG “ rG´‘ G0 ‘ rG`, where rG˘ is the free Lie superalgebra generated
by rG˘1 “ g˘1. The minimal Lie superalgebra with local part g is defined as G “ rG{J ,
where J is the maximal homogeneous ideal of rG intersecting the local part trivially.
Thus G˘1 “ rG˘1 “ g˘1. Maximality (respectively minimality) here means that any
isomorphism between the local parts of rG (respectively G) and any other Z-graded Lie
superalgebra G1 can be extended to a surjective homomorphism rGÑ G1 (respectively
GÑ G1) [1, 15].
2.1. The local Lie superalgebra associated to a vector space. Any Z2-graded
vector space U1 gives rise to a local Lie superalgebra in the following way. Set
U0 “ EndU1 , U´1 “ HompU1, U0q . (2.4)
Then U1‘U0‘U´1 is a local Lie superalgebra, denoted upU1q, with the bracket given
by the following relations,
rx0, y1s “ x0py1q , rx0, y0s “ x0 ˝ y0 ´ p´1q
|x||y|y0 ˝ x0 ,
rx´1, y1s “ x´1py1q , rx0, y´1s “ x0 ˝ y´1 ´ p´1q
|x||y|y´1 ˝ x0 , (2.5)
where xi and yi belong to Ui (i “ 0,˘1), and have Z2-degrees |x| and |y|, respectively.
In particular, this means that U0, as a Lie superalgebra, is glpU1q. Let Ka be a basis
of U1, for a “ 1, 2, . . . ,dimU1. Then we have bases K
a
b of U0 (with a, b indexing rows
and columns of a matrix in EndU1) and K
a,b
c of U´1 (with a indexing the basis of the
dual U˚
1
and b, c indexing the basis of U0). When U1 is an odd vector space, so that
U0 “ glpU1q is a Lie algebra, the commutation relations for the basis elements that
follow from (2.5) are
rKa,K
b
cs “ δa
bKc , rK
a
b,K
c
ds “ δb
cKad ´ δd
aKcb ,
rKa,K
b,c
ds “ δa
bKcd , rK
a
b,K
c,d
es “ δb
cKa,de ` δb
dKc,ae ´ δe
aKc,db , (2.6)
where δa
b is a Kronecker delta.
From this local Lie superalgebra, and its local subalgebras, we can construct the max-
imal and minimal Lie superalgebras as above. As we will see, the BKM algebras
described in the next section, and the associated tensor hierarchy algebras, can be
constructed in this way.
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2.2. Borcherds–Kac–Moody superalgebras. We are particularly interested in Lie
superalgebras B that are minimal with respect to a consistent Z-grading and with local
part B´1‘B0‘B1, where the subalgebra B0 is the direct sum of a simple and simply
laced (possibly finite-dimensional) Kac–Moody algebra g and a one-dimensional center
of B0, and the representation of g on B1 is fundamental and dual to the one on B´1.
Then in the Dynkin diagram of B, there is a grey node connected to one of the white
nodes in the Dynkin diagram of g by a single line.
Let r be the rank of g. We use a labelling 1, 2, . . . , r of the nodes in the Dynkin diagram
of g such that the grey node is connected to node 1, and can be included as node 0
in an extended labelling 0, 1, 2, . . . , r. Then B has a corresponding Cartan matrix Bab
(a, b “ 0, 1, . . . , r) such that
B00 “ 0, B01 “ B10 “ ´1,
B0i “ Bi0 “ 0 pi “ 2, . . . , rq. (2.7)
Assuming Bab to be non-degenerate, B can be constructed as the Lie superalgebra
generated by 2pr ` 1q elements ea, fa (odd if a “ 0, even otherwise) modulo the
Chevalley–Serre relations
rha, ebs “ Babeb , rha, fbs “ ´Babfb , rea, fbs “ δabhb , (2.8)
pad eaq
1´Babpebq “ pad faq
1´Babpfbq “ 0 pa ‰ bq (2.9)
(a, b “ 0, 1, 2, . . . , r), where the elements ha “ rea, fas span an abelian Cartan sub-
algebra. Thus the Chevalley–Serre relations for B take the same form as those for g
(keeping in mind that the index set is extended, and that the bracket re0, f0s is sym-
metric, but it is often relevant to consider B as a special case of a BKM superalgebra
with additional relations in the general case. We refer to [3] for details about general
BKM superalgebras.
A comment on notation: We write B as Bpgq when we want to emphasise the under-
lying Lie algebra g. Strictly speaking, it is not sufficient to know the Lie algebra g in
order to construct Bpgq from it; the data specifying Bpgq is a choice of g together
with a choice of node 1 (the node connecting to the grey node 0). In the series of
greatest interest to us, the A-, D- and E-series, our default choice of node 1 is the
node connected to the additional white node added in order to obtain the next algebra
in the series. However, other choices are possible. The same comment applies to the
Lie superalgebrasW pgq and Spgq that we will later apply to the same Dynkin diagram
as Bpgq.
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Throughout the rest of the paper, the indices a, b, . . . will take the r`1 values 0, 1, . . . , r,
where r is the rank of the Lie algebra g. When g belongs to the A-series it is convenient
to set n “ r ` 1, and thus the indices a, b, . . . will take the n values 0, 1, . . . , n ´ 1.
The range of indices i, j, . . . may vary, and will be specified explicitly whenever they
appear (if not obvious from the context).
It follows from (2.7) that detB “ ´detA1 where A1 is the Cartan matrix obtained
by removing the first two rows and columns (corresponding to removing nodes 0 and
1 from the Dynkin diagram), as is evident in (2.16) below. The subalgebra of g with
the Cartan matrix A1 obtained in this way will play an important role later, and we
denote it by g1. Since we assume B to be non-degenerate, this means that g1 is simple.
As is the case for Kac–Moody algebras, the nodes in the Dynkin diagram of B corre-
spond not only to generators ea and fa, but also to simple roots αa that form a basis
of the dual space of the Cartan subalgebra, and the Cartan matrix defines an inner
product on this space up to an overall normalisation. Since we only consider simply
laced Dynkin diagrams, we do not have to symmetrise the Cartan matrix, and we fix
the normalisation as follows:
pαa, αbq “ Bab. (2.10)
Thus pα0, α0q “ 0, so α0 is a null root, whereas pαi, αiq “ 2 for i “ 1, 2, . . . , r.
The inner product also defines the basis Λ1, Λ2,. . . ,Λr of fundamental weights of g,
dual to the basis α1, α2, . . . , αr of simple roots, with pΛi, αjq “ δij .
In the consistent Z-grading of B mentioned above, the odd generators e0 and f0 belong
to B1 and B´1, respectively, and the even generators belong to B0. As a g-module,
B1 has a lowest weight vector e0 with weight ´Λ1, and B´1 has a highest weight
vector f0 with weight Λ1. We will often use the following notation for weights where
Λ1 “ p10 . . . 0q, and the entries are the Dynkin labels, i.e., the coefficients of the
weight in the basis Λ1,Λ2, . . . ,Λr. We will occasionally use this notation not only for
the weight itself, but also for the irreducible representation with that highest weight.
Occasionally we will instead use the notation Rpλq for the irreducible module with
highest weight λ. Thus
B´1 “ RpΛ1q “ p10 . . . 0q . (2.11)
2.3. The associated tensor hierarchy algebras. In this subsection, we recall the
tensor hierarchy algebras of [4] and we consider variations on the construction of B
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which allow us to modify the zero and negative levels of B without affecting the
positive levels. We assume a Z-grading of B as in the preceding subsection.
Consider the local Lie superalgebra upB1q “ U´1‘U0‘U1 associated to the subspace
B1 of B, as defined in Section 2.1. Thus
U´1 “ HompB1,EndB1q, U0 “ EndB1, U1 “ B1. (2.12)
The adjoint action in B of B0 “ g ‘ K on B1 provides an embedding of g ‘ K into
EndB1. By this embedding we can restrict U´1 to the subspace
V´1 “ HompB1, g‘Kq, (2.13)
and consider the local subalgebra
vpB1, V´1q “ V´1 ‘ V0 ‘ V1 (2.14)
of upB1q generated by V1 “ B1 and V´1. We then have
V0 “ rV1, V´1s “ g‘K, (2.15)
and as a g-module, V´1 is isomorphic to ĎB1 b pg‘Kq, the tensor product of the dual
of B1 and the adjoint of g‘K.
We can restrict U´1 further by varying our choice of V´1. For example, we may choose
V´1 to be isomorphic to a submodule of the tensor product ĎB1 b pg‘ Kq, where ĎB1
is the dual of B1 (and thus isomorphic to B´1). In particular, we may take V´1 to be
isomorphic to ĎB1 as a g-module, noting that ĎB1 has multiplicity 2 as a g-module in
the tensor product. Taking V´1 to be a particular linear combination of the two ĎB1
modules in the tensor product, we get back the BKM superalgebra B of Section 2.1,
that is B “ V “ V pB1, V´1q, where V “ V pB1, V´1q is the minimal Lie superalgebra
with local part vpB1, V´1q. Hence there is a Z-grading of V such that the i-component
indeed equals Vi for i “ 0,˘1.
For finite-dimensional g it is also possible to choose V´1 to be the direct sum of ĎB1
and an additional module contained in the tensor product ĎB1 b g such that V2 Ď B2.
The maximal additional submodule of ĎB1 b g for which this holds is known as the
embedding tensor representation in the g-covariant formulation of gauged supergravity
with broken global symmetry g [6].
If instead of choosing V0 “ g ‘ K, we have V0 “ g, and we require that V´1 is the
maximal subspace of U´1 such that V2 Ď B2, then V´1 consists only of the embed-
ding tensor representation (not the direct sum with ĎB1) and V is precisely what was
called the tensor hierarchy algebra of g in [4]. Here we extend the definition of tensor
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hierarchy algebra to include the case where V0 “ g‘K. In the application to gauged
supergravity, the difference between the two algebras depends on whether or not the
so-called trombone gauging is taken into account.
In Section 3 we will define Lie superalgebras W “ W pgq and S “ Spgq associated to
g and show that they agree (with some minor exceptions) with the tensor hierarchy
algebras of g in the case when g is finite-dimensional (S being the original one, and
W the extended version), although the definition of these algebras that we will give in
Section 3 is very different from the construction above (and more general since it can
be applied also to infinite-dimensional g). Thus we can write W0 “ g‘K and S0 “ g.
To understand the condition V2 Ď B2, we recall that the minimal Lie superalgebra
V “ V pB1, V´1q can be obtained from the maximal one rV “ rV pB1, V´1q by factoring
out the maximal ideal that intersects the local part trivially, and that rV` is the free Lie
superalgebra generated by the odd subspace V1 “ B1. Thus rV2 is the full symmetric
tensor product of two B1 modules, and decomposes into a direct sum of B2 and
another submodule, which we denote by B2
c (unless B2 “ 0, in which case we set
B2
c “ rV2 “). The condition V2 Ď B2 now means that B2c must be contained in the
maximal ideal of rV that intersects the local part trivially, and is thus equivalent to
rV´1,B2
cs “ 0.
Any irreducible submodule of U´1 that is not contained in V´1, and thus gives a
nonzero bracket with B2
c, must be dual to a submodule of B2
c b ĎB1. Thus the
modules W´1 and S´1 can be determined by decomposing ĎB1 b pg‘Kq and ĎB1 b g,
respectively, into irreducible submodules, and subtracting the overlap with ĚB2cbB1.
For W´1, this is precisely the computation that determines the torsion representation
in exceptional geometry, defined as the part of the affine connection that transforms
with the generalised Lie derivative under a generalised diffeomorphism [9]. In this
context, the B2 representation is the one that appears in the so called section condition.
2.4. The BKM superalgebra BpAn´1q “ Apn ´ 1, 0q. We now explicitly consider
the case g “ An´1 “ slpnq, where the BKM algebra Bpgq is the finite-dimensional Lie
superalgebra B “ Apn ´ 1, 0q “ slp1|nq with the Dynkin diagram given in Figure 1
and with Cartan matrix
10
0 1 2 n´2 n´1
Figure 1. The Dynkin diagram of BpAn´1q “ Apn ´ 1, 0q.
BIJ “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
0 ´1 0 ¨ ¨ ¨ 0 0
´1 2 ´1 ¨ ¨ ¨ 0 0
0 ´1 2 ¨ ¨ ¨ 0 0
...
...
...
. . .
...
...
0 0 0 ¨ ¨ ¨ 2 ´1
0 0 0 ¨ ¨ ¨ ´1 2
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
. (2.16)
The consistent Z-grading of B is in this case a 3-grading, which means that the full
Lie superalgebra coincides with its local part,
Apn´ 1, 0q “ B´1 ‘B0 ‘B1 . (2.17)
The subalgebra B0 is slpnq ‘ K “ glpnq, and the basis elements can thus be written
as glpnq tensors as in Table 1.
level basis An´1 representation
1 Ea p00 ¨ ¨ ¨ 01q
0 Gab p10 ¨ ¨ ¨ 01q ‘ p00 ¨ ¨ ¨ 00q
´1 F a p10 ¨ ¨ ¨ 00q
Table 1. The Z-grading of Apn´ 1, 0q.
The commutation relations are
rGab, G
c
ds “ δb
cGad ´ δd
aGcb , rEa, F
bs “ ´Gba ` δa
bG ,
rGab, F
cs “ δb
cF a , rGab, Ecs “ ´δc
aEb , rEa, Ebs “ rF
a, F bs “ 0 , (2.18)
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where G “
řn´1
a“0 G
a
a. Identifying the Chevalley generators,
e0 “ E0 , f0 “ F
0 , h0 “ G
1
1 `G
2
2 ` ¨ ¨ ¨ `G
n´1
n´1 “ G´G
0
0 , (2.19)
ei “ G
i´1
i , fi “ G
i
i´1 , hi “ G
i´1
i´1 ´G
i
i , pi “ 1, 2, . . . , n´ 1q (2.20)
the commutation relations (2.18) follow from the Chevalley–Serre relations (2.8)–(2.9).
2.5. The Cartan type Lie superalgebra W pnq. Let Λpnq be the Grassmann super-
algebra with generators ξ0, ξ1, . . . , ξn´1, that is, the associative superalgebra generated
by these elements modulo the relations ξaξb “ ´ξbξa. The Cartan type superalgebra
W pnq is the derivation superalgebra of Λpnq, with basis elements
Ka1¨¨¨apb “ ξ
a1 ¨ ¨ ¨ ξap
B
Bξb
(2.21)
acting on a monomial ξc1 ¨ ¨ ¨ ξcq by a contraction,
Ka1¨¨¨apb : ξ
c1 ¨ ¨ ¨ ξcq ÞÑ q δb
rc1ξ|a1 ¨ ¨ ¨ ξap|ξc2 ¨ ¨ ¨ ξcqs , (2.22)
where the square brackets denote antisymmetrisation with total weight 1, excluding
indices enclosed between vertical bars. It is easy to see that W pnq has a consistent Z-
grading where W´p`1 has a basis of elements K
a1¨¨¨ap
b which are antisymmetric in all
upper indices, and thus W´p`1 “ 0 for p ą n (or p ă 0) as can be seen in Table 2. We
note that negative and positive levels are reversed compared to the usual conventions.
level basis An´1 representation dimension
1 Ka p00 ¨ ¨ ¨ 01q n
0 Kab p10 ¨ ¨ ¨ 01q ‘ p00 ¨ ¨ ¨ 00q n
2
´1 Kabc p010 ¨ ¨ ¨ 01q ‘ p10 ¨ ¨ ¨ 00q
`
n
2
˘
¨ n
´2 Kabcd p0010 ¨ ¨ ¨ 01q ‘ p010 ¨ ¨ ¨ 00q
`
n
3
˘
¨ n
...
...
...
...
´n` 2 Ka1¨¨¨an´1b p00 ¨ ¨ ¨ 02q ‘ p00 ¨ ¨ ¨ 010q
`
n
n´1
˘
¨ n “ n2
´n` 1 Ka1¨¨¨anb p000 ¨ ¨ ¨ 01q n
Table 2. The Z-grading of W pnq.
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The commutation relations are
rKa1¨¨¨apc,K
b1¨¨¨bq
ds “ q δc
rb1|Kra1¨¨¨aps|b2¨¨¨bqsd ´ p δd
rapKa1¨¨¨ap´1sb1¨¨¨bq c . (2.23)
The Lie superalgebra W pnq has a subalgebra Spnq spanned by the traceless linear
combinations
Kˆa1¨¨¨apc “ K
a1¨¨¨ap
c ´
n´1ÿ
d“0
p
n´ p` 1
δ
rap
c K
a1¨¨¨ap´1sd
d , (2.24)
satisfying
n´1ÿ
c“0
Kˆa1¨¨¨ap´1cc “ 0 . (2.25)
The commutation relations in Spnq are
rKˆa1¨¨¨apc, Kˆ
b1¨¨¨bq
ds “ q δc
rb1|Kˆra1¨¨¨aps|b2¨¨¨bqsd ´ p δd
rapKˆa1¨¨¨ap´1sb1¨¨¨bq c
´
ppq ´ 1q
n´ p` 1
δ
rap
c Kˆ
a1¨¨¨ap´1sb1¨¨¨bq
d
`
qpp ´ 1q
n´ q ` 1
δ
rb1|
d Kˆ
ra1¨¨¨aps|b2¨¨¨bq´1s
c , (2.26)
in particular
rKc, Kˆ
b1¨¨¨bq
ds “ qδ
rb1
c Kˆ
b2¨¨¨bqs
d ´
q
n´ q ` 1
δ
rb1
d Kˆ
b2¨¨¨bqs
c , (2.27)
and the Z-grading inherited from W pnq is given by Table 3.
level basis An´1 representation dimension
1 Ka p00 ¨ ¨ ¨ 01q n
0 Kˆab p10 ¨ ¨ ¨ 01q n
2 ´ 1
´1 Kˆabc p010 ¨ ¨ ¨ 01q
`
n
2
˘
¨ n´ n
´2 Kˆabcd p0010 ¨ ¨ ¨ 01q
`
n
3
˘
¨ n´
`
n
2
˘
...
...
...
...
´n` 2 Kˆa1¨¨¨an´1b p00 ¨ ¨ ¨ 02q
1
2
npn` 1q
Table 3. The Z-grading of Spnq.
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2.5.1. Towards generators and relations for W pnq. We note that the subalgebra of
W pnq generated by Ka, K
a
b and K
a ”
řn´1
b“0 K
ab
b is isomorphic to Apn ´ 1, 0q, with
an injective homomorphism ψ : Apn´ 1, 0q ÑW pnq given by
ψpEaq “ Ka , ψpG
a
bq “ K
a
b , ψpF
aq “ Ka . (2.28)
This follows from comparing the commutation relations (2.18) with those for Ka,
Kab and K
a coming from (2.23). It is therefore natural to ask whether the set of
Chevalley generators of Apn´1, 0q can be extended by generators corresponding to the
traceless part of Kabc, and whether W pnq then can be constructed from the extended
set of generators by some relations extending the Chevalley–Serre relations. In order
to investigate this we redefine the Chevalley generators (2.19)–(2.20) as elements in
W pnq by the injective homomorphism ψ above,
e0 “ K0 , f0 “ K
0 , h0 “ K
1
1 `K
2
2 ` ¨ ¨ ¨ `K
n´1
n´1 “ K ´K
0
0 ,
ei “ K
i´1
i , fi “ K
i
i´1 , hi “ K
i´1
i´1 ´K
i
i , (2.29)
for i “ 1, . . . , n ´ 1, where K “
řn´1
a“0 K
a
a. Accordingly, we define the Cartan sub-
algebra of W pnq as the subalgebra spanned by the elements h0, h1, . . . , hn´1. Usually
the Cartan subalgebra of W pnq is defined as the Cartan subalgebra of the An´1 sub-
algebra, which is spanned by h1, . . . , hn´1, but from our point of view, it is natural to
include also h0. We can thus define roots in the usual way with respect to this Cartan
subalgebra.
We describe the root system of W pnq in the appendix, in general, and explicitly for
n “ 3 and n “ 4. As can be seen for W p3q in Table 6, there are not only positive and
negative roots, but also a root ´α0 ` α2 mixing positive and negative coefficients for
the simple roots. This is a general feature of W pnq root systems. Another remarkable
feature in which the Cartan type superalgebras differ from the BKM superalgebras is
that the simple root ´α0 has multiplicity greater than one (as usual, the multiplicity
of a root is the dimension of its root space). We have
rha,K
0i
is “ ´Ba0K
0i
i , pi “ 1, 2, . . . , n´ 1q (2.30)
for all the n´ 1 linearly independent elements K0ii, and thus they all have the same
weight as f0 “ K
0. In other words, the negative ´α0 of the simple root α0 has
multiplicity n ´ 1 in W pnq, meaning that the corresponding root space is pn ´ 1q-
dimensional (whereas α0 itself has multiplicity one as usual). Furthermore, we note
that the adjoint action of e0 maps the root space of ´α0, spanned by allK
0i
i, injectively
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to the subspace of the Cartan subalgebra spanned by h0, h2, h3 . . . , hn´1, (that is, the
Cartan generators corresponding to simple roots orthogonal to α0). Defining generators
f0i “ pad e0q
´1phiq “ K
0pi´1q
i´1 ´K
0i
i (2.31)
corresponding to ´α0 for i “ 2, 3, . . . , n´1, we thus have re0, f0is “ hi. We set f00 ” f0
to make this relation valid also for i “ 0. Henceforth, whenever f0a appears we assume
a “ 0, 2, 3, . . . , r (with r “ n´1 in the case considered here), and whenever fa appears
we assume a ‰ 0. We thus have the Z2-graded set of generators
S “ tea, f0a, fau (2.32)
where e0 and f0a are odd, and the others are even, and we seek relations generating an
ideal C of the free Lie superalgebra F generated by S such that F {C is isomorphic
to W pnq.
Of course, one way of finding relations that generate the ideal C would be to write
all the commutation relations (2.23) with the basis elements expressed in terms of
the generators ea, f0a, fa. But there would be a great deal of redundancy in such a
set of relations, and, most importantly, they would be applicable only to the case of
Apn ´ 1, 0q, not to the other cases we are interested in. Thus we seek relations that
are more fundamental in this sense. The obvious starting point is the Chevalley–Serre
relations for B that do not involve f0, and the relations
re0, f0as “ ha , rha, f0bs “ ´Ba0f0b (2.33)
explained above. In addition we choose the relations (3.5)–(3.7) below, which can easily
be verified in the Apn´ 1, 0q case, as fundamental ones. We will justify this choice for
a general g in the next section, and present the final result for g “ An´1 in Section 4.
3. The Lie superalgebras W pgq and Spgq
3.1. Definition of ĂW pgq. We return to the general case where a grey node (node
0) is connected to node 1 in the Dynkin diagram of a simple and simply laced Kac–
Moody algebra g of rank r, and consider the corresponding Z2-graded set of generators
S “ tea, f0a, fau. Motivated by the observations made for W pnq at the end of the
preceding section, we define ĂW “ ĂW pgq as the Lie superalgebra generated by the set
S modulo the relations
rha, ebs “ Babeb , rha, fbs “ ´Babfb , rea, fbs “ δabhb , (3.1)
pad eaq
1´Babpebq “ pad faq
1´Babpfbq “ 0 , (3.2)
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re0, f0as “ ha , (3.3)
rha, f0bs “ ´Ba0f0b , (3.4)
re1, f0as “ 0 , (3.5)
rea, rea, f0bss “ rfa, rfa, f0bss “ 0 , (3.6)
rei, rfj , f0ass “ δijBajf0j , (3.7)
for i, j “ 2, 3, . . . , r, where we have defined ha by (3.3) for a ‰ 1, and h1 “ re1, f1s
(recall that a ‰ 1 in f0a, and a ‰ 0 in fa).
There is some redundancy in (3.1)–(3.7): If a, b “ 2, 3, . . . , r, then the last relation in
(3.1) follows by acting with e0 on (3.7), and acting with e1 on (3.5) gives the relation
rea, rea, f0bss “ 0 in (3.6) for a “ 1. Furthermore, for a “ 0 this relation follows from
re0, re0, e1ss “ 0 in (3.2) since
4re0, re0, f0bss “ 2rre0, e0s, f0bs “ rrf1, re1, re0, e0sss, f0bs
“ ´2rrf1, re0, re0, e1sss, f0bs . (3.8)
The different relations (3.6) for different values of b are not independent either. For
example, if B23 “ ´1, then we have
rf2, rf2, f03ss “ ´rf2, rf2, re3, rf3, f02ssss
“ ´re3, rf2, rf2, rf3, f02ssss
“ ´2re3, rf2, rf3, rf2, f02ssss ` re2, rf3, rf2, rf2, f02ssss
“ ´2rf2, rh3, rf2, f02sss ` re2, rf3, rf2, rf2, f02ssss
“ ´2rf2, rf2, f02ss ` re2, rf3, rf2, rf2, f02ssss , (3.9)
where we have used rf2, rf2, f3ss “ 0, expanded as in (3.21). Thus (3.6) could be
replaced by
rei, rei, f02ss “ rfa, rfa, f02ss “ 0 ,
rei, rei, f00ss “ rfa, rfa, f00ss “ 0 (3.10)
for i “ 2, 3, . . . , r. Also in (3.3)–(3.5) it is sufficient to consider f02 and f00.
Note the absence of relations setting rei, f0as and rfi, f0as to zero for any i “ 2, 3, . . . , r.
However, if Bai “ 0, then it follows from (3.6) and (3.7) that rei, f0as “ rfi, f0as “ 0.
We will proceed under the assumption that the algebra ĂW pgq is non-trivial, i.e., that
the relations (3.1)–(3.7) do not generate the whole free Lie superalgebra F generated
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by S . We have no proof that this assumption is true for arbitrary g, only for finite-
dimensional g (as we will see later in this section), and for g “ Er with r ě 11 and the
“outermost” node as node 1 (as we will show in Section 5.1). In the A case, we have
already seen that the non-trivial Lie superalgebra W pnq satisfies the relations.
3.2. The Z-grading on ĂW pgq and definition of W pgq. The free Lie superalgebra
F generated by S is spanned by all elements
rx1, rx2, . . . , rxp´1, xps ¨ ¨ ¨ ss pp ě 1q, (3.11)
where each xi (i “ 1, 2, . . . , p) is equal to ea, fa or f0a. It follows that F has a consistent
Z-grading where Fk is spanned by all elements of the form (3.11) such that, among the
generators x1, . . . , xp, the number of e0 minus the number of f0a is equal to k. Thus, if
Fpi,jq is the subspace of F spanned by all elements of the form (3.11) where e0 appears
i times and f0a appears j times (in total, for possibly different a), then
Fk “
à
Fpi,jq , (3.12)
where the sum ranges over all pairs pi, jq of non-negative integers such that i´ j “ k.
Let I be the ideal generated by the relations (3.1)–(3.7). Since these relations are
homogeneous with respect to the Z-grading (3.12) on F , this Z-grading is preserved
in the quotient ĂW “ F {I, and we haveĂWk “ÿĂWpi,jq , (3.13)
where, as before, the sum ranges over all pairs pi, jq of non-negative integers such that
i´ j “ k.
Note that the sum in (3.13) is not (necessarily) direct, since the Lie superalgebra ĂW
is not free. In fact, we will show that ĂWpi,jq “ ĂWpi1,j1q for all pairs pi, jq and pi1, j1q such
that i´ j “ i1 ´ j1, or equivalently
rĂWp1,0q,ĂWp0,1qs “ ĂWp0,0q . (3.14)
In particular ĂWk “ ĂWpk,0q and ĂW´k “ ĂWp0,kq for all k ě 0.
Since (3.13) is a Z-grading, ĂW´1‘ĂW0‘ĂW1 is a local Lie superalgebra. We defineW pgq
as the minimal Lie superalgebra with this local part. Thus we can write, as usual,ĂWi “ Wi for i “ 0,˘1. Note however that ĂW pgq is not the maximal Lie superalgebra
with local part ĂW´1 ‘ĂW0 ‘ĂW1, since we, for convenience, have included the relation
re0, re0, e1ss “ 0 in (3.2), which occurs at level 2.
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We define rS “ rSpgq as the subalgebra of ĂW pgq generated by the subset S ztf00u,
and S “ Spgq as the minimal Lie superalgebra with local part rS´1 ‘ rS0 ‘ rS1 with
respect to the Z-grading inherited from ĂW pgq. From our results for W pgq below, it
is straightforward to deduce the corresponding results for Spgq. We will not do that
explicitly, but focus on W pgq. We will come back to Spgq later when we relate the
results to the construction of the tensor hierarchy algebra in [4].
3.3. The subalgebra ĂW 1. Obviously, the generators associated to node 1 play a
distinguished role in the relations (3.1)–(3.7). Therefore, it is convenient to first study
the subalgebra of ĂW generated by the subset S 1 “ S zte1, f1u of S . We denote
this subalgebra of ĂW by ĂW 1 and consider the Z-grading inherited from ĂW , which
in turn originates from the pN ˆ Nq-grading of the free Lie superalgebra F . ThusĂW 1p0,0q is the subalgebra of ĂW generated by ei, fi, h0 for i “ 2, 3, . . . , r, and since
these generators commute with e0, the subspace ĂW 1p1,0q is one-dimensional (spanned
by e0). Since furthermore re0, f0as “ ha P ĂW 1p0,0q, it follows that the condition for ĂW 1
corresponding to (3.14) holds,
rĂW 1p1,0q, ĂW 1p0,1qs “ ĂW 1p0,0q . (3.15)
Thus ĂW 1k “ ĂW 1pk,0q and ĂW 1´k “ ĂW 1p0,kq for all k ě 0, in particular for k “ 0, 1.
Having described ĂW 11 as the one-dimensional subspace of ĂW 1 spanned by e0, we now
proceed to ĂW 10, and in the next subsection to ĂW 1´1.
Proposition 3.1. The subalgebra ĂW 10 “ ĂW 1p0,0q of ĂW is isomorphic to g1 ‘K.
Proof. It is clear that g1 ‘ K can be constructed as the Lie superalgebra generated
by S 1 “ te0, f0a, ei, fiu for i “ 2, 3, . . . , r modulo the relations among (3.1)–(3.7) that
only involve these generators. Thus there is a surjective homomorphism from g1 toĂW 10. The kernel of this homomorphism must be an ideal of g1 ‘ K. Since we assume
that g1 is simple, the ideal is either g1 or the one-dimensional center or zero. It is
easy to see that in the first two cases the whole of ĂW would be zero, contradicting
the assumption above. We conclude that the homomorphism is injective, and thus an
isomorphism. l
Consider the map S 1 Ñ S 1 given by
ei ÞÑ ˘fi , fi ÞÑ ˘ei , e0 ÞÑ e0 , f0a ÞÑ ´f0a . (3.16)
Since those of the relations (3.1)–(3.7) that do not involve e1 or f1 are invariant under
this map, it can be extended to an automorphism of the Lie superalgebra ĂW 1.
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We will now state and prove some additional relations that hold in ĂW pgq1, as conse-
quences of the defining ones (3.1)–(3.7). Given the automorphism (3.16), these relations
always come in pairs, and we will only prove half of them explicitly. The other half
then follow by applying the automorphism.
Proposition 3.2. For i, j “ 2, 3, . . . , r and i ‰ j, the following relations hold in ĂW 1:
pad eiq
1´Bij pad ejqpf0aq “ pad fiq
1´Bij pad fjqpf0aq “ 0 , (3.17)
Biarei, f0bs “ Bibrei, f0as , Biarfi, f0bs “ Bibrfi, f0as . (3.18)
Proof. If Bij “ 0, we have
0 “ ad rei, ejs “ rad ei, ad ejs “ ad ei ad ej ´ ad ej ad ei , (3.19)
and we get
2rei, rej , f0ass “ 2rei, rej , f0ass ` rfi, rej , rei, rei, f0assss
“ rhi, rei, rej , f0asss ` rfi, rei, rei, rej , f0assss
“ rei, rfi, rei, rej , f0assss
“ rei, rhi, rej , f0asss ` rei, rei, rfi, rej , f0assss “ 0 . (3.20)
Likewise, if Bij “ ´1, we have
0 “ ad rei, rei, ejss “ rad ei, ad rei, ej ss “ rad ei, rad ei, ad ejss
“ ad ei ad ei ad ej ´ 2 ad ei ad ej ad ei ` ad ej ad ei ad ei , (3.21)
and we get
3rei, rei, rej , f0asss “ 3rei, rei, rej , f0asss ` 4rfi, rei, rej , rei, rei, f0asssss
´ 2rfi, rej , rei, rei, rei, f0asssss ´ rfi, rei, rej , rei, rei, f0asssss
“ rhi, rei, rei, rej , f0assss ` 2rfi, rei, rei, rej , rei, f0asssss
´ rfi, rei, rej , rei, rei, f0asssss
“ rhi, rei, rei, rej , f0assss ` rfi, rei, rei, rei, rej , f0asssss
“ rei, rfi, rei, rei, rej , f0asssss
“ ´ rei, rhi, rei, rej , f0assss ` rei, rei, rfi, rei, rej , f0asssss
“ ´ rei, rhi, rei, rej , f0assss ´ rei, rei, rhi, rej , f0asssss
` rei, rei, rei, rfi, rej , f0asssss “ 0 . (3.22)
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Finally we have
Biarfi, f0is “ rfi, rei, rfi, f0asss
“ ´ rhi, rfi, f0ass ´ rei, rfi, rfi, f0asss “ 2rfi, f0as , (3.23)
where a can be replaced by b. Thus (3.18) follows directly if Bia or Bib is zero, and
otherwise by
rfi, f0is “
2
Bia
rfi, f0as “
2
Bib
rfi, f0bs . (3.24)
l
The meaning of this proposition is that we lose the r-fold multiplicity of the roots
at level ´1 when we apply ad ei or ad fi to f0a, for i “ 2, 3, . . . , r. As we have seen,
´α0 has multiplicity r, whereas the proposition says that the roots ´α0 ` αi have
multiplicity one, since for different a, all root vectors rei, f0as are proportional to each
other (and correspondingly for ´α0 ´ αi and rfi, f0as).
3.4. Determining ĂW 1´1 when g1 is finite-dimensional. From now on, we assume
that g1 is finite-dimensional (and still simply laced). Then we know that all roots α of
g1 have length squared pα,αq “ 2 with our normalization, and that the sum α ` β of
two positive roots α, β is a root if and only if pα, βq “ ´1. We will use this repeatedly
in the following proofs. At the end of this section we will comment on the case when
g1 is infinite-dimensional.
For all positive roots α of g1, and i “ 2, 3, . . . , r, let teα, fα, hiu be a Chevalley basis
of g, so that
reα, fαs “ hα , rhα, eβs “ pα, βqeβ , rhα, fβs “ ´pα, βqfβ , (3.25)
where hα “
řr
i“2 aihi if α “
řr
i“2 aiαi.
We introduce the following notation: for α “
řr
i“2 aiαi, set f0α “
řr
i“2 aif0i. Then
f0αi “ f0i, and the relation (3.7) can be written
rei, rfj , f0αss “ δijpα,αjqf0j . (3.26)
Lemma 3.3. For any positive root α of g1 and for i “ 2, 3, . . . , r, we have
pαi, αq ď 0 ñ rfi, reα, f0ass “ 0 , (3.27)
pαi, αq ě 0 ñ rei, reα, f0ass “ 0 , (3.28)
reα, rei, f0ass “ Biarei, reα, f0iss . (3.29)
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Proof. First we note that (3.28) is a consequence of (3.29), since if pαi, αq ě 0, then
rei, eαs “ 0 and
reα, rei, f0ass “ rei, reα, f0iss . (3.30)
Together with (3.29) this gives (3.28). Thus it suffices to prove (3.27) and (3.29), which
can be done by induction over the height of α, denoted htα. If htα “ 1, then α is a
simple root, say α “ αk. Then (3.27) and (3.29) follow from (3.7) and
rek, rei, f0ass “
Bia
2
rek, rei, f0iss “
1
2
rek, rei, rei, rfi, f0assss
“ ´
1
2
rei, rei, rek, rfi, f0assss ` rei, rek, rei, rfi, f0assss
“ rei, rek, rei, rfi, f0assss “ Biarei, rek, f0iss , (3.31)
respectively.
Suppose now that the lemma holds for roots α1 such that htα1 ď p for some p ě 1.
Thus the induction hypothesis consists of the three parts
pαi, α
1q ď 0 ñ rfi, reα1 , f0ass “ 0 , (3.32)
pαi, α
1q ě 0 ñ rei, reα1 , f0ass “ 0 , (3.33)
reα1 , rei, f0ass “ Biarei, reα1 , f0iss , (3.34)
corresponding to (3.27)–(3.29).
Any root α with htα “ p ` 1 can be written α “ α1 ` αj , where pα,αjq “ ´1, the
condition pαi, αq ď 0 implies α
1, αj ‰ αi, and with eα “ rej , eα1 s we get
rfi, reα, f0ass “ rfi, rej , reα1 , f0asss ´ rfi, reα1 , rej , f0asss
“ rej , rfi, reα1 , f0asss ´ rfi, reα1 , rej , f0asss . (3.35)
If now pαi, α
1q ď 0, then the first term is zero by the induction hypothesis, and the
second term is equal to reα1 , rfi, rej , f0asss, which is zero by (3.7). If pαi, α
1q “ 1, then
we can write α1 “ αi ` α
2 and eα1 “ rei, eα2 s, where pαi, α
2q “ ´1. Furthermore, we
must have pαi, αjq “ ´1, since pαi, αjq “ 0 would imply
pαi, αq “ pαi, αj ` αi ` α
2q “ 1 , (3.36)
contradicting pαi, αq ď 0. This means that
pαj , α
2q “ pαj , α
1 ´ αiq “ pαj , α
1q ´ pαj , αiq “ 0 , (3.37)
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and we get
rfi, reα, f0ass “ rfi, rej , rei, reα2 , f0assss ´ rfi, rej , reα2 , rei, f0assss
´ rfi, rei, reα2 , rej , f0assss ` rfi, reα2 , rei, rej , f0assss
“ ´rej , rhi, reα2 , f0asss ` rej , rei, rfi, reα2 , f0asss
´ rej , reα2 , rfi, rei, f0assss ` rhi, reα2 , rej , f0asss
´ reα2 , rhi, rej , f0asss . (3.38)
The second term is zero by (3.32), and the others are proportional to rej , reα2 , f0ass,
which is zero by (3.33). Thus we have shown that (3.27) holds if htα “ p ` 1. Now
(3.29) for htα “ p ` 1 and pαi, αq ď 0 can be shown in the same way as (3.31) with
ek replaced by eα. If pα,αiq “ 1, then we can write eα “ rei, eα1s, where pα
1, αiq “ ´1,
and we get
rei, reα, f0ass “ reα, rei, f0ass “ rei, reα1 , rei, f0asss “
1
2
rei, rei, reα1 , f0asss , (3.39)
which can be shown to vanish in the same way as rei, rei, rej , f0asss in (3.22), using
(3.32). l
We will use (3.27) in the proof of Proposition 3.5 below, and also the corresponding
statement
pαi, αq ď 0 ñ rei, rfα, f0ass “ 0 , (3.40)
which follows by applying the automorphism given by (3.16).
Theorem 3.4. The g1-module W 1´1 generated by the elements f0a is isomorphic to g
1
itself (i.e., the adjoint module).
Proof. Consider the linear map ϕ : g1 ÑW 1´1 given by
ϕ : eα ÞÑ ´
1
htα
reα, f0ρs , fα ÞÑ
1
htα
rfα, f0ρs , hi ÞÑ f0i , (3.41)
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where ρ is the Weyl vector of g1, satisfying pρ, αiq “ 1 for any i “ 2, 3, . . . , r. Then ϕ
is injective, with inverse ad e0. Furthermore,
ϕprei, eαsq “ ´
1
htα` 1
ˆ
rei, reα, f0ρss ´ reα, rei, f0ρss
˙
“ ´
1
htα` 1
ˆ
rei, reα, f0ρss ´ rei, reα, f0iss
˙
“ ´
1
htα` 1
rei, reα, f0pρ´αiqss
“ ´
1
htα` 1
pα, ρ ´ αiq
pα, ρq
rei, reα, f0ρss , (3.42)
which is equal to
´
1
htα` 1
ˆ
1`
1
htα
˙
rei, reα, f0ρss “ ´
1
htα
rei, reα, f0ρss “ rei, ϕpeαqs (3.43)
if pα,αiq “ ´1. If pα,αiq ě 0, then (3.43) vanishes by (3.28), and is thus equal
to ϕprei, eαsq “ 0. Similarly, we get ϕprfi, eαsq “ rfi, ϕpeαqs (both if α is a simple
root and otherwise), ϕprei, hj sq “ rei, ϕphjqs and ϕprfi, hjsq “ rfi, ϕphjqs. Thus ϕ is
an isomorphism of g1-modules, and by repeated use of the homomorphism property
ϕprx, ysq “ rx, ϕpyqs, where x is equal to ei or fi, it follows that ϕ is surjective. We
conclude that ϕ is an isomorphism. l
Proposition 3.5. For any positive root α of g1, we have
reα, rfα, f0ass “ pα,αaqf0α . (3.44)
Proof. As in Lemma 3.3, this can be proven by induction on the height of α. If α is a
simple root, the proposition follows from (3.7). Suppose now that the proposition holds
for roots α1 such that htα1 ď p for some p ě 1. Any root α with htα “ p` 1 can then
be written α “ α1 ` αi, where pα
1, αiq “ ´1. We set eα “ rei, eα1 s and fα “ rfα1 , fis.
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Then
reα, rfα, f0βss “ rei, reα1 , rfα1 , rfi, f0βssss ´ reα1 , rei, rfα1 , rfi, f0βssss
´ rei, reα1 , rfi, rfα1 , f0βssss ` reα1 , rei, rfi, rfα1 , f0βssss
“ rei, rhα1 , rfi, f0βsss ` rei, rfα1 , reα1 , rfi, f0βssss
´ reα1 , rfα1 , rei, rfi, f0βssss ´ rei, rfi, reα1 , rfα1 , f0βssss
` reα1 , rhi, rfα1 , f0βsss ` reα1 , rfi, rei, rfα1 , f0βssss
“ ´ pα1, αiqrei, rfi, f0βss ´ pαi, βqreα1 , rfα1 , f0iss
´ pα1, βqrei, rfi, f0α1ss ´ pαi, α
1qreα1 , rfα1 , f0βss
“ pαi, βqf0i ` pαi, γqf0α1
` pα1, βqf0i ` pα
1, βqf0α1
“ pα, βqpf0i ` f0α1q “ pα, βqf0α . (3.45)
l
As a consequence of Proposition 3.5 we can replace not only ek by eα in (3.31), but
also ei by eβ . This gives the following proposition.
Proposition 3.6. For any positive roots α, β, γ of g1 we have
pα, βq ě 0 ñ reβ , reα, f0γss “ 0 , (3.46)
and
reα, reβ , f0γss “ pβ, γqreβ , reα, f0βss . (3.47)
3.5. Determining ĂWp0,1q when g is finite-dimensional. We now step out from g1
to g, and from ĂW 1 to ĂW . Proposition 3.6 can be generalised in the following way.
Proposition 3.7. For any positive roots α of g and β, γ of g1 we have
pα, βq ě 0 ñ reβ , reα, f0γss “ 0 , (3.48)
and
reα, reβ , f0γss “ pβ, γqreβ , reα, f0βss . (3.49)
In particular we can set eα “ e1, which gives re1, reβ , f0γss “ 0, since re1, f0γs “ 0.
Thus the annihilation of f0i “ ϕphiq upon the adjoint action of e1 (which can be
thought of as an arrow in the weight space of ĂW pointing out of the hyperplane which
is the weight space of g1) can be transported along any root of g1, as shown for g “ A2
in Figure 2.
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Figure 2. The level ´1 roots of SpA2q, forming the representation
6¯ of A2. The null states of the adjoint (the right edge of the triangle)
of A1 are shown. All other arrows out of the level ´1 root space are
obtained via Weyl reflections in the Weyl group of A2.
This can be generalised from α1 to all roots α1 ` β, where β is a root of g
1.
Proposition 3.8. Let α be a positive root of g such that pα0, αq “ ´1. Then
reα, f0βs “ 0.
Proof. We note that the hypothesis means that α appears at level 1 in a level decom-
position of g with respect to α1.
Any such root vector eα can be written as reβ1 , reβ2 , . . . , reβp , e1s ¨ ¨ ¨ ss where β1, . . . , βp
are roots of g1. Then the proposition can be proven by induction, using Proposition 3.7.
l
We would now like to show that the representation of g on W´1 is the direct sum of a
module dual to W1 and the irreducible representation of g with highest weight Λ1` θ,
where θ is the highest root of g1. The only further piece of information used in the
proof is the invariance of the relations (3.1)–(3.7) under the Weyl group of g, which
we now proceed to prove.
Lemma 3.9. The relations (3.1)–(3.7) are preserved by the Weyl group of g, with the
fundamental Weyl reflections wi (i “ 1, 2, . . . , r) mapping the generators ea, fa, f0a, ha
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to their primed counterparts
e1a “
$’’&’’%
´fa if i “ a
rei, eas if Bia “ ´1
ea if Bia “ 0
, f 1a “
$’’&’’%
´ea if i “ a
´rfi, fas if Bia “ ´1
fa if Bia “ 0
,
f 10a “
#
f0a ´Baif0i if i ‰ 1
rf1, f0as if i “ 1
, h1a “ ha ´Baihi . (3.50)
Proof. The invariance under the Weyl group of g1 is quite obvious, and may easily
be checked. The only additional generator is the Weyl reflection w1 in the hyperplane
orthogonal to α1. The proof proceeds by explicit evaluation of the identities for the
transformed generators. The identities not containing f0a are the same as in the BKM
superalgebra B, and are easily checked. The relation (3.3) transforms into
re10, f
1
0is “ ´rre1, e0s, rf1, f0iss
“ re0, re1, rf1, f0isss ´ re1, re0, rf1, f0isss
“ re0, rh1, f0iss ´ re1, rf1, hiss
“ hi ´B1ih1 “ h
1
i , (3.51)
and (3.4) into
rh1a, f
1
0is “ ´rpha ´Ba1h1q, rf1, f0iss
“ ´p´Ba1 ´Ba0 ´Ba1p´2` 1qqrf1, f0is
“ ´Ba0f
1
0i . (3.52)
For (3.5), we obtain re1
1
, f 1
0is “ rf1, rf1, f0iss “ 0. We will not exhibit all the cases of
(3.6) and (3.7), only give one example of each. The other cases are similar. One part
of the transformed relation (3.6) is
re12, re
1
2, f
1
0iss “ ´rre1, e2s, rre1, e2s, rf1, f0isss
“ ´re1, re2, re1, re2, rf1, f0isssss ` re1, re2, re2, re1, rf1, f0isssss
` re2, re1, re1, re2, rf1, f0isssss ´ re2, re1, re2, re1, rf1, f0isssss
“ ´re1, re2, rh1, re2, f0issss ` re1, re2, re2, rh1, f0issss
` re2, re1, rh1, re2, f0issss ´ re2, re1, re2, rh1, f0issss
“ re1, re2, re2, f0isss ´ re2, re1, re2, f0isss “ 0 , (3.53)
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where we have used re1, re2, f0iss “ 0, see (3.49). An example of (3.7) is
re12, rf
1
2, f
1
0ass “ rre1, e2s, rrf1, f2s, rf1, f0asss
“ re1, re2, rf1, rf2, rf1, f0assssss ´ re2, re1, rf1, rf2, rf1, f0assssss
“ re1, rf1, rh2, rf1, f0issss ` re1, rf1, rf2, re2, rf1, f0asssss
´ re2, rh1, rf2, rf1, f0assss ´ re2, rf1, rf2, rh1, f0assss
“ ´rf1, re2, rf2, f0asss “ ´B2arf1, f02s “ B2af
1
02 . (3.54)
Part of the verification of Weyl invariance relies on the identity rf1, re2, f0ass “ 0,
which may be derived from rf1, rf1, re1, re2, f0assss “ 0. l
Thus the map (3.50) gives an automorphism of ĂW . The invariance under the Weyl
group could be used to prove Proposition 3.5, Proposition 3.6 and Proposition 3.7
directly from the corresponding relations for the simple roots since (in this case) all
the positive roots are in one single orbit under the Weyl group [16]. (On the other hand,
we used a special case of Proposition 3.7 in the proof of the Weyl group invariance.) The
Weyl group invariance also gives additional parts of Proposition 3.6 and Proposition
3.7, corresponding to (and generalising) the part (3.27) of Lemma 3.3.
Theorem 3.10. The g-module ĂW0,1 is the direct sum of a module dual to W1 and the
irreducible representation of g with highest weight λ “ Λ1 ` θ, where θ is the highest
root of g1.
Proof. The module RpΛ1q dual to W1 is generated from its highest weight state f00
as in the BKM superalgebra B.
To prove that RpΛ1 ` θq is a submodule of ĂW0,1, consider the element Fλ “ reθ, f0js,
where j “ 2, 3, . . . , r is such that pθ, αjq ‰ 0 (we can always find such a simple
root αj). Then Fλ “ reθ, f0js is nonzero since rfθ, reθ, f0jss “ pθ, αjqf0θ ‰ 0. It is
furthermore a highest weight vector in the adjoint representation of g1, and carries
g-weight λ “ Λ1` θ. Therefore Fλ satisfies pad fiq
λi`1Fλ “ 0 for i “ 2, . . . , r [17]. It is
also annihilated by e1, i.e., re1, Fλs “ 0. Consider the image of this relation under a
Weyl reflection w1 in the hyperplane orthogonal to α1. We have λ1 “ pλ, α1q “ 1´ c2,
where c2 is the Coxeter label of root 2 in g
1. The weight λ is thus orthogonal to α1 if
and only if c2 “ 1, which is also a necessary condition for g to be finite-dimensional.
This implies that w1pFλq “ Fλ. We then have w1pre1, Fλsq “ ´rf1, Fλs “ 0. This
relation completes the set of null states for the irreducible representation of g with
highest weight λ, so that pad fiq
λi`1Fλ “ 0 for i “ 1, . . . , r.
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Finally, from f0j we can obtain any f0i with i “ 2, 3, . . . , r such that Aij ‰ 0 by
stepping up and down with generators ei and fi, and by continuing the procedure we
can reach all f0i with i “ 2, 3, . . . , r. Thus all such f0i belong to the same module
RpΛ1 ` θq, whereas f00 belongs to RpΛ1q, and there cannot be any other submodules
of Wp0,1q. l
3.6. Completing the local Lie superalgebra. We are now ready to show that the
condition (3.14) indeed holds when g1 is finite-dimensional.
Proposition 3.11. We have
rĂWp1,0q,ĂWp0,1qs “ ĂWp0,0q . (3.55)
Proof. We write any element in ĂWp1,0q as a sum of terms
reβ1 , reβ2 , . . . , reβp , e0s ¨ ¨ ¨ ss (3.56)
where each βi (i “ 1, 2, . . . , p) is a root of g such that pα0, βiq “ ´1, and any element
of ĂWp0,1q can be written as a sum of terms
rx1, rx2, . . . , rxq, f0as ¨ ¨ ¨ ss (3.57)
where each xj (j “ 1, 2, . . . , q) is equal to ek or fk for k “ 1, 2, . . . , r. For q “ 0 we
have
rf0a, reβ1 , reβ2 , . . . , reβp , e0s ¨ ¨ ¨ sss “ reβ1 , reβ2 , . . . , reβp , rf0a, e0ss ¨ ¨ ¨ ss
“ reβ1 , reβ2 , . . . , reβp , has ¨ ¨ ¨ ss P
ĂWp0,0q (3.58)
by Proposition 3.8, and for q “ 1 we get
rrx1, f0as, reβ1 , reβ2 , . . . , reβp , e0s ¨ ¨ ¨ sss “ rx1, rf0a, reβ1 , . . . , reβp , e0s ¨ ¨ ¨ ss
´ rf0a, rx1, reβ1 , . . . , reβp , e0s ¨ ¨ ¨ ss, (3.59)
where rx1, reβ1 , . . . , reβp , e0s ¨ ¨ ¨ ss in the second term on the right hand side can be
rewritten in the form (3.56) since this is an element of ĂWp1,0q. We can then as in
(3.58) show that each of the two terms on the right hand side belongs to ĂWp0,0q, and,
continuing in the same way, the proposition follows by induction on q. l
To summarise, when g is finite-dimensional, the local part W´1 ‘W0 ‘W1 of W pgq
consists of the g-modules
W´1 “ RpΛ1 ` θq ‘RpΛ1q , W0 “ g‘K , W1 “ RpΛ1q . (3.60)
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Correspondingly, the local part S´1 ‘ S0 ‘ S1 of Spgq consists of the g-modules
S´1 “ RpΛ1 ` θq , S0 “ g , S1 “ RpΛ1q . (3.61)
Since all the modules are irreducible in this case, the form of the commutator relations
rS´1, S1s “ S0 is uniquely given by the projection of the tensor product S´1bS1 onto
the submodule S0. Thus, to prove that the definition of Spgq here agrees with the
definition of the tensor hierarchy algebra associated to g given in [4], and reviewed
in Section 2.3, it suffices to check that the g-modules in the local parts agree. The
only cases where they do not agree are those where the module at level ´1 in the
tensor hierarchy algebra is not irreducible but contains a singlet in addition to S´1.
As explained in [4], this happens precisely when replacing the grey node in the Dynkin
diagram with an ordinary white one gives the Dynkin diagram of an affine Lie algebra,
for example g “ E8 with the default choice of “node 1”, where S´1 is the module 3875,
but the level ´1 content of the tensor hierarchy algebra is 3875`1. In the application
to gauged supergravity the additional singlet is important, but it does not fit naturally
into the algebra from the point of view that we adopt here.
We conclude this section with a few words about the case when g is infinite-dimensional.
Then it is no longer true that all roots α of g have length squared pα,αq “ 2. In par-
ticular there might be a root β which satisfies pα0, βq “ ´1 but has length squared
pβ, βq ď 0, and thus does not belong to the same Weyl orbit as e1. Then a correspond-
ing root vector eβ does not need to commute with all f0a, but rf0a, eβs could be a root
vector in ĂWp0,1q corresponding to a root ´α0 ` β. Taking the commutator with e0 we
get
re0, rf0a, eβss “ rh0a, eβs ´ rf0a, re0, eβss (3.62)
where the right hand side now contains a second term in ĂWp1,1q which does not nec-
essarily belong to g “ ĂWp0,0q or vanish. This is in agreement with the results in [11],
where a tensor hierarchy algebra associated to E11 was constructed, and shown to
contain elements at level zero beyond the original E11 algebra. We will come back to
this example in Section 5.1.
4. The ideal J of ĂW pAn´1q
Now W can be constructed from ĂW as the minimal Lie superalgebra with local part
(3.60), by factoring out the maximal homogeneous ideal intersecting the local part
trivially. Let J be this ideal of ĂW . Then J is the direct sum of subspaces Jk “ JXĂW´k
for k ě 2. The intersection of J and ĂW` must be empty since ĂW` “ B`, and B is
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simple. We conjecture that J is generated by J2, but we have only proven this for
g “ An´1, the proof of which is the goal of this section. Throughout the section we
assume g “ An´1 and thus W “W pgq “W pnq.
4.1. The intersection between J and ĂW´2. Before stating the identities needed
to generate the ideal J , we examine ĂW´, which is the free Lie superalgebra generated
by the subspace W´1 of W pAn´1q. The first observation is that the generators f0a
anticommute among themselves in W pAn´1q. Therefore, at least a part of the ideal
J is generated by the anticommutators rf0a, f0bs. It is also straightforward to verify,
by acting with e0, that the rf0a, f0bs indeed generate an ideal that intersects the local
part trivially. In order to examine if more generators are needed, we consider the
anticommutator of two elements at level ´1 in ĂW´. The level ´1 generators (Kˆ) of
SpAn´1q form the An´1 representation p010 . . . 01q. In W pAn´1q there are in addition
generators (K 1) in p10 . . . 0q.
All the anticommutators under consideration carry the An´1 weight p20 . . . 0q. In the
freely generated algebra, there are generators at level ´2 from the anticommutators
rKˆ, Kˆs : p00010 . . . 02q ‘ p0010 . . . 01q ‘ p020 . . . 02q
‘ p1010 . . . 010q ‘ p110 . . . 01q ‘ p20 . . . 0q ,
rKˆ,K 1s : p0010 . . . 01q ‘ p010 . . . 0q ‘ p110 . . . 01q ,
rK 1,K 1s : p20 . . . 0q . (4.1)
Concerning rKˆ, Kˆs, the relation
rf0i, f0js “ 0 (4.2)
provides pn´ 2qpn ´ 1q{2 elements at An´1 weight p20 . . . 0q. If on the other hand we
count the multiplicity of this weight in the six representations in rKˆ, Kˆs, we obtain
the numbers in Table 4.
The total multiplicity of the weight p20 . . . 0q in rKˆ, Kˆs is pn ´ 2qpn ´ 1q. Note that
p0010 . . . 01q, which is the level ´2 generator that should be outside the ideal, is not
affected by relation (4.2), but also that p00010 . . . 02q, which should be part of the
ideal, remains untouched by relation (4.2).
It remains to verify that the remaining elements are eliminated by the relation (4.2).
Before checking this, we note that the total multiplicity is larger than (twice) the
number of relations.
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representation multiplicity of p20 . . . 0q
p00010 . . . 02q 0
p0010 . . . 01q 0
p020 . . . 02q pn´2qpn´1q
2
p1010 . . . 010q pn´3qpn´2q
2
´ 1
p110 . . . 01q n´ 2
p20 . . . 0q 1
Table 4. Multiplicities of the weight p20 . . . 0q in some An´1 modules.
Any element in rKˆ, Kˆs with An´1 weight p20 . . . 0q comes from the product of two
elements in the adjoint representation of An´2 at opposite An´2 weights. In addition
to the relation rf0i, f0js “ rϕphiq, ϕphjqs, one may also consider rϕpeαq, ϕpfαqs, where
α is a positive An´2 root, and the homomorphism ϕ was defined in (3.41). The number
of positive roots in An´2 is
pn´2qpn´1q
2
. Together with rf0i, f0js, the anticommutators
rϕpeαq, ϕpfαqs give all the pn ´ 2qpn ´ 1q elements at An´1 weight p20 . . . 0q. Now,
consider
pad ekqpad fkqprf0i, f0jsq “ 2Bpi|krf0jq, f0ks ´ 2BikBjkrϕpekq, ϕpfkqs . (4.3)
This shows that rϕpekq, ϕpfkqs are not needed as separate generators in the ideal.
Continued action with pad ekqpad fkq gives the full set of rϕpeαq, ϕpfαqs.
In rKˆ,K 1s, the representation p110 . . . 01q should be part of the ideal. It contains the
weight p20 . . . 0q with multiplicity n´2, and is set to zero by the relations rf00, f0is “ 0.
In rK 1,K 1s the relation rf00, f00s “ 0 generates the whole irreducible An´1 represen-
tation p20 . . . 0q), just as re0, e0s “ 0 generates its dual at level 2.
At this stage, it remains to remove the representation p00010 . . . 02q in rKˆ, Kˆs, and
also to relate the p0010 . . . 01q’s appearing in rKˆ, Kˆs and rKˆ,K 1s. If, in addition to a
pair of generators f00 or f0i, one f1 is introduced (f00 and f0i are annihilated by ad e1),
the result has An´1 weight p010 . . . 0q. Counting the multiplicities of this weight in the
representations not already eliminated, we get the numbers in Table 5.
The element rf0i, rf1, f0jss generates an ideal if i, j “ 3, . . . , n ´ 1, so that nodes
i, j are disconnected from node 1, which is easily seen by commuting with e0. Its
symmetric part vanishes modulo rf0i, f0js by the Jacobi identity. The antisymmetric
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representation multiplicity of p010 . . . 0q
p00010 . . . 02q pn´4qpn´3q
2
p0010 . . . 01q n´ 3
p010 . . . 0q 1
Table 5. Multiplicities of the weight p010 . . . 0q in some An´1 modules.
part gives exactly the pn ´ 4qpn ´ 3q{2 relations needed to eliminate p00010 . . . 02q. The
p0010 . . . 01q, which is not part of the ideal, contains the n´ 3 elements rf02, rf1, f0jss,
j “ 3, . . . , n´ 1.
Finally, one can check that the elements rpf02 ´ f00q, rf1, f0iss for i “ 3, . . . , n´ 1 are
annihilated by ad e0, and generate an ideal that intersects the local part trivially. This
provides the relation between the p0010 . . . 01q’s appearing in rKˆ, Kˆs and rKˆ,K 1s.
This completes the examination of the relations at level ´2. We summarise the result.
Theorem 4.1. The intersection J2 of the ideal J and the subspace ĂW´2 of ĂW is
generated by the relations
rf0a, f0bs “ 0 ,
rf0i, rf1, f0jss “ 0 , i, j ě 3 ,
rpf02 ´ f00q, rf1, f0iss “ 0 , i ě 3 . (4.4)
Before being in a position to state that this is the full set of generators of the ideal
J at negative levels, we need to show that no new ideals appear at lower levels. This
can be done in several ways. Below we will use the relations recursively and verify
that W pAn´1q arises by repeated use of the relations. This proof has the potential of
generalization to the D- and E-series.
We thus consider ĂW {J2. We will use repeatedly in the proofs of the two lemmas below
that rKabb,K
cd
ds “ 0 in ĂW {J2 if b ‰ c and a ‰ d. (As elsewhere in the paper, repeated
indices should not be summed over.)
For p ě 3 and indices a1, . . . , ap, b such that either b “ ap or b ‰ a1, . . . , ap, definerKa1¨¨¨apb by rKa1a2a3b “ Ka1a2a3b for p “ 3, and recursively byrKa1¨¨¨apb “ rKa1a2a2 , rKa2¨¨¨apbs (4.5)
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for p ě 4. Let V´p`1 be the subspace of pĂW {J2q´p`1 spanned by all such rKa1¨¨¨apb, and
set
V “
ˆà
kě3
V´k
˙
‘ pĂW {J2q´2 ‘W´1 ‘W0 ‘W1 . (4.6)
Lemma 4.2. We have
rKa1¨¨¨apb “
$’&’%
rKra1¨¨¨apsb if ap ‰ b ,rKra1¨¨¨ap´1sapb if ap “ b . (4.7)
Proof. We prove this by induction. By the definition and the induction hypothesis we
then already have
rKa1¨¨¨apb “
$’&’%
rKa1a2ra3¨¨¨apsb if ap ‰ b ,rKa1a2ra3¨¨¨ap´1sapb if ap “ b , (4.8)
and it remains to show thatrKa1a2a3a4¨¨¨apb “ ´ rKa2a1a3a4¨¨¨apb “ ´ rKa3a2a1a4¨¨¨apb . (4.9)
Suppose rKa1¨¨¨apb ‰ 0. By the antisymmetry in the upper indices of Ka1a2a2 and the
induction hypothesis we can assume that all indices a1, a2, . . . , ap are distinct. It follows
that b ‰ a1, a2, . . . , ap´1. Now we haverKa1a2a3¨¨¨apb “ rKa1a2a2 , rKa2a3a3 , rKa3a4¨¨¨apbss
“ rrKa1a2a2 ,K
a2a3
a3s,
rKa3a4¨¨¨apbs
“ ´rrKa2a1a1 ,K
a1a3
a3s,
rKa3a4¨¨¨apbs
“ ´rKa2a1a1 , rK
a1a3
a3 ,
rKa3a4¨¨¨apbss “ ´ rKa2a1a3a4¨¨¨apb , (4.10)
and similarlyrKa1a2a3¨¨¨apb “ rKa1a2a2 , rKa2a3a3 , rKa3a4a4 , rKa4¨¨¨apbss
“ rKa1a2a2 , rrK
a2a3
a3 ,K
a3a4
a4s,
rKa4¨¨¨apbss
“ ´rKa1a2a2 , rrK
a3a2
a2 ,K
a2a4
a4s,
rKa4¨¨¨apbss
“ rKa3a2a2 , rrK
a1a2
a2 ,K
a2a4
a4s,
rKa4¨¨¨apbss
“ ´rKa3a2a2 , rrK
a2a1
a1 ,K
a1a4
a4s,
rKa4¨¨¨apbss
“ ´rKa3a2a2 , rK
a2a1
a1 , rK
a1a4
a4 ,
rKa4¨¨¨apbsss “ ´ rKa3a2a1a4¨¨¨apb . (4.11)
l
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Lemma 4.3. The subspace V of ĂW {J2 is closed under the adjoint action of elements
at level ´1 and 0, that is,
rKcdd, rKa1¨¨¨apbs P V (4.12)
and
rKcd, rKa1¨¨¨apbs P V . (4.13)
Proof. Thanks to Lemma 4.2, we can assume c ‰ a2, . . . , ap and d ‰ a1, . . . , ap´2.
Then
rKcdd, rKa1¨¨¨apbs “ rKa1a2a2 , rKa2a3a3 , . . . , rKap´2ap´1ap´1 , rKcdd,Kap´1apbss ¨ ¨ ¨ ss ,
where rKcdd,K
ap´1ap
bs can be written as a linear combination of terms K
ap´1ef
g. Thus
rKcdd, rKa1¨¨¨apbs is equal to a corresponding linear combination of terms
Ka1¨¨¨ap´1ef g , (4.14)
and we have proven the first part (4.12) of the lemma. For the second part (4.13) we
have
rKcd, rKa1¨¨¨apbs “ rKcd, rKa1a2a2 rKa2¨¨¨apbss “ rKa1a2a2 , rKcd, rKa2¨¨¨apbss , (4.15)
and the proof follows by induction, using (4.12). l
Since the An´1 moduleW´1 is generated by K
cd
d for any nonzero K
cd
d it follows that
rW´1, rV´p`1s P rV´p, and thus ĂW {J2 “ rV . On the other hand, there is an isomorphismrV ØW given by rKa1¨¨¨apb Ø Ka1¨¨¨apb, and thus ĂW {J2 is isomorphic to W .
We have proven the following theorem.
Theorem 4.4. The ideal J of ĂW pAn´1q is generated by the relations
rf0a, f0bs “ 0 ,
rf0i, rf1, f0jss “ 0 , i, j ě 3 ,
rpf02 ´ f00q, rf1, f0iss “ 0 , i ě 3 . (4.16)
This gives us the main result of the paper:
Theorem 4.5. The Lie superalgebra ĂW pAn´1q{J is isomorphic to W pnq. Thus W pnq
has generators (2.32) and defining relations (3.1)–(3.7) and (4.16).
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0 1 2 r´3 r´2 r´1
r
0 1 2 r´4 r´3 r´2 r´1
r
Figure 3. Dynkin diagrams for BpDrq and BpErq.
5. Comments on the D and E cases
The tensor hierarchy algebras W pErq and SpErq are relevant in exceptional geometry
and W pDrq and SpDrq are their analogs in double geometry. The Dynkin diagrams of
these algebras, i.e., those of the BKM superalgebras BpDrq and BpErq are given in
Figure 3.
The definition of W pgq given in Section 3 is formulated entirely in terms of generators,
and holds for any g. This means that the local superalgebraW´1‘ W0 ‘ W1 ofW pgq
is obtained from the definition of ĂW pgq. The algebra W pgq is then defined as ĂW pgq{J ,
where as previously, J is the maximal ideal intersecting the local superalgebra trivially.
It is clear that the identities (4.16) generate such an ideal. The only instance when we
specialised to g “ An´1, and more specifically, the tensor structure, was in the proof
that (4.16) indeed generates the ideal J . The corresponding statement for W pDrq and
W pErq remains a conjecture.
It is straightforward to check that in W pDrq for r ě 4 and W pErq for r ě 6, the
level ´2 relation rf0i, rf1, f0jss “ 0 for i, j “ 3, . . . , r, is superfluous, although it still
generates an ideal intersecting the local part trivially. The corresponding weights are
in the same g representation as the one of rf0i, f0js, and the full level ´2 part of J is
then generated by the relations
rf0a, f0bs “ 0 ,
rpf02 ´ f00q, rf1, f0iss “ 0 , i ě 3 . (5.1)
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The BKM algebra with the same Dynkin diagram as W pDrq is finite-dimensional,
BpDrq “ osppr, r|2q. There are generators at level ℓ “ ´2,´1, 0, 1, 2, with Dr singlets
at ℓ “ 0,˘2. Therefore, W pDrq will not have any generators at level ℓ ě 3.
We conjecture that the level decomposition ofW pDrq consists of an infinitely repeating
sequence of antisymmetric modules, such that there are scalars at levels 2´2p, vectors
at levels 1´2p, antisymmetric 2-index tensors at levels ´2p etc. for p “ 0, 1, 2, . . .. The
completeness of the ideal at level ´2 should be possible to check in this case. For SpDrq,
however, the scalar at level 2 is part of the ideal J , and there is (by definition) no
singlet at level 0. There will be no recurrence of the antisymmetric tensors. Therefore,
the Lie superalgebra SpDrq is finite-dimensional, and it is isomorphic to Hp2rq in the
classification of Kac [1].
In the case g “ Er, the BKM algebra BpErq is infinite-dimensional (see e.g. [7]), and
W pErq and SpErq contain generators at all integer levels. A list of Er representations
for 4 ď r ď 8 up to level 12 ´ r can be found for example in [18]. We conjecture that
the relations (5.1) generate the maximal ideal J also in this case, but a proof is so far
lacking.
5.1. Realization of W pEnq. In Section 3 we assumed that the algebra W pgq is non-
trivial, i.e., that the ideal of the free Lie superalgebra F generated by the relations
(3.1)–(3.7) is not equal to F itself, but a proper ideal. To verify the assumption it
is sufficient to find a non-trivial algebra homomorphism from W pgq to a non-trivial
algebra. When g is finite-dimensional, it is straightforward to construct such a homo-
morphism from Spgq to the (original) tensor hierarchy algebra associated to g, given
the structural details in Section 3. The homomorphism can then be extended to a
homomorphism from W pgq to the extended version of the tensor hierarchy algebra.
However, when g is infinite-dimensional, it is not obvious that the assumption is true.
The infinite-dimensional cases that we are most interested in are g “ Er for r ě 9,
with the default choice of “node 1”, which means g1 “ Er´1. The assumption that
both g and g1 are simple excludes the affine Lie algebra E9 and adjusts the range of
r to r ě 11. In [11] a tensor hierarchy algebra associated to Er was defined also for
r ě 9, with particular focus on the case r “ 11. We will end this section (and the
paper) by briefly giving a surjective homomorphism from W pErq to an extension of
the algebra defined in [11] (which is the image of the SpErq subalgebra).
Consider the Grassmann superalgebra Λ “ Λpnq. Since it is an associative algebra
with identity element, there is an injective homomorphism Λpnq Ñ EndΛpnq given by
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left multiplication. It is common to use the same notation for the image of any element
under this homomorphism as for the element itself, writing
x : Λpnq Ñ Λpnq , y ÞÑ xy . (5.2)
We will employ this convention, but at the same time it will be important to distinguish
between the two copies of Λpnq. Therefore, we denote the identity elements in Λpnq
and EndΛpnq by E and L, respectively, and write out these elements explicitly in the
expressions. For example, (5.2) then becomes
xL : Λpnq Ñ Λpnq , yE ÞÑ xyE . (5.3)
For any triple of indices a, b, c “ 0, 1, . . . , n´ 1, we define a map Fabc : ΛÑ EndΛ by
FabcpxEq “ 3pKraKbxqKcs ` p´1q
|x|pKaKbKcxqL, (5.4)
where Kb is the contraction
Kb : ξ
c1 ¨ ¨ ¨ ξcqE ÞÑ qδb
rc1ξc2 ¨ ¨ ¨ ξcqsE (5.5)
defined in (2.22). Set Ka1¨¨¨apb “ ξ
a1 ¨ ¨ ¨ ξapKb and K “
řn´1
a“0 K
a
a.
Consider now the local Lie superalgebra upΛq “ U´1 ‘ U0 ‘ U1, as defined in Section
2.1 (but note that the Z-grading is not consistent in this case, since the Z2-graded
vector space U1 “ Λ is not homogeneous). Thus
U1 “ Λ , U0 “ EndΛ , U´1 “ Hom pΛ,EndΛq . (5.6)
Let wEpnq be the local subalgebra of upΛq generated by all elements in U1, the ele-
ments Fabc in U´1, and the elements K
a1¨¨¨ap
b in U0. Let WEpnq be the minimal Lie
superalgebra with local part wEpnq. Consider the map W pEnq ÑWEpnq given by
e0 ÞÑ K0 , ei ÞÑ K
i´1
i , fi ÞÑ K
i
i´1 ,
en ÞÑ ξ
pn´3qξpn´2qξpn´1qE , fn ÞÑ Fpn´3qpn´2qpn´1q ,
h0 ÞÑ K ´ 3L´K
0
0 , hi ÞÑ K
i´1
i´1 ´K
i
i ,
f00 ÞÑ K
0 ´ 3L0 , f0i ÞÑ K
0pi´1q
i´1 ´K
0i
i ,
hn ÞÑ K
n´3
n´3 `K
n´2
n´2 `K
n´1
n´1 ´ L ,
f0n ÞÑ K
0pn´3q
n´3 `K
0pn´2q
n´2 `K
0pn´1q
n´1 ´ L
0 (5.7)
for the set of generators, where K0 “ ξ0K and L0 “ ξ0L. It is straightforward to check
that this map preserves all the relations (3.1)–(3.7), and thus it is a homomorphism.
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Appendix A. The root system of W pAn´1q “W pnq
A weight λ can expressed in the form
λ “ krΛ0 ` n´1ÿ
i“1
µirΛi . (A.1)
Here rΛ0 is a weight which is orthogonal to all simple roots α1, α2, . . . , αr, and has
coefficient 1 for α0 when expressed in terms of simple roots. This implies that rΛ0 is
proportional to Λ0. The inverse of the Cartan matrix B given in (2.16) is
B´1 “
¨˚
˚˚˚˚
˚˚˚˚
˚˝˚
´ n
n´1 ´1 ´
n´2
n´1 ¨ ¨ ¨ ´
1
n´1
´1 0 0 ¨ ¨ ¨ 0
´n´2
n´1 0
...
... A1
´1
´ 1
n´1 0
‹˛‹‹‹‹‹‹‹‹‹‹‚
, (A.2)
where A1 is the Cartan matrix for An´2. An analogous structure (with 0’s in the second
row and column, and the inverse Cartan matrix for the algebra with Dynkin diagram
obtained by deleting nodes 0 and 1) arises also for other choices of g. From the upper
left corner we get
rΛ0 “ ´n´ 1
n
λ0 . (A.3)
This also implies that prΛ0, rΛ0q “ ´n´1n . The rΛi’s satisfy prΛi, αjq “ δij , and have
vanishing α0 component when expressed in the basis of simple roots. Thus, prΛ0, rΛiq “
0. The length of the weight λ becomes
pλ, λq “ ´
n´ 1
n
k2 ` pµ, µq , (A.4)
where the scalar product on the right hand side is calculated for weights µ of An´1.
We can use (A.4) together with the known An´1 representations to give the lengths
of all roots in W pnq or Spnq. The representation p0 . . . 010 . . . 01q, with the first 1 in
position k ` 1, occurs at level ´k. It contains two Weyl orbits, represented by the
dominant weights µk`1 ` µn´1 and µk, where µi are simple An´1 weights. The other
representation at level ´k has highest weight µk. The lengths squared of these weights
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are
pµk, µkq “
kpn ´ kq
n
, pµk`1 ` µn´1, µk`1 ` µn´1q “
kpn ´ kq
n
` 2 . (A.5)
Insertion into (A.4) tells us that the root lengths at level ´k are k´k2 and 2`k´k2.
Roots with pλ, λq ą 0 appear at level 0 and ´1. Null roots appear at level 1, ´1 and
´2, the last case for n ě 4.
The root system for W p3q is depicted in Figure 4, and the one for W p4q in Figure 5.
The W p3q roots are listed in Table 6.
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level basis slp3q representation roots α mult α pα,αq
1
K0
K1
K2
3
α0
α0 ` α1
α0 ` α1 ` α2
1
1
1
0
0
0
0
K01
K12
K02
K10
K21
K20
8` 1
α1
α2
α1 ` α2
´α1
´α2
´α1 ´ α2
1
1
1
1
1
1
2
2
2
2
2
2
´1
K012
K201
K120
K011 K
02
2
K122 K
10
0
K200 K
21
1
6` 3
´α0 ` α2
´α0 ´ α2
´α0 ´ 2α1 ´ α2
´α0
´α0 ´ α1
´α0 ´ α1 ´ α2
1
1
1
2
2
2
2
2
2
0
0
0
´2
K0122
K0121
K0120
3
´2α0 ´ α1
´2α0 ´ α1 ´ α2
´2α0 ´ 2α1 ´ α2
1
1
1
´2
´2
´2
Table 6. The W p3q root system.
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Figure 4. The root system of W p3q. Each ball corresponds to a root,
and the sizes of the balls to the multiplicities of the roots. The roots
at each plane are the weights of the A2-representation that occurs at
the corresponding level in W p3q. The circles are the intersections of
the planes at the different levels with the “light cone” consisting of null
weights.
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Figure 5. The root system of W p4q, divided into levels, from 1 at the
top to ´3 at the bottom. The spheres indicate the intersections of the
level planes with the cone of null weights. Note the presence of null
roots at levels 1, ´1 and ´2.
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