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Abstract
Let A and B denote two families of subsets of an n-element set. The pair (A,B) is said to be
ℓ-cross-intersecting iff |A∩B| = ℓ for all A ∈ A and B ∈ B. Denote by Pℓ(n) the maximum value
of |A||B| over all such pairs. The best known upper bound on Pℓ(n) is Θ(2n), by Frankl and
Ro¨dl. For a lower bound, Ahlswede, Cai and Zhang showed, for all n ≥ 2ℓ, a simple construction
of an ℓ-cross-intersecting pair (A,B) with |A||B| = (2ℓ
ℓ
)
2n−2ℓ = Θ(2n/
√
ℓ), and conjectured that
this is best possible. Consequently, Sgall asked whether or not Pℓ(n) decreases with ℓ.
In this paper, we confirm the above conjecture of Ahlswede et al. for any sufficiently large
ℓ, implying a positive answer to the above question of Sgall as well. By analyzing the linear
spaces of the characteristic vectors of A,B over R, we show that there exists some ℓ0 > 0, such
that Pℓ(n) ≤
(
2ℓ
ℓ
)
2n−2ℓ for all ℓ ≥ ℓ0. Furthermore, we determine the precise structure of all the
pairs of families which attain this maximum.
1 Introduction
Let A and B denote two families of subsets of an n-element set. We say that the pair (A,B) is
ℓ-cross-intersecting iff |A∩B| = ℓ for all A ∈ A and B ∈ B. Let Pℓ(n) denote the maximum possible
value of |A||B| over all ℓ-cross-intersecting pairs (A,B). We are interested in finding the precise
value of Pℓ(n), and in characterizing all the extremal pairs A,B which achieve this maximum.
The study of the maximal size of a single family of sets F ⊂ 2[n], with specified pairwise
intersections of its members, has received a considerable amount of attention over the years. For
instance, the Erdo˝s-Ko-Rado Theorem [6], one of the most fundamental theorems in Combinatorial
Set Theory, gives a tight upper bound |F| ≤ (n−tk−t) in case |F ∩ F ′| ≥ t for all F,F ′ ∈ F , |F | = k
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for all F ∈ F and n is sufficiently large. The case where there is no restriction on the size of the
sets of F is treated by Katona’s Theorem [11]. In both cases, there is a unique (up to a relabeling
of the elements of [n]) family of sets which achieves the upper bound. For further results of this
nature, see, e.g, [7], [8], [10], [15], as well as [3].
A well known conjecture of Erdo˝s [5] stated that if F ⊂ 2[n] is a family satisfying |F ∩F ′| 6= ⌊n4 ⌋
for all F,F ′ ∈ F , then |F| < (2 − ε)n for some ε > 0. This was proved by Frankl and Ro¨dl [9],
by considering the corresponding variant on two families: it is shown in [9], that if A,B ⊂ 2[n] and
|A∩B| 6= l, where ηn ≤ l ≤ (12 − η)n for some η < 14 , then |A||B| ≤ (4− ε(η))n. The authors of [9]
studied several additional problems related to cross-intersections of two families of sets, and among
their results, they provided the following upper bound on Pℓ(n), which was later reproved in [1]:{
P0(n) ≤ 2n
Pℓ(n) ≤ 2n−1 for ℓ ≥ 1
. (1)
The argument which gives the upper bound of 2n is simple: consider the characteristic vectors of
the sets in A,B as vectors in Zn2 . Notice that the intersection of two sets is equal to the inner
product of the two corresponding vectors modulo 2. Therefore, if ℓ is even, then the families
A,B belong to two orthogonal linear spaces, giving |A||B| ≤ 2n. Otherwise, we may add an
additional coordinate of 1 to all vectors, and repeat (carefully) the above argument, gaining a
slight improvement: |A||B| ≤ 2n−1. Similar ideas are used to show that the upper bound 2n−1
holds for even values of ℓ > 0 as well, by performing the analysis over GF (p) for some prime p > 2
instead of over Z2.
As part of their study of questions in Coding Theory, Ahlswede, Cai and Zhang [1] gave the
following simple construction of an ℓ-cross-intersecting pair: for n ≥ 2ℓ, let A contain a single
2ℓ-element set, A, and let B contain all the sets which contain precisely ℓ elements of A. This gives:
|A||B| =
(
2ℓ
ℓ
)
2n−2ℓ = (1 + o(1))
2n√
πℓ
, (2)
where the o(1)-term tends to 0 as ℓ → ∞. The upper bound (1) implies that this construction
achieves the maximum of Pℓ(n) for ℓ ∈ {0, 1}, and the authors of [1] conjectured that this in fact
holds for all ℓ.
As the upper bound (1) is independent of ℓ, compared to the above lower bound of Θ(2n/
√
ℓ),
Sgall [17] asked whether or not Pℓ(n) is bounded from above by some decreasing function of ℓ. One
of the motivations of [17] was a relation between problems of restricted cross-intersections of two
families of sets and problems in Communication Complexity; see [17] for more details.
In [12], the authors verified the above conjecture of [1] for the case ℓ = 2, by showing that
P2(n) ≤ 3 · 2n−3. However, for any ℓ > 2 the best known upper bound on Pℓ(n) remained 2n−1.
The following theorem confirms the above conjecture of [1] for all sufficiently large values of ℓ,
and thus provides also a positive answer to the above question of Sgall.
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Figure 1: The extremal family (5) of ℓ-cross-intersecting pairs A,B in case n = κ+ τ .
Theorem 1.1. There exists some ℓ0 > 0 such that, for all ℓ ≥ ℓ0, every ℓ-cross-intersecting pair
A,B ⊂ 2[n] satisfies:
|A||B| ≤
(
2ℓ
ℓ
)
2n−2ℓ . (3)
Furthermore, if |A||B| = (2ℓℓ )2n−ℓ, then there exists some choice of parameters κ, τ, n′:
κ ∈ {2ℓ− 1, 2ℓ} , τ ∈ {0, . . . , κ} ,
κ+ τ ≤ n′ ≤ n, (4)
such that, up to a relabeling of the elements of [n] and swapping A,B, the following holds:
A =
{⋃
T∈J
T : J ⊂
{ {1, κ + 1}, . . . , {τ, κ + τ},
{τ + 1}, . . . , {κ}
}
, |J | = ℓ
}
× 2X ,
B =
{
L ∪ {τ + 1, . . . , κ} : L ⊂ {1, . . . , τ, κ + 1, . . . , κ+ τ}|L ∩ {i, κ+ i}| = 1 for all i ∈ [τ ]
}
× 2Y .
(5)
where X = {κ+ τ + 1, . . . , n′} and Y = {n′ + 1, . . . , n}.
An illustration of the family of extremal pairs A,B described in Theorem 1.1 appears in Figure
1. Indeed, this family satisfies:
|A||B| =
(
κ
ℓ
)
· 2|X| · 2τ+|Y | =
(
κ
ℓ
)
2n−κ =
(
2ℓ
ℓ
)
2n−2ℓ ,
where the last inequality is by the choice of κ ∈ {2ℓ− 1, 2ℓ}. The construction of [1] fits the special
case τ = 0, κ = 2ℓ.
The proof of Theorem 1.1 combines tools from linear algebra with techniques from extremal
combinatorics, including the Littlewood-Offord Lemma, extensions of Sperner’s Theorem and some
large deviation estimates.
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The rest of this paper is organized as follows: Section 2 includes some of the ingredients needed
for the proof of Theorem 1.1. In order to prove the main result, we first prove a weaker version of
Theorem 1.1, which states that Pℓ(n) ≤ 2n+3/
√
ℓ for every sufficiently large ℓ (note that this result
alone gives a positive answer to the above question of Sgall). This is shown in Section 3. In Section
4 we reduce the proof of Theorem 1.1 to two lemmas, Lemma 4.1 and Lemma 4.2. These lemmas
are proved in Sections 5 and 6 respectively. Section 7 contains some concluding remarks and open
problems.
Throughout the paper, all logarithms are in base 2.
2 Preliminary Sperner-type Theorems
2.1 Sperner’s Theorem and the Littlewood-Offord Lemma
If P is a finite partially ordered set, an antichain of P is a set of pairwise incomparable elements.
Sperner’s Theorem [18] provides a tight upper bound on the maximal size of an antichain, when P
is the collection of all subsets of an n-element set with the subset relation (A ≤ B iff A ⊂ B):
Theorem 2.1 ([18]). If A is an antichain of an n-element set, then |A| ≤ ( n⌊n/2⌋).
In [13], Littlewood and Offord studied a problem which has the following formulation in the
1-dimensional case: let a1, . . . , an ∈ R with |ai| > 1 for all i. What is the maximal number of
sub-sums
∑
i∈I ai, I ⊂ [n], which lie in an interval of length 1? An immediate lower bound is( n
⌊n/2⌋
)
, when, for some α > 1, half of the ai-s is equal to α and the other half is equal to −α.
Using Sperner’s Theorem, Erdo˝s [4] gave a tight upper bound of
( n
⌊n/2⌋
)
for the 1-dimensional
case of the so-called Littlewood-Offord Lemma. To see this, consider the maximal number of sub-
sums of a1, . . . , an, which all belong to some unit interval. Without loss of generality, we may
assume that all the ai-s are positive (possibly shifting the target unit interval). Therefore, ai > 1
for all i, implying that the desired family of subsets is an antichain. The result now follows from
Sperner’s Theorem. Using a similar argument, Erdo˝s proved the following stronger result:
Lemma 2.2 ([4]). Let a1, . . . , an ∈ R\{0}, and let δ = min{|ai|}. Let T be a union of m half-open
intervals, each of width at most δ. Then the number of sub-sums
∑
i∈I ai, I ⊂ [n], which belong to
T , is at most the sum of the m middle binomial coefficients in n.
2.2 A bipartite extension of Sperner’s Theorem
The following lemma gives an upper bound on the size of an antichain of [n], which satisfies an
additional requirement with respect to a pre-defined partition of [n] into into two sets.
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Lemma 2.3. Let U = [u] and V = [n] \ U , u ≤ n. If A is an antichain of [n], and in addition
satisfies: |A ∩ V | = f(|A ∩ U |), where f : N → N is some monotone increasing function, then
|A| ≤ ( u⌊u/2⌋)( n−u⌊(n−u)/2⌋).
The above lemma will follow from the next generalization of Sperner’s Theorem:
Proposition 2.4. Let U = [u] and V = [n] \ U , u ≤ n. If every two sets A 6= B ∈ A satisfy that
either A∩U , B∩U are incomparable or A∩V , B∩V are incomparable, then |A| ≤ ( u⌊u/2⌋)( n−u⌊(n−u)/2⌋).
Proof. Notice that the upper bound is tight, as it is achieved by a cartesian product of maximal
antichains of U and V . The proof is based on Lubbell’s proof [14] of Sperner’s Theorem and the
LYM inequality. For each A ∈ A, let:
AU = A ∩ U , AV = {x− u : x ∈ A ∩ V } . (6)
Let σ ∈ Su and π ∈ Sn−u (where Sm is the symmetric group on m elements) denote two random
permutations, chosen uniformly and independently . We define the event EA for A ∈ A to be:
EA = ( AU = {σ(1), . . . , σ(|AU |)} ∧ AV = {π(1), . . . , π(|AV |)} ) ,
that is, the first entries of σ form AU , and the first entries of π form AV . The key observation is
that the events EA and EB are disjoint for all A 6= B ∈ A. To see this, assume that EA ∧EB holds
for some A 6= B ∈ A. The fact that the first entries of σ form both AU and BU implies that either
AU ⊂ BU or BU ⊂ AU , and the same applies to AV , BV . Therefore, the assumption on A implies
that the events EA and EB are indeed disjoint, and thus:∑
A∈A
Pr[EA] = Pr[
⋃
A∈A
EA] ≤ 1 .
Since:
Pr[EA] =
1( u
|AU |
)(n−u
|AV |
) ,
it follows that: ∑
A∈A
1(
u
|AU |
)(
n−u
|AV |
) ≤ 1 . (7)
Note that in the special case u = n this is the LYM inequality. The left hand side of (7) is at most∑
A∈A 1/
(( u
⌊u/2⌋
)( n−u
⌊(n−u)/2⌋
))
and the desired result follows. 
Proof of Lemma 2.3. Following the notation of Proposition 2.4, define AU and AV for each A ∈ A
as in (6). By Proposition 2.4, it suffices to show that, for all A 6= B ∈ A, either AU , BU are
incomparable or AV , BV are incomparable. Assume the contrary, and let A 6= B ∈ A be a
counterexample. Without loss of generality, assume that AU ⊂ BU . If AV ⊂ BV then A ⊂ B,
contradicting the fact that A is an antichain. It follows that BV $ AV , and since f is monotone
increasing, the following holds:
|AV | > |BV | = f(|BU |) ≥ f(|AU |) ,
contradicting the assumption that |AV | = f(|AU |). 
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3 An upper bound tight up to a constant
In this section we prove a weaker version of Theorem 1.1, whose arguments will be later extended
to prove the precise lower bound.
Theorem 3.1. For any sufficiently large ℓ ∈ N, every ℓ-cross-intersecting pair A,B ⊂ 2[n] satisfies:
|A||B| ≤ 2
n+3
√
ℓ
. (8)
Proof. Let A and B be as above. A key observation is the following: it is sufficient to prove (8)
for the case where both A and B are antichains. This follows from an induction on n, where in the
case n = ℓ, |A||B| = 1 and (8) clearly holds. Indeed, suppose that there exist A1, A2 ∈ A such that
A1 ⊂ A2. As (A,B) are ℓ-cross-intersecting, this implies that:
B ∩ (A2 \ A1) = ∅ for all B ∈ B , (9)
hence the restriction of the families (A,B) to [n] \ (A2 \A1), (A′,B′), is an ℓ-cross-intersecting pair
of an n′-element set, where n′ < n. By (9), |B′| = |B|, and by the induction hypothesis:
|A||B| ≤ 2n−n′ |A′||B′| ≤ 2
n+3
√
ℓ
,
as required.
For any subset A ⊂ [n], let χA ∈ {0, 1}n denote its characteristic vector. Let FA and FB denote
the linear subspaces of Rn formed by the characteristic vectors of A and B respectively:
FA = span({χA : A ∈ A}) ⊂ Rn ,
FB = span({χB : B ∈ B}) ⊂ Rn ,
(10)
and assume without loss of generality that dim(FA) ≥ dim(FB). Choose an arbitrary set B1 ∈ B
and define:
F ′B = span({χB − χB1 : B ∈ B}) ,
k = dim(FA) , h = dim(F ′B) ≤ dim(FB) .
(11)
By the definition of ℓ-cross-intersection, it follows that FA,F ′B are two orthogonal linear subspaces
of Rn, and k + h ≤ n. Note also that k ≥ h by the assumption on dim(FA).
Let MA denote the k × n row-reduced echelon form matrix, which is the result of performing
Gauss elimination on the row-vectors {χA : A ∈ A} over R, and let MB denote the corresponding
h× n matrix for the vectors {χB − χB1 : B ∈ B}. As rankMA = k and rankMB = h, without loss
of generality we have:
MA =
(
Ik ∗
)
, MB =
(
Ih ∗
)
.
where Ir denotes the identity matrix of order r (and the order of the columns in MA and MB is not
necessarily the same). This implies that any linear combination of the rows of MA which belongs
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to {0, 1}n has precisely two possible coefficients for each row: {0, 1}, and in particular, |A| ≤ 2k.
Similarly, |B| ≤ 2h (the two possible coefficients in the affine combination are now determined by
the vector χB1), hence |A||B| ≤ 2k+h ≤ 2n, giving the known upper bound of [9]. Observe that if
k + h ≤ n− log n, we get
|A||B| ≤ 2
n
n
,
and (8) clearly holds. Therefore, recalling that k ≥ h, we may assume that:{
n
2 − 12 log n < k
n− log n < k + h ≤ n . (12)
We claim that the following statement, which clearly implies (8), holds:
|A||B| ≤ 2
k+h+3
√
n
. (13)
To show this, we need the next lemma, which will be applied once onMA,A, k and once onMB,B, h,
to conclude that a constant fraction of the rows of MA andMB have precisely two non-zero entries,
1 and −1.
Lemma 3.2. Let M denote a d × n matrix in row-reduced echelon form: M =
(
Id ∗
)
, and
let D denote an antichain of subsets of [n]. Assume that:
1. The characteristic vectors of D belong to w + span(M), the affine subspace formed by some
fixed vector w ∈ {0, 1}n and the span of the rows of M .
2. The antichain D satisfies |D| ≥ 8 · 2d/√n.
Then there exists a subset of c rows of M , C ⊂ [d], where c ≥ d− n20 − 10 log n, such that:
1. Every row i of C belongs to {0,±1}n \ {0, 1}n.
2. Every column of the c× n sub-matrix formed by C contains at most 1 non-zero entry.
Proof. Our first step is to remove a small portion of the rows of M , such that the remaining rows
will have at most one non-zero entry in each column.
Claim 3.3. Let M,D, w satisfy the requirements of Lemma 3.2. There exists a set of rows R ⊂ [d]
such that |R| ≤ n25+10 log n, and each column of M has at most one non-zero value in the remaining
d− |R| rows.
Proof of Claim. Perform the following process of column-selection on M : first, set M ′ =M . If M ′
has no column with at least 2 non-zero entries, the process ends. Otherwise, perform the following
step (step j, for j ≥ 1):
• Let ij denote the index of a column of M ′ with a maximal number of non-zero entries, rj .
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• Let Rj denote the set of rows where the column ij is non-zero (|Rj | = rj).
• Replace all these rows in M ′ by 0-rows, and continue the process.
The result is a sequence of indices, i1, . . . , it (t ≥ 0) and a sequence of sets of rows R1, . . . , Rt of
sizes r1 ≥ r2 ≥ . . . ≥ rt > 1, such that the column ij has rj non-zero values in the rows Rj, and
Rj ∩Rj′ = ∅ for all j 6= j′. Finally, the sub-matrix formed by removing the rows R = ∪tj=1Rj from
M has at most 1 non-zero entry in every column.
Consider affine combinations (with the affine vector w) of the rows of M which produce a
{0, 1}n-vector. As stated above, each row of M allows precisely two coefficients in such an affine
combination, as the first d columns of M form the identity matrix. Clearly, the value of the affine
combination at index i1 depends precisely on the r1 coefficients of the rows R1. In general, if we
already chose the coefficients for the rows ∪j′<jRj′ , then the value of the affine combination at
index ij depends only on the choice of the rj coefficients for the rows Rj .
A simple argument will show that for 1 ≤ j ≤ t, at most 34 of the above 2rj combinations of
coefficients for the rows Rj are indeed valid. To this end, recall the following simple fact, which
corresponds to the Cauchy-Davenport Theorem when A,B are subsets of Z/pZ instead of R:
|A+B| ≥ |A|+ |B| − 1 for any two finite nonempty A,B ⊂ R , (14)
where A+B = {a+ b : a ∈ A, b ∈ B}. To see this, simply sort the values of A and B by order of
magnitude, then produce distinct sums by iterating first on A, then on B.
Suppose we already chose coefficients for the rows ∪j′<jRj′ , and consider the column ij . Select
2 arbitrary rows u, v ∈ Rj , and fix the choice of coefficients for the remaining rj − 2 rows. We are
left with a choice between two coefficients for u, yielding two possible values a1, a2 contributed by
u to the index ij . Similarly, the row v contributes one of two possible values b1, b2 to the index ij .
Setting A = {a1, a2} and B = {b1, b2}, the above fact implies that |A+B| ≥ 3, hence at least one
of the 4 possible combinations of u and v gives a non-{0, 1} value in index ij of the resulting affine
combination. Therefore, at most 34 of the 2
rj combinations for Rj result in a {0, 1}n vector. We
conclude that |D| ≤ (34)t 2d , and hence t ≤ 2 log n, otherwise we would get:
|D| ≤ 2
d
n2 log(4/3)
<
2d√
n
,
contradicting the assumption on |D|.
After providing an upper bound on t, we wish to bound the term
∑t
i=1 ri. Let 0 ≤ s ≤ t denote
the maximal index such that rs ≥ 6, that is:
r1 ≥ r2 ≥ . . . ≥ rs ≥ 6 ,
6 > rs+1 ≥ rs+2 ≥ . . . ≥ rt > 1 .
As before, we consider the choice of coefficients for the rows Rj at step j, determining the ij-th
entry of the linear combination. By the Littlewood-Offord Lemma (Lemma 2.2), we conclude that
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there are at most 2
( rj
⌊rj/2⌋
)
< 2√pi
2
rj
2rj possible combinations of the rows Rj which yield a {0, 1}-
value in the ij column (note that the inequality
(2x
x
) ≤ 22x/√πx holds for every integer x ≥ 1, by
the improved approximation [16] of the error term in Stirling’s formula). Applying this argument
to i1, . . . , is, we obtain that:
|D| ≤ 2d
s∏
i=1
2
√
2/π√
ri
. (15)
Observe that every m reals a1, . . . , am ≥ 2 satisfy:
m∏
i=1
1
ai
≤ 1∑m
i=1 ai
(this follows by induction on m from the fact that xy ≥ x + y for x, y ≥ 2). Therefore, as
ri ≥ 6 > 2 · (2
√
2/π)2 for 1 ≤ i ≤ s, it follows that:
s∏
i=1
2
√
2/π√
ri
≤ 2
√
2/π√∑s
i=1 ri
.
Combining this with (15) we obtain that if
∑s
i=1 ri > n/25, then |D| < 8 ·2d/
√
n, contradicting the
assumption on |D|. Assume therefore that∑si=1 ri ≤ n/25. Altogether, we obtain that R = ∪tj=1Rj
satisfies:
|R| =
t∑
i=1
ri ≤ (
s∑
i=1
ri) + 5(t− s) ≤ n
25
+ 10 log n .
This completes the proof of the claim. 
It remains to deal with rows which do not belong to {0,±1}n \{0, 1}n. The next claim provides
an upper bound on the number of such rows in M :
Claim 3.4. Let M,D, w satisfy the requirements of Lemma 3.2, and let R ⊂ [d] be a set of indices
of rows of M as provided by Claim 3.3. Let S denote the set of indices in [d] \R of rows which do
not belong to {0,±1}n \ {0, 1}n. Then |S| < n/100.
Proof of Claim. To prove the claim, fix a linear combination u of the rows [d] \ S, and consider all
the possible combinations of the rows of S which can be added to w′ = w + u to produce vectors
of D. We will show that the number of these combinations is at most 2s/√πs/2, where s = |S|,
and the result will follow from the assumption on |D|.
Put S = S01∪S01, where S01 ⊂ S is the set of indices of rows in S which are {0, 1}n vectors, and
S01 = S \S01. Recall that the first d columns of M form the identity matrix, and that w ∈ {0, 1}n,
hence the only two coefficients which can be assigned to the row i to produce {0, 1} values in the
i-th column are: {
{0, 1} if wi = 0
{0,−1} if wi = 1
. (16)
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It will be more convenient to have the coefficients {0, 1} for all rows of S: to obtain this, subtract
each row i ∈ S, whose coefficients are {0,−1}, from w′, and let w′′ denote the resulting vector.
Let i ∈ S01 be an index of a row which does not belong to {0,±1}n, and let j denote a column
such that Mij = λ /∈ {0,±1}. Crucially, S ∩R = ∅, hence column j contains at most one non-zero
entry in the rows of S. Therefore, the two possible values of the affine combination in index j are
{w′j , w′j+λ}, and as 0 < |λ| 6= 1 it follows that at least one of these values does not belong to {0, 1}.
We deduce that there is at most one valid choice of coefficients for all the rows S01. Denoting this
unique combination of the rows of S01 by v, it follows that every linear combination of S which,
when added to w′, belongs to D, is the sum of z = w′′ + v and a linear combination of S01.
It remains to set the coefficients of the rows S01, and since each row of S01 has {0, 1} as its
coefficients, we are considering a sum of a subset of the rows of S01. Each of these rows belongs
to {0, 1}n, and in particular, is non-negative: we claim that the set of possible subsets of S01
is therefore an antichain. To see this, suppose that two distinct subsets X,Y ⊂ S01, X ⊂ Y ,
produce (when added to z) two vectors x, y ∈ Rn which correspond to sets in D. The values of
x, y at the indices of S01 are determined by the sets X,Y (in fact, these values are equal to those
of the corresponding characteristic vectors), hence x 6= y. Furthermore, as the rows of S01 are
non-negative, and X ⊂ Y , we have xi ≤ yi for all i ∈ [n]. This contradicts the fact that D is an
antichain. Let s′ = |S01|; Sperner’s Theorem gives:
|D| ≤ 2d−s ·
(
s′
⌊s′/2⌋
)
≤ 2d−s ·
(
s
⌊s/2⌋
)
≤ 2
d√
πs/2
,
and by the assumption on |D|, we obtain that s ≤ n/100, completing the proof of the claim. 
Altogether, Claims 3.3 and 3.4 imply that we can delete at most
|R|+ |S| ≤ n
20
+ 10 log n
rows of M , and obtain a subset of c rows, d − n20 − 10 log n ≤ c ≤ d, satisfying the statements of
the lemma. 
Note that the requirements of Lemma 3.2 are satisfied both by MA,A and by MB,B. Indeed, if
either |A| < 8√
n
· 2k or |B| < 8√
n
· 2h, then (13) holds and we are done. The remaining requirement
on the characteristic vectors of D is satisfied by definition (for A, w is the zero vector, whereas for
B, w = χB1).
Applying Lemma 3.2 to MA,A, we obtain a set of at least c1 ≥ k− n20 − 10 log n rows, C1 ⊂ [k],
such that each row has an entry of −1 at some index j > k, and each column has at most 1 non-zero
entry in these rows. In particular, we get: c1 ≤ n− k, and thus:
k − n
20
− 10 log n ≤ n− k ,
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and by (12) we get: {
n
2 − log n ≤ k ≤ 2140n+ 5 log n
19
40n− 6 log n ≤ h ≤ n2
. (17)
Next, let C ′1 ⊂ C1 denote the set of indices of rows of C1 with precisely two non-zero entries. Notice
that, as each of the columns {k + 1, . . . , n} contains at most 1 non-zero entry in the rows C1, and
on the other hand, each of the rows C1 contains a non-zero value in one of these columns, it follows
that |C1 \C ′1| ≤ n− k− c1. The lower bound on c1 and (17) give the following bound on c′1 = |C ′1|:
c′1 ≥ c1 − (n− k − c1) ≥ 3k −
n
10
− 20 log n− n ≥ 2
5
n− 23 log n . (18)
Since each row i ∈ C ′1 has precisely 2 non-zero entries, it follows that it has the entry 1 at index i
and the entry −1 at some index j > k.
Applying Lemma 3.2 to MB and B, we obtain a set of at least c2 ≥ h − n20 − 10 log n rows,
C2 ⊂ [h], and a similar argument to the one above implies that at most n−h− c2 rows can contain
more than 2 non-zero entries. Let C ′2 ⊂ C2 denote the set indices of rows of C2 with precisely two
non-zero entries, and let c′2 = |C ′2|. By the lower bound on c2 and (17) we obtain:
c′2 ≥ c2 − (n− h− c2) ≥ 3h−
n
10
− 20 log n− n ≥ 13
40
n− 38 log n . (19)
Note that each row i ∈ C ′2 has the entry 1 at the index i and the entry −1 at some index j > h.
Finally, notice that (18) and (19) imply that c′1 + c
′
2 > n/2 for a sufficiently large value of
n. However, as the rows of MA and MB are orthogonal, the non-zero entries of each pair of rows
i ∈ C ′1 and j ∈ C ′2 must be in pairwise disjoint columns. In particular, we obtain that 2c′1+2c′2 ≤ n,
yielding a contradiction. Thus, either A or B does not meet the requirements of Lemma 3.2, and
we deduce that (13) holds. 
4 Proof of Theorem 1.1 and two lemmas
Let A and B denote an ℓ-cross-intersection pair of families in 2[n]. Recall that in the proof of
Theorem 3.1, we argued that if, for instance, A is not an antichain, then ⋃B∈B B 6= [n] (see (9)).
In such a case, letting i ∈ [n] be so that i /∈ B for all B ∈ B, it follows thatA = A′∪{A∪{i} : A ∈ A′}
and B = B′, where (A′,B′) is an optimal ℓ-cross-intersecting pair on [n] \ {i}. Therefore, by
induction, the structure of A,B is as specified in Theorem 1.1, where the parameter n′ (determining
the set X in (5)) accounts for the modification of (A′,B′) to (A,B). The same consideration applies
when
⋃
A∈AA 6= [n], which follows when B is not an antichain (in this case, the set Y in (5) treats
the modification of B′ to B). Altogether, we may assume that A,B are both antichains, and
furthermore: ⋃
A∈A
A =
⋃
B∈B
B = [n] . (20)
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It remains to prove that in this case |A||B| ≤ (2ℓℓ )2n−2ℓ, and that equality holds iff for some
κ ∈ {2ℓ− 1, 2ℓ} , τ ∈ {0, . . . , κ} ,
κ+ τ = n,
(21)
the following holds up to a relabeling of the elements of [n] and swapping A,B:
A =
{⋃
T∈J
T : J ⊂
{ {1, κ + 1}, . . . , {τ, κ + τ},
{τ + 1}, . . . , {κ}
}
, |J | = ℓ
}
,
B =
{
L ∪ {τ + 1, . . . , κ} : L ⊂ {1, . . . , τ, κ + 1, . . . , κ+ τ}|L ∩ {i, κ + i}| = 1 for all i ∈ [τ ]
}
.
(22)
Following the notations of Theorem 3.1, define FA,F ′B, k, h as in (10) and (11), obtaining k ≥ h.
Recall that the proof of Theorem 3.1 implies that |A||B| ≤ 2k+h+3/√n provided that ℓ is sufficiently
large (equation (13)). This implies that if k + h ≤ n− 4 then:
|A||B| ≤ 1
2
· 2
n
√
n
,
and as 12 < 1/
√
π, the pair A,B is suboptimal. Assume therefore that k + h ≥ n− 3:{
n−3
2 ≤ k
n− 3 ≤ k + h ≤ n . (23)
Observe that, as the rows of MA are orthogonal to the rows of MB, we may assume without loss of
generality that:
MA =
(
Ik ∗
)
, MB =
(
∗ Ih
)
.
To see this, first perform Gauss elimination on a basis for FA to obtain MA. Next, perform Gauss
elimination on a basis for F ′B, and notice that, as the rows ofMA andMB are pairwise orthogonal, it
is always possible to find a leading non-zero entry at some index j > k. Once MB is in row-reduced
echelon form, we may relabel the elements k + 1, . . . , n to obtain the above structure.
We again apply the arguments of Lemma 3.2 on A,MA and on B,MB, only this time we perform
the calculations more carefully. Let RA ⊂ [k] denote the subset of the rows ofMA which are selected
by the process described in Claim 3.3. That is, we repeatedly select an arbitrary column with at
least 2 non-zero entries, while one exists, add the rows where it is non-zero to RA, and delete them
from MA. While in Claim 3.3 we repeatedly selected a column with a maximal number of non-zero
entries, here we allow an arbitrary choice when selecting the next column with at least 2 non-zero
entries. Let rA = |RA|, and define RB ⊂ [h] and rB = |RB | similarly for MB.
Let SA ⊂ [k] \ RA denote the indices of rows of MA, which belong neither to RA nor to
{0,±1}n \ {0, 1}n. That is, SA denotes the rows which were treated by Claim 3.4. Let sA = |SA|,
and define SB ⊂ [h] \RB and sB = |SB | similarly for MB.
The following lemma, proved in Section 5, determines the optimal pairs A,B when rA + sA =
o(n):
12
Lemma 4.1. If there exists some order of column selection when producing the set RA such that
rA + sA = o(n), then |A||B| ≤
(2ℓ
ℓ
)
2n−2ℓ. Furthermore, equality holds iff either:
MA =


Ik−1
0
...
0
−Ik−1
0
...
0
0 1 1 . . . 1 1

 , MB =


Ik−1
−1
...
−1
Ik−1
0
...
0
0 −1 0 . . . 0 1


h ∈ {2ℓ− 2, 2ℓ− 1} , h+ k = n , k ∈ {n2 , n+12 } , B1 = ∪i∈[ℓ]{(i, k + i)}
(24)
or :
MA =


Ik−2
0
...
0
0
...
0
−Ik−2
0
...
0
0
...
0
0 1 0 1 . . . 1 1 1
0 0 1 1 . . . 1 1 1


,MB =


Ik−2
−1
...
−1
−1
...
−1
Ik−2
0
...
0
0
...
0
0 −1 −1 0 . . . 0 1 0
0 −1 −1 0 . . . 0 0 1


h ∈ {2ℓ− 2, 2ℓ− 1} , h+ k = n , k ∈ {n2 , n+12 , n2 + 1} , B1 = ∪i∈[ℓ]{(i, k + i)}
(25)
up to a relabeling of the elements of [n] and the choice of B1. In both cases above, the pair (A,B)
belongs to the family (22) with κ = h+ 1, τ = k − 1 and swapping A,B.
In the above figures (24) and (25), the columns to the right of the double-line-separators and
the rows below the double-line-separators appear or not, depending on the value of k.
The remaining case is treated by the next lemma, which is proved in Section 6, and concludes
the proof of the theorem:
Lemma 4.2. If every order of column selection when producing the set RA gives rA + sA = Ω(n),
then |A||B| ≤ (2ℓℓ )2n−2ℓ. Furthermore, equality holds iff:
MA =
(
Ih 0 Ih
0 Ik−h 0
)
, MB =
(
−Ih 0 Ih
)
k ∈ {2ℓ− 1, 2ℓ} , h+ k = n , B1 = [k]
(26)
up to a relabeling of the elements of [n]. In this case, the pair (A,B) belongs to the family (22)
with κ = k and τ = h.
Remark 4.3: It is, in fact, not difficult to check that if, in one order of column selection we have
rA + sA = Ω(n), so is the case in any order, but the above formulation suffices for our purpose.
5 Proof of Lemma 4.1
Let C1 = [k] \ (RA ∪ SA). By the assumption on rA, sA and the fact that k ≥ n−32 we deduce that
|C1| = (1− o(1))k. Recall that each column of MA contains at most one non-zero entry in the rows
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of C1, and that each row of C1 belongs to {0,±1}n \ {0, 1}n. Hence, n ≥ k + |C1| = (2 − o(1))k.
Altogether, we obtain that:
k =
(
1
2
+ o(1)
)
n , h =
(
1
2
− o(1)
)
n . (27)
The {1,−1} entries in each row of C1 account for 2|C1| = (1− o(1))n distinct columns, leaving at
most o(n) columns which may contribute additional values to rows of C1. Again, as each column
contains at most 1 non-zero entry in the rows of C1, the set of all rows with non-zero entries either
in these columns, or in columns {k + 1, . . . , n− h} (at most 3 columns), is of size o(n). We obtain
that, without loss of generality:
L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · ·h · · · 99K
MA =
(
Ik′
0
0
Ik−k′
0
∗
−Ik′
∗
0
∗
)
,
(28)
where k′ = (1 − o(1))k = (1 − o(1))h. The above structure of MA provides a quick bound on |A|.
Consider column n − h + 1; if this column contains at least 2 non-zero entries, then we gain a
factor of 34 by (14). Otherwise, the fact that Mn−h+1,1 = −1 implies that the coefficient of row 1
is necessarily 0, giving a factor of 12 . Therefore:
|A| ≤ 3
4
· 2k . (29)
For another corollary of (28), notice that for all i ∈ [k′], row i of MA contains 1,−1 in columns
i, n − h+ i respectively (and 0 in the remaining columns), and is orthogonal to all rows of MB. It
follows that columns i, n − h+ i are equal in MB for all i ∈ [k′], and hence:
L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · · h · · · 99K
MB =
(
Ik′
0
∗
∗
∗
∗
Ik′
0
0
Ih−k′
)
.
(30)
We claim that the above structure of MB implies that rB + sB = (1 − o(1))h. Indeed, once we
delete the rows RB ∪ SB from MB, each row must contain an entry of −1, which must reside in
one of the columns k′ + 1, . . . , n− h. As each column contains at most one non-zero entry in rows
[h] \ (RB ∪ SB), we deduce that n− h− k′ ≥ h− rB − sB, and equivalently:
rB + sB ≥ 2h+ k′ − n = (1− o(1))h =
(
1
2
− o(1)
)
n ,
where the last two equalities are by (27) and the fact that k′ = (1−o(1))k. Recall that the analysis
of Claim 3.3 implies that, if RB is nonempty, then at most 2
rB+1/
√
π
2 rB linear combinations of the
rows of RB are valid in order to produce a {0, 1}n vector from the rows of MB. Furthermore, if
SB is nonempty, then for each choice of coefficients for the rows [h] \ SB, Claim 3.4 implies that at
most 2sB/
√
π
2sB combinations of the rows of SB are valid in order to produce a {0, 1}n antichain
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of vectors from the rows of MB. Since in our case we have rB + sB = Ω(n), at least one of rB, sB
is Ω(n), and we deduce that:
|B| = O(2h/√n) . (31)
Furthermore, if both rB = ω(1) and sB = ω(1) we get |B| = O( 2h√rBsB ) = o(2h/
√
n) and hence
(regardless of the structure of MA) |A||B| = o(2k+h/
√
n) ≤ o(2n/√ℓ), showing this cannot be
an optimal configuration, as required. The same consequence is obtained if either rA = ω(1) or
sA = ω(1), as in this case |A| = o(2k). Assume therefore that rA + sA = O(1), and by the above
arguments we obtain that:
k = n2 +O(1) , h =
n
2 −O(1) , (32)
k′ = k −O(1) , (33)
rB = O(1) , sB = h−O(1) or rB = h−O(1) , sB = O(1) . (34)
At this point, we claim that either n = (4 + o(1))ℓ, or the pair A,B is suboptimal:
Claim 5.1. Let A,B be as above, then either |A||B| = o(2n/√n) or n = (4 + o(1))ℓ.
Proof. Fix a choice of coefficients for the last k− k′ rows of MA, yielding a linear combination wA.
By the structure of MA specified in (28), if for some index i ∈ [k′], wA does not equal 0 at index i
or does not equal 1 at index n− h + i, then the i-th row of MA has at most one valid coefficient.
Thus, if there are ω(1) such indices, we deduce that there are at most o(2k
′
) combinations of the
rows [k′] of MA which extend wA to an element of A. Therefore, by (31), this choice of wA counts
for at most o(2k
′+h/
√
n) pairs (A,B) ∈ A×B. Summing over all 2k−k′ choices for wA, this amounts
to at most o(2n/
√
n) pairs (A,B) ∈ A× B, and we may thus assume that at least k′ −O(1) of the
indices j ∈ [k′] satisfy
w
(j)
A = 0 , w
(n−h+j)
A = 1 . (35)
Next, fix a choice of coefficients for the last h − k′ rows of MB, yielding an affine combination
(together with χB1) wB , and consider the structure of MB specified in (30). Every index j ∈ [k′] for
which χ
(j)
B1
6= χ(n−h+j)B1 implies that the row j has at most one valid coefficient. Thus, if there are
ω(1) such indices, it follows that wB can be extended to at most o(2
h/
√
n) elements of B. To see
this, take m = ω(1) and yet m = o(n) such rows, arbitrarily; there is at most one legal combination
for these rows. As rB + sB = Ω(n), the remaining rows have at most O(2
h−m/
√
n) combinations,
and the result follows.
Altogether, we may assume that k′ −O(1) of the indices j ∈ [k′] satisfy:
χ
(j)
B1
= χ
(n−h+j)
B1
. (36)
Let L ⊂ [k′] denote the indices of [k′] which satisfy both (35) and (36). It follows that |L| = h−O(1),
and for each i ∈ L, the choice of a coefficient for row i exclusively determines between the cases
i, n+ h− i ∈ B and i, n+ h− i /∈ B.
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Fix a choice of coefficients for the remaining rows of MA, and let A denote the resulting set,
and fix a choice of coefficients for all rows of MB except those whose indices are in L. For each
i ∈ L, let Xi denote the variable whose value is 1 if we choose a coefficient for the row i such that
i, n + h − i ∈ B and 0 otherwise. Recall that A contains precisely one element from each pair
{i, n+h− i : i ∈ L}. Therefore, any choice of coefficients of the rows L in MB gives a set B which
satisfies:
ℓ = |A ∩B| = (
∑
i∈L
Xi) +O(1) , (37)
where the O(1)-term accounts for the intersection of A with at most n − 2|L| = O(1) indices.
Choose one of each pair of coefficients for each row of L uniformly at random and independently
of the other rows, to obtain that X =
∑
i∈LXi has a binomial distribution Bin(
n
2 − O(1), 12). Fix
some small ε > 0; by the Chernoff bound (see, e.g., [2], Chapter A.1):
Pr[|X − n
4
| > εn] ≤ O (exp(−Ω(n))) ,
thus if |ℓ − n4 | > εn then at most O(2h/ exp(Ω(n))) sets B ∈ B can be produced from wB and we
are done. We conclude that ℓ = (14 + o(1))n. 
The last claim, along with (34), implies that the case sB = h−O(1) is suboptimal. Indeed, in
this case:
|B| ≤ 2
h√
πsB/2
= (1 + o(1))
2h√
πh/2
= (1 + o(1))
2h√
πn/4
= (1 + o(1))
2h√
πℓ
,
where the last inequality is by Claim 5.1. Combining this with (29), we deduce that |A||B| is at
most (34 + o(1))2
n/
√
πℓ, and that the pair A,B is suboptimal.
It remains to deal with the case rB = h−O(1), in which case we have:
|B| ≤ 2
h+1√
πrB/2
= (2 + o(1))
2h√
πℓ
, (38)
and hence (|A| ≤ 34 · 2k), |A||B| ≤ (32 + o(1))2k+h/
√
πℓ. If k + h < n, it follows that |A||B| is at
most (34 + o(1))2
n/
√
πℓ, and again the pair A,B is suboptimal. We may thus assume:
k + h = n , rB = h−O(1) , sB = O(1) .
To complete the proof of the lemma, we show that either |A||B| ≤ (δ + o(1))2n/√πℓ for some
fixed δ < 1, or all columns of MB except either 1 or 2 have at most 1 non-zero entry, whereas the
remaining columns are of the form (−1, . . . ,−1). This will imply that either (24) holds or (25)
holds. For this purpose, we must first concentrate on the (k − k′)× k′ sub-matrix of MA, on rows
{k′ + 1, . . . , k} and columns {k + 1, . . . , k + k′}. This sub-matrix appears boxed in diagram (39),
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which reflects the form of MA and MB given the fact k + h = n:
L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K
MA =
(
Ik′
0
0
Ik−k′
−Ik′
∗
0
∗
)
L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K
MB =
(
Ik′
0
∗
∗
Ik′
0
0
Ih−k′
) . (39)
Suppose the linear combination of rows k′ + 1, . . . , k of MA is some vector wA. A key observation
is the following: if wA has ω(1) entries not equal to 1 in indices {k + 1, . . . , k + k′}, then at most
o(2k
′
) combinations of the remaining rows can be added to wA to produce a vector in {0, 1}n. This
follows directly from the structure of MA in (28), as the fact that w
(k+j)
A 6= 1 forces the coefficient
of row j to be 0. Using the above observation, we will show that either |A| ≤ (38 + o(1))2k ,
or at most O(1) columns of MA with indices {k + 1, . . . , k + k′} are not of one of the forms
{(−1, 1, 0, . . . , 0), (−1, 1, 1, 0, . . . , 0)} (at some coordinate order). Consider the following three cases:
(I) ω(1) columns of MA contain at least 3 non-zero entries in rows {k′ + 1, . . . , k}: Let
S denote the indices of columns in {k + 1, . . . , k + k′} for which MA has non-zero entries
in rows {k′ + 1, . . . , k}. The Littlewood-Offord Lemma implies that, whenever there are t
non-zero entries in a single column in these rows, then at most m = 2k−k
′−t( t
⌊t/2⌋
)
of the
2k−k′ possible linear combinations of these rows can produce a value of 1. Notice that for
t ≥ 3 we get ( t⌊t/2⌋)/2t ≤ 38 , hence m/2k−k′ ≤ 38 . Next, let each column which has at
least 3 non-zero entries in rows {k′ + 1, . . . , k} “rate” m linear combinations, including all
those for which it gives a value of 1. It follows that choosing any combination for rows
{k′ + 1, . . . , k} excluding the most popular set of m linear combinations, yields values not
equal to 1 in at least |S|/(2k′−km ) = Ω(|S|) = ω(1) columns, hence (by the above observation)
such combinations contribute o(2k) vectors to A. We deduce that |A| ≤ (38 + o(1))2k .
(II) ω(1) columns of MA contain 2 non-zero entries 6= (1, 1) in rows {k′ + 1, . . . , k}: The
argument here is similar to the argument in the previous item. If a column has two non-zero
entries (x, y) 6= (1, 1) in rows k′+1, . . . , k, then the possible values of the linear combination
at this column are {0, x, y, x + y}. At most 1 of these 4 values can be 1, hence at most
m = 2k−k′−2 of the combinations yield a value of 1 at this column. By the above argument,
we deduce that |A| ≤ (14 + o(1))2k .
(III) ω(1) columns of MA contain at most 1 non-zero entry 6= 1 in rows {k′+1, . . . , k}: this
case is the simplest, following directly from the observation. Indeed, every linear combination
of the rows k′+1, . . . , k has ω(1) entries which do not equal 1 in columns {k+1, . . . , k+ k′},
hence |A| = o(2k).
Note that if |A| ≤ (38 + o(1))2k, then |A||B| ≤ (34 + o(1))2n/
√
πℓ by (38), as required. Assume
therefore that MA has at most O(1) columns among {k + 1, . . . , k + k′}, whose set of non-zero
17
entries in rows {k′ + 1, . . . , k} is neither {1} nor {1, 1}. We use the abbreviation {1}-columns and
{1, 1}-columns for the k′ −O(1) remaining columns whose non-zero entries in rows {k′ + 1, . . . , k}
of MA are {1} and {1, 1} respectively; according to this formulation:
k′ −O(1) of columns {k + 1, . . . , k′} of MA are {1}-columns or {1, 1}-columns . (40)
The two cases of whether there are ω(1) or O(1) {1}-columns, are treated by Claims 5.2 and 5.3
respectively, and determine which of the two optimal families, stated in (24),(25), is obtained.
These two claims are stated and proved in Subsections 5.1 and 5.2.
5.1 The optimal family (24)
Claim 5.2. If ω(1) of columns {k + 1, . . . , k + k′} of MA are {1}-columns, then (24) holds.
Proof. It follows that some row of {k′+1, . . . , k} contains a value of 1, which is the single non-zero
entry of this column in these rows, in ω(1) columns of {k + 1, . . . , k + k′} (take the most popular
row of {k′ + 1, . . . , k}). Without loss of generality, assume that this row is row k, the last row of
MA. By the observation above, the coefficient for row k of MA must be 1, otherwise only o(2k)
combinations of the remaining rows produce vectors in {0, 1}n. This has several consequences:
(1) Row k contains the value 1 in columns {k+1, . . . , k+k′}. To see this, notice that if (MA)k,k+j 6=
1 for some j ∈ [k′], then |A| ≤ (14 + o(1)) 2k: either the coefficient for row k is 0, contributing
o(2k) vectors to |A|, or it is 1, forcing the coefficient of row j to be 0.
(2) Row k contains {0, 1} values in columns {k + k′ + 1, . . . , n}. Indeed, if (MA)k,k+j /∈ {0, 1} for
some j ∈ {k′ + 1, . . . , n− k}, then the all-zero choice of coefficients for rows {k′ +1, . . . , k − 1}
becomes illegal when giving row k the coefficient 1, implying that |A| ≤ ( δ2 + o(1)) 2k, where
δ = 1− 2−(k−k′).
(3) If M ′A is the (k− 1)× n sub-matrix of rows {1, . . . , k− 1} of MA (that is, the matrix obtained
by erasing the last row of MA), then every column of M ′A contains at most 1 non-zero entry,
and every row of M ′A belongs to {0,±1}n \ {0, 1}n. To see this, notice that the coefficient
of row k is set to 1, otherwise we obtain at most o(2k) vectors. We can thus regard this
row as an affine vector in {0, 1}n, and consider the 2k−1 combinations for the remaining rows.
Now, a column of M ′A with at least 2 non-zero entries implies that the number of such legal
combinations (resulting in a vector in {0, 1}n) is at most 34 · 2k−1, and a row which does not
belong to {0,±1}n \ {0, 1}n implies that this number is at most 2k−2. In both cases, we get
|A| ≤ (38 + o(1))2k.
(4) Every row of M ′A has at most 2 non-zero values: assume that the converse holds, that is,
that row m ∈ [k − 1] contains at least 2 non-zero entries in indices {k + 1, . . . , n}. Since each
of the k − 1 rows of M ′A must contain a −1 value in an exclusive column, it leaves at most
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n− k− (k− 1) = n− 2k+1 ≤ 1 column (recall that k ≥ n2 ), which can contribute 1 additional
non-zero value to row m. We deduce that row m has precisely two non-zero entries at columns
{k+1, . . . , n}. However, in this case column m of MB has precisely two non-zero entries , since
(39) and the orthogonality of MA,MB imply that:
(MA)i,k+j = −(MB)j,i for all i ∈ [k] and j ∈ [h] (41)
(the inner product of row i of MA and row j of MB is (MA)i,k+j + (MB)j,i = 0). From the
same reason, column k of MB has at least k′ non-zero entries (as row k of MA has the value 1
in columns {k+1, . . . , k+ k′}). Therefore, performing the process of Claim 3.3 first on column
m and then on column k of MB gives |B| ≤ 34 · 2+o(1)√πℓ , hence the pair A,B is suboptimal.
Items (3) and (4) imply that, if the pair A,B is optimal, then without loss of generality, M ′A is
of the form ( Ik−1|0|−Ik−1|0 ), as each row has 1,−1 in exclusive columns and 0 everywhere else. In
particular, k′ = k − 1, and since k ≥ n/2 and k + k′ ≤ n, we get:
k = h =
n
2
or (k =
n+ 1
2
, h =
n− 1
2
) , (42)
and without loss of generality (using the orthogonality of MA,MB):
MA =


Ik−1
0
...
0
−Ik−1
0
...
0
0 1 1 . . . 1 0/1

 , MB =


Ik−1
−1
...
−1
Ik−1
0
...
0
0 0/− 1 0 . . . 0 1

 , (43)
where the last column of MA and the last row and column ofMB do not exist in case k = (n+1)/2.
If h = n/2 and (MB)h,k = 0 (as opposed to −1), then |B| ≤ (1 + o(1))2h/
√
πℓ: the first h − 1
rows have at most (2 + o(1))2h−1/
√
πℓ combinations by the usual Littlewood-Offord argument on
column k, and when adding row h we must form an antichain. It follows that if k = h = n/2, then
(MB)h,k = −1 and, by orthogonality, (MA)k,n = 1:
MA =


. . .
...
0
0 1 1 . . . 1 1

 , MB =


. . .
...
0
0 −1 0 . . . 0 1

 .
Finally, notice that the above structure of MA implies that the coefficient for row k is always 1: a
coefficient of 0 necessarily results in the all-zero vector, which is forbidden in A (for instance, since
|A| is an antichain, or since ℓ > 0). Therefore:
|A| ≤ 2k−1 .
If χ
(j)
B1
6= χ(k+j)B1 for some j ∈ [k − 1], we must assign the coefficient 0 to row j of MB, and we are
done, as in this case |B| ≤ (1+o(1))2h/√πℓ. Assume therefore that χ(j)B1 = χ
(k+j)
B1
for all j ∈ [k−1],
and define:
P = {i ∈ [h] : k + i /∈ B1} = {i ∈ [h] : χ(k+i)B1 = 0} , Q = [h] \ P .
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Every row i ∈ P ofMB has {0, 1} as the set of possible coefficients, and every row i ∈ Q has {0,−1}
as the possible coefficients. Take B ∈ B, and suppose that the affine combination which produces
B assigns the coefficient 1 to p rows of P (0 ≤ p ≤ |P |), and assigns the coefficient −1 to q rows of
Q (0 ≤ q ≤ |Q|). It follows from (43) that for all A ∈ A:
ℓ = |A ∩B| = p+ (|Q| − q) + χ(k)B . (44)
Let B0 denote the sets {B ∈ B : k /∈ B}, and let B1 = B\B0. By (44), we obtain that q = p+ |Q|−ℓ
if k /∈ B, hence:
|B0| ≤
|P |∑
p=0
(|P |
p
)( |Q|
p+ |Q| − ℓ
)
=
|P |∑
p=0
(|P |
p
)( |Q|
ℓ− p
)
=
(
h
ℓ
)
.
Similarly, if k ∈ B then q = p+ |Q| − ℓ+ 1, and it follows that: |B1| ≤
( h
ℓ−1
)
. Altogether:
|B| = |B0|+ |B1| ≤
(
h
ℓ
)
+
(
h
ℓ− 1
)
=
(
h+ 1
ℓ
)
,
and as |A| ≤ 2k−1:
|A||B| ≤
(
h+ 1
ℓ
)
2n−h−1 . (45)
As the maxima of the function f(x) =
(x
ℓ
)
2−x on the domain N are achieved at x ∈ {2ℓ − 1, 2ℓ},
we conclude that h ∈ {2ℓ− 2, 2ℓ− 1} (otherwise |A||B| < (2ℓℓ )2n−2ℓ). Finally, recalling that:
χ
(k)
B = q − p+ χ(k)B1 , (46)
and combining (44) and (46) we get:
ℓ = |Q|+ χ(k)B1 .
Therefore, whenever χ
(k)
B1
= 0 we get |Q| = ℓ, hence B = ∪i∈[ℓ]{(i, k + i)} for some B ∈ B. Letting
B1 denote this set B without loss of generality, we obtain the statement of (24).
Finally, let us link the above to the optimal family (22). Define:
X =
{
{k, n} if k = n2
{k} if k = n+12
.
Each set A ∈ A is obtained by choosing one out of each pair of elements {{i, k + i} : i ∈ [k − 1]},
then adding these k − 1 chosen elements to the elements of X. Define:
Y =
{ {{i, k + i} : i ∈ [k − 1]} ∪ {{n}} if k = n2{{i, k + i} : i ∈ [k − 1]} if k = n+12 .
Each set B ∈ B1 (that is, those sets which contain k) has, in addition to k, ℓ − 1 objects of Y .
Each set B ∈ B0 is the union of ℓ objects of Y , and altogether, all sets B ∈ B are the union of ℓ
objects of Y ∪ {{k}}. As the last set holds the k − 1 pairs {i, k + i} for i ∈ [k − 1] and the single
elements corresponding to X, this fits the description of (22) for κ = h+1, τ = k−1 and swapping
A,B. 
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5.2 The optimal family (25)
Claim 5.3. If O(1) of columns {k + 1, . . . , k + k′} of MA are {1}-columns, then (25) holds.
Proof. By the assumption and by (40), we obtain that k′−O(1) of the columns {k+1, . . . , k+ k′}
are {1, 1}-columns, that is, there are k′ − O(1) columns j ∈ {k + 1, . . . , k + k′} where there are
precisely two non-zero entries in rows {k′ + 1, . . . , k}, and both entries are equal to 1. For each
such column j, let i1(j), i2(j) ∈ {k′+1, . . . , k} denote the rows where these two entries are located.
Assume that, without loss of generality, the pair of rows k − 1, k is the most popular pair among
the above pairs of rows {(i1(j), i2(j)) : j is a {1, 1}-column}; it follows that there are ω(1) columns
(and in fact, Ω(k′) columns) j ∈ {k + 1, . . . , k + k′} such that:{
(MA)k−1,j = (MA)k,j = 1 ,
(MA)i,j = 0 for all i ∈ {k′ + 1, . . . , k − 2} .
Hence, if we assign the same coefficient to rows k − 1, k then we obtain ω(1) values which differ
from 1 in columns {k+1, . . . , k′}, and contribute o(2k) vectors to A. We must therefore assign the
coefficient 1 to precisely one of the rows k − 1, k (and assign the coefficient 0 to the other).
The arguments given in the proof of Claim 5.2 regarding row k readily imply the following
analogous results on rows k − 1, k:
(1) Rows k − 1, k contain the value 1 in columns {k + 1, . . . , k}.
(2) Rows k − 1, k belong to {0, 1}n.
(3) If M ′A is the (k − 2) × n sub-matrix of rows {1, . . . , k − 2} of MA, then every column of M ′A
contains at most 1 non-zero entry, and every row of M ′A belongs to {0,±1}n \ {0, 1}n.
(4) Every row of M ′A contains at most 2 non-zero entries.
By the last two items, we deduce that if A,B is an optimal pair, then without loss of generality,
M ′A = ( Ik−2|0|−Ik−2|0 ), and in particular, k
′ = k − 2. The constraints k ≥ n/2 and k + k′ ≤ n now
imply:
k = h =
n
2
or (k =
n+ 1
2
, h =
n− 1
2
) or (k =
n
2
+ 1 , h =
n
2
− 1) , (47)
and by orthogonality:
MA =


Ik−2
0
...
0
0
...
0
−Ik−2
0
...
0
0
...
0
0 1 0 1 . . . 1 0/1 0/1
0 0 1 1 . . . 1 0/1 0/1


,MB =


Ik−2
−1
...
−1
−1
...
−1
Ik−2
0
...
0
0
...
0
0 0/− 1 0/− 1 0 . . . 0 1 0
0 0/− 1 0/− 1 0 . . . 0 0 1


,
(48)
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where the last two columns ofMA and the last two rows and columns ofMB are optional, depending
on whether k = n2 + 1, k =
n+1
2 or k =
n
2 (where we have 0, 1 or 2 of the last columns of MA and
the last rows and columns of MB respectively).
By (48), it now follows that choosing the same coefficient for both rows k−1, k does not produce
sets in A (so far we only showed that it produces o(2k) sets in A). Indeed, assigning the coefficient
0 to both these rows can only yield the all-zero vector, forbidden in A (for instance, as ℓ > 0).
Assigning the coefficient 1 to rows k − 1, k can only yield a vector which is 1 in every coordinate
j ∈ [2k − 2], and is the sum of the two rows k − 1, k in columns 2k − 1, 2k if these columns exist.
Hence, if this vector belongs to {0, 1}n, then it contains any set which can be produced from MA,
and we have |A| = 1, and a suboptimal pair A,B. It follows that:
|A| ≤ 2k−1 .
Our next goal is to show that if row q ∈ {k − 1, k} of MB exists, then its entries in columns
k − 1, k (marked by 0/ − 1 in (48)) are both −1. Let q ∈ {k − 1, k} denote a row of MB, let
m ∈ {1, 2} denote the number of rows of {k − 1, k} in MB, and let q′ 6= q denote the additional
row of {k − 1, k} in MB if m = 2. Since m = 1 iff k = n+12 and m = 2 iff k = n2 , it follows that
m = 2− (k − h).
First, assume that (MA)q,k−1 = (MA)q,k = 0. It follows that row q is in {0, 1}n, and since B
is an antichain, we get an additional factor of 12 on |B| (first apply the Littlewood-Offord Lemma
on the remaining rows with respect to column k, then consider the coefficient for row q). It follows
that |B| ≤ (1 + o(1)) 2h√
πℓ
, and that |A||B| ≤ (12 + o(1))2n/
√
πℓ.
Second, assume that (MA)q,k−1 6= (MA)q,k. Let t1 denote the number of sets B ∈ B produced
from MB by assigning the coefficient α 6= 0 to row q, and the coefficient 0 to row q′ (if this row
exists), and let t2 = |B| − t1. Consider a set B counted by t2: since row q′ does not take part in
the affine combinations, the combination of rows [k − 2] together with χB1 sums up to the same
value, some λ, in the two columns k − 1, k (these two columns are identical in rows [k − 2]). The
fact that indices k − 1, k of the resulting vector, χB , are {λ, λ− α}, forces λ to be equal to α. We
can thus apply the Littlewood-Offord Lemma on rows [k− 2] (with respect to column k, which has
1 target value), and deduce that:
t1 ≤ (1 + o(1))2
k−2
√
πℓ
.
To obtain an upper bound on t2, for each of the remaining 2
m − 1 combinations of rows {k − 1, k}
in MB, column k has at most 2 target values (in order to give a {0, 1} final value), hence, by the
Littlewood-Offord Lemma:
t2 ≤ (2m − 1)(2 + o(1))2
k−2
√
πℓ
.
It follows that:
|B| = t1 + t2 ≤ (2− 2−m + o(1))2
m+k−2
√
πℓ
= (2− 2−m + o(1)) 2
h
√
πℓ
,
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where in the last equality we used the fact that m = 2 − (k − h). The fact that |A| ≤ 2k−1 now
implies that the pair A,B is suboptimal.
Having ruled out the cases (MA)q,k−1 = (MA)q,k = 0 and (MA)q,k−1 6= (MA)q,k, we deduce
that:
(MA)q,k−1 = (MA)q,k = −1 ,
hence the structure of MA,MB is:
MA =


. . .
...
0
...
0
0 1 0 1 . . . 1 1 1
0 0 1 1 . . . 1 1 1

 , MB =


. . .
...
0
...
0
0 −1 −1 0 1 0
0 −1 −1 0 0 1

 ,
as specified in (25). To conclude the proof of the claim, recall that every A ∈ A has precisely
one of the elements k − 1, k, hence the analysis of |A ∩ B| for all B ∈ B is exactly the same as
in Claim 5.2 (precisely one of the columns k − 1, k of MB effects the intersection). It follows that
|A||B| ≤
((h
ℓ
)
+
( h
ℓ−1
))
2n−h−1 =
(h+1
ℓ
)
2n−h−1, and hence h ∈ {2ℓ − 2, 2ℓ − 1}, otherwise A,B is a
suboptimal pair. Similarly, the arguments of Claim 5.2 imply that |Q| = ℓ, where Q is the set of
indices {i ∈ [h] : k + i ∈ B1}, and without loss of generality, we can take B1 to be ∪i∈[ℓ]{i, k + i}.
Altogether, (25) holds.
It remains to link the above to the optimal family (22). Define:
X =


{n− 1, n} if k = n2
{n} if k = n+12
∅ if k = n2 + 1
.
Recall that precisely one of the rows k−1, k receives the coefficient 1 in a linear combination which
produces some A ∈ A from MA. It follows that each set A ∈ A is obtained by choosing one out
of each pair of elements
{{i, k + i} : i ∈ [k − 2]} ∪ {{k − 1, k}}, then adding these k − 1 chosen
elements to the elements of X. Define:
Y =


{{i, k + i} : i ∈ [k − 2]} ∪ {{n− 1}, {n}} if k = n2{{i, k + i} : i ∈ [k − 2]} ∪ {{n}} if k = n+12{{i, k + i} : i ∈ [k − 2]} if k = n2 + 1
.
Recall that, for all B ∈ B, the elements k−1, k are either both in B or both not in B. If k−1, k /∈ B,
then B is the union of ℓ elements of Y . Otherwise, B contains, in addition to {k− 1, k}, the union
of ℓ− 1 elements of Y . Altogether, all sets B ∈ B are the union of ℓ objects of Y ∪{{k− 1, k}}. As
the last set holds the k− 2 pairs {i, k+ i} for i ∈ [k− 2], the pair {k− 1, k} and the single elements
corresponding to X, this fits the description of (22) for κ = h+ 1, τ = k − 1 and swapping A,B.
This completes the proof of Claim 5.3 and of Lemma 4.1. 
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6 Proof of Lemma 4.2
The assumption that rA + sA = Ω(n) implies that |A| = O(2k/
√
n). Thus, if rB + sB = ω(1) we
deduce that |A||B| = o(2n/√n) and we are done. Assume therefore that rB + sB = O(1), and let
C2 = [h] \ (RB ∪ SB). By definition of RB and SB, the following holds:
• Every column of MB contains at most 1 non-zero value in the rows of C2.
• Every row of C2 belongs to {0,±1}n \ {0, 1}n.
We wish to show that MB is roughly of the form (−Ih | 0 | Ih), although so far we did not obtain
any restriction on the number of rows in C2 with more than 2 non-zero entries in MB. In contrast
to the analysis ofMA in Lemma 4.1, this does not follow directly from the fact that rB+sB = O(1),
as h might be substantially smaller than n/2 (as opposed to k).
We therefore return to MA and claim that at most O(1) columns of MA contain at least 2
non-zero entries in a cascading manner. In other words, the process where we repeatedly select
an arbitrary column of MA with at least two non-zero entries, and remove the rows where it is non-
zero from the matrix, ends after at most O(1) steps. To see this, assume that ω(1) such columns
exist: j1, . . . , jm. Perform the process of creating RA, beginning with the above columns: choose
column ji at step i for i ≤ m, and complete the process in an arbitrary order of column selection,
jm+1, . . . , jt. By the assumption of the lemma, rA + sA = Ω(n), hence two cases are possible:
• rA = o(n): in this case sA = Ω(n). Clearly, rA ≥ 2m = ω(1) by the assumption, and the
additional O(1/
√
n) factor resulting from the rows SA implies that |A| = o(2k/
√
n).
• rA = Ω(n): by definition, rA =
∑t
i=1 ri. If for some i, j ≤ t we have ri, rj = ω(
√
n) then
|A| = o(2k/√n). Recall that if t ≥ 2 log n, then |A| ≤ 2k/(34 )t ≤ 2k/n. These two facts imply
that precisely one i satisfies ri = Ω(n). Therefore, column i gives a factor of O(1/
√
n), and
the remaining t − 1 columns give a factor of o(1) as t ≥ m = ω(1) and each such column
contributes a factor of at most 34 . Altogether, we deduce that |A| = o(2k/
√
n).
Assume therefore thatMA contains at most O(1) columns which contain at least 2 non-zero entries
in a cascading manner. As we next show, returning to MB, this implies that at most O(1) rows of
C2 contain more than 2 non-zero entries. First, recall that k + h ≥ n − 3 and that each column
contains at most one non-zero value in the rows of C2. Thus, we can remove at most 3 rows from
C2 and obtain a set C
′
2, each remaining row of which does not contain non-zero entries in indices
k + 1, . . . , n − h. Second, suppose rows i, j ∈ C ′2 each contains more than 2 non-zero entries. Let
i1, . . . , ir ∈ [k], r ≥ 2, denote the indices of the non-zero entries of row i excluding its value of 1 at
index n − h + i (recall that columns n − h + 1, . . . , n of MB form the identity matrix of order h).
Similarly, let j1, . . . , jm ∈ [k], m ≥ 2, denote the corresponding indices of row j :
(MB)i,it 6= 0 for 1 ≤ t ≤ r , (MB)i,n−h+i = 1 ,
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Figure 2: The duality between MA and MB when selected rows of MB have 0 entries in columns
{k + 1, . . . , n− h}.
(MB)j,jt 6= 0 for 1 ≤ t ≤ m , (MB)j,n−h+j = 1 .
Since the rows of MA are orthogonal to the rows of MB, and columns 1, . . . , k of MA form the
identity matrix of order k, we deduce that:
(MA)n−h+it,i 6= 0 for 1 ≤ t ≤ r ,
(MA)n−h+jt,j 6= 0 for 1 ≤ t ≤ m .
See Figure 2 for an illustration of the above relation between MA and MB. As the sets {i1, . . . , ir}
and {j1, . . . , jm} are disjoint, columns n − h + i and n − h + j of MA each contains at least 2
non-zero entries in pairwise distinct indices. In general, if m rows in C ′2 contain more than 2 non-
zero entries, we deduce that m columns in MA contain at least 2 non-zero entries in a cascading
manner. As argued above, there are at most O(1) such columns in MA, hence m = O(1): let C ′′2
denote the set C ′2 after removing these m rows, and let h
′ = |C ′′2 | = h − O(1). Each row of C ′′2 is
in {0,±1}n \ {0, 1}n and contains at most 2 non-zero values, and we deduce that without loss of
generality:
L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · · h · · · 99K
MB =
(
−Ih′
∗
0
∗
0
∗
Ih′
0
0
Ih−h′
)
.
(49)
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Since the rows of MA and MB are orthogonal, it follows that:
L99 · · · k · · · 99K ||L99≤ 3 99K|| L99· · ·h · · · 99K
MA =
(
Ih′
0
0
Ik−h′
∗
∗
Ih′
0
∗
∗
)
.
(50)
The above structure of MA and MB provides an upper bound on ℓ in terms of k, which we prove
in Subsection 6.1:
Claim 6.1. Let A and B be as above. If |A||B| = Ω(2n/√n), then:
ℓ ≤
(
1
2
+ o(1)
)
k . (51)
The proof of the lemma is completed by the next two claims, which are proved in Subsections
6.2 and 6.3:
Claim 6.2. Let A and B be as above. If rA = o(n) then |A||B| ≤
(2ℓ
ℓ
)
2n−2ℓ. Furthermore, equality
holds iff (26) holds.
Claim 6.3. Let A and B be as above. If rA = Ω(n) then the pair A,B is suboptimal.
6.1 Proof of Claim 6.1
Fix a choice of coefficients for the rows h′ +1, . . . , h of MB, and let wB denote the result of adding
this combination to χB1 . As argued in the proof of Claim 5.1, the structure of MB in (49) implies
that each index j ∈ [h′] such that
w
(j)
B 6= 1− w(n−h+j)B (52)
eliminates at least one of the two possible coefficients for the row j of MB (compare this to the
treatment of the vector wA in (35)). Thus, if there are ω(1) such coefficients, then wB allows at
most o(2h
′
) combinations of the remaining rows of MB to produce sets in B. Since |A| = O(2k/
√
n)
(recall that rA + sA = Ω(n)), summing over at most 2
h−h′ combinations for such vectors wB gives
o(2k+h/
√
n) pairs (A,B) ∈ A× B.
It remains to treat vectors wB in which at most O(1) indices j ∈ [h′] satisfy (52). Note that
each B ∈ B produced from wB and a combination of rows 1, . . . , h′ of MB satisfies:
|B ∩ {j, n − h+ j}| = 1 for all but at most O(1) indices j ∈ [h′] . (53)
Let A ∈ A, and let Xi ∈ {0, 1} denotes the coefficient of the row i of MA in the linear combination
which produces A. By (53) and the structure of MA in (50), we obtain that:
∣∣A ∩B ∩ ([h′] ∪ {n− h+ 1, . . . , n− h+ h′})∣∣ = ( h′∑
i=1
Xi) +O(1) . (54)
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Furthermore, the structure of MA in (50) gives:
∣∣A ∩B ∩ {h′ + 1, . . . , k}∣∣ ≤ ∣∣A ∩ {h′ + 1, . . . , k}∣∣ = k∑
i=h′+1
Xi . (55)
Combining (54) and (55) with the fact that k + h′ = n−O(1), we obtain that:
ℓ = |A ∩B| ≤
( k∑
i=1
Xi
)
+O(1) .
Let ε > 0, and assume that ℓ > (1 + ε)k2 . By the Chernoff bound, the number of assignments of
{0, 1} to the variables X1, . . . ,Xk, which satisfy
∑k
i=1Xi > (1 + ε)
k
2 , is at most 2
k/ exp(Ω(k)) =
2k/ exp(Ω(n)). Therefore, the assumption on ℓ implies that at most O(2k/ exp(Ω(n)) sets A ∈ A
satisfy |A ∩ B| = ℓ, and summing over all sets B whose vector wB is as above gives at most
2k+h/ exp(Ω(n)) pairs (A,B) ∈ A × B. This contradicts the assumption that |A||B| = Ω(2n/√n),
and we conclude that ℓ ≤ (12 + o(1))k, as required. 
6.2 Proof of Claim 6.2
The assumptions rA + sA = Ω(n) and rA = o(n) imply that sA = Ω(n), and, as before, we
may assume that rA = O(1), otherwise we get |A| = o(2k/
√
n), leading to a suboptimal pair
A,B. Thus, each column of MA has at most O(1) non-zero entries. Since n − (k + h) ≤ 3
and h − h′ = O(1), it follows that at most O(1) rows of MA have non-zero entries in columns
{k+1, . . . , n− h} ∪ {n− h+ h′+1, . . . , n}. Without loss of generality, reorder the indices of these
rows to k′ + 1, . . . , k (where k′ = k − O(1)), and let h′′ = h′ − O(1) reflect the reordering of rows
whose original indices belonged to [h′]. We obtain that:
L99 · · · · · · · · · k · · · · · · · · · 99K ||L99≤ 3 99K|| L99· · · h · · · 99K
MA =

 Ih′′0
0
0
Ik′−h′′
0
0
0
Ik−k′
0
0
∗
Ih′′
0
0
0
0
∗

 , (56)
and by the orthogonality of MA and MB:
L99 · · · k′ · · · 99K ||L99 O(1) 99K|| L99· · · h · · · 99K
MB =
(
−Ih′′
0
0
0
0
∗
Ih′′
0
0
Ih−h′′
)
.
(57)
Notice that the first k′ rows of MA form an antichain on the first k′ elements, hence:
|A| ≤ (1 + o(1)) 2
k√
πk′/2
≤ (1 + o(1)) 2
k
√
πℓ
,
where the last inequality is by (51). This yields an upper bound on |A||B| which is asymptotically
tight, hence any additional constant factor bounded away from 1 which multiplies either |A| or |B|
implies that the pair (A,B) is suboptimal. In particular:
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(i) If k + h < n, we have a suboptimal pair: |A||B| ≤ (12 + o(1)) 2n/√πℓ. Assume therefore that
k + h = n.
(ii) If MB has a column with more than 1 non-zero entry, we gain a multiplicative factor of at
most 34 and we are done. The same applies to MA: such a column has O(1) non-zero entries,
as rA = O(1), and once we set the combination of these rows (gaining a factor of at most
3
4 )
as well as of rows k′ + 1, . . . , k, the remaining k′ − O(1) rows out of [k′] must still form an
antichain.
(iii) If MA has a row with more than 2 non-zero entries, by Item (i) it corresponds to a column
with more than 1 non-zero entry in MB (since statement (41) holds), which does not exist
according to Item (ii). The same applies to the rows of MB.
(iv) Each row ofMB must belong to {0,±1}n\{0, 1}n, otherwise the arguments of Claim 3.4 imply
a constant multiplicative factor of at most 12 .
Items (iii) and (iv) imply that every row of MB has precisely two non-zero entries: {1,−1}, and
without loss of generality, h′′ = h. Recalling (56) and (57), MA and MB take the following form:
MA =
(
Ih
0
∣∣∣∣ 0Ik−h
∣∣∣∣ Ih0
)
,
MB =
(
− Ih
∣∣∣∣ 0
∣∣∣∣ Ih
)
.
(58)
Notice that the above structure of MB implies that χ
(j)
B = χ
(j)
B1
for all j ∈ {h+1, . . . , k} and B ∈ B.
As we assumed in (20) that
⋃
B∈B B = [n], it follows that {h+ 1, . . . , k} ∈ B1.
Consider the rows of MB, let wB take the initial value of the vector χB1 , then subtract from wB
each row i of MB for which k+ i ∈ B1. This translates the possible coefficients for each row i of MB
to {0, 1}; hence, the characteristic vector of every element of B is a sum of wB with a sub-sum of
the rows of MB. First, w
(j)
B = χ
(j)
B1
= 1 for all j ∈ {h+ 1, . . . , k}. Second, the structure of MB (58)
implies that, if w
(j)
B 6= 1 for some j ∈ [h], then row j cannot be added to wB to yield a vector in
{0, 1}n. Since this leads to a suboptimal pair (A,B) (of size at most (12 + o(1))2n/
√
πℓ), we deduce
that:
wB =
( k︷ ︸︸ ︷
1 . . . 1
h︷ ︸︸ ︷
0 . . . 0
)
.
The structure of MB (58) implies that for every B ∈ B, χB is of the form:
χB =
( h︷ ︸︸ ︷
0/1 . . . 0/1
k−h︷ ︸︸ ︷
1 . . . 1
h︷ ︸︸ ︷
1/0 . . . 1/0
)
,
where precisely one index in each of the pairs {(1, k + 1), . . . , (h, k + h)} is equal to 1 in χB. If
Xi ∈ {0, 1} denotes the coefficient of row i of MA in a combination that produces some A ∈ MA,
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it follows from (58) that ℓ = |A ∩ B| = ∑ki=1Xi for all B ∈ B. By the properties of the binomial
distribution, we deduce that |A| ≤ (kℓ), and altogether:
|A||B| ≤ 2n−k
(
k
ℓ
)
.
The expression above realizes the bound (3) iff either k = 2ℓ or k = 2ℓ−1, hence the final structure
of the optimal pair (A,B) is as described in Lemma 4.2. 
6.3 Proof of Claim 6.3
The assumption rA = Ω(n) implies that, unless sA = O(1), we get |A| = o(2k/
√
k) = o(2k/
√
n)
as required. However, if we remove the rows RA from [k], (50) implies that only the columns
{k + 1, . . . , n− h} ∪ {n− h+ h′, . . . , n} can contribute −1 entries to the remaining rows, and each
column has at most 1 non-zero entry in each of these rows. Since n− (k+h) ≤ 3 and h−h′ = O(1),
we deduce that [k]− rA − sA = O(1), and altogether:
rA = k −O(1) .
Definition. A column of MA is called “heavy” if it contains k −O(1) non-zero entries.
The next argument shows that there exists a heavy column in MA. There are at most O(1)
columns which may contain more than 1 non-zero entry in MA (as columns [k] and {n − h +
1, . . . , n−h+h′} contain a single non-zero entry of 1). Therefore, there exists some column q ∈ [n]
of MA with Ω(rA) = Ω(k) non zero entries. If some other column has ω(1) non-zero entries in
a cascading manner, we obtain |A| = o(2k/√n), and we are done. We deduce the column q has
rA−O(1) = k−O(1) non-zero entries, therefore column q is heavy. Applying the Littlewood-Offord
Lemma to the k −O(1) rows where column q is non-zero at, we obtain that:
|A| ≤ (2 + o(1)) 2
k√
πk/2
≤ (2 + o(1)) 2
k
√
πℓ
, (59)
where the last inequality is by (51).
Let q denote a heavy column of MA. Lemma 2.3 enables us to eliminate the case where all
non-zero entries of q are ±1. To see this, assume the converse, and let:
U = {i ∈ [k] : (MA)i,q = 1} , V = {i ∈ [k] : (MA)i,q = −1} .
Recall that |U |+ |V | = k−O(1), and take ε > 0. If |U | ≥ (12 + ε)k, then Chernoff’s bound implies
that the number of sub-sums of the rows U ∪ V which give a value of {0, 1} in this column is at
most 2k/ exp(Ω(k)). We deduce |U | = (12 + o(1))k and that |V | = (12 + o(1))k.
Set m = n− (k + h) + (h− h′) = O(1). For each possible set of values x ∈ {0, 1}m for columns
{k + 1, . . . , n − h} ∪ {n− h+ h′, . . . , n}, the family of all sets A ∈ A which matches the pattern x
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in the above set of columns is an antichain, and either |A ∩ V | = |A ∩ U | or |A ∩ V | = |A ∩U | − 1.
Therefore, Lemma 2.3 implies that |A| = O(2k/k) = O(2k/n). We may therefore assume that:
Every heavy column q of MA satisfies (MA)i,q /∈ {0,±1} for some i ∈ [k] . (60)
This provides an upper bound on |B|:
|B| ≤ 2n−k−1 . (61)
The above bound follows immediately if h < n− k, so consider the case k+h = n, and let q denote
a heavy column of MA. By the orthogonality of MA,MB, (41) holds, and (60) now implies that
(MB)q−k,i /∈ {0,±1} for some i ∈ [k]. In particular, row q − k of MB does not belong to {0,±1}n,
and hence |B| ≤ 2h−1 (as enumerating on the coefficients for rows [h]\{q−k} of MB leaves at most
one legal coefficient for row q − k).
Combining (61) with (59) yields an asymptotically tight upper bound on |A||B|:
|A||B| ≤ (1 + o(1)) 2
n√
πk/2
≤ (1 + o(1)) 2
n
√
πℓ
.
Let ε > 0; if k ≥ (2 + ε)ℓ, then the first inequality of the bound above implies that the pair A,B is
suboptimal. Therefore, adding this to (51), we may assume that:
k = (2 + o(1))ℓ . (62)
Next, we wish to eliminate the case where some column q has k − O(1) non-zero entries, all of
which have the same sign. In this case, let Q = {i : (MA)i,q 6= 0}. As all the entries in rows Q and
column q of MA have the same sign, only the all-zero linear combination of these rows can produce
the value 0 at index q. Applying the Littlewood-Offord Lemma to the rows Q, we obtain an upper
bound on the number of combinations which produce the value 1, and altogether:
|A| ≤ 2k−|Q|(
( |Q|
⌊|Q|/2⌋
)
+ 1) = (1 + o(1))
2k√
πℓ
,
where in the last inequality we used the fact that |Q| ≥ (2 + o(1))ℓ, as |Q| = k − O(1). By (61),
this implies that |A||B| ≤ (12 + o(1))2n/
√
πℓ, implying the statement of the claim. We thus assume
that:
Every heavy column q of MA contains both positive and negative entries . (63)
Using the last statement, we prove the next claim:
Claim 6.4. Let λ ∈ {0, 1}, L ⊂ [k] and d > 0, and let q denote a heavy column of MA. Define:
A(q)L,d,λ = {A ∈ A : |A ∩ L| = d , χ(q)A = λ} . (64)
If d = (1 + o(1))ℓ and |L| ≥ (1 + o(1))ℓ then:
|A(q)L,d,λ| ≤
(
3
4
+ o(1)
)
2k√
πℓ
. (65)
30
Proof. Let Q denote the indices of the rows in which column q of |A| has a non-zero entry. Observe
that if Q * L, then the rows of L have at most
(|L|
d
)
legal combinations, and the remaining rows
[k] \ L have at most 2k−|L|−1 legal combinations, as these rows contain non-zero entries in column
q, which must combine to a final value of λ. Hence, in this case:
|A(q)L,d,λ| ≤
1
2
· 2k−|L|
(|L|
d
)
≤ 1
2
2k−|L|
( |L|
⌊|L|/2⌋
)
=
1 + o(1)
2
· 2
k√
π|L|/2 ≤
(
1√
2
+ o(1)
)
2k√
πℓ
,
where the last inequality is by the fact that |L| ≥ (1 + o(1))ℓ. Assume therefore that Q ⊂ L, and
notice that, as |Q| = k −O(1) and L ⊂ [k], then |L| = k −O(1), and by (62):
|L| = (2 + o(1))ℓ = (2 + o(1))d .
Fix an enumeration on the coefficients of the rows [k] \ L, and let S ⊂ 2L denote the d-element
subsets of the rows of L which extend this enumeration to elements of A(q)L,d,λ. Let j1, j2 ∈ L be two
indices such that (MA)j1,q 6= (MA)j2,q (such indices exist by (63) and since Q ⊂ L), and define:
S0 = {S ⊂ [L] : |S| = d , |S ∩ {j1, j2}| = 1} .
Notice that, as j1 6= j2, the function f : S0 → S0 which swaps j1, j2 is a bijection, which satisfies
the following property for all S ∈ S0: at most one of the subsets {S, f(S)} can belong to S.
Furthermore, if S is a random d-element set of L, then:
Pr[S ∈ S0] =
2
(|L|−2
d−1
)
(|L|
d
) = 2d(|L| − d)|L|(|L| − 1) = 12 + o(1) ,
and thus |S0| = (12 + o(1))
(|L|
d
)
, and we deduce that:
|S| ≤
(|L|
d
)
− |S0|
2
=
(
3
4
+ o(1)
)(|L|
d
)
.
Therefore:
|A(q)L,d,λ| ≤ 2k−|L||S| ≤
(
3
4
+ o(1)
)
2k√
π|L|/2 =
(
3
4
+ o(1)
)
2k√
πℓ
,
as required. 
In order to deduce the claim from (65), we treat the two cases k + h < n and k + h = n in
Claims 6.5 and 6.6 below.
Claim 6.5. Let A,B be as above. If k + h < n, then the pair A,B is suboptimal.
Proof. In this case, we may assume that k + h = n − 1, otherwise (59) implies that |A||B| ≤
31
(12 + o(1))2
n/
√
πℓ. Recalling (49) and (50), we have:
L99 · · · · · · k · · · · · · 99K ||L99 1 99K|| L99· · · h · · · 99K
MA =
(
Ih′
0
0
Ik−h′
∗
∗
Ih′
0
∗
∗
)
L99 · · · · · · k · · · · · · 99K ||L99 1 99K|| L99· · · h · · · 99K
MB =
(
−Ih′
∗
0
∗
0
∗
Ih′
0
0
Ih−h′
) . (66)
Let m = h− h′ = O(1), and consider a choice of coefficients for rows h′ + 1, . . . , h of MB, yielding
(together with χB1) a vector wB . First, by (59), each of the 2
m− 1 choices of coefficients such that
(w
(n−m+1)
B . . . w
(n)
B ) 6= 0 can each be completed to a pair (A,B) ∈ A× B, in at most
2h−m · (2 + o(1)) 2
k
√
πℓ
= (1 + o(1))
2n−m√
πℓ
ways. Let B0 denote the sets B ∈ B which can be produced from the remaining combination for
wB (the one for which w
(n−m+1)
B = . . . = w
(n)
B = 0). In order to show that A,B is suboptimal, it is
enough to show that:
|A||B0| ≤ (α+ o(1))2
n−m
√
πℓ
for some α < 1 , (67)
since this would imply:
|A||B| ≤ (2m − 1)(1 + o(1))2
n−m
√
πℓ
+ (α+ o(1))
2n−m√
πℓ
=
(
1− 1− α
2m
+ o(1)
)
2n√
πℓ
. (68)
If for some index j ∈ [h′] we have w(n−h+j)B 6= 1 − w(j)B , then row j of MB has at most one legal
coefficient, hence |B0| ≤ 2h−m−1, and the same holds in case wB /∈ {0, 1}n (if j ∈ {h′+1, . . . , n−h}
is such that w
(j)
B /∈ {0, 1}, then B0 = ∅). As |A| ≤ (2 + o(1)) 2
k√
πℓ
and k + h < n, it follows that in
the above two cases |A||B0| ≤
(
1
2 + o(1)
)
2n−m√
πℓ
, satisfying (67) for α = 12 .
Assume therefore that w
(n−h+j)
B = 1− w(j)B for all j ∈ [h′], and that wB ∈ {0, 1}n, and define:
L = [h′] ∪ {h′ + 1 ≤ i ≤ k : w(i)B = 1} .
Recalling that w
(n−h+h′+1)
B = . . . = w
(n)
B = 0, (66) implies that every B produced from wB satisfies:
ℓ = |A ∩B| = 1{k+1∈A∩B} +
∑
i∈L
Xi , (69)
for all A ∈ A, where Xi ∈ {0, 1} denotes the coefficient for row i in a combination which produces
A from MA. We may assume that B0 6= ∅ (otherwise (67) immediately holds), and by (69) we
obtain that |L| ≥ ℓ− 1, and in particular, |L| ≥ (1 + o(1))ℓ.
If column k + 1 of MA has o(k) = o(|L|) non-zero entries in some rows U , fix an enumeration
on the coefficients of these rows, and let L′ = L \U , noting that |L′| = (1− o(1))|L| ≥ (1− o(1))ℓ.
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The enumeration on the coefficients for the rows U determines whether or not k + 1 ∈ A ∩ B,
and by (69), this determines the value of
∑
i∈L′ Xi. Therefore, by the properties of the binomial
distribution, there are at most
( |L′|
⌊|L′|/2⌋
) ≤ 2|L′|/√π|L′|/2 combinations for the coefficients of the
rows L′. We conclude that:
• In case |L| ≥ (1− o(1))k, recalling (62), we get |A| ≤ (1 + o(1)) 2k√
πℓ
.
• Otherwise, k− |L| = Ω(k), and after choosing a combination for the rows L′, we are left with
rows [k] \ (L ∪U) which contain Ω(k) non-zero entries in some heavy column q of MA (recall
that each heavy column has k−O(1) non-zero entries). The Littlewood-Offord Lemma gives
a factor of O(1/
√
k) on the number of combinations for the remaining rows, which, when
multiplied by the previous factor of O(1/
√|L′|) = O(1/√k) gives |A| ≤ O(2k/k) = O(2k/ℓ).
In particular, we have |A| ≤ (1 + o(1)) 2k√
πℓ
(with room to spare).
Altogether, as |B0| ≤ 2h−m ≤ 2n−m−k−1, in both cases we obtain that (67) holds for α = 12 .
It remains to treat the case where column k + 1 of MA has Ω(k) non-zero entries; by the
arguments in the beginning of the proof of Claim 6.3, it follows that column k + 1 is heavy.
Therefore, recalling that B0 6= ∅ and using the definition (64), it follows that:
|A| =


|A(k+1)L,ℓ,0 |+ |A(k+1)L,ℓ,1 | if w(k+1)B = 0
|A(k+1)L,ℓ,0 |+ |A(k+1)L,ℓ−1,1| if w(k+1)B = 1
.
Applying Claim 6.4 (recall that |L| ≥ ℓ− 1) gives:
|A| ≤ 2 ·
(
3
4
+ o(1)
)
2k√
πℓ
=
(
3
2
+ o(1)
)
2k√
πℓ
,
and as |B0| ≤ 2h−m ≤ 2n−m−k−1, (67) holds for α = 34 , as required. 
Claim 6.6. Let A,B be as above. If k + h = n, then the pair A,B is suboptimal.
Proof. The proof will follow from arguments similar to those in the proof of Claim 6.5; the factor
of 12 which followed from the case k+ h < n is replaced by the duality between MA,MB (41) when
k + h = n. The assumption k + h = n gives (49) and (50) the following form:
L99 · · · · · · k · · · · · · 99K || L99· · · h · · · 99K
MA =
(
Ih′
0
0
Ik−h′
Ih′
0
∗
∗
)
L99 · · · · · · k · · · · · · 99K || L99· · · · · ·h · · · · · · 99K
MB =
(
−Ih′
∗
0
∗
Ih′
0
0
Ih−h′
) .
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Let q ∈ [n] denote a heavy column of MA; by the above structure of MA, we can assume without
loss of generality that q = n. Let p ∈ [k] be such that (MA)p,n /∈ {0,±1} (such a p exists by
(60)). Recall that, as k + h = n, the orthogonality of MA,MB implies that (41) holds, and thus
(MB)h,p = −(MB)p,n /∈ {0,±1}.
Consider the following set of rows of MB:
W =
{
{p} ∪ {h′ + 1, . . . , h− 1} if p ∈ [h′] ,
{h′ + 1, . . . , h− 1} otherwise .
Let m = |W |, and consider one of the 2m − 1 choices of coefficients for the rows W of MB, such
that the sum of χB1 and the resulting combination of these rows, satisfies w
(k+j)
B 6= 0 for some
j ∈ W . Observe that wB allows at most one coefficient for row h of MB, since all the remaining
rows [h− 1] \W have 0 entries at column p, whereas (MB)h,p /∈ {0,±1}. Therefore, by (59), each
of the 2m − 1 possibilities for such vectors wB can produce at most:
2h−m−1 · (2 + o(1)) 2
k
√
πℓ
= (1 + o(1))
2n−m√
πℓ
pairs (A,B) ∈ A×B. Consider the remaining combination of the rows W , satisfying w(k+j)B = 0 for
all j ∈W , and let B0 denote the sets B ∈ B which can be produced from wB . Using this notation,
it is enough to show that (67) holds, and the claim will follow from the resulting calculation (68).
As before, the fact that (MB)h,p /∈ {0,±1} and that the remaining rows [h − 1] \W have 0
entries in column p, implies that there is at most one coefficient possible for row h. If no coefficient
for row h is legal, we get B0 = ∅ and (67) holds, otherwise let w˜B denote the sum of wB with the
appropriate multiple of row h of MB. We are left with h −m − 1 rows of MB whose coefficients
were not yet determined: rows [h− 1] \W = [h′] \ {p}.
If w˜
(j)
B 6= 1 − w˜(k+j)B for some j ∈ [h′] \ {p} or w˜B 6= {0, 1}n, we obtain an additional factor of
at most 12 from one of the remaining rows of MB, and |B0| ≤ 2h−m−2. Combining this with (59)
implies that (67) holds for α = 12 . Assume therefore that w˜
(j)
B = 1− w˜(k+j)B for all j ∈ [h′] \ {p} and
that w˜B ∈ {0, 1}n, and define:
L = [h′] \ {p} ∪
{
i ∈ {h′ + 1, . . . , k} ∪ {p} : w˜(i)B = 1
}
.
Since every set B produced from w˜B satisfies |B ∩{j, k+ j}| = 1 for all j ∈ [h′] \{p} and k+ j /∈ B
for all j ∈W , we deduce that, if p /∈ [h′] (in which case W = {h′ + 1, . . . , h− 1}):
ℓ = |A ∩B| = 1{n∈A∩B} +
∑
i∈L
Xi , (70)
for all A ∈ A, where Xi ∈ {0, 1} denotes the coefficient for row i in a combination which produces
A from MA. On the other hand, if p ∈ [h′], then p ∈W and it follows that w˜(k+p)B = 0, and:
• If w˜(p)B = 0, then p /∈ L, and indeed, Xp does not contribute to |A ∩ B| for all A ∈ A and B
produced by w˜B , as neither p nor k + p belong to B.
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• If w˜(p)B = 1, then p ∈ L, and indeed Xp contributes 1 to |A∩B| for all A ∈ A and B produced
by w˜B, as p ∈ B and k + p /∈ B.
We deduce that (70) holds for p ∈ [h′] as-well. Recalling that B0 6= ∅ (otherwise (67) immediately
holds) (70) gives |L| ≥ ℓ − 1, and in particular, |L| ≥ (1 + o(1))ℓ. Using the definition (64), it
follows that:
|A| =


|A(n)L,ℓ,0|+ |A(n)L,ℓ,1| if w˜(n)B = 0
|A(n)L,ℓ,0|+ |A(n)L,ℓ−1,1| if w˜(n)B = 1
.
Applying Claim 6.4 (recall that |L| ≥ ℓ− 1) gives:
|A| ≤ 2 ·
(
3
4
+ o(1)
)
2k√
πℓ
=
(
3
2
+ o(1)
)
2k√
πℓ
,
and as |B0| ≤ 2h−m−1, (67) holds for α = 34 , as required. 
This completes the proof of Claim 6.3 and of Lemma 4.2.
7 Concluding remarks and open problems
• We have shown that if two families of subsets of an n-element set, A,B, are ℓ-cross-intersecting,
and ℓ is sufficiently large, then |A||B| ≤ (2ℓℓ )2n−2ℓ, and in addition, we have given a complete
characterization of all the extremal pairs A,B for which equality is achieved.
• It would be interesting to prove that the above result holds for all values of ℓ (instead of all
ℓ ≥ ℓ0 for some ℓ0). Perhaps knowing the precise structure of the extremal pairs A,B, as
described in Theorem 1.1 (assuming that this holds for all ℓ), will assist in proving this result.
• Finally, one may consider the corresponding problem where the pair A,B does not have one
possible cross-intersection, but rather a set L of legal cross-intersections. Such notions have
been studied in [1], [17], [12], with different restrictions on L, and it would be interesting to
derive tight bounds on |A||B|, and possibly describe the structure of all the extremal pairs,
when in addition, each member of L is larger than some predefined integer ℓ.
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