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Re´sume´
Ce rapport pre´sente une vue d’ensemble des politiques d’ordonnancement en-ligne
temps re´el et plus particulie`rement celles de´die´es au multiprocesseur. Les politiques
pre´sente´es reposent sur le mode`le de taˆches inde´pendantes de Liu et Layland et cou-
vrent un grand nombre d’algorithmes aussi bien en partitionne´, qu’en global ou encore
semi-partitionne´.
Abstract
This report presents an overview of real-time scheduling policies, in particular those
dedicated to multiprocessor. The presented policies are based on the independent tasks
model introduced by Liu and Layland and cover a large number of algorithms both
partitioned, global or semi-partitioned.
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Les politiques d’ordonnancement ont fait l’objet de nombreux travaux depuis les de´buts
de l’informatique. En 1973, Liu et Layland publient un papier fondateur pour l’ordon-
nancement temps re´el et permettent de`s lors d’ordonnancer des taˆches inde´pendantes tout
en utilisant 100% de la capacite´ du processeur, sur un seul processeur. Depuis, les travaux
sur le sujet ont e´te´ nombreux avec re´cemment un nouvel engouement pour les architectures
multiprocesseurs.
Un syste`me temps re´el dur a comme particularite´ d’imposer l’exe´cution des taˆches
dans des limites temporelles pre´cises. Le proble`me d’ordonnancement monoprocesseur con-
siste alors a` de´terminer pour chaque instant quelle taˆche doit be´ne´ficier de la ressource
d’exe´cution. Le cas multiprocesseur est plus complique´ dans le sens ou` en plus d’un
proble`me d’allocation temporelle, s’ajoute un proble`me d’allocation spatiale, c’est-a`-dire
quel processeur choisir.
Les algorithmes optimaux dans le cas monoprocesseur tels que EDF, perdent cette
proprie´te´ dans le cas multiprocesseur, ce qui a encourage´ le de´veloppement de nouvelles
politiques. Plusieurs approches ont e´te´ e´tudie´es, la plus simple e´tant de transformer le
proble`me d’ordonnancement sur m processeurs en m proble`mes d’ordonnancement mono-
processeur (partitionnement). Une seconde approche, dite globale, consiste a` n’avoir qu’un
seul ordonnanceur pour l’ensemble des processeurs. Les premie`res politiques globales pro-
pose´es e´taient des ge´ne´ralisations d’algorithmes monoprocesseurs, puis en 1996, Baruah
et al. introduisent la notion de fairness qui permet d’atteindre l’optimalite´. Cependant,
cette optimalite´ se fait au de´triment d’un grand nombre de pre´emptions et de migrations.
Ce constat est a` la base des algorithmes semi-partitionne´s. Afin de limiter le nombre de
migrations, l’ide´e est alors de partir d’un algorithme partitionne´ et de permettre a` un
nombre limite´ de taˆches de migrer.
Ce rapport est organise´ comme suit : tout d’abord (partie 1), le mode`le utilise´ et le
vocabulaire de base sont pre´sente´s; dans un second temps (partie 2), une pre´sentation
des principaux algorithmes monoprocesseur est faite; enfin, la partie 3 est consacre´e aux
algorithmes multiprocesseurs en les distinguant suivant trois cate´gories ”partitionne´s”,
”globaux” et ”semi-partitionne´s”.
3
1 Mode´lisation / Vocabulaire
Afin de pre´senter et d’e´tudier des politiques d’ordonnancement, et en particulier traiter
des proble´matiques d’ordonnanc¸abilite´, il convient de mode´liser le proble`me. Dans cette
partie, est pre´sente´ le mode`le le plus fre´quemment employe´ dans le domaine, a` savoir
le mode`le de Liu et Layland [Liu et Layland 1973], qui permet de traiter le cas des
taˆches pe´riodiques. Ce mode`le a ensuite e´te´ ge´ne´ralise´ aux taˆches sporadiques [Mok 1983 ;
Leung et Whitehead 1982].
Les notations varient d’un auteur a` l’autre mais le choix a e´te´ fait ici de reprendre
les notations de [Goossens 2006]. Les de´finitions proviennent principalement des arti-
cles [Baruah et Goossens 2003b ; Goossens 2006] et comple´te´s par [Buttazzo 2006 ;
Grolleau 2011].
Cependant, d’autres mode`les existent, tels que le mode`le multiframe [Mok et Chen
1997], sa ge´ne´ralisation [Baruah et al. 1999], les transactions [Tindell 1994], le mode`le
de taˆche re´currente [Baruah 2003] ou encore le mode`le digraph [Stigge et al. 2011], etc.
1.1 Mode´lisation des applications
Une application temps re´el est constitue´e d’un ensemble de taˆches (tasks). Une taˆche
controˆle le flot d’exe´cution d’un programme pour diffe´rentes donne´es. Les instructions
exe´cute´es forment ce que l’on appelle un travail (job). Ainsi, une taˆche est constitue´e d’un
ensemble infini de travaux. On appelle aussi ces travaux, les instances de la taˆche.
1.1.1 Mode´lisation des travaux
La de´finition 1.1 permet de caracte´riser un travail a` l’aide de trois valeurs.
De´finition 1.1 Un travail est caracte´rise´ par le tuple (a, e, d) :
– a l’instant d’arrive´e (release time),
– e le temps d’exe´cution (computation time),
– d l’e´che´ance absolue (absolute deadline).
Autrement dit, un travail qui arrive a` l’instant a ne´cessite e unite´s de temps d’exe´cution
qui doivent lui eˆtre attribue´es dans l’intervalle [a, d[ pour respecter sa contrainte d’e´che´ance.
La fonction Schedule de´finie par 1.2 permet de mode´liser mathe´matiquement l’ordonnance-
ment d’un travail.
De´finition 1.2 La fonction Schedule est une fonction qui prend en argument le temps t
et un travail j (∈ J , l’ensemble des travaux) et retourne 1 si le travail est ordonnance´ a`
l’instant t sur un processeur et 0 sinon : S : R× J → {0, 1}
Une politique d’ordonnancement s’occupe de placer des travaux sur un ou plusieurs
processeurs. Mais seuls les travaux actifs (De´finition 1.3) peuvent eˆtre ordonnance´s.
De´finition 1.3 Un travail est actif a` l’instant t lorsque :
– Le travail est arrive´ (a ≤ t),
– l’e´che´ance n’est pas encore arrive´e (t < d) et







La figure 1 est un exemple de repre´sentation de la fonction Schedule qui permet de
re´sumer les de´finitions qui viennent d’eˆtre pre´sente´es.






Figure 1 – Sche´ma repre´sentatif d’un travail.
1.1.2 Mode´lisation des taˆches
Comme dit pre´ce´demment, l’exe´cution d’une taˆche donne lieu a` des travaux. Cependant,
on distingue principalement trois natures de taˆches, selon la manie`re dont les travaux sont
active´s :
– Les taˆches pe´riodiques sont active´es re´gulie`rement a` pe´riode fixe;
– Les taˆches sporadiques sont active´es de manie`re irre´gulie`re mais avec toutefois au
moins une proprie´te´ sur la dure´e entre l’arrive´e de deux travaux conse´cutifs;
– Les taˆches ape´riodiques sont active´es de manie`re irre´gulie`re.
Le cas des taˆches ape´riodiques ne sera pas traite´ car il peut exister des solutions mieux
adapte´es a` leur spe´cificite´. Un syste`me temps re´el τ , qu’il soit pe´riodique ou sporadique,
est constitue´ d’une collection finie de taˆches : τ = {τ1, ..., τn}. La de´finition 1.4 permet
de formaliser une taˆche a` l’aide de trois valeurs. A` ces trois valeurs peuvent se rajouter,
pour les taˆches pe´riodiques, la date de premie`re activation (Oi) et une gigue temporelle
(De´finition 1.5). Chaque taˆche τi e´tant constitue´e d’une collection infinie de travaux, on
note : τi = {τi,1, τi,2, ...} ou` τi,j est le je`me travail de la taˆche τi.
De´finition 1.4 Une taˆche τi pe´riodique ou sporadique est caracte´rise´e par le tuple (Ci,
Ti, Di) :
– la dure´e d’exe´cution Ci dans le pire cas (WCET) de chaque travail de la taˆche τi;
– sa pe´riode d’activation Ti. Dans le cas de taˆches sporadiques, c’est la dure´e minimale
entre ses activations successives;
– son e´che´ance relative ou de´lai critique Di. Dure´e entre l’arrive´e d’un travail et son
e´che´ance (un travail qui arrive a` l’instant t doit se terminer avant l’instant t+Di).
De´finition 1.5 La gigue temporelle Ji repre´sente l’incertitude quant a` la date re´elle a`
laquelle les travaux sont active´s. Activation du ke`me travail de τi dans l’intervalle : [Oi +
(k − 1)Ti, Oi + (k − 1)Ti + Ji].
De nombreux travaux sur les ordonnanceurs, et en particulier sur l’e´tude d’ordon-
nanc¸abilite´, ont besoin de distinguer plus pre´cise´ment les diffe´rents types de taˆches. Nous
de´finissons alors ce qu’est une taˆche concre`te (De´finition 1.6) et ce qu’est un syste`me a`
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de´part simultane´ (De´finition 1.7). Enfin, une distinction importante est faite sur le type
d’e´che´ance des taˆches (De´finition 1.8).
De´finition 1.6 On dit que la taˆche est concre`te, lorsqu’on connait les dates d’activation.
C’est le cas par exemple des taˆches pe´riodiques lorsqu’on connait la date de la premie`re
activation.
De´finition 1.7 Si les taˆches de´marrent au meˆme instant (∀i, Oi = 0), on parle de syste`me
a` de´part simultane´ (synchronous task system).
De´finition 1.8 – Si Di = Ti, on parle de taˆche a` e´che´ance implicite ou e´che´ance sur
requeˆte (Implicit-deadline),
– Si Di < Ti, on parle de taˆche a` e´che´ance contrainte (Constrained-deadline),
– Sinon, on parle de taˆche a` e´che´ance arbitraire (Arbitrary-deadline).
Enfin, nous pourrons avoir besoin de ces grandeurs :
– Date de de´but d’exe´cution du travail τi,j : si,j
– Date de fin d’exe´cution du travail τi,j : fi,j
– Temps de re´ponse du travail τi,j : Ri,j
def
= fi,j − ai,j





– Laxite´ : Temps maximum pendant lequel le travail peut ne pas disposer du processeur
sans manquer son e´che´ance.
Les notions les plus importantes sont repre´sente´es par la figure 2 a` travers un exemple
d’exe´cution d’une taˆche pe´riodique a` e´che´ance contrainte τi avec ses travaux.








Figure 2 – Sche´ma repre´sentatif d’une taˆche τi.
1.2 Architectures mate´rielles
Dans le cadre d’architectures multiprocesseurs, on distingue trois types de plates-formes
:
– Processeurs identiques (ou homoge`nes). Plate-forme multiprocesseur constitue´e de
plusieurs processeurs identiques (meˆme caracte´ristiques, interchangeables).
– Processeurs uniformes. Chaque processeur est caracte´rise´ par sa capacite´ de calcul :
lorsqu’un travail s’exe´cute sur un processeur de capacite´ de calcul s pendant t unite´s
de temps, il re´aliste s× t unite´s de travail.
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– Processeurs inde´pendants (ou he´te´roge`nes). Une capacite´ de calcul ci,j est associe´e a`
chaque couple travail-processeur (Ji, Pj). L’interpre´tation est la suivante : le travail
Ji re´alise ci,j × t unite´s de travail lorsqu’il s’exe´cute sur le processeur Pj pendant t
unite´s de temps. Ce mode`le permet de ge´rer les processeurs spe´cialise´s qui ne peuvent
traiter que certains travaux : il suffit de fixer ci,j a` 0 pour exprimer que le processeur
Pj ne peut pas prendre en charge le travail Ji.
1.3 Ordonnanc¸abilite´
Les e´tudes d’ordonnanc¸abilite´ visent a` fournir des conditions suffisantes et/ou ne´cessaires
pour savoir si un syste`me compose´ de taˆches sera ordonnanc¸able par une politique d’ordon-
nancement sur une architecture mate´rielle donne´e. La de´finition 1.9 formalise la notion de
syste`me fiablement ordonnanc¸able par un algorithme d’ordonnancement, et la de´finition
1.10 permet de conclure sur l’ordonnanc¸abilite´ d’une taˆche.
De´finition 1.9 Un syste`me S est fiablement ordonnance´ par un algorithme d’ordonnance-
ment A, si pour toute instance de syste`me correspondant a` la spe´cification de S, l’ordon-
nancement de S par A respecte toutes les contraintes temporelles.
De´finition 1.10 Un syste`me S est ordonnanc¸able s’il existe un algorithme qui l’ordon-
nance fiablement.
De nombreux travaux sur l’ordonnancement vise a` fournir des algorithmes optimaux
(De´finition 1.11), mais cette optimalite´ n’est atteinte que dans un cadre pre´cis (restriction
sur le type de taˆches et sur l’architecture mate´rielle) et ge´ne´ralement en ne´gligeant les
surcouts lie´s a` l’ordonnanceur (temps de calcul, pre´emption, etc.) qui ne sont pas pre´sents
dans le mode`le.
De´finition 1.11 Un algorithme A est dit optimal pour une classe de taˆches, une archi-
tecture mate´rielle et parmi une classe de politiques d’ordonnancement, si et seulement si
il peut ordonnancer fiablement tout syste`me ordonnanc¸able.
Lorsqu’on a le choix entre plusieurs politiques d’ordonnancement, il peut eˆtre utile de
pouvoir les comparer. Un premier e´le´ment de comparaison est la notion de dominance
(De´finition 1.12) qui permet de montrer la supe´riorite´ forte d’un algorithme sur un autre.
Nous verrons par exemple que certaines politiques de type semi-partitionne´ dominent toute
politique de type partitionne´. Au contraire, il existe des algorithmes qui sont ge´ne´ralement
meilleurs que d’autres (montre´ par simulation) mais pour lesquels il existe des cas qui font
exception. Dans ce cas, on parle d’algorithmes non comparables (De´finition 1.13). Cette
notion d’algorithmes non comparables n’est pas strictement e´quivalente a` dire que A ne
domine pas B et B ne domine pas A. Un contre-exemple simple : s’il n’existe aucun syste`me
de taˆches qui soit ordonnanc¸able par A ou par B alors ils ne sont pas non comparables
d’apre`s la de´finition.
De´finition 1.12 Un algorithme A domine un algorithme B si tout syste`me de taˆches
ordonnanc¸able par B l’est par A et s’il existe au moins un syste`me de taˆche ordonnanc¸able
par A et qui ne le soit pas par B.
De´finition 1.13 Deux algorithmes A et B sont dit non comparables si, et seulement si :
– il existe un syste`me de taˆches qui soit ordonnanc¸able par A et non ordonnanc¸able
par B
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– il existe un syste`me de taˆches qui soit ordonnanc¸able par B et non ordonnanc¸able
par A
Les e´tudes d’ordonnanc¸abilite´ reposent essentiellement sur les crite`res qui suivent, et
permettent ge´ne´ralement de ressortir des conditions ne´cessaires (De´finition 1.15) et/ou
suffisantes (De´finition 1.14) d’ordonnanc¸abilite´.


















U(τi), avec m le nombre de processeurs. (1.3)
De´finition 1.14 Lorsqu’un syste`me de taˆches respecte une condition suffisante de l’algo-
rithme d’ordonnancement utilise´, alors il est ordonnanc¸able par cet algorithme. A` l’inverse,
si un syste`me de taˆches ne respecte pas une condition suffisante, alors cela ne veut pas
dire que le syste`me n’est pas ordonnanc¸able.
De´finition 1.15 Lorsqu’un syste`me de taˆches ne respecte pas une condition ne´cessaire
de l’algorithme d’ordonnancement utilise´, alors il n’est pas ordonnanc¸able. Dans le cas
contraire, on ne peut pas en de´duire que le syste`me est ordonnanc¸able.
1.4 Ge´ne´ralite´s sur l’ordonnancement
L’ordonnancement consiste a` placer dans le temps les travaux sur le ou les processeurs.
Ce travail peut eˆtre effectue´ avant l’exe´cution du syste`me, et revient donc a` un proble`me
particulier de planification. Ou il peut eˆtre fait pendant l’exe´cution du syste`me, apportant
ainsi une plus grande flexibilite´. On parle alors d’ordonnancement hors-ligne ou en-ligne
(De´finition 1.16 et 1.17). Un avantage de l’ordonnancement hors-ligne est qu’il est possi-
ble d’effectuer des calculs lourds, en revanche, il n’est plus possible de tenir compte des
parame`tres variables au cours de l’exe´cution.
De´finition 1.16 Un algorithme d’ordonnancement s’exe´cute hors-ligne lorsque le calcul
de la se´quence d’ordonnancement est effectue´ avant l’exe´cution du syste`me.
De´finition 1.17 Un algorithme d’ordonnancement s’exe´cute en-ligne lorsque le calcul de
la se´quence d’ordonnancement est fait pendant l’exe´cution du syste`me.
Dans la plupart des syste`mes, il est possible d’interrompre une taˆche a` tout moment
pour libe´rer le processeur. Pour cela, le syste`me me´morise l’e´tat actuel de la taˆche de
fac¸on a` pouvoir plus tard reprendre l’exe´cution de celle-ci. Cette interruption s’appelle
une pre´emption (De´finition 1.18) et un ordonnanceur capable de pre´empter une taˆche est
1. Certains auteurs pre´fe`rent garder la meˆme formule que dans le cas monoprocesseur, a` savoir sans
diviser par le nombre de processeurs. Dans ce rapport, le terme d’utilisation cumule´e sera employe´ en ce
sens.
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dit pre´emptif. Les ordonnanceurs e´tudie´s dans ce document seront majoritairement de
type pre´emptif car cela apporte une flexibilite´ tre`s importante.
De´finition 1.18 Un ordonnanceur pre´emptif est un ordonnanceur qui peut interrompre
l’exe´cution d’une taˆche non termine´e pour en exe´cuter une autre.
Dans le cadre des syste`mes multiprocesseurs, on introduit aussi la notion de migration.
Certains ordonnanceurs permettent aux travaux successifs d’une taˆche d’eˆtre exe´cute´s
sur des processeurs diffe´rents, on parle alors de migration limite´e aux travaux. Et enfin,
certains ordonnanceurs sont meˆme capables de pre´empter un travail et le faire reprendre
sur un processeur diffe´rent.
Dans [Anderson, Bud et Devi 2005], les auteurs distinguent trois degre´s de migration
autorise´e :
1. Aucune migration : C’est l’ordonnancement par partitionnement.
2. Migration restreinte aux frontie`res des travaux.
3. Migration libre : Les travaux peuvent aussi migrer pendant leur exe´cution.
Les pre´emptions et les migrations induisent naturellement un surcout a` l’exe´cution.
Ces couˆts sont ignore´s dans le mode`le pre´sente´ mais certains travaux essayent d’en tenir
compte, en particulier en effectuant des simulations [Calandrino et al. 2006].
La majorite´ des algorithmes choisissent les travaux a` exe´cuter en fonction de leur pri-
orite´. On distingue trois manie`res diffe´rentes de ge´rer ces priorite´s [Goossens 2006] :
– Les algorithmes a` priorite´ fixe au niveau des taˆches (Fixed-Task-Priority), pour
lesquels les taˆches et les travaux partagent la meˆme priorite´. Exemple : Rate Mono-
tonic
– Les algorithmes a` priorite´ fixe au niveau des travaux (Fixed-Job-Priority) fixent
pendant l’exe´cution des priorite´s fixes aux travaux. Ainsi, les travaux d’une meˆme
taˆche peuvent avoir des priorite´s diffe´rents, mais cette priorite´ ne varie pas au cours
du temps. Exemple : Earliest Deadline First
– Les algorithmes a` priorite´ dynamique au niveau des travaux (Dynamic-Job-Priority)
de´finissent a` chaque instant une priorite´ pour chaque travail. Exemple : Least Laxity
First
Anderson, Bud et Devi font les meˆmes distinctions dans [Anderson, Bud et Devi
2005] mais en utilisant les termes respectifs : static, dynamic but fixed within a job, fully-
dynamic.
Attention, un nombre non ne´gligeable d’auteurs ne font apparaˆıtre que deux cate´gories,
les algorithmes a` priorite´ fixe et les algorithmes dynamiques. Les algorithmes classe´s FJP
et DJP font alors partie de la cate´gorie des algorithmes dynamiques.
On distinguera aussi les ordonnanceurs conservatifs (De´finition 1.19) de ceux qui ne le
sont pas. Un ordonnanceur non-conservatif peut eˆtre inte´ressant dans le cas non-pre´emptif
car il peut eˆtre utile d’attendre l’arrive´e d’un travail court avant d’exe´cuter un travail plus
long.
De´finition 1.19 Un ordonnanceur conservatif a comme particularite´ de ne jamais laisser
le processeur dans un e´tat oisif (idle) s’il reste des travaux a` exe´cuter. Au contraire, un
ordonnanceur non-conservatif peut de´cider d’introduire des laps de temps pendant lesquels
aucune taˆche n’est ordonnance´e.
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Une possible ge´ne´ralisation de la de´finition d’ordonnanceur conservatif, applique´e aux
syste`mes multiprocesseurs uniformes, est donne´e par la de´finition 1.20. Cette de´finition est
particulie`rement stricte dans le cas de processeurs diffe´rents dans le sens ou` cela implique
des migrations en cascade lorsqu’un travail tre`s prioritaire libe`re le processeur le plus
rapide (de´calage de l’ensemble des travaux en cours d’exe´cution).
De´finition 1.20 Un algorithme d’ordonnancement pour une plate-forme uniforme est dit
conservatif s’il satisfait les conditions suivantes [Goossens 2006] :
– Il ne laisse jamais un processeur oisif lorsqu’il y a des travaux en attente.
– S’il doit mettre des processeurs dans l’e´tat oisif, ils devront eˆtre les plus lents.
– Il exe´cute toujours les travaux les plus prioritaires sur les processeurs les plus rapides.
Enfin, il existe des algorithmes qui sont base´s sur des quanta de temps (discre´tisation du
temps et prise de de´cision possible a` chaque quantum), d’autres utilisent aussi des timers
mais ne forment pas d’intervalles re´guliers, et enfin, certains algorithmes se limitent aux
e´ve´nements simples tels que l’arrive´e d’un nouveau travail et la fin d’un travail. Le lecteur
devra rester attentif a` ces aspects car certains travaux the´oriques ne tiennent pas compte
de la re´solution des timers.
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2 Ordonnancement monoprocesseur
Dans cette section, seront pre´sente´s les algorithmes classiques d’ordonnancement mono-
processeur en-ligne. Tous les algorithmes pre´sente´s partagent au moins la condition ne´cessaire
e´vidente de U ≤ 1, c’est-a`-dire que l’utilisation totale du syste`me n’exce`de pas la capacite´
de calcul du processeur.
2.1 Priorite´ fixe au niveau des taˆches (Fixed-Task-Priority)
Cette sous-partie pre´sente les algorithmes qui appartiennent a` la famille des algorithmes
d’ordonnancement a` priorite´ fixe. Chaque taˆche a une certaine priorite´, dont he´ritent ses
travaux, et qui est de´finie avant l’exe´cution du syste`me et qui ne varie pas au cours
de la vie du syste`me. Ge´ne´ralement, l’ordonnancement est pre´emptif, mais ce n’est pas
une obligation. En l’absence de pre´cision, l’ordonnanceur pre´sente´ sera conside´re´ comme
pre´emptif.
2.1.1 Rate Monotonic
L’ordonnanceur Rate Monotonic (RM) est un ordonnanceur a` priorite´ fixe. La priorite´
des taˆches est fonction de leur pe´riode. Plus pre´cise´ment, plus la pe´riode est petite et plus
la taˆche est prioritaire.
Dans le cas d’un syste`me de taˆches sporadiques a` e´che´ance implicite et de´part simultane´,
Liu et Layland ont montre´ dans le the´ore`me 2 de [Liu et Layland 1973] que le choix
de priorite´s effectue´ par RM est optimal dans le sens ou` il n’existe pas d’autre affectation
de priorite´ fixe qui permettrait d’ordonnancer un ensemble de taˆches qui ne peut pas eˆtre
ordonnance´ par RM.
L’affectation des priorite´s par RM n’est pas toujours optimale dans les autres cas.
[Goossens et Devillers 1997] traite en particulier le cas ou` les taˆches ne sont plus a`
de´part simultane´.
Dans [Liu et Layland 1973], les auteurs de´terminent une condition suffisante d’ordon-
nanc¸abilite´ pour des syste`mes de n taˆches a` e´che´ance implicite, sporadiques et a` de´part
simultane´. Cette condition suffisante est donne´e par l’e´quation 2.1. La preuve donne´e par
Liu et Layland est conteste´e par Devillers et Goossens et est corrige´e et comple´te´e






≤ n(21/n − 1) (2.1)
Pour avoir un meilleur ordre de grandeur, il est inte´ressant de calculer la limite de cette
fonction pour n qui devient grand (E´quation 2.2). On trouve que pour n > 5, la valeur
obtenue est de´ja` tre`s proche de la limite, a` savoir environ 0.7.
lim
n→∞
n(21/n − 1) = ln2 ≈ 0.69 (2.2)
Une autre condition suffisante, appele´e condition hyperbolique, a e´te´ introduite par
[Bini et Buttazzo 2001] et est donne´e par l’e´quation 2.3. Celle-ci offre une meilleure
11
limite d’utilisation pour un temps de calcul similaire. Par simulation et e´tude analytique,
les auteurs trouvent que lorsque le nombre de taˆches a` traiter tend vers l’infini, la limite
d’utilisation fournie par la condition hyperbolique est
√
2 fois plus grande que celle fournie






+ 1) ≤ 2 (2.3)
Il est aussi possible de calculer l’ordonnanc¸abilite´ exacte d’un syste`me par RM, les
travaux de [Lehoczky, Sha et Ding 1989 ; Audsley et al. 1993] vont dans ce sens. La
complexite´ de ces tests e´tant pseudo-polynomiale, il est impossible de faire ces tests en
ligne. Pour cela, des approximations sont fournies par d’autres tests [Bini et Buttazzo
2002].
Enfin, si les pe´riodes des taˆches sont harmoniques, alors la condition suffisante d’or-








L’ordonnanceur Deadline Monotonic est un ordonnanceur a` priorite´ fixe avec pour
priorite´ l’e´che´ance relative de la taˆche [Leung et Whitehead 1982]. Plus l’e´che´ance est
petite et plus la taˆche est prioritaire.
L’affectation des priorite´s est optimale pour des syste`mes de taˆches synchrones a` e´che´ance
contrainte. Dans le cas des syste`mes a` e´che´ances implicites, Deadline Monotonic et Rate
Monotonic se confondent.
La condition suffisante pour DM pour des syste`mes de taˆches a` e´che´ance contrainte,





≤ n(21/n − 1) (2.5)
2.1.3 Non comparabilite´ des ordonnancements pre´emptifs et non-pre´emptifs
Enfin, remarquons qu’un algorithme a` priorite´ fixe tel que Rate Monotonic pre´emptif
et son e´quivalent non-pre´emptif ne sont pas comparables pour des taˆches a` e´che´ance con-
trainte :
– Il existe un syste`me de taˆche τ ordonnanc¸able avec pre´emption et non ordonnanc¸able
sans (voir Figure 3).
– Il existe un syste`me de taˆche τ ordonnanc¸able sans pre´emption et non ordonnanc¸able
avec (voir Figure 4).
2.2 Priorite´ fixe au niveau des travaux (Fixed-Job-Priority)
Dans cette sous-partie, nous nous inte´ressons aux algorithmes a` priorite´ fixe au niveau
des travaux. C’est-a`-dire que la priorite´ d’une taˆche peut varier d’un travail a` un autre
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Figure 3 – Exemple simple ou` un ordonnanceur non pre´emptif sera mis en e´chec (τ1 est
prioritaire sur τ2). τ1 : (C1 = 2.5ms, T1 = 5ms,D1 = 5ms) et τ2 : (C2 = 6.8ms, T2 =
15ms,D2 = 15ms)
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Figure 4 – Exemple simple ou` un ordonnanceur pre´emptif sera mis en e´chec (τ1 est prior-
itaire sur τ2). τ1 : (C1 = 1.8ms, T1 = 4.3, D1 = 4.3) et τ2 : (C2 = 5ms, T2 = 8.6ms,D2 =
5.6ms)
mais que la priorite´ d’un travail ne changera pas. Ces algorithmes sont souvent appele´s a`
priorite´ dynamique dans le sens ou` la priorite´ d’une taˆche peut varier.
2.2.1 Earliest Deadline First
Earliest Deadline First (EDF) est un ordonnanceur a` priorite´ fixe au niveau des travaux
dont la priorite´ est plus forte lorsque l’e´che´ance absolue est plus proche. Ge´ne´ralement,
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EDF est utilise´ avec pre´emption : si une nouvelle taˆche arrive et que sa date d’e´che´ance
absolue est plus rapproche´e, alors la taˆche en cours d’exe´cution est pre´empte´e et la nouvelle
taˆche est exe´cute´e. Cependant, EDF peut aussi eˆtre utilise´ sans pre´emption, mais ce cas
ne sera pas traite´ ici et les re´sultats qui sont fournis ne concernent que EDF pre´emptif.
La condition ne´cessaire et suffisante de EDF, pour des taˆches pe´riodiques ou sporadiques








Pour des taˆches a` e´che´ances contraintes, on retiendra que EDF est un algorithme d’or-
donnancement optimal dans le sens ou` si un syste`me de taˆches est ordonnanc¸able, alors
EDF sera capable de l’ordonnancer [Baruah et Goossens 2003b].
EDF offre de meilleures performances que RM en terme d’ordonnanc¸abilite´ dans bien
des cas, Buttazzo en fait une e´tude comparative dans [Buttazzo 2005].
2.3 Priorite´ dynamique au niveau des travaux (Dynamic-Job-Priority)
2.3.1 Least Laxity First
La laxite´ dynamique est le temps maximum pendant lequel l’exe´cution de la taˆche peut
eˆtre retarde´e sans manquer son e´che´ance. Cela s’e´crit : d − (tcur + cret) avec d la date





Figure 5 – Repre´sentation visuelle de la notion de laxite´ dynamique.
L’algorithme Least Laxity First (LLF) rend prioritaire les travaux dont la laxite´ dy-
namique est la plus faible. C’est donc un algorithme avec priorite´ dynamique au niveau
des travaux car la priorite´ d’un travail e´volue avec le temps (la priorite´ de chaque travail
non exe´cute´ augmente).
Contrairement a` un algorithme a` priorite´ fixe pour les travaux tel que EDF, il est
ne´cessaire pour LLF de mettre a` jour fre´quemment les priorite´s des travaux alors que
pour EDF ce n’est fait qu’a` l’activation de la taˆche.
LLF est optimal pour ordonnancer des syste`mes de taˆches inde´pendantes [Mok 1983].
Cet algorithme peut engendrer de nombreux changements de contexte, en effet, pour
s’en persuader, il suffit de prendre 2 travaux (notons a et b) avec la meˆme laxite´ (laxity-tie)
: si on choisit d’exe´cuter a alors la priorite´ de b augmente et de´passe donc la priorite´ de a,
donc b pre´empte a et la situation inverse se produit alors. La figure 6 montre ce phe´nome`ne
avec deux taˆches quelconques et une mise a` jour des priorite´s toutes les millisecondes. Bien
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e´videmment, plus le nombre de taˆches est important, plus la charge syste`me est grande et
plus ce proble`me risque de survenir.
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t
Figure 6 – Exemple du phe´nome`ne d’oscillation entre deux taˆches engendre´ par LLF.
L’algorithme MLLF pre´sente´ dans [Oh et Yang 1998] tente de re´soudre ce proble`me
tout en gardant son optimalite´. Dans ce papier, les re´sultats par simulation indiquent une
re´duction par deux du nombre de pre´emptions lorsque la charge devient maximale.
2.4 Exemple de mise en œuvre
Dans cette section, sont propose´s deux algorithmes e´crits en pseudo-code qui permettent
de mettre un œuvre des ordonnancements de type priorite´ fixe sur les taˆches (ex : RM) ou
sur les travaux (ex : EDF), pre´emptif ou non pre´emptif. Il existe d’autres fac¸ons de faire
la meˆme chose, mais l’objectif ici est simplement de fixer les ide´es et non de donner une
solution optimise´e.
Nous aurons besoin d’un ensemble de taˆches actives que l’on va nommer A. Le choix
de la structure de donne´e est laisse´e libre (tas, liste, tableau...) mais n’est suˆrement pas a`
ne´gliger lors de la phase d’imple´mentation.
2.4.1 Ordonnancement non-pre´emptif
Le cas non-pre´emptif est le plus simple dans la mesure ou` l’ordonnanceur ne peut rien
faire tant que le processeur est de´ja` occupe´. Les de´cisions se font donc a` la fin de chaque
travail et a` l’arrive´e d’un nouveau travail. Lors de l’activation d’une taˆche, c’est-a`-dire
a` l’instant d’arrive´e d’un travail de la taˆche, il faut ajouter cette taˆche dans la liste des
taˆches actives et donc en attente du processeur (Algorithme 1). Attention, dans le cas d’un
algorithme a` priorite´ fixe sur les travaux, il faut aussi recalculer la priorite´ de la taˆche.
Entre´es : τi : la taˆche qui est active´e.
A← A ∪ {τi};1
ordonnance();2
Algorithme 1 : activation tache(τi)
Lors de la fin de l’exe´cution du travail d’une taˆche, il suffit de provoquer un re´ordonnancement
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puisque le processeur est maintenant libe´re´ (Algorithme 2).
Entre´es : τi : la taˆche qui est termine´e.
ordonnance();1
Algorithme 2 : terminaison tache(τi)
Et enfin, l’algorithme principal d’ordonnancement va simplement lancer l’exe´cution de
la taˆche la plus prioritaire, si elle existe, sur le processeur (Algorithme 3).
τi ← la taˆche de plus grande priorite´ de A;1
Si processeur est libre et τi existe Alors2
Exe´cute τi sur le processeur;3
Retire τi de A ;4
Fin Si5
Algorithme 3 : ordonnance() sans pre´emption
2.4.2 Ordonnancement Pre´emptif
La proce´dure d’ordonnancement traite maintenant le cas ou` le processeur n’est pas
libre. Le choix a e´te´ fait ici de ne pre´empter les taˆches que dans la proce´dure ordonnance
(Algorithme 4).
τi ← la taˆche de plus grande priorite´ de A;1
Si τi existe Alors2
Si processeur est libre Alors3
Exe´cute τi sur le processeur;4
Retire τi de A;5
Sinon6
Soit τj la taˆche actuellement ordonnance´e sur le processeur;7
Si priorite(τi) > priorite(τj) Alors8
Pre´empte τj ;9
A← A ∪ {τj};10
Exe´cute τi sur le processeur;11




Algorithme 4 : ordonnance() avec pre´emption
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3 Ordonnancement multiprocesseur
Cette partie s’inte´resse aux algorithmes pour ordonnancer les taˆches sur de multiples
processeurs. Les politiques pre´sente´es et les re´sultats associe´s se limitent au cas des pro-
cesseurs identiques pour des raisons de simplicite´, cependant, certains algorithmes sont
capables de tirer profit d’architectures avec des processeurs diffe´rents.
L’ordonnancement monoprocesseur vise a` re´soudre le proble`me d’allocation temporelle
du processeur aux taˆches. L’ordonnancement multiprocesseur rajoute en plus un proble`me
d’allocation spatiale, c’est-a`-dire quel processeur utiliser.
Les premiers travaux sur l’ordonnancement multiprocesseur classaient les algorithmes
en deux cate´gories :
– Ordonnancement par partitionnement : re´partition a priori des n taˆches sur les m
processeurs. L’ordonnancement est re´alise´ localement sur chaque processeur et les
taˆches ne peuvent pas migrer d’un processeur a` l’autre.
– Ordonnancement global : l’ordonnanceur s’applique sur l’ensemble des taˆches et pro-
cesseurs. Les taˆches peuvent donc migrer d’un processeur a` l’autre.
L’inte´reˆt des chercheurs s’est porte´ au de´but sur l’ordonnancement par partitionnement
car il est simple et il permet de re´utiliser les re´sultats des travaux sur l’ordonnance-
ment monoprocesseur. En effet, l’ordonnancement par partitionnement revient a` re´duire
le proble`me d’ordonnancement surm processeurs a`m proble`mes d’ordonnancement mono-
processeur.
L’ordonnancement global a longtemps e´te´ mis de coˆte´ en raison des faibles taux d’u-
tilisation autorise´s, et en particulier Dhall et Liu ont montre´ qu’un ensemble de taˆches
au facteur d’utilisation cumule´ proche de 1 ne peut pas eˆtre correctement ordonnance´
sur m processeurs en appliquant globalement les politiques RM ou EDF [Dhall et Liu
1978]. Depuis, de nombreuses politiques d’ordonnancement globales de´die´es au cas mul-





Il est aussi important de noter que dans la plupart des cas, il n’est pas possible de
comparer directement ces politiques [Leung etWhitehead 1982]. Leung etWhitehead
ont montre´ par exemple que pour des priorite´s fixes au niveau des taˆches, les approches
par partitionnement et globales sont non comparables (De´finition 1.13).
Les politiques d’ordonnancement globales souffrant de certains de´fauts, des politiques
d’ordonnancement interme´diaires ou` la migration des taˆches est mieux controˆle´e ont e´te´
imagine´es. Ces algorithmes forment alors une troisie`me cate´gorie appele´e : ordonnancement
semi-partitionne´.
3.1 Ordonnancement par partitionnement
Le principe de l’ordonnancement par partitionnement est relativement simple dans le
cadre de processeurs identiques. Nous nous limitons aussi au cas des taˆches pe´riodiques ou
sporadiques, a` e´che´ance sur requeˆte. Il est aussi ne´cessaire de connaˆıtre, de`s la conception
du syste`me, l’ensemble des taˆches. L’ordonnancement par partitionnement consiste a` par-
titionner les taˆches pour affecter chaque taˆche a` un unique processeur. Ensuite, les taˆches
associe´es a` chaque processeur sont ordonnance´es selon un ordonnanceur monoprocesseur
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(Figure 7). Ge´ne´ralement, le partitionnement est effectue´ hors-ligne, en se basant sur les
conditions d’ordonnanc¸abilite´ et les caracte´ristiques des taˆches, en particulier leur facteur
d’utilisation. Ce proble`me de partitionnement est un exemple de proble`me de bin-packing,
qui pour rappel est NP-Complet.
Deux variantes au proble`me existent : dans certains cas, on souhaite de´terminer le
nombre minimum de processeurs ne´cessaires pour pouvoir ordonnancer correctement le
syste`me. Dans d’autres cas, le nombre de processeurs est fixe´ et l’on souhaite juste trouver
un partitionnement tel que le syste`me soit ordonnanc¸able. Le premier proble`me est donc
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Figure 7 – Re´pre´sentation graphique de la strate´gie d’ordonnancement par partitionnement
3.1.1 Mode´lisation du proble`me
Dans cette sous-partie, est pre´sente´e une mode´lisation possible du proble`me qui se base
sur les facteurs d’utilisation.
Soit xij , une variable binaire qui vaut 1 lorsque la taˆche τi est affecte´e au processeur
Pj et 0 sinon. Il va de soi qu’une taˆche ne doit eˆtre affecte´e qu’a` un seul processeur,
ce qui se mode´lise par la contrainte (3.1). La seconde contrainte est que l’utilisation to-
tale de l’ensemble des taˆches affecte´ a` un processeur ne de´passe pas l’utilisation que le
processeur est capable d’accepter avec l’ordonnanceur monoprocesseur choisi. Ceci se for-
malise par (3.2), avec CapMaxj l’utilisation totale maximale telle que le sous-ensemble
de taˆches soit ordonnanc¸able sur le processeur Pj (constante qui vaut 1 par exemple avec
un ordonnancement local par EDF).
∀i ∈ {1, ...n},
m∑
j=1
xij = 1 (3.1)
∀j ∈ {1, ...m},
n∑
i=1
U(τi)× xij ≤ CapMaxj (3.2)
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Si l’objectif est de de´terminer le nombre minimum de processeurs ne´cessaires, il est
alors ne´cessaire de rajouter une variable binaire yj qui vaut 1 lorsque le processeur Pj
est utilise´ et 0 sinon (m devient alors le nombre maximum de processeurs autorise´s). La
contrainte (3.2) est alors modifie´e pour inte´grer yj (3.3) de fac¸on a` ce qu’un processeur
non utilise´ n’accepte aucune taˆche. Enfin, on cherche a` minimiser le nombre de processeurs
ne´cessaires et cela s’exprime par la relation (3.4).
∀j ∈ {1, ...m},
n∑
i=1






Le nombre de partitions de n e´le´ments en m ensembles est tel qu’e´nume´rer toutes
les possibilite´s devient rapidement impossible. Cependant, il est possible de profiter des
nombreux travaux re´alise´s pour re´soudre le proble`me de bin-packing. Korf pre´sente un
algorithme de type se´paration et e´valuation capable de de´terminer le nombre de contain-
ers ne´cessaires pour ranger N e´le´ments [Korf 2002]. En 2003, Korf pre´sente dans une
nouvelle publication des ame´liorations pour ame´liorer l’algorithme initial [Korf 2003].
D’apre`s les expe´riences re´alise´es, il serait capable de de´terminer le nombre minimum de
containers ne´cessaires pour ranger 95 e´le´ments en seulement 1.3 secondes en moyenne
sur une machine peu puissante (440 Mhz). En revanche, l’algorithme pre´sente´ pose des
proble`mes de variation de temps d’exe´cution pour des proble`mes de plus de 100 e´le´ments.
De nombreuses autres approches, comple`tement diffe´rentes, existent pour re´soudre ce
proble`me. En 2004, Shaw a introduit une nouvelle contrainte pour re´duire significative-
ment le nombre de solutions a` tester [Shaw 2004]. Dans cette publication, il compare ses
re´sultats avec ceux de Korf et s’aperc¸oit que les instances difficiles pour son algorithme
sont re´solues instantane´ment par l’algorithme de Korf et inversement. On peut donc en
conclure qu’une approche hybride, par changement de strate´gie, pourrait permettre de
re´soudre rapidement une tre`s grande quantite´ de proble`mes.
Pour un nombre faible de taˆches, il peut donc eˆtre pertinent de re´aliser un partition-
nement exact. Mais de`s que le nombre de taˆches devient trop grand, il n’est plus possible
d’utiliser une me´thode exacte.
3.1.3 Heuristiques
Lorsque le nombre de taˆches devient tre`s grand, ou si on n’a pas besoin d’un partition-
nement exact et que l’on connait le nombre de processeurs a` notre disposition, il peut eˆtre
inte´ressant d’essayer de re´soudre le proble`me avec une heuristique.
Les heuristiques les plus classiques sont le First-Fit, le Best-Fit, le Next-Fit, etc. Ainsi
que leurs variantes ou` les taˆches sont d’abord trie´es par ordre de´croissant selon leur taille,
on les nomme alors Decreasing First-Fit, Decreasing Best-Fit, Decreasing Next-Fit, etc.
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Ils ont tous une complexite´ de l’ordre de O(n × m), le tri des taˆches est de l’ordre de
O(n · log(n)) et ne change donc pas vraiment la complexite´ de l’heuristique.
La qualite´ de ces heuristiques est ge´ne´ralement plutoˆt correcte [Lee et Lee 1985 ; Oh et
Bakker 1998]. Coffman, Garey et Johnson ont e´tudie´ en de´tail (et de manie`re quasi-
exhaustive) les performances des heuristiques pour le bin packing [Coffman, Garey et
Johnson 1997]. La suite de cette partie se concentre sur la description de ces algorithmes
uniquement. Nous nous limitons a` un nombre fixe´ de processeurs.
First-Fit L’ide´e principale de l’algorithme First-Fit est, comme son nom l’indique, d’af-
fecter chaque taˆche au premier processeur trouve´ tel que l’ordonnanceur local peut l’or-
donnancer avec les taˆches de´ja` affecte´es (U [j] + U(τi) > CapMaxj , avec U [j] l’utilisation
du processeur Pj). Pour chaque taˆche, on reprend la recherche depuis le de´but de la liste
des processeurs (Algorithme 5).
Pour tout τi ∈ τ Faire1
j ← 1;2
Tant Que U [j] + U(τi) > CapMaxj Faire3
j ← j + 1;4
Si j > m Alors5
Pas de solution !;6
Fin Si7
Fin Tant Que8
Pj ← Pj ∪ {τi};9
U [j]← U [j] + U(τi);10
Fin Pour11
Algorithme 5 : Algorithme First-Fit
Next-Fit L’algorithme Next-Fit est similaire au First-Fit a` la diffe´rence pre`s que l’on
ne reprend pas la recherche depuis le de´but a` chaque taˆche (Algorithme 6).
Best-Fit L’algorithme Best-Fit choisit le processeur disposant de la plus petite capacite´
disponible et capable d’accepter la taˆche tout en restant ordonnanc¸able (Algorithme 7). En
pratique, c’est e´quivalent au First-Fit mais en triant les processeurs par capacite´. Si la liste
des processeurs est maintenue dans un tas, la complexite´ supple´mentaire pour maintenir
la liste trie´e est de l’ordre de O(m · log(m)) ce qui ne change pas significativement la
complexite´ totale de l’heuristique.
Worst-Fit Exactement identique au Best-Fit mais en triant par ordre croissant des
capacite´s disponibles les processeurs (Algorithme 8).
3.1.4 Pire cas
Les algorithmes de type partitionne´s souffrent d’un tre`s mauvais taux d’utilisation du
syste`me dans le pire des cas. Cette limite d’utilisation du syste`me est de seulement m+12·m .
En effet, soit un syste`me de m processeurs avec m + 1 taˆches a` ordonnancer. Si chaque
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j ← 1;1
Pour tout τi ∈ τ Faire2
k ← 1;3
Tant Que U [j] + U(τi) > CapMaxj Faire4
j ← j + 1;5
k ← k + 1;6
Si j > m Alors7
j ← 1;8
Fin Si9
Si k > m Alors10
Pas de solution !;11
Fin Si12
Fin Tant Que13
Pj ← Pj ∪ {τi};14
U [j]← U [j] + U(τi);15
Fin Pour16
Algorithme 6 : Algorithme Next-Fit
Pour tout τi ∈ τ Faire1
j ← 1;2
Tant Que U [j] + U(τi) > CapMaxj Faire3
j ← j + 1;4
Si j > m Alors5
Pas de solution !;6
Fin Si7
Fin Tant Que8
Pj ← Pj ∪ {τi};9
U [j]← U [j] + U(τi);10
Remise en ordre (de´croissant) de la liste des processeurs;11
Fin Pour12
Algorithme 7 : Algorithme Best-Fit
Pour tout τi ∈ τ Faire1
j ← 1;2
Tant Que U [j] + U(τi) > CapMaxj Faire3
j ← j + 1;4
Si j > m Alors5
Pas de solution !;6
Fin Si7
Fin Tant Que8
Pj ← Pj ∪ {τi};9
U [j]← U [j] + U(τi);10
Remise en ordre (croissant) de la liste des processeurs;11
Fin Pour12
Algorithme 8 : Algorithme Worst-Fit
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taˆche a un taux d’utilisation de 0.5+ ǫ (ǫ > 0), alors une taˆche ne pourra pas eˆtre affecte´e
a` un processeur. Le taux d’utilisation de ce syste`me est de (m + 1) · (0.5 + ǫ)/m, ce qui
nous donne bien limǫ→0(m+ 1) · (0.5 + ǫ)/m = m+12·m .
Pour m > 4 processeurs, le taux d’utilisation est en dessous de 60% et tend vers 50%.
3.2 Ordonnancement global
La strate´gie visant a` partitionner les taˆches pour les affecter statiquement a` des pro-
cesseurs montre rapidement certaines limites dues a` la non-migration possible des taˆches.
Par exemple, un syste`me compose´ de trois taˆches identiques avec C = 2, T = 3, D = T
et deux processeurs, n’est pas ordonnanc¸able par partitionnement alors qu’en autorisant
l’une des taˆches a` s’exe´cuter sur un processeur puis l’autre, on voit que le syste`me est
ordonnanc¸able (voir Figure 8).
0 1 2 3
0 1 2 3
t
t
Figure 8 – Exemple de syste`me de taˆches non ordonnanc¸able par une politique par parti-
tionnement mais ordonnanc¸able avec migration (ici, politique EDZL).
La strate´gie d’ordonnancement global n’emploie qu’un seul ordonnanceur et une seule
file de taˆches (voir Figure 9). Les taˆches ne sont pas destine´es a` un processeur en partic-
ulier, contrairement a` la strate´gie par partitionnement. C’est cette diffe´rence majeure qui
permet d’autoriser les migrations. Puisque l’ordonnancement global permet de supprimer
la contrainte de non-migration, il semble logique que la classe de proble`mes ordonnanc¸ables
soit plus grande. Malheureusement, il a e´te´ montre´ qu’appliquer RM ou EDF de manie`re
globale, ne permet pas d’obtenir des conditions suffisantes plus avantageuses qu’un or-
donnancement par partitionnement [Dhall et Liu 1978]. C’est pour cette raison que de
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Ordonnanceur
global
0 5 10 15 20
Figure 9 – Re´pre´sentation graphique de la strate´gie d’ordonnancement global
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3.3 Ge´ne´ralisation des algorithmes monoprocesseurs
Il est possible de ge´ne´raliser les techniques d’ordonnancement monoprocesseurs telles
que RM et EDF. Si on reprend l’algorithme 4, il suffit d’ajouter une boucle pour parcourir
l’ensemble des processeurs et affecter la taˆche au premier processeur libre ou exe´cutant
une taˆche moins prioritaire (dans ce dernier cas, la taˆche pre´empte´e rejoint l’ensemble
des taˆches preˆtes et pourrait alors eˆtre place´e sur un autre processeur). Dans le cas de
processeurs uniformes, afin d’avoir un algorithme conservatif, il convient de trier les pro-
cesseurs par capacite´ de calcul.
La re´solution des compe´titions entre travaux de meˆme priorite´ peut aussi poser proble`me
dans le cas multiprocesseur. Il a e´te´ montre´ que la technique de re´solution a de l’influence
sur l’ordonnanc¸abilite´ [Goossens, Funk et Baruah 2002].
Afin de de´terminer des conditions suffisantes d’ordonnanc¸abilite´, Phillips et al. ont
e´tudie´ une technique par augmentation de ressources, c’est-a`-dire comment peut-on rendre
un syste`me ordonnanc¸able par une politique en-ligne en fournissant des processeurs plus
puissants.
Applique´ a` EDF, ils montrent que si un ensemble de travaux est faisable sur m pro-
cesseurs identiques, alors le syste`me est ordonnanc¸able avec EDF sur m processeurs iden-
tiques dont la puissance de calcul est (2 − 1m) fois plus grande que le syste`me d’origine
[Phillips et al. 1997].
3.3.1 Crite`res d’ordonnanc¸abilite´ RM / EDF
Nous nous inte´ressons maintenant, aux crite`res suffisants (mais non ne´cessaires) pour
montrer qu’un syste`me est ordonnanc¸able. Nous nous limitons aux syste`mes de taˆches
pe´riodiques a` e´che´ances implicites dans un premier temps.
Rate Monotonic : Tout ensemble de taˆches pe´riodiques a` e´che´ances implicites ve´rifiant
l’un des crite`res suivants est ordonnanc¸able sur m processeurs identiques par la politique
RM [Andersson, Baruah et Jonsson 2001 ; Baruah et Goossens 2003a ; Bertogna,


















(1− Umax(τ)) + Umax(τ) (3.7)
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Earliest Deadline First : Tout ensemble ve´rifiant l’un des crite`res suivant est ordon-














U(τi) ≤ m+ 1
2
(3.9)
3.3.2 Algorithmes d’ordonnancement RM-US[ξ] et EDF-US[ξ]
Les politiques RM-US[ξ] [Andersson,Baruah et Jonsson 2001] et EDF-US[ξ] [Srini-
vasan et Baruah 2002] de´rivent respectivement des algorithmes RM et EDF (ge´ne´ralise´s
aux architectures multiprocesseurs). Partant de l’analyse des crite`res d’ordonnanc¸abilite´
des poliques RM et EDF, ces nouvelles politiques proposent d’ajouter un seuil sur le taux
d’utilisation au dela` duquel les taˆches sont conside´re´es a` priorite´ maximale (avec re´solution
arbitraire des conflits).
Autrement dit, ces politiques classent les taˆches en deux cate´gories :
– Si U(τi) > ξ, alors τi est une taˆche lourde et sa priorite´ ainsi que celle de ses travaux
est maximale.
– Sinon, τi est une taˆche le´ge`re et le calcul de la priorite´ reste inchange´ par rapport a`
RM ou EDF.
Ceci permet d’obtenir de meilleures conditions suffisantes d’ordonnanc¸abilite´, en sup-
primant en particulier la contrainte sur Umax(τ).
3.3.3 Algorithmes d’ordonnancement a` laxite´ nulle (Zero Laxity)
Les politiques RMZL, FPZL et EDZL sont des algorithmes a` priorite´ dynamique, base´s
sur les algorithmes respectifs RM, FP et EDF, et inte´grant la notion de laxite´. Pour rappel,
la laxite´ est la marge temporelle d’un travail pendant lequel il peut ne pas eˆtre exe´cute´
sans manquer son e´che´ance. Lorsqu’un travail devient a` laxite´ nulle, cela signifie que s’il
n’est pas imme´diatement exe´cute´ et ce sans interruption, alors il ne pourra pas respecter
son e´che´ance.
Le principe de ces algorithmes est d’attribuer une priorite´ maximale aux travaux de
laxite´ nulle afin d’e´viter un non respect d’e´che´ance et d’ordonnancer selon RM, FP ou
EDF sinon.
Des e´tudes montrent que EDZL domine EDF [Park et al. 2005]. En effet, si un syte`me
de taˆche est ordonnanc¸able par EDF, alors EDF et EDZL se comportent de manie`re
identique. De plus, il existe des exemples de cas ou` un syste`me de taˆches est ordonnanc¸able
par EDZL et ne l’est pas par EDF (voir figure 10).
Park et al. montrent par simulation que EDZL permet aussi d’ordonnancer un nombre
plus important de syste`mes que les variantes d’EDF, EDF-US [Srinivasan et Baruah
2002] et fpEDF [Baruah 2004]. De plus, le nombre de pre´emptions reste similaire a` EDF
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Figure 10 – Exemple ou` EDZL permet un ordonnancement alors que EDF est en e´chec.
τ1 = (1, 2), τ2 = (1, 2), τ3 = (5, 6)
3.4 Ordonnancement global dit e´quitable (PFair)
Les algorithmes de la famille PFair (Proportionate Fair) ont une approche diffe´rente
de l’ordonnancement et sont destine´s aux architectures multiprocesseurs [Baruah et al.
1996]. La diffe´rence avec les algorithmes classiques d’ordonnancement est que les algo-
rithmes PFair imposent explicitement l’exe´cution des taˆches a` un taux re´gulier.
Levin et al. explique dans son paragraphe ”Why Greedy Schedulers Fail” dans [Levin
et al. 2010] pourquoi les approches qui ge´ne´ralisent les ordonnanceurs monoprocesseurs ne
permettent pas d’atteindre l’optimalite´ dans le cas multiprocesseur. En effet, contrairement
au cas monoprocesseur, il peut eˆtre ne´cessaire de prendre des de´cisions sur l’ordonnance-
ment alors qu’il n’y a pas d’e´ve´nement “habituel” donnant lieu a` un re´ordonnancement
(c’est-a`-dire, autre qu’une fin de taˆche, une activation d’une nouvelle taˆche, une laxite´
nulle, etc.). La contrainte d’e´quite´ de l’algorithme PFair, explique´e ci-apre`s, va permettre
de re´soudre cette difficulte´.
L’objectif d’un algorithme PFair est de se rapprocher d’un ordonnancement ide´al. Un
ordonnancement est dit ide´al, ou e´quitable, lorsque chaque taˆche rec¸oit exactement U(τi)·t
unite´s de temps processeur dans l’intervalle [0, t[. Bien suˆr, un tel ordonnancement est
impossible dans le cas discret, et un algorithme PFair va simplement essayer de s’en
rapprocher.
3.4.1 Mode´lisation de l’ordonnancement PFair
Discre´tisation du temps Le temps est discre´tise´ en en intervalles uniformes appele´s
des slots de temps. Les dure´es fournies pour illustrer les explications, dans la suite de cette
partie consacre´e a` PFair, sont exprime´es en nombre de slots. L’intervalle de temps [t, t+1[,
avec t ∈ N, correspond au slot t.
25
Contrainte PFair De fac¸on a` mode´liser une se´quence d’ordonnancement, nous de´finissons
la fonction binaire S : τ ×N→ {0, 1} qui renvoie 1 lorsqu’un travail τi est ordonnance´ sur
le slot t et 0 sinon.
Graˆce a` cette fonction, il est possible d’introduire la notion de de´calage en temps (lag),
qui mesure l’e´cart entre l’exe´cution ide´ale et la se´quence construite (De´finition 3.1).
De´finition 3.1 Le de´calage d’une taˆche τi a` l’instant t se note :




Graˆce a` cette notion de de´calage, il nous est possible de de´finir la contrainte PFair
(De´finition 3.2). La figure 11 montre l’ordonnancement d’une taˆche qui respecte cette
contrainte.
De´finition 3.2 Un algorithme est dit PFair lorsque, ∀t ∈ N, ∀τi ∈ τ, |lag(τi, t)| < 1.
Autrement dit, a` chaque instant, l’erreur d’exe´cution est strictement infe´rieure a` un quan-
tum de temps, ou encore que
t−1∑
l=0











Figure 11 – Ordonnancement PFair d’une taˆche τi (Ci = 7, Ti = 13).
Pseudo-re´veil et pseudo-e´che´ance : La construction d’un ordonnancement PFair
passe par la division de chaque taˆche en sous-taˆches de dure´e d’exe´cution un quantum.





sous-taˆche. Chaque sous-taˆche posse`de une feneˆtre d’exe´cution possible : [r(τ ji ), d(τ
j
i )]. On
appelle, r(τ ji ) la date de pseudo-re´veil et d(τ
j
i ) la date de pseudo-e´che´ance. La feneˆtre
d’exe´cution de τ ji se note w(τ
j
i ) et sa longueur est de´finie par : |w(τ ji )| = d(τ ji )− r(τ ji )+1.
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La contrainte PFair implique [Baruah et al. 1996] :











La figure 12 montre les feneˆtres d’exe´cution pour l’exemple pre´ce´dent (Ci = 7, Ti = 13).
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Figure 12 – Feneˆtres d’exe´cution des sous-taˆches de τi.
Dans le cadre de l’ordonnancement PFair, une taˆche est qualifie´e de lourde si et seule-
ment si son facteur d’utilisation est supe´rieur ou e´gal a` 1/2, sinon il s’agit d’une taˆche
le´ge`re. Il est inte´ressant de remarquer alors que seule une taˆche lourde posse`de des feneˆtres
d’exe´cution de taille 2 [Anderson et Srinivasan 1999].
Remarque : Un ordonnanceur PFair n’est pas conservatif dans la mesure ou` il peut eˆtre
amene´ a` ne pas exe´cuter de taˆches pour perdre de son avance. Une variante conservative
a e´te´ propose´e [Anderson et Srinivasan 2000a] et propose d’alle´ger la contrainte sur le
de´calage par : lag(τi, t) < 1. Les avantages sont des temps de re´ponse plus courts et une
mise en œuvre simplifie´e.
3.4.2 Optimalite´ de l’ordonnancement PFair
L’ordonnanc¸abilite´ d’un algorithme respectant la contrainte PFair doit eˆtre ve´rifie´e a`
chaque e´che´ance. L’e´che´ance d’une taˆche a` e´che´ance implicite τi se produit aux instants
k · Ti (k ∈ N).
Si l’e´che´ance a e´te´ respecte´e, alors a` ces instants, la taˆche doit avoir rec¸u k · Ci unite´s
de temps processeur. Or, d’apre`s la formule donne´e par la de´finition 3.2, nous savons que
la taˆche a rec¸u ⌊U(τi) · k · Ti⌋ ou ⌈U(τi) · k · Ti⌉ unite´s de temps processeur. En explicitant
U(τi) = Ci/Ti, on retrouve k · Ci qui est une valeur entie`re.
Un ordonnancement PFair de n taˆches pe´riodiques, synchrones et a` e´che´ances im-
plicites, surm processeurs identiques existe si et seulement si la condition 3.12 est respecte´e
[Baruah et al. 1996].
n∑
i=1
U(τi) ≤ m (3.12)
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Bien qu’en the´orie un tel ordonnancement est optimal, il convient de nuancer ce re´sultat
en pratique. En effet, les surcouˆts d’exe´cution tels que les prises de de´cision a` chaque quan-
tum, ou encore les nombreuses pre´emptions et possibles migrations, ne sont absolument pas
prises en compte. Et enfin, les processeurs doivent eˆtre parfaitement synchronise´s entre eux
pour respecter les pre´ce´dences des morceaux de taˆches (des travaux visent a` adapter PFair
pour tenir compte de ce proble`me de synchronisation [Holman et Anderson 2005]).
3.4.3 Algorithme d’ordonnancement EPDF
Un certain nombre d’ordonnanceurs PFair (ordonnanceurs qui respectent la condition
PFair) ont e´te´ de´finis. Nous nous inte´ressons dans un premier temps a` l’algorithme EPDF
(Earliest Pseudo-Deadline First) pour sa simplicite´ [Anderson et Srinivasan 2000b].
Cependant, il n’est optimal que pour deux processeurs au maximum.
L’ide´e est d’appliquer l’algorithme EDF sur les sous-taˆches en utilisant les pseudo-
e´che´ances. Les cas d’e´galite´s sont traite´s de manie`re arbitraire. La figure 13 montre un
exemple d’ordonnancement EPDF avec deux processeurs sur les taˆches suivantes :
– τ1 : C1 = 5, T1 = 10
– τ2 : C2 = 3, T2 = 4
– τ3 : C3 = 4, T3 = 6
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Figure 13 – Ordonnancement EPDF pour les taˆches : τ1 : (C1 = 5, T1 = 10), τ2 : (C2 = 3,
T2 = 4), τ3 : (C3 = 4, T3 = 6).
Sur la figure 14, nous pouvons constater le respect de la contrainte PFair.
3.4.4 Algorithme d’ordonnancement PD2
Les algorithmes PF, PD [Baruah et al. 1996] et PD2 [Anderson et Srinivasan 1999]
comple`tent EPDF par l’e´valuation et la comparaison d’autres crite`res. Nous ne de´taillerons
que PD2 qui est reconnu comme e´tant le plus efficace (plus faible complexite´ pour les prises
de de´cision).
PD2 utilise deux crite`res supple´mentaires pour de´terminer quelle taˆche est prioritaire
en cas d’e´galite´ de leurs pseudo-e´che´ances.
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Figure 14 – Ordonnancement EPDF avec comparaison par rapport a` l’ordonnancement
fluide.
Premier crite`re : successor bit. D’apre`s l’e´quation 3.11, r(τ j+1i ) est e´gal a` d(τ
j
i ) ou
d(τ ji )+1. Autrement dit, les feneˆtres successives se chevauchent de pre´cise´ment un slot ou
sont disjointes. On de´finit la fonction binaire b(τ ji ) qui vaut 1 en cas de chevauchement et
0 sinon.
b(τ ji ) =
{





La fonction de´finie par 3.13 est le premier crite`re, appele´ successor bit.
Deuxie`me crite`re : E´che´ance de groupe (Group deadline) Soit une se´quence
τ i, τ i+1..., τ j de sous-taˆches d’une taˆche lourde et telle que, ∀k ∈]i, j], |w(τk)| = 2 ∧
b(τk−1) = 1 (c’est-a`-dire que la feneˆtre est de taille 2 et qu’il y a chevauchement d’une
sous-taˆche a` la suivante), et soit |w(τ j+1)| = 3, soit b(τ j) = 0 (c’est-a`-dire que la sous-
taˆche successeur de la dernie`re sous-taˆche est de taille 3 ou que la dernie`re sous-taˆche du
groupe ne chevauche pas la suivante).
Une telle se´quence a pour particularite´ que si une sous-taˆche est exe´cute´e pendant le
dernier slot de sa feneˆtre, alors toutes les sous-taˆches conse´cutives n’auront pas d’autre
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choix que de s’exe´cuter dans le dernier slot de leur feneˆtre respective. Les sous-taˆches d’une
telle se´quence partagent donc en quelque sorte une e´che´ance de groupe : d(τ j) + 1.
On de´finit D(τ i), l’e´che´ance de groupe de la sous-taˆche τ i. Attention, ceci ne s’applique
qu’au cas des taˆches lourdes, pour le cas des taˆches le´ge`res, D(τ i) = 0.
Priorite´ des taˆches La relation d’ordre entre les priorite´s de deux taˆches a` l’instant τ





est conside´re´e prioritaire sur τkq si l’une des conditions suivante est respecte´e :
1. d(τ ji ) < d(τ
k
q ) (e´che´ance plus rapproche´e pour τ
j
i )
2. d(τ ji ) = d(τ
k
q )∧b(τ ji ) > b(τkq ) (e´che´ances identiques mais τ ji chevauche son successeur)
3. d(τ ji ) = d(τ
k
q )∧b(τ ji ) = b(τkq )∧D(τ ji ) > D(τkq ) (sinon priorite´ a` celui dont l’e´che´ance
de groupe est la plus e´loigne´e)
3.5 Ordonnancement global DP-Fair
Hong et Leung ont prouve´ qu’il n’existe pas d’ordonnanceur en-ligne optimal pour
un ensemble de travaux avec deux ou plus e´che´ances distinctes sur n’importe quel syste`me
multiprocesseur de deux ou plus processeurs [Hong et Leung 1988]. Les algorithmes de la
famille de PFair atteignent l’optimalite´ graˆce a` de nombreux de´coupages et l’ajout d’une
contrainte forte sur la fluidite´ de l’exe´cution des taˆches. Ces de´coupages permettent de
traiter des sous-taˆches partageant les meˆmes e´che´ances.
Cependant, ces de´coupages, ou e´ve`nements d’ordonnancement, sont nombreux et couˆteux
en calcul. Cela engendre de nombreuses pre´emptions et donc un surcouˆt important a`
l’exe´cution. Zhu, Mosse et Melhem montrent qu’il n’est pas ne´cessaire de se rapprocher
autant a` l’exe´cution fluide des travaux afin d’ame´liorer les performances en re´duisant le
nombre d’e´ve`nements d’ordonnancement [Zhu,Mosse etMelhem 2003]. Plus pre´cise´ment,
il est ne´cessaire de de´couper le temps en intervalles tels que sur chaque intervalle, les taˆches
partagent la meˆme date d’e´che´ance. DP-Fair, pour ”Deadline Partitionning Fair”, diffe`re
de PFair dans le sens ou` la contrainte de fluidite´ est assouplie pour ne porter que sur ces
e´che´ances [Levin et al. 2010].
3.5.1 Principe
DP-Fair est la the´orie qui unifie les techniques base´es sur le Deadline Partitionning
et celles sur PFair. Le Deadline Partitionning consiste a` de´couper le temps en intervalles
de´finis par l’ensemble des e´che´ances des taˆches (pour un syste`me de taˆches a` e´che´ances
implicites). Dans chaque intervalle, on affecte une dure´e locale d’exe´cution a` chaque travail
et les sous-travaux partagent la meˆme date d’e´che´ance, a` savoir la fin de l’intervalle. DP-
Fair ajoute comme contrainte qu’a` la fin de chaque intervalle, les taˆches doivent avoir
rejoint leur exe´cution fluide.
La premie`re e´tape de l’algorithme est de partitionner le temps en intervalles de´finis par
les dates d’e´che´ance de l’ensemble des taˆches. Plus formellement, et en s’inspirant de la
notation utilise´e dans [Levin et al. 2010], on note t0 = 0 et on pose t1, t2, etc, les dates
des diffe´rentes e´che´ances par ordre chronologique (tj < tj+1). Le j e`me intervalle, note´ σj ,
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correspond donc a` l’intervalle [tj−1, tj [, et on note sa longueur Lj = tj − tj−1. Par la suite,
i correspond a` l’indice de la taˆche τi et j a` l’indice de l’intervalle σj .
Pour chaque intervalle σj , l’ensemble des m processeurs met a` disposition m ·Lj unite´s
temporelles d’exe´cution. Il convient alors de de´finir pour chaque taˆche, le nombre d’unite´s
temporelles d’exe´cution qui seront a` exe´cuter dans cet intervalle et de de´finir l’ordon-
nancement au sein de l’intervalle. Enfin, en fonction de l’ordonnancement utilise´ au sein
de l’intervalle, il peut eˆtre ne´cessaire d’ajouter des taˆches fictives pour mode´liser les temps
d’inactivite´ et ainsi obtenir une charge totale du syste`me e´gale a` m.
Deux e´tapes sont ne´cessaires pour ce type d’algorithme :
– La dotation temporelle est l’e´tape ou` on de´finit pour chaque taˆche τi sa dure´e
d’exe´cution locale pour l’intervalle σj . On note l
j
i cette dure´e. Dans le cas d’un
ordonnancement DP-Fair, lji = U(τi) · Lj .
– La distribution temporelle est la fac¸on de re´partir, pour l’ensemble des taˆches, les
dure´es d’exe´cution locales sur les m processeurs sur l’intervalle conside´re´. On dit
d’un ordonnanceur qu’il est DP-Correct s’il ordonnance correctement les taˆches dans
l’intervalle.
La dotation temporelle ainsi que la distribution temporelle peuvent eˆtre de´cide´es au
de´but de l’intervalle ou construit dynamiquement sur l’intervalle, en fonction de l’algo-
rithme utilise´.
3.5.2 Abstraction du T-L Plane
Afin de mieux comprendre l’ide´e sous-jacente, il est inte´ressant de pre´senter l’abstrac-
tion du “T-L Plane” qui permet une visualisation de la consommation de la dotation tem-
porelle [Cho et Ravindran 2006]. Cette repre´sentation est particulie`rement utile pour
comprendre l’algorithme LLREF qui est pre´sente´ par la suite. La figure 15 montre un
exemple de T-L Plane. Sur l’axe des abscisses, figure le temps et sur l’axe des ordonne´es la
dure´e restante d’exe´cution. A` chaque taˆche, on associe un “jeton”, dont la position est fixe´e
initialement aux coordonne´es (tj−1, l
j
i ). A` chaque instant, l’ordonne´e d’un jeton repre´sente
sa dure´e restante d’exe´cution, qui ne peut donc que diminuer ou rester constante.
Le roˆle de la distribution temporelle est de de´placer ces jetons de telle sorte qu’ils at-
teignent l’axe des abscisses avant la fin de l’intervalle. Si une taˆche n’est pas exe´cute´e, alors
son jeton progresse horizontalement, et lorsqu’une taˆche est exe´cute´e, son jeton descend
proportionnellement au temps (son temps restant d’exe´cution diminue). Sur un syste`me a`
m processeurs, il n’est bien suˆr pas possible d’exe´cuter plus de m taˆches a` la fois.
Le triangle rectangle isoce`le repre´sente´ sur la figure 15 montre le domaine de de´placement
limite d’un jeton. En effet, tout jeton qui sort de ce domaine ne peut pas repre´senter une
exe´cution conforme : s’il franchit l’axe des abscisses, il aura consomme´ plus de temps
d’exe´cution local que pre´vu et s’il franchit la diagonale, alors il ne pourra pas respecter
l’e´che´ance locale.
Dans ce qui suit seront pre´sente´s quelques algorithmes DP-Fair assez simples. De nom-





Figure 15 – Exemple de T-L Plane avec une seule taˆche.
3.5.3 Algorithme d’ordonnancement DP-WRAP
L’algorithme DP-WRAP a e´te´ conc¸u dans l’optique d’eˆtre un algorithme DP-Fair simple
a` comprendre [Levin et al. 2010]. De plus celui-ci peut eˆtre modifie´ pour pouvoir traiter
des taˆches sporadiques.
Dotation temporelle DP-WRAP est un algorithme DP-Fair, la dotation temporelle
est donc proportionnelle aux taux d’utilisation des taˆches, c’est-a`-dire que lji = U(τi) ·Lj .
A` la fin de l’intervalle, les diffe´rentes taˆches rec¸oivent donc un temps d’exe´cution fluide.
Distribution temporelle La distribution temporelle est re´alise´e selon l’algorithme
de McNaughton [McNaughton 1959]. L’algorithme de McNaughton permet d’ordon-
nancer de manie`re optimale et tre`s simplement un ensemble de taˆches partageant la
meˆme e´che´ance sur une architecture comportant plusieurs processeurs identiques. La fig-
ure 16 re´sume graphiquement la manie`re dont l’ordonnancement est calcule´. La premie`re
e´tape consiste a` aligner, de manie`re arbitraire, des blocs le long d’une droite. Ces blocs
repre´sentent chacun une taˆche et la largeur du bloc correspond au taux d’utilisation de
la taˆche correspondante. Dans un second temps, on de´coupe la succession de blocs en
morceaux de longueur 1 et on associe chaque morceau a` un processeur. Dans l’exemple,
nous avons 2 morceaux, le premier contient les taˆches τ1, τ2 et une partie de τ3, et le
second contient le reste de τ3 et τ4. Enfin, nous multiplions toutes les tailles par Lj pour
manipuler les dure´es locales d’exe´cution et donc de´terminer a` quel moment il convient
d’ordonnancer une taˆche ou une autre 2.
En ce qui concerne les taˆches affecte´es a` deux processeurs diffe´rents, l’exe´cution sera
2. Le lecteur attentif aura peut eˆtre remarque´ qu’il est possible de manipuler directement les dure´es
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Figure 16 – Repre´sentation de la distribution temporelle a` l’aide de l’algorithme de Mc-
Naughton.
interrompue puis reprise plus tard sur un autre processeur. Cela ne pose pas de proble`me
dans la mesure ou` le taux d’utilisation maximal des taˆches est infe´rieur a` 1.
3.5.4 Algorithme d’ordonnancement LLREF
LLREF (Largest Local Remaining Execution Time First) est aussi un ordonnanceur
DP-Fair relativement simple a` comprendre [Cho et Ravindran 2006].
Dotation temporelle La dotation temporelle est la meˆme que pour DP-WRAP, c’est-
a`-dire proportionnelle aux taux d’utilisation des taˆches (lji = U(τi) · Lj).
Distribution temporelle La distribution temporelle est cependant diffe´rente et privile´gie
les taˆches dont la dure´e locale d’exe´cution restante est la plus grande. La figure 17 montre
l’ordonnancement de trois taˆches sur deux processeurs et permet de mieux comprendre
les explications qui suivent. Au de´but de l’intervalle, l’ordonnanceur choisit les m taˆches
dont la dure´e locale d’exe´cution est la plus grande (ici, τ2 et τ3). Lorsque le jeton qui
repre´sente une taˆche rencontre la diagonale (Ceiling hitting) ou lorsqu’un jeton rencontre
l’axe des abscisses (Bottom hitting), on reconside`re les taˆches a` exe´cuter. A` ce moment la`,
l’ordonnanceur choisit d’exe´cuter les taˆches dont la dure´e locale d’exe´cution restante est
la plus grande.
Levin et al. [Levin et al. 2010], les auteurs de DP-WRAP, conside`rent que LLREF fait
des calculs inutiles : a` chaque e´ve`nement, il faut rechercher les m taˆches dont la dure´e
d’exe´cution locale restante est la plus grande. Ne´anmoins, LLREF sert de base a` de nom-
breux travaux qui visent a` l’ame´liorer ou a` e´tendre son domaine d’application (processeurs
uniformes, ou taˆches sporadiques). Selon des simulations, DP-WRAP pourrait engendrer










Figure 17 – Exemple d’ordonnancement LLREF de 3 taˆches sur 2 processeurs, repre´sente´
sous la forme de TL-Plane.
3.5.5 Algorithme d’ordonnancement BF
Dans le cas des algorithmes DP-Fair, les dure´es telles que lji sont des valeurs de R. On
dit de ces algorithmes, qu’ils ne sont pas base´s sur des quanta (quantum-based).
La politique BF (Boundary Fair) [Zhu, Mosse et Melhem 2003], introduite peu avant
les politiques DP-Fair, part du meˆme constat, a` savoir que c’est au moment de l’e´che´ance
que la fluidite´ compte. BF est une e´volution de PFair et reste base´ sur des quanta. BF est
pre´sente´ avec les autres algorithmes DP-Fair de par sa similitude avec ces derniers, avec
pour seule diffe´rence qu’il fait la dotation temporelle en nombres entiers.
L’erreur d’allocation pour la taˆche τi a` l’instant tj , note´eRW
j
i , correspond a` la diffe´rence
entre tj ·U(τi) et le temps effectif d’exe´cution de la taˆche a` l’instant tj (soit lag(τi, tj) dans
la notation PFair).
De´finition 3.3 Un ordonnancement est Boundary-Fair si et seulement si la valeur ab-
solue de l’erreur d’allocation pour chaque taˆche a` n’importe quelle date correspondant a`
une e´che´ance est strictement infe´rieure a` 1 (∀i ∈ [1, n], ∀j ∈ N∗, |RW ji | < 1).
Dans le cas de DP-WRAP et LLREF, l’erreur d’allocation pour chaque taˆche, aux
frontie`res des intervalles, est toujours nulle.
Dotation temporelle La dotation temporelle sur l’intervalle σj , sur m processeurs, se
fait comme ceci (en reprenant en partie les notations introduites pour DP-Fair) :
– Chaque taˆche rec¸oit un nombre entier d’unite´s temporelles d’exe´cution : mji =
max(0, ⌊RW j−1i +Lj ·U(τi)⌋). Si cette quantite´ est alloue´e a` la taˆche τi alors celle-ci
aura une erreur comprise dans [0, 1[ a` la fin de l’intervalle σj . Les taˆches telles que
RW ji > 0 et m
j
i < Lj sont dites e´ligibles.
– Du fait de la troncature, il peut rester des unite´s d’exe´cution disponibles sur l’inter-





– Enfin, les RU unite´s sont re´parties sur les taˆches e´ligibles les plus prioritaires, a`
raison d’une unite´ par taˆche. La notion de priorite´ ne sera pas de´taille´e ici, mais est
disponible dans [Baruah et al. 1996]. On note oji = 1 si la taˆche τi a obtenu une
unite´ supple´mentaire et 0 sinon.





Distribution temporelle La distribution temporelle se fait selon l’algorithme de Mc-
Naughton qui a e´te´ pre´sente´ avec l’algorithme DP-WRAP.
3.6 Ordonnancement semi-partitionne´
Dans la partie consacre´e a` l’ordonnancement partitionne´, nous avons montre´ les lacunes
de ce type d’ordonnancement. Le proble`me est clairement duˆ a` l’absence de migration des
taˆches d’un processeur a` un autre. Reprenons l’exemple du pire cas, a` savoir un syste`me
de taˆches de m + 1 taˆches avec un taux d’utilisation de chaque taˆche e´gale a` 0.5 + ǫ. Le
syste`me n’est pas ordonnanc¸able par une politique partitionne´e car une taˆche n’est affecte´e
a` aucun processeur. Pourtant, on voit clairement que si on donnait la possibilite´ a` cette
taˆche de s’exe´cuter sur plusieurs processeurs, le proble`me serait re´solu.
A` l’oppose´, l’ordonnancement global offre une totale liberte´ dans la migration des
taˆches, et c’est cela qui lui permet d’atteindre l’optimalite´. Cependant, cette flexibilite´
peut avoir un couˆt a` l’exe´cution et il est donc souhaitable de limiter le nombre de mi-
grations pour les meˆmes raisons qui ont pousse´ les chercheurs a` limiter le nombre de
pre´emptions [Devi et Anderson 2005].
Les algorithmes semi-partitionne´s se situent entre ces deux extreˆmes et proposent d’au-
toriser une migration controˆle´e de certaines taˆches. Ils peuvent donc eˆtre vus comme une
ame´lioration des algorithmes partitionne´s en ajoutant plus de flexibilite´ mais ils s’inspirent
aussi des politiques globales.
Les principaux algorithmes semi-partitionne´s ont e´te´ mis en œuvre dans LITMUSRT
[Calandrino et al. 2006] et les re´sultats indiquent que les politiques semi-partitionne´es of-
frent souvent de meilleurs choix (par exemple, le compromis entre le nombre de pre´emptions
et l’ordonnanc¸abilite´) [Bastoni, Brandenburg et Anderson 2011].
L’algorithme EDF-fm, pre´sente´ dans l’article [Anderson, Bud et Devi 2005], fait
partie de la cate´gorie des algorithmes avec migration restreinte aux frontie`res des travaux.
Cependant, cet algorithme ne permet pas de garantir le respect des e´che´ances.
Ce document se limitera aux algorithmes a` migration libre, qui sont aussi appele´s,
algorithmes a` migration par portion de travail (job portion migration). L’ide´e ge´ne´rale
est de remplir chaque processeur par un ensemble de taˆches et lorsqu’une taˆche n’est
plus en mesure d’eˆtre affecte´e a` un processeur, alors on s’autorise a` la de´couper en deux
ou plusieurs sous-taˆches, affecte´es a` des processeurs diffe´rents. L’algorithme devra alors
exe´cuter ces sous-taˆches sans chevauchement.
L’algorithme EKG [Andersson et Tovar 2006] de´coupe les processeurs en groupes de
K processeurs et limite la migration au sein d’un meˆme groupe. De plus, une taˆche ne peut
migrer qu’entre deux processeurs. Cet algorithme est explique´ plus en de´tail dans la suite
de ce document. EKG est conc¸u pour ordonnancer des taˆches pe´riodiques, il est e´tendu par
EKG-sporadic pour ge´rer les taˆches sporadiques [Andersson et Bletsas 2008]. EDF-SS
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[Andersson, Bletsas et Baruah 2008] est une ge´ne´ralisation de EKG-sporadic pour
ge´rer les taˆches a` e´che´ances arbitraires. En moyenne, EDF-SS est plus performant que
EKG-sporadic pour des taˆches a` e´che´ances contraintes mais n’a pas de limite d’utilisation
prouve´e [Bletsas et Andersson 2011].
Les algorithmes Ehd2-SIP (aussi appele´ EDDHP) [Kato et Yamasaki 2007] et EDDP
[Kato et Yamasaki 2008a] sont similaires a` EKG mais diffe`rent le´ge`rement dans leurs
algorithmes d’affectation et d’ordonnancement. Selon la valeur du parame`tre K de EKG,
ces algorithmes permettent de re´duire le nombre de pre´emptions compare´ a` EKG, mais ne
sont pas optimaux. RMDP est une variante de EDDHP mais base´e sur l’ordonnancement
RM en remplacement de EDF [Kato et Yamasaki 2008b].
L’algorithme EDHS [Kato et Yamasaki 2008c] change vraiment le proce´de´ d’affec-
tation. Pour les algorithmes pre´ce´dents, une taˆche ne pouvait migrer que sur deux pro-
cesseurs, alors que EDHS propose de faire un partitionnement classique puis de re´partir les
taˆches non affecte´es sur plusieurs processeurs. Cependant, chaque processeur ne peut ac-
cueillir qu’une taˆche migrante. EDHS est de´taille´ a` la suite. DM-PM [Kato et Yamasaki
2009] est une variante de EDHS qui utilise un ordonnancement a` priorite´ fixe ce qui a
pour avantage de simplifier les calculs. En effet, en de´coupant les taˆches en sous-taˆches,
on obtient naturellement des taˆches plus prioritaires selon DM.
SPA2 [Guan et al. 2010] est une politique qui se base sur des priorite´s fixes et qui a
pour particularite´ de partager la meˆme condition suffisante d’ordonnanc¸abilite´ que RM en
monoprocesseur. Compare´ a` RMDP, DM-PM et PDMS HPTS DS [Lakshmanan, Ra-
jkumar et Lehoczky 2009], la limite d’utilisation dans le pire cas est meilleure.
EDF-WM [Kato, Yamasaki et Ishikawa 2009] s’inspire des avantages apporte´s dans
DM-PM par l’utilisation de l’algorithme DM mais en se basant a` nouveau sur EDF. Cet
algorithme d’ordonnancement sera de´crit plus en de´tail par la suite.
Enfin, NPS-F [Bletsas et Andersson 2009b], permet d’atteindre une utilisation qui
varie entre 75% et 100% (selon le compromis entre utilisation et pre´emptions). Cet algo-
rithme sera e´galement pre´sente´ plus en de´tail dans la suite de ce document.
3.6.1 Algorithme d’ordonnancement EKG
L’algorithme EKG [Andersson et Tovar 2006] peut eˆtre vu comme une ame´lioration
de l’algorithme partitionne´ EDF next-fit ou comme une variante de DP-Fair avec moins de
migrations de taˆche et des intervalles plus grands. EKG signifie EDF avec de´coupage des
taˆches et K processeurs par Groupe. EKG permet d’ordonnancer de manie`re optimale un
ensemble de taˆches pe´riodiques a` e´che´ances implicites sur m processeurs, lorsqu’on fixe le
parame`tre K e´gal au nombre de processeurs. Lorsque K est infe´rieur a` m, alors la proprie´te´
d’optimalite´ est perdue mais au profit d’un nombre moindre de pre´emptions.
Principe de base Contrairement aux algorithmes partitionne´s, EKG permet a` des
taˆches de s’exe´cuter sur deux processeurs diffe´rents (a` des moments diffe´rents, sans par-
alle´lisme). L’algorithme se divise en deux grandes e´tapes : l’affectation des taˆches a` un
ou deux processeurs (hors-ligne) et l’ordonnancement des taˆches sur les processeurs (en
ligne).
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Affectation des taˆches EKG distingue deux cate´gories de taˆches, les taˆches lourdes
et les taˆches le´ge`res. Les taˆches lourdes se verront attribuer un processeur de´die´ chacune,
tandis que plusieurs taˆches le´ge`res pourront se voir affecter le meˆme processeur. De plus,
les taˆches le´ge`res pourront eˆtre de´coupe´es en deux taˆches τ ′i et τ
′′
i pour mieux utiliser les
processeurs.
Pour de´terminer si une taˆche est lourde ou le´ge`re, on compare son taux d’utilisation
a` la valeur SEP. Si le taux d’utilisation de la taˆche est supe´rieur ou e´gal a` SEP, alors la




1+k k < m
1 k = m
(3.14)
L’affectation des taˆches aux processeurs est inspire´e de l’algorithme First-Fit. Dans un
premier temps, on re´serve les processeurs pour les taˆches lourdes (un par taˆche). Puis les
taˆches le´ge`res sont affecte´es aux processeurs suivants, et certaines taˆches sont de´coupe´es
de manie`re a` obtenir une charge du processeur de 1. Une taˆche peut eˆtre de´coupe´e pour
s’exe´cuter sur les processeurs p et p+1 a` condition que p et p+1 appartiennent au meˆme
groupe. Ainsi, si une taˆche ne ”rentre” pas sur un processeur p, alors elle est de´coupe´e
pour s’exe´cuter sur p et p+ 1 si les processeurs sont du meˆme groupe, sinon la taˆche sera
exe´cute´e sur p+ 1.
Soient les variables suivantes, ne´cessaires a` l’algorithme 9 :
– U [p], la charge du processeur p. Initialement, ∀p, U [p] = 0.
– τ [p], l’ensemble des taˆches affecte´es au processeur p. Initialement, ∀p, τ [p] = {}.
– τheavy, l’ensemble des taˆches lourdes.
– τ light, l’ensemble des taˆches le´ge`res.
– L, le nombre de taˆches lourdes (|τheavy|).
– τi, la iie`me taˆche. Mais tel que τi ∈ τheavy ssi i ∈ [1, L].
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Pour i← L+ 1 a` n Faire7
Si U [p] + U(τi) ≤ 1 Alors8
U [p]← U [p] + U(τi) ; τ [p]← τ [p] ∪ {τi};9
Sinon10
Si p+ 1 ≤ m Alors11
Si p− L mod K = 0 Alors12
U [p+ 1]← U(τi) ; τ [p+ 1]← {τi};13
Sinon14








i = Ti, U(τ
′
i) = 1− U [p],15
U(τ ′′i ) = U(τ)− U(τ ′i);
U [p]← U [p] + U(τ ′i) ; τ [p]← τ [p] ∪ {τ ′i};16






Algorithme 9 : Algorithme (simplifie´) d’affectation des taˆches selon EKG. Atten-
tion, l’affectation peut e´chouer.
La figure 18 repre´sente l’affectation de sept taˆches sur une architecture a` 5 processeurs
et avec deux processeurs par groupe. Autrement dit, K vaut 2 et SEP vaut donc 2/3. Dans
cet exemple, seule la taˆche τ1 est classe´e comme lourde (U(τ1) = 0.7).










Taˆches lourdes Groupe 1 Groupe 2
Figure 18 – Sche´ma repre´sentatif de l’affectation de 7 taˆches sur une architecture a` 5
processeurs, et pour K = 2. U(τ1) = 0.7, U(τ2) = 0.6, U(τ3) = 0.6, U(τ4) = 0.5, U(τ5) =
0.4, U(τ6) = 0.4, U(τ7) = 0.5
Sur cet exemple, nous remarquons la pre´sence de trous qui auraient pu servir a` l’ordon-
nancement de certaines taˆches. Un trou se cre´e lorsque le taux d’utilisation d’une taˆche
lourde est comprise dans l’intervalle [SEP, 1[, ou lorsqu’une taˆche le´ge`re ne peut pas eˆtre
de´coupe´e. Nous pouvons remarquer que ces cas se produisent uniquement lorsque K < m.
En effet, si K = m, alors SEP = 1 et donc l’intervalle [SEP, 1[ devient vide. Et si K = m,
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alors il n’y a pas de trou et donc le second cas ne peut pas se produire non plus.
Ordonnancement des taˆches Pour chaque groupe, on de´coupe le temps en intervalles
EKG. Un intervalle EKG est de´fini par deux dates de re´veil successives de taˆche dans un
meˆme groupe. C’est donc similaire aux slots dans la terminologie DP-Fair, mais limite´
aux taˆches d’un meˆme groupe. Pour la suite des explications, l’intervalle EKG conside´re´
de´bute en t0 et se finit en t1.
De manie`re similaire a` DP-Fair, les travaux des taˆches migrantes doivent s’exe´cuter
pendant un temps proportionnel a` leur taux d’utilisation et a` la dure´e de l’intervalle. Soit
τi une taˆche migrante dont une partie (τ
′
i) s’exe´cute sur un processeur et une autre (τ
′′
i )
continue sur le processeur suivant. A` t0, la taˆche τi s’exe´cute pendant U(τ
′
i) × (t1 − t0)
unite´s de temps et se termine en timea. Vers la fin de l’intervalle, en timeb, l’exe´cution de
la taˆche τi reprend pour une dure´e de U(τ
′′
i )× (t1 − t0) unite´s de temps et se termine en
t1. Les autres taˆches actives sont ordonnance´es selon EDF sur l’intervalle ]timea, timeb[.




i ) et sur des processeurs diffe´rents mais
sans chevauchement dans le temps car U(τi) ≤ 1 et donc timea ≤ timeb. Un exemple est
pre´sente´ par la figure 19.
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Figure 19 – Ordonnancement des taˆches du groupe 1 avec EKG.
Re´duction du nombre de pre´emptions par mirroring La technique dite de miroir
(mirroring) peut eˆtre facilement mise en place en inversant simplement τ ′i et τ
′′
i . Ceci di-
vise par deux le nombre de pre´emptions. La figure 20 permet de comprendre visuellement
l’inte´reˆt de cette astuce. On peut constater au final, un nombre relativement faible de
pre´emptions. A` noter que cette technique est re´utilisable pour d’autres politiques d’ordon-
nancement, c’est le cas par exemple de DP-WRAP [Levin et al. 2010].
3.6.2 Algorithme d’ordonnancement EDHS
Contrairement a` l’algorithme EKG qui assigne les taˆches migrantes et non-migrantes
en meˆme temps, l’algorithme EDHS [Kato et Yamasaki 2008c] proce`de en deux e´tapes
bien se´pare´es : dans un premier temps, les taˆches sont affecte´es selon un algorithme de
partitionnement, puis dans un second temps, les taˆches qui n’ont pas e´te´ affecte´es sont
re´parties sur plusieurs processeurs, suivant un second algorithme. Il est inte´ressant de noter
que tout syste`me de taˆches ordonnanc¸able par partitionnement, l’est aussi par EDHS.
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Figure 20 – Ordonnancement des taˆches du groupe 1 avec EKG et la technique de miroir.
Pour simplifier, on suppose qu’il ne peut y avoir qu’une seule taˆche migrante par pro-
cesseur. Les taˆches migrantes s’exe´cuteront sur plusieurs processeurs pendant une dure´e
infe´rieure ou e´gale a` la dure´e maximale qui conserve l’ordonnanc¸abilite´ sur chaque pro-
cesseur. L’ordonnancement utilise´ sur les processeurs est un EDF modifie´ tel que les taˆches
migrantes sont prioritaires.
Calcul de la dure´e d’exe´cution des taˆches migrantes. Apre`s la re´partition par
partitionnement, nous obtenons un ensemble de taˆches qui n’ont pas pu eˆtre affecte´es. Cet
ensemble de taˆche sera note´ M et correspond aux taˆches migrantes. La figure 21 permet
de comprendre visuellement comment est re´parti le temps de calcul de chaque taˆche sur
diffe´rents processeurs. L’algorithme 10 permet de formaliser un peu plus comment peut
eˆtre re´alise´ ce de´coupage. Pour aider a` la compre´hension, les notations utilise´es pour EKG
sont reprises et comple´te´es :
– U [p], la charge du processeur p.
– τ [p], l’ensemble des taˆches affecte´es au processeur p.
– M, l’ensemble des taˆches migrantes.






Figure 21 – Semi-partitionnement selon EDHS.
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Pour tout τi ∈M Faire1
p← 1;2
Cri ← Ci;3
Tant Que Cri > 0 Faire4
r ← min(temps disponible conservant l’ordonnanc¸abilite´ pour le processeur5
p, Cri );
Cri ← Cri − r;6
τ [p]← τ [p] ∪ {τi};7
U [p]← U [p] + r/Ti;8
p← p+ 1;9





Algorithme 10 : Algorithme (simplifie´) de calcul du temps durant lequel une
taˆche doit s’exe´cuter sur diffe´rents processeurs.
Ordonnancement A` l’exe´cution, les taˆches non-migrantes s’exe´cutent selon EDF mais
les taˆches migrantes s’exe´cutent avec une priorite´ maximale et sans chevauchement dans
le temps. Lorsqu’une taˆche migrante a e´puise´ son temps d’exe´cution sur un processeur,
elle continue son exe´cution imme´diatement sur le processeur suivant en pre´emptant si












Figure 22 – Migration de la taˆche τ1(C1 = 6, T1 = 10).
La modification apporte´e a` EDF engendre cependant des proble`mes d’ordonnanc¸abilite´.
En effet, comme on peut le voir sur le sche´ma 23, le fait de donner une forte priorite´ a` la
taˆche migrante peut entraˆıner un de´passement d’e´che´ance. L’algorithme EDF-WM tente
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d’apporter un peu plus de flexibilite´ pour limiter ce proble`me mais sans pour autant le
lever. Par simulation, les auteurs montrent que EDHS ame´liore la limite d’utilisation de
10 a` 30% compare´ a` EDF en partitionne´. Ce proble`me n’apparait pas avec EKG qui
utilise pourtant un algorithme EDF pour les taˆches non-migrantes. En effet, EKG utilise
des portions de travaux pour les taˆches migrantes, c’est ceci qui permet de respecter les
e´che´ances.
3.6.3 Algorithme d’ordonnancement EDF-WM
EDF-WM (EDF with Window-constraint Migration) [Kato, Yamasaki et Ishikawa
2009] est une ame´lioration de EDHS qui s’inspire des optimisations qui ont e´te´ possibles
avec DP-PM. Si nous reprenons l’exemple de l’ordonnancement selon EDHS (Figure 22),
nous pouvons constater que peu de flexibilite´ est laisse´e a` la taˆche migrante quant a` ses
instants de migration. Pourtant, comme le montrent les figures 23 et 24, il existe des cas ou`
ce manque de flexibilite´ engendre non seulement des pre´emptions inutiles, mais empeˆche














τ1 τ2 τ2 τ1 τ2
Figure 23 – Exemple ou` EDHS est en e´chec a` cause d’un manque de flexibilite´ sur la
date de pre´emption de la taˆche τ2 par τM . τM (C = 12, T = 18), τ1(C = 2, T = 7),
τ2(C = 7, T = 10)
L’ide´e principale de EDF-WM est de diviser chaque taˆche migrante en sous-taˆches avec
une certaine feneˆtre d’exe´cution possible. A` la manie`re de PD2, nous de´finissons pour
chaque sous-taˆche sa dure´e d’exe´cution, sa date de pseudo-re´veil et sa date de pseudo-
e´che´ance. Une telle sous-taˆche pourra alors eˆtre ordonnance´e selon EDF, sans avoir a` lui
appliquer artificiellement une priorite´ maximale (Figure 24).
L’algorithme de semi-partitionnement vise a` de´terminer le nombre de sous-taˆches, la
dure´e d’exe´cution de chaque sous-taˆche et leur feneˆtre d’exe´cution. La de´termination de
la taille des feneˆtres est la principale difficulte´ compare´ a` EDHS. On note :
– τk,x, la sous-taˆche de τk qui s’exe´cute sur le processeur Px,
– wk,x, la longueur de la feneˆtre d’exe´cution de la sous-taˆche τk,x,
– Ck,x, le temps d’exe´cution de la sous-taˆche τk,x,
– Tk,x = Tk, la pe´riode des sous-taˆches,


















Figure 24 – Exemple qui montre comment en retardant la date de pre´emption, on obtient
un syste`me ordonnanc¸able. τM (C = 12, T = 18), τ1(C = 2, T = 7), τ2(C = 7, T = 10)
Demand Bound Function L’algorithme qui calcule la taille des feneˆtres d’exe´cution
repose sur ce qu’on appelle la Demand Bound Function et qui a e´te´ introduite dans
[Baruah,Mok et Rosier 1990]. Cette fonction, que l’on note dbf(τi, L) et dont la formule
est donne´e par l’e´quation 3.15, calcule le nombre maximum de requeˆtes re´veille´es et dont
la date d’e´che´ance est dans l’intervalle [0, L].





+ 1) · Ci (3.15)
Il a e´te´ montre´ dans [Baruah, Mok et Rosier 1990] que l’on peut tester la faisabilite´
d’un syste`me de taˆches sporadiques a` e´che´ances arbitraires en se basant sur cette fonction.
Toutes les taˆches respecteront leurs e´che´ances en utilisant EDF sur un seul processeur, si
et seulement si l’ine´quation 3.16 est ve´rifie´e pour toute valeur de L strictement positive.
En fait, ceci peut se limiter aux valeurs de L qui correspondent aux e´che´ances des travaux.
∑
τi∈τ
dbf(τi, L) ≤ L (3.16)
Calcul de Ck,x et wk,x La demande processeur d’une taˆche τk sur le processeur Px est
donne´e par l’e´quation 3.17.





+ 1) · Ck,x (3.17)
Nous nous inte´ressons maintenant a` la fac¸on dont nous pouvons de´terminer les valeurs
de Dk,x et Ck,x. Si on note τx, l’ensemble des taˆches de´ja` affecte´es au processeur Px, alors
Dk,x et Ck,x doivent respecter l’ine´quation 3.18.
∑
τi∈τx
dbf(τi, L) + dbf(τk,x, L) ≤ L (3.18)
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Le proble`me est que nous avons deux variables pour une seule e´quation. Nous devons
donc fixer l’une ou l’autre de ces variables afin de pouvoir de´terminer la valeur de l’autre.
EDF-WM fixe Dk,x a` Dk/s, avec s, le nombre de processeurs sur lesquelles la taˆche τk
s’e´tend. Puis Ck,x est de´duit de l’ine´quation 3.18 en cherchant sa valeur maximale.
Afin de de´terminer la valeur de s, l’algorithme propose de prendre s = 2 puis d’incre´menter
s jusqu’a` ce que la somme des temps d’exe´cution des sous-taˆches soit supe´rieure ou e´gale
a` la dure´e d’exe´cution de la taˆche τk. Ainsi, le nombre de migrations est minimise´.
L’algorithme de semi partitionnement ne sera pas pre´sente´ ici. Un lecteur inte´resse´
trouver le de´tail dans la publication originale [Kato, Yamasaki et Ishikawa 2009].
Ordonnancement L’ordonnancement se fait selon l’algorithme EDF. L’avantage de
la technique de EDF-WM est qu’il n’est plus ne´cessaire de fixer la priorite´ de la taˆche
migrante, chaque sous-taˆche est ordonnance´e comme les taˆches classiques, en se basant
sur ses dates d’activation, d’e´che´ance et de pe´riodicite´.
3.6.4 Algorithme d’ordonnancement NPS-F
L’algorithme NPS-F, pour Notional Processor Scheduling - Fractional capacity, per-
met d’atteindre des taux d’utilisation entre 75% et 100% pour des syste`mes de taˆches
sporadiques a` e´che´ances implicites [Bletsas et Andersson 2009b]. Il se base sur le con-
cept de Notional Processor Scheduling introduit dans [Bletsas et Andersson 2009a].
Une variante de NPS-F destine´e aux processeurs organise´s sous la forme de clusters est
pre´sente´e dans [Bletsas et Andersson 2009b]. Cette variante permet de limiter les
migrations de taˆches a` des ensembles de processeurs partageant les meˆmes caches. En pra-
tique, cela pourrait eˆtre un avantage inte´ressant car un de´faut de cache impacte fortement
les performances du syste`me [Fedorova et al. 2005 ; Anderson, Calandrino et Devi
2006].
Avant de de´crire l’algorithme NPS-F, il convient de pre´senter la notion de re´serve
pe´riodique puis de notional processor.
Re´serves pe´riodiques (Periodic reserves) Une re´serve pe´riodique est une sorte de
serveur permettant d’ordonnancer une ou plusieurs taˆches sporadiques. Une telle re´serve
est une feneˆtre de temps de largeur fixe et qui est disponible pe´riodiquement toutes les S
unite´s de temps. Le temps disponible a` l’inte´rieur d’une re´serve est destine´ uniquement a`
l’exe´cution des taˆches et a` l’inverse, les taˆches affecte´es a` une re´serve pe´riodique ne peuvent
pas eˆtre exe´cute´es en dehors des limites de la re´serve. L’algorithme d’ordonnancement des
taˆches a` l’inte´rieur des re´serves pe´riodiques dans le cas de NPS-F, est EDF.
Soit Tmin la plus petite dure´e entre deux arrive´es conse´cutives d’une meˆme taˆche,
parmi l’ensemble des taˆches affecte´es a` la re´serve pe´riodique conside´re´e. Supposons alors
que S ≤ Tminδ , avec δ un entier strictement positif. L’ensemble des taˆches, d’utilisation
cumule´e U , est ordonnanc¸able par EDF si la re´serve a pour longueur inflate(U) ·S unite´s
de temps. La fonction inflate est de´finie par l’e´quation 3.19.
inflate(U) =




La diffe´rence entre la capacite´ de processeur ne´cessaire a` un ordonnancement correct
des taˆches et l’utilisation cumule´e de ces dernie`res est appele´e inflation. Cette valeur est
donne´e par l’e´quation 3.20.
α(U) = inflate(U)− U = U · (1− U)
U + δ
(3.20)
Plus la valeur de δ est grande et moins l’inflation sera grande.
Notional processor Normalement, une re´serve est implante´e sur un processeur en
particulier. Cependant, si on prend plusieurs re´serves temporellement adjacentes (sur
diffe´rents processeurs) et traitant des meˆmes taˆches, alors elles se comportent comme
une re´serve “distribue´e”. De telles re´serves distribue´es sont similaires en terme de capacite´
d’exe´cution a` une unique re´serve de longueur e´gale a` la somme des longueurs des re´serves
constituant une re´serve distribue´e.
Tel que de´fini dans [Bletsas et Andersson 2009a], lorsqu’une re´serve distribue´e at-
teint 100% de la capacite´ d’un processeur, alors on parle de notional processor, sinon on
parle de fractional-capacity notional processor.
Pre´sentation de l’algorithme L’algorithme NPS-F proce`de en plusieurs e´tapes. Dans
un premier temps, les n taˆches a` ordonnancer sont affecte´es a` un nombre infini de “contain-
ers” de capacite´ 1 en utilisant l’heuristique de bin-packing First-Fit. A` la fin de l’heuris-
tique, nous obtenons un ensemble de m′ containers utilise´s (1 ≤ m′ ≤ n). Soit Up, l’utili-
sation cumule´e des taˆches assigne´es au pe`me container.
Les taˆches de chaque container seront ordonnance´es par des notional processors. Ainsi,
dans un second temps, l’utilisation cumule´e des taˆches de chaque container est augmente´e
par inflation (E´quation 3.19) de manie`re a` ce que les taˆches soient ordonnanc¸ables selon
EDF.
Enfin, les m′ notional processors sont re´partis sur les m processeurs physiques. Pour
cela, deux approches sont propose´es :
– La premie`re solution consiste a` placer un notional processor sur le processeur courant
tant que le processeur n’est pas sature´ et lorsqu’il n’y a plus de place, le notional
processor est re´parti sur le processeur courant et le processeur suivant. L’algorithme
continue a` partir du processeur suivant et ainsi de suite. Cette approche est donc
similaire a` EKG lors de la re´partition des taˆches le´ge`res mais applique´e au niveau
des notional processors.
– La seconde solution consiste a` affecter les m premiers notional processors sur les
processeurs physiques et a` faire migrer les autres sur plusieurs processeurs. Cette
fois, cette approche peut eˆtre apparente´e a` EDHS.
La grande diffe´rence est que dans la premie`re approche, un notional processor ne migre
qu’entre deux processeurs au maximum alors que dans la seconde, un notional processor
peut eˆtre re´parti sur plus de deux processeurs.
Que la re´partition soit faite avec l’une ou l’autre des approches, cela ne change en rien
les re´sultats d’ordonnanc¸abilite´. La re´partition est possible si et seulement si :
m′∑
p=1
inflate(Up) ≤ m (3.21)
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La valeur de S est choisie telle que S ≤ Tminδ avec Tmin la plus petite valeur pour
l’ensemble des taˆches du syste`me.
Limite d’utilisation La limite d’utilisation de NPS-F est donne´e par l’e´quation 3.22 et
a e´te´ de´montre´ dans [Bletsas et Andersson 2009b].
2 · δ + 1
2 · δ + 2 (3.22)
Ainsi, pour δ = 1, NPS-F est capable d’utiliser 75% de la capacite´ totale des processeurs
et lorsque δ →∞, NPS-F tends vers une utilisation a` 100% des ressources processeurs.
Pour rappel, le choix de S est inversement proportionnel a` δ. En conse´quence, lorsque
δ est grand, la taille des intervalles de temps diminue et augmente donc le nombre de
migrations.
Limite supe´rieure sur le nombre de pre´emptions Bletsas et Andersson prou-
vent aussi que le nombre de pre´emptions sur un intervalle de temps donne´ est borne´
(E´quation 3.23).





· 3 ·m · delta (3.23)
Avec Npr, le nombre de pre´emptions et Narr, le nombre de re´veils de travail.
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Conclusion
Ce rapport pre´sente les principaux algorithmes d’ordonnancement temps re´el monopro-
cesseur et multiprocesseur, en se basant sur le mode`le de taˆches inde´pendantes de Liu et
Layland. Les techniques monoprocesseurs sont connues depuis longtemps, ont fait l’objet
de nombreux travaux et sont en partie utilise´es par les industriels. Elles sont simples a`
mettre en œuvre et peuvent offrir une bonne utilisation du processeur.
Compte tenu des difficulte´s pour augmenter la capacite´ de calcul d’un processeur, les
fabricants proposent des architectures dote´es de plusieurs processeurs ce qui ne´cessite l’u-
tilisation d’ordonnanceurs de´die´s. L’utilisation des algorithmes d’ordonnancement mono-
processeurs temps re´el ne donnant pas de bons re´sultats dans le pire cas lorsqu’ils sont
applique´s sur plusieurs processeurs, de nombreux algorithmes de´die´s aux architectures
multiprocesseurs ont alors e´te´ propose´s pour ame´liorer les performances.
Certains algorithmes globaux, en particulier ceux base´s sur la notion de fairness, per-
mettent d’atteindre l’optimalite´, mais au prix d’un nombre important de pre´emptions et
de migrations. Les algorithmes semi-partitionne´s partent de ce constat et proposent un
compromis entre le taux d’utilisation maximum du syste`me et le nombre de pre´emptions.
Mais ces algorithmes, qu’ils soient globaux ou semi-partitionne´s, restent the´oriques et ne
tiennent ge´ne´ralement pas compte des surcouˆts a` l’exe´cution duˆs aux migrations, aux
pre´emptions et aux temps de calcul de l’algorithme. La suite de nos travaux viseront a`
de´terminer et quantifier les sources de ces surcouˆts afin de pouvoir les inte´grer a` nos outils
de simulation, ceci afin d’avoir des re´sultats plus conformes a` la re´alite´.
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