We contribute to the existence theory of abstract time-fractional equations by stating the sufficient conditions for generation of not exponentially bounded α-times C-regularized resolvent families (α > 1) in sequentially complete locally convex spaces. We also consider the growth order of constructed solutions.
Introduction
Throughout this paper, we assume that E is a Hausdorff sequentially complete locally convex space, SCLCS for short, and that the abbreviation stands for the fundamental system of seminorms which defines the topology of E. By L(E) is denoted the space of all continuous linear mappings from E into E. Henceforth A is a closed linear operator acting on E, L(E) C is an injective operator which satisfies CA ⊆ AC, and the convolution like mapping * is given by f * g(t) := t 0 f (t − s)g(s)ds. The domain, resolvent set and range of A are denoted by D(A), ρ(A) and R(A), respectively. Since it makes no misunderstanding, we will identify A with its graph. Recall that the C-resolvent set of A, denoted by ρ C (A), is defined Theorem 1.1. Let (M p ) be a sequence of positive real numbers satisfying (1.2) . Suppose E is a Banach space, n ∈ N, n ≥ 2, θ ∈ (0, 
Our intention in this paper is to reconsider Theorem 1.1 and to prove its generalization in the framework of the theory of abstract time-fractional equations. Recall that J. Chazarain and H. O. Fattorini (cf. for instance [19] ) proved that the abstract Cauchy problem (ACP n ) is not well posed in the classical sense if A is unbounded and n ≥ 3. Concerning abstract timefractional equations, it is worth noting that E. Bazhlekova proved (cf. [2, Theorem 2.6, p. 22]) that every generator of an exponentially bounded α-times regularized resolvent family must be bounded if α > 2. The above statement is no longer true for the class of exponentially bounded α-times C-regularized resolvent families, as a class of very simple counterexamples show. We establish the sufficient conditions for generation of global α-times C-regularized resolvent families (α > 1) in SCLCSs. In contrast to the recent papers of C. Chen, M. Li [3] and M. Li, C.-C. Li, F.-B. Li [13] , the constructed resolvent families need not be exponentially equicontinuous, so that there is a certain novelty value in our approach. The results obtained can be used in the analysis of the following abstract time-fractional equation with α > 1:
). In what follows, we will try to give the basic information on the C-wellposedness of (1.
: E) and (1.3) holds. The abstract Cauchy problem (1.3) is said to be C-wellposed if:
(ii) For every T > 0 and q ∈ , there exist c > 0 and r ∈ such that, for every x 0 , · · ·, x α −1 ∈ C(D(A)), the following holds:
In case C = I and E is a Banach space, the definition of C-wellposedness of (1.3) coincides with the one introduced on pages 19 & 20 of [2] . Assume that there exists a unique solution of (1.3) in case x 0 ∈ C(D(A)) and
If, additionally, A is densely defined, E is complete and (1.4) holds provided Assume now that, for every x 0 ∈ C(D(A)), there exists a unique function u(t) ≡ u(t; x 0 ), t ≥ 0 satisfying u, Au ∈ C([0, ∞) : E) and (1.5). Then it is straightforward to see that u(t) is a unique solution of (1.3) with
If A is a subgenerator of a global α-times Cregularized resolvent family (S α (t)) t≥0 , then the unique solution of (1.3) is given by:
furthermore, the abstract Cauchy problem (1.3) is C-wellposed if, additionally, (S α (t)) t≥0 is locally equicontinuous. Before we state and prove our main results, we would like to note that the above results on Cwellposedness of (1.3) seem to be new in case that E is not a Banach space or that C = I.
Existence and growth of solutions to abstract time-fractional equations
In the sequel, we consider separately two possible cases: α > 2 and α ∈ (1, 2] . If α > 2, then we assume that there exist
since there is no risk for confusion, we also write Γ for Γ(z 0 , β, ε, m). Recall [7] , if E is a Banach space and if ||R(· : A)|| is polynomially bounded on a ray contained in the complex plane, then there exist 
, and particularly,
and u(·; z) can be extended to the whole complex plane. Furthermore, the mapping ω → u(ω; z), ω ∈ C \ (−∞, 0] is analytic and the abstract Cauchy
there exist a constant c K,h,z,q > 0 and a seminorm r q ∈ such that:
and, for every q ∈ , there exist c q > 0 and r q ∈ such that
Without loss of generality, we may assume that there exists an open neigh-
is continuous for every x ∈ E and that (2.2) holds. By [9, Proposition 2.16(iii)], the mapping λ
). The injectiveness of each single operator T b (z) is a consequence of the proof of [9, Theorem 3.16] ; for the sake of completeness, we will briefly sketch the proof of this fact.
(2.5) Using (2.5) and the proof of [18, Lemma 2.7] , we obtain that the assump- 
Therefore, x = 0 and T b (z) is injective; the inequality stated in (i) readily follows. Define now, for every t ≥ 0, z ∈ Σ δ b and x ∈ E,
is a strongly continuous operator family which commutes with A (z ∈ Σ δ b ). Furthermore, for every z ∈ Σ δ b and T > 0, the family {S α,b,z (t) : t ∈ [0, T ]} is equicontinuous. Using the Cauchy formula, we infer that, for every z ∈ Σ δ b ,
By making use of (2.8), the Fubini theorem, the resolvent equation and the closedness of A, we obtain that, for every z ∈ Σ δ b ,
Therefore, for every z ∈ Σ δ b , (S α,b,z (t)) t≥0 is a locally equicontinuous α-times T b (z)-regularized resolvent family having A as a subgenerator, which immediately implies the T b (z)-wellposedness of (1.3). Let
Then it is predictable that the solution of (1.3) is given by
(2.9) We will verify this without making no reference to our results given in the first section. It is clear that the mapping t → u(t; z), t ≥ 0 (z ∈ Σ δ b ) can be extended to the whole complex plane by
Put, by common consent,
Then the dominated convergence theorem [15] and an elementary argumentation yield that the 
and that (1.3) holds, as claimed. The uniqueness of solutions of (1.3) follows from the uniqueness of solutions of (1.3) for x k = 0, 0 ≤ k ≤ α − 1 and the fact that (S α,b,z (t)) t≥0 is a locally equicontinuous α-times T b (z)-regularized resolvent family having A as a subgenerator. Assume K ⊆ C \ (−∞, 0] is a compact set, h > 0, z ∈ Σ δ b , q ∈ , and |ω| ≤ L, for every ω ∈ K and an appropriate L ≥ 1.
, λ ∈ C, we get from (2.2) and (2.12) that:
Using the proof of [18, Proposition 2.2] and Cauchy formula, we obtain that, for every j, p ∈ N 0 ,
α for all j ∈ N, which in combination with (1.1) implies:
As an outcome, we get
, 2). We will prove that 
On the other hand, it is straightforward to see that, for every j = 0, ···, j 0 −1,
This implies (2.1) and completes the proof of theorem. 2
The case α ∈ (1, 2] is more restrictive. We assume that there exist 
, and particularly, 0] be a compact set, let h > 0 and let z ∈ Σ ϑ . Then, for every seminorm q ∈ , there exist a constant c K,h,z,q > 0 and a seminorm r q ∈ such that (2.1) holds with α = 2; if α = 2, then the mapping ω → u(ω; z), ω ∈ C is entire (z ∈ Σ ϑ ) and (2.1) holds for any compact set K ⊆ C, h > 0, z ∈ Σ ϑ and q ∈ . P r o o f. We will outline the main details of the proof. Notice that the assumption θ ∈ ( (cos(b(π − a))) ). In what follows, we assume that the curve Γ = ∂ (Σ(a) ∪ B d ) is upwards oriented. Put η z := z tan(ϑ) − | z|. Then η z > 0 and, for every λ ∈ Γ,
, (2.9) and (2.10), respectively. It is obvious that the mapping ω → u(ω; z), ω ∈ C\(−∞, 0] is analytic, and that the mapping ω → u(ω; z), ω ∈ C is entire provided α = 2. The estimate (2.1) and (i)-(ii) follow exactly in the same way as in the proof of Theorem 2.
2
Even in case that E is a Banach space and that C = I, we have proved a strengthening of Theorem 1.1 for equations of integer order α ∈ N\{1, 2}. The possible applications of Theorem 2.1 and Theorem 2.2 can be made to (pseudo-)differential operators with empty resolvent set (cf. [4] , [6] , [9] , [11] and [19] - [20] for some concrete examples). The following example is for illustration purposes. holds, E = L p (R n ) or E = C 0 (R n ) (in the last case, we assume that (2.14) holds with p = ∞), and A := Op E (a) (cf. The generation of α-times C-regularized resolvent families by (nonelliptic) abstract differential operators and (arbitrary) matrices of generators of bounded C 0 -groups ( [4] , [10] , [19] ) will be considered elsewhere.
