Predicting cooling load for the next 24 hours is essential for the optimal control of air-conditioning systems that use thermal cool storage. This study investigated modeling methods of applying the general regression neural network (GRNN) technology to predict load. The single stage (SS) and double stage (DS) prediction methods were introduced. Two SS and two DS models were set up for forecasting the next 24 hours' cooling load. Measured data collected from two five star hotels located in Sanya, China, were used to train and test these models. The results demonstrate that the SS method, which can eliminate the necessity for measuring and predicting meteorological data, is much simpler and reliable for predicting the cooling load in practical applications.
Introduction
Accurate prediction of the building cooling load is a key for optimal control of air-conditioning systems. It is useful to adjust the starting time of cooling to meet start-up loads, minimize the electric on-peak demand, and optimize costs and energy use for cool storage systems and related energy and cost needs in other air-conditioning systems. Lu et al. [1] have shown that an optimal integrity scheme based on cooling load prediction significantly improves the operating cost of a large multichiller system. Kawashima and Dorgan [2] described an ice storage system, which has a controller with load prediction by neural networks, that reduced the total operating costs by 12.5%.
However, accurately predicting the building cooling load is a challenging work. The cooling load is affected by many factors, and it is difficult to consider all of them very well in the load prediction process. Artificial neural network (ANN) is widely accepted as a technology offering a convenient way to tackle complex and ill-defined problems. Hence, it was popularly applied to predict the building cooling load [3] [4] [5] , and its capability for predicting load has been examined over conventional technologies, such as regression analysis and time series [6] . Li et al. [7] compared different kinds of ANNs, and found that the general regression neural network (GRNN) algorithm is more effective than the back propagation neural network (BPNN) and the radial basis function neural network (RBFNN) algorithm.
The building cooling load is strongly linked to the outdoor weather. Meteorological parameters are the main load factors. Most reported load models predicted cooling load based on meteorological parameters, such as ambient temperature, relative humidity, solar radiation, wind speed, and sky condition. As far as it concerns predicting the next 24 hours' cooling loads, the weather data for the next 24 hours must be predicted in advance. Therefore, it is a double stage (DS) prediction method to model cooling load. The first stage is to forecast meteorological data, and the second stage is to predict load. Although the DS method has achieved some success, the predictive control system will be too complicated to measure and predict many meteorological parameters.
Single stage (SS) prediction method is a more simple modeling method, which predicts the cooling load for the next 24 hours directly, eliminating the necessity of hourly weather forecasting. It has been investigated by a few researchers. Karatasou et al. [8] employed historical data of the load and ambient temperature to predict load, and BenNakhi and Mahmoud [9] only used the last 24 hours' ambient temperature readings as network inputs. Compared with the DS method, the SS method is obviously easy to build load prediction model for the control system. But whether the SS method for the next 24 hours' loads prediction can be more effective than the DS method, little information can be available.
The main objective of this study is to investigate an agreeable approach for modeling and predicting the next 24 hours' cooling loads. GRNN was applied to set up load prediction models for its quick learning and excellent fitting ability. Two SS models and two DS models were built according to different modeling methods and input variables. Two large hotels located in Sanya, China, were selected to test and validate these models. The predictive performances were compared and the optimal model was discussed.
GRNN Algorithm
The GRNN is a kind of radial basis function networks developed by Specht [10] . It is a powerful regression tool with a dynamic network structure. It approximates any arbitrary function between the input and output vectors, drawing the function estimation directly from the training data. The main advantage is the extremely rapid training, which does not require an iterative training procedure.
A typical GRNN mainly has four layers, as presented in Figure 1 . When nonlinear regression is performed, each layer is assigned to a specific computational function. The first layer of the network is used to receive information, and there is a unique input neuron for each input variable.
The second layer is used to combine and process the input data in a systematic fashion so that the relationship between the input and the proper response is "memorized. " Therefore, the neurons in the second layer are also called pattern neurons, and the number of pattern neurons ( ) is equal to the number of training samples. A typical pattern neuron obtains the data from the input neurons and computes an output by using a multivariate Gaussian function given in (1), where is the specific training vector represented by pattern neuron , and is the smoothing factor, consider
where is a parameter that should be set by the user. When is made larger, the estimated density is forced to be smooth and in the limit becomes a multivariate Gaussian with covariance 2 . On the other hand, a smaller value of allows the estimated density to assume non-Gaussian shapes, but with the risk that the outlying data points may have too great an effect on the estimate. In the third layer, the neurons, named the summation neurons, receive and augment the outputs of the pattern neurons. Technically, there are two types of summations, simple arithmetic summations and weighted summations, performed in the summation neurons, which can be represented as (2) and (3), respectively as follows:
where is the weight between pattern neuron and third layer neuron .
The summations of the neurons in the third layer are subsequently sent to the fourth layer. The regression output of GRNN is calculated as follows:
Data on input and output layers should be normalized before being used in the GRNN, to improve the calculation efficiency, and prevent individual data from overflowing during the calculation. Equations (5) and (6) normalize the input and output variables to the interval [−1, 1], respectively, as follows:
where is an input variable, is an output variable, max and min are the maximum and minimum values of , max and min are the maximum and minimum values of , and and are the normalized input and output variables. After the regression output is obtained from GRNN model, it should be transformed into the actual prediction valuêbŷ=
Single Stage Load Prediction Models
There is only a one-stage prediction in the single stage (SS) method for the next 24 hours' cooling load prediction. It is primarily based on time series analysis, which takes observed data series to forecast future data. In this section, 2 SS GRNN models (S-1 to 2) based on different inputs were set up, as shown in Table 1 . The SS load model developed by Ben-Nakhi and Mahmoud [9] was introduced, named as S-1. The input vector is Table 2 : Weather models for predicting ambient temperature, relative humidity, and solar radiation intensity.
, that are hourly ambient temperatures from the previous day. The output vector is = { , }
=1
, which are hourly cooling loads for the next day. Model S-1 predicts cooling load only based on historical ambient temperature data.
Furthermore, a new SS load model was proposed, named as S-2. Considering that the cooling load is the result of all load factors on the building, and it changes periodically with a period of 24 hours, the load time series data { , −1 }
might contain more information than { , −1 }
for load prediction. Model S-2 uses the 24 hours' load of the previous day { , −1 }
as the main input variables. In addition, tomorrow's high and low temperatures ( high , low ) and sky condition (SC ), which are issued by the meteorological center, are also introduced to the load model. Therefore, the input vector of model S-2 is = ({ , −1 }
, high , low , SC ), the output vector is the same as that of model S-1.
Double Stage Load Prediction Models
Double stage (DS) prediction method was used to set up load GRNN models to compare with the SS load models. The DS load models have two stage predictions. At the first stage, meteorological data for the next 24 hours are forecast. At the second stage, cooling loads for the next 24 hours are predicted based on the outputs of the first-stage prediction.
First Stage-Weather
Forecast. GRNN algorithm is also suitable to predict hourly weather data for the nonlinearity in climate physics [11] . In this study, the main meteorological parameters, including ambient temperature ( ), relative humidity ( ), and solar radiation intensity ( ), were chosen for load prediction. Three weather forecasting models (D-T, D-H, and D-I) were set up based on GRNN, as shown in Table 2 .
Because the weather prediction is a temporal and timeseries-based process, each model uses historical 24 hours' data as the main input variables, and the next 24 hours' values as the output. Tomorrow's weather forecasts ( high , low , SC ) were also employed to improve the predictive accuracy. Table 3 . Both DS load models choose , cooling load at the target time , as the output, and employ meteorological parameters as the main input variables.
Model D-1 only uses meteorological parameters to predict cooling load. The input vector is = ( , { } = −2 , , { } = −1 ). { } = −2 represents the ambient temperatures at the time of , − 1, − 2;
is the relative humidity at the time of ; and { } = −1 are the solar radiation intensity at the time of , −1. The selection of input variables has taken account of the delay of meteorological parameters' influence on the dynamic cooling load, and its rationality has been validated by Shi et al. [12] and Li et al. [13] .
Model D-2 introduces historical load in the input. Compared with D-1, model D-2 adds an input variable , −1 , which is the cooling load at the target time of the previous day. Kawashima et al. [6] have used the same input and output to build a BP load model, and got good predictive accuracy.
There are meteorological input variables that have the time stamps , − 1, − 2 in the DS load models. But the next 24 hours' weather data are unknown in an operating situation; DS load models have to use the estimated weather data to predict the next 24 hours' cooling loads.
Load Prediction Models' Application

Buildings and Measured Data
. Two large hotels (hotels A and B) located in Sanya, China, were selected to validate the performance of the SS and DS load prediction models. Table 4 gives basic information of the two hotels.
Both hotels are users of a district ice-storage cooling plant. As Sanya is in the tropical oceanic monsoon climate area, the cooling systems of hotels run continuously throughout the year.
Measurements at both hotels were taken by a building automation system at short time intervals. The cooling load of each hotel was measured by a cooling meter (accuracy: class two). The ambient temperature and relative humidity were measured by an outdoor temperature/humidity sensor (accuracy: ±0.5 ∘ C and ±2% RH), and the solar radiation intensity was measured by a solar radiometer (accuracy: 10 W/m 2 ). Tomorrow's weather forecasts ( high , low , SC ) were obtained from the website of Sanya Meteorological Bureau. The sky condition (SC ) is typically sunny, cloudy, showers and rainy, which are expressed as levels 1, 2, 3, and 4, respectively. Measured data were collected for about a year. The dataset of hotel A is from June 2011 to April 2012, and that of hotel B is from July 2011 to August 2012. Figure 2 shows the measured cooling load for the two hotels.
Each dataset was divided into two parts for training and testing GRNN prediction models. For hotel A, the data in April 2012 (30 days) were kept as the testing samples, and other data from June 2011 to March 2012 (295 days) were used as the training samples. For hotel B, the data in July and August 2012 (62 days) were kept as the testing samples, and other data from July 2011 to June 2012 (365 days) were used as the training samples.
Performance Indices.
The performance evaluation indices to the GRNN models throughout this study are the expected error percentage (EEP) and the coefficient of correlation ( ), which are defined by (8) and (9), respectively, as follows: where is the total number of samples, and are the target and the predicted values, respectively, and are the means of the target and the predicted values, respectively, and max is the maximum measured values.
Parameter Setting.
There is only one parameter, the smooth factor ( ), which can be adjusted in GRNN models. Stepwise searching and leave-one-out cross-validation method [10] can be used to select the optimal value of for each GRNN model.
In this study, the initial value of is set to 0.1, and the steplength is 0.01. The GRNN models with various parameter settings were trained using the training samples, and the prediction error values of EEP were recorded. The results are shown in Figure 3 .
It clearly shows that the parameter has great effect on the predictive accuracy of a GRNN model. The optimal was determined according to the lowest point on the prediction error curve of each model, and results are given in Table 5 .
Results and Discussion
. GRNN models were established on the training samples after determining parameter . They were used to predict the cooling load for hotel A and B. The results are shown in Tables 6 and 7 . Moreover, Figures 4 and  5 give examples of the predicted cooling loads for the two hotels, respectively.
It clearly shows that models S-1 and D-1, which only use weather data to predict cooling load, have unacceptable performance. Because the building cooling load is very complicated, the information of weather parameters cannot be satisfied for load models to predict cooling load accurately. Models S-2 and D-2 both improve their predictive performance for introducing historical load in the input. In the testing course, Model S-2 reduces the expectation of error percentage by 20% (13.5%) for hotel A (B) compared with model S-1, and Model D-2 reduces the EEP by 15% (10.5%) for hotel A (B) compared with model D-1. Such significant improvement is also found in the training course. Therefore, historical load data play an important role in cooling load prediction.
Model S-2, which uses the SS prediction method to set up, have almost the same high predictive accuracy as model D-2, which is built based on the DS prediction method. The SS prediction method was demonstrated to be effective for cooling load prediction. Model S-2 predicts cooling load only based on historical load and tomorrow's weather forecasts issued by meteorological center. The necessity of Advances in Mechanical Engineering measuring and predicting hourly meteorological data is eliminated. It cannot only reduce the construction investment in the building automation system but also decreases the instability of prediction caused by weather sensor faults. Therefore, the SS load model S-2 is much more simple and reliable for predicting the cooling load in practical applications.
In the testing course, Model D-2 used the predicted weather data to predict the cooling load. In addition, Model D-2 with measured weather data was also studied. It is found that there is little difference in predictive accuracy. Hence, the GRNN weather models have enough predictive accuracy for cooling load prediction.
Furthermore, the influence of the training sample amount on load prediction was investigated. Figure 6 shows the prediction error curve of model S-2 and D-2 with various amounts of training sample. It can be seen that both models have good learning ability, working well even in a small data amount. As the data amount of similar load conditions increases, the predictive accuracy of both models will be further improved. In Figures 4 and 5 , the predicted loads of models S-2 and D-2 have better agreement with the measured loads than model S-1 and D-1. But, it can be seen that the actual cooling load of two hotels often changes dramatically, and load models established in this study are still unsatisfactory for predicting this great change of load.
Conclusions
In this study, GRNN was applied to predict the next 24 hours' cooling loads. Two DS and two SS prediction models based on GRNN were set up with different inputs. Two different measured data sets were used to validate these models. The performance indices were represented by the expected error percentage and coefficient of correlation. The load models, which only employ hourly weather forecast data as network inputs, were found to be far from satisfactory for predicting cooling load, due to the complex of load factors in real buildings. Historical load plays an important role in building cooling load prediction, and its introduction can improve the predictive accuracy significantly. The SS load prediction method is effective for load prediction. The SS model S-2 gets the same good performance as the best DS model D-2. Model S-2 uses the previous 24 hours' loads and tomorrow's weather forecasts issued by meteorological center as the network input, and the next 24 hours' loads as the output. It is simple to establish and apply in practical applications.
In real buildings, the cooling load has dramatic changes frequently. The load models in this study still cannot predict the dramatic load changes accurately. The future work will focus on the prediction model's improvement in the selection of input variables which reflect the information about the dramatic load change.
