Abstract-Research in automatic analysis of sign language has largely focused on recognizing the lexical (or citation) form of sign gestures as they appear in continuous signing, and developing algorithms that scale well to large vocabularies. However, successful recognition of lexical signs is not sufficient for a full understanding of sign language communication. Nonmanual signals and grammatical processes which result in systematic variations in sign appearance are integral aspects of this communication but have received comparatively little attention in the literature. In this survey, we examine data acquisition, feature extraction and classification methods employed for the analysis of sign language gestures. These are discussed with respect to issues such as modeling transitions between signs in continuous signing, modeling inflectional processes, signer independence, and adaptation. We further examine works that attempt to analyze nonmanual signals and discuss issues related to integrating these with (hand) sign gestures. We also discuss the overall progress toward a true test of sign recognition systems-dealing with natural signing by native signers. We suggest some future directions for this research and also point to contributions it can make to other fields of research. Web-based supplemental materials (appendicies) which contain several illustrative examples and videos of signing can be found at www.computer.org/publications/dlib.
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INTRODUCTION
I N taxonomies of communicative hand/arm gestures, sign language (SL) is often regarded as the most structured of the various gesture categories. For example, different gesture categories have been considered as existing on a continuum, where gesticulation that accompanies verbal discourse is described as the least standardized and SL as the most constrained in terms of conventional forms that are allowed by the rules of syntax ( [76] , [94] , Fig. 1a ). In Quek's taxonomy ( [112] , Fig. 1b) , gestures are divided into acts and symbols, and SL is regarded as largely symbolic, and possibly also largely referential since modalizing gestures are defined as those occuring in conjunction with another communication mode, such as speech. In this view, SL appears to be a small subset of the possible forms of gestural communication. Indeed SL is highly structured and most SL gestures are of a symbolic nature (i.e., the meaning is not transparent from observing the form of the gestures), but these taxonomies obscure the richness and sophistication of the medium. SL communication involves not only hand/arm gestures (i.e., manual signing) but also nonmanual signals (NMS) conveyed through facial expressions, head movements, body postures and torso movements.
Recognizing SL communication therefore requires simultaneous observation of these disparate body articulators and their precise synchronization, and information integration, perhaps utilizing a multimodal approach ( [11] , [155] ). As such, SL communication is highly complex and understanding it involves a substantial commonality with research in machine analysis and understanding of human action and behavior; for example, face and facial expression recognition [84] , [104] , tracking and human motion analysis [53] , [148] , and gesture recognition [106] . Detecting, tracking and identifying people, and interpreting human behavior are the capabilities required of pervasive computing and wearable devices in applications such as smart environments and perceptual user interfaces [31] , [107] . These devices need to be context-aware, i.e., be able to determine their own context in relation to nearby objects and humans in order to respond appropriately without detailed instructions. Many of the problems and issues encountered in SL recognition are also encountered in the research areas mentioned above; the structured nature of SL makes it an ideal starting point for developing methods to solve these problems.
Sign gestures are not all purely symbolic, and some are in fact mimetic or deictic (these are defined by Quek as act gestures where the movements performed relate directly to the intended interpretation). Mimetic gestures take the form of pantomimes and reflect some aspect of the object or activity that is being referred to. These are similar to classifier signs in American Sign Language (ASL) which can represent a particular object or person with the handshape and then act out the movements or actions of that object. Kendon [77] described one of the roles of hand gesticulations that accompany speech as providing images of the shapes of objects, spatial relations between objects or their paths of movement through space. These are in fact some of the same functions of classifier signs in ASL. A form of pantomime called constructed actions (role-playing or pespective shifting [23] ) is also regularly used in SL discourse to relate stories about other people or places. Deictic or pointing gestures are extensively used in SL as pronouns or to specify an object or person who is present or to specify an absent person by pointing to a previously established referrant location. Hence, designing systems that can automatically recognize classifier signs, pointing gestures, and constructed actions in signing would be a step in the direction of analyzing gesticulation accompanying speech and other less structured gestures. SL gestures also offer a useful benchmark for evaluating hand/arm gesture recognition systems. Non-SL gesture recognition systems often deal with small, limited vocabularies which are defined to simplify the classification task. SL(s), on the other hand, are naturally developed languages as opposed to artificially defined ones and have large, well-defined vocabularies which include gestures that are difficult for recognition systems to disambiguate.
One of the uses envisioned for SL recognition is in a signto-text/speech translation system. The complete translation system would additionally require machine translation from the recognized sequence of signs and NMS to the text or speech of a spoken language such as English. In an ideal system, the SL recognition module would have a large and general vocabulary, be able to capture and recognize manual information and NMS, perform accurately in realtime and robustly in arbitrary environments, and allow for maximum user mobility. Such a translation system is not the only use for SL recognition systems however, and other useful applications where the system requirements and constraints may be quite different, include the following:
. Translation or complete dialog systems for use in specific transactional domains such as government offices, post offices, cafeterias, etc. [2] , [95] , [116] , [119] . These systems may also serve as a user interface to PCs or information servers [9] . Such systems could be useful even with limited vocabulary and formulaic phrases, and a constrained data input environment (perhaps using direct-measure device gloves [49] , [116] or colored gloves and constrained background for visual input [2] ). . Bandwidth-conserving communication between signers through the use of avatars. Sign input data recognized at one end can be translated to a notational system (like HamNoSys) for transmission and synthesized into animation at the other end of the channel. This represents a great saving in bandwidth as compared to transmitting live video of a human signer. This concept is similar to a system for computer-generated signing developed under the Visicast project ( [78] ) where text content is translated to SiGML (Signing Gesture Markup Language, based on HamNoSys) to generate parameters for sign synthesis. Another possibility is creating SL documents for storage of recognized sign data in the form of sign notations, to be played back later through animation. . Automated or semiautomated annotation of video databases of native signing. Linguistic analyses of signed languages and gesticulations that accompany speech require large-scale linguistically annotated corpora. Manual transcription of such video data is time-consuming, and machine vision assisted annotation would greatly improve efficiency. Head tracking and handshape recognition algorithms [99] , and sign word boundary detection algorithms [83] have been applied for this purpose. . Input interface for augmentative communication systems. Assistive systems which are used for human-human communication by people with speech-impairments often require keyboard or joystick input from the user [14] . Gestural input involving some aspects of SL, like handshape for example, might be more user friendly. In the following, Section 2 gives a brief introduction to ASL, illustrating some aspects relevant to machine analysis. ASL is extensively used by the deaf communities of North America and is also one of the most well-researched among sign languages-by sign linguists as well as by researchers in machine recognition. In Section 3, we survey work related to automatic analysis of manual signing. Hand localization and tracking, and feature extraction in vision-based methods are considered in Sections 3.1 and 3.2, respectively. Classification schemes for sign gestures are considered in Section 3.3. These can be broadly divided into schemes that use a single classification stage or those that classify components of a gesture and then integrate them for sign classification. Section 3.3.1 considers classification methods employed to classify the whole sign or to classify its components. Section 3.3.2 considers methods that integrate component-level results for sign-level classification. Finally, Section 3.4 discusses the main issues involved in classification of sign gestures. Analysis of NMS is examined in Section 4. The issues are presented in Section 4.1 together with works on body pose and movement analysis, while works related to facial expression analysis, head pose, and motion analysis are examined in Appendix D (which can be found at www.computer.org/publications/dlib). The integration of these different cues is discussed in Section 4.2. Section 5 summarizes the state-of-the-art and future work, and Section 6 concludes the paper.
AMERICAN SIGN LANGUAGE-ISSUES RELEVANT TO AUTOMATIC RECOGNITION
Most research work in SL recognition has focused on classifying the lexical meaning of sign gestures. This is understandable since hand gestures do express the main information conveyed in signing. For example, from obser- [94] and (b) Quek's taxonomy [112] .
ving the hand gestures in the sequence of Fig. 2 , we can decipher the lexical meaning conveyed as "YOU STUDY." 1 However, without observing NMS and inflections in the signing, we cannot decipher the full meaning of the sentence as: "Are you studying very hard?" The query in the sentence is expressed by the body leaning forward, head thrust forward and raised eyebrows toward the end of the signed sequence (e.g., in Figs. 2e and 2f). To refer to an activity performed with great intensity, the lips are spread wide with the teeth visible and clenched; this co-occurs with the sign STUDY. In addition to information conveyed through these NMS, the hand gesture is performed repetitively in a circular contour with smooth motion. This continuous action further distinguishes the meaning as "studying" instead of "study."
In the following sections, we will consider issues related to the lexical form of signs and point out some pertinent issues with respect to two important aspects of signing, viz; modifications to gestures that carry grammatical meaning, and NMS.
Manual Signing Expressing Lexical Meaning
Sign linguists generally distinguish the basic components (or phoneme subunits) of a sign gesture as consisting of the handshape, hand orientation, location, and movement. Handshape refers to the finger configuration, orientation to the direction in which the palm and fingers are pointing, and location to where the hand is placed relative to the body. Hand movement traces out a trajectory in space. The first phonological model, proposed by Stokoe [124] , emphasized the simultaneous organization of these subunits. In contrast, Liddell and Johnson's Movement-Hold model [90] emphasized sequential organization. Movement segments were defined as periods during which some part of the sign is in transition, whether handshape, hand location, or orientation. Hold segments are brief periods when all these parts are static. More recent models ( [22] , [108] , [118] , [150] ) aim to represent both the simultaneous and sequential structure of signs and it would seem that the computational framework adopted for SL recognition must similarly be able to model both structures. There are a limited number of subunits which combine to make up all the possible signs, for e.g., 30 handshapes, 8 hand orientations, 20 locations, and 40 movement trajectory shapes [90] (different numbers are proposed according to the phonological model adopted). Breaking down signs into their constituent parts has been used by various researchers for devising classification frameworks (Section 3.3.2). All parts are important as evidenced by the existence of minimal signs which differ in only one of the basic parts (Fig. 3a) . When signs occur in a continuous sequence to form sentences, the hand(s) need to move from the ending location of one sign to the starting location of the next. Simultaneously, the handshape and hand orientation also change from the ending handshape and orientation of one sign to the starting handshape and orientation of the next. These intersign transition periods are called movement epenthesis [90] and are not part of either of the signs. Fig. 2b shows a frame within the movement epenthesis-the right hand is transiting from performing the sign YOU to the sign STUDY. In continuous signing, processes with effects similar to co-articulation in speech do also occur, where the appearance of a sign is affected by the preceding and succeeding signs (e.g., hold deletion, metathesis, and assimilation [137] ). However, these processes do not necessarily occur in all signs; for example, hold deletion is variably applied depending on whether the hold involves 1 . Words in capital letters are sign glosses which represent signs with their closest meaning in English. contact with a body part [90] . Hence, movement epenthesis occurs most frequently during continuous signing and should probably be tackled first by machine analysis, before dealing with the other phonological processes.
Some aspects of signing impact the methods used for feature extraction and classification, especially for visionbased approaches. First, while performing a sign gesture, the hand may be required to be at different orientations with respect to the signer's body and, hence, a fixed hand orientation from a single viewpoint cannot be assumed. Second, different types of movements are involved in signing. Generally, movement refers to the whole hand tracing a global 3D trajectory, as in the sign STUDY of Fig. 2 where the hand moves in a circular trajectory. However, there are other signs which involve local movements only, such as changing the hand orientation by twisting the wrist (e.g., CHINESE and SOUR, Fig. 3b ) or moving the fingers only (e.g., COLOR). This imposes conflicting requirements on the field of view; it must be large enough to capture the global motion, but at the same time, small local movements must not be lost. Third, both hands often touch or occlude each other when observed from a single viewpoint and, in some signs, the hands partially occlude the face, as in the signs CHINESE, SOUR, and COLOR. Hence, occlusion handling is an important consideration.
Grammatical Processes in Sign Gestures
The systematic changes to the sign appearance during continuous signing described above (addition of movement epenthesis, hold deletion, metathesis, assimilation) do not change the sign meaning. However, there are other systematic changes to one or more parts of the sign which affect the sign meaning, and these are briefly described in this section.
In the sentence of Fig. 2 , the sign STUDY is inflected for temporal aspect. Here, the handshape, orientation, and location of the sign are basically the same as in its lexical form but the movement of the sign is modified to show how the action (STUDY) is performed with reference to time. Examples of other signs that can be inflected in this way are WRITE, SIT, and SICK (Klima and Bellugi [81] lists 37 such signs). Fig. 4a shows examples of the sign ASK with different types of aspectual inflections. Generally, the meanings conveyed through these inflections are associated with aspects of the verbs that involve frequency, duration, recurrence, permanence, and intensity, and the sign's movement can be modified through its trajectory shape, rate, rhythm, and tension [81] , [109] . Klima Here, the verb indicates its subject and object by a change in the movement direction, with corresponding changes in its start and end locations, and hand orientation. Fig. 4b shows the sign ASK with different subject-object pairs. Other signs that can be similarly inflected include SHOW, GIVE, and INFORM (Padden [103] lists 63 such verbs). These signs can also be inflected to show the number of persons in the subject and/or object, or show how the verb action is distributed with respect to the individuals participating in the action ( [81] lists 10 different types of number agreement and distributional inflections, including dual, reciprocal, multiple, exhaustive, etc.). Verbs can be simultaneously inflected for person and number agreement.
Other examples of grammatical processes which result in systematic variations in sign appearance include emphatic inflections, derivation of nouns from verbs, numerical incorporation, and compound signs. Emphatic inflections are used for the purpose of emphasis and are expressed through repetition in the sign's movement, with tension throughout. Appendix A (which can be found at www.computer.org/publications/dlib) has more details with illustrative photos and videos and discusses some implications for machine understanding. Classifier signs which can be constructed with innumerable variations are also discussed.
Nonmanual Signals-NMS
In the example of Fig. 2 , two facial expressions were performed, with some overlap in their duration. Spreading the lips wide (Figs. 2c and 2d ) is an example of using lower facial expressions, which generally provide information about a particular sign through use of the mouth area (lips, tongue, teeth, cheek) [23] , [151] . In other examples, tongue through front teeth indicates that something is done carelessly, without paying attention; this can co-occur with a variety of signs like SHOP, DRIVING. Cheeks puffed out describes an object (e.g., TREE, TRUCK, MAN) as big or fat. The other facial expression shown in Fig. 2 depicts raised eyebrows and widened eyes (Figs. 2e and 2f) , and is an example of using upper face expressions ( [5] , [137] ), which often occur in tandem with head and body movements (in Figs. 2e and 2f the head and body are tilted forward). They generally convey information indicating emphasis on a sign or different sentence types (i.e., question, negation, rhetorical, assertion, etc.), and involve eye blinks, eye gaze direction, eyebrows, and nose. The eyebrows can be raised in surprise or to ask a question, contracted for emphasis or to show anger, or be drawn down in a frown. The head can tilt up with chin pressed forward, nod, shake or be thrust forward. The body can lean forward or back, shift and turn to either side. Please refer to Appendix A (www.computer. org/publications/dlib) for more examples of NMS.
Although the description above has focused on ASL, similar use of NMS and grammatical processes occur in SL(s) of other countries, e.g., Japan [157] , Taiwan [127] , Britain [130] , Australia [71] , Italy [29] , and France [19] .
SL communication uses two-handed gestures and NMS; understanding SL therefore involves solving problems that are common to other research areas and applications. This includes tracking of the hands, face and body parts, feature extraction, modeling and recognition of time-varying signals, multimodal integration of information, etc. Due to the interconnectedness of these areas, there is a vast literature available, but our intention here is to only provide an overview of research specific to SL recognition.
AUTOMATIC ANALYSIS OF HAND GESTURES IN SIGNING
Hand gesture data is mainly acquired using cameras or direct-measure (glove-based) devices (as surveyed in [125] ). Appendix B (www.computer.org/publications/dlib) gives some of the considerations in using the two data acquisition methods.
Vision-Based Hand Localization and Tracking
In order to capture the whole signing space, the entire upper body needs to be in the camera's field-of-view (FOV). The hand(s) must be located in the image sequence and this is generally implemented by using color, motion, and/or edge information. If skin-color detection is used, the signer is often required to wear long-sleeved clothing, with restrictions on other skin-colored objects in the background ( [1] , [67] , [68] , [120] , [123] , [158] , [162] ). Skin-color detection was combined with motion cues in Akyol and Alvarado [1] , Imagawa et al. [67] , Yang et al. [158] , and combined with edge detection in Terrillon et al. [136] . The hands were distinguished from the face with the assumption that the head is relatively static in [1] , [67] , [123] , and that the head region is bigger in size in [158] . A multilayer perceptron neural network-based frontal face detector was used in [136] for the same purpose. Color cue has also been used in conjunction with colored gloves ( [4] , [8] , [10] , [131] , [132] ).
Motion cues were used in [32] , [33] , [65] , [66] , with the assumption that the hand is the only moving object on a stationary background and that the signer's torso and head are relatively still. Another common requirement is that the hand must be constantly moving. In Chen et al. [25] and Huang and Jeng [66] , the hand was detected by logically ANDing difference images with edge maps and skin-color regions. In Cui and Weng's system [32] , [33] , an outline of the motion-detected hand was obtained by mapping partial views of the hand to previously learned hand contours, using a hierarchical nearest neighbor decision rule. This yielded 95 percent hand detection accuracy, but at a high computational cost (58.3s per frame).
Ong and Bowden [101] detected hands with 99.8 percent accuracy in grey scale images with shape information alone, using a boosted cascade of classifiers [140] . Signers were constrained to wear long-sleeved dark clothing, in front of mostly dark backgrounds. Tanibata et al. [135] extracted skin, clothes, head, and elbow region by using a very restrictive person-specific template that required the signer to be seated in a known initial position/pose. Some of the other works also localized the body torso ( [4] , [8] , [10] , [133] ), elbow and shoulder ( [61] ), along with the hands and face, using color cues and knowledge of the body's geometry. This allowed the position and movement of the hands to be referenced to the signer's body.
Two-dimensional tracking can be performed using blobbased ( [67] , [123] , [135] ), view-based ( [66] ), or hand contour/ boundary models ( [25] , [33] , [65] ), or by matching motion segmented regions ( [158] ). Particularly challenging is tracking in the presence of occlusion. Some works avoid the occurrence of occlusion entirely by their choice of camera angle ( [158] ), sign vocabulary ( [25] , [65] , [66] , [136] ), or by having signs performed unnaturally so as to avoid occluding the face ( [33] ). In these and other works, the left hand and/or face may be excluded from the image FOV ( [25] , [65] , [66] , [133] , [136] ). Another simplification is to use colored gloves, whereby face/hand overlap becomes straightforward to deal with. In the case of unadorned hands, simple methods for tracking and dealing with occlusions are generally unsatisfactory. For example, prediction techniques are used to estimate hand location based on the model dynamics and previously known locations, with the assumption of small, continuous hand movement ( [25] , [67] , [123] , [135] , [158] ). Starner et al.'s [123] method of subtracting the (assumed static) face region from the merged face/hand blob can only handle small overlaps. Overlapping hands were detected, but, for simplicity, features extracted from the merged blob were assigned to both hands. In addition, the left/right hand labels were always assigned to the left and right-most hand blobs, respectively. Imagawa et al. [67] also had problems dealing with complex bimanual hand movements (crossing, overlapping and bouncing back) as Kalman filters were used for each hand without data association. Tracking accuracy of 82-97 percent was obtained in a lab situation but this degraded to as low as 74 percent for a published videotape [121] with realistic signing at natural speed and NMS (this violated their assumptions of small hand movement between adjacent frames and a relatively static head). Their later work [68] dealt with face/hand overlaps by applying a sliding observation window over the merged blob and computing the likelihood of the window subimage belonging to one of the possible handshape classes. Hand location was correctly determined with 85 percent success rate. Tanibata et al. [135] distinguished the hands and face in cases of overlap by using texture templates from previously found hand and face regions. This method was found to be unsatisfactory when the interframe change in handshape, face orientation, or facial expression was large.
The more robust tracking methods that can deal with fast, discontinous hand motion, significant overlap, and complex hand interactions do not track the hands and face separately, but rather apply probabilistic reasoning for simultaneous assignment of labels to the possible hand/face regions [162] , [120] . In both these works, the assumption is that only the two largest skin-colored blobs other than the head could be hands (thus restricting other skin-colored objects in the background and requiring long-sleeved clothing). Zieren et al. [162] tracked (with 81.1 percent accuracy) both hands and face in video sequences of 152 German Sign Language (GSL) signs. Probabilistic reasoning using heuristic rules (based on multiple features such as relative positions of hands, sizes of skin-colored blobs, and Kalman filter prediction) was applied for labeling detected skin-colored blobs. Sherrah and Gong [120] demonstrated similarly good results while allowing head and body movement with the assumption that the head can be tracked reliably [18] . Multiple cues (motion, color, orientation, size and shape of clusters, distance relative to other body parts) were used to infer blob identities with a Bayesian Network whose structure and node conditional probability distributions represented constraints of articulated body parts.
In contrast to the above works which use 2D approaches, Downton and Drouet [39] used a 3D model-based approach where they built a hierarchical cylindrical model of the upper body, and implemented a project-and-match process with detected edges in the image to obtain kinematic parameters for the model. Their method failed to track after a few frames due to error propagation in the motion estimates. There are also a few works that use multiple cameras to obtain 3D measurements, however at great computational cost. Matsuo et al. [93] used stereo cameras to localize the hands in 3D and estimate the location of body parts. Vogler and Metaxas [141] placed three cameras orthogonally to overcome occlusion, and used deformable models for the arm/hand in each of the three camera views.
With regard to background complexity, several works use uniform backgrounds ( [4] , [8] , [10] , [65] , [93] , [133] , [158] , [162] ). Even with nonuniform background, background subtraction was usually not used to segment out the signer. Instead, the methods focused on using various cues to directly locate the hands, face, or other body parts with simplifying constraints. In contrast, Chen et al. [25] used background modeling and subtraction to extract the foreground within which the hand was located. This eases some imaging restrictions and constraints; [25] did not require colored gloves and long-sleeved clothing, and allowed complex cluttered background that included moving objects. However, the hand was required to be constantly moving.
The imaging restrictions and constraints encountered in vision-based approaches are listed in Table 1 .
Feature Extraction and Parameter Estimation in the Vision-Based Approaches
Research has focused on understanding hand signing in SL or, in the more restrictive case, classification of fingerspelled alphabets and numbers. For the former, the FOV includes the upper body of the signer, allowing the hands the range of movement required for signing. For fingerspelling, the range of hand motion is very small and consists mainly of finger configuration and orientation information. For full signing scenarios, features that characterize whole hand location and movement as well as appearance features that result from handshape and orientation are extracted, whereas for fingerspelling only the latter features are used. Thus, for works where the goal is classification of fingerspelling or handshape ( [3] , [12] , [17] , [36] , [55] , [56] , [156] ), the entire FOV only contains the hand. In these works (with the exception of [156] ), the hand is generally restricted to palm facing the camera, against a uniform background. For full signing scenarios, a commonly extracted positional feature is the center-of-gravity of the hand blob. This can be measured in absolute image coordinates ( [123] ), relative to the face or body ( [4] , [8] , [10] , [82] , [133] , [135] ), relative to the first gesture frame ( [33] ), or relative to the previous frame ( [82] ). Alternatively, motion features have been used to characterize hand motion, e.g., motion trajectories of hand pixels [158] or optical flow [25] . The above approaches extract measurements and features in 2D.
In an effort to obtain 3D measurements, Hienz et al. [61] proposed a simple geometric model of the hand/arm to estimate the hand's distance to camera using the shoulder, elbow, and hand's 2D positions. Approaches which directly measure 3D position using multiple cameras provide better accuracy but at the cost of higher computational complexity. Matsuo et al.'s [93] stereo camera system found the 3D position of both hands in a body-centered coordinate frame. Volger and Metaxas' [141] orthogonal camera system extracted the 3D wrist position coordinates and orientation parameters relative to the signer's spine.
The variety of hand appearance features include: segmented hand images, binary hand silhouettes or hand blobs, and hand contours. Segmented hand images are usually normalized for size, in-plane orientation, and/or illumination ( [33] , [131] ), and principal component analysis (PCA) is often applied for dimensionality reduction before further processing ( [12] , [36] , [68] , [156] ). In Starner et al. [123] and Tanibata et al. [135] , geometric moments were calculated from the hand blob. Assan and Grobel [4] , Bauer and Kraiss [8] , [10] , calculated the sizes, distances, and angles between distinctly colored fingers, palm, and back of the hand. Contour-based representations include various translation, scale, and/or in-plane rotation invariant features such as, Fourier descriptors (FD) [25] , [65] , [132] , size functions [56] , the lengths of vectors from the hand centroid to the fingertips region [3] , and localized contour sequences [55] . Huang and Jeng [66] represented hand contours with Active Shape Models [27] , and extracted a modified Hausdorff distance measure [40] between the prestored shape models and the hand contour in the input test image. Bowden and Sahardi [17] used PCA on training hand contours, but constructed nonlinear Point Distribution Models by piecewise linear approximation with clusters. Hand contour tracking was applied on a fingerspelling video sequence, and the model transited between clusters with probabilities that reflected information about shape space and alphabet probabilities in English. Though contour-based representations use invariant features, they may generally suffer from ambiguities resulting from different handshapes with similar contours.
All of the above methods extracted 2D hand appearance features. In contrast, Holden and Owens [63] and Dorner [38] employed a 3D model-based approach to estimate finger joint angles and 3D hand orientation. In both works, finger joints and wrist were marked with distinct colors, and a 3D hand model was iteratively matched to the image content by comparing the projections of the hand model's joints with the corresponding joint markers detected in the image. Holden and Owens [63] could deal with missing markers due to the hand's self-occlusion by Kalman filter prediction. However, hand orientation was restricted to palm facing the camera. Dorner [38] estimated the hand model state based on constraints on the possible range of joint angles and state transitions, to successfully track in presence of out-of-plane rotations. However, processing speed was quite slow, requiring 5-6s per frame. In these and other works using 3D hand models ( [100] , [113] ), the image FOV is assumed to contain only the hand with high resolution. In a sign recognition system however, the image FOV would contain the entire upper body; hence, the hand size would be small. In addition, these works do not consider situations when the hand is partially occluded (for example, by the other hand).
Fillbrandt et al. [48] attempt to address the shortcomings of the above approaches which directly find correspondence between image features and the 3D hand model. They used a network of 2D Active Appearance Models [28] as an intermediate representation between image features, and a simplified 3D hand model with 9 degrees-of-freedom. Experimental results with high-resolution images of the hand against uniform background yielded an average error of 10 percent in estimating finger parameters, while error for estimating the 3D hand orientation was 10 -20 . The system ran at 4 fps on a 1GHz Pentium III and they obtained some good results with low resolution images and partly missing image information. However, further work is needed before the model can be applied to a natural signing environment.
In terms of processing speed, methods that operate at near real-time for tracking and/or feature extraction (roughly 4-16 fps) include [1] , [4] , [8] , [10] , [61] , [67] , [123] , [162] . Some of the other methods were particularly slow, for example: 1.6s per frame (PII-330M) for tracking in Sherrah and Gong [120] , several seconds per frame for feature extraction in Tamura and Kawasaki [133] , 58.3s per frame (SGI INDIGO 2 workstation) for hand segmentation in Cui and Weng [32] , 60s for hand segmentation, and 70s for feature estimation in Huang and Jeng [66] .
Direct-measure devices use trackers to directly measure the 3D position and orientation of the hand(s), and gloves to measure finger joint angles. More details on feature estimation from direct-measure devices can be found in Appendix C (www.computer.org/publications/dlib).
Classification Schemes for Sign Gestures
The two main approaches in sign gesture classification either employ a single classification stage, or represent the gesture as consisting of simultaneous components which are individually classified and then integrated together for sign-level classification. Fig. 5 shows examples of the latter approach. Fig. 5a ( [138] ) is a block diagram of the two-stage classification process while Fig. 5b ([144] ) shows gesture components modeled as separate hidden Markov model (HMM) channels. Works listed in Tables 2 and 3 indicate the variety of classification schemes and features used under the two broad approaches. In each approach, methods which use both, direct-measure devices and vision are included. In Section 3.3.1, we summarize the main methods employed for classification. These same classification methods can either classify the sign directly or serve to classify any of the sign components. In Section 3.3.2, we see how results from component-level classification can be integrated to produce a final sign label. 
Classification Methods
Neural Networks and Variants. Multilayer perceptrons (MLP) are often employed for classifying handshape ( [44] , [50] , [56] , [96] , [139] , [145] , [154] ). Waldron and Kim [145] , and Vamplew and Adams [139] additionally used MLPs to classify the hand location, orientation, and movement type from tracker data (see Fig. 5a ). Other neural network (NN) variants include: Fuzzy Min-Max NNs ( [122] ) in [80] , Adaptive Neuro-Fuzzy Inference System Networks ( [69] ) in [3] , and Hyperrectangular Composite NNs in [126] , all for handshape classification; and 3D Hopfield NN in [65] for sign classification. Time-series data, such as movement trajectories and sign gestures, consist of many data points and have variable temporal lengths. NNs designed for classifying static data often do not utilize all the information available in the data points. For example, in classifying movement type, [145] used the displacement vectors at the start and midpoint of a gesture as input to the MLP, while [139] used only the accumulated displacement in each of the three primary axes of the tracker. Yang et al. [158] used Time-Delay NNs which were designed for temporal processing, to classify signs from hand pixel motion trajectories. As a small moving window of gesture data from consecutive time frames is used as input, only a small number of weights need to be trained (in contrast, HMMs often require estimation of many model parameters). The input data window eventually covers all the data points in the sequence, but a standard temporal length is still required. Murakami and Taguchi [96] used Recurrent NNs which can take into account temporal context without requiring a fixed temporal length. They considered a sign word to be recognized when the output node values remain unchanged over a heuristically determined period of time.
Hidden Markov models (HMMs) and variants. Several works classify sign gestures using HMMs which are widely used in continuous speech recognition. HMMs are able to process time-series data with variable temporal lengths and discount timing variations through the use of skipped-states and same-state transitions. HMMs can also implicitly segment continuous speech into individual words-trained word or phoneme HMMs are chained together into a branching tree-structured network and Viterbi decoding is used to find the most probable path through the network, thereby recovering both the word boundaries and the sequence. This idea has also been used for recognition of continuous signs, using various techniques to increase computational efficiency (some of which originated in speech recognition research [160] ). These techniques include language modeling, beam search and network pruning ( [8] , [10] , [50] , [147] ), N-best pass ( [147] ), fast matching ( [50] ), frame predicting ( [50] ), and clustering of Gaussians ( [147] ). Language models that have been used include unigram and bigram models in [50] , [144] , [147] , as well as a strongly constrained parts-of-speech grammar in [95] , [123] . As an alternative to the tree-structured network approach, Liang and Ouhyoung [89] and Fang et al. [45] explicitly segmented sentences before classification by HMMs (Section 3.4.1).
To reduce training data and enable scaling to large vocabularies, some researchers define sequential subunits, similar to phonetic acoustic models in speech, making every sign a concatentation of HMMs which model subunits. Based on an unsupervised method similar to one employed in speech recognition ( [70] ), Bauer and Kraiss [8] defined 10 subunits for a vocabulary of 12 signs using k-means clustering. Later, a bootstrap method [10] was introduced to get initial estimates for subunit HMM parameters and obtain the sign transcriptions. Recognition accuracy on 100 isolated signs using 150 HMM subunits was 92.5 percent. Encouragingly, recognition accuracy of 50 new signs without retraining the subunit HMMs was 81.0 percent. Vogler [144] (Fig. 6a) , Yuan et al. [161] and Wang et al. [147] defined subunits linguistically instead of using unsupervised learning. [147] achieved 86.2 percent word accuracy in continuous sign recognition for a large vocabulary of 5,119 signs with 2,439 subunit HMMs. Fig. 6b ( [147] ) shows a tree structure built from these subunits to form sign words. Kobayashi and Haruyama [82] argue that HMMs, which are meant to model piecewise stationary processes, are illsuited for modeling gesture features which are always transient and propose the Partly hidden Markov model. Here the observation node probability is dependent on two states, one hidden and the other observable. Experimental results for isolated sign recognition showed a 73 percent improvement in error rate over HMMs. However, the vocabulary set of six Japanese Sign Language (JSL) signs is too small to draw concrete conclusions.
Principal Component Analysis (PCA) and Multiple Discriminant Analysis (MDA). Birk et al. [12] and Imagawa et al. [68] both reduced dimensionality of segmented hand images by PCA before classification. Imagawa et al. [68] applied an unsupervised approach where training images were clustered in eigenspace and test images were classified to the cluster identity which gave the maximum likelihood score. Kong and Ranganath [85] classified 11 3D movement trajectories by performing periodicity detection using Fourier analysis, followed by Vector Quantization Principal Component Analysis [74] . Cui and Weng [33] used a recursive partition tree and applied PCA and MDA operations at each node. This method was able to achieve nonlinear classification boundaries in the feature space of 28 ASL signs. Deng and Tsui [36] found that when the entire data set is used for MDA, the performance degrades with increasing number of classes. To overcome this and to avoid strict division of data into partitions (as in [33] ), they applied PCA and then performed crude classification into clusters with Gaussian distributions before applying MDA locally. The final classification of an input vector into one of 110 ASL signs took into account the likelihood of being in each of the clusters. Wu and Huang [156] aimed to overcome the difficulty of getting good results from MDA without a large labeled training data set. A small labeled data set and a large unlabeled data set were both modeled by the same mixture density, and a modified Discriminant-EM algorithm was used to estimate the mixture density parameters. A classifier trained with 10,000 unlabeled samples and 140 labeled samples of segmented hand images classified 14 handshapes with 92.4 percent accuracy, including test images where the hands had significant outof-plane rotations. The above works mainly dealt with handshape classification ( [12] , [156] ) or classification of signs based on just the beginning and ending handshape ( [36] , [68] ). In [85] and [33] which classified movement trajectory and signs, respectively, mapping to a fixed temporal length was required.
Other methods. Some of the other methods that have been applied for classification of handshape are: decision trees ( [59] , [60] ), nearest-neighbor matching ( [86] ), image template matching ( [55] , [131] ), and correlation with phase-only filters from discrete Fourier transforms ( [136] ). Rule-based methods based on dictionary entries or decision trees have also been applied to classifying motion trajectories or signs ( [61] , [72] , [73] , [80] , [93] , [127] ). Classification is by template matching with the ideal sequence of motion directions, or finding features (like concativity, change in direction) that characterize each motion type. The rules are usually handcoded and, thus, may not generalize well. Wu and Gao [153] presented the Semicontinuous Dynamic Gaussian Mixture Model as an alternative to HMMs for processing temporal data, with the advantage of faster training time and fewer model parameters. This model was applied to recognizing sign words from a vocabulary of 274, but only using finger joint angle data (from two Cybergloves). They achieved fast recognition (0.04s per sign) and 97.4 percent accuracy.
Schemes for Integrating Component-Level Results
A common approach is to hand-code the categories of handshape, hand orientation, hand location, and movement type that make up each sign in the vocabulary, forming a lexicon of sign definitions. Classifying the sign label from component-level results is then performed by comparing the ideal lexicon categories with the corresponding recognized components ( [60] , [68] , [80] , [115] , [126] , [133] , [139] ). Various methods of performing this matching operation have been implemented; for example, Vamplew and Adams [139] employed a nearest-neighbor algorithm with a heuristic distance measure for matching sign word candidates. In Sagawa and Takeuchi [115] , the dictionary entries defined the mean and variance (which were learned from training examples) of handshape, orientation, and motion type attributes as well as the degree of overlap in the timing of these components. Candidate sign words were then given a probability score based on the actual values of the component attributes in the input gesture data. In Su [126] , scoring was based on an accumulated similarity measure of input handshape data from the first and last 10 sample vectors of a gesture. A major assumption was that signs can be distinguished based on just the starting and ending handshapes. Liang and Ouhyoung [89] classified all four gesture components using HMMs. Classification at the sign and sentence level was then accomplished using dynamic programming, taking into account the probability of the handshape, location, orientation, and movement components according to dictionary definitions as well as unigram and bigram probabilities of the sign gestures.
Methods based on HMMs include Gao et al. [50] , where HMMs model individual sign words while observations of the HMM states correspond to component-level labels for position, orientation, and handshape, which were classified by MLPs. Vogler [144] proposed the Parallel HMM algorithm to model gesture components and recognize continuous signing in sentences. The right hand's shape, movement, and location, along with the left hand's movement and location were represented by separate HMM channels which were trained with relevant data and features. For recognition, individual HMM networks were built in each channel and a modified Viterbi decoding algorithm searched through all the networks in parallel. Path probabilities from each network that went through the same sequence of words were combined (Fig. 5b) . Tanibata et al. [135] proposed a similar scheme where output probabilities from HMMs which model the right and left hand's gesture data were multiplied together for isolated word recognition.
Waldron and Kim [145] combined component-level results (from handshape, hand location, orientation, and movement type classification) with NNs-experimenting with MLPs as well as Kohonen self-organizing maps. The self-organizing map performed slightly worse than the MLP (83 percent versus 86 percent sign recognition accuracy), but it was possible to relabel the map to recognize new signs without requiring additional training data (experimental results were given for relabeling to accomodate two new signs). In an adaptive fuzzy expert system ( [30] ) by Holden and Owens [63] , signs were classified based on start and end handshapes and finger motion, using triangular fuzzy membership functions, whose parameters were found from training data.
An advantage of decoupling component-level and signlevel classification is that fewer classes would need to be distinguished at the component level. This conforms with the findings of sign linguists that there are a small, limited number of categories in each of the gesture components which can be combined to form a large number of sign words. For example, in Liang and Ouhyoung [89] , the most number of classes at the component-level was 51 categories (for handshape), which is smaller than the 71 to 250 sign words that were recognized. Though some of these works may have small vocabularies (e.g., 22 signs in [144] ), their focus, nevertheless, is on developing frameworks that allow scaling to large vocabularies. In general, this approach enables the component-level classifiers to be simpler, and with fewer parameters to be learned, due to the fewer number of classes to be distinguished and to the reduced input dimensions (since only the relevant component features are input to each classifier). In the works where sign-level classification was based on a lexicon of sign definitions, only training data for component-level classification was required and not at the whole-sign level ( [60] , [80] , [89] , [126] , [133] , [139] , [144] ). Furthermore, new signs can be recognized without retraining the component-level classifiers, if they cover all categories of components that may appear in signs. For example, the system in Hernandez-Rebollar et al. [60] trained to classify 30 signs, can be expanded to classify 176 new signs by just adding their descriptions into the lexicon.
In addition, approaches that do not require any training at the sign-level may be the most suitable for dealing with inflections and other grammatical processes in signing. As described in Section 2.2 and Appendix A (which can be found at www.computer.org/publications/dlib), the citation form of a sign can be systematically modified in one or more of its components to result in an inflected or derived sign form. This increases the vocabulary size to many more times than the number of lexical signs, with a correspondingly increased data requirement if training is required at the sign level. However, there is a limited number of ways in which these grammatical processes occur; hence, much less training data would be required if these processes could be recognized at the component level.
Main Issues in the Classification of Sign Gestures
The success of the works reported in the literature should not be measured just in terms of recognition rate but also in terms of how well they deal with the main issues involved in classification of sign gestures. In the following, we consider issues which apply to both vision-based and direct-measure device approaches. For a discussion of imaging environment constraints and restrictions, and feature estimation issues pertaining to vision-based approaches, the reader is referred to Sections 3.1 and 3.2. Tables 2 and 3 reveal that most of the works deal with isolated sign recognition where the user either performs the signs one at a time, starting and ending at a neutral position, or with exaggerated pauses, or while applying an external switch between each word. Extending isolated recognition to continuous signing requires automatic detection of word boundaries so that the recognition algorithm can be applied on the segmented signs. As such, valid sign segments where the movement trajectory, handshape, and orientation are meaningful parts of the sign need to be distinguished from movement epenthesis segments, where the hand(s) are merely transiting from the ending location and hand configuration of one sign to the start of the next sign. The general approach for explicit segmentation uses a subset of features from gesture data as cues for boundary detection. Sagawa and Takeuchi [115] considered a minimum in the hand velocity, a minimum in the differential of glove finger flexure values and a large change in motion trajectory angle as candidate points for word boundaries. Transition periods and valid word segments were further distinguished by calculating the ratio between the minimum acceleration value and maximum velocity in the segment-a minimal ratio indicated a word, otherwise a transition. In experiments with 100 JSL sentences, 80.2 percent of the word segments were correctly detected, while 11.2 percent of the transition segments were misjudged as words. In contrast, Liang and Ouhyoung [89] considered a sign gesture as consisting of a sequence of handshapes connected by motion and assumed that valid sign words are contained in segments where the timevarying parameters in finger flexure data dropped below a threshold. The handshape, orientation, location, and movement type in these segments were classified, while sections with large finger movement were ignored. The limitation of these methods which use a few gesture features as cues arises from the difficulty in specifying rules for determining sign boundaries that would apply in all instances. For example, [115] assumed that sign words are contained in segments where there is significant hand displacement and finger movement while boundary points are characterized by a low value in those parameters. However, in general, this may not always occur at sign boundaries. On the other hand, the method in [89] might miss important data for signs that involve a change in handshape co-occuring with a meaningful movement trajectory. A promising approach was proposed in Fang et al. [45] where the appropriate features for segmentation cues were automatically learned by a self-organizing map from finger flexure and tracker position data. The self-organizing map output was input to a Recurrent NN, which processed data in temporal context to label data frames as the left boundary, right boundary, or interior of a segment with 98.8 percent accuracy. Transient frames near segment boundaries were assumed to be movement epenthesis and ignored. A few researchers considered segmentation in fingerspelling sequences, where the task is to mark points where valid handshapes occur. Kramer and Leifer [86] and Wu and Gao [154] performed handshape recognition during segments where there was a drop in the velocity of glove finger flexure data. Erenshteyn et al. [44] extracted segments by low-pass filtering and derivative analysis and discarded transitions and redundant frames by performing recognition only at the midpoint of these segments. Segmentation accuracy was 88-92 percent. Harling and Edwards [57] used the sum of finger tension values as a cue-a maximum indicated a valid handshape while a minimum indicated a transition. The finger tension values were calculated as a function of finger-bend values. Birk et al. [12] recognized fingerspelling from image sequences and used frame differencing to discard image frames with large motion.
Continuous Signing in Sentences
A popular approach for dealing with continuous signs without explicit segmentation as above is to use HMMs for implicit sentence segmentation (as mentioned in Section 3.3.1). In continuous speech recognition, coarticulation effects due to neighboring phonemes predominantly result in pronunciation variations. This is usually accounted for by modeling sounds in context-for example, triphones model a phoneme in the context of its preceding and succeeding phonemes, thereby tripling the number of HMM models required. The various methods that have been employed in dealing with sign transitions are generally different from the context-dependent models in speech. For example, Starner et al. [123] and Bauer and Kraiss [8] used one HMM to model each sign word (or subunit, in [8] ) and trained the HMMs using data from entire sentences in an embedded training scheme ( [159] ), in order to incorporate variations in sign appearance during continuous signing. This would result in a large variation in the observations of the initial and ending states of a HMM due to the large variations in the appearance of all the possible movement epenthesis that could occur between two signs. This may result in loss of modeling accuracy for valid sign words. Wang et al. ([146] , [147] ) used a different approach where they trained HMMs on isolated words and subunits and chained them together only at recognition time, while employing measures to detect and discount possible movement epenthesis frames-signs were assumed to end in still frames, and the following frames were considered to be transition frames. This method of training with isolated sign data would not be able to accomodate processes where the appearance of a sign is affected by its context (e.g., hold deletion). Other works accounted for movement epenthesis by explicitly modeling it. In Assan and Grobel [4] , all transitions between signs go through a single state, while in Gao et al. [50] separate HMMs model the transitions between each unique pair of signs that occur in sequence (Fig. 7) . In more recent experiments [51] , the number of such transition HMMs was reduced by clustering the transition frames. In Vogler [144] , separate HMMs model the transitions between each unique ending and starting location of signs (Fig. 6a) . In [50] , [51] and [144] , all HMM models are trained on data from entire sentences and, hence, in principle, variations in sign appearance due to context are accounted for. Volger [144] also assessed the advantage of explicit epenthesis modeling by making experimental comparisons with context-independent HMMs (as used in [123] , [8] ), and context-dependent biphone HMMs (one HMM is trained for every two valid combination of signs). On a test set of 97 sentences constructed from a 53-sign vocabulary, explicit epenthesis modeling was shown to have the best word recognition accuracy (92.1 percent) while context-independent modeling had the worst (87.7 percent versus 89.9 percent for biphone models). Yuan et al. [161] used HMMs for continuous sign recognition without employing a language model. They alternated word recognition with movement epenthesis detection. The ending data frame of a word was detected when the attempt to match subsequent frames to the word's last state produced a sharp drop in the probability scores. The next few frames were regarded as movement epenthesis if there was significant movement of a short duration and were discarded. Word recognition accuracy for sentences employing a vocabulary of 40 CSL signs was 70 percent.
Grammatical Processes in Sign Gestures
Generally, there have been very few works that address inflectional and derivational processes that affect the spatial and temporal dimensions of sign appearance in systematic ways (as described in Section 2.2 and Appendix A at www.computer.org/publications/dlib). HMMs, which have been applied successfully to lexical sign recognition, are designed to tolerate variability in the timing of observation features which are the essence of temporal aspect inflections. The approach of mapping each isolated gesture sequence into a standard temporal length ( [33] , [158] ) causes loss of information on the movement dynamics. The few works that address grammatical processes in SL generally deal only with spatial variations. Sagawa and Takeuchi [114] deciphered the subject-object pairs of JSL verbs in sentences by learning the (Gaussian) probability densities of various spatial parameters of the verb's movement from training examples and, thus, calculated the probabilities of spatial parameters in test data. Six different sentences constructed from two verbs and three different subject-object pairs, which were tested on the same signer that provided the training set, was recognized with an average word accuracy of 93.4 percent. Braffort [19] proposed an architecture where HMMs were employed for classifying lexical signs using all the features of the sign gesture (glove finger flexure values, tracker location and orientation), while verbs which can express person agreement were classified by their movement trajectory alone and classifier signs were classified by their finger flexure values only. Sentences comprising seven signs from the three different categories were successfully recognized with 92-96 percent word accuracy. They further proposed a rule-based interpreter module to establish the spatial relationship between the recognized signs, by maintaining a record of the sign articulations around the signing space. Although they were not applied to sign recognition, Parametric HMMs were proposed in [152] to estimate parameters representing systematic variations such as the distance between hands in a two-handed gesture and movement direction in a pointing gesture. However, it is unclear whether the method is suitable for larger vocabularies that exhibit multiple simultaneous variations.
The works above only deal with a subset of possible spatial variations, with no straightforward extension to modeling systematic speed and timing variations. In Watanabe [149] , however, both spatial size and speed information were extracted from two different musical conducting gestures with 90 percent success. This method first recognized the basic gesture using min/max points in the gesture trajectory and then measured the change in hand center-of-gravity between successive images to obtain gesture magnitude and speed information. In contrast, Ong and Ranganath [102] proposed an approach which simultaneously recognized the lexical meaning and the inflected meaning of gestures using Bayesian Networks. Temporal and spatial movement aspects that exhibit systematic variation (specifically movement size, direction, and speed profile) were categorized into distinct classes. Preliminary experimental results on classification of three motion trajectory shapes (straight line, arc, circle) and four types of systematic temporal and spatial modifications (increases in speed and/or size, even and uneven rhythms) often encountered in ASL yielded 85 percent accuracy for eight test subjects.
Signer Independence
Analogous to speaker independence in speech recognition, an ideal sign recognition system would work "right out of the box," giving good recognition accuracy for signers not represented in the training data set (unregistered signers). Sources of interperson variations that could impact sign recognition accuracy include different personal signing styles, different sign usage due to geographical or social background ( [137] ), and fit of gloves in direct-measure device approaches. In this area, sign recognition lags far behind speech-many works report signer-dependent results where a single signer provided both training and test data ( [10] , [50] , [63] , [89] , [93] , [96] , [123] , [131] , [133] , [135] , [144] , [147] , [153] ), while other works have only 2 to 10 signers in the training and test set ( [12] , [36] , [55] , [56] , [59] , [61] , [72] , [126] , [127] , [139] , [145] ). The most number of test subjects was 20 in [25] , [66] , [82] and 60 for alphabet handshape recognition in [3] . This is still significantly less than the number of test speakers for which good results were reported in speech systems.
When the number of signers in the training set is small, results on test data from unregistered signers can be severely degraded. In Kadous [72] , accuracy decreased from an average of 80 percent to 15 percent when the system that was trained on four signers was tested on an unregistered signer. In Assan and Grobel [4] , accuracy for training on one signer and testing on a different signer was 51.9 percent compared to 92 percent when the same signer supplied both training and test data. Better results were obtained when data from more signers was used for training. In Vamplew and Adams [139] , seven signers provided training data; test data from these same (registered) signers was recognized with 94.2 percent accuracy versus 85.3 percent accuracy for three unregistered signers. Fang et al. [45] trained a recognition system for continuous signing on five signers and obtained test data accuracy of 92.1 percent for these signers, compared to 85.0 percent for an unregistered signer. Classification accuracy for unregistered signers is also relatively good when only handshape is considered, perhaps due to less interperson variation as compared to the other gesture components. For example, [56] and [126] reported 93-96 percent handshape classification accuracy for registered signers versus 85-91 percent accuracy for unregistered signers. Interestingly, Kong and Ranganath [85] showed similarly good results for classifying 3D movement trajectories. Test data from six unregistered signers were classified with 91.2 percent accuracy versus 99.7 percent for test data from four registered signers.
In speech recognition, performance for a new speaker can be improved by using a small amount of data from the new speaker to adapt a prior trained system without retraining the system from scratch. The equivalent area of signer adaptation is relatively new. Some experimental results were shown in Ong and Ranganath [102] where speaker adaptation methods were modified to perform maximum a posteriori estimation [52] on component-level classifiers and Bayesian estimation of Bayesian Network parameters [58] . This gave 88.5 percent gesture recognition accuracy for test data from a new signer by adapting a system that was previously trained on three other signers -a 75.7 percent reduction in error rate as compared to using the unadapted system.
ANALYSIS OF NONMANUAL SIGNALS (NMS) 4.1 Issues
Broadly, the main elements of NMS in SL involve facial expressions, head and body pose, and movement. Often body and especially head movements co-occur with facial expressions (e.g., a question is asked by thrusting the head forward while simultaneously raising the eyebrows). The head could also tilt to the side or rotate left/right. This is further complicated by hand gestures being performed on or in front of the face/head region. Thus, tracking of the head is required while it is undergoing rigid motion, with possible out-of-plane rotation and occlusion by hands. Further, the face has to be distinguished from the hands. Recent surveys [47] , [104] show much research interest in automatic analysis of facial expressions. However, these works generally cannot be directly applied to facial expressions in NMS due to their limited robustness and inability to characterize the temporal evolution of expressions. Most facial expression recognition approaches constrain faces to be fairly stationary and frontal to the camera. On the other hand, works that consider head tracking in less constrained environments do not include facial expression recognition. Black and Yacoob's local parametric model [13] is a notable exception-they successfully tracked facial features under significant rigid head motion and out-ofplane rotation and recognized six different expressions of emotions in video sequences.
Though facial expressions in NMS involve articulators that include the cheeks, tongue, nose and chin, most local feature-based approaches only consider the mouth, eyes and eyebrows (e.g., [13] ). Facial expression has often been analyzed on static images of the peak expression, thereby ignoring the dynamics, timing, and intensity of the expression. This is not a good fit for NMS where different facial expressions are performed sequentially, and sometimes repetitively, evolving over a period of time. Thus, the timing of the expression in relation to the hand gestures produced, as well as the temporal evolution of the expression's intensity need to be determined. There are very few works that measure the intensity of facial expressions or which model the dynamics of expressions (examples of exceptions are [13] , [46] ).
In many works, facial expression recognition is limited to the six basic emotions as defined by Ekman [42] -happiness, sadness, surprise, fear, anger, disgust-plus the neutral expression, which involve the face as a whole. This is too constrained for NMS where the upper and lower face expressions can be considered to be separate, parallel channels of information that carry different grammatical information or semantic meaning [151] . In this respect, the more promising approaches use a mid-level representation of facial action either defined by the researchers themselves ( [13] ) or which follow an existing coding scheme (MPEG-4 or Facial Action Coding System [37] ). The recognition results of the mid-level representation code could in turn be used to interpret NMS facial expressions, in a fashion similar to ruled-based approaches which interpret recognized codes as emotion classes [13] , [105] .
A few works that consider facial expression analysis [24] , [79] , [117] , [132] and head motion and pose analysis [43] , [157] in the context of SL are described in Appendix D (www.computer.org/publications/dlib).
The body movements and postures involved in NMS generally consists of torso motion (without whole-body movement), for example, body leaning forwards/backwards or turning to the sides. So far, no work has specifically considered recognition of this type of body motion. Although there has been much work done in tracking and recognition of human activities that involve whole body movements, e.g., walking or dancing (as surveyed in [148] ), these approaches may have difficulty in dealing with the subtler body motions exhibited in NMS.
Integration of Manual Signing and Nonmanual Signals
Results from the analysis of NMS need to be integrated with recognition results of the hand gestures in order to extract all the information expressed. Our search for works in automatic NMS analysis revealed none that capture the information from all the nonmanual cues of facial expression, head and body posture and movement. Some classify facial expression only [79] , [117] , [132] , while others classify head movement only [43] , [157] . Of these, there are only a couple of works which consider combining information extracted from nonmanual cues with results of gesture recognition. Ma et al. [92] modeled features extracted from lip motion and hand gestures with separate HMM channels using a modified version of Bourlard's multistream model [16] and resembling Vogler's Parallel HMM [144] . Viterbi scores from each channel are combined at sign boundaries where synchronization occurs. The different time scales of hand gestures and lip motion were accounted for by having different number of states for the same phrase/sign in each channel. In experiments where the lip motion expressed the same word (in spoken Chinese) as the gestured sign, 9 out of 10 phrases which were incorrectly recognized with hand gesture modeling alone, were correctly recognized when lip motion was also modeled. There are several issues involved in integrating information from NMS with sign gesture recognition. In [92] , the assumption was that each phrase uttered by the lips coincides with a sign/phrase in the gesture. However, in general NMS may co-occur with one or more signs/ phrases, and hence a method for dealing with the different time scales in such cases is required. Also, in [92] , the lip motion and hand gesturing convey identical information, while in general, NMS convey independent information, and the recognition results of NMS may not always serve to disambiguate results of hand gesture recognition. In fact, NMS often independently convey information in multiple channels through upper and lower face expressions, and head and body movements. Multiple cameras may be required to capture the torso's movement and still obtain good resolution images of the face for facial expression analysis. While some of the schemes employed in general multimodal integration research might be useful for application to this domain, we note that most of these schemes involve at most two channels of information, one of which is generally speech/voice ( [11] , [155] ). It remains to be seen whether these can be applied to the multiple channels of information conveyed by NMS and hand gesturing in SL.
DISCUSSION
In the Gesture Workshop of 1997, Edwards [41] identified two aspects of SL communication that had often been overlooked by researchers-facial expression and the use of space and spatial relationships in signing, especially with regard to classifier signs. In the ensuing period, although there has been some work to tackle these aspects, the focus of research continues to be elsewhere and hence progress has been limited. Among the facial expression recognition works surveyed, none were capable of recognizing and interpreting upper face and lower face expressions from video sequences, while simultaneously modeling the dynamics and intensity of expressions. A few works recognize head movements, particularly nods and shakes, but none interpret the body movements in NMS. Apart from [92] which sought to improve sign gesture recognition results by combining with lip reading, we are not aware of other work reporting results of integrating NMS and hand gestures. Works that interpret sign gestures whose form and manner of movement convey grammatical information mostly focused on spatial variations of the sign's movement. None of the works surveyed gave experimental results for intepretation of the mimetic classifier signs mentioned by Edwards [41] and Bossard et al. [15] , [19] . It is obvious from the discussion in Section 3.4.2 that this aspect of signing has not received attention. Current systems that only consider the citation form of signs would miss important information conveyed in natural signing, such as movement dynamics that convey temporal aspect and spatial variations that convey subject-object agreement. Worse still, since current systems do not account for spatial relationships between signs, some signs would be completely undecipherable, for example classifier signs that describe spatial relationships between objects, or signs that point to a location that had previously been established as a referrant position. Noun-verb pairs like SEAT and SIT would be confused since the only difference between them is in the repetitive motion of the noun.
Two issues that have received much attention are recognition of continuous signing in sentences (Section 3.4.1) and scaling to large sign vocabularies. To handle large vocabularies with limited training data, some researchers used the idea of sequential subunits ( [8] , [10] , [147] , [161] ), while others decomposed a sign gesture into its simultaneous components (Table 3) . Notably, Vogler [144] did both-sign gestures were modeled as simultaneous, parallel channels of information which were each in turn modeled with sequential subunits. The largest vocabulary reported in experiments was 5,119 CSL signs in Wang et al. [147] . In contrast, many of the other works are limited in the vocabulary size they can handle due to only using a subset of the information necessary for recognizing a comprehensive vocabulary. For example, it is common for input data to be from one hand only ( [19] , [25] , [33] , [36] , [60] , [63] , [65] , [66] , [72] , [82] , [89] , [96] , [133] , [139] , [145] ). Matsuo et al. [93] and Yang et al. [158] used input from both hands but only measured position and motion data. A few of the works used only hand appearance features as input without any position or orientation data ( [126] , [153] , [36] , [63] , [66] ). Even though all these works reported good results for sign recognition (possibly arising from either choice of vocabulary or some inherent information redundancy in gesture components), the existence of minimal sign pairs means that recognition of a comprehensive sign vocabulary is not possible without input from all the gesture components.
From Tables 2 and 3 , we see that vision-based approaches have tended to experiment with smaller vocabulary sizes as compared to direct-measure device approaches. The largest vocabulary size used was 262 in the recognition of isolated signs of the Netherlands SL [4] . This could be due to the difficulty in simultaneously extracting whole hand movement features and detailed hand appearance features from images. Most works that localize and track hand movement, extract gross local features derived from the hand silhouette or contour. Thus, they may not be able to properly distinguish handshape and 3D hand orientation. Furthermore, handshape classification from multiple viewpoints is very difficult to achieve-Wu and Huang [156] being one of the few to do so, although on a limited number (14) of handshapes. Many of the vision-based approaches achieved fairly good recognition results but at the expense of very restrictive image capture environments and, hence, robustness is a real problem. An interesting direction to overcome this limitation was taken in the wearable system of Brashear et al. [21] , where features from both vision and accelerometer data were used to classify signs. Signing was done in relatively unconstrained environments, i.e., while the signer was moving about in natural everyday settings. Continuous sentences constructed from a vocabulary of five signs were recognized with 90.5 percent accuracy, an improvement over using vision only data (52.4 percent) and accelerometer only data (65.9 percent). Low accuracy and precision in direct-measure devices can also affect recognition rate, a possibility in Kadous [72] as PowerGloves which have coarse sensing were used.
At present, it is difficult to directly compare recognition results reported in the literature. Factors that could influence results include restrictions on vocabulary (to avoid minimal pairs or signs performed near the face), slower than normal signing speed, and unnatural signing to avoid occlusion. Unfortunately, this kind of experimental information is usually not reported. Another important issue is that very few systems have used data from native signers. Some exceptions are Imagawa et al. [67] and Tamura and Kawasaki [133] . Tanibata et al. [135] used a professional interpreter. Braffort [20] made the point that the goal of recognizing natural signing requires close collaboration with native signers and SL linguists. Also, as the field matures, it is timely to tackle the problem of reproducibility by establishing standard databases. There are already some efforts in this direction. Neidle et al. [99] describe a corpus of native ASL signing that is being collected for the purpose of linguistic research as well as for aiding vision-based sign recognition research. Other efforts in this direction include [54] , [75] , [83] .
We mentioned in the introduction that methods developed to solve problems in SL recognition can be applied to non-SL domains. An example of this is Nam and Wohn's work ( [97] ) on recognizing deictic, mimetic and pictographic gestures. Each gesture was broken down into attributes of handshape, hand orientation, and movement in a manner similar to decomposing sign gestures into their components. They further decomposed movement into sequential subunits of movement primitives and HMMs were employed to explicitly model connecting movements, similar to the approach in [144] . In [142] , Vogler et al. applied the framework of decomposing movement into sequential subunits for the analysis of human gait. Three different gaits (walking on level terrain, up a slope, down a slope) were distinguished by analyzing all gaits as consisting of subunits (half-steps) and modeling the subunits with HMMs.
CONCLUSION
Automatic analysis of SL gestures has come a long way from its initial beginnings in merely classifying static signs and alphabets. Current work can successfully deal with dynamic signs which involve movement and which appear in continuous sequences. Much attention has also been focused on building large vocabulary recognition systems. In this respect, vision-based systems lag behind those that acquire gesture data with direct-measure devices. Robustness to the image capture environment is also an issue. Two aspects of gesture recognition that have not received much attention are building signer independent recognition systems and addressing the more difficult aspects of signing, such as grammatical inflections and mimetic signs. Furthermore, NMS have received scant attention. Understanding NMS and interpreting them in conjunction with gesture recognition is vital for understanding SL communication. Finding solutions for problems related to this would have application to research in recognition of other types of natural human activity or multimodal communication. Human activity and nonverbal communication involve visual cues which are similar to those involved in sign language communication in that these visual cues are a result of human body articulators moving in space. These cues are characterized by simultaneous occurrence with specific spatial relationships to each other, and interactions with various degrees of interdependencies. We as humans can grasp many things at once about our surroundings and other people's behavior-we need to teach computers how to do the same, and sign language recognition research appears to be a good place to start. Products Division, at Chartered Electronics Industries, Singapore, where she was working on the design and development of video and audio capture cards. From 1997 to 1999, she worked on firmware development and automated testing systems for computer monitors at Singapore Technologies Electronics Systems Assembly. She is currently a PhD candidate at the Department of Electrical and Computer Enginering at the National University of Singapore. Her research interests include human-computer interaction, statistical modeling of time-series and other sequential data, and machine learning, with focus on developing computational frameworks required for interpreting and understanding human behavior.
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