ABSTRACT Multifocus image fusion generates a single image by combining redundant and complementary information of multiple images coming from the same scene. The combination includes more information of the scene than any of the individual source images. In this paper, a novel multifocus image fusion method based on extreme learning machine (ELM) and human visual system is proposed. Three visual features that reflect the clarity of a pixel are first extracted and used to train the ELM to judge which pixel is clearer. The clearer pixels are then used to construct the initial fused image. Second, we measure the similarity between the source image and the initial fused image and perform morphological opening and closing operations to obtain the focused regions. Lastly, the final fused image is achieved by employing a fusion rule in the focus regions and the initial fused image. Experimental results indicate that the proposed method is more effective and better than other series of existing popular fusion methods in terms of both subjective and objective evaluations.
I. INTRODUCTION
Because of the limited depth of field of optical lenses, it is generally difficult to obtain an image with all related objects in focus. To get an all-in-focus image, multifocus image fusion is an effective technique to solve this problem [1] . The technique combines multiple images taken of the same scene focusing on different objects to obtain a fused image that is all-in-focus [2] . The objective of image fusion is to integrate redundant and complementary information from multiple images captured over the same scene to form a single image. The new image includes more information of the scene than any of the individual source image [3] . Multifocus image fusion is an important branch in this field. The fused image is more suitable for human perception, image segmentation, feature extraction, or target recognition task [4] .
So far, many techniques have been proposed for multifocus image fusion. Basically, the fusion techniques can be divided into the following two categories: spatial domain fusion and transform domain fusion [5] . The fusion method based on spatial domain has many advantages, such as fast computing speed and easy achievement and realization, but the fusion performances of some methods are barely satisfactory. Although the fusion method based on transform domain can obtain better fusion results, while the computation complexity of some methods is not favorable for real-time application [6] .
In the first category, the basic idea is to directly select clearer pixels or regions from the source image to construct the fused image [7] . The spatial domain fusion methods are mostly single scale fusion method, such as averaging, spatial frequency [5] , intensity-hue-saturation [8] , etc. This kind of method has high computational efficiency and spatial quality. However, there are some problems in spatial domain fusion methods, like reducing the contrast, spectral distortion and a serious block effect [9] . The bilateral gradient method [10] has been proposed and it could reduce block effects. However, the ''block effect'' cannot be completely eliminated, especially when a block not only has a clear area but also has a blurred area. Recently, De and Chanda [11] and Bai et al. [12] introduced the quad-tree based methods in which the image can be adaptively divided into blocks with different sizes according to image content. The self-similarity and depth information (SSDI) fusion method [13] has been shown to be very effective by exploring the similarity-based adaptive region weighting rule to eliminate the block effect. Li et al. successively proposed a guided filtering (GF) method [14] and an image matting (IMF) method [15] , which makes full use of spatial consistency and combines the focus information and the correlations between nearby pixels together, respectively. Both these two methods not only improve the fusion effect to some extent, but also overcome some shortcomings of the spatial domain method.
In the second category, the basic idea is to first decompose the source image, and then integrate all the decompositions according to some fusion rules to form one combined representation. Finally, the inverse transform is used to reconstruct the fused image [16] . Most of the transform domain fusion methods are based on multi-scale transform (MST) theories. Such examples include methods of discrete wavelets transform (DWT) [17] , curvelet transform [18] , and nonsubsampled contourlet transform (NSCT) [19] , [20] . Because of its good local characteristics in the time and frequency domain, wavelet analysis has become one of the most commonly used methods in the field of image fusion. However, due to the down-sampling operation, wavelet analysis is lack of shift-invariance [17] . Although NSCT can overcome the shortcomings mentioned above, the method is more complex and time consuming, and it will lose some source image information while executing the inverse transformation [21] . In recent years, a new kind of transform domain fusion methods has emerged. Different from the above mentioned multi-scale methods, these methods transform the image into a single scale feature domain. The most representative category belongs to this kind is the method based on sparse representation (SR) [22] . The SR-based method transforms the source image patches into sparse domain. Though the SR-based method owns some advantages over traditional MST-based methods for multifocus image fusion, it is time-consuming.
There are some fusion methods to treat the multifocus image fusion as a two-class classification problem. For instance, the methods based on support vector machines (SVM) [23] , artificial neural networks (ANN) [24] , and deep convolutional neural network (CNN) [25] . SVM-based method decomposed the source images by discrete wavelet frame transform (DWFT) to many levels and extracted the activity level of each details subband as the feature, then used SVM to classify which pixel is clear or not. Since DWFT only highlights some of the characteristics of the source images, it will lead to the fusion result of SVM-based method sometimes is not satisfactory. ANN-based method combines the idea of image blocks and the probabilistic neutral network and radial basis function network. Features indicating the clarity of an image block are extracted and fed into the neural network. Then the clear pixel is obtained. The image block size of ANN-based method is manually set instead of adaptively choosing, so the method is not practical. CNN-based method does not extract any features, and CNN is trained by many images from the ILSVRC2012 validation image set [25] . Through the training, the focus map is achieved. The performance of CNN-based method is better than the former two methods. However, due to a large set of parameters, both ANN-based and CNN-based methods need much more time to obtain the fused image.
Based on the above analysis, this paper proposed a novel multi focus image fusion algorithm based on extreme learning machine (ELM) and human visual system (HVS). The traditional neural network is complex and time consuming when it is applied to image fusion. However, ELM is a single hidden layer feed-forward network [26] , and trains the network through directly solving the generalized inverse. Furthermore, the parameter setting of the algorithm is less, so the algorithm complexity is low and the calculation speed is fast. Meanwhile, the process of solving the ELM is a convex optimization process, which does not fall into the local optimum as the BP neural network [27] . Therefore, the slow speed problem of traditional neural network training is solved. Besides, in order to make the fusion results more consistent with the human visual perception, three HVS based features are extracted and applied for the input of ELM. The main contributions of the proposed method can be summarized as follows: 1) In this paper, an ELM and HVS based multifocus image fusion framework is presented. We not only consider the ELM computing speed, but also take HVS into account, to ensure the quality of the fusion results while also reducing the time consumption for the whole process. The proposed method depends on ELM and the focused regions for detection. The fusion process is divided into two processes, i.e., the initial fusion and the final fusion. 2) In the initial fusion process, three HVS based features are extracted, and the characteristic difference are used as the input for ELM. These features include the texture feature, the gradient, and the local visual contrast. Finally, the initial fused image is obtained through selecting the clearer pixels followed by a consistency verification procedure. 3) Based on the initial image fusion, we apply the root mean square error (RMSE) to determine the focus area, and the morphological opening and closing is used for post-processing. The final fused image is achieved by employing a fusion rule in the focus regions and the initial fused image. 4) Compared with the most advanced fusion methods, the proposed method can obtain better results in both the subjective visual effect and objective quality evaluation. The remainder of this paper is organized as follows. The related theory of the proposed method is introduced in section II. The proposed fusion framework is described in section III. The experimental results and analysis are presented in section IV, and the conclusion is described in section V. 
II. RELEVANT WORK
A. EXTREME LEARNING MACHINE ELM is a new algorithm for single-hidden layer feedforward neural network (SLFN). It is well known that the BP neural network and other traditional neural algorithms have many disadvantages, including slow training speed, ease of becoming trapped into local minima, and the learning rate for selection sensitivity. ELM has fewer parameter settings, lower computational complexity, and faster calculation speeds. In addition, it is better than the traditional algorithms in higher function approximation ability and generalization performance [28] . The ELM algorithm randomly generated the connection weights between the input and hidden layer, and the threshold of the hidden layer neuron. In the ELM algorithm, it is unnecessary to adjust the parameters in the training process. As long as the set of hidden layer neurons number is given, they can obtain the uniqueness of the optimal solution.
The ELM algorithm mainly has the following steps:
Step 1: Determine the number of hidden layer neurons. The connection weights w between the input and hidden layer are randomly set. The hidden layer neuron thresholds b are also arbitrarily assigned.
Step 2: Choose an infinitely differentiable function as the activation function of the hidden layer neurons, and then calculate the hidden layer output matrix Q.
Step 3: Calculate the output layer weights β: β = Q + P; where Q, β and P are defined as follows:
where P is the output of the ELM, and N is the number of training samples. M denotes the number of hidden neurons, and m is the number of output neurons.
B. FEATURES EXTRACTION
In this section, we mainly introduce how to obtain three relevant features of the proposed method. These features are texture feature, gradient and local visual contrast.
1) TEXTURE FEATURE (TF)
Log-Gabor filter which benefits the texture feature extraction was designed in the log coordinate system [29] . When the DC component is 0, Log-Gabor functions can construct filters with arbitrary bandwidth, and the filters redundancy is reduced. Moreover, Log-Gabor filters are more similar to the HVS. The high-and low-frequency energy distribution of the image is reflected by the texture features based on the amplitude information. Hence, Log-Gabor filter is used to extract texture features of multifocus images based on amplitude information. The 2D Log-Gabor filter is defined as following [30] :
where H f is the radial component and H θ is the direction components. The expressions are as follows:
where f 0 is the center frequency of the filter, σ f is a constant and its function controls the radial filters bandwidth, θ 0 is the direction of filters, and σ θ controls direction bandwidth.
2) GRADIENT (GM)
The area in which texture is sharp can be effectively identified by the gradient in an image. Thus, the gradient is used as a feature of visual saliency in this paper, and it also confirms to the HVS. Here, the multi-directional filters illustrated in Fig. 1 is used to construct the gradient map. They only take two directions into consideration, including horizontal and vertical directions [31] .
where grad is computed as follows: where input is the input image, in which we can obtain four numerical values by using four operators. G i is shown in Fig.1 . filter2 returns the result of the image input followed by filtering with the operator G i , and the size of output image is the same as the size of input image.
3) LOCAL VISUAL CONTRAST (LVC)
Studies have indicated that HVS is sensitive to the change in the local contrast of the image, but is not sensitive to the real luminance of each pixel [32] . Since the value of a single pixel is insufficient to determine which pixel is focused without taking the correlation between the surrounding pixels into account, the local visual contrast (LVC) is proposed to express the features of the image more exactly. LVC is defined as:
where α is a constant ranging from 0.6 to 0.7,Ī (x, y) is the mean intensity value of the pixel (x, y) centered in the neighborhood window. SML (x, y) denotes the Sum Modified Laplacian (SML) located at (x, y) [33] , [34] . The definition of SML is as follows:
where
where P and Q denote the size of the window which is (2P + 1)×(2Q + 1), step is the variable spacing between the coefficients and always equals 1. I (x, y) is the pixel value of one coefficient located at (x, y).
III. PROPOSED METHOD A. CONSTRUCT ELM MODEL
Multi-focus image fusion can be considered as a two-class classification problem. In this section, we mainly introduce how to acquire the ELM model. The experiment of training is performed on the widely used ''lena'' image with a size of 256-level, and the image is all in focus. Then, threeout-of-focus images are generated by blurring each with a Gaussian radius of 0.5, 1.0 and 1.5, respectively. The four images Lena, Lena 0. 
The pixels are classified by the value of the feature difference, namely if the difference is greater than or equal to 0, the corresponding value is 1; otherwise, the value is 0. In this way, we can obtain a matrix T in which the value of the matrix elements is 1 or 0 and the matrix size is 1 × 262144. Next, we record the number of the input and output nodes of the network. We set 300 as the number of hidden layers of the network and randomly generated a number that is between the input nodes and the hidden layer nodes as a connection weight. The threshold is also randomly generated, and the size of it is between 1 and the number of hidden layer nodes. The weight matrix H of the hidden layer output is calculated by using the connection weight and threshold. The output matrix H p of ELM is the generalized inverse matrix of H . ELM beta is the output weight matrix. Then, all the relevant parameters of the ELM are recorded, and finally we obtain the ELM model. Through this model, when we input two images with the same size and the same scene focused on different region, all pixels in the two images can be classified by the formula as following:
Thus, we can determine which pixel is clearer in each image. From this way, we can directly select the pixel as the corresponding pixel of the fused image. Fig. 3 shows, the diagram of the proposed method for getting the initial fused image based on ELM. In this paper, we only take into account the fusion of two source images and the method can be extended to fuse more than two source images.
B. INITIAL FUSION
The main idea for initial fusion is selecting the clearer pixels followed by a consistent verification process to construct the initial fused image. To be specific, the algorithm consists of the following steps.
Step 1: We assume that the source images are A and B, and we use A i , B i to represent each pixel in the image A and image B, respectively.
Step 2: Features that reflect the pixel clarity are extracted based on the pixel centered in the 3 × 3 window. These are TF, GM, and LVC. TF A i , GM A i , LVC A i and TF B i , GM B i , LVC B i denote the feature vectors for A i and B i , respectively.
Step 3: Use the ELM model to find which pixel is clearer. The input is
, and the output is 1 or 0. The output follows this rule:
Step 4: Perform the ELM on all pixel pairs. The pixel of the fused image is constructed by:
where output i is the output of ELM by using the ith pixel pair as homologous input.
Step 5: Apply consistency verification to check the fused image. A new matrix D which is the same size as the source image is defined. If the output i is larger than or equal to 0.5, we assign the corresponding elements in the matrix D to 1, otherwise, the value of the elements is 2. Then we use the majority filter in which a 3 × 3 window is set and the sliding step is 1. In the 3 × 3 window, if there are five or more matrix values of 1, we select the pixel from source image A as the corresponding pixel of the fused image. In the contrast, we select the pixel from source image B. Simply speaking, we change a pixel from B instead of A when the ELM determines that a special pixel is coming from A but many pixels surrounding it come from B.
C. FINAL FUSION
To ensure the pixels of the fused image come from the focused regions of each source image, we should correctly detect the focused regions from the source images. After this, we can construct the fused image by directly selecting pixels in the focused regions. For the edge of the focused regions, we select the corresponding pixel in the initial fused image as the pixel of the final fused image. The detail flow chart is shown in Fig. 4. 
1) DETERMINE THE FOCUSED REGIONS
The pixels of the focus regions have high similarity in the source image and the corresponding initial fused image. Therefore, we can determine the focused regions in each source image. In the paper, we introduce RMSE to measure the similarity between the original image and the initial fused image. The detailed steps are as follows:
Step 1: Compute the RMSE of each pixel within (2m + 1) × (2n + 1) window. A, B, F denote two source images and one initially fused image, respectively. Through the experiment, when the size of the window is 5 × 5 or 7 × 7, the fusion effect is the best. Therefore, we choose 5 × 5 as the window size.
Step 2: Compare the values of RMSE to determine which pixel is in focus. The decision function is constructed as follows: where ''1'' indicates that the pixel in source image A is in focus; alternatively, the pixel in source image B is in focus. This means when the value of RMSE is small, the pixel is possibly more in focus.
Step 3: To avoid the misjudgement of pixels, morphological opening and closing with small square structuring element and connected domain are employed. Opening is that Z is eroded firstly by the structure element b and then dilated by b. Opening and closing can smooth the outline of the object. However, opening can eliminate the narrow connections and small protrusions while closing can link the narrow gap and fill the hole that is smaller than the structure element. Closing is just contrary to opening, and closing is dilated by b followed by erosion by b. By using this method, the focused regions of each source image can be obtained and they are well connected. As for the structure element b, it can be determined according to the experimental results. In this paper, the structure element b is a 5 × 5 identity matrix.
2) FUSION OF THE FOCUSED REGIONS
The final fused image is acquired by employing a fusion rule in the focus regions and the initial fused image. The fusion rule is defined as:
ZZ is the modified matrix of Z , and Z is first corroded by the structural elements followed by the expansion of the results of the structural elements. A (x, y) and B (x, y) denote the gray value of pixel of the source image A and B, F (x, y) and FF (x, y) denote the gray value of the pixel of the initial fused image F and the final fused image FF. count (x, y) = (2m + 1) × (2n + 1) denotes that the pixel in image A is in focus and then will be directly selected as the pixel of the final fused image. The size of the slipping window is (2m + 1) × (2n + 1). When count (x, y) = 0, the pixel from image B is selected as the pixel of the final fused image. In other cases, the corresponding pixel of the initial fused image is chosen as the pixel of the final fused image.
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. THE EXPERIMENTAL DATA AND SETTINGS
To demonstrate the superiority of the proposed fusion method, five popular groups of images used for multifocus image fusion were selected to compare to the experiment, including disk, book, lab, clock and paper, as shown in Fig. 5 . The size of the disk and lab are each 320 × 240, book is 400 × 300, clock is 256 × 256, and paper is 322 × 234. The images on the top row are mainly focused on the left while the images on the bottom row are mainly focused on the right. To better evaluate the performance of the fusion method, the proposed method is compared with several current mainstream multi-focus image fusion methods, which include NSCT combined with pulse coupled neural network (NSCT-PCNN) [35] , NSCT-SR [22] , cross bilateral filter (CBF) [36] , multi-scale weight gradient (MWGF) [37] , wavelet-based statistical sharpness measure (WSSM) [38] , GF [14] , SSDI [13] , IMF [15] and CNN [25] . All experiments are carried out in MATLAB2014a.
B. EVALUATION INDEX SYSTEM
In general, it is difficult for us to perceive the difference in the fusion results only by visual inspection. Hence, the paper adopts four widely used fusion evaluation indexes to objectively evaluate the image fusion results and quantitatively compare the different fusion methods in the paper.
1) MUTUAL INFORMATION (MI) [39]
MI can reflect the amount of information the source image transferred to the fused image. The MI between the source image and the fused image is defined as follows:
the mutual information MI AF and MI BF are defined as: value of MI means that more information is obtained from the original image and thus the fusion effect is better.
2) EDGE INFORMATION PRESERVATION (Q AB/F ) [40]
This index reflects how much of the edge information from the source image is transferred to the fused image. The greater the value of Q AB/F , the more edge information is transferred to the fused image and the better the fusion effect is. Its definition is:
are the values of edge strength and orientation preservation, respectively. ω A (m, n) is the edge strength of image A. Q BF (m, n) is similar to Q AF (m, n). The size of the source image is M × N .
3) MODIFIED STRUCTURAL SIMILARITY METRIC (MSSIM) [41] This index is based on the structure similarity and used to measure the degree of structure preservation. The value is closer to 1 with a higher degree of MSSIM, which is defined as:
where SSIM represents the structure similarity of the image, t (ω) is the local weights and it is defined as:
s (A|ω) is the variance of the image A in ω.
4) SPATIAL FREQUENCY (SF) [42]
SF can reflect the clarity in the fused image. It computes the frequency difference along rows and columns of image block, and the larger its value is, the better the fusion image is. SF is calculated as
where RF and CF denote the row frequency and column frequency, respectively. The RF and CF are computed as:
C. SUBJECTIVE EVALUATION Shown in Fig. 6 (a)-(j) are the fusion results of the source image ''disk'' using different methods. From the figure, we can see that these 10 algorithms can separately yield a fused image, but only by visual observation it is difficult to well discriminate the difference between some fusion results. To better evaluate the visual quality of the fused image, Fig. 6(k)-(t) shows the difference between the fused image ( Fig. 6(a)-(j) ) and the source image (focus on the left and top). The residual image can be more intuitive to compare the fusion results of the different methods. In the residual image, fewer residual features of the focusing region of the source image lead to more complete information being transferred to the fused image, i.e., the fewer the residue, the better the corresponding method. From Fig. 6 (k)-(t), one can clearly see that the performance of these fusion methods showed difference when fused with the same multi-focus image. From a detailed observation, the fused image obtained by NSCT-PCNN is not clear and its residual figure showed that there are a large amount of residuals in Fig. 6(k) . Besides, from the fused image of NSCT-PCNN, the edge of the object is fuzzy. The fusion results obtained by NSCT-SR and CBF are improved in the visual effect, and the clarity of fused image is also enhanced, as shown in Fig. 6(b)-(c) . The corresponding residual information is reduced, and it is significantly less than NSCT-PCNN. However, it can be clearly seen that the fused images obtained by these fusion methods appeared to have more obvious false information (from Fig. 6(l)-(m) ), such as artifacts. The residual information shown in Fig. 6(n)-(q) shows that the fusion method based on MWGF, WSSM, GFF and SSDI is superior in preserving image information compared to the previous fusion methods. Although the visual effect of the IMF and CNN method is satisfactory, it is not good at determining the focus regions. As shown in Fig. 6(r)-(s) , some information is also retained in the upper right corner of the residual image as can be seen in the marked white rectangle. However, it can be easily observed that the fused image acquired by the proposed method is more ideal in the subjective effect because the image definition is higher, and the residual information is also less than other methods which means that the proposed method transfer almost all focus information to the fused image. Fig. 7 shows the fusion results and the residual images of different methods of ''book''. From Fig. 7 , a similar conclusion to the previous experiment can also be obtained, namely that the proposed algorithm is better than the other comparison methods because the fusion result is the best and the residuals are the least.
To make a more convictive comparison, we also perform the experiment on another source image, the ''lab''. The fusion results and the residual images are shown in Fig. 8 . It is worth noting that the head of the people has a displacement due to the time difference when take photos. From Fig.8 (k)-(t) , it can be found that the latter 7 methods are better than the former 3 methods in fusion effect. In the latter 7 methods, MWGF, IMF, CNN and the proposed method are handled the displacement of the human head well, while the other 3 methods have artifacts in different degrees in this place. However, MWGF, IMF and CNN still have the problem of uneven edges as can be seen from the marked white rectangle in Fig.8 (n) , (r), and (s), respectively. The proposed method can not only deal with the displacement of the source image well, but also has good fusion effect at the edge of the focusing area.
In addition, we find that only by subjective evaluation, sometimes it is difficult to correctly tell the difference between some fusion results. Hence, we need to introduce the objective evaluation on quality to assess the effect of fusion results which are obtained by the different methods.
D. OBJECTIVE EVALUATION
To further verify the performance of the proposed method, we carried out objective quality evaluations on the results of the ten methods. MI , Q AB/F , MSSIM and SF are used to quantitatively analyze the fusion results and the evaluation results are shown in TABLE 1. The bold black digits in TABLE I are the maximum values for all of the methods.
As can be seen from TABLE 1, we can find that the values of four indexes of the proposed method are observably higher than those of the other methods when the source image is ''disk''. The greatest value of MI means that the most original information is transferred to the fused image from the different source image. The biggest values of Q AB/F and MSSIM indicate that the proposed method can commendably preserve the structure information of the source images, and retain the edge information of the source image well, respectively. The larger SF value is, the better the fusion image is. In addition, for the ''book'', ''lab'' and ''paper'' images, we can also observe that the proposed method has three maximum values in the four indexes value. For the ''book'' image, the Q AB/F difference between the proposed method and the maximum value is 0.0017. For the ''lab'' and ''paper'' image, the values of MSSIM and SF are the second largest and the difference with maximum are 0.0004 and 0.147, respectively. For the ''clock'' image, though only two indexes values of the proposed method are the largest, the difference between another two indexes and the maximum value is very small. Overall, according to the performance of the four evaluation indexes on all the experiments, we can conclude that the proposed method is superior to other nine kinds of methods in terms of information extraction and spatial consistency.
E. COMPUTATIONAL EFFICIENCY ANALYSIS
The computational efficiency of different fusion methods are compared in Table 2 . It shows the average time of five groups of images cost in the experiments by using different fusion methods. As shown in Table 2 , the NSCT-PCNN method is the most time consuming one and the NSCT-SR, WSSM and CNN methods are also not efficient. This may result from the fact that the NSCT, PCNN, SR and CNN are high computational complexity and time-consuming. The average running time of CBF and SSDI are more than 10 seconds. MWGF and IMF are the two methods of higher efficiency, which require 1.07 seconds and 2.17 seconds, respectively. GF is the most efficient method, but the general effect is not as good as SSDI, IMF, CNN and the proposed method. The average running time of proposed method is second only to MWGF and GF. It means that the proposed method improve the performance of fused image while keeping a high efficiency.
V. CONCLUSION
A novel multifocus image fusion method based on ELM and HVS is presented in this paper. Three visual features containing texture feature, gradient and local visual contrast are employed to reflect the clarity of pixels. The proposed method uses these three visual features to train ELM, and the clearer pixels are obtained. Then, the consistency verification process is applied to obtain the initial fused image. Lastly, the focused area is found by means of the RMSE and morphological operations, and the final fused result is achieved by combining the initial fused image and the detected focused regions. The results of subjective and objective evaluations on series of experiments indicate that the proposed method is superior to several popular widely used fusion methods.
In the future, we will focus on improving the robustness of the method for noise. 
