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Abstract
Available experimental data on the gain and phase lags in the closed-loop accommodation responses to stimuli whose dioptric
vergence changes sinusoidally with time are examined. It is shown that both phase lags and gain change almost linearly with the
temporal frequency of the stimulus. This implies that the phase lags correspond to a frequency-independent time delay and that,
if the system is linear, the impulse response should take a symmetrical (sin x:x)2 form, with a corresponding standard form of
step response. Comparison of this derived step response with the quasi-exponential results found experimentally underlines the
limitations of attempting to generalise dynamic accommodation performance from responses obtained with predictable sinu-
soidally-changing stimuli and the application of a linear model. Consideration of the frequency response which would lead to an
exponential step response supports the argument that, although the gain results obtained with sinusoidal stimuli are reasonably
representative of those applying with other forms of stimulus, the predictable nature of sinusoidally-changing stimuli makes the
derived phase lags inapplicable to non-predictable step or other stimuli. Other limitations in linear models of the response are
discussed. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Since the development of effective continuously-
recording infrared optometers (Campbell & Robson,
1959) it has been possible to attempt to use frequency-
response methods to characterise the closed-loop dy-
namics of the accommodation system. One approach is
to use a stimulus whose vergence varies sinusoidally
with time. If the accommodation system is linear, its
dioptric response to such a stimulus will also vary
sinusoidally at the same temporal frequency. The re-
sponse can then be described in terms of its gain, which
is defined as the amplitude of the response divided by
that of the stimulus, and its phase, which when ex-
pressed in degrees is the temporal delay between the
peaks of the response and those of the stimulus, divided
by the period and multiplied by 360. Gain and phase
data as a function of frequency can be used to compute
the expected responses to impulse, step or other tempo-
rally-varying stimuli, using the standard methods of
linear systems theory.
One of the first to systematically employ this ap-
proach was Stark (1968). His experiments showed,
however, that unlike the case of a linear system, the
frequency dependence of the gain of the accommoda-
tion system varied with the amplitude of the stimulus,
although the phase did not. Stark ascribed this be-
haviour to a no-memory non-linearity in the system
and went on to attempt a non-linear servoanalysis (see
also Stark, Takahashi & Zames, 1965; O’Neill,
Sanathanan & Brodkey, 1969; O’Neill & Brodkey,
1970). A substantial amount of other early data indi-
cated that complex, non-linear behaviour could occur
in many circumstances (e.g. Campbell & Westheimer,
1960; O’Neill et al., 1969; Shirachi, Liu, Lee, Jang,
Wong & Stark, 1978). Stark (1968) was also the first to
note that, since the subject can anticipate future stimu-
lus changes, the human accommodation response to a
regular sinusoidal stimulus is aided by a prediction
operator which reduces phase lags and may enhance
gains: this does not apply when the input stimulus is
unpredictable, as in the case of random step changes
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(see also Phillips, Shirachi & Stark, 1972; Krishnan,
Phillips & Stark 1973).
These ideas were elaborated on by Van der Wildt,
Bouman and van der Kraats (1974). They were able to
show that, with predictable sinusoidal stimuli, not only
could the phase lag be reduced but also gain could be
increased, even to the extent that the dioptric amplitude
of the response exceeded that of the stimulus. With
unpredictable stimuli, gains reduced and phase lags
increased. However, with careful instruction of the
subjects and correction for response latency, the gain
and phase derived by first differentiating the response
to a step stimulus, to obtain the impulse response, and
then Fourier transforming this, agreed closely with
those found for predictable sinusoidal stimuli, implying
that under some circumstances the system could behave
almost linearly.
A variety of other authors have since added to these
findings. Most of these have used predictable sinusoidal
stimulus vergence changes to generate Bode plots. The
aim of the present note is to re-examine some of these
‘sinusoidal’ data to explore more carefully their charac-
teristics and the extent to which they support the
concept of dynamic behaviour which is at least approx-
imately linear under some circumstances.
2. Dependence of phase lags on temporal frequency
Most authors have chosen to publish their phase lag
data using a linear scale for the angular lags and a
logarithmic scale for frequency. The available results
are usually confined to the range up to 1 Hz, pre-
sumably because mechanical problems in moving the
accommodation targets made it difficult to obtain reli-
able data at higher frequencies. If linear scales are used
for both variables, it is striking that the data derived
from observers viewing sinusoidally-varying stimuli un-
der monocular conditions generally approximate quite
well to straight lines with intercepts close to zero
(Fig. 1). Such behaviour conforms to the simple as-
sumption that all phase lags arise from a constant time
delay which is independent of the temporal frequency
of target vergence change. If this delay is tD, the
corresponding phase lag will be 360tDf deg, where f is
the temporal frequency of the stimulus, i.e. the slope of
each plot is simply 360tD. We can, then, use the slopes
of the least-squares fits in Fig. 1 to derive the corre-
sponding time delays (Table 1). It can be seen that the
delays are reasonably consistent between the different
studies, ranging between about 0.2 and 0.6 s. The
longest time is for the ‘old’ group of subjects studied by
Heron, Charman and Gray (1999): these subjects had a
mean age of 40 years.
It is interesting to note that this conclusion that the
phase lags derive from a simple time delay is a restate-
ment of a comment made by Campbell and Westheimer
(1960) in their early study of responses to sinusoidally-
varying stimuli. They remark
There is always a time lag between peaks in the
stimulus and corresponding peaks in the response
and this is found to lie between 360 and 500 ms.
In the absence of predictability, delays in response to
any stimulus change would be expected to arise partly
from the latency in initiating the response and partly
from the time delays inherent in the response change
itself. For random step stimuli, experimental values for
reaction times range between 0.28 and 0.50 s (see, e.g.
Phillips et al., 1972; Tucker & Charman, 1979). Re-
sponse times are often quoted as being about 0.60 s
(e.g. Campbell & Westheimer, 1960; Ciuffreda, 1991),
although this may be rather faster than is found for
some subjects and conditions. Evidently, however, with
a predictable stimulus like a sinusoid, trained subjects
may, in principle, anticipate the stimulus changes to
compensate not only for the reaction time but also the
response time: this was occasionally achieved by some
subjects of Van der Wildt et al. (1974). The non-zero
time delays of Table 1 indicate that complete anticipa-
tion did not occur in most studies using sinusoidally-
changing stimuli. We assume that the varied results in
Table 1 arise from differences in such factors as the
nature of the stimulus and the instructions given to the
subjects. The observed time delays approximate
roughly to the reaction times for unpredictable step
changes. Nevertheless, it is evident that the phase lags
as measured using simple sinusoidally-changing stimuli
give only limited information on the speed with which
response to an unpredictably-changing, real-life, accom-
modative stimulus is likely to occur. They tell us more
about the training and alertness of the subjects than
about the temporal abilities of the accommodation
system itself.
3. Dependence of gain on temporal frequency
Fig. 2 gives the gain results for the same authors as in
Fig. 1, again using linear scales for both axes, rather
than the frequently-used logarithmic scales. In this case
the data are not quite so well fitted by straight lines,
although the approximations are reasonable. In the
linear approximation the gain falls from a value of G0
at zero temporal frequency to zero at a cut-off fre-
quency, fC. Some authors assumed that the gain at low
frequencies would always be unity and normalised their
results accordingly. For each linear plot the gain at
each frequency, f, can be written as G( f )G0( f fC):
fC, when f5 fC and zero for f\ fC. Note that G0\1,
which may arise due to subjects exercising excess volun-
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tary accommodation when viewing the predictable
stimuli, implies that, if the system is linear, the change
in the steady-state response exceeds the change in
stimulus, i.e. that the slope of the steady-state
response:stimulus curve exceeds unity. In practice,
however, this slope is normally 51 (e.g. Ciuffreda,
1991).
As noted earlier, few authors have measured re-
sponses at frequencies over 1 Hz, due both to the
mechanical difficulties of driving the targets at these
Fig. 1. Data from different authors on the variation in accommodative phase lag in the responses to sinusoidally varying stimuli as a function of
temporal frequency in the range 0–1 Hz. In the Heron et al. (1999) plot, 	 are data for ‘young’ (20 years) subjects and  for ‘old’ (40 years)
subjects. The data are well fitted by straight lines with, in all cases, an intercept close to zero (see regression equations).
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Table 1
Time delays, tD and cut-off frequencies fC derived from the regression
line fits of Figs. 1 and 2 to the data of different authors, over the
frequency range 0–1.0 Hza
Reaction time tDAuthors Cut-off frequency
fC (Hz)(s)
1.280.29Stark (1968)
1.96Krueger (1973) 0.28
0.40Van der Wildt et al. 1.23
(1974); Fig. 3
1.810.25Kruger and Pola (1986)
0.34Ohtsuka and Sawa (1997) 1.24
1.540.17Heron et al. (1999) young
0.57Heron et al. (1999) old 2.05
a Reaction times are derived using tD (slope):360 s (Fig. 1). The
cut-off frequencies, fC, are the x-intercepts in Fig. 2. The ‘young’ and
‘old’ data for Heron et al. (1999) are for 20 and 40 year-old subjects.
Other data are assumed to be for young adults.
and is antisymmetric about the midpoint of the step
response. The corresponding impulse and step re-
sponses are illustrated in Fig. 3: their temporal scale
will vary inversely with fC.
As would be expected in view of the inapplicability of
the phase data for the predictable sinusoidal stimuli to
unpredictably-changing step stimuli, the step response
derived from the sinusoidal data does not agree very
well with the experimentally-observed form of the step
response, which is usually asymmetric and approxi-
mates reasonably well to an exponential (e.g. Campbell
& Westheimer, 1960; Shirachi et al., 1978; Sun & Stark,
1986; Yamada & Ukai, 1997). Moreover the basic form
of the predicted step response (Fig. 3B) is independent
of both step direction and magnitude, although experi-
mental data suggest that both of these, and other,
factors affect the response in practice (e.g. O’Neill et
al., 1969; Tucker & Charman, 1979; Hung & Ciuffreda,
1988; Heron & Winn, 1989; Schaeffel, Wilhelm & Zren-
ner, 1993; Ibi, 1997; Yamada & Ukai, 1997).
The calculated impulse and step responses both nom-
inally extend to infinity in both directions, which can-
not be true (an exponential is also unrealistic in that it
extends to infinity in the positive direction). However,
the major parts of the theoretical impulse and step
responses occur over a more limited time interval (Fig.
3). In the case of the step response the major part
(\90%) of the change occurs between 90.75:fC s, i.e
the response time is about 1.5:fC. Using the values of fC
from Table 1, the mean response time and its standard
deviation are 0.9890.23 s. This is somewhat larger
than is often quoted for step response times (e.g. about
0.6 s, Campbell & Westheimer, 1960) but in practice
many subjects have longer times under a variety of
conditions (i.e. \1 s, e.g. O’Neill et al., 1969; Shirachi
et al., 1978; Tucker & Charman, 1979; Schaeffel et al.,
1993) so that the 1 s figure is reasonable.
If the values of tD and fC from Table 1 are used to
compute the corresponding theoretically-expected step
responses, the expectation in several instances is that
the response levels would, somewhat unrealistically,
change substantially before the time at which the stimu-
lus change occurs (Fig. 4). This, of course, is a reflec-
tion of the prediction operator in the sinusoidal
responses from which the theoretical step response has
been derived. It again emphasises that the phase infor-
mation from the sinusoidal data is not applicable to
other forms of stimulus.
5. Discussion
It is somewhat surprising to find that published phase
lags derived from sinusoidally-varying stimuli appear to
vary almost linearly with temporal frequency. As al-
ready noted, this implies that they are due solely to
high frequencies and to problems in measuring the
responses when the gain is small. Thus extrapolation of
the straight line gain fits of Fig. 2 beyond 1 Hz to
intersect the abscissa axis may not be justifiable (see
below). With this reservation, the cut-off frequencies,
fC, at which the gain would be expected to fall to zero
on the basis of a linear extrapolation are listed in Table
1: they are quite low in some studies. Although gain at
low frequencies may be influenced by anticipation and
voluntary effort, it is clear that the existence of a cut-off
frequency would give a real indication of the limited
ability of the accommodation system to follow rapid
dynamic stimulus changes.
4. Impulse and step responses derived from the
assumption of linearly-varying phase and gain data
It has already been noted that the phase data for
sinusoidally-varying stimuli correspond to a frequency-
independent time delay, so that the centre of the corre-
sponding impulse response is simply delayed in time by
this amount. Since, referred to this shifted centre, all
temporal phase shifts are zero, the impulse response
will be symmetric with time about this centre. Using the
Fourier transform, it is straightforward (see Appendix)
to show that if the gain falls linearly with temporal
frequency to a definite cut-off at frequency fC, the
normalised impulse response is of the form
I(t)sinc2[(pfCt ]
where sincx (sin x):x. This is evidently a symmetrical
function, as required. The corresponding step response,
S(t) at time t, when the accommodation demand is
increasing, is given by
S(t)
& t

I(t) dt
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simple time-delay effects. In turn the impulse and step
responses would be expected to have specific symmetry
properties. This is at variance with experimental obser-
vations which show that the step response has a form
which is asymmetric and more strongly resembles an
exponential.
It is evidently of interest to consider the form of the
gain and phase curves that would be expected for an
exponential step response and to compare these with
those found using sinusoidal stimuli. For an exponen-
tial step response, the time differential, the impulse
response, will also be exponential. If the time after the
Fig. 2. Data from different authors on the variation in accommodative gain with temporal frequency in the range 0–1.0 Hz. Other details as in
Fig. 1. Values of fC are obtained by extrapolating the linear fits to zero gain.
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Fig. 3. Theoretical normalised accommodative (A) impulse and (B)
step responses derived on the assumption that gain and phase are
both linear functions of frequency. The time axes are in units of 1:fC,
where fC is the cut-off frequency at which the gain falls to zero. The
time values have been corrected for the time delay tD associated with
the phase lags, i.e. the true stimulus change is at  tD along the time
axes.
form (see Appendix) yields for the gain and phase as a
function of frequency:
G( f ) (14p2tR2 f 2)1:2
F( f )arctan(2ptR f )
The phase here is referred to the start of the re-
sponse, rather than the instant of stimulus change, i.e.
no allowance has been made for the latency, tD, after
the stimulus change. These functions are shown in Fig.
5.
If allowance is made for the response latency, tD, the
phase in degrees, referred to the instant of stimulus
change, is
F( f )arctan(2ptR f )360tD f
If we take representative figures of 400 ms for both the
latency, tD, and the time constant of the response, tR
(Shirachi et al., 1978) we obtain the gain and phase
curves shown in Fig. 6. Also shown in the figure are the
available experimental gain and phase data for sinu-
soidal stimuli, where now the limited amount of avail-
able data in the range 1–2 Hz has also been included.
It can be seen that the experimental results cluster quite
closely around the quasi-linear, low-frequency part of
the gain curve derived from an exponential step re-
sponse and that the limited data above 1 Hz suggests
that the exponentially-derived fit may be better than a
straight line fit (Fig. 6A). It would be possible to obtain
Fig. 4. Normalised, calculated step responses in relation to the time
of stimulus change, using the values of tD and fC from Table 1. Each
response is based on an individual set of published data for sinu-
soidally-varying stimuli. Solid curve, Stark (1968); dotted curve,
Krueger (1973); dashed curve with squares, Van der Wildt et al.
(1974); dot-and-dash curve, Ohtsuka and Sawa (1997); bold dashed
curve, Heron et al. (1999), young; solid curve with triangles, Heron et
al. (1999), old.
start of the step response at which response reaches 1:e
of its total change is tR, the normalised impulse re-
sponse I(t)exp( t:tR). Taking the Fourier trans-
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Fig. 5. (A) Gain and (B) phase as a function of frequency derived
from an exponential step response, on the assumption of a linear
system. The frequency scale is in units of 1:tR, where tR is the time
constant of the exponential step response.
more appropriate (Fig. 6B). We note, however, that
Mathews and Kruger (1994) have used the exponen-
tially-derived fits with some success in their study which
demonstrates that gain varies with the spatial frequency
Fig. 6. (A) Heavy curve: gain as a function of frequency derived on
the assumption of a linear system with an exponential step response
having a time constant tR400 ms. (B) Predicted phase under the
same conditions. Data are shown with the assumption that the time
delay in the start of the step after the stimulus change, tD, is zero
(heavy curve with squares), 200 ms (heavy curve with triangles) and
400 ms (heavy curve with circles). Shown for comparison are the
same experimental data derived from sinusoidal stimuli that were
used in Figs. 1 and 2: solid curve, Stark (1968); dotted curve, Krueger
(1973); dashed curve with filled circles, Van der Wildt et al. (1974);
dot-and-dash curve, Ohtsuka and Sawa (1997); bold dashed curve
with filled triangles, Heron et al. (1999), young; solid curve with filled
diamonds, Heron et al. (1999), old.
quite good fits for each individual data set by varying
the value of tD. Thus, over the frequency range for
which sinusoidal data are available, the gain results are
probably equally compatible with a straight-line fit and
those that would be expected to lead to an exponential
step response. More accurate sinusoidal data in the
range above 1 Hz are needed to determine reliably
which of the two fits is more valid. On the other hand,
it does not appear to be possible to bring the experi-
mental phase data into agreement with those expected
from an exponential step response by an appropriate
choice of time constants. Linear fits still appear to be
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Fig. 7. (A) An example of the accommodative response to a sinu-
soidally-varying stimulus. The lower trace shows the time course of
the stimulus (with arbitrary amplitude and mean level but with
correct phase: the true mean level was 1.78 D and the amplitude was
0.51 D) and the upper trace the response. (B) The frequency spectrum
of the response, showing marked harmonic content.
presence of non-linearities are ignored, the frequent
presence of harmonic components in the responses to
sinusoidally-changing stimuli provides further evidence
for the existence of non-linearity (Ohtsuka & Sawa,
1997). An example of this effect is given in Fig. 7 (based
on data obtained using methodology described by
Heron et al., 1999) which shows the sinusoidal stimulus,
the corresponding response, and a Fourier analysis of
the response, indicating the existence of harmonics. Van
der Wildt et al. (1974) showed that if Gaussian noise
was added to a sinusoidal stimulus, the harmonic con-
tent of the response was decreased, suggesting that the
harmonics are also associated with the predictability of
the pure sinusoidal stimulus change.
Finally we note that Hung and Ciuffreda (1988) have
demonstrated dual-mode behaviour in the accommoda-
tion system, with the fast component showing pre-pro-
gramming and the slow component continuous
feedback control.
In general, then, a number of experimental findings
throw the assumption of linearity into doubt for the
accommodation system. In particular, response data
obtained with sinusoidally-varying accommodative
stimuli are of restricted utility for the description of the
dynamics of the accommodative system, due to the
variable and uncontrolled contribution of prediction to
the responses. Thus sinusoidal data cannot be reliably
used to calculate the anticipated responses to other
forms of temporally-varying stimuli. Responses to sinu-
soidally-varying stimuli may still, however, be useful in
the comparison of the efficiency of the accommodation
systems of different groups of subjects, for example,
those of differing ages, with various known accommo-
dative deficits, or under the influence of drugs, and in
the study of the effects of changes in stimulus parame-
ters (e.g. Tucker & Tomlinson, 1974; Sun & Stark,
1986; Kruger & Pola, 1986; Cooper, 1987; Ciuffreda,
1991; Ohtsuka & Sawa, 1997; Culhane, Winn &
Gilmartin, 1999; Heron et al., 1999). The undesirable
effects of stimulus predictability can be minimised by
using randomly-timed step stimuli (e.g. Phillips et al.,
1972; Krishnan et al., 1973) or by masking sinusoidal
stimuli with noise (e.g. Van der Wildt et al., 1974).
Appendix A. Impulse and step response for linear
variation in gain with frequency
Since the gain falls linearly with temporal frequency
to a cut-off at fC, the gain G( f ) at frequency f can be
written
G( f )G0( fC f ):fC
for f5 fC, where G0 is the gain at very low frequency:
many authors assume G0 to be unity.
when the accommodation target is a sinusoidal grating,
although phase does not.
It is, in any case, clear that describing accommoda-
tion response in terms of a linear system can only be, at
best, a crude approximation. As noted above, the linear
approximation is incompatible with the experimental
finding that the temporal characteristics of step re-
sponses vary with factors such as the sign and magni-
tude of the step. There are, in fact, good physiological
reasons for arguing that the step response characteris-
tics should vary with the direction of the step: whereas
the far-to-near dynamics depend primarily on the char-
acteristics of the lens and capsule, in near-to-far
changes the lens is actively flattened by the action of the
zonule and choroid, so that the properties of the latter
additionally influence the dynamics (e.g. Beers & van
der Heijde, 1994).
Even if the amplitude-dependence of gain (Stark,
1968) and the data on step responses indicating the
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The impulse response I(t) is the Fourier transform of
the frequency response. As noted earlier, the linear
dependence of the phase lag on frequency for sinusoidal
stimulus changes implies that there is a constant re-
sponse time delay tD at each frequency. Referred to this
delayed time, the phase shift at all temporal frequencies
is zero. The impulse response will therefore be symmet-
rical about its peak, which will itself be delayed by tD
with respect to the stimulus, and we need only consider
the cosine Fourier transform of the gain plot, i.e.
I(t)2
& fC
0
[G0( fC f):fC] cos 2pft df
where the time variable t has its origin at the peak of
the impulse response. Straightforward integration then
gives:
I(t)G0 fC sin2(pfCt):(pfCt)2
which, normalising the peak response at t0 to unity
gives:
I(t)sinc2(pfCt)
Frequency response for an exponential step response
In normalised form, the response for a rising step is
S(t)1exp( t:tR)
where tR is the time constant and time zero corresponds
to the start of the response. The normalised impulse
response is then
I(t)exp( t:tR)
The Fourier transform of I(t) is given by:
O( f)
&
0
exp( t:tR) exp(2pift) dt
 tR:(12pitRt)
Extracting the modulus and phase, we find for the
normalised gain and phase functions
G( f ) (14p2tR2 f 2)1:2
F( f )arctan (2ptR f )
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