Abstract-In this paper, the optimal distributed linear time varying H2 control problem for cone causal spatially invariant linear time varying (SILTV) systems is considered. This class of systems was initially defined in the work of Voulgaris et al. for cone causal spatially invariant (SI) linear time invariant (LTI) systems. First, the optimal time varying H2 problem is posed using a version of the Youla parameterization. This allows to transform the problem into an affine form which results in a convex but infinite dimensional distributed optimization. Next, the problem is solved by computing an operator projection on a class of time varying Youla parameters with a cone causal distributed structure. The cone causal spatially invariant systems are viewed as input-output multiplicative operators with a mixed causal time varying structure with respect to time, and spatially invariant with respect to the space dimension.
I. INTRODUCTION
Most complex systems consist of interconnections of subsystems which have independent decision making capabilities. For example, flight formation or components (subsystems) in the human brain. For these distributed systems, centralized control strategies are computationally expensive and may be impractical in terms of hardware limitations such as communication speed. With the growing technology that has led to a significant increase in computational capabilities in small and remote devices, the employment of distributed control strategies forms a practical alternative. Accordingly, the field of distributed control has received considerable attention in the recent years.
The distributed control problem arises when several subsystems (or units) are decision makers, in which their actions are based on the information network. That is, in deriving its decision, each subsystem may interact with its neighbors at different distances to gather the necessary information. The information structure present in a networked system is a quantification of the interaction among different subsystems. Clearly, the information structure heavily influences the decision at any unit in the network. Moreover, the information structure has a direct impact on the scalability and tractability of computing optimal controllers. Over the past few years, different decentralized information structures have been analyzed in detail in for example, [1] , [2] , [3] ,
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S.M. Djouadi [4] , [5] , [6] . In this paper, we consider a special class of LTI spatially invariant systems introduced in [7] , [8] , [9] , which we generalize to the time varying case.
This class of systems presents a cone causal impulse response (see Fig. 1 ), where the input u i to the i th system g i affects the output y j of the j th system g j , which is |i − j| spatial location away with a delay of |i − j| time steps [8] . This class is a subclass of quadratic invariant systems introduced in [10] , but for which analytic expressions for optimal distributed controllers have remained elusive.
Methods such as vectorization [10] or optimization based techniques [5] have been used for computation [11] . However, no explicit solution has been provided [11] and due to high computation requirements and numerical issues, vectorization approach is limited to systems with a small number of states [10] , [11] .
In [7] , [8] , the problem of optimal H 2 design of decentralized controllers for spatially invariant cone causal systems with an inherent temporal delay was considered using the Youla parameterization. It was shown that Youla parameterization yields a convex parameterization for this class of systems. The optimal LTI H 2 decentralized control problem was considered using various approximations in [8] , [12] . This includes spatially invariant systems with additional cone causal property where information propagates with a time delay equal to their spatial distance, [7] . See Fig. 1 for a comparison of a centralized system and a cone causal system and [11] for a complete definition. Moreover, [11] and [13] considered the problem of optimal LTI H 2 decentralized control of cone causal spatially invariant systems and provided an explicit solution.
This paper is a continuation of the efforts undertaken in [11] , [13] , [14] , [15] , where the LTI problems of optimal H ∞ control and distributed H 2 control design were solved using the frequency domain via time and spatial tranforms. In this paper, the optimal linear time varying (LTV) distributed H 2 control of cone causal (discrete) SILTV systems is considered. In the LTV case there is no frequency domain for the time dimension. To solve the problem, we rely on the causal time-varying (TV) impulse response and its representation as a lower triangular operator with respect to the canonical basis of the 2 space. For the cone causal SILTV systems, we show that the time-varying impulse response has a special distributed structure. The optimal time-varying H 2 controllers sought are assumed to have the same distributed structure as the system. It is shown that the Youla parametrization preserves the same structure and the problem can be transformed into a convex optimization Fig. 1 . Support of the spatio-temporal impulse reponse of a centralized (left) and a cone causal (right) system, [8] , [12] albeit infinite dimensional. The problem is solved using an orthogonal projection of a well-defined operator on lower triangular operators. The projection is a lower triangular truncation which yields the distributed optimal impulse response parameters of the Youla parameter, and as a consequence, an expression of the optimal H 2 distributed controller.
The paper is organized as follows. In Section II, the mathematical background and preliminaries are provided. In Section III, the optimization problem specific to the considered class of systems is formulated. In Section IV, the solution is provided in terms of an orthogonal projection and optimal expressions for the optimal TV H 2 Youla parameter and control are derived. Section V contains concluding remarks and future work.
II. MATHEMATICAL PRELIMINARIES
In this paper, we consider the system G of discrete-timevarying spatial invariant subsystems with input signals u i (t) and output signals y i (t), i ∈ Z, t ∈ R + of the following form:
where i is the spatial variable and t is the discrete-time variable. The function g i (t, τ ) represents the spatial, timevarying impulse response of the i th subsystem of G. Note that since spatial invariance is assumed in the spatial variable, the impulse response acts by convolution. However, in the time-domain, the impulse response depends on t and τ separately due to time variations.
It is helpful to view such systems G as a family of spatial systems {g i } ∞ i=−∞ with the spatial z−transform, [8] :
The function G z (t, τ ) is the spatial transfer function. Next, the z−transform U z (t) of the spatio-temporal input sequence u = {u i (t) : −∞ ≤ i ≤ ∞, 0 ≤ t ≤ ∞} is defined as [8] :
The transform u z (t) can be related to the output transform Y z (t) through the input-output relationship in (1) .
That is, with respect to the spatial transform, the system G acts as a multiplication operator on the input U z (t).
Introduce the Hilbert space 2 2 of square summable sequences {x i (t)} i∈Z,t∈R + , i.e.,
Using the spatial transform, define the L 2 − 2 norm as:
where x(e iθ , τ ) := x z (τ ) with z = e iθ , 0 ≤ θ ≤ 2π, and
The Hilbert space of sequences x z (τ ) ∞ τ =0 which satisfy (3) will be denoted 2 (L 2 ) in the sequel, i.e., the Hilbert space of L 2 − functions with values in 2 , where 2 denotes the one-sided square summable sequences.
Similar to the 2 (L 2 ) Hilbert space, we introduce the
, under the following norm:
Note that the norm in (5) is induced by the inner product:
whereH(.) denotes the complex conjugate of H(.). The preliminaries introduced in this section will be employed in defining the optimal control problem statement of cone causal SILTV systems in the next section. III. PROBLEM FORMULATION We shall consider the generalized feedback configuration described in Fig. 2 . Here, w represents the external disturbance, z is the controlled output, y is the measurement signal and u is the control input. All these signals are spatiotemporal sequences. The plant G and the controller K are spatial-invariant but time-varying systems. This framework generalizes the LTI cone causal system initially considered in [8] to LTV systems.
The closed-loop disturbance output from w to z is given by the linear-fractional transformation
Note that the operations involved in (6) are defined as in (1) .
The objective of the control design is to find a controller K that internally stabilizes the closed-loop system and minimizes the L 2 − 2 2 norm of the transfer operator from w to z, T zw , that is,
Following [8] , the structure we are interested in is where the input u i to the i th system g i affects the output y j of the j th system g j located at a distance |j − i| with a time-delay of |j − i| time steps. In our framework, this class of systems' outputs can be written as:
Given such an information structure, the control laws K we are looking for, are assumed to have the same structure, namely:
wherek i (t, τ ) is the impulse response of subsystem i at time t.
For SILTI systems, the time-delay property represented in (8) corresponds to [8] :
To derive a time-delay property that holds for LTV systems, we first define the forward shift operator V as:
Now, letĝ
whereg i (t, τ ) was defined in (9) , and V |i| is the forward shift applied |i| times.
From (8) it follows that
Using the spatial transform, yields:
Note that the summation over j has to be from τ − t to t − τ due to the causality ofĝ j (t, τ ). In other words,
Equation (12) generalizes to the time-varying case the class of cone causal SILTI systems characterized by (10) and introduced in [8] . Because both the plant G and the controller K are SILTV systems, we can extend (12) to the controller as:
With the established background, we can now fully state the problem of seeking a decentralized stabilizing controller K of the form (13) for the SILTV systems as:
As stated in [8] , for the structure (10), (13) imposes a decentralized structure on the controller K since the measurement signal y j of the j th subsystem will be made available at the i th subsystem after |j − i| time steps. In this section, employing the introduced mathematical preliminaries, we precisely formulated the optimal control problem for the class of cone causal SILTV systems. In the next section, we will employ Youla parameterization to obtain the closed-form solution of the formulated problem statement.
IV. SOLUTION OF THE PROBLEM
For simplicity, we shall assume that G yu is stable. The results presented in this section can be extended to an unstable G y u using co-prime factorization. To transform the problem (14), we shall use the Youla parameterization which will result in a decentralized Youla parameter Q with the same structure as K because Youla parameterization preserves the decentralized structure of K.
A. Youla parameterization of the decentralized controller
The transformation is summarized in the following lemma. Lemma 4.1: All internally stabilizing controller K with the structure (13) are given by:
Proof: The result follows by a similar argument as the proof of the Proposition 4.1 in [8] .
The Youla parameterization reduces the optimization problem (7) to the following affine problem:
where T 1 and T 2 are known stable functions depending only on the generalized plant G. Note that the optimization (15) is convex in Q but is infinite dimensional.
We will transform the problem (15) in terms of causal linear operators. At this point, we need to introduce the notion of inner-outer factorization for bounded causal operators of the form (12) . To this end, define a nest N as a family of closed subsystems of the Hilbert space 2 containing the singleton {0} and 2 which is closed under intersection and closed span [16] .
Define P k as the truncation operator for some integer k ∈ Z as
where x ∈ 2 , x = (x 0 , x 1 , . . .). An operator A on 2 is said to be causal if it satisfies the operator equation [17] : 0, 1, . . ., where P −1 = 0 and P ∞ = I, I being the identity operator. ThenQ k is a projection operator. Associate toQ k the nest
Introduce the triangular algebra T (N ) as the set of all bounded linear operators T such that T N ⊂ N, N ∈ N . It is readily seen that T (N ) is the set of bounded causal operators acting on 2 with respect to the canonical basis {e k : k = 0, 1, 2, . . .} of 2 where e k is defined as:
such that1 is in the k th position
The operators T can be represented as "infinite lower triangular arrays" [16] .
We shall transform the problem (15) into an optimization problem in terms of Hilbert-Schmidt operators that can be solved using an orthogonal projection. In order to do so, we need the notion of inner-outer factorization for triangular or nest algebras [17] . This is introduced next.
An operator T ∈ T (N ) is called outer if the range projection, denoted P (R T ), R T being the range of T and P the orthogonal projection onto R T , commutes with N and T N is dense in N ∩ R T for every N ∈ N , [16] .
A partial isometry W is called inner if W * W commutes with N , [16] . Recall, a partial isometry is an operator that preserves the norm for all vectors in the orthogonal complement of its null space. The class T (N ) is useful for our purpose because of the fact that each of the stable causal impulse responses,ĝ i (t, τ ), −∞ ≤ i ≤ ∞ correspond to an operator in T (N ). The operator in T(N) that corresponds to the impulse response g i is henceforth denotedT i . With respect to the basis {e k : k = 0, 1, 2, . . .},T i can be represented as (see for example [17] ):
For the class of time-varying spatially invariant system G z characterized by (11) , the corresponding operators can be written as:
We shall denote the corresponding triangular algebra by T z (N ).
In addition, to every functionĜ z (t, τ ) of z, t and τ satisfying (5), the corresponding operator T z will be a HilbertSchmidt operator [18] . The Hilbert-Schmidt norm ||.|| HS is defined by:
where tr(.) denotes the trace and T * z is the adjoint operator associated to T z . Using the identification (18), our optimization problem (15) can be posed in terms of ||.|| HS norm as follows:
where, by abuse of notation, we have kept the same notation for Q, T 1 and T 2 , and their associated lower triangular operators. Note T 1 and T 2 are Hilbert-Schmidt.
Let T 2in and T 2out be an inner-outer factorization of T 2 , i.e.,
Since T 2in is inner, pre-multiplying (19) by T * 2in preserves the ||.|| HS norm, i.e.,
Note that since the space of Hilbert-Schmidt operators is an ideal, T 2out Q is Hilbert-Schmidt [18] . The optimization problem µ is the shortest distance between the linear operator T * 2in T 1 and the subspace S given as: S = {s : s = T 2out Q, Q stable and Q satisfies(17)} (21)
To ensure closedness of S in the ||.|| HS norm, we will assume that the outer operator T 2out is invertible. This assumption is not restrictive and common in the H ∞ −control for LTI systems and in the robust control of LTV systems literature, see for example [19] .
In this case, T 2out can be "absorbed" into the operator Q, and (20) becomes the shortest distance from T * 2in T 1 to the subspace S of stable causal operators for each z HilbertSchmidt operators Q of the form (17) .
The solution to this problem is given by the orthogonal projection Π defined on the space of Hilbert-Schmidt operators under the norm ||.|| HS , denoted henceforth HS into S:
Define the orthogonal projection Π on the space of HilbertSchmidt operators under the norm ||.|| HS , denoted henceforth HS into S as
The optimization problem µ from (20) can be rewritten in terms of the projection Π as:
The solution to this problem, i.e., the optimal Q 0 is then given by:
Alternative to computing the orthogonal projection It is not obvious how to compute the projection Π because of the presence of the "spatial frequency" z. To compute the optimal Q 0 , we return to the formulation of the optimization µ in terms of function theory. In terms of the latter the subspace S takes the following form:
which by Parseval's theorem yields
(22) Since the forward shift V is an isometry, (22) is equivalent to:
(23) Problem (23) can be written in terms of a distance minimization in the Hilbert-Schmidt norm between the operator R corresponding to the sequence in t, τ and j, {V −|j|t j (t, τ )} and LTV stable (bounded) causal operators.
LetQ denote the lower triangular operator that corresponds to causal and stable impulse responses {q j (t, τ )}. Then µ = inf Q stable causal
||R −Q|| HS
Note that the Hilbert-Schmidt norm here is given by:
The solution to (15) is given by the orthogonal projection, denoted P , onto the space of causal bounded linear operators which is given by the lower triangular truncation of R, i.e., the minimum is achieved by: Q = P R and the optimal performance is given by: µ = ||(I − P )R|| HS This shows that the optimal impulse responsesq j (t, τ ) are given by the causal parts of V −|j|t j (t, τ ), ∀j, which we shall denote P V −|j|t j (t, τ ), i.e., q j (t, τ ) = P V −|j|t
where P is the orthogonal projection onto the causal part of V −|j|t j (t, τ ) ∀j. Therefore, optimal performance is given by:
Therefore, the optimal Q is given by:
The optimal TV Youla parameter, denotedQ 0 , is then:
From the Youla parametrization, the optimal TV H 2 distributed controller K is then given by:
In this section, we obtained an explicit solution of the Youla-parameterized optimization problem and employed it to derive the decentralized controller K for the considered cone causal class of SILTV systems.
V. CONCLUSION
In this paper, the problem of LTV optimal distributed control of time varying cone causal spatially invariant systems is posed and solved in terms of a triangular projection on the space of lower triangular operators. This approach yields the TV impulse response for the distributed H 2 optimal Youla parameter, and as a result the TV optimal H 2 distributed controller.
Future work includes developing numerical algorithms to implement the controller and considering larger classes of spatially invariant systems, such as, the funnel causal systems introduced in [9] .
