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A CLASS OF QUANTUM DOUBLES WHICH ARE RIBBON
ALGEBRAS
SEBASTIAN BURCIU
Abstract. Andruskiewitsch and Schneider classify a large class of pointed
Hopf algebras with abelian coradical. The quantum double of each such Hopf
algebra is investigated. The quantum doubles of a family of Hopf algebras from
the above classification are ribbon Hopf algebras.
Introduction
Quasitriangular Hopf algebras have an universal R-matrix which is a solution
of the Yang-Baxter equation and their modules can be used to determine quasi-
invariants of braids, knots and links. Drinfeld’s quantum double construction gives
a method to produce a quasitriangular Hopf algebra from a Hopf algebra and its
dual.
The concept of ribbon categories was introduced by Joyal and Street. Their
definition requires the notion of duality and provides isotopy invariants of framed
links. Through their representations, ribbon Hopf algebras give rise to ribbon
categories. They were introduced by Turaev and Reshetikhin in [16] who also
showed that the quantum groups of Drinfeld and Jimbo are ribbon algebras. A
ribbon Hopf algebra is a quasitriangular Hopf algebra which possesses an invertible
central element known as the ribbon element.
Kauffman and Radford [11] have shown that the Drinfeld double D(Al) of a
Taft algebra Al (of dimension l
2) has a ribbon element if and only if l is odd. The
ribbon element of D(Al) for l odd, provides an important invariant of 3-manifolds
(see [9]). In [11] the authors also gave a criterion for a general quantum double to
possess a ribbon element. Benkart and Witherspoon investigated the structure of
two parameter quantum groups of sln and gln [6]. In [7] they have shown that the
restricted two parameter quantum groups ur, s(sln) are quantum doubles of certain
pointed Hopf algebras and possess ribbon elements under certain compatibility
conditions between the parameters r and s.
In this paper we provide a new class of quantum doubles which possess ribbon
elements. They are the quantum doubles of a family of pointed Hopf algebras
Date: September 17, 2007.
MSC (2000): 16W35, 16W40.
The research was supported by CEx05-D11-11/04.10.05.
1
2 SEBASTIAN BURCIU
constructed by Andruskiewitsch and Schneider in [2]. The pointed Hopf algebras
from [2] are liftings of Radford’s biproducts of Nichols algebras with group algebras.
The Radford biproducts are their associated graded algebras with respect to the
coradical filtration. Andruskiewitsch and Schneider [2] showed that, under some
restrictions on the group order, all finite dimensional pointed Hopf algebras having
an abelian group of grouplike elements are this type of liftings. The definition by
generators and relations of these pointed Hopf algebras is very similar to that of
quantum groups and it includes Lusztig’s small quantum groups.
If G is an abelian finite group and V a Yetter-Drinfeld module over kG with a
braiding of finite Cartan type ( see [4] ) then let A = kG#B(V ), where B(V ) is
the Nichols algebra of V . We show that D(A) is a ribbon Hopf algebra.
In Section 1 we present the construction of the finite dimensional pointed Hopf
algebras with abelian coradical constructed in [2].
In Section 2 the dual Hopf algebra of such a pointed Hopf algebra is investigated.
If there are no linking relations it is shown that the dual Hopf algebra contains a
subalgebra isomorphic to a Nichols algebra. A pointed Hopf algebra whose root
vectors are nilpotent is called a Hopf algebra of nilpotent type. In the situation
of a Hopf algebra of nilpotent type and no linking relations the structure of the
dual algebra is completely determined in this section. This recovers a result from
[5]. If the Hopf algebra is not of nilpotent type in the above sense, then its dual
might not be anymore pointed and/or of nilpotent type. It will be interesting to
completely determine the Hopf structure of the dual Hopf algebra in this situation.
This would give new examples of Hopf algebras similar to that determined for rank
one by [12].
Section 3 investigates the algebra structure of the quantum double of a pointed
Hopf algebra from Andruskiewitsch and Schneider’s classification when there are
no linking relations. In the nilpotent type situation, namely A = kG#B(V ) the
quantum double structure of D(A) is completely determined. They have the same
defining relations as the restricted two parameters quantum groups but with more
grouplike elements. As an example, it is shown that for certain abelian coradical
groups, the quantum double is indeed a quotient of a two parameter quantum
group being isomorphic to the restricted two parameter quantum groups. This
can be regarded as a generalization of the fact that a the quantum double of a
Taft algebra is a a quotient of uq, q−1(sl2).
In Section 4 some notions about Hopf algebras in braided category are reminded.
The integrals and distinguished grouplike elements of the bosonization algebra are
given. In [11] the authors gave a criterion to decide when a quantum double is a
ribbon Hopf algebra. Using this criterion a sufficient condition for the quantum
doubles of byproduct Hopf algebras to be ribbon is given.
Section 5 describes the integrals and the distinguished grouplike elements for
the class of Hopf algebras of nilpotent type with no linking relations, as well as
for their dual Hopf algebras. It is shown that the quantum doubles corresponding
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to the pointed Hopf algebras of the form B(V )#kG where V ∈GG YD are ribbon
algebras.
The Appendix, contains some quantum binomial formulae taken from [3] and a
crucial lemma that is used in Section 2.
Throughout this paper we work over an algebraically closed field of characteristic
zero. For an abelian group G and an element g ∈ G by < g > is denoted the cyclic
subgroup of G generated by g, and by Ĝ the group of linear characters of G. For
g ∈ G, the element gˆ ∈ Ĝ is defined as gˆ(χ) = χ(g) for all χ ∈ Ĝ.
The standard Hopf algebraic notations from [14] are used. For a Hopf algebra
A, by A
ad
is denoted the A-module which has the underlying vector space A and
for which the action of A is given by the adjoint action ad
A
(x)(y) =
∑
x1ySx2.
1. The pointed Hopf algebras with abelian coradical
Let D = (G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) be a datum of finite Cartan type
associated to an abelian group G. That is gi ∈ G and χi ∈ Ĝ such that χi(gi) 6= 1
for all 1 ≤ i ≤ θ and the Cartan condition
χj(gi)χi(gj) = χi(gi)
aij
for all 1 ≤ i, j ≤ θ. The matrix (aij)1≤i,j≤θ is a Cartan matrix of finite type. Let
Φ be the root system corresponding to the Cartan matrix (aij), Φ
+ be the set of
positive roots of the root system Φ, and Π = {α1, · · · , αθ} be the corresponding
set of simple roots. For αi, αj ∈ Π one writes i ∼ j if the corresponding nodes
in the Dynkin diagram are connected. Let λ = (λij)1≤i,j≤θ, i≁j be a set of linking
parameters, that is λij ∈ k and
λij = 0, if gigj = 1 or χiχj 6= ǫ
Let V a finite dimensional Yetter-Drinfeld module over the group algebra kG.
Suppose V has a basis (xi)1≤i≤θ with xi ∈ V
χi
gi
, where V χigi := {gv = χi(g)v, δ(v) =
gi⊗v} and δ is the comodule structure of V . The group G acts by automorphisms
on the tensor algebra T (V ) where g(xi) = χi(g)xi. The braided commutators
[xi, y]c = adc(xi)(y) are defined by
adc(xi)(y) = xiy − gi(y)xi
for all y ∈ T (V ). The induced map c : T (V ) ⊗ T (V ) → T (V ) ⊗ T (V ) given by
c(xi ⊗ y) = gi(y)⊗ xi is a braiding and T (V ) becomes a braided Hopf algebra in
the category of Yetter-Drinfeld modules.
Andruskiewitsch and Schneider [2] introduced the following infinite dimensional
Hopf algebra U(D, λ) defined by the generators g ∈ G and x1, · · · , xθ. As an
algebra, the relations in U(D, λ) are those of G and
gxig
−1 = χi(g)xi
adc(xi)
1−aij (xj) = 0 (i 6= j, i ∼ j)
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adc(xi)(xj) = λij(1− gigj), (i < j, i ≁ j)
The coalgebra structure of U(D, λ) is given by
∆(g) = g ⊗ g, ∆(xi) = xi ⊗ 1 + gi ⊗ xi
for all g ∈ G and 1 ≤ i ≤ θ. Remark that adc(xi)(y) = ad(xi)(y) for all y ∈ A.
Assume that the order Ni of χi(gi) is odd for all i and is prime to 3 for all i
in a connected component of type G2. The order of χi(gi) is constant in each
connected component J ; denote this common order by NJ or Nα if α is a positive
root belonging to the component J .
For any α ∈ Φ+, α =
∑i=θ
i=1 niαi, let ht(α) =
∑i=θ
i=1 ni. Put
g
α
= gn11 · · · g
nθ
θ and χα = χ
n1
1 · · ·χ
nθ
θ .
Let (µ
α
)α∈Φ+ a system of root vectors parameters, this means that µα ∈ k and
µ
α
= 0 if gNα
α
= 1 or χNα
α
6= ǫ.
Consider (x
α
)α∈Φ+ the root vectors corresponding to the positive roots α ∈ Φ
+.
They are iterated braided commutators of xi [2].
The finite dimensional Hopf algebra u(D, λ, µ) is the quotient of U(D, λ) by
the Hopf ideal generated by
xNα
α
− u
α
(µ) (α ∈ Φ+)
where the elements u
α
(µ) ∈ kG are defined in [2]. It will be later used the fact
that u
α
(µ) are central in u(D, λ, µ) and they lie in the augmented ideal generated
by gNii − 1 (see [2]).
We say that A = u(D, λ, µ) is of nilpotent type if µ
α
= 0 for all α ∈ Φ+. It
follows from [2] that in this situation u
α
(µ) = 0 for all α ∈ Φ+ and we shortly
write A = u(D, λ)
Over a field of characteristic zero any pointed finite dimensional Hopf algebra
with an abelian group G of grouplike elements such that the order of G is not
divisible by primes less than 11 is isomorphic to some u(D, λ, µ) [2].
1.1. PBW-bases of U(D, λ). Let y1, · · · , yp the ordering of (xα)α∈Φ+ corre-
sponding to the convex ordering β1, · · ·βp of the positive roots. In the paper [2]
it has been shown that {yu11 · · · y
up
p g | ui ≥ 0, g ∈ G} form a PBW-basis of
U(D, λ). The images of yi in the quotient u(D, λ, µ) are also denoted by yi.
Then {yu11 · · · y
up
p g | 0 ≤ ui ≤ Nβi − 1, g ∈ G} form a basis for A = u(D, λ, µ).
1.2. Grading of U(D, 0). Let e 1, · · · , e θ be the standard basis of Z
θ. Then
U(D, 0) is a Zθ-graded Hopf algebra [2] where the degree of xi is e i and any
group element g ∈ G has degree zero. Given a homogeneous element x in U(D, λ)
we denote its degree by dim(x).
If u ∈ Np, let
y
u
= yu11 · · · y
up
p ,
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gu = gβ1
u1 · · · gβp
up,
χ
u
= χβ1
u1 · · ·χβp
np.
Note that if u = 0 then y
u
= g
u
= 1 and χ
u
= ǫ.
For any positive root βi =
∑θ
j=1mijαj one has dim(yi) =
∑θ
j=1mijej > 0 and
if u ∈ Np then dim(yu) =
∑p
i=1 uidim(yi).
Since gxig
−1 = χi(g)xi one has that gyug
−1 = χu(g)yu for all u ∈ N
p. From [18]
one knows that if 1 ≤ i < j ≤ p then
yjyi = χβi (gαj )yiyj +
∑
I(i, j)
c(ai+1, · · · , aj−1)y
ai+1
i+1 · · · y
aj−1
j−1
where
I(i, j) = {(ai+1 · · · , aj−1) ∈ N
j−i−1 |
j−1∑
s=i+1
asdim(ys) = dim(yi) + dim(yj)}
and c(ai+1, · · · aj−1) ∈ k.
It follows that in U(D, 0) one has
(1.1) y
u
y
v
=
∑
w∈Np
y
w
a w(u, v)
such that a w(u, v) ∈ k and dim(yw) = dim(yu) + dim(yv).
Let
(1.2) ∆(y
u
) =
∑
v, w∈Np
y
v
cuv ,w ⊗ ywd
u
v ,w
in U(D, λ) where cuv ,w, d
u
v ,w ∈ k. Since U(D, λ) is a Z
θ-graded Hopf algebra one
has that dim(y
u
) = dim(y
v
) + dim(y
w
).
1.3. The situation A = u(D, 0, µ). Consider now A = u(D, 0, µ) as quotient
of U(D, 0).
Then the multiplication relation 1.1 becomes
(1.3) y
u
y
v
=
∑
w∈Np
y
w
a w(u, v)
where now a w(u, v) ∈ kG and dim(yw) ≤ dim(yu) + dim(yv).
The comultiplication is given by
(1.4) ∆(y
u
) =
∑
v, w∈Np
y
v
cuv ,w ⊗ ywd
u
v ,w
in u(D, 0, µ) where now cuv ,w, d
u
v ,w ∈ kG and dim(yu) > dim(yv) + dim(yw).
Let I be the ideal of kG generated by the elements u
α
(µ), α ∈ Φ+. Then
ǫ(I) = 0 and also χj(I) = 0 for any 1 ≤ j ≤ θ. Indeed, the elements uα(µ)
lie in the augmented ideal generated by gNii − 1 (see [2]) therefore ǫ(I) = 0.
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On the other hand µi 6= 0 implies that χ
Ni
i = ǫ from the definition of µi. The
equation χj(gi)χi(gj) = χi(gi)
aij raised to the power Ni gives that χj(gi)
Ni = 1,
thus χj(g
Ni
i − 1) = 0.
If dim(y
w
) < dim(y
u
) + dim(y
v
) in 1.3 then a w(u, v) ∈ I since the only way
to get a smaller degree in a product of type yi1yi2 · · · yis is by using the factoring
relations xNαα = uα(µ). Then ǫ(a w(u, v)) = 0.
On the other hand if dim(y
u
) > dim(y
v
) + dim(y
w
) in the comultiplication
formula 1.4 then by the same argument as above one has that cuv ,w ∈ I or d
u
v ,w ∈ I.
In this situation ǫ(cuv ,w) = 0 or ǫ(d
u
v ,w) = 0. Moreover, since c
u
v ,w or d
u
v ,w is in
the ideal I of kG generated by u
α
(µ) one also has χi(c
u
v ,w) = 0 or χi(d
u
v ,w) = 0,
for all 1 ≤ i ≤ θ.
1.4. The situation A = u(D, 0, 0). If A is of nilpotent type then the factoring
relations are xNαα = 0 and the degree is preserved by multiplication or comultipli-
cation. Thus in this situation A = u(D, 0, 0) is also Zθ-graded Hopf algebra and
A ∼= kG#B(V ) (see [2]).
2. The dual Hopf algebra
Let A = u(D, 0, µ) a Hopf algebra as above. For 1 ≤ l ≤ p, let f
l
∈ Np be the
element (0, · · · , 1, · · · , 0) with 1 on the l-th position. Consider the numbers mi
with 1 ≤ mi ≤ p such that αi = βmi for all 1 ≤ i ≤ θ. Thus ymi = xi = yf
mi
.
Extend any linear characters χ ∈ Ĝ to an element of A∗ such that χ(y
u
g) = 0
if u 6= 0. Consider also the following elements ξi ∈ A
∗ defined by ξi(yug) = δu, f
mi
for all u ∈ Np. One has that ξi(xia) = ǫ(a) for all a ∈ kG.
The following lemma [[12], Lemma 1.] will be used in the proof of the third
relation of the next proposition.
Lemma 2.1. Let H be a bialgebra over the field k and suppose that K is a sub-
bialgebra of H with antipode. Suppose that a ∈ G(K) and x ∈ H \ K satisfy
xa = qax for some non-zero q ∈ k and ∆(x) = x⊗a+1⊗x. Let V = K+Kx+· · · .
Then:
(1) V is a free left K-module under left multiplication with basis {1, x, x2, · · · }
or {1, x, x2, · · · , xn−1} for some n ≥ 2.
(2) Suppose that k has characteristic zero and V has left K-module basis
{1, x, x2, · · · , xn−1} for some n ≥ 2. Then q is a primitive n-th root of
unity and xn = c for some c ∈ K which satisfies ∆(c) = c⊗ an + 1⊗ c. In
particular a 6= 1.
(3) Suppose that g ∈ G(K) and z ∈ K +Kx satisfy ∆(z) = z ⊗ g + 1 ⊗ z. If
z /∈ K then g = a and z = αx + b where α ∈ K is not zero and b ∈ K
satisfy ∆(z) = b⊗ a + 1⊗ b.
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Let A the subalgebra (with unit) of A generated by xi, 1 ≤ i ≤ θ. Some algebra
and coalgebra relations for A∗ are given in the next proposition.
Proposition 2.2. The following relations hold in A∗:
(1) ∆(ξi) = ξi ⊗ 1 + χi ⊗ ξi
(2) χξiχ
−1 = χ(gi)ξi, if χ ∈ G(A
∗). In particular χjξi = χj(gi)ξiχj.
(3) ξNii = 0
(4) ad(ξi)
1−aij (ξj) = 0 for all 1 ≤ i, j ≤ θ
Proof. 1) From definition of ξi it can be seen that ξi(yg) = ξi(y) for all y ∈ A and
g ∈ G. One has to show that ξi(ab) = ξi(a)ǫ(b) + χi(a)ξi(b) for all a, b ∈ A. It
is enough to check the last relation on the basis elements of A. Thus one has to
show that:
(2.3) ξi((yug)(yvh)) = ξi(yug)ǫ(yvh) + χi(yug)ξi(yvh)
for all u, v ∈ Np and all g, h ∈ G.
Since gy
v
= χ
v
(g)y
v
g it follows that ξi((yug)(yvh)) = χv(g)ξi(yuyvgh) =
= χ
v
(g)ξi(yuyv). On the other hand ξi(yug)ǫ(yvh)+χi(yug)ξi(yvh) = ξi(yu)ǫ(yv)+
+χi(yug)ξi(yv). Thus one has to show that:
χ
v
(g)ξi(yuyv) = ξi(yu)ǫ(yv) + χi(yug)ξi(yv)
If u 6= 0 and v 6= 0 then dim(y
u
) > 0 and dim(y
v
) > 0. The right hand side
of the above equation is zero since ǫ(y
v
) = χi(yug) = 0. On the other hand if
y
u
y
v
written with respect to the above basis of A contains a term of the type xiai
with ai ∈ kG then since dim(yuyv) 6= dim(xi) it follows from the discussion of the
previous section that ǫ(ai) = 0 and then ξi(xiai) = 0. Thus in this situation both
terms of the above equation are zero. (Note that dim(y
u
y
v
) = dim(xi) implies that
u = f
mi
and v = 0 or u = 0 and v = f
mi
.)
Suppose now that u = 0 which means that y
u
= 1. The equation 2.3 becomes
χ
v
(g)ξi(yv) = χi(g)ξi(yv). From the definition of ξi the only possibility for both
terms to be nonzero is that of v = f
i
which means y
v
= xi. In this situation the
left hand side is χ
f
i
(g)ξi(xi) = χi(g) which is the same value as the one of the
right hand side term.
The last possibility to discuss is when v = 0 which means that y
v
= 1. Then
the equation 2.3 becomes ξi(yu) = ξi(yu).
2) If χ ∈ G(A∗) then χ(u
α
(µ)) = χ(xNαα ) = χ(xα)
Nα = 0. Since χ(u
α
(µ)) = 0 it
follows that χ is zero on the ideal I of kG.
One has to prove that
(2.4) χξi(yug) = χ(gi)ξiχ(yug)
for all u ∈ Np and g ∈ G.
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As in the previous section, let
∆(y
u
) =
∑
v, w∈Np
y
v
cuv ,w ⊗ ywd
u
v ,w
where cuv ,w, d
u
v ,w ∈ kG. Then the first term of equation 2.4 becomes
χξi(yug) =
∑
v, w∈Np
χ(y
v
cuv, wg)ξi(ywd
u
v ,wg)
The only possibility for the right hand side term of the previous equality to be
nonzero is when dim(y
v
) = 0 and dim(y
w
) = e i which means v = 0 and w = f i. If
dim(y
u
) 6= e i then this is possible only by reduction via the factoring relations and
as in the discussion from the previous section it follows that either cuv, w or d
u
v, w
are in the ideal I generated by u
α
(µ). Then either χ(y
v
cuv, wg) = 0 (if c
u
v, w ∈ I)
or ξi(ywd
u
v ,wg) = 0 (if d
u
v, w ∈ I). Thus if dim(yu) 6= e i the left hand side of the
equation 2.4 is zero.
If dim(y
u
) = e i, which is equivalent to yu = xi, then ∆(xig) = xig⊗g+gig⊗xig
and χξi(xig) = χ(gig).
For the second term of equation 2.4 one has that
χ(gi)ξiχ(yug) = χ(gi)
∑
v, w∈Np
ξi(yvc
u
v, wg)χ(ywd
u
v ,wg)
A similar discussion shows that the only possibility for this term to be nonzero is
when dim(y
v
) = e i and dim(yw) = 0 which are equivalent to v = f mi
and w = 0.
If dim(y
u
) 6= e i then as in the discussion from the previous paragraph it follows
that either cuv, w or d
u
v, w are in the ideal I generated by uα(µ) and then the value
of the term is still 0.
If y
u
= xi then, using the formula for ∆(xi), one has that χ(gi)ξiχ(xig) = χ(gig),
thus the equation 2.4 is true in this situation too.
Computing (∆ ⊗ Id)∆ and (Id ⊗ ∆)∆ for ξi in the formula from 1) it follows
that ∆(χi) = χi⊗χi, thus χi are grouplike elements of A
∗ for any 1 ≤ i ≤ θ. Then
the second relation of 2) follows from the first one.
3)Let H be the Hopf subalgebra of A∗ coop generated by ξi and χi One has
χiξi = χi(gi)ξiχi and the order of χi(gi) is Ni. The second statement of Lemma
2.1 applied for K = k < χi > and x = ξi gives that ξ
Ni
i ∈ k < χi >. But since
ξNii (g) = 0 for all g ∈ G it follows that ξ
Ni
i = 0.
4) Let z = ad(ξi)
1−aij (ξj). Clearly z(g) = 0 for all g ∈ G(A) since ξj(g) = 0.
From Lemma 6.6 from Appendix one knows that z is a skew primitive element of
A∗, that is
∆(z) = z ⊗ 1 + χ⊗ z
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where χ = χ
1−aij
i χj. Then z(gy) = χ(g)z(y) for all g ∈ G and y ∈ A. On the other
hand z(xixj) = z(xi)ǫ(xj) + χ(xi)z(xj) = 0 for all 1 ≤ i, j ≤ θ and by induction
on r one has z(xi1xi2 · · ·xir) = 0 for all r ≥ 2.
In order to show that z = 0 it is enough to check that z(xm) = 0 for all
1 ≤ m ≤ θ.
Let f, f ′ ∈ A∗. Then
(ad(f)(f ′))(x) = (f1f
′S(f2))(x) = f1(x1)f
′(x2)f2(Sx3)
for all x ∈ A. Since
∆2(xm) = xm ⊗ 1⊗ 1 + gm ⊗ xm ⊗ 1 + gm ⊗ gm ⊗ xm
one has
(ad(f)(f ′))(xm) = f1(xm)f
′(1)f2(1)+f1(gm)f
′(xm)f2(1)+f1(gm)f
′(gm)f2(Sxm) =
= f(xm)ǫ(f
′) + f(gm)f
′(xm) + f(gmS(xm))f
′(gm)
Suppose moreover that f(gm) = f
′(gm) = 0 and ǫ(f
′) = 0. Then (ad(f)(f ′))(xm) =
0. Clearly f = ξi and f
′ = ad(ξi)
−aij (ξj) satisfy the above conditions, thus
z(xm) = 0. 
Proposition 2.5. Let A = u(D, 0, µ) as above and H be the subgroup of G
generated by the elements < gNii | µi 6= 0 >. Then G(A
∗) = Ĝ/H.
Proof. If χ ∈ G(A∗) then relation gxig
−1 = χi(g)xi implies χ(xi) = 0 for all
1 ≤ i ≤ θ. Thus χ(µi(g
Ni
i − 1)) = χ(x
Ni
i ) = 0 and since µi 6= 0 it follows that
χ(gNii ) = 1 and χ ∈ Ĝ/H. Conversely, suppose χ ∈ Ĝ/H ⊂ Ĝ and extend χ to an
element in A∗ as at the beginning of this section. The equation χ(ab) = χ(a)χ(b)
will be verified on the basis elements of A. Suppose a = y
u
g and b = y
v
h. If u 6= 0
or v 6= 0 then clearly χ(a)χ(b) = 0. On the other hand χ(ab) = χ(y
u
y
v
gh)χ
v
(g) = 0
since the part of degree zero of the product y
u
y
v
is in I and by its definition χ|
I
= 0.
If u = 0 and v = 0 then the equation χ(ab) = χ(a)χ(b) is satisfied since χ is a
character of G. 
Let A∗ the subalgebra of A∗ generated by (ξi)1≤i≤θ. It follows that A∗ is the
Nichols algebra of the Ĝ braided vector space W with basis given by Yi ∈ W
gˆi
χi
.
Similarly to the construction for A, for any α ∈ Φ+ let Yα be the corresponding it-
erated commutators of ξi. Denote these elements with Y1, · · · , Yp using the convex
ordering of the positive roots. Clearly Ymi = ξi for all ≤ i ≤ θ.
Let D˜ = (Ĝ, (χi)1≤i≤θ, (gˆi)1≤i≤θ), (aij)1≤i,j≤θ). It can be verified that is a
datum of finite Cartan type associated to the abelian group Ĝ.
Corollary 2.6. If A ∼= u(D, 0, 0) is a pointed Hopf algebra of nilpotent type
then A∗ = u(D˜, 0, 0) is also a pointed Hopf algebra. A basis for A∗ is given by
{χY
u
| u ∈ Np, 0 ≤ ui ≤ Nβi − 1, χ ∈ Ĝ}.
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Proof. If µ = 0 and λ = 0 then A is a Zθ-graded Hopf algebra and any χ ∈ Ĝ
extended to A∗ as in the beginning of this section becomes a grouplike element of
A∗. The previous theorem implies that A∗ ∼= kĜ#B(W ) and the basis description
follows from [2]. 
Remark 2.7. In a recent paper [13] it was proved that all the liftings of B(V )#kG
where G is an abelian group whose order has no prime divisors < 11 are monoidally
Morita-Takeuchi equivalent and therefore cocycle deformations of B(V )#kG. Thus
their dual algebras are the same and Corollary 2.6 remains true for any lifting of
B(V )#kG. Thus if A = u(D, λ, µ) then A∗ ∼= u(D˜, 0, 0) as algebras for any λ
and µ.
3. The quantum double of A
Let A = u(D, 0, µ) as in the previous section.
Proposition 3.1. The following relations hold in D(A):
(1) gξig
−1 = χ−1i (g)ξi for all g ∈ G.
(2) gγ = γg for any g ∈ G and γ ∈ Ĝ.
(3) xiξj = ξjxi for i 6= j.
(4) [xi, ξi] = χi − gi for all 1 ≤ i ≤ θ.
(5) If γ ∈ G(A∗) then γ−1xiγ = γ(gi)xi for all 1 ≤ i ≤ θ.
Proof. One has that
af = (a1 ⇀ f ↼ S
−1a3)a2
for all a ∈ A and f ∈ A∗. For the first formula notice that gξi = (g ⇀ ξi ↼ g
−1)g
and g ⇀ ξi ↼ g
−1 = χ−1i (g)ξi. Similarly gγ = (g ⇀ γ ↼ g
−1)g and g ⇀ γ = γ(g)γ
while γ ↼ g−1 = γ(g−1)γ. Thus the second formula is proved.
To prove relations 3) and 4) notice that
∆2(xi) = gi ⊗ xi ⊗ 1 + xi ⊗ 1⊗ 1 + gi ⊗ gi ⊗ xi
Then xif = (gi ⇀ f)xi + xi ⇀ f + (gi ⇀ f ↼ S
−1xi)gi, for all f ∈ A
∗.
Since S−1xi = −xig
−1
i this last formula becomes
(3.2) xif = (gi ⇀ f)xi + xi ⇀ f − (gi ⇀ f ↼ xi ↼ g
−1
i )gi
If f = ξj with j 6= i then gi ⇀ ξj = ξj and the first term of the above equality is
ξjxi. On the other hand the other two terms are zero since xi ⇀ ξj = ξj ↼ xi = 0.
Indeed (xi ⇀ ξj)(yug) = ξj(yugxi) = χi(g)ξj(yuxig) = χi(g)ξj(yuxi). Since i 6= j
one has dim(y
u
xi) 6= dim(xj). Then the product yuxi has a term of the type xjaj
with aj ∈ kG in its writing as linear combination of the standard basis (after
putting all terms xjg together) only by using the factorizing relations. Thus in
this situation aj ∈ I and ǫ(aj) = 0 which implies that ξj(xjaj) = 0. Similarly,
ξj ↼ xi = 0 and the third relation is proved.
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For the next relation suppose that f = ξi. Then gi ⇀ ξi = ξi and the first
term of the above equality is ξixi. On the other hand xi ⇀ ξi = χi since (xi ⇀
ξi)(yug) = ξi(yugxi) = χi(g)ξi(yuxig) = χi(g)ξi(yuxi) and if u 6= 0 (which means
that dim(y
u
) 6= 0) then as before this term is zero. If u = 0 which means y
u
= 1
then (xi ⇀ ξi)(yug) = (xi ⇀ ξi)(g) = ξi(gxi) = χi(g). Thus the second term of
equation 3.2 is χi. The last term, −(gi ⇀ ξi ↼ xi ↼ g
−1
i )gi is equal to -gi since
gi ⇀ ξi = ξi, ξi ↼ xi = ǫ and ǫ ↼ g
−1
i = ǫ. The proof for ξi ↼ xi = ǫ is similar to
the one of xi ⇀ ξi = χi. The proof of 4 is now complete.
For the last relation put f = γ in 3.2. One has gi ↼ γ = γ(gi)γ. The other two
terms are zero since xi ⇀ γ = γ ↼ xi = 0. The proof of these facts is similar to
the one in part 3). One uses that γ is zero on I since γ ∈ G(A∗). 
Let A = u(D, 0, 0) with D = (G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) a Cartan
datum of finite type. Using Proposition 3.1 and formula 6.7 from Appendix the
following relations hold in D(A):
(3.3) xNii = (ξiχ
−1
i )
Ni = 0
(3.4) (gχ)xi(gχ)
−1 =< χigˆi
−1, gχ > xi
(3.5) (gχ)(ξiχ
−1
i )(gχ)
−1 =< χ−1i gˆi, gχ > ξi
(3.6) ad(xi)
1−aij (xj) = 0
(3.7) ad(ξiχ
−1
i )
1−aij (ξjχ
−1
j ) = 0
(3.8) ad(xi)(ξiχ
−1
i ) = (1− giχ
−1
i )
(3.9) ∆(xi) = xi ⊗ 1 + gi ⊗ xi
(3.10) ∆(ξiχ
−1
i ) = χ
−1
i ⊗ ξiχ
−1
i + ξiχ
−1
i ⊗ 1
To verify the relation 3.8 one has
ad(xi)(ξiχ
−1
i ) = xiξiχ
−1
i − giξiχ
−1
i g
−1
i xi = (xiξi − ξixi)χ
−1
i = (1− giχ
−1
i )
Consider D′ = (G × Ĝ, (ai)1≤i≤2θ, (µi)1≤i≤2θ, (bij)1≤i,j≤2θ) where ai = gi,
aθ+i = χ
−1
i and µi = χia
−1
i , µθ+i = χ
−1
i ai for all 1 ≤ i ≤ θ.
The matrix (bij) consists of two diagonal copies of the matrix aij . It can easily
be verified that D′ is also a datum of finite Cartan type associated to the abelian
group G× Ĝ. (The character group of G× Ĝ is identified with Ĝ×G.)
Define the linking parameters λ given by
λij =
{
1, j = i+ θ
0, j 6= i+ θ
.
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If the generating variables of U(D′, λ) are denoted by zi then define
φ : U(D′, λ)→ D(A)
by
φ(gχ) = gχ, φ(zi) = xi, φ(zθ+i) = ξiχ
−1
i
for all g ∈ G and χ ∈ Ĝ and for all 1 ≤ i ≤ θ.
Relations (3.3)-(3.8) show that φ is a well defined algebra map and relations
(3.9)-(3.10) imply that φ is a Hopf algebra map. In the next corollary it is proved
that φ induces an isomorphism of Hopf algebras φ : u(D′, λ) → D(A). (See also
[5].)
Corollary 3.11. Let A = u(D, 0, 0) be a pointed Hopf algebra with D =
(G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) a Cartan datum of finite type .
1) Let D′ = (G× Ĝ, (ai)1≤i≤2θ, (µi)1≤i≤2θ, (bij)1≤i,j≤2θ) and λ defined as above.
Then D(A) ∼= u(D′, λ).
2) The quantum double D(A) is generated by G, Ĝ, xi, ξi, (i = 1, θ) with the
defining relations given by those of A , A∗ and the relations from Proposition 3.1.
Proof. If A is of nilpotent type with no linking relations then Ĝ = G(A∗) and the
last relation of the Proposition 3.1 holds for any γ ∈ Ĝ. Then it follows from
Corollary 2.6 and the PBW-basis description of A that as an algebra D(A) is
generated {g, χ, xi, ξi, | g ∈ G, χ ∈ Ĝ, 1 ≤ i ≤ θ}. This implies that the above
map φ is surjective. Let s the number of connected components of the Dynkin
diagram of the Lie algebra g. Since dim U(D′, λ) = |G|2
∏s
i=1N
2pi
i = dim D(A)
it follows that ψ is an isomorphism. 
Let Γ be an abelian group n ≥ 1, Ki, Li ∈ Γ, χi ∈ Γ̂ for all 1 ≤ i ≤ n, and
(aij)1≤i, j≤n a Cartan matrix of finite type. A reduced datum of Cartan finite type
was defined in [15].
It consists of a datumDred = Dred(Γ, (Li)1≤i≤n, (Ki)1≤i≤n, (χi)1≤i≤n, (aij)1 ≤i, j≤n)
such that:
χj(Ki)χi(Kj) = χi(Ki)
aij ,
χi(Lj) = χj(Ki),
KiLi 6= 1, and χi(Ki) 6= 1
for all 1 ≤ i, j ≤ n.
Let Dred be a reduced datum of finite Cartan type and X a Yetter-Drinfeld
module over k[Γ] with basis x1, · · · , xn, y1, · · · , yn where xi ∈ X
χ−1i
Li
and yi ∈ X
χi
Ki
.
Let (li)1≤i≤n be a family of nonzero parameters in k.
Let Γ acting on the free algebra k < x1, · · · , xn, y1, · · · , yn > by γxi =
χ−1i (γ)xi and γyi = χ(γ)yi, for all γ ∈ Γ and 1 ≤ i ≤ n.
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The Hopf algebra U(Dred, l) is defined [15] as the quotient of the smash product
k < x1, · · · , xn, y1, · · · , yn > #k[Γ] modulo the ideal generated by
adc(xi)
1−aij (xj) for all 1 ≤ i, j ≤ n, i 6= j
adc(yi)
1−aij (yj) for all1 ≤ i, j ≤ n, i 6= j
xiyj − χj(Li)yjxi − δijli(1−KiLi) for all 1 ≤ i, j ≤ n
Example 3.12.
This example shows that D(A) is a quotient Hopf algebra of U(Dred, l) whose
representations were studied in [15].
Let A = u(D, 0, 0) with D = (G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) a Cartan
datum of finite type.
Let Dred = Dred(Γ, (Li)1≤i≤θ, (Ki)1≤i≤θ, (µi)1≤i≤θ, (aij)1 ≤i, j≤θ) where Γ =
G × Ĝ, Li = gi, Ki = χ
−1
i and µi = χ
−1
i gˆi. ( Γ̂ is again identified with Ĝ × G.)
Let li = λi, i+θ = 1 for all 1 ≤ i ≤ n. Then from [15], page 27 it follows that
U(Dred, l) = U(D
′, λ), thus D(A) is a quotient of U(Dred, l).
Example 3.13.
In the next example we will show that certain quantum doubles can be realized
as quotients of two parameter quantum groups. This can be regarded as a gener-
alization of the well known fact (for type A1) that the quantum double of a Taft
algebra is a a quotient of uq, q−1(sl2).
Let C = (aij)1≤i, j≤θ be a Cartan matrix of finite type and g the associated
semisimple Lie algebra over Q. Let di ∈ {1, 2, 3} be a set of relatively prime
positive integers such that diaij = djaji for all 1 ≤ i, j ≤ θ. Let r, s be two
rational numbers such that rs−1 is a root of unity of odd order N and prime with
3 if g has components of type G2. One can choose r, s, N such that r
N = sN = 1.
Let ri = r
di and si = s
di , for 1 ≤ i ≤ θ.
Let < −,− > be the Euler form of g which is the bilinear form on the root
lattice Q defined by
< i, j >:=< αi, αj >=

diaij , i < j
di, i = j
0, i > j
To the Lie algebra g and the numbers r, s one can associate a two parameter
quantum group U := Ur, s(g) as in [10]. Ur, s(g) is generated by ei, fi, ω
±1
i , ω
′
i
±1
subject to the following relations:
R1) ωi
±1ωj
±1 = ω±1j ω
±1
i , ω
′
i
±1ω′j
±1 = ω′j
±1ω′i
±1,
ωi
±1ω′j
±1 = ω′j
±1ω±1i , ωi
±1ωi
∓1 = ω′i
±1ω′i
∓1 = 1.
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R2) ωiejωi
−1 = r<j, i>s−<i, j>ej , ω
′
iejω
′
i
−1 = r−<i, j>s<j, i>ej .
R3) ωifjωi
−1 = r−<j, i>s<i, j>fj, ω
′
ifjω
′
i
−1 = r<i, j>s−<j, i>fj .
R4) eifj − fjei = δi, j
ωi−ω′i
ri−si
.
R5)
∑1−aij
k=0 (
1− aij
k
)ris−1i c
(k)
ij e
1−aij−k
i eje
k
i = 0 if i 6= j.
R6)
∑1−aij
k=0 (
1− aij
k
)ris−1i
c
(k)
ij f
k
i fjf
1−aij−k
i = 0 if i 6= j.
where c
(k)
ij = (ris
−1
i )
k(k−1)/2rk<j, i>s−k<i, j>, for i 6= j and
(
n
k
)
q
is the quantum
binomial coefficient, see Section 6. Ur, s(g) is a Hopf algebra with the comultipli-
cation given by
∆(ω±1i ) = ω
±1
i ⊗ ω
±1
i , ∆(ω
′
i
±1
) = ω′
±1
i ⊗ ω
′±1
i ,
∆(ei) = ei ⊗ 1 + ωi ⊗ ei, ∆(fi) = fi ⊗ ω
′
i + 1⊗ fi.
The counit is given by
ǫ(ω±1i ) = 1, ǫ(ω
′
i
±1
) = 1, ǫ(ei) = ǫ(fi) = 0
and the antipode is given by
S(ω±1i ) = ω
∓1
i , S(ω
′
i
±1
) = ω′i
∓1
, S(ei) = −ωi
−1ei, S(fi) = −fiω
′
i
−1
.
Let G =
∏θ
i=1 ZN and g1, g2, · · · , gθ be generators of each component of the
product. Define χi ∈ Ĝ by χi(gj) = r
<i, j>s−<j, i>. It can be checked that χi are
well defined and D˜ = (G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) is a Cartan datum of
finite type. Let A = u(D) := u(D, 0, 0). We will show that D(A) is a quotient
of the two parameter quantum group Ur, s(g). Define ψ : Ur, s(g) → u(D) by
ψ(ei) =
1
(si−ri)
1
2
xi, ψ(fi) =
1
(si−ri)
1
2
ξi, ψ(ωi) = gi, ψ(ω
′
i) = χi. Using formula 6.2
from Appendix it can be checked that ψ is well defined. The relations R5) and R6)
are sent to 0 by φ since ad
A
(xi)
1−aij (xj) = 0 and respectively adA∗ (ξi)
1−aij (ξj) = 0.
It can be checked that ψ is a Hopf algebra map. Clearly the ideal of U generated
by < eNi , f
N
i , ωi
N − 1, ω′i
N − 1 > is contained in the kernel of ψ. A dimension
argument implies that ker(ψ) =< eNi , f
N
i , ωi
N − 1, ω′i
N − 1 >.
4. Braided Hopf algebras
Let H be a finite dimensional Hopf algebra and R ∈HH YD be a Yetter-Drinfeld
module over H .
Recall that R is called a braided Hopf algebra in HHYD if it is an algebra and
coalgebra such that the comultiplication and counit are morphisms in HHYD.
DRINFELD DOUBLES 15
Let A and H be Hopf algebras and p : A → H and j : H → A Hopf algebra
homomorphisms such that pj = idH Let
(4.1) R := A co H = {a ∈ A | (id⊗ p)∆(a) = a⊗ 1}
Then R is a braided Hopf algebra in HHYD with the following structures:
(1) H acts on R via the adjoint action.
(2) The coaction of H is (p⊗ id)∆.
(3) R is a subalgebra of A.
(4) The comultiplication on R is given by ∆
R
(r) = r1jpS(r2)⊗ r3 ∈ R⊗ R.
For all r ∈ R one has p(r) = ǫ(r)1H . This can be seen applying m(˙p⊗ SH) to the
identity r1 ⊗ p(r2) = r ⊗ 1.
Define ν : A → R by ν(a) = a1jpS(a2). Then ν(ab) = a1ν(b)jpS(a2) and
ν(aj(h)) = ν(a)j(h) for all a, b ∈ A and h ∈ H . It can be proved that ν is a
coalgebra map and it induces a coalgebra isomorphism ν : A/Aj(H)+ ∼= R [4].
Thus ν∗ : R∗ → A∗ is an algebra embedding and
(4.2) ν∗(R∗) = {f ∈ A∗ | f(ai(h)) = f(a)ǫ(h) for all a ∈ A, h ∈ H}
4.1. The map φ : A → R#H given by a 7→ ν(a1)#p(a2) is an isomorphism of
algebras with the inverse given by r#h 7→ rj(h).
4.2. Dual Hopf algebra. One has that p∗ : H∗ → A∗ and j∗ : A∗ → H∗ are
Hopf algebra homomorphisms such that j∗p∗ = idH∗ Then
A∗ co H
∗
: = {f ∈ A∗ | (id⊗ j∗)∆(f) = f ⊗ ǫ} =
= {f ∈ A∗ | f(aj(h)) = f(a)ǫ(h) for all a ∈ A, h ∈ H} =
= ν∗(R∗)
Thus A∗ ∼= R∗#H∗ via f 7→ f1p
∗j∗(Sf2)#j
∗(f3) with the inverse given by
r∗#f 7→ ν∗(r∗)p∗(f).
4.3. Under this isomorphism one has that
(r∗#f)(r#h) = (ν∗(r∗)p∗(f))(rj(h)) = ν∗(r∗)(r1j(h1))p
∗(f)(r2j(h2))
= ν∗(r∗)(r1)p
∗(f)(r2j(h)) = r
∗(r1)(f)(p(r2)h)
= r∗(r)f(h)
4.4. By duality one has that A = A∗∗ ∼= R∗∗#H∗∗ = R#H and it can be checked
that the isomorphism obtained in such a way is just the isomorphism from 4.1.
For all r ∈ R and h ∈ H it follows that S−1j(h2)rj(h1) ∈ R since
((id⊗ p)∆)(S−1j(h2)rj(h1)) = S
−1j(h4)r1j(h1)⊗ p(S
−1j(h3)r2j(h2))
= S−1j(h4)rj(h1)⊗ p(S
−1j(h3)j(h2)
= S−1j(h1)rj(h2)⊗ 1
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4.5. Definition. Let A be a finite dimensional Hopf algebra. An element z ∈ A
is called a left integral of A (respectively right integral of A) if az = ǫ(a)z
(respectively za = ǫ(a)z) for all a ∈ A. The space of left (resp. right) integrals of
A is a one dimensional ideal
∫ l
A
(resp.
∫ r
A
) of A and S(
∫ l
A
) =
∫ r
A
where S is the
antipode of A (see [14]).
If z ∈
∫ l
A
is a nonzero left integral of A, then there is a unique grouplike element
γ ∈ G(A∗), called the distinguished grouplike element of A∗ such that za =
γ(a)z, for all a ∈ A. If z′ ∈
∫ r
A
then az′ = γ−1z′, for all a ∈ A.
If λ ∈
∫ r
A∗
is nonzero, then there exists a unique grouplike element g ∈ G(A)
such that fλ = f(g)λ for all f ∈ A∗. The element g ∈ G(A) is
called the distinguished grouplike element of A.
4.6. Left integrals in A. Let x be a left integral of R and Λ be a left integral
of H . Then Λx = Λ1.x#Λ2 is a left integral of A. Clearly h(Λx) = ǫ(h)Λx and
r(Λx) = Λ1((SΛ2).r)x = Λ1ǫ(S(Λ2).r)x = ǫ(r)Λx for all h ∈ H and r ∈ R.
4.7. There is γ ∈ G(H∗) such that h.x = γ(h)x for all h ∈ H . Indeed
r(h.x) = r(j(h1)xj(Sh2)) = j(h3)(S
−1j(h2)rj(h1))xS(h4)
= j(h3)ǫ(S
−1j(h2)rj(h1))xS(h4)
= ǫ(r)(j(h1)xj(Sh2))
Thus h.x is an integral in R and since the space of integrals is one dimensional it
follows that h.x = γ(h)x for some γ ∈ G(H∗).
4.8. The distinguished grouplike element of A∗. Let α
R
and α
H
be the dis-
tinguished grouplike elements of R and H . Then xr = α
R
(r)x and Λh = α
H
(h)Λ
for all r ∈ R and h ∈ H . Let α
A
be the distinguished grouplike element of A.
Then α
A
is given by the following equation: (Λx)(r#h) = α
A
(r#h)(Λx).
On the other hand
(Λx)(r#h) = αR(r)(Λxh) = αR(r)Λh2(S
−1(h1).r)
= α
R
(r)α
H
(h2)γ
−1(h1) = αR(r)(γ
−1α
H
)(h)
Using 4.3 it can be shown that α
A
= α
R
#γ−1αH .
4.9. Right integral in A∗. If t is a right integral in R∗ and λ a right integral in
H∗ it can be similarly checked that t#λ is a right integral in A∗ ( see also [8]).
Similarly to 4.7 it can be proved that there is a group like element g ∈ H such
that f.t = f(g)t for all f ∈ H∗. Indeed
(f1ts(f2))r
∗ = f1t(Sf4r
∗S2f3)Sf2
= f1tǫ(Sf4r
∗S2f3)Sf2 =
= r∗(1)f1tS(f2)
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for all r∗ ∈ R∗ and f ∈ H∗. Thus f.t is an integral in R∗ and since the space of
integrals is one dimensional it follows that f.t = f(g)t for some g ∈ G(H).
4.10. The distinguished grouplike element of A. Let g
R
and g
H
be the distin-
guished grouplike elements of R∗ and H∗. Thus r∗t = r∗(g
R
)t and h∗λ = h∗(g
H
)λ
for all r∗ ∈ R∗ and h∗ ∈ H∗. It follows that the distinguished grouplike element
of A is g
A
= g
R
#gg
H
. Indeed,
(r∗#f)(t#λ) = r∗(f1.t)#f2λ = f1(g)r
∗t#f2(gH)λ = r
∗(g
R
)f(gg
H
)
for all r∗ ∈ R∗ and f ∈ H∗. Using 4.1 and 4.4 it follows that g
A
= g
R
#gg
H
.
4.11. The situation when R is a graded braided Hopf algebra. Suppose
R = ⊕Ni=0R(i) is a graded braided Hopf algebra with R(0) = k. Then R(N) = k
is the space of left and right integrals in R [1]. Thus R is unimodular and α
R
= ǫ.
If R = ⊕Ni=0R(i) is a graded braided Hopf algebra in
H
HYD with R(0) = k then
R∗ = ⊕Ni=0R(i)
∗ is a graded braided Hopf algebra in H
∗
H∗YD. Thus R
∗ is also
unimodular and gR = 1. Thus in this situation αA = ǫ#γ
−1α
H
and g
A
= 1#gg
H
4.12. Ribbon elements. A Hopf algebra A is called quasitriangular if there is an
invertible element R =
∑
xi⊗yi ∈ A⊗A such that ∆(a) = R∆(a)R
−1 for all a ∈ A,
and R satisfies the following relations (∆ ⊗ id)R = R13R23, (id ⊗∆)R = R13R12
where R12 =
∑
xi ⊗ yi ⊗ 1, R13 =
∑
xi ⊗ 1 ⊗ yi, R23 =
∑
1 ⊗ xi ⊗ yi. Let
u =
∑
S(yi)xi. Then uS(u) is central in A and is referred to as the Casimir
element.
An element v ∈ A is called quasi − ribbon element of a quasitriangular Hopf
algebra (A, R) if:
(1) v2 = c
(2) S(v) = v,
(3) ǫ(v) = 1,
(4) ∆(v) = RR˜−1(v ⊗ v) where R˜ =
∑
yi ⊗ xi if R =
∑
xi ⊗ yi.
If v is central in A then v is called ribbon element of A and (A, R, v) is called
ribbon Hopf algebra. Ribbon elements are used to construct invariants of knots
and links [17] [11], [16].
The Drinfeld double D(A) of a finite dimensional Hopf algebra A is a quasitri-
angular Hopf algebra with R =
∑
(1⊗ ei)⊗ (fi⊗1) where ei and fi are dual bases
of A and A∗. Kauffman and Radford provided the the following criterion for a
Drinfeld double D(A) to be a ribbon Hopf algebra.
Theorem 4.3. [11] Assume A is a finite dimensional Hopf algebra and let g and
γ be the distinguished group-like elements of A and A∗ respectively. Then:
i) D(A) has a quasi-ribbon element if and only if there exist group-like elements
h ∈ A, δ ∈ A∗ such that h2 = g and δ2 = γ
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ii) (D(A), R) has a ribbon element if and only if there exist h and δ as in i)
such that
S2(a) = h(δ ⇀ a ↼ δ−1)h−1
for all a ∈ A.
4.13. Condition for D(A) to be ribbon. According to 4.3 D(A) is a ribbon
algebra if and only if there are grouplike elements δ
A
and h
A
in A∗ and A, respec-
tively such that δ2
A
= ǫ
R
#γ−1α
H
and h2
A
= 1#gg
H
and
(4.4) S2(a) = h
A
(δ
A
⇀ a ↼ δ
A
−1)h
A
−1
for all a ∈ A.
It is enough to check this conditions on the algebra generators of A namely,
r ∈ R and j(h) with h ∈ H .
4.14. Suppose that there are grouplike elements δ ∈ G(H∗) and h ∈ G(H),
respectively such that δ2 = α
H
γ−1 and h2 = gg
H
. Consider δ
A
= ǫ#δ and h
A
=
1#h. These are grouplike elements of A∗ and A, respectively and δ2
A
= ǫ
R
#α
H
γ−1
and h2
A
= 1#gg
H
.
For a = j(h) the condition 4.4 becomes
(4.5) S2(h) = h
H
(δ ⇀ h ↼ δ−1)h
H
−1
For a = r one has that
∆
R#H
(r#1) = φ(r1)⊗ φ(r2)
= (ν(r1)#p(r2))⊗ (ν(r3)#p(r4))
= (ν(r1)#p(r2))⊗ (ν(r3)#1)
since r1 ⊗ r2 ⊗ r3 ⊗ p(r4) = r1 ⊗ r2 ⊗ r3 ⊗ 1 for all r ∈ R.
Thus
(ǫ#δ) ⇀ (r#1) = (ν(r1)#p(r2)) < ǫ#δ, ν(r3)#1 >
= ν(r1)#p(r2) = ν(r)#1
= r#1
Similarly
(r#1)↼ (ǫ#δ−1) = (ν(r3)#1) < ǫ#δ
−1, ν(r1)#p(r2) >
= (ν(r2)#1)δ
−1(p(r1))
Thus the condition 4.4 for a = r is
(4.6) S2(r) = (h.ν(r2))δ
−1(p(r1))
for all r ∈ R.
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5. Quantum doubles which are ribbon
Using the results from the previous section, we determine the left and right
integrals of A ∼= u(D, 0, 0) and its distinguished grouplike element. By duality,
the integrals of A∗ and its distinguished grouplike element are also described. The
condition obtained in the previous section for D(A) to be a ribbon algebra will be
verified for A = u(D, 0, 0)
Consider H = kG for an abelian group G and V be a finite dimensional Yetter-
Drinfeld module over the group algebra kG. Then V has a basis (xi)1≤i≤θ with
xi ∈ V
χi
gi
, where V χigi := {gv = χi(g)v, δ(v) = gi ⊗ v} and δ is the comodule
structure of V .
Suppose that V ∈HH YD of finite Cartan type, which means χi(gi) 6= 1 for all
1 ≤ i ≤ θ and there is a Cartan matrix of finite type (aij)1≤i,j≤θ such that
χj(gi)χi(gj) = χi(gi)
aij
for all 1 ≤ i, j ≤ θ.
Let R = B(V ) the Nichols algebra of a finite dimensional braided vector space
V ∈HH YD of finite Cartan type. Then A = u(D, 0, 0) = B(V )#kG and from
Corollary 2.6 it follows that A∗ = u(D˜, 0, 0).
Proposition 5.1. Let ΛG =
1
|G|
∑
g∈G g be the integral of kG and x =
∏p
i=1 y
Ni−1
i .
Then tl = ΛGx is a left integral of A and tr = xΛG is a right integral of A.
Proof. Since x is a homogeneous element with maximal degree in B(V ), it follows
from [1] that x is a left and right integral of R. Then 4.6 implies that ΛGx is a
left integral in A and 4.9 implies that xλG is a right integral in A. 
Proposition 5.2. The element γ ∈ G(A∗) defined by γ(g) =
∏p
i=1 χ
−(Ni−1)
βi
and
γ(xi) = 0 is the distinguished grouplike element of A
∗.
Proof. Using 4.8 the element α
A
= α
R
#γ−1α
H
is distinguished grouplike element
of A∗. In the situation R = B(V ) and H = kG one has that α
R
= ǫ
R
and
α
H
= ǫ
H
. On the other hand γ is given by the equation g.x = γ(g)x for all
g ∈ G. Since g.yi = χβi (g)yi it follows that g.x =
∏p
i=1 χβi (g)
−(Ni−1)x and thus
γ =
∏p
i=1 χ
(Ni−1)
βi
. 
Proposition 5.3. Let ΛG∗ =
1
|G|
∑
ϑ∈G ϑ be the integral of kG
∗ and Y =
∏p
i=1 Y
Ni−1
i .
Then Tl = ΛG∗Y is a left integral of A
∗ and Tr = Y ΛG∗ is a right integral of A
∗.
Moreover the element g =
∏p
i=1 g
(Ni−1)
βi
is the distinguished group like element of
A.
Proof. Using Corollary 2.6 one has that A∗ = u(D˜, 0, 0) where D˜ was defined in
Section 2. Then the Propositions 5.1, 5.2 applied to u(D˜, 0, 0) give the integrals
and the distinguished grouplike element of A∗. 
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Theorem 5.4. Let D = (G, (gi)1≤i≤θ, (χi)1≤i≤θ, (aij)1≤i,j≤θ) be a datum of
Cartan type and A = u(D, 0, 0) the pointed Hopf algebra associated to it. Assume
that the order Ni of χi(gi) is odd for all i and is prime to 3 for all i in a connected
component of type G2. Then D(A) is a ribbon Hopf algebra.
Proof. One has to verify relations 4.5 and 4.6 from 4.14. Using the above notations
it follows that x =
∏
α∈Φ+ x
Nα−1
α
=
∏p
i=1 y
Ni−1
i is a left integral in R = B(V ). On
the other hand from Proposition 5.2
g.x = (
∏
α∈Φ+ χ
Nα−1
α
)(g) which means that
γ =
∏
α∈Φ+
χNα−1
α
.
Similarly, Proposition 5.3 implies that t =
∏
α∈Φ+ Y
Nα−1
α
=
∏p
i=1 Y
Ni−1
i is a
right integral in R∗. One has that χ.Y = χ(
∏
α∈Φ+ g
Nα−1
α
)Y for all χ ∈ kG∗,
which shows that
g =
∏
α∈Φ+
gNα−1
α
.
Since N
α
is odd consider in 4.14 δ =
∏
α∈Φ+ χ
−
(Nα−1)
2
α
and h =
∏
α∈Φ+ g
(Nα−1)
2
α
.
Condition 4.5 is automatically satisfied sinceH = kG is cocommutative. Indeed,
if g ∈ G then S2(g) = g and h(δ ⇀ g ↼ δ−1)h−1 = δ(g)δ−1(g)hgh−1 = g
On the the other hand condition 4.6 has to be checked only on a set of algebra
generators of R, for example xi with 1 ≤ i ≤ θ. Since ∆(xi) = xi⊗ 1+ gi⊗xi this
condition can be written as h.ν(xi)δ
−1(gi) = S
2(xi). Since S
2(xi) = χi(gi)
−1xi
and ν(xi) = xi this condition becomes χi(h)δ
−1(gi) = χi(gi)
−1.
For 1 ≤ i ≤ θ, let si, given by si(αj) = αj − aijαi, be the the reflection
corresponding to the simple root αi. If β =
∑θ
s=1 csαs is a root then
si(β) =
θ∑
s=1
cssi(αs) =
θ∑
s=1
cs(αs − aisαi) = β − (
θ∑
s=1
csais)αi
and therefore
(5.5) (
θ∑
s=1
csais)αi = β − si(β)
Then
δ−1(gi)χi(h) =
p∏
j=1
χ
(Nj−1)
2
βj
(gi)χi(
p∏
j=1
g
(Nj−1)
2
βj
) =
p∏
j=1
(χ
βj
(gi)χi(gβj ))
Nj−1
2
Suppose βj =
∑θ
s=1 cjsαs with cjs ∈ Z≥0, for all 1 ≤ j ≤ p. Then
χ
βj
(gi)χi(gβj ) =
θ∏
s=1
χcjss (gi)χi(gs)
cjs =
θ∏
s=1
(χi(gi))
Pθ
s=1 aiscjs
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Suppose that αi ∈ J , the connected component of the Dynkin diagram that con-
tains αi. Without loss of generality one may suppose that α1, · · · , αθ1 are the
simple roots of J and {β1, · · · , βp1} are the corresponding positive roots. It
follows that χ
βm
(gi)χi(gβm ) = 1 if m /∈ {1, · · · , p1} since aim = 0.
Thus δ−1(gi)χi(h) =
∏p1
j=1 χi(gi)
(
Pθ1
s=1 aiscjs)
Ni−1
2 . Since χi(gi)
Ni = 1 one has that
δ−1(gi)χi(h) =
p1∏
j=1
χi(gi)
−
Pθ1
s=1 aiscjs
2 = χi(gi)
−
Pp1
j=1
Pθ1
s=1
aiscjs
2
Thus, in order to show that D(A) has a ribbon element one has to check that∑p1
j=1
∑θ1
s=1 aiscjs = 2.
Let ρJ =
∑p1
j=1 βj/2 half sum of the positive roots of the connected component
J . Using equation 5.5 one has (
∑θ1
s=1 aiscjs)αi = βj − si(βj) for any 1 ≤ j ≤ p1.
Therefore
(
p1∑
j=1
θ1∑
s=1
aiscjs)αi =
p1∑
j=1
(βj − si(βj)) = 2(ρJ − si(ρJ))
Since si(ρJ ) = ρJ − αi one gets that
∑p1
j=1
∑θ1
s=1 aiscjs = 2. 
6. Appendix
For n ∈ N and q 6= 0, let (n)q = 1+ q+ · · ·+ q
n−1 for n ≥ 1 and (0)q = 1. Define
(n)q! = (1)q(2)q · · · (n)q and let(
n
i
)
q
=
(n)q!
(i)q!(n− i)q!
be the quantum binomial coefficients.
Note that if q 6= 0 then
(6.1)
(
n
k
)
q−1
=
(
n
k
)
q
qk(k−n)
for all 0 ≤ k ≤ n. The proof of this is deduced from the equalities: (n)q−1 =
q−(n−1)(n)q and (n)q−1! = q
−n(n−1)/2(n)q!.
If ba = qba then
(a + b)n =
n∑
i=0
(
n
i
)
q
aibn−i
for all n ∈ N.
Let A be a finite dimensional Hopf algebra. Suppose x, y ∈ A such that
∆(x) = x ⊗ 1 + a⊗ x, ∆(y) = y ⊗ 1 + b ⊗ y where a, b ∈ G := G(A). Moreover,
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suppose that gxg−1 = χ(g)x and gyg−1 = µ(g)y for all g ∈ G where χ, µ ∈ Ĝ. Let
zN = ad(x)
N (y). Then
(6.2) zN =
N∑
i=0
(−1)i
(
N
i
)
χ(a)
χ(a)i(i−1)/2µ(a)ixN−iyxi
The proof of the above formula is by induction on N . One has
z1 = ad(x)(y) = xy − ayS(x) = xy − aya
−1x = xy − µ(a)yx
and
zN+1 = ad(x)(zN) = xzN − azNa
−1x = xzN − χ
Nµ(a)zNx
Thus
zN+1 =
N∑
i=0
(−1)i
(
N
i
)
χ(a)
χ(a)i(i−1)/2µ(a)ixN−i+1yxi −
−
N∑
i=0
(−1)i
(
N
i
)
χ(a)
χ(a)i(i−1)/2µ(a)ixN−iyxi+1χ(a)Nµ(a)
= xN+1y + (−1)N+1χ(a)N(N+1)/2µ(a)NyxN+1 +
+
N∑
i=1
(−1)i[
(
N
i
)
χ(a)
χ(a)i(i−1)/2µ(a)i +
+
(
N
i− 1
)
χ(a)
χ(a)(i−2)(i−1)/2µ(a)i−1χ(a)Nµ(a)]xN+1−iyxi
=
N+1∑
i=0
(−1)i
(
N + 1
i
)
χ(a)
χ(a)i(i−1)/2µ(a)ixN+1−iyxi
since (
N
i
)
χ(a)
+
(
N
i− 1
)
χ(a)
χ(a)N−i+1 =
(
N + 1
i
)
χ(a)
We see that zN has the same formula as in [3], formula A.8, pp.33. In Lemma
A.1, pp. 33 of the same paper it is proved that if χ(b)µ(a) = χ1−r(a) and zr =∑r
i=0 αix
iyxr−i then αi satisfy the following system:
(6.3)
∑
l≤i≤r−h
αi
(
i
l
)
χ(a)
(
r − i
h
)
χ(a)
µ(a)i−lχ(a)h(i−l) = 0
(6.4)
∑
u≤i≤r−v
αi
(
i
u
)
χ(a)
(
r − i
v
)
χ(a)
χ(b)r−i−vχ(a)u(r−i−v) = 0
The following lemma and its proof is similar to the Lemma A.1 from [3].
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Lemma 6.5. Let A be a finite dimensional Hopf algebra. Suppose x, y ∈ A such
that ∆(x) = x ⊗ 1 + a ⊗ x, ∆(y) = y ⊗ 1 + b ⊗ y where a, b ∈ G := G(A)
and ab = ba. Moreover, suppose that gxg−1 = χ(g)x and gyg−1 = µ(g)y for all
g ∈ G where χ, µ ∈ Ĝ. Assume that χ(b)µ(a) = χ1−r(a) for some r ≥ 0 and let
z = ad(x)1−r(y). Then z is a skew primitive element of A, ∆(z) = z⊗1+a1−rb⊗z.
Proof. It can be shown that z =
∑r
u=1 αux
uyxr−u where αu are the scalars corre-
sponding to the formula 6.2 and they are the same as in [3], Lemma A.1. One has
∆(xn) =
∑n
i=0
(
n
i
)
q
xian−i ⊗ xn−i for all n ≥ 0, where q = χ(a). Thus
∆(z) =
r∑
u=0
αu(
u∑
i=0
(
u
i
)
q
xiau−i ⊗ xu−i)× (y ⊗ 1 + b⊗ y)×
× (
r−u∑
j=0
(
r − u
j
)
q
xjar−u−j ⊗ xr−u−j) =
=
r∑
u=0
u∑
i=0
r−u∑
j=0
αu
(
u
i
)
q
(
r − u
j
)
q
xiau−iyxjar−u−j ⊗ xu−ixr−u−j +
+
r∑
u=0
u∑
i=0
r−u∑
j=0
αu
(
u
i
)
q
(
r − u
j
)
q
xiau−ibxjar−u−j ⊗ xu−iyxr−u−j =
=
r∑
u=0
u∑
i=0
r−u∑
j=0
αu
(
u
i
)
q
(
r − u
j
)
q
µu−i(a)χj(au−i)xiyxjar−i−j ⊗ xr−i−j +
+
r∑
u=0
u∑
i=0
r−u∑
j=0
αu
(
u
i
)
q
(
r − u
j
)
q
χj(au−ib)xi+jar−i−jb⊗ xu−iyxr−u−j =
=
∑
i+j=r
αix
iyxj ⊗ 1 +
+
∑
0≤i+j<r
(
∑
i≤u≤r−j
αu
(
u
i
)
q
(
r − u
j
)
q
µu−i(a)χj(au−i) )xiyxjar−i−j ⊗ xr−i−j +
+
r∑
u=0
αua
rb⊗ xuyxr−u +
+
∑
0<i+j≤r
(
∑
i≤u≤r−j
αu
(
u
i
)
q
(
r − u
j
)
q
χj(au−ib) )xi+jar−i−jb⊗ xu−iyxr−u−j =
= z ⊗ 1 + arb⊗ z
The last equality is true since the first term of the above sum is z ⊗ 1 and the
third term is arb ⊗ z. By formula 6.3 for each i + j < r the coefficient of the
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xiyxjar−i−j⊗xr−i−j in the second term is zero. Similarly, using that
(
u
i
)
q
=
(
u
u−i
)
q
,
formula 6.4 implies that the coefficient of xi+jar−i−jb⊗xu−iyxr−u−j in the last term
is zero. 
Corollary 6.6. With the notations from Section 2, the element z = ad
A∗
(ξi)
1−aij (ξj)
is skew primitive in A∗:
∆(z) = z ⊗ 1 + χ
1−aij
i χj ⊗ z
for all 1 ≤ i, j ≤ θ.
Proposition 6.7. With the notations from Section 3 one has that
ad
D(A)
(ξiχ
−1)1−aij (ξjχ
−1
j ) = 0 for all 1 ≤ i, j ≤ θ.
Proof. Note that Proposition 2.2 implies that the relations
(6.8) χξsiχ
−1 = χs(gi)ξi, (ξiχ)
n = χ(gi)
n(n−1)
2 ξni χ
n
hold in A∗ for all χ ∈ G(A∗), 1 ≤ i ≤ θ and any n, s ≥ 0.
Using formula 6.2 the relation ad
A∗
(ξi)
1−aij (ξj) = 0 can be written as:
N∑
s=0
(−1)i
(
N
s
)
χi(gi)
χi(gi)
s(s−1)/2χj(gi)
sξN−si ξjξ
s
i = 0
where N = 1−aij . Since ∆A∗(ξi) = ξi⊗1+χi⊗ξi one has ∆D(A)∗(ξi) = 1⊗ξi+ξi⊗χi
and thus ∆D(A)(ξiχ
−1
i ) = χ
−1
i ⊗ ξiχ
−1
i + ξiχ
−1
i ⊗ 1.
Using again formula 6.2 one has
ad
D(A)
(ξiχ
−1)N(ξjχ
−1
j ) =
N∑
s=0
(−1)s
(
N
s
)
χ−1i (gi)
χi(gi)
−s(s−1)/2χ−1i (gj)
s
·
·(ξiχi
−1)
N−s
ξjχ
−1
j (ξiχ
−1
i )
s
=
=
N∑
s=0
(−1)s
(
N
s
)
χ−1i (gi)
χi(gi)
−s(s−1)/2χ−1i (gj)
s
·
·ξN−si χ
−(N−s)
i ξjχ
−1
j ξ
s
iχ
−s
i χ
−1
i (gi)
(N−s)(N−s−1)/2+s(s−1)/2
=
= χi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χ−1
i
(gi)
χi(gi)
−s(s−1)/2χ−1i (gj)
s
·
·ξN−si χ
−(N−s)
i ξjχ
−1
j ξ
s
iχ
−s
i χi(gi)
−s(s−N) =
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= χi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gi)
s(s−n)χi(gi)
−s(s−1)/2χ−1i (gj)
s
·
·ξN−si ξjχ
−(N−s)
i ξ
s
iχ
−1
j χ
−s
i χi(gj)
−(N−s)χj(gi)
−sχi(gi)
−s(s−N) =
= χi(gj)
−Nχi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gj)
sχi(gi)
−s(s−1)/2χ−1i (gj)
s
·
·ξN−si ξjξ
s
iχj(gi)
−sχi(gi)
−(N−s)sχ−1j χ
−N
i =
= χ−1j χ
−N
i χi(gj)
−Nχi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gi)
−s( s−1
2
+N−s)χj(gi)
−s ·
·ξN−si ξjξ
s
i =
= χ−1j χ
−N
i χi(gj)
−Nχi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gi)
−s 2N−s−1
2 χj(gi)
−s ·
·ξN−si ξjξ
s
i =
= χ−1j χ
−N
i χi(gj)
−Nχi(gi)
(N−N2)/2
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gi)
s(s−1)/2χi(gi)
−Ns+sχj(gi)
−s ·
·ξN−si ξjξ
s
i
If N = 1− aij then −Ns + s = aijs and χi(gi)
saijχj(gi)
−s = χi(gj)
s.
Thus
ad(ξiχ
−1)1−aij (ξjχ
−1
j ) = χ
−1
j χ
−N
i χi(gj)
−(1−aij )χi(gi)
(N−N2)/2 ·
·
N∑
s=0
(−1)s
(
N
s
)
χi(gi)
χi(gi)
s(s−1)/2χi(gj)
sξN−si ξjξ
s
i =
= χ−1j χ
−N
i χi(gj)
−(1−aij)χi(gi)
(N−N2)/2ad1−aij
A∗
(ξi)(ξj) = 0
Formula 6.1 for q = χi(gi) and relations 6.8 were used in the above computations.

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