The Virial Theorem and Covalent Bonding by Bacskay, George B. et al.
Ames Laboratory Accepted Manuscripts Ames Laboratory
8-30-2018






Iowa State University and Ames Laboratory
Follow this and additional works at: https://lib.dr.iastate.edu/ameslab_manuscripts
Part of the Physical Chemistry Commons
This Article is brought to you for free and open access by the Ames Laboratory at Iowa State University Digital Repository. It has been accepted for
inclusion in Ames Laboratory Accepted Manuscripts by an authorized administrator of Iowa State University Digital Repository. For more information,
please contact digirep@iastate.edu.
Recommended Citation
Bacskay, George B.; Nordholm, Sture; and Ruedenberg, Klaus, "The Virial Theorem and Covalent Bonding" (2018). Ames Laboratory
Accepted Manuscripts. 408.
https://lib.dr.iastate.edu/ameslab_manuscripts/408
The Virial Theorem and Covalent Bonding
Abstract
A long-held view of the origin of covalent binding is based on the notion that electrostatic forces determine
the stability of a system of charged particles and that, therefore, potential energy changes drive the stabilization
of molecules. A key argument advanced for this conjecture is the rigorous validity of the virial theorem.
Rigorous in-depth analyses have however shown that the energy lowering of covalent bonding is due to the
wave mechanical drive of electrons to lower their kinetic energy through expansion. Since the virial theorem
applies only to systems with Coulombic interaction potentials, its relevance as a foundation of the electrostatic
view is tested here by calculations on analogues of the molecules H2+ and H2, where all 1/r interaction
potentials are replaced by Gaussian-type potentials that yield one-electron “atoms” with realistic stability
ranges. The virial theorem does not hold in these systems, but covalent bonds are found to form nonetheless,
and the wave mechanical bonding analysis yields analogous results as in the case of the Coulombic potentials.
Notably, the key driving feature is again the electron delocalization that lowers the interatomic kinetic energy
component. A detailed discussion of the role of the virial theorem in the context of covalent binding is given.
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Abstract 
A long held view of the origin of covalent binding is based on the notion that electrostatic 
forces determine the stability of a system of charged particles and that, therefore, 
potential energy changes drive the stabilization of molecules. A key argument advanced 
for this conjecture is the rigorous validity of the Virial Theorem. Rigorous in depth 
analyses have however shown that the energy lowering of covalent bonding is due to the 
wave mechanical drive of electrons to lower their kinetic energy through expansion. 
Since the Virial Theorem applies only to systems with Coulombic interaction potentials, 
its relevance as foundation of the electrostatic view is tested here by calculations on 
analogues of the molecules H2+ and H2, where all 1/r interaction potentials are replaced 
by Gaussian-type potentials that yield one-electron “atoms” with realistic stability ranges. 
The Virial Theorem does not hold in these systems, but covalent bonds are found to form 
nonetheless, and the wave mechanical bonding analysis yields analogous results as in the 
case of the Coulombic potentials. Notably, the key driving feature is again the electron 
delocalization that lowers the inter-atomic kinetic energy component. A detailed 
discussion of the role of the Virial Theorem in the context of covalent binding is given. 
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1. Introduction 
The concept of covalent chemical bonding is central to the understanding of 
chemical structures and reactions. While bond formation is arguably the most 
fundamental chemical process, its physical origin is still the subject of debate, even today 
when accurate quantitative molecular electronic structure calculations of ever-increasing 
complexity have become widely available. 
A long-held and still widespread view is that chemical bonding is essentially an 
electrostatic phenomenon. Namely, the energy lowering that forms a bond is thought to 
be due to the attractive electrostatic potential energy between the nuclei and the 
electronic charge that is quantum mechanically accumulated in the bond region. This 
conjecture is inferred from the combination of two facts, viz. (i) that, the constructive 
interference between the atomic orbitals that form bonding molecular orbitals adds 
further electronic charge to the superposed atomic charge densities in the bond, and (ii) 
that the potential energy of a molecule is always lower than the potential energy of its 
constituent atoms while the kinetic energy of the molecule is always higher than that of 
its constituent atoms. The latter inequalities follow directly from the Virial Theorem, 
which states that, for atoms as well as for molecules at their equilibrium geometries, the 
ratio (V/T) = (potential energy/kinetic energy) always equals –2. The essentially classical 
and static picture of interacting charge distributions is appealing in its simplicity, and the 
rigorous general validity of the Virial Theorem appears to provide it with a rigorous 
foundation. This view of bonding was originally advanced by Slater1 in 1933, supported 
by Feynman2 in 1939 and later by Coulson, whose book Valence3  of 1952  has had a 
strong influence on the chemical community. More recently, Bader4,5 has supported 
Slater’s model of covalent bonding.  
In contrast to the electrostatic view, Hellmann6, also in 1933, proposed that 
covalent bonding should be understood as a quantum mechanical effect, brought about by 
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the lowering of the ground state kinetic energy associated with the delocalization of the 
motions of valence electrons between atoms in a molecule. For several decades, this 
kinetic explanation was dismissed out of hand by most chemists7, perhaps in part because 
Hellmann 
had based his reasoning on the statistical Thomas-Fermi model, which Teller8 showed 
to yield no covalent binding, in part because Hellmann was not able to resolve9 the 
apparent conflict of his interpretation with the Virial Theorem, of which he was aware, 
and in part because of his brief life. However, the physicists Peierls10 and Platt11 
expressed general agreement with Hellmann, in 1955 and 1961 respectively. 
The contradiction between these two different qualitative models of the covalent 
bonding mechanism required a rigorous in depth analysis for its resolution. The analysis 
was carried through, on the basis of the quantum mechanical Variation Principle, by 
Ruedenberg and coworkers12-22 from 1962 on, first for H2+ and H2 and later for other 
homonuclear diatomic molecules. These investigations showed that the critical covalent 
bonding contributions come, in fact, from the lowering of the kinetic energy through 
inter-atomic electron delocalization, in agreement with Hellmann’s view. Many 
theoretical chemists,23-44 including the Nobel Laureates Fukui25 and Mulliken,26  
subsequently concurred with Ruedenberg's conclusions.  
The aforementioned investigations also showed that the electrostatic potential 
interactions between the nuclei and the wave mechanically accumulated charge in the 
bond are, in fact, not bonding but antibonding, disproving the first of the above 
mentioned two premises underlying the electrostatic model. In the present study, the 
second of these premises, viz. the role of the Virial Theorem, is examined.  It is shown in 
Sections 3 and 4 that, in some systems in which the Virial Theorem does not hold, bond 
formation nonetheless occurs and, again, essentially as a result of kinetic energy lowering 
due to delocalization. The implication is that the Virial Theorem cannot be the basic 
 5 
cause of bonding, and that appealing to the Virial Theorem as an essential cause of 
bonding, as is the case in the electrostatic model, distracts from focusing on the real 
physical causes of covalent bond formation. 
But the Virial Theorem rigorously entails that, upon bond formation, the potential 
energy always decreases and the kinetic energy increases. How can that be reconciled 
with the fact that bond formation is driven by kinetic energy changes? This question too 
can be elucidated by an analysis that is based on the fundamental Variation Principle. The 
interesting, and in some contexts useful, role of the Virial Theorem within the framework 
of the variational analysis of covalent binding is clarified in Section 2. In Section 5, 
covalent bonds with more than two electrons are considered. 
 
 2. Variational analysis, covalent bond formation and Virial Theorem, 
2.1 An important basic fact of molecular quantum mechanics22 
 Understanding bond formation implies understanding the energy difference 
between related systems. An important fact in this context is that, in general, the 
examination of the optimized values of the total energy (E) and its kinetic (T) and 
potential (V) components alone cannot reveal the physical origin of such an energy 
difference. This limitation is exhibited by the hydrogen atom analogues19,21,22 that are 
described (in atomic units) by the Hamiltonian  
              (1) 
where m is the (reduced) mass of a particle with electronic charge 1e, and Ze is the 
nuclear charge. The ground state energy of this system is E = −mZ2/2 Eh and the Virial 
Theorem holds. Compare now a first system defined by (m = 1, Z = 1), which has the 
energy E0 = −½ Eh, with a second system of unknown m and Z that has the energy E1 = 
−2 Eh. The Virial Theorem is valid for both systems. The reason for the second system 
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having a lower energy than the first system can manifestly be either that (m1 = 4, Z1 = 1), 
i.e. an increase in the particle mass, or that (m1 = 1, Z1 = 2), i.e. an increase in the nuclear 
attraction.19,21,22 The significant difference between these two cases cannot be recognized 
from the values of E1, T1 and V1 alone which, by virtue of the Virial Theorem, are 
identical for the two cases (with T1 > T0 and V1 < V0). Discriminating insights into the 
difference between the physical origins of the energies of the first and second system 
require information about the process that generates the energies from the input 
parameters m and Z. 
 A detailed discussion of the aforementioned subject is given in Section  1.2.2   of 
Reference 22. 
 
2.2 Variational analysis 
The conceptual identification of physical effects that drive bond formation 
manifestly requires a rigorous theoretical basis. According to the fundamental Variation 
Principle, the solutions of the Schrödinger equation are those wave functions Ψ that make 
the energy functional  stationary. For the ground state, the wave function takes 
that shape in space that yields the lowest energy. This minimum is the optimal 
compromise in the variational competition between, on the one hand, the drive to lower 
the kinetic energy by expanding (delocalizing) the electronic wave function as much as 
possible and, on the other hand, the drive to lower the potential energy by confining 
(localizing) the electronic wave function as closely around the nuclei as possible. 
Electron waves expand as much as permitted by the confinement of the nuclear attraction 
or, equivalently, electron waves are pulled as close to the nuclei as permitted by their 
resistance against localization. On this fundamental basis, general variational analyses 
can be formulated that conceptually identify the components of the physical synergisms 
that drive wave function and energy changes. Such analyses are effective because they 
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consider not only the optimized solutions but also suitable comparison wave functions 
and their energies. For instance, in the systems considered in the preceding Section 2.1, 
the variational analysis shows that the energy lowering in the first case results from 
weakening the kinetic resistance against localization (because m occurs in the 
denominator in ) whereas, in the second case, the energy lowering results from 
increasing the strength of the localizing potential.21,22  
It was already recognized in the 1930s,45 that the Variation Principle is useful for 
the interpretation of bonding, and no other rigorous basis has ever been put forward for 
identifying causes of covalent bonding. Thus, it was a careful variational analysis that led 
to the conclusion that the kinetic energy lowering through inter-atomic electron 
delocalization is the critical driver of covalent bond formation. The following sections 
2.3, 2.4 and 2.5 elaborate the parts of this analysis that are relevant for the present 
investigation. The reasoning is based on the quantitative results that were obtained and 
discussed for the molecules H2+, H2, B2, C2, N2, O2, F2 in previous publications.21,22  
2.3 Covalent bonding I 
A basic feature of bonding analyses is that the bond energy is the sum of, on the 
one hand, antibonding intra-atomic deformation energies of the individual atoms in the 
molecule and, on the other hand, stronger interatomic interaction energies that prevail 
and create the bonds. The interatomic interactions create bonds, because they lower the 
molecular energy. Critical for this energy lowering is the interatomic kinetic energy 
lowering due to delocalization. The delocalization comes about through what is 
commonly called electron sharing. The term implies that electron waves that are 
originally bound to single atoms in partially filled valence shells, expand to cover two or 
more atoms. This kinetic energy lowering effect through electron sharing operates for all 
internuclear distances at which the orbitals from different atoms overlap sufficiently.  
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2.4  Covalent bonding II   
Upon closer mutual approach of the atoms, an additional, more complex effect 
comes into play. When the internuclear distance becomes smaller than about twice the 
equilibrium distance, intra-atomic contractions enhance the interatomic delocalization 
and thereby lower the interatomic kinetic energy further. The physical origin of this 
remarkable effect, in particular why it is limited to shorter internuclear distances, is 
elucidated in great detail in previous publications.21,22 To be sure, the intra-atomic 
contractions simultaneously increase the antibonding intra-atomic deformation energies. 
But this increase is smaller because, by virtue of the intra-atomic Variation Principle, 
intra-atomic energy deviations from the atomic ground state vary quadratically in any 
deviation parameter. As a result, at these internuclear distances, the additional 
interatomic kinetic energy lowering yields a further overall energy lowering by driving 
the intra-atomic contractions. 
The intra-atomic contractions have however a consequential side effect. First, due 
to the localizing character of the contraction, the intra-atomic energy increase is the result 
of an intra-atomic kinetic energy increase and a (slightly) lesser intra-atomic potential 
energy decrease. Thus, the intra-atomic kinetic and potential energy changes due to 
contraction individually oppose the respective interatomic kinetic and potential changes 
that cause the binding. Secondly, while, as noted above, the intra-atomic energy increases 
only quadratically in the contraction parameters, its kinetic and potential components are 
linear in these parameters.21 As a consequence, and because of the steepness of the intra-
atomic nuclear Coulomb potentials, both components are much larger than their sum. In 
fact, the two components are so large that, in contrast to the total contraction energy, they 
individually overwhelm the respective interatomic kinetic and potential components. As a 
result, the total molecular kinetic energy of the molecule becomes larger than the sum of 
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the atomic kinetic energies and the total molecular potential energy becomes lower than 
the sum of the atomic potential energies. Hence, the signs of the kinetic and potential 
components of the binding energy reflect the signs of the respective kinetic and potential 
components of the anti-bonding intra-atomic contraction energy, which are opposite to 
the signs of the kinetic and potential components of the interatomic total energies which, 
in fact, drive the lowering of the total energy that creates the bonds. This 
counterbalancing of the various contributions is exhibited in Figure 1 for the resolution of 
the binding energy of N2 in terms of its intra-atomic and interatomic parts and in terms of 
the respective kinetic and potential components.21,22  
                                   
Figure 1. Variational binding energy analysis of the full valence space 
MCSCF calculation (with Dunning cc-pVQZ bases) of N2 as function of the 
internuclear distance. A = Interatomic interactions using the molecule-
optimized minimal basis set (MBS) orbitals.  B = Intra-atomic energy changes 
due to the change from the free-atom optimized MBS orbitals to the molecule-
optimized MBS orbitals.  C = Binding energy using the molecule-optimized 
MBS orbitals.  Thus, A + B = C.  The vertical lines mark the equilibrium 
distance. Energy scale from –2 to +2 Eh. Internuclear distances in a0. 
 
Thus, the variational analysis explains why, around the equilibrium distance, the 
energy components that drive bond formation have opposite signs from the energy 
components of the binding energy. It may also be noted that the contrary distance 
dependences of the intra- and inter-atomic energy changes provide physical insight in the 
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well-known contortions of diatomic potential energy curves, such as shown in panel C of 
Figure 1. Conversely, these contortions can be considered as providing experimental 
evidence that there are two different parts (viz. Section 2.3 and Section 2.4) to covalent 
bond formation. 
 
2.5 The Virial Theorem 
It turns out that the general minimization with respect to an overall atomic orbital 
scaling parameter, which includes possible contractions, can be carried through formally 
for arbitrary wave functions.46,47 At the equilibrium distance, this minimization yields the 
Virial Theorem, viz. the statement that (V/T) = –2. Since the same ratio holds for atoms, it 
follows that ∆V = 2∆E < 0 and ∆T = – ∆E > 0, where the symbol ∆ implies  [(molecule at 
equilibrium) – (sum of atoms)]. The resulting signs for ∆V and ∆T agree with the ones 
discussed in the preceding section. Thus, the Virial Theorem represents a rigorous 
shortcut that leads to a quantification of the conceptual qualitative results of the 
contractive energy minimization elaborated in Section 2.4. Conversely, the analysis in 
Section 2.4 provides a conceptual physical interpretation of the mathematical relation. 
The Virial Theorem provides therefore a simple criterion that shows whether the 
covalent binding described by a given wave function at the equilibrium distance in fact 
includes “Part II”, which is discussed above in Section 2.4. More specifically, it is readily 
seen that, at the critical geometries, the following assessments of an approximate wave 
function Ψ can be made: If 2T(Ψ) < |V(Ψ)|, then the optimized solution Ψo is in some 
way more localized than Ψ; but if 2T(Ψ) > |V(Ψ)|, then the optimized solution Ψo is in 
some way less localized than Ψ. Thus, if a wave function has been formulated to embody 
only electron sharing, then its kinetic energy is typically lowered by electron wave 
delocalization so that 2T(Ψ) < |V(Ψ)|. Hence, the further variational optimization that 
establishes the correct virial ratio (V/T) = –2 must be a contraction towards the nuclei.  
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However, it is manifest from the discussion in Section 2.1 that the knowledge of 
∆T and ∆V, which the Virial Theorem derives from ∆E, furnishes no information for 
recognizing the physical causes that drive the energy lowering from the separated atoms 
to the molecule. Specifically, since the Virial Theorem is based on the scale parameter 
minimization discussed in Section 2.4, the signs of ∆V and ∆T, which it (correctly) 
predicts, reflect the signs of the anti-bonding intra-atomic contributions and are opposite 
to the signs of the inter-atomic contributions that drive the bonding. 
In the context of accurate calculations, the Virial Theorem is useful because it 
provides a necessary (though not sufficient) criterion for assuring the quality of a wave 
function, in particular regarding the correct relation between T and V. However, since the 
Virial Theorem is related to the intra-atomic wave function changes, whereas covalent 
bonding is caused by the interatomic interactions, valuable conceptual insights into 
bonding have also been obtained from molecular wave functions that ignore the Virial 
Theorem, such as, notably, the Heitler-London48 wave function or the Hückel model49 in 
organic chemistry, or the “two-state model” of Feynman in his famous lectures.50 While 
some molecular properties are very sensitive to those wave function features that are 
contingent on the proper virial ratio, others are not. Many useful calculations of 
molecular properties have been made that do not mention virial ratios. This subject has 
been discussed in several articles.30,33,38,39,41-43 
 
2.6 Covalent bonding without the Virial Theorem 
The Variation Principle is the fundamental driving force that determines the 
shapes and energies of electronic wave functions and furnishes the rigorous basis for 
identifying the synergisms that create covalent bonds. Within this framework, the Virial 
Theorem guarantees the correct atomic orbital scaling in a molecule and the correct 
relation between the kinetic and potential energies. But it is not the cause of the 
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delocalization through interatomic electron sharing which is the bedrock of covalent bond 
formation. This limits the chemical insights it can yield. The above observations suggest 
the question whether the validity of the Virial Theorem is, in fact, an essential part for the 
establishment of covalent bonds. Would covalent bonds also form between hypothetical 
atoms in which the interactions between “electrons” and “nuclei” are not Coulombic, but 
some other attractive and repulsive potentials for which the virial ratio V/T cannot be 
predicted? 
In Sections 3 and 4 , this question is answered by examining analogues of the 
molecules H2+ and H2 in which the Coulombic forms of the respective potential 
interactions are replaced by Gaussian forms for which the Virial Theorem does not hold. 
A variety of such potentials with different strengths and ranges are considered, for which 
an “electron” and a “nucleus” form an “atom”.  It is found that, in fact, bonds are also 
formed between these atom analogues even though, in the Gaussian-type systems, the 
virial ratios (V/T) have various values depending on the range and strength of the 
potential, and the ratios for the “atoms” always differ from those of the respective 
“molecules”.   
These results imply that the phenomenon of bonding is not limited to systems 
with Coulombic interactions but arises under a wide range of conditions in systems 
consisting of two types of particles, with attractive inter-species and repulsive intra-
species interactions. The fundamental explanation of bonding can therefore not involve 
features, such as the Virial Theorem, that are peculiar to specific interaction potentials. 
Although the Virial Theorem provides useful insights in systems with Coulombic 
interactions, it has no causal function in bond formation. 
When the “molecules” based on the Gaussian potentials are examined by 
variational analyses, it is found that bonds form in these systems for exactly the same 
reasons as those that were identified for the Coulombic interactions in Section 2.3 and 
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2.4. Bonding is a wave mechanical phenomenon resulting from a synergism that can be 
conceptually elucidated in terms of an analysis based on the Variation Principle. 
 
3. Theoretical and computational details 
The H2+ and H2 calculations in this work are carried out in a minimal atomic 
orbital (AO) basis  φa (ζ ),φb(ζ ){ } centred on nuclei a and b with a variable orbital 
exponent ζ. The ground state H2+ wave function is the (bonding) molecular orbital 
(MO): 
      (2) 
where R is the internuclear distance and C(ζ, R) is the normalization constant. In a 
standard calculation, i.e. with Coulombic inter-particle potentials, the normalized AOs 
are just 1s-type AOs, e.g. 
        (3) 
where ra is the distance from nucleus a. In the case of H2 the simplest two-electron 
wave function corresponds to the doubly occupied molecular orbital (2). In this work, 
the standard H2 (spatial) wave function is the Valence-Bond (VB) one,45 known also 
as the Heitler-London wave function,48  
     (4) 
where Nab is the normalization constant. The coordinates of the two electrons are 
simply written as 1 and 2. The optimized orbital exponents ζ for H2+ and H2 vary 
between the separated H atoms limit of 1 (R = ∞), and the united He+ and He atom 
limits of 2.0 and 1.6875 respectively (R = 0). While at large distances a slight orbital 
expansion does take place with minima in ζ of ~ 0.995 and 0.990 for H2+ and H2 
respectively, at distances less than ~ 5.2 and 2.8 a0 in the two systems monotonous 
orbital contractions (ζ > 1) occur. Thus there is an “electron density reorganization” 
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to maximize the effect of covalent bonding by expanding or contracting the atomic 
orbitals. 
In the current Gaussian models the inter-particle potential has a Gaussian 
form, 
       (5) 
where r is the distance between two particles with charges q1 and q2 and where A and 
α are constants. The depth and width of the potential wells experienced by the 
electron are chosen by varying these two parameters, resulting in a range of binding 
energies in both atom and molecules. This Gaussian potential is dramatically different 
from the Coulomb potential, inasmuch as the former is lacking both the short range 
singularity and the long range, often referred to as infinite range, of the Coulomb 
potential which supports an infinite number of bound states, e.g. in the hydrogen 
atom. Nevertheless, the Gaussian form provides attraction and repulsion for 
oppositely or similarly charged particles, and we shall see that something much like 
covalent bonding appears despite the lack of the Virial Theorem. 
 The optimized atomic 1s-like orbital φ for a given potential has been 
computed in an even-tempered basis51 of 8 Gaussian orbitals   
           (6) 
where  is a normalized Gaussian with exponent  The 
scaled 1s-type orbitals  are then obtained as 
           (7) 
where the coefficients are the same as in eq.(6) and  is a normalized Gaussian with 
the exponent  In analogy with the case for the exponential orbital of eq.(3), the term 
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“orbital exponent” is only used to refer to the scale factor ζ  in the following discussions 
and not to  
 The computed molecular binding energies are decomposed into intra- and 
inter-atomic contributions. Since the procedure has been previously described in 
detail,21,22 only a brief summary is given here. At any particular geometry we start 
with the wave function Ψ for any given orbital exponent. The molecular density ρ is 
then decomposed into a quasi-classical, ρqc, and an interference contribution, ρI: 
      (8) 
where          (9) 
and nel is the number of electrons, i.e. 1 or 2 for H2+ or H2 respectively.  
The molecular kinetic energy is the sum of the quasi-atomic contribution TA 
and the interatomic contribution Tinter which are defined by  
             (10) 
               (11) 
where  is the kinetic energy operator. As indicated in eq.(11), the interatomic 
kinetic contribution is identical with the kinetic interference energy. 
Similarly, the potential energy is the sum of the quasi-atomic contribution VA 
and the interatomic contribution Vinter which are defined by   
             (12) 
              (13) 
 16 
where VN is the nuclear repulsion energy,  is the inter-electron repulsion operator 
in H2 and  and  are the potential (nuclear attraction) energy operators. Moreover, 
the quasi-classical inter-atomic interaction potential energy Vqc is  defined as 
                     (14) 
The kinetic and potential energy contributions to the intra-atomic components 
of the binding energies are therefore given by 
             (15) 
where TH and VH are the kinetic and potential energies of a hydrogen atom as 
computed for the different Gaussian potentials.  
The interatomic potential energy contribution for H2+ is further resolved in 
terms of the quasi-classical term Vqc and interference term VI, so that 
                  (16) 
The corresponding resolution for H2 is somewhat more complex. It has been 
shown21,22 to be 
                (17) 
In addition to the quasi-classical term Vqc it includes two distinct types of interference 
terms VI and VII as well as a sharing contribution Vsc, which accounts for the increase 
in electron-electron repulsion energy that is induced by electron sharing.   
The total molecular energy relative to its dissociation products is then simply 
                        (18) 
The interference density, ρI, being the difference between the molecular 
density and the sum of the constituent atom densities, reflects the charge 
rearrangement that occurs on bond formation. Figure 2 displays a contour map for the 
H2+ analogue obtained with the Gaussian potential specified by the parameters α  = 
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0.5 and A = 1.5 in eq.(5), calculated at the equilibrium bond length of 2.47 a0. In a 
qualitative sense, the map in Figure 2 is identical to those obtained for H2+ with the 
Coulomb potential shown elsewhere,17,19,21,22 inasmuch as it documents a shift of 
charge from the atoms into the internuclear, i.e. bonding region. 
 
        
Figure 2. Contour map of interference density ρI in the xz plane from the Gaussian 
potential representation of H2+  (α = 0.5, A = 1.5) at R = 2.47 a0 and ζ = 1.136. The 
positive contours (ρI+) in red are 0.02 to 0.10 in steps 0.02, while the negative 
contours (ρI-) in blue are  –0.02 to –0.10 in steps 0.02. The dashed lines represent zero 
contours. The nuclei (a, b) are at (0, ±1.235 a0). 
 
 The charge accumulated in the bond, QI, can be defined as the total 
(integrated) density between the sheets of zero density.21,22 While an analytic 
expression for H2+ has been derived21,22 for the appropriate integral in the case of the 
Coulomb potential,  in the current work the values of QI have been calculated by 
numerical integration for the various potentials at any given inter-nuclear distance. 
 Full details of the methods of analysis used in these calculations have been 




4. Covalent Binding in non-coulombic analogues of H2+ and H2 
4.1 Gaussian potentials and “atoms” 
 A Gaussian inter-particle potential, as given by eq.5, is quite different from a 
1/r Coulomb potential, inasmuch as the latter has a singularity at the origin and 
decays quite slowly with r as r → ∞, whereas a Gaussian potential is short-ranged and 
harmonic at the origin, as shown in Figure 3 (a). The infinite range of the Coulomb 
potential enables it to support an infinite number of bound states, whereas the 
Gaussian potentials used in this work support only one bound state. However, from 
the point of view of bonding what is important is that the potential does give rise to a 
stable atom. 
Four different Gaussian potentials were selected for this study, ranging from 
very weak (α = 0.25, A = 0.5) to very strong (α = 2.0, A = 8.0), giving rise to atoms 
with electrons that are bound accordingly, the ground state energies ranging from 
−0.019 to −1.568 Eh, as illustrated in Figure 3 (a) as well as listed in Table 1. The 
exact energy (with Coulomb potential) is −0.5 Eh. The virial ratios, −V/T, for the 
Gaussian potentials range from 1.22 to 1.75. The atomic wave functions computed for 
these potentials are shown in Figure 3 (b). The exact Coulombic wave function is an 
exponential function with a nuclear cusp and decays slower at large r than any of the 
wave functions for the Gaussian potentials, except the most diffuse one corresponding 
to the α = 0.25, A = 0.5 potential. 
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Figure 3. (a) H atom Gaussian potentials and total ground state atomic energies  and  
(b) the corresponding AOs. Comparisons with Coulomb potential and H 1s AO.   
 
 It is interesting to note that if the α = 0.25, A = 0.5 potential is made even 
weaker, by reducing A to 0.3, the resulting potential supports no bound states in an 
atom. Nevertheless, when used in the molecule, the resulting double well potential 
does have a bound state with an energy of −0.0039 Eh at the equilibrium separation of 
4.6 a0. This is a significant generalization of the mechanism that we call “covalent 
bonding”. 
 
Table 1. Total ground state atomic energies (E) and their kinetic (T) and potential (V) 
components corresponding to the four Gaussian potentials and the resulting virial 
ratios. Comparison with exact (Coulomb) results. 
α, A 0.25, 0.50 0.50, 1.5 1.0, 4.0 2.0, 8.0 Coulomb 
E/Eh −0.019 −0.185 −0.783 −1.568 −0.5 
T/Eh   0.085   0.363   1.038   2.079   0.5 
V/Eh −0.103 −0.548 −1.821 −3.647 −1.0 
−V/T   1.22   1.51   1.75   1.75   2.0 
 
 Scaling the ground state eigenfunction of one of the four Gaussian potentials 
selected for this work, i.e. changing its orbital exponent, affects its radial dependence 
and hence energies in an analogous way to a ‘standard’ hydrogenic 1s orbital i.e. the 
eigenfunction of the 1/r Coulomb potential. By way of comparison, in Figure S1 in 
the Supporting Information the dependence of the energies on the orbital exponent of 
the 1s wave function of the α = 0.5, A = 1.5 Gaussian potential is compared with that 
of the standard (Coulombic) 1s orbital. The qualitative similarities between the two 
sets of results are obvious, especially the strong ζ-dependence of the kinetic and 
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potential energies in both cases while, by comparison, the total energy is weakly 
dependent on ζ.   
 
4.2 Energies of H2+ and H2 molecules with Gaussian potentials 
 A one-dimensional illustration of the similarities and differences between the 
Gaussian and Coulomb potentials and the resulting wave functions in H2+ is provided 
in Figure 4. The important double well nature of the Gaussian potential is obvious, as 
are the qualitative differences between the two potentials, in particular the finite depth 
of VG at the nuclei. Consequently, the most striking difference between the wave 
functions is the absence of the nuclear cusps in ΨG. While the two wave functions are 
qualitatively quite similar, the question is whether the energetic trends that occur on 
covalent bonding are essentially the same. 
 
 
Figure 4. Gaussian (G) (α = 0.5, A = 1.5) and Coulomb (C) potentials of H2+ and the 
resulting ground state wave functions (with ζ = 1 in both cases) at R = 4 a0 as 
functions of the internuclear coordinate z (x = y = 0). 
 
 The energy components described in section 2 for H2+ and H2 were computed 
for the four Gaussian potentials. The resulting equilibrium distances and energies with 
the orbital exponent ζ fixed at 1 as well as optimized, are listed in Table 2 and 3. The 
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distance dependence of the computed energies for one of these potentials (α = 0.5, A 
= 1.5) are shown in Figures 5 and 6 along with the H2+ Coulomb results. Full sets of 





Table 2. H2+: Molecular energies (E) and their kinetic (T) and potential (V) components 
(relative to H + H+) at computed equilibrium distances with fixed (ζ = 1) and optimized 
exponents for Gaussian potentials. Comparison with Coulomb results. 
α, A 0.25, 0.50 0.5, 1.5 1.0, 4.0 2.0, 8.0 Coulomb 
ζ   1.0   1.245   1.0   1.136   1.0   1.096   1.0   1.094   1.0   1.239 
Re/a0   4.15   3.92   2.58   2.47   1.70   1.64   1.20   1.16   2.49   2.00 
∆E/Eh −0.025 −0.030 −0.110 −0.120 −0.312 −0.330 −0.624 −0.658 −0.065 −0.087 
∆T/Eh −0.020   0.013 −0.081 −0.002 −0.224 −0.062 −0.448 −0.125 −0.117   0.087 
∆V/Eh −0.005 −0.043 −0.029 −0.118 −0.089 −0.268 −0.175 −0.532   0.052 −0.174 
−V/T    1.69   1.51   2.05   1.84   2.35   2.14   2.34   2.14   2.48   2.00 
 
  
Figure 5. Energies of H2+ computed with a Gaussian (α = 0.5, A = 1.5) and the Coulomb 
potential. Results with optimized and fixed (atomic) exponents are shown with full and dashed 




The computed bond lengths of H2+, varying from 4.15 down to 1.16 a0, and 
corresponding bond energies (−∆E), from 0.025 to 0.658 Eh, correlate with the 
strength of the potential and hence with the atomic energy (see Table 1). The 
qualitative trends in the kinetic, potential and total energies when computed with any 
of the four Gaussian potentials are essentially the same as for the Coulomb potential, 
although there is a minor but noticeable difference in the behaviour of the potential 
energy.  In the case of Gaussian potentials for fixed orbital exponents, i.e. ζ = 1, the 
potential energy initially rises as the internuclear distance decreases, but then it dips 
to a minimum (that is actually below the atomic value) before becoming strongly 
repulsive. This behaviour is much more accentuated for optimized orbital exponents. 
In the case of the Coulomb potential there is no minimum in potential energy for ζ = 
1. Thus, irrespective of the potential used, molecular binding is almost entirely kinetic 
in origin when ζ = 1. Further, the orbital contraction (ζ > 1), that occurs as the 
internuclear distance decreases, affects the kinetic and potential energies the same 
way, irrespective of the potential used, resulting in large shifts in both kinetic and 
potential energies as well as a decrease in the virial ratio. The corresponding net 
decrease in the total energy, however, is quite modest by comparison, especially for 
the Gaussian potentials. For the latter, as the data in Table 2 show, the gain in binding 
energy as a result of orbital optimization is 5 – 17 % , while for the Coulomb potential 
it is ~ 25 %. These results are obvious consequences of the strong dependence of the 
kinetic and potential energy in a H atom on small variations of the wave function, 
such as contraction or expansion, irrespective of the nature of the inter-particle 
potential. 
Essentially, the same trends are evident for H2 with respect to bond lengths, 
binding energies, orbital contractions and virial ratios, as may be concluded on inspecting 
the results of Table 3, Figure 6 and Figure S3, although the Gaussian calculations predict 
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H2+ and H2 to have comparable stability (to dissociation) unlike the Coulomb 
calculations that indicate that H2 is significantly more stable than H2+.  
 As noted above, the majority of the H2 calculations discussed in this work were 
carried out at the VB level of theory. The similarities and difference between the 
molecular orbital (MO), configuration interaction (CI) and valence bond (VB) wave 
functions and energies (calculated in a minimal 1s AO basis) are well understood and 
documented in the case of Coulomb inter-particle potentials.21,43 Qualitatively, the same 
type of behaviour is evident in the case of Gaussian potentials, as illustrated by the 
computed energy curves for the α = 0.5, A = 1.5 potential shown in Figures S4 and S5. 
 
Table 3. H2: Molecular energies (E) and their kinetic (T) and potential (V) components 
(relative to H + H) at computed equilibrium distances with fixed (ζ = 1) obtained by the VB 
method and optimized exponents for Gaussian potentials. Comparison with Coulomb results. 
α, A 0.25, 0.50 0.5, 1.5 1.0, 4.0 2.0, 8.0 Coulomb 
ζ   1.0   1.131   1.0   1.050   1.0   1.030   1.0   1.028   1.0   1.167 
Re/a0   3.72   3.56   2.23   2.18   1.44   1.41   1.02   1.00   1.64   1.41 
∆E/Eh −0.036 −0.039 −0.121 −0.124 −0.296 −0.299 −0.593 −0.599 −0.116 −0.139 
∆T/Eh −0.031   0.007 −0.104 −0.039 −0.260 −0.150 −0.523 −0.313 −0.162   0.139 
∆V/Eh −0.005 −0.046 −0.017 −0.085 −0.036 −0.150 −0.069 −0.285   0.046 −0.278 





Figure 6. Energies of H2 computed by the VB method with a Gaussian (α = 0.5, A = 1.5) 
potential. Results with optimized and fixed (atomic) exponents are shown with full and 
dashed lines respectively. Total, kinetic and potential energies are shown in black, red 
and blue, respectively. 
 
 The distance dependence of the optimized orbital exponents in H2+ is shown 
in Figure 7. The onset of orbital contraction obviously depends on the range of the 
atomic potential. For the most diffuse Gaussian potential (α = 0.25, A = 0.5) 
contraction begins at ~ 18 a0 with the exponent reaching a united atom limit of 1.62, 
while for the tightest one (α = 2.0, A = 8.0), the onset of contraction is at ~ 2.2 a0 
with ζ = 1.36 at R = 0. The behaviour of the exponents in the case of Gaussian 
potentials as R → 0 is qualitatively different from that of the Coulomb potential due 
to the qualitative difference between the Gaussian and Coulomb wells at and near the 
nuclei. On the other hand, for R > 1.6 the optimized exponents in the presence of the 
(α = 0.5, A = 1.5) potential closely match those corresponding to the Coulomb 
potential, indicating that with this Gaussian potential orbital contraction is actually 
quite realistically described.  The analogous distance dependence of the orbital 
exponent in H2 is shown in Figure S6.  
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Figure 7. Internuclear distance (R) dependence of optimized orbital exponents (ζ) for 
the various Gaussian potentials (full lines) and the Coulomb potential (dashed line) 
for H2+. 
  
It is apparent that, notwithstanding the marked differences in the distance 
dependence of the energies of the various potentials, at a fundamental level they all 
exhibit the same characteristics. Hence, on the basis of the energetics, the conclusions 
reached about the mechanism of covalent bonding in H2+ and H2 are the same, 
irrespective of the nature of the potential that binds electrons to the nuclei and 
describes both the inter-nuclear and inter-electron repulsions. 
 
4.3 Spatial Analysis of the Density and Energy Changes on Covalent Bonding in 
H2+ and H2. 
 The bond length dependence of the binding energy and its kinetic and 
potential components, as shown in Figures 5 and 6, exhibits the source of argument 
and disagreement about the origin of covalent bonding in H2+ and H2. At issue are 
essentially the reasons for the decrease in the total molecular energy towards shorter 
bond lengths that result from orbital optimization, i.e. a higher orbital exponent than 
in the dissociation limit. While the orbital exponent changes are modest, the changes 
in the kinetic and potential components of the binding energy are quite large, 
irrespective of the nature of the inter-particle potential. The spatial analysis42,43 that 
we have developed and used for H2+ and H2 seeks to identify in a very direct way the 
regions where the major density and energy changes occur.  
The essential elements of this approach are the study of density and density 
difference maps of the kinetic and potential energy integrals (as well as density 
integrals). Thus the essential spatial features and consequences of the electrostatic and 
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the contrasting kinetic interpretations can be directly compared. The method focuses 
on the spatial dependence of the density and energy integrals, whereby a given 
property P is expressed in terms of contributions as summarized by the following 
equations in the case of one-electron properties:  
              (19) 
where                  (20) 
Full details of the method as well as results obtained for H2+ and H2 (with Coulomb 
potentials) are available in our previous papers.42,43 In this work the method is applied 
to both molecules with Gaussian potentials.  
The effects of orbital optimization are clearly evident in the difference maps, 
whereby the change in property P is defined as 
   .               (21) 
A comparison of the effects of the molecular and atomic contractions, i.e 
    ,              (22) 
provides a relative measure of the atomic and molecular contributions of the density 
and energy changes that occur on covalent bonding.  
The difference map in the left panel of Figure 8 shows that in H2+ with a 
Gaussian potential (α = 0.5, A = 1.5) the effect of orbital optimization, corresponding 
to the modest increase of 0.136 for ζ, is to increase the electron density and kinetic 
energy contributions in the neighbourhood of the nuclei, i.e. atomic regions, and to 
decrease the potential energy in that region. In other words, the effect of orbital 
optimization, contraction in this case, is predominantly intra-atomic. Comparison of 
the effects of orbital optimization on the molecule and its non-interacting constituent 
atoms, as shown in the right panel of Figure 8, is however much more informative 
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from the bonding point of view. The transfer of density into the internuclear region is 
very obvious as well as substantial, leading to a uniform drop in kinetic energy. By 
contrast, while there is an analogous decrease in the potential energy in the 
interatomic region, the increase in the outer regions (where the interference 
component of the density is negative), more than cancels the decrease, resulting in a 
net increase in potential energy. The overall result is that the binding contributions 
due to orbital optimization, i.e. a drop in total energy of the molecule relative to the 
atoms, is due to the lower inter-atomic component of the kinetic energy of the 
molecule. The analogous Coulomb potential results leading to the same conclusions 
are shown in Figures S7 – S9 of the Supporting Information. 
 
  
Figure 8. H2+: Left panel: Molecular contraction, i.e. difference map between spatial 
density and energy distributions with optimized exponent and fixed exponent of 1.0. 
Calculated with Gaussian potential at Re = 2.47a0 with ζopt = 1.136; Total energy 
changes (in Eh): ∆T = 0.079, ∆V = −0.089, ∆E = −0.011). Right panel: Difference 
between molecular and atomic contractions. Total energy changes (in Eh), as defined 
in eq.(21): ∆∆T = −0.027, ∆∆V = 0.005, ∆∆E = −0.022) 
 
The results of the same set of calculations for the H2 molecule with the 
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Gaussian potential (α = 0.5, A = 1.5), using VB wave functions, are summarized in 
Figures S10 – S12 of the Supporting Information. Electron repulsion is obviously an 
important component of the total potential energy, resulting in substantial cancellation 
of the attractive electron-nucleus Coulomb energy. The analogous Coulombic results 
are available in our previous work on H2.43 The trends are exactly as for H2+, hence 
the same observations and conclusions apply.  
While in both molecules orbital optimization has a smaller effect when the 
inter-particle potential has a Gaussian form than in the “real” molecules with 
Coulomb potentials, the characteristics of the energetic effects are exactly the same. 
Finally, we point out that the results in the right panel of Figure 8, i.e. as 
defined in eq. 22, can be formulated as 
   ,                (23) 
since the  interatomic components of P with an arbitrary ζ are defined as 
     .                (24) 
Thus the interatomic contributions to a property, such as the kinetic energy, is obtained 
as the difference between the molecular and atomic values, where both are calculated 
using the molecule-optimized orbital exponent, as defined in equations (8) – (17).  
 
 
4.4 Intra- versus interatomic energies and charge transfer to bond 
 The intra- and interatomic kinetic, potential and total energies, as summarized 
by equations (8) - (18), were computed for the four Gaussian potentials with 
optimized orbital exponents for both H2+ and H2. The full set of results is given in 
Figures S13 and S14 of the Supporting Information, along with those obtained with 
the Coulomb potentials. In order to enable a direct comparison, the results for the 
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Gaussian (α = 0.5, A = 1.5) and Coulomb potentials in H2+ are also shown in Figure 
9. On a qualitative level, the same trends are noted, irrespective of the type of 
potential used or the choice of molecule.  
  
Figure 9. Intra- and inter-atomic components of kinetic, potential and total energies 
of H2+ computed with a Gaussian (α = 0.5, A = 1.5) and the Coulomb potential, using 
optimized orbital exponents.  
 
Clearly, in all cases, for both H2+ and H2, the inter-atomic component of the 
total energy, Einter (solid curves), is responsible for bonding. The dominant 
contribution is the inter-atomic kinetic energy, Tinter, which is equivalent to the 
interference component of the kinetic energy, TI.  As the latter is a wave mechanical 
quantity, it follows that covalent bonding is essentially a quantum phenomenon, 
irrespective of the nature of the potential. The intra-atomic total energy, Eintra, is 
invariably repulsive since the repulsive intra-atomic kinetic energy, Tintra, more than 
cancels the attraction due to the intra-atomic potential energy, Vintra. The inter-atomic 
potential energies, Vinter, are mostly repulsive, although when Gaussian potentials are 
used they do display small minima that are slightly stabilizing, due to the minima in 
the quasi-classical (qc) potential energies, as shown in the case of H2+ in Figure S15 
of the Supporting Information. But the overall effect of the inter-atomic potential 
energy changes is manifestly inessential in the context of bonding. In the case of H2 
the interatomic potential energy is more complex than for the one-electron H2+ as, in 
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addition to the quasi-classical Vqc term, it contains two types of interference (VI, VII) 
as well as Coulombic sharing (Vsc) contributions, all with one- and two-electron 
components. A comparison of the results obtained with one of the Gaussian (α = 0.5, 
A = 1.5) and Coulomb potentials in Figure S16 of the Supporting Information reveals 
a qualitative similarity between the various contributions. As noted already, at a 
quantitative level the Vinter term obtained with the Gaussian potential displays a small 
attractive minimum at an internuclear distance of ~2.3 a0 (Figure S17). Nevertheless, 
as the results in Figure S14 show, the interatomic potential energy contributions to 
bonding are very minor. 
In figures S18 and S19 we compare the interatomic energies of H2+ and H2 
computed with and without orbital optimization. Clearly, the interatomic kinetic 
energy is very sensitive to the choice of orbital exponent, irrespective of the potential 
used, while the potential energy is hardly affected. In other words, the process of 
orbital contraction that results in lower energy, i.e. increased stability, is essentially 
due to the lower interatomic kinetic energy.   
It is well known that electron delocalization results in charge transfer into the 
interatomic region, i.e. the ‘bond’, as was indeed illustrated in the contour map of the 
interference density in H2+ in Figure 2. Knowing the location of the zero density 
surface of the interference density allows us (i) to compute the total charge Q I 
accumulated in the bond, as described in the second paragraph from the end of section 
3 (Theoretical and computational details), and (ii) to partition the kinetic and potential 
components of the interference energy into contributions from the positive and 
negative interference density regions (ρI+ and ρI-) displayed in Figure 2. Thus, 
    and              (24) 
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The terms QI, TI+, TI-, VI+, VI- correlate charge movement with energy changes as 
well as clarify and quantify the kinetic and potential contributions to the binding 
energy. 
The values obtained for H2+, using one of the Gaussian potentials, are 
exhibited in Figure 10 as functions of the internuclear distance. The analogous results 
for the Coulombic potentials are shown in Figure S20. Irrespective of the nature of the 
potential, the build-up of density in the bond (QI) is apparent, with a maximum value 
in the region of the equilibrium bond length. Manifestly, the absolute values of all 
four terms TI +, TI -, VI +, VI - increase and decrease in tandem with the charge build-up 
QI. Importantly however, both kinetic components TI+, TI - are everywhere negative, 
while the potential components have everywhere opposite signs (V I + < 0, VI - > 0, 
with |VI +| < |VI -| for obvious reasons). As a consequence, the total interference 
component of the kinetic energy (TI+ + TI-) is very negative, whereas the 
corresponding total interference component of the potential energy is near zero and 
positive. The comparison of Panels I and Panel II in Figure 10 shows that orbital 
optimization results in slightly larger charge transfer into the bond and a more 
negative TI term. Very similar results are obtained for H2, as shown in Figure S21 
(where the potential energy terms shown are the one-electron components.) 
  
Figure 10. The interference terms for H2+ with a Gaussian potential as functions of 
the internuclear distance R. Black lines: Charge transfer QI into the bond. Red lines: 
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Kinetic interference energies. Blue lines: Potential interferences energies. Full lines: 
Contributions (TI+, VI+)  from the density accumulution region  defined by ρI+. 
Dashed lines: Contributions TI- and VI- from the density depletion regions of defined 
by ρI- Panel I: For wave function with ζ optimized. Panel II: Comparison of the 
results for optimized ζ  (full and dashed lines) with the results for ζ =1 (dotted lines) 
in the range near the equilibrium distance. 
A different type of display22 of the above results for H2+, with respect to the 
scaled internuclear distance σ (σ = ζR), is given in Figure 11 and Figure S22, showing 
the kinetic and potential interference energies of H2+, TI(σ) and VI(σ), along with the 
total charge transferred into the bonding region, QI(σ). The Q I and TI curves 
calculated for a range of potentials appear very similar, but they span different 
regions, depending on the strength of the potential, the same way as the equilibrium 
distances and binding energies do. However, the maximum amount of charge 
transferred to the bond (QI) is remarkably constant, ranging from 0.073 to 0.080 i.e. 
hardly dependent on the potential used. The largest (most negative) value of the 
kinetic interference energy (TI) is also fairly constant. It ranges from −1.11 to −1.65 
Eh. There’s a greater variation in the maximum of the potential interference energy, 





Figure 11. Kinetic (TI) and potential (VI) interference energies (plotted as TIR2 and 
VIR) and total charge transferred into the bond (QI) computed with a Gaussian (α = 
0.5, A = 1.5) and the Coulomb potential, using optimized orbital exponents. 
 
As discussed previously,22 the location of these maxima and minima are 
particularly relevant in the study of the effects of orbital contraction. Thus, in the case 
of Coulomb potentials the minimum of TI(σ)R2 occurs at ζR ≈ 4.4 a0 – this is where 
bonding is maximal from consideration of TI alone. Thus, the orbital exponent will 
increase with decreasing R, so as to enhance TI and thereby maximise the bonding, 
while at the same time (actually at distances < 4.0 a0), the effect on VI is to increase 
it, i.e. make it more antibonding. Similarly, as QI(σ) is maximum at ζR ≈ 2.9 a0, i.e. R 
≈ 2.5 a0, further orbital contraction at decreasing distances serves to further enhance 
the total charge accumulation in the bond. In summary, as the equilibrium separation 
is approached, orbital contraction makes an increasingly important contribution to 
bonding by enhancing the degree of delocalization. This is manifested in an increased 
amount of charge transferred into the bonding region and a lowering of the 
interatomic, i.e. interference, component of the kinetic energy. 
According to the information in Figure 11 and Figure S22 of the Supporting 
Information the same conclusions (although for different distances of onset of orbital 
contraction) are reached when Gaussian atomic potentials are used. On the basis of 
the discussion above concerning the role of orbital contraction we would expect a 
reasonable degree of correlation between the predicted equilibrium bond length and 
the locations of minima and maxima of TI(σ)R2, QI(σ) and VI(σ)R. A plot testing this 
hypothesis is shown in Figure S23. The data for the four Gaussian potentials do 
indeed demonstrate a good degree of correlation. The Coulomb values do not exactly 
fall on the curves, but are very close. We may conclude, therefore, that the bonding 
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roles of the interference components of the kinetic and potential energies and the total 
charge transferred to the bond are the same, irrespective of the potential, i.e. strong or 
weak, Gaussian or Coulomb. Therefore, the choice of potential has no significant 
effect on the actual mechanism of covalent bonding, that can be succinctly 
summarized as electron delocalization whose essential energetic manifestations are 




4.5 Electron densities and orbital contraction 
Although it has long been recognized that orbital contraction plays an important 
role in the quantitative description of a covalent bond, especially those involving 
hydrogen atoms,12,52 its implications for the understanding of covalent bonding have been 
a contentious issue. Notably, the satisfaction of the Virial Theorem can be accomplished 
by orbital exponent optimization of all atomic orbitals from which a molecular wave 
function is constructed.46,47 Such re-optimization typically results in a reversal of the 
kinetic and potential energy contributions to the binding energy by contraction.  
In the electrostatic interpretation of bonding this potential energy lowering is 
regarded as the “obvious” result of the interaction of the nuclei with the increased 
electron density in the bond1-5 and this conjecture leads to the central tenet of this view, 
namely that the electrostatic terms are responsible for covalent bond formation prevailing 
over the repulsive kinetic energy component. The counter-view of Ruedenberg and 
others6,9-44 is that the fundamental interaction for covalent bonding occurring between the 
atoms is the electron sharing delocalization accompanied by kinetic energy lowering, and 
that it is this enhancement of the kinetic energy lowering that causes orbital contractions. 
The contractions also entail essentially intra-atomic kinetic and potential energy changes 
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which, taken together, are in fact weakly antibonding by virtue of the intra-atomic 
Variation Principle. 
While these issues have been discussed in detail in the context of the validity of 
the Virial Theorem, it is relevant and instructive to explore their universality, independent 
of the nature of the inter-particle potential. This subject is therefore addressed here more 
directly than in the preceding sections. 
Consider the contour map of the electron density of H2+ computed with a 
Gaussian potential (α = 0.5, A = 1.5) at its equilibrium geometry (Re = 2.47 a0) and 
optimized orbital exponent (ζopt = 1.136), as shown in Figure S24. It has the well-known 
form, whereby the density is highest around the nuclei, but a substantial density build-up 
in the interatomic region is quite obvious. The density difference due to the contraction of 
the molecule, i.e. the difference between the density computed with the atomic exponent 
of 1.0 at its geometry, i.e. Re = 2.58 a0, and that with optimized exponent and geometry, 
as discussed above, is shown in Figure S25.     
The effect of orbital contraction on the total molecular density (ρ) as well as the 
interference density (ρI) is to increase both these quantities in the internuclear region, as 
implied by the behaviour of QI that has been discussed above. The plots in figures S26 
and S27 of the Supporting Information show that, irrespective of the potential used, at the 
equilibrium geometries there is a substantial increase in the total densities along the 
internuclear axis z due to orbital contraction, as expected. The increase is greatest, 
however, around the nuclei. It is due to the intra-atomic component, since the interference 
density decreases around the nuclei while it increases in-between them, especially in the 
mid region. The density plots corresponding to the four Gaussian potentials are 
qualitatively the same as those obtained in the Coulomb potential calculations. The 
obvious differences are at and around the nuclei, where the singularities in the Coulomb 
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potentials produce exponentially decaying wave functions and densities that satisfy the 
nuclear cusp condition. 
A further demonstration and a quantification of the effect of orbital contraction on 
total and interference densities are provided by the plots of these quantities computed at 
the bond mid-point at a range of internuclear distances, shown in Figure S28 and S29 of 
the Supporting Information.  Depending on the strength of the atomic potential and hence 
the equilibrium distance, orbital contraction is seen to occur at a separation larger by ~ 1 - 
3 a0 than the equilibrium distance, increasing both the total and interference densities. At 
very short distances the behaviour of the total density computed with Coulomb potentials, 
especially in the presence of orbital contraction, is very different from those obtained 
with the Gaussian potentials. This again is due to the qualitative difference between a 
Coulomb and Gaussian potentials in the immediate neighborhood of the nuclei. This 
molecular electron density reorganization which is more or less prominent depending on 
the form of the interaction potential, and on the flexibility or completeness of the basis 
set, has, however, no significant effect on the resulting covalent bond.  
In summary, the electron density changes are basically the same for all potentials, 
regardless of whether the Virial Theorem holds or not. 
 
5. Covalent bonds between atoms with inner shells 
Because of the absence of closed inner shells, bonding in the hydrogen molecule 
and molecule ion is expected to differ in some respects from bonding between other 
atoms. However, useful approximations for properties that essentially depend on valence 
electrons can be obtained by the pseudopotential method. In this approach, the wave 
function depends only on the valence electrons, and the interactions with the core 
electrons are absorbed in an effective potential for the valence electrons.  
 Since the results of Section 4 presumably also remain valid for appropriate 
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potentials that are not of Gaussian form, it is possible that they also apply when valence 
electrons are described by the pseudo-potential method. If that is the case, it would imply 
a wide validity of the bonding synergism discussed in Section 2. 
Some insight regarding this question was gained in previous publications21,22 by 
an analysis of the binding in the molecules B2, C2, N2, O2 and F2 and comparing it with 
that in H2+ and H2. Remarkably, it was found that the basic synergism between intra-
atomic and interatomic energy changes is very similar in all of the molecules H2+, H2, 
B2, C2, N2, O2, F2. This conclusion is based on the observation that the essential 
characteristics of the energy curves of all these molecules are extremely similar21,22 to 
those of N2, which were exhibited above in Figure 1 of Section 2.4. 
A question of particular interest is whether the presence of the full occupied inner 
shells affects the orbital contractions that are part of the binding process, as discussed in 
Section 2.4. In order to clarify this matter, additional separate calculations were made,53 
at the equilibrium distance of each molecule, for the two terms that additively constitute 
the intra-atomic potential energy ∆VA on each atom, viz. the intra-atomic nuclear-
electron attraction energy  and the intra-atomic electron-electron 
repulsion energy , where ΨA is the intra-atomic part53 of the molecular 
wave function with respect atom A.  
Table 4 lists the differences obtained by subtracting from the intra-atomic 
energies in the molecular full valence space MCSCF calculation the corresponding terms 
of the full valence space MCSCF calculation of the free atoms. It is apparent from the  
 
Table 4. Resolution of the intra-atomic energy changes (mEh) due to bond formation in 
full valence space MCSCF calculations at the equilibrium distance of five diatomic 
molecules.a 
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 B2 C2 N2 O2 F2 
 −864 −2059 −2831 −1882 −1035 
  395   930 1301 925 517 
∆VA −469 −1129 −1530 −957 −518 
∆TA  511   1212 1709 1077 551 
∆EA   43      83 179 120 34 
 
a       
 
first two rows in Table 4 that, in all molecules and for both expectation values, the 
respective energy value in the molecule is larger in magnitude than the corresponding 
energy in the free atom, with the electron-electron repulsion increase being about one 
45% to 50% of the increase in magnitude of the electron-nuclear attraction. These 
inequalities prove that the decrease in the intra-atomic potential energy on each atom is 
indeed due to an overall atomic contraction. Hiberty et al.37  have also found orbital 
contractions in bonds between atoms other than hydrogen.  
Recently, Levine and Head-Gordon,52 have examined a number of other 
molecules involving atoms other than hydrogen, using a different kind of energy 
decomposition analysis (EDA).54 In those analyses, orbital polarization was found to 
largely replace orbital contraction in restoring the proper virial ratio. The relation of that 
method of analysis to the approach of the present analysis should be instructive.  
 
6. Conclusions 
Quantum mechanical calculations on analogues of the molecules H2+ and H2, in 
which all inter-particle potentials are chosen to have Gaussian forms, show that atom and 
covalent bond formation occurs also for these model systems, and that its essential 
features are the same as those for the real world molecules where the interactions are 
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Coulombic. Altering the strength and range of the Gaussian potential yields “molecules” 
with a range of bond strengths and lengths, but in all cases the same bonding mechanism 
is operative. Irrespective of the choice of the potential, be it Gaussian or Coulombic, 
application of the variational analysis outlined in Section 2.2 shows that the bonding 
energy lowering always comes about by a synergism involving (i) interatomic 
delocalization, as discussed in Section 2.3, and (ii) intra-atomic contraction near the 
equilibrium distance, as discussed in Section 2.4. Both are driven by an interatomic 
kinetic energy lowering. 
 For all potentials, the intra-atomic contractions, which occur near the equilibrium 
distance, entail an increase in the kinetic part of the binding energy and a decrease in the 
potential part of the binding energy for the reasons analyzed in Section 2.4. These two 
effects are most dramatic for the Coulomb potential at the equilibrium distance, where the 
two effects appear as consequences of the Virial Theorem which entails sign changes in 
the kinetic and potential binding energy components. For the softer Gaussian potentials, 
for which the virial ratios (V/T) are not fixed, the effect is weaker and the kinetic binding 
energy component may or may not change sign.  
  Thus, the Virial Theorem is not required for bond formation and, in the case of 
the Coulombic potentials, it is not the cause of bond formation. The Virial Theorem is 
relevant and useful for assessing and establishing certain sensitive quantitative features of 
accurate wave functions, notably near the nuclei and with regard to obtaining the correct 
ratio between the kinetic energy and the potential energy. On the other hand, approximate 
bond energies are much easier to predict than their potential and kinetic components. For 
that reason, many bonding models that ignore the Virial Theorem have been efficacious 
for qualitative understanding and predictions.  
A simple visualization of the two parts of the synergism that generates bonding is 
as follows. 
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(i) The synergism is triggered by the attenuation of the bonding orbital gradients 
in the spatial bond region of the molecule when bonding electron waves expand from one 
atom to several atoms. This attenuation creates a lowering of the kinetic energy, which is 
proportional to integrals over the squares of these gradients. By contrast, the electrostatic 
attraction of the orbital densities to two bonded nuclei differs much less from the 
attraction to two unbonded nuclei. Hence, the total energy is lowered.  
(ii) When the internuclear distance is about twice the equilibrium distance or less, 
the weakening of the kinetic energy contributions in the bond region lowers the resistance 
of the electron waves against localization sufficiently to permit some charge flow into the 
regions nearer to the nuclei without increasing the total molecular kinetic energy too 
much. Therefore, the closer attachment of the electron wave to the nuclei lowers the 
nuclear attraction energy and, thereby, the total energy. In the case of the Coulomb 
potentials, the charge flow can be rationalized by the requirement to have the same virial 
ratio (–V/T) = 2 at the equilibrium distance as for the separated atoms. But the same 
phenomenon occurs also for the Gaussian potentials for the reasons explained in Section 
2.4.  
This charge flow occurs only when the nuclei are sufficiently close so that the 
maximum of the sum of the nuclear potentials at the bond midpoint is lower than the 
ground state energy of the free atoms. This is the case near the equilibrium geometry. The 
charge flow does not occur at larger distances, where this maximum is markedly higher 
than the free atom energy so that interatomic electron delocalization requires tunnelling.  
Binding occurs in wave mechanics but not in classical mechanics because of the 
difference between Newton’s classical equation of motion and Schrödinger’s quantum 
mechanical equation of motion. Since this difference is tied to the difference in the form 
and function of the kinetic energy term in the Hamiltonian (and not to the potential term), 
it is not surprising that the kinetic energy plays the key role in bond formation. The 
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proposition that covalent bonding is an electrostatic phenomenon in consequence of the 
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