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Abstract
The pre-ictal epileptiform discharges can hardly be distinguished from the scalp Elec-
troencephalogram (EEG). However, detecting them from the intracranial EEG is much
easier. On the other hand, the drawback of using intracranial EEG is the invasive insertion
of electrodes into the brain’s tissue. Furthermore, for recording these signals patients have
to be in hospital under anaesthesia. Conversely, scalp EEG can be recorded easily from
normal people as well as patient awaiting surgery under much simpler circumstances. In
this work the focus is on extraction of pre-ictal epileptiform discharges from scalp EEG
by developing a suitable blind source separation (BSS) algorithm.
The first proposed method is based on creating a template from intracranial data, which
is then used in the form of a constraint in a BSS algorithm. To generate a suitable tem-
plate, the segments during which the brain discharges are labelled are used to generate the
necessary templates. Approximate entropy (ApEn) is used for detecting these segments
using chaoticity measurement. Constrained BSS using independent component analysis
(ICA) is then applied to the scalp data to extract the desired source and to evaluate its
effect on scalp electrodes. The effectiveness of such a constrained approach has been
demonstrated by comparing its outcome with that of the unconstrained method. Such a
BSS model can be later directly used to separate the desired components from the scalp
EEG only.
Exploiting sparsity is known to be very beneficial in BSS. Even if data is not sparse in
its current domain, it can be modelled as sparse linear combinations of atoms of a chosen
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dictionary. This brings up the idea of having a dictionary of the waveforms for almost
all possible epileptic discharges. This is a generalisation of the previous method by in-
creasing the number of template from one template to a number of them. The suitable
combination of atoms which would best approximate the source of interest are deter-
mined. This forms the basis of the second part of the work. The results of applying this
method have been compared with that of the conventional BSS.
In the final part of the work, the dictionary is partly pre-specified based on chirplet
modelling of various kinds of real epileptic discharges, and partly learned using a dictio-
nary learning algorithm. The learned part is added to account for other sources which are
are present in the EEG as well as the desired epileptic discharges. The dictionary which
includes a fixed and a variable (i.e. learned) part, is incorporated into a source separation
framework to extract the closest source to the source of interest from the mixtures. Exper-
iments on synthetic mixtures of real data consisting of epileptic discharges, and on real
scalp recordings are used to evaluate the proposed methods, and the results are compared
with those of traditional BSS algorithms. In addition, the importance and significance
of the method has been tested for a number of cases to validate it for clinical purposes.
The detection rate of the proposed method is compared to the clinician’s scorings from
scalp EEG, which shows a significant improvement. Applying the proposed method helps
reduce the number of invasive brain insertions for recording purposes prior to surgery.
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1 Introduction
Onset of tiny pre-ictal discharges originating from the brain hippocampus can be the start
of developing seizure in human. Early detection and characterisation of such waveforms
non-invasively is indeed useful in clinical assessment and treatment of the disease. Nu-
merous long-lasting neurological disorders are characterised by seizure incidences. Fre-
quent occurrences of seizures have negative effects on the lives of patients such as de-
creasing awareness, impairing physical abilities or causing abnormal behaviour. In later
stages of seizure, the patients need to regularly use anticonvulsants and even go under
surgical operation in order to remove the affected parts of their brain [3]. Information
regarding the place where the ictal discharges originate is necessary before surgery.
Prediction of epileptic seizures has become one of the important fields of bio signal
processing research in recent years. It has been shown that there are some epileptic dis-
charges (spikes) in the Electroencephalogram (EEG) long before the seizure onset, called
pre-ictal discharges, which can be used in its prediction [4]. These spikes look much
more pronounced in the intracranial EEG, for which the brain signals are acquired from
deep electrodes implanted inside the brain, than in scalp EEG, where the brain signals are
obtained from electrodes placed on the scalp.
The scalp EEG can be considered as a mixture of intracranial EEGs considering the
nonlinearity of head as the medium in which the intracranial signal is going through before
reaching the surface of the head [5]. Therefore, most of the prediction methods depend on
the analysis of intracranial EEG signals. In this research, ability to perform the prediction
1
1 Introduction
by analysis of scalp EEG signals, in order to avoid invasive insertion of deep electrodes is
desired. In one case the King’s College Hospital physicians [6] need to be able to detect
the medial temporal discharges generated within hippocampus of the brain to find out if
they are epileptic or not and to predict the onset of seizure.
Furthermore, scalp EEG signals comprise of eye movement activities, and effect of
other physiological signals as well. They also contain background activities, which con-
sist of influence of nearby electric devices, and changes in conductivity of electrodes due
to movements of subjects. In addition, a source can take several routes to different parts of
the brain. As a result of changes caused by these pathways, and interferences triggered by
other sources, the morphology of the source is affected. Low amplitudes of the epileptic
discharges, synaptic currents, transient artefacts and event-related responses, presence of
a large number of unknown sources including deep brain discharges in seizure or sleep,
which might be more than the number of sensors, and non-homogeneity of the head are
some other factors which make the process of separation of intracranial EEG from scalp
EEG more difficult.
Separating source signals from their mixtures with limited or no knowledge about the
sources or the nature of the mixing process, is referred to as blind source separation (BSS).
However, in many applications, and in the particular case of this application, applying
BSS on its own is not sufficient. In order to improve the performance of the BSS algo-
rithm, using a priori information regarding the nature of sources incorporated as a con-
straint into the BSS formula assists the retrieval of original sources. This leads to the
so-called constrained BSS technique.
Another constraint to be considered is the sparsity of the sources, which is known to
be very beneficial in BSS. The idea of using a template as a constraint in the separation
process to find the most similar source can be expanded to use a number of templates.
This brings up the idea of having a dictionary of almost all possible epileptic discharges.
The suitable combination of atoms which would best approximate the source of interest
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would be determined. Even if data is not sparse in its current domain, it can be modelled
as sparse linear combinations of atoms of a chosen dictionary. The choice of dictionary
that sparsifies the data is very important.
A different model of dictionary is partly pre-specified based on chirplet modelling of
various kinds of real epileptic discharges, and partly learned using a dictionary learning
algorithm. The dictionary which includes a fixed and a variable (i.e. learned) part, is
incorporated into a source separation framework to extract the closest source to the source
of interest from the mixtures. Partial dictionary learning benefits from the fact that the
learned part of the dictionary is trained on scalp signals. Therefore, it includes models
of other sources that might be the result of separation as well as the desired epileptic
discharge and makes the separation process more accurate.
1.1 Physiological Aspects
1.1.1 Human Brain and EEG
The central nervous system (CNS) is mainly comprised of two components; brain and
spinal cord. The main function of spinal cord is transmission of neural signals between
the body and brain. Spinal cord also controls reflexes in the body through complex set of
neural circuits. Electrochemical activity between neurons links them together to send or
receive information.
Human Brain is the main component of CNS. It consists of three main parts: Cerebrum,
which is the largest part, cerebellum, and brain stem. Four lobes form the cerebral hemi-
sphere which are all named based on the skull bones associated with each lobe. The four
lobes forming the cerebral cortex are named as frontal, parietal, temporal, and occipital
as shown in Fig. 1.1 [7].
There exists various brain function monitoring techniques such as EEG, Magnetoen-
cephalography (MEG), Computerised Tomography (CT) scan, Positron Emission Tomog-
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Figure 1.1: Brain lobes [1].
raphy (PET), Single Photon Emission Computed Tomography (SPECT), Magnetic Reso-
nance Imaging (MRI), and functional Magnetic Resonance Imaging (fMRI).
The typical level of detail of the measurable electrical phenomena in the brain is about
a millisecond. Temporal resolution of EEG is around the same. Hence, EEG is very desir-
able for the functional study of the brain because of this high temporal resolution. On the
contrary, fMRI, PET, and SPECT have a fairly poor temporal resolution (around a second
for fMRI and a minute for SPECT). These methods, however, provide a very good spatial
resolution. In contrast, the spatial resolution of EEG is relatively poor. Only a few hun-
dred instantaneous data positions can be obtained simultaneously using EEG (up to 256
electrodes). Nevertheless, localisation of activity from EEG is possible through suitable
models and methods. Furthermore, EEG measures a direct consequence of the electri-
cal activity of the brain, contrary to fMRI, which merely measures an haemodynamic
response linked to the metabolic demand.
Therefore, EEG is the most widely used, useful, and informative approach. It is an
established technique in diagnosing brain malfunctions or diseases including epilepsy
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and seizure prediction. By connecting electrical rods to the scalp, brain activity can be
recorded through EEG signals. A complete EEG recording system contains electrodes,
amplifier circuitry, and a computer to record the data and display them on a screen. In
clinical applications, 10-20 system is the most widely used electrode positioning system
in which electrodes are designated with a letter and a number corresponding to the lobe
and hemisphere. For instance, letter C is used to indicate central area between frontal and
parietal lobes, T for temporal lobe, P for parietal lobe, F for frontal lobe, O for occipital
lobe, and FP for pre frontal area. Letter Z (zero) denotes an electrode placed on the
midline and letter A identifies the earlobes.Odd numbers correspond to left hemisphere
and even numbers represent right hemisphere as illustrated in Fig. 1.2 [8].
Figure 1.2: 10-20 System with 21 electrodes.
EEG waveforms have five major frequency bands. Each band is correlated with a dif-
ferent brain function status. These bands are: gamma (30-100+Hz), beta (12-30Hz), alpha
(8-12Hz), theta (4-7Hz) and delta (0-4Hz). These waveform are illustrated in Fig. 1.3.
Gamma includes significantly high frequencies and is associated with fast activity bind-
ing. Beta waves also have high oscillations per second and are present in stressful situa-
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tions and attentive focus. Alpha waves are associated with relaxed fluidity and disappear
in the deepest stage of sleep. Theta waves are present in the early stages of sleep and
are associated with trance and hypnogogia. Delta waves are present in sleep and deep
sleep [9].
Figure 1.3: Comparison of EEG bands [2].
1.1.2 Epilepsy and Seizure
Epilepsy is the second most common neurological disorder after stroke. It is characterised
by a tendency for recurrent seizures, like some other similar disorders such as hyperten-
sion and tumour. Almost 60 million people are diagnosed with epilepsy worldwide [10].
These seizures happen when a large group of neurons in the cerebral cortex begins to dis-
charge in an organised way, which leads to a temporary synchronised electrical activity
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that impairs the natural brain function. The physiological symptoms in the form of spikes
originated from deep brain sources, however, start from long before the seizure onset.
Seizures can originate in the medial temporal region or lateral neocortical region, in
temporal lobe epilepsy (TLE) [11]. In medial temporal lobe epilepsy (MTLE), most of
the seizures are originated in limbic areas of the medial temporal lobe, predominantly in
the hippocampus and amygdala. Nevertheless, since the scalp EEG has limitations, for
example, having muscle and movement artefacts, the recordings could be ambiguous.
There are many ways of treating epilepsy, and the most important one is pharmacolog-
ical. A steady-state blood concentration has the best effect on controlling seizure, which
is obtained by taking anticonvulsant drugs on a daily basis. For cautiously selected cases
that are noncompliant to medical therapy, surgical intrusion can be a substitute. Nev-
ertheless, for 25% of epileptic patients, seizures can not be controlled by any available
treatment. Moreover, both pharmacological and surgical treatments have side effects. The
surgical operation method is also limited to occasions where the exact epileptogenic zone
is known. While most seizures are not life threatening, they are unpredictable sources of
irritation and humiliation. They may cause a short unconsciousness, and affect sensory
and motor expressions. Seizures have the potential to be hazardous due to lack of ability
to predict them. Seizures have different types which will be discussed briefly. Different
epileptic seizures can be clinically classified as [7]:
1. Seizure generated as a result of electric discharge arising from one or more localised
areas of the brain, are called partial or focal seizures. These seizures, however,
could be generalised later and spread all over the brain. They may or may not
damage the patients awareness base on their type. These are divided in to:
a) simple partial
b) complex partial:
i. simple partial followed by variation of awareness
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ii. simple partial developing to generalised seizure
2. Seizures generated due to the electrical discharge which engages the whole brain
and may cause loss of awareness and/or muscle contractions or rigidity, are called
generalised seizures, which can either be convulsive or nonconvulsive. These seizures
are further divided into:
a) absence (typical and atypical)
b) clonic, tonic, or tonic-clonic (grand mal)
c) myoclonic
d) atonic (astatic).
3. Epileptic seizures with unknown waveform patterns
4. Seizures precipitated by external triggering events
1.1.3 Pre-ictal and Inter-ictal Discharges
Pre-ictal and Inter-ictal discharges are reliable indicators of epilepsy clinically and ex-
perimentally. They are visible in EEG as short duration (50-200ms) transients of high
amplitude, which are often followed by slow waves [12]. One of the features of these dis-
charges is that they are very brief. Although they are good indicators of epilepsy, similar
activity may be observed under some other physiological conditions. No evident be-
havioural pattern is associated with such discharges, however it has been shown that they
may trigger visible deficiencies of awareness, both transient [13] and longer-term [14].
The role of these discharges in epilepsy and seizure generation is that they provide
markers for the existence of epileptogenic cortex, and are regularly used to localise epilep-
tic foci. In some cases, the locations of these discharges correspond to the epileptogenic
zone. Therefore, they have a very valuable role in preventing seizure initiation. Seizures
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are certainly much more complex than pre- or inter-ictal discharges. The variety of mech-
anisms present in seizure, suggests that aiming at seizure origination may be more suc-
cessful than trying to stop seizures once they are on-going. Another important factor is the
possibility of recording pre- or inter-ictal discharges when patients appear asymptomatic,
not only during behavioral seizures [12].
Hence, the presence of pre- or inter-ictal anomalies in the EEG of patients with epilepsy
is a major step towards confirming the diagnosis of epilepsy [15]. As indicated by Alarcon
et al. [16], only a few epileptiform discharges can be detected via visual inspection of
scalp EEG. Synchronised recordings of intracranial and scalp EEG show that specially
epileptic discharges coming from medial temporal structures are not highly detectable
from scalp EEG or at least do not show their epileptic nature clearly [17]. One of the
problems facing this research is that the signals generated by deep brain sources may not
be detectable on the scalp EEG recordings.
Several authors [6,16,18–25]. have suggested that this problem is often due to attenua-
tion of volume conduction and distance. Electrical fields which are away from the source
are relatively highly attenuated. Furthermore, it has been shown that the scalp EEGs stem
mainly from the activities of superficial cortex [20].
In order to avoid invasive electrode placement in the brain by burring holes in the
skull, which makes the instantaneous scalp and intracranial recordings misleading of the
present EEG, and disrupts the conducting properties of the brain, foramen ovale (FO)
electrodes were introduced. They are inserted through anatomical holes. Using these
types of electrodes, simultaneous recordings of scalp and medial temporal signals are
made possible.
However, even FO recordings require the insertion of electrodes into the tissue of pa-
tient’s brain. Sometime these electrodes have to stay there longer in order to obtain longer
recordings to capture the intermittent and non-frequent brain events. Certainly, this is not
always achievable. Furthermore, intracranial recordings have been mainly taken from
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patients for pre-surgical assessment.
Consequently, developing a method which can identify epileptiform discharges from
scalp electrodes is highly desirable. Thus, there will be less need for brain surgical in-
tervention for diagnostic purposes. Moreover, the recordings can be taken easily from
normal people as well as patients awaiting surgery. In this thesis the work is based on
focal seizures arising from the medial temporal lobe.
A ten second segment of simultaneous scalp and intracranial EEG recordings of an
epileptic patient, which containes epileptic discharges prior to seizure, is shown in Fig.
1.4. In this figure, channels 20, and 21 are earlobes and are not used in the analysis.
Figure 1.4: Simultaneous scalp and intracranial EEG recordings of an epileptic patient.
The first 18 channels are scalp and the last 12 channels are intracranial EEG.
1.1.4 Dataset
In this section, the EEG dataset which is used throughout the work is explained. Seizure
prediction is very important in clinical diagnosis, patient assessment, and treatment of
epilepsy. Long before the onset of seizure, there are tiny medial temporal discharges, also
known as epileptic spikes, in the EEG. These discharges happen long before the onset of
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seizure and look much more pronounced in the intracranial EEG than in the scalp EEG.
The scalp EEG can be considered as a mixture of cortical signals and intracranial EEGs
considering the nonlinearity of head as the medium in which the signal highly attenuates
before reaching the surface of the head [5]. Cortical signals are often much stronger than
the intracranial spikes but have different morphologies.
Patients
The real dataset consists of twenty minute recordings of thirty-seven patients with tempo-
ral lobe epilepsy studied with synchronised scalp EEG recordings and intracranial multi-
contact foramen ovale (FO) electrode bundles, in the Department of Clinical Neurophysi-
ology at the Kings College Hospital, London, UK, in order to plan for surgical operation.
The scalp and intracranial data have been recorded simultaneously with the sampling rate
of 200 Hz [6]. In total, 22 of those patients were considered for algorithm development
and evaluation; the rest were rejected due to insufficient or no number of epileptic dis-
charges in the intracranial EEG, bad recording quality, lots of artefacts, or presence of
seizure signals only.
Electrode Placement
According to the Maudsley electrode placement system, standard chlorided silver cup
electrodes were applied. The benefit of this system in comparison with the standard 10-20
system mentioned in section 1.1.1, is that it covers the lower part of the cerebral convexity
more extensively and adapts itself to cranial asymmetries. This increases the sensitivity
of recording from basal subtemporal structures. Furthermore, under general anaesthesia
and fluoroscopic control, a flexible bundle of six electrodes was inserted through each FO.
Each individual electrode contained a 0.1 mm fully insulated stainless steel wire.
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Simulation Set-up
Simulated data consists of linear mixing of a piece of intracranial signal, which contains
epileptic discharges, with a random signal, and adding Gaussian noise to the mixtures.
This makes the overall mixing system underdetermined i.e. the number of sources is
more than the number of mixtures.
Recording System and EEG Data Acquisition
Cable telemetry of 32 recording channels was used for data acquisition. Data were ac-
quired with a Telefactor Beekeeper system. The data has been sampled at 200 Hz and
band-pass filtered with a high-pass cutoff frequency at 0.3 Hz and low-pass cut-off fre-
quency at 70 Hz. The input range of the system was 2 mV and data has been digitised
with a 12-bit analog-to-digital converter. All data were recorded with respect to a com-
mon reference Pz. A 20 minute period of simultaneous scalp and FO inter-ictal recordings
were transcribed onto a digital file for each patient.
Epileptic Discharge Scoring
The patient data provided by clinicians, consists of the temporal location of each intracra-
nial spike denoted by the time instant of the middle of each of the supposed epileptic
discharges together with a probability value (referring to the level of confidence of clin-
icians about the spike being an epileptic discharge), and also whether it is visible from
deep electrode recordings only or from both scalp and deep electrodes. Some epileptic
discharges with different probabilities are illustrated in Fig. 1.5.
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Figure 1.5: Epileptic discharges with different probabilities; (a) P=0.5, (b) P=0.6, (c)
P=0.7, and (d) P=0.8.
1.2 Aims and Objectives
The main aim of this work is to develop a model to identify and distinguish the epileptifom
discharges by having only EEG signals recorded from electrodes placed on the scalp.
Particularly for this application, BSS is useful as the nature of the mixtures of signals are
unknown. Considering the properties of the human head, these signals that have been
passing through the brain tissue and skull have changed magnificently. However, because
of the complexity of the problem, it should be divided into a number of smaller steps.
At first, as a result of the availability of simultaneously recorded intracranial and scalp
EEG signals, it is desirable to use this to our advantage by extracting spike features from
intracranial signals and use them as reference signals in order to extract signals similar to
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those from scalp recordings.
The possibility of analysing the intracranial recordings and epileptic discharge detec-
tion from intracranial signals has to be investigated. By this exploration, there will be a
model in hand to be used in the blind separation algorithms applied on the mixture signals
obtained from scalp recordings.
Another objective is to be able to distinguish between the discharges by having knowl-
edge about brain properties, statistical and geometrical attributes of the discharges, and by
applying sparsity and spatial constraints without the use of intracranial recordings which
eliminates the need for invasion of the brain.
1.3 Thesis Layout
In the next chapter of the thesis, Chapter 2, an extensive literature review on seizure
predictability, and epileptic spike detection has been carried out to discuss the previous
works in these areas.
Background knowledge of BSS, constrained BSS, and different dictionary learning
methods for different applications have been explained in Chapter 3. The proposed al-
gorithms been explained in the subsequent chapters.
In Chapter 4, detection of intracranial brain discharges, and the proposed method re-
garding detection of spikes from intracranial EEG has been discussed. This has been
divided into understanding the underlying pattern, and detection of actual spikes from
these patterns.
In Chapter 5, constrained BSS using ICA (cICA) has been explained and applied to
separate the brain sources, in this case discharges, from scalp EEGs. The application of
this method to simulated data and different sets of real data has been shown as well.
In Chapter 6, the pre-ictal period of intracranial and scalp EEG recordings of epileptic
patients is studied. A dictionary of many different epileptic spikes taken from intracranial
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data and modelled using chirplet transform, is generated. The dictionary is kept fixed
and is used in the separation process as a constraint to extract the closest source from the
mixtures. The results of the algorithm for synthetic and real data are shown.
In Chapter 7, a method for source separation where the dictionary is partly fixed and
partly learned is proposed. The fixed part is composed of chirplet reconstructed epileptic
discharges, and the learned part is adapted from the source signal itself. The main mo-
tivation behind this idea is that the epileptic discharges often have some basic structures
which can be well defined with templates as in the fixed dictionary, and at the same time,
partially learning the dictionary will allow the variations in the epileptic discharges to
be captured by the atoms adapted from training data. Such a mixed dictionary has the
potential to offer better performance for source separation as demonstrated in our work
where a joint dictionary learning and source separation framework is employed for the
extraction of the source of interest. Results are provided to demonstrate the effectiveness
of the proposed method based on both synthetic mixtures of real EEG data, and real scalp
EEG data as compared with a popular and traditional BSS method FastICA.
Finally, in Chapter 8, a summary of the whole work has been given and some possible
future steps have been suggested.
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2 Detection, Recognition, and
Prediction of Epileptic Seizures; A
Literature Review
As mentioned earlier, the main aim of this thesis is to enable detection of intracranial
epileptic spikes from over the scalp which leads to early seizure prediction. In this chapter
a comprehensive review of current techniques in prediction of seizure, and epileptic spike
detection is presented.
2.1 Seizure Predictability
EEG has been the most frequently used tool for clinical assessment of brain activity since
its discovery by Hans Berger in 1923 [26]. Most of the conventional studies of epilepsy,
which are based on the EEG, are concentrated on the detection and classification of epilep-
tic seizures. Visual scanning of the EEG by clinician experts is still the best method be-
tween them. Nonetheless, the analysis of the EEG for prediction of epileptic seizure has
been highly desired following the introduction of new signal processing approaches based
on the mathematical theory of nonlinear dynamics.
Human brain is a dynamic system, and since the epileptic neuronal networks are princi-
pally complex and nonlinear, their interactions are expected to be nonlinear. Furthermore,
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it has been shown that the conventional approaches of EEG analysis have not succeeded
to distinguish any particular changes prior to seizure. Therefore, nonlinear time series
analysis has been the most effective method in quantifying and estimating such dynamics
and validating the corresponding behaviour [27].
However, among all different seizure types mentioned in section 1.1.2, only absent
and focal seizure types show brain synchronisation before occurrence of seizure and are
therefore predictable.
As seizure prediction improves the assessment of epilepsy and other neurological dis-
orders containing seizures, it is highly desirable. Because of the different nature of the
seizure detection methods, these techniques are divided into a number of groups. Predic-
tion is usually based on fast detection, classification, probability estimation and studying
pre-ictal features [27]. The seizure prediction studies are also different based on their
method of validation of results and the amount of data analysed.
Seizure prediction techniques in the literature suffers from common weaknesses. Base-
line data without seizures has not been tested extensively and the performance of methods
has not been validated and quantified strictly. In addition, multichannel and multifeature
data has not been investigated thoroughly [27].
Predictability of seizure was first investigated in the 1970s by Vigilone et al. [28]. Scalp
electrode recordings have been used in their experiments. Pattern recognition techniques
have been applied to scalp data in order to obtain the pre-ictal features of EEG in the
frequency domain. This research was terminated due to the high number of false positives.
Alteration in spike activity prior to seizure has been reported for the first time in early
1980s [29, 30]. Gradual variation of spatial pattern of spikes and significant increase in
the number of spikes before seizure have been shown by Lange et al. [29]. However, due
to visual scanning of spikes in these methods, performing experiments on long term EEG
recording has been difficult because of the time consuming nature of the task of visual
spike scanning by the EEG experts. Further investigation of pre-ictal spike detection
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methods are described in section 2.2.
Seizure predication has been reported by Petrosian et al. based on analysis of one
channel of intracranial EEG recording from one patient [31–33]. In this research no
analysis of baseline data, the data far from seizure, has been undertaken. One problem
of concluding based on such limited data is that, changes prior to seizure, discovered in
this study, may not be only specific to pre-seizure period; they may happen at other times
too, unrelated to epileptic activities. Prediction algorithms have to be validated based on
predicting from long continuous data which represents all states of the patient. This has
been an important part of more recent research.
Inspired by advances in signal processing methods, more seizure prediction approaches
have been developed after the 1980s. These include methods based on frequency analysis
[34], wavelet decompositions [35, 36], and nonlinear dynamic analysis of EEG signals
[37–40].
Quantitative metrics evaluating the nonlinear dynamics of the recorded data time se-
ries, and using it to estimate the chaotic behaviour of the epileptic brain are the basis
of what nonlinear dynamic analysis procedures depend on. They are mainly based on
reconstruction of the dynamic system, and further applying the nonlinear quantification
techniques to describe the system. Lyapunov exponent, the correlation dimension, and
Kolmogorov entropy are examples of these quantification metrics. The use of nonlinear
dynamical techniques for prediction of seizure was first reported by Iasemidis et al. in the
late 1980s, in which they reported their discovery that EEG signals during ictal period can
be better modelled as an output of a nonlinear system [41–45]. This research group partic-
ularly has used techniques relying on principal Lyapunov exponent for seizure prediction.
They have been able to show indications of seizure by analysis of dynamical properties of
multichannel EEG signals in all stages (pre-ictal, ictal and postictal). A variety of datasets
have been used; ranging from one to multiple channels and segment lengths starting from
minutes to hours. Seizure has been predicted from 1-60 minutes before onset, in some of
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these datasets.
Application of correlation dimension for seizure prediction, as a means for calculating
the changes in complexity of neuronal behaviour, has been undertaken by Lehnertz et al.
since mid 1990s [46]. They have studied a greater number of patients, larger datasets
and different types of epilepsy based on these methods. Distinct patterns of pre-seizure
activity from 4.25-25 minutes before the onset of seizure have been reported [47–50].
Furthermore, the concept of synchronisation of pre-seizure activities starting from hours
before seizure onset has been introduced [51]. This phenomenon suggests that epileptic
discharges synchronise before the seizure onset.
Dynamical similarity is another nonlinear method which has been used for seizure pre-
diction [52–54]. This technique has been proposed by Quyen et al. [54]. In this method,
the similarities in dynamics between different parts of the time series are quantified, in
order to analyse the long term non-stationary EEG signals. Similar to other nonlinear
analysis methods, it has been discovered that before the seizure onset the similarity de-
creases gradually, and with the arrival of seizure the lowest value of similarity occurs.
However, there is a possibility that the physiological phenomena are similar to those dis-
cussed by the previous two research groups, i.e, Iasemidis et al. [41–45] and Lehnertz et
al. [46], because of the similarity in the estimated seizure prediction times.
Some of the main methods of seizure prediction are based on analysis of pre-ictal part
of the EEG recordings, specially the occurrences of epileptic spikes. In the next section,
the history of epileptic spike detection is explored.
2.2 Epileptic Spike Detection
As mentioned in the previous section, the occurrence of epileptiform discharges or spikes
before the seizure onset is one of the main indications of epilepsy. In addition, this may
also happen in other neurological disorders. Therefore, spike detection is very useful for
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diagnosing such disorders. In Fig. 2.1, a number of epileptic discharges with different
morphologies prior to seizure, indicated by red rectangles, are illustrated.
Figure 2.1: A number of epileptic discharges prior to seizure.
Generally, spike detection can be achieved by EEG experts scanning through the pre-
ictal EEG signals visually. However, visual scanning of the vast amount of EEG data has
shown to be very problematic, time consuming, and demanding. Firstly, normal brain
activity, noise, and instrumental artefacts can be mistaken as spikes. In addition, there
always has been disagreement between different EEG experts regarding the same event as
to classify it as spike or not because of the subjective nature of the task [55]. Therefore,
an automated system for the detection of spikes is desired to replace experts.
Automatic spike detection has been investigated by many researchers in the past. This
has been done either from scalp or intracranial recordings. Nevertheless, detection of
spikes automatically has proved to be a difficult task. There are a number of reasons for
that; expert definition of spike is very basic, sometimes even two different EEG experts
would not agree on the same event to be spike, the number of probable spikes is often
much larger than the number of real ones, and the shapes of spikes and background EEG
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change from patient to patient. Furthermore, obtaining well defined training sets neces-
sary for the development of the algorithms is very computationally expensive and time
consuming [56].
In spike detection algorithms, different approaches have been undertaken to address the
problem. The algorithms can be divided into the following main groups; general classi-
fication algorithms such as mimetic which try to resemble human experts [57, 58], linear
prediction methods, in which with the aid of signal processing techniques, the spikes
can be identified from the background activities [59], and template matching techniques
which look for events to match the spikes that have been selected previously [60], and
ruled base methods, which are based on rejecting non-spikes such as eye blink, muscle
movement, and artefacts being mistaken as spikes [61]. Each of these methods has its
own unique advantages but none of them can satisfy the requirements of automatic spike
detection on its own. Therefore, these methods are usually combined together in order to
enhance their ability to detect spikes.
Most mimetic algorithms initially decompose the waveform. In this way, the digitised
EEG waveform is better understood at a theoretical level. Gotman et al. [57] analysed
the EEG from 5 seconds before the spike and with the help of a moving average, cal-
culated the average of the amplitudes of half-waves. They assumed this average as the
background activity. As the EEG background activity is expected to change when the
spikes occur, and a half-wave is the segment between two amplitude extrema after noise
removal, two half-waves which have opposite directions create a spike. They used cer-
tain characteristics to describe a spike such as the relative height, sharpness at extrema
point, and total duration. Some rules were used in order to reject possible spikes such as
eyeblink, muscle movement, and the artefacts of alpha onset. However the assignment
of rule parameters were unknown. Furthermore, the sensitivity of the algorithm was also
unknown due to the fact that not all of the spikes had been manually marked by experts.
Guedes et al. [62] utilised a similar technique to differentiate spikes from nonspikes
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based on similar features and threshold analysis as done by Gotman et al. [57]. In their
method, the spikes were hand-marked by eight EEG experts. Spikes found by their
method did not match very well with those labelled by EEG experts, which leaves doubts
on the accuracy of the method. Then, the data was separated to accommodate the spikes
with agreement of 7-8 EEG experts in one group and the ones with no EEG experts agree-
ment in another group, to be used as training and testing datasets. However, their results
did not show the precision of the system.
Gotman et al. introduced the concept of states in order to improve the accuracy of their
original rule-base algorithm [57]. Measuring the power in delta, theta, alpha bands, and
the electromyogram (EMG), and counting the number of eyeblinks were used to classify
the states. These states consisted of active wakefulness, quiet wakefulness, desynchro-
nised EEG, phasic EEG, and slow EEG [63]. In a later study [64], they validated their
state dependant algorithm. An attempt was made to reduce the amount of recordings and
include all five states. The same conditions were used in the earlier study for data train-
ing [63]. Experts did not scan for spikes to hand mark them in the record. The false
positive rate of the test and the training data was reduced for the new method, which was
state dependent. Also, the true-positive rate was increased for the test and the training
sets.
Another group [65] decided to use frequency and power estimated centred at each sam-
ple, or in other words the instantaneous frequency and power, instead of visual charac-
teristics. By investigating the hand marked spikes by experts, they concluded that the
instantaneous frequency had low variance compared to the background and the power
envelope was large. The spike acceptance was defined by applying some thresholds.
Sankar and Natour [60] collected some example spikes as templates in order to match
with outputs of an autoregressive model, which separated transients in each 5s window
of EEG, to decide whether it is a spike. Creating a filter that resembles the power spectra
of the window was desired. The algorithm performed poorly with the number of false
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positives more than five times the number of true positives.
Senhadji et al. [66] applied discrete wavelet transform on 10s segments of data. This
was done first to separate transients from the background activity and then to isolate arte-
facts from spikes. Applying a wavelet transform is equivalent to applying bandpass filters
with different bandwidths and centres to the signal. They claimed that their method was
useful for detecting spikes, however their results were mainly based on processing of only
one real EEG signal.
Ozdamar et al. [67] decided to use raw data as an input to the neural network (NN)
instead of creating features for the data. NNs are popular nonlinear classfiers with variable
number of inputs and hidden layers [68]. Their results were reinvestigated by Ko and
Chung [69], who claimed that it had been incorrect and revealed poor data preparation. Ko
and Chung resolved this error but their results did not show any significant improvement
over those of Ozdamar et al.’s method [67].
In the work proposed in [6], averaging has been applied to scalp and intracranial signals
recorded instantaneously. These recordings have been synchronised with the discharges
recorded using foramen ovale (FO) electrodes from the hippocampus. Signal to noise
ratio (SNR) was improved due to this averaging. In order to assess the patients before
temporal lobe resection at the centre, they had gone under FO telemetry. Topography,
distribution, and amplitude of averaged scalp signals of these patients have been studied
and analysed. The results showed that in many cases the spikes which previously were
not visible from scalp recordings were made visible.
2.3 Conclusions
EEG signals of epileptic patients reveal important information regarding epileptiform ac-
tivities before and during seizure. Prior to seizure onset, the EEG pattern is changed.
These changes are measurable, and can be exploited for seizure prediction. Seizure pre-
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diction techniques have been grouped into techniques based on fast detection, classifica-
tion, probability estimation, and studying pre-ictal features. These approaches are differ-
ent based on the theoretical approach used, validation of the results, and the amount of
data analysed. Some common weaknesses are due to not testing the baseline data without
seizure thoroughly, not validating and quantifying the algorithm performance strictly, and
not investigating the multichannel multifeature data extensively. Some of the methods
applied for seizure detection are based on pattern recognition, studying alteration in spike
activity prior to seizure, frequency analysis, wavelet decomposition, non-linear dynamic
analysis of EEG signals, and dynamical similarity.
Considering the role it plays in seizure prediction, spike detection is of very high impor-
tance. Algorithms designed for automatic spikes detection with maximum performance
can be divided into a number of groups. Mimetic algorithms trying to resemble human ex-
perts, methods based on finding visual features to describe spikes such as relative height,
sharpness at extrema point, and total duration, techniques based on frequency/power es-
timation at each sample instead of visual characteristics, rule based methods to reject
non-spikes being mistaken as spikes such as eye blink, muscle movement, and artefacts,
are some of these methods. There are other methods based on linear prediction and tem-
plate matching. Archiving example spikes as templates in order to match with the outputs
of an autoregressive model [60], discrete wavelet transform [66], using raw data as an
input of an NN [67], and averaging EEG signals [6] are some of them. These methods
may be combined to acquire the best performance.
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Dictionary Learning Background
One of the most effective approaches in analysis of EEG signals is to decompose them
into their constituent components as accurately as possible. Such approaches perform
much better if some a priori knowledge about the source components, their geometric
locations, or the mixing process is available and can be applied.
In this chapter, therefore, a background theory of blind source separation (BSS), spar-
sity, and dictionary learning has been described. Furthermore, a various number of con-
straint BSS techniques, and dictionary learning methods have been described compre-
hensively; particularly the methods that influence the work of the following contribution
chapters.
3.1 Blind Source Separation Overview
As stated earlier, the problem of separating original sources from a set of observations or
mixtures with no or very little knowledge is called BSS.
Imagine a situation where quite a few sensors are collecting the data, which is emitted
from numerous physical generators (sources). There are examples of this situation ev-
erywhere; people talking together in a room, also known as the cocktail party problem,
signals transmitted from different regions of the brain, or radiation sources emitting their
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electromagnetic waves. Further, if it assumed that each sensor receives a mixture of the
original sources each by a different weight. If the only available data is the observed mix-
tures and the objective is to extract the original sources from these mixtures, then this is a
BSS problem. The term ’blind’ here means there is very little or no knowledge about the
nature of the original sources or the properties of the mixing environment. Block diagram
of the BSS model is illustrated in Fig. 3.1.
Figure 3.1: Block diagram of the BSS model.
The BSS problem can be formulated as:
X= AS+V (3.1)
where X ∈ Rm×N, is the observation matrix, S ∈ Rn×N is the source matrix, and A is the
m×n mixing matrix. The additive noise caused by the instrumental noise or imperfection
of the model which is denoted by V is of size m×N. The aim of BSS is to estimate both
S and A from X. Therefore, in order to find a solution, two unknowns must be estimated;
the unmixing matrix and the source matrix. This phenomenon can be expressed as:
26
3 Blind Source Separation and Dictionary Learning Background
Y=WX (3.2)
where W is the n×m unmixing matrix and Y is the n×N matrix of estimated sources.
If n is less than m the system is overdetermined, if n is equal to m the system is ex-
actdetermined, and if n is more than m, the system is underdetermined. There is no
exclusive solution for the BSS problem. Specially when the system is underdetermined,
which means the number of sources are more than the number of observations, finding
a solution is harder. Solutions can be found by imposing constraints into the process of
separation. There are two classes of BSS techniques in general; those working based on
higher order statistics (HOS) [70, 71], and second order statistics (SOS) [72, 73].
The first group of algorithms have the assumption of the sources being statistically
independent and non-Gaussian. They exploit the marginal distribution of observations,
and are therefore more suitable for temporally independent source signals. However, SOS
algorithms assume that the sources have some temporal structure and are colored with
different autocorrelation functions. These algorithms are more suitable when applying on
noisy mixtures.
3.1.1 BSS Ambiguities
In BSS, the source signals can not be estimated uniquely. BSS involves two major ambi-
guities: scaling and permutation.
Scaling: Because of the unknown nature of both A and S, the amplitudes of the original
sources can not be determined. Any scalar multiplier αk of source S can be cancelled out
by dividing the corresponding column of A by the same multiplier.
X=∑
k
ak
αk
(αksk) (3.3)
Permutation: Since the mixing process is blind and the original sources are unknown,
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the order of the separated sources is not known. However, a change in the order of the
separated sources causes a change in the order of the columns of the corresponding mixing
matrix. Hence, any change in the order of these terms does not affect the result.
Considering these two ambiguities, W in Eq. 3.2 can be defined as:
W= PDA−1 (3.4)
where P is the permutation matrix and D is the scaling matrix.
Nevertheless, these indeterminacies are not usually of very importance in real world
applications, since in most signal processing applications obtaining the useful estimations
of original signals suffices. Therefore, the order of the sources or the amplitude scaling is
not very crucial [74].
3.1.2 Whitening of Mixtures using Principle Component Analysis
BSS algorithms are required to have zero meaned and whitened (uncorrelated) data as
input, because of their ambiguity problem. The whitening process does not lose any
information and helps BSS converge faster. A geometrical interpretation is that whitening
reinstates the original form of the data so that BSS can only rotate the resulting matrix.
[75].
Thus, pre-whitening is considered as a pre-processing step for BSS. Principle com-
ponent analysis (PCA), is used to remove the cross correlation between mixtures and
enforce the mixtures to have unit variance. PCA converts a set of mixtures of correlated
variables into a set of linearly uncorrelated variables called principle components, using
an orthogonal transformation [76]. Matrix X is considered spatially white if:
E[XXT − I] = 0 (3.5)
where E{·} denotes the expectation. The unmixing matrix W in Eq. 3.2, can be decom-
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posed into two components:
W= UV (3.6)
where U is a rotation matrix and V is the whitening matrix [77], which is calculated as
follows:
V=Q−0.5ET (3.7)
where E is the eigenvector matrix of Cx = E[XXT ] and Q is a diagonal matrix which
includes the eigenvalues of Cx. However, the whitening matrix V is not unique. It can be
pre-multiplied by an orthogonal matrix to obtain a new value.
3.1.3 Independent Component Analysis
One of the most popular BSS techniques is independent component analysis (ICA) [76].
The most important assumption in ICA is statistical independency of the components. The
source signals are considered as random variables and the statistical properties of these
signals are used to obtain the unmixing matrix. The joint probability density of sources is
considered as the multiplication of marginal probability of sources, i.e. :
P(S1, ..,SM) =
M
∏
i=1
P(Si) (3.8)
where P(·) in the left hand side is the joint probability distribution (PDF) of sources, P(·)s
in the right side are the marginal PDFs of the sources, and each Si is one of the sources.
Minimisation of Mutual Information
A measure of dependence between two random variables is mutual information. Uncer-
tainty about a variable can be reduced, if more information about the other is available.
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These variables are completely independent if their mutual information is zero. However,
relaxing the case for practicality reasons means if the mutual information is minimised,
the variables are as independent as possible [76]. Information maximisation (Infomax) is
one of the algorithms that uses minimisation of mutual information as the method of sep-
aration [78]. It has been shown that for signals which have positive kurtosis, for instance
EEG-fMRI or speech signals, minimising mutual information between sources is in fact
similar to maximising their entropy. Hence, the unmixing matrix can be found by iter-
atively maximising the entropy by a stochastic gradient ascent algorithm. The Infomax
algorithm finds a W that minimises the following cost function [5]:
J(W) = H(Z)−H(Z|X) (3.9)
where H(Z) is the entropy of the output, H(Z|X) is the entropy of the output subject to a
known input, and Z= f (Y) is a nonlinear activation function applied element wise to the
estimated sources, Y.
Joint approximate diagonalisation of eigenmatrices (JADE), is another method that
works by measuring the statistical independence of sources and is a cumulant based HOS
method [79]. This algorithm works by efficiently diagonilising the fourth order cumulant
tensor of the estimates sources. It uses an orthogonal transformation. Cumulant tensors
are equivalent of covariance matrices in higher order.
Maximisation of Non-Gaussianity
The central limit theorem motivates maximisation of non-Gaussianity. This theorem
states that the distribution of the sum of independent random variables tends to be Gaus-
sian [76]. This means that the distribution of the mixtures is closer to Gaussian distribu-
tion than those of the original sources, which is not good for BSS. Consequently, statistical
independence and non-Gaussianity are recognised to be equivalent. Negentropy is an ap-
propriate means of quantifying the deviation of a random variable from Gaussianity. It
30
3 Blind Source Separation and Dictionary Learning Background
is shown that negentropy function is always nonnegative [76]. FastICA is a well-know
method which performs using maximisation of non-Gaussianity using negentropy. This
method has been very popular among biomedical signal processing applications because
of the non-Gaussian nature of most natural signals [76,80]. Negentropy can be shown as:
Neg(y) ∝ {E[ f (y)]−E[ f (yGaussian)]}2 (3.10)
where Neg indicates negentropy. This is equivalent to maximising kurtosis. Therefore the
FastICA cost function can be simply defined as:
J(W) =−1
4
|k4(y)|=−β4 k4(y) (3.11)
where k4(y) denotes kurtosis and β is the kurtosis sign.
If underlying sources in ICA are natural time series or simulated signals with particular
time structure, higher order statistics are better to be used to estimate the model. Because
the components are assumed to be independent, it is inferred that they have no temporal
or spatial or spatial-time-frequency dependencies [81].
3.1.4 Previous Works on Constrained Blind Source Separation
Since the application of BSS on its own is not always sufficient, semi blind algorithms
also known as constrained methods have been used to, for example, utilise the existing
information about the nature of sources in the algorithm in order to extract sources similar
to them. Lagrange multipliers are used to incorporate the constraint function into the
original cost function, which in turn changes the problem into an unconstrained one
In the approach presented by Wang et al. [82] in order to separate convolutive mixtures,
i.e., mixtures of linear convolutions of unknown and nonstationary sources signals, a new
joint diagonalisation criterion has been proposed. A penalty function is incorporated into
the conventional cost function in the frequency domain. This penalty function is based
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on the cross-power spectrum and nonstationary nature of speech signals. By using this
method, the separation problem is turned into a joint diagonalisation problem which is
unconstrained for optimisation. For separation of convolved speech signals, this penalty
function has led the algorithm to perform better specially in terms of maintaining the
shape and reducing the uncertainty of amplitude.
Constrained BSS methods have been applied to biomedical signals as well. Some of
them are introduced here. One of the applications where this method can be effective is
artifact rejection. James et al. [83] found out that a reference signal can be measured for
these artifacts. However, because Electrooculography (EOG), a technique for measuring
the corneo-retinal standing potential that exists between the front and the back of the hu-
man eye, and EEG are not always recorded at the same time and there are other artifactual
sources which cannot be measured to provide a reference signal, in order to distinguish
artifactual components other information must be extracted.
In the method proposed by Latif et al. [84] a priori knowledge of known EEG sources
and their locations have been successfully used in localisation of other sources. EEG
sources are assumed to be independent. Although this assumption may be weak for some
brain sources, it is found to be valid for abnormal or event-related sources. For healthy
adults, the locations of the normal brain rhythms without stimulation and malfunction
are considered to be known. These normal brain rhythms and their known locations are
considered as possible constraints. Synthetically generated sources may also be used
as known sources. Therefore, partially constrained BSS has been used to separate the
sources. In the algorithm, the unknown sources, the permutation matrix, and the un-
mixing matrix are estimated. Location of the sources are shown by the columns of the
mixing/unmixing matrix. Precision of the outcome increases as the number of known
sources increase.
In the technique introduced by Spyrou et al. [85] a constrained BSS method has been
developed in order to separate P300 signals, an event related potential (ERP) compo-
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nent elicited in the process of decision making, and their principle subcomponents from
the EEG/ERP signals. The distances between a reference signal and the estimated inde-
pendent components are minimised by incorporating the constraint. The proposed con-
strained algorithm is based on Infomax and in terms of extraction of relevant signals,
accomplishes better performance.
In the approach proposed by Corsini et al. [86] ICA has been used to separate the
seizure signals prior to applying time series analysis for seizure prediction. Their aim was
to indirectly apply the traditional nonlinear methods to the scalp EEG. Therefore, only
having scalp EEG, the intracranial sources were separated correctly. It was expected to
acquire signals similar to intracranial signal recordings after noise and artefact removal.
Then, traditional nonlinear methods were applied to these signals. In their method, they
considered long recordings and analysed the data section by section. For this reason,
the continuity of the algorithm failed in some cases where a section of scalp EEG was
corrupted or the electrical activity was not recorded correctly. The number of segments
that had to be used would needed to be more and more for the longer recordings of data.
Therefore, a new methodology to maintain the continuity of the estimated sources for
particular segments would have to be developed.
In the method proposed by Jing et al. [87] in order to separate epileptic seizure signal
sources from all the channels of scalp EEG, a constrained topographic ICA (CTICA) has
been introduced. The constraints has been exploited to improve the performance of a
topographic ICA as an efficient means of grouping the estimated source signals coming
from a particular brain zone. The constraint is generally selected based on some particular
physiological or statistical properties of the desired signal sources. In their method, the
constraint is based on the spatial-frequency information of the seizure signals. Their
method has proved to outperform the conventional ICA and TICA algorithms in terms of
signal to interference ratio and correlation measurement. Constrained ICA has also been
used for EEG artifact rejection [83].
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3.2 Sparsity and Dictionary Learning Overview
In most of the constrained BSS approaches, the constraint template is unique. Unfor-
tunately, the desired template varies across subject and time. This therefore requires a
collection of templates, called dictionary, to aid the separation.
At present, one of the most rapidly emerging areas of research in signal/image pro-
cessing and machine learning societies is sparse signal analysis. In signal processing
framework, the term sparse refers to the situation where the data has only few non-zero
elements with a pre-defined interval.
Since there exist many different types of data in nature such as signals or images that
have principal sparse structures; sparse signal analysis has become widely popular and
demanded. In many different aspects, sparseness of the signal has been shown to be very
beneficial. After compression these signals need less space for storage, and their trans-
mission is therefore more efficient. Furthermore, their recovery is more precise compared
to non-sparse signals, in the case they are distorted or mixed [88]. For these reasons,
sparse signal analysis has been growing fast in the recent years.
3.2.1 Sparse Recovery
Calculating the matrices of sparse coefficients in order to characterise the signal using a
specified set of basis elements is called sparse recovery. This is often accomplished by
solving the following optimisation problem, which is usually carried out by a matching
pursuit algorithm [89].
sˆ= min
s
‖s‖0 s.t. x'Θs (3.12)
where ‖.‖0 is the l0-norm and indicates the number of non-zero elements, s is the vector
of sparse coefficients, x is the signal to be decomposed, and Θ is the matrix of basis
elements. The idea is that every signal can be represented as a linear combination of a
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few elements (columns) of Θ. Because solving l0-norm is an NP-hard problem, it is often
replaced by l1-norm.
Accurately determining the sparsest representation of the signal is an NP-hard prob-
lem [90]. Consequently, approximate solutions are considered instead of precise ones.
Matching pursuit (MP) [89] and orthogonal matching pursuit (OMP) [91] algorithms se-
lect the columns of Θ one after the other. The facts that these algorithms are computa-
tionally efficient and easy to apply, are the two major advantages of these algorithms.
These methods involve calculating the inner product between the signal and the columns
of Θ. Least square solvers are used as well [92]. Initially, the contribution due to the
column with largest inner product with the signal is subtracted from the signal. Then,
the contribution due to the column with second largest inner product with the signal is
subtracted, and the procedure continues until the signal is completely decomposed. The
problem stated in (3.12) is addressed by changing the algorithm stopping rule. The pro-
cess of updating all the extracted coefficients after each step differentiates between MP
and OMP. This step is performed in OMP by calculating the orthogonal projection of the
signal onto the set of components, which are selected after each iteration. OMP requires
more calculation. However, it leads to better results than MP. If the solution is sparse
enough, these algorithms and similar sparse recovery methods are able to recover it.
3.2.2 Dictionary Learning Background
Dictionary learning is mathematically perceived as a matrix factorisation problem. If a set
of data is provided for training, dictionary learning decomposes this set into a dictionary
and a set of sparse coefficients. Therefore, the goal of dictionary learning is finding
an appropriate dictionary that is able to represent a particular dataset. Olshausen and
Field introduced for the first time the problem of learning a basis set for a specific data
type [93]. In dictionary learning, it is presumed that there are a number of available
training vectors X = [X1, ...,XN] = {Xi}Ni=1 ∈ Rn×N. The intention is to find a dictionary
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D ∈ Rn×N (n ≤ m) such that signal xi can be reconstructed using the components of D
only. This phenomenon can be expressed as:
min
D,S
‖X−DS‖2F s.t. ‖si‖0 ≤ k, ∀i ∈ [1, ...,N] (3.13)
where S= [s1, ..., sN ] = {si}Ni=1 ∈Rm×N is the matrix of sparse coefficients which has only
k non-zero elements and ‖.‖F denotes Frobenius norm. It is valuable to observe that the
signal dimensions i.e. n and m, are typically much smaller than the number of samples N.
In addition, dictionary columns {di}mi=1 are denoted as atoms.
By looking at the problems stated in (3.12) and (3.13), the similarity between them can
be observed. In (3.12), the value of matrix Θ is already identified, whereas in (3.13), the
dictionary D is unknown. In the former, the requirement is to estimate only the sparse
coefficients. However, in the latter both dictionary D and the matrix of sparse coefficients
S have to be estimated. In some way, dictionary learning is an extension of sparse recovery
problem. Similar to sparse recovery, the l0-norm may be replaced by l1-norm, where
appropriate. The dictionary learning problem has been also presented as:
min
D,S∑i
‖si‖0 s.t. ‖X−DS‖2F ≤ ε (3.14)
where ε is a fixed scalar and shows the reconstruction error [94].
3.2.3 Vector Quantisation vs. Dictionary Learning
Dictionary learning can be compared with the classic vector quantisation (VQ) method,
which can also be referred to as clustering. There is a major connection between the
clustering problem and the dictionary learning problem [94–96]. VQ has been widely
used for image and data compression by many researchers [97–99] as it minimises the
redundancy within the data. Learning m clusters from a set of available vectors {xi}Ni=0 is
the purpose in VQ. The learned clusters [d1, ...,dm], are inferred as descriptors and each
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data sample can be best represented by one of the clusters, often in terms of Euclidean
distance. This means only one atom can be used in atom decomposition, hence S is an
extremely sparse matrix with only one non-zero element, which has a value of one. A
more relaxed clustering method would be to use more than one atom with coefficients of
different amplitudes rather than one [94], which is called gain-shape VQ [100]. A still
more relaxed version would be to use sparse coefficients with k > 1 non-zero elements
and any random value that is also the case in the dictionary learning context, in which
the data should be sparsely represented by a set of learned atoms as the sparsification
operation is incorporated within the dictionary learning formulation. Therefore, it can be
said that dictionary learning is a generalised vector quantisation method.
3.2.4 Review of Dictionary Learning Methods
The procedure of calculating the coefficients for representing a signal based on the given
signal and the dictionary is called sparse recovery, which is also known as atom decom-
position. The choice of dictionary that sparsifies the data is very important. The suitable
combination of atoms which would best approximate the source of interest would be de-
termined. There are a number of applications which benefit from a sparse representation
of data, for example, image denoising, compression, deblurring, and classification.
As in the case of sparse recovery, in dictionary learning problem we also deal with the
non-convexity issue. However, in the dictionary learning case, even if the non-convexity
problem in the sparse recovery stage is solved we still have to deal with the fact that
D and S cannot be minimised at the same time because they are co-dependent. On the
other hand, one can be minimised when the other is considered fixed. Therefore, an
optimisation method which can alternate between minimising D and S can estimate both
the dictionary and the sparse coefficients. This strategy is very common in this context
and is referred to as alternating minimisation. The optimisation for the case when D is
fixed, is the same as sparse recovery problem, and any of the algorithms which are used
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for sparse recovery can be applied for that. Nevertheless, learning of D when S is fixed
can be perused using different methods which are described next.
Method of Optimal Directions Algorithm
In order to solve (3.13) or (3.14), one of the alternating minimisation approaches that
could be used is the method of optimal directions (MOD). It can be regarded as an ex-
tension of the original work of Olshausen and Field [93]. In this method, each iteration
consists of a sparse coding stage for updating sparse coefficients S, while D is fixed. This
is accomplished by means of a pursuit algorithm such as OMP. In the next stage, the least
squares (LS) method is applied to D while S is fixed:
D(c) = argmin
D
‖X−DS(c)‖2F (3.15)
The solution of (3.15), at the c-th iteration is the general LS solution and can be obtained
by taking the pseudo-inverse of S(c):
D(c) = XST(c)(S(c)S
T
(c))
−1 = XS†
(c) (3.16)
where † refers to pseudo-inverse of a matrix. These two steps should be repeated until
convergence. Yet, an additional step should be added at each iteration of MOD to nor-
malise the columns of D. This normalisation increases the total approximation error that is
a disadvantage of MOD. The full description of MOD is described in Algorithm 1 [101].
K-SVD Algorithm
Another inspirational dictionary learning method proposed by Aharon et al. [94] is K-
SVD. This method can be regarded as a general form of K-means clustering, which is
a well-known technique in VQ [100]. The name K-SVD is due to using singular value
decomposition (SVD) in the part of the algorithm, where the dictionary update is taking
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Algorithm 1 MOD dictionary learning algorithm [101]
Input: N training vectors of length n : {Xi}Ni=1
initialisation:
• Set iteration counter c = 0;
• Set the sparse coefficient matrix S(0) = 0;
• Build up a random dictionary D(0);
• Normalise the columns of D(0);
repeat
c←− c+1;
Use OMP or any other sparse coding algorithm to solve:
S←− argminS ‖X−DS‖2F s.t. ∀i |si‖0 ≤ k;
Update the dictionary by computing: D= XST (SST )−1;
Normalise the columns of D;
until convergence;
Output: The dictionary D and sparse coefficients S.
place.
The same way as other dictionary learning algorithms, K-SVD consists of two im-
portant stages of sparse coding and dictionary update, which are achieved by utilising
alternating minimisation. The sparse coding step is similar to that of MOD and uses
OMP. On the other hand, the dictionary learning part is completely different and contains
a sequential column-by-column technique, which is followed by SVD.
If dl is considered as the l-th column of D, the objective is to update it so that ‖X−
DS‖2F is minimised. Matrix multiplication DS is expanded to sum of m rank-1 multipli-
cations in order to compute the error caused by all columns of D and all rows of S except
dl and sl , which results in [94]:
‖X−DS‖2F = ‖(X−∑
j 6=l
d js j)−dlxl‖2F = ‖El−dlsl‖2F (3.17)
where El = X− ∑
j 6=l
d js j.
The idea in K-SVD is to apply SVD to El in order to find the best estimation as a rank-1
matrix, which is the updated version of dlsl , to considerably reduce (3.17).
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Nonetheless, as it may depreciate the sparsity of sl that has been updated beforehand,
this step cannot be applied in a direct manner. As a solution, Aharon et al. [94] decided
to choose a subset of El and let ωl be a group of indices where {sli} are non-zero. The
indices in this group denote the training vectors {Xi} that only use the atom dl:
ωl = {i : 1≤ i≤ N, sli 6= 0} (3.18)
If Ωl is a N×|ωl| matrix, which has zeros everywhere except for its (ωk(i), i)-th ele-
ments, the squeezed row vector s˜l is computed by s˜l = slΩl . Likewise, El is changed to
E˜l = ElΩl . Therefore, Eq. (3.17) is updated to:
‖ElΩl−dlslΩl‖2F = ‖E˜l−dl s˜l‖2F (3.19)
where E˜l and s˜l represent subsets of El and sl respectively.
Algorithm 2 K-SVD algorithm [94]
Input: N training vectors of length n : {Xi}Ni=1
initialisation:
• Set iteration counter c = 0;
• Set the sparse coefficient matrix S(0) = 0;
• Build up a random dictionary D(0);
• Normalise the columns of D(0);
repeat
c←− c+1;
Use OMP or any other sparse coding algorithm to solve:
S←− argminS ‖X−DS‖2F s.t. ∀i |si‖0 ≤ k;
for l = 1 to m do
El ←− X−DS+dlsl;
built up: ωl = {i : 1≤ i≤ N, sli 6= 0};
constitute Ω and then compute E˜l = ElΩl;
compute SVD: E˜l = UΛVT , and update dl ←− u1 and sl ←− v1λ11;
normalise dl to one;
end
until stopping criterion is met;
Output: The dictionary D and sparse coefficients S.
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Minimisation of (3.19) can be performed directly by SVD this time; E˜l is decomposed
into E˜l = UΛVT . The solution for dl is defined as the first column of U, and the solution
for s˜l is the first column of V multiplied by Λ(1,1). Lastly, dl is normalised to one.
These steps update both the dictionary and the non-zero entries of S, which efficiently
minimises (3.17). Nevertheless, this procedure should be repeated l times for all columns
of dictionary. Algorithm 2 [94] shows a detailed description of K-SVD.
3.2.5 Dictionary Learning Applications
In image compression a dictionary which can sparsely represent an image is extremely
useful particularly in the case of a large number of face images. By means of recent
dictionary learning algorithms, which rely on the assumption of sparsity, learning such a
dictionary is possible [102]. Signal or image denoising is another promising dictionary
learning application. Lately, it has been found out that via application of learned dictionar-
ies, the best known performance in terms of noise removal can be achieved [102]. More-
over, learning the dictionary from the corrupted noisy signal or image has been shown
to still be able to help with the noise removal in a number of studies [88], [103]. If the
sparsifying dictionaries learned using the concept of dictionary learning, is used within
the source separation, it can help improve the separability of sources. Abolghasemi et
al. [104] have defined a cost function based on this idea and proposed an extension to the
denoising problem of Elad and Aharon [88] in order to minimise it. This objective is also
followed in this thesis for join BSS-dictionary learning of EEG signals.
Dictionary learning has been used in biomedical applications as well. For example in
one study [105], K-SVD dictionary learning algorithm, together with orthogonal match-
ing pursuit (OMP), has been used in order to learn dictionaries of spatial and temporal
EEG primitives. They tried to denoise the EEG in order to better approximate the un-
derlying P300 and ERP signals. This work has indicated that some of the background
noise in the EEG signals, which is probably caused by neural or muscular sources, is very
41
3 Blind Source Separation and Dictionary Learning Background
structured. In addition, they showed that dictionary learning and sparse coding algorithms
can capture this structure and use it to improve their brain-computer interfaces (BCIs).
Moreover, in the work by Kopsinis et al. [106] K-SVD has been modified in order
to become suitable for analysis of funcional magnetic resonance imaging (fMRI) data.
Sparse representation classification has been studied for classifying EEG signals in BCI
application. The dictionary used in this method is the simple combination of feature
vectors extracted from the EEG by common spatial pattern algorithm [107]. In the paper
by Zhou et al. [108], a new method to learn a dictionary with reduced size and more
distinguishing ability than the dictionary used in the sparse representation classification
has been proposed.
3.2.6 Conclusions
Decomposing EEG signals into their fundamental components as precisely as possible is
one of the most successful methodologies in their analysis. Such methods perform much
better if some a priori knowledge about the source components, their geometric locations,
or the mixing process is available and can be applied. In this chapter, some of the BSS
methods and their problems have been reviewed. In later chapters, a constrained BSS
method has been developed which incorporates the aforementioned knowledge into the
separation formula.
The idea of using a constraint in the separation process to find the most similar source
can be expanded to use a number of constraints. This brings up the idea of having a
dictionary of constraints. Therefore, sparsity, vector quantisation, and dictionary learn-
ing background have been explained in this chapter. Dictionary learning has been used
to incorporate a number of constraints into the separation formulation, in the following
chapters.
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4 Detection of Epileptiform
Discharges from Intracranial EEG
The human brain is a sophisticated network of interconnecting subsystems. It is generally
acknowledged that synchronisation plays a significant role in brain functioning and dys-
functioning. An obvious case for pathophysiologic neuronal synchronisation is epilepsy
and its fundamental symptom, the epileptic seizure [109]. Therefore, brain goes to a
synchronised state before seizure and it is shown further in this chapter that synchronisa-
tion happens before the occurrences of epileptic discharges, as well. However, it is less
prominent.
The emphasis of this chapter is to investigate the possibility of prediction of occurrences
of epileptic discharges, by applying statistical measurements to EEG signals. These sig-
nals are analysed in order to distinguish their underlying patterns. The main purpose of
this chapter is to differentiate the periods of time in which the epileptic spikes are most
likely to happen, in order to study them further. For such studies long recordings of up to
a few days are often necessary. Dataset is explained in section 1.1.4 in Chapter 1.
4.1 Underlying Pattern: Statistical Measurements
Statistical measurements of the intracranial signals have been studied to discover their
underlying pattern. It has been observed previously that the statistical properties of the
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signals change when approaching the batches of epileptic spikes and the onset of seizure
[12]. A number of these statistical measurements have been applied to the data such as
variance, Shannon entropy [110], Lyapunov exponent, and approximate entropy (ApEn).
Since variance and Shannon entropy are more well-known concepts, in the following only
the Lyapunov exponent and ApEn will be described.
Lyapunov exponent is a metric of chaoticity of a dynamic system, which can be used
to detect unusual patterns. In chaotic systems, the nearby trajectories deviate from each
other. A trajectory is defined as the path of a point moving with time or in other words
the time dependence of one of the variables. Lyapunov exponent of a dynamic system
is a measure of the rate of deviation of infinitesimally close trajectories [12]. The rate
of this deviation depends on the initial separation vector orientation. There are the same
number of Lyapunov exponents as the dimensions of the phase space [12]. The largest
one is called the Maximal Lyapunov exponent (MLE). It determines the predictability of
the system and a positive MLE usually means the system is chaotic.
ApEn will be explained in more detail in 4.1.1. In the case of this research, Shan-
non entropy, Lyapunov exponent and ApEn have been applied to the data, and ApEn
showed the best results and therefore was decided to be used. Moreover, ApEn has been
previously applied to classify EEG in psychiatric diseases, such as schizophrenia [111],
epilepsy [112], and addiction [113].
In the following subsection, ApEn is explained and its application for prediction of
seizure from the EEG data is discussed.
4.1.1 Approximate Entropy
First introduced by Pincus [114], ApEn is a method for quantifying the amount of irregu-
larity and unpredictability of time series data and sequences. It is model independent and
scale invariant. It evaluates both principal and subordinated patterns in the data. Besides,
ApEn discriminates series in which feature recognition is difficult [115]. Particularly, it
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identifies the changes in the underlying patchy behaviour not reflected in peak incidences
or amplitudes [116]. This approach has been initially inspired by application to short
noisy segments of data [114]. It works by allocating a non-negative number to a sequence
or time series. Obtaining larger ApEn values states that there is a higher complexity or
irregularity in the data [117].
The window length m and the tolerance r are the two input parameters used for calculat-
ing ApEn. Briefly, ApEn measures the logarithmic likelihood that runs of nearby (within
r) patterns for m adjacent observations remain nearby (within the same tolerance width
r) on subsequent incremental comparisons. For both chaotic and non-chaotic time series,
ApEn can be computed. Given N data values from a times series < x(n)>= x(1),x(2), ...,
x(N) and the two fixed input parameters m and r, ApEn(m,r,N) is defined following this
procedure:
1. Form a sequence of m-element vectors which represent m consecutive values of x:
y(i) = [x(i),x(i+1), ...,x(i+m−1)] (i = 1 : N−m+1) (4.1)
2. Compute the following value for each constructed vector:
Cmi (r) = num(j|d(y(i),y(j))≤ r)/(N−m+1) (j= 1 : N−m+1)(j 6= i) (4.2)
where d(.,.) indicates the distance between the two vectors y(i) and y(j), which is
given by the maximum difference between their respective scalar components, and
num refers to number.
3. Then, compute:
Φm(r) =
N−m+1
∑
i=1
Cmi (r)/(N−m+1) (4.3)
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4. Finally, the ApEn is determined as follows:
ApEn = log(Φm(r))− log(Φm+1(r)) (4.4)
Pincus [114] carried out many experiments with several datasets and has suggested the
value of 2 for m, and a fixed value between 0.1 and 0.25 of the standard deviation (SD) of
the original data sequence < x(n) > for r. It has been shown that for small m, specially
m=2, ApEn can be estimated with relatively few points.
In the proposed method, ApEn has been estimated for the pre-seizure parts of the in-
tracranial EEG signals (3000 samples, sampling-rate: 200 Hz), which contain epileptic
discharges, as a measure of chaoticity. In order to apply the ApEn algorithm, the data is
segmented into 200-sample segments and is analysed with an overlap of 100 samples. It
has been observed that the point, where ApEn is at its global minimum, marks the onset
of seizure. Furthermore, any place in which ApEn reaches a local minimum, coincides
with the occurrence of a number of epileptic discharges. This criterion has been denoted
in Fig. 4.1. The global minimum of each graph marks the seizure onset. As shown,
seizure starts at the same time in all the channels. However, since the focus of this work
is investigating epileptic discharges occurring prior to seizure, local minima are studied
as the places where pre-epileptiform activities are expected to happen. Each segment
corresponding to the window that follows a local minimum is chosen as the desired data
segment.
Fig. 4.2 which shows one of the ApEn graphs of Fig. 4.1, has been chosen to indicate
the occurrences of epileptic discharges. As mentioned before, the global minimum of
this graph corresponds to the onset of seizure. The desired chosen data segments are the
ones corresponding to the segment after each local minimum, which are indicated by red
rectangles. One of these segments is shown in Fig. 4.3.
46
4 Detection of Epileptiform Discharges from Intracranial EEG
Figure 4.1: The approximate entropy graph of all intracranial data channels. The vertical
red line indicates the global minimum of the graph, which shows the onset of
seizure.
4.2 Enhancing Visibility of Epileptic Spikes
Once the approximate locations of possible intracranial discharges are discovered, there
should be further processing methods in order to enhance their visibility. Removing the
mean of the signal and normalizing it are of the very first useful steps. Furthermore,
by removing signal baseline, the peaks are made more pronounced. In addition, noise
removal is also important. The last two matters are easily achieved by applying a subspace
based method which removes the components of data corresponding to the baseline and
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Figure 4.2: The result of applying ApEn to a relevant channel of intracranial data includ-
ing 39 segments.
Figure 4.3: A channel of EEG with a segment including pre-ictal discharges
noise, and keeps the important parts of the data. This can be performed by applying
singular spectrum analysis (SSA).
4.2.1 Singular Spectrum Analysis
SSA is a powerful method for analysis of real valued time series [118]. It is based on sin-
gular value decomposition (SVD) of time series, and is functioning without any paramet-
ric model. In addition, because in SSA the data is segmented into a number of windows,
there is no requirement for the whole signal to be stationary. After segmentation every
window is small enough to be assumed stationary. Therefore, it can be said that it is not
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model based.
SSA consists of two main stages: decomposition and reconstruction. In the first stage,
the time series is decomposed into a number of components. In order to achieve this,
the embedding procedure, followed by SVD, is applied to the signal. The embedding
procedure maps a vector x of length n to an l1× l matrix Y:
Y= [x1,x2, ...,xl], (4.5)
=

x1 x2 · · · xl
x2 x3 · · · xl+1
...
... . . .
...
xl1 xl1+1 · · · xl+l1−1
 (4.6)
where vectors xk = [xk,xk+1, ...,xk+l1−1]
T ∈ Rl1 , l1 = n− l+ 1, l is the window length,
and (.)T stands for transpose. Window length should be large enough in order to keep
the information regarding variation of the data. Next, the SVD of trajectory matrix Y is
computed and rewritten as:
Y=
d
∑
i=1
Yi =
d
∑
i=1
√
λiuivTi (4.7)
where λi is the ith eigenvalue of the covariance matrix of YYT , ui shows the eigenvector
corresponding to λi, d is the number of non-zero eigenvalues, and vi = YTui/
√
λi.
At last, in order to reconstruct the time series, the time series is rebuilt using groups
of desired eigenvalues. These desired eigenvalues are chosen based on try and error to
find out which ones are associated with noise or related to baseline so that these could be
removed and others could be grouped together. Therefore, the matrices obtained in the
previous stage are grouped into several sub matrices:
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Y=
Q
∑
q=q1
Yˆq (4.8)
where index q shows the q-th subgroup of eigenvalues, Yˆq the sum of Yi within group q,
and Q refers to the total number of groups. The calculated matrix is further transformed
into a Hankel matrix, which in turn is converted to a time series. The hankelisation oper-
ator,H for an i× j matrix Y is defined as [11]:
H Y=

y˜1 y˜2 · · · y˜l
y˜2 y˜3 · · · y˜l+1
...
... . . .
...
x˜l1 y˜l1+1 · · · y˜l+l1−1
 (4.9)
y˜k = 1/num(Dk) ∑
iˆ, jˆ∈Dk
yi, j (4.10)
Dk = {(iˆ, jˆ) : 1≤ iˆ≤ i,1≤ jˆ≤ j, iˆ+ jˆ = k+1} (4.11)
where num refers to number.
SSA has been applied to the segments obtained from ApEn calculations in previous sec-
tion, in order to remove the signal baseline and noise, therefore, keep mostly the epileptic
discharges. The result is zero meaned and normalised.
Fig. 4.4(a) shows one of the intra segments. The result of application of SSA to this seg-
ment is illustrated in Fig. 4.4(b). Evidently, the baseline of the signal has been removed,
yet the spikes are shown more pronouncedly.
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Figure 4.4: An intracranial EEG signal segment (a) before and (b) after application of
SSA.
4.3 Conclusions
It has been shown that the occurrences of epileptic spikes can be predicted from intracra-
nial EEG signals. These signals have been analysed in order to distinguish their underly-
ing patterns. By applying statistical measurements to the intracranial EEG, the periods of
time in which epileptic spikes are most likely to happen are differentiated. Furthermore,
in order to enhance the visibility of epileptic spikes, SSA is applied to these segments in
order to remove the baseline and make the discharges more pronounced.
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5 Extraction Of Epileptic Discharges
from Scalp EEG Using Constrained
Blind Source Separation
In this chapter a constrained BSS approach for detection of epileptic discharges from the
scalp EEG is proposed. The complete procedure of the proposed method is illustrated as
a block diagram in Fig. 5.1. In the previous chapter, by applying statistical measurements
to the intracranial EEG, the batches of spiky patterns are identified. SSA is then applied
to these segments to remove the baseline and make the discharges more pronounced.
By implementing chirplet reconstruction, different templates based on the intracranial
discharge patterns are generated. In this chapter ICA is used as the BSS algorithm and
a constraint has been incorporated into its formula. The templates which are generated
in the previous chapter are used individually to regularise the separation process. Finally,
the results of the algorithm tested on both simulated and real data are shown and analysed.
5.1 Constrained ICA: cICA
Constrained source separation using ICA (cICA) defined in [119] introduces a constraint
into the separation algorithm. As explained earlier in section 3.1 of Chapter 3, in normal
ICA the source signals are considered as random variables and the statistical properties of
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Figure 5.1: Block diagram of the proposed method.
these signals are used to obtain the unmixing matrix. In fact, the joint probability density
of sources is considered as the multiplication of marginal probability of sources as shown
in Eq. (3.8).
In other words, ICA considers the statistical independency between the sources. In
cICA, in order to extract a source, a constraint is used which is the closest to a reference
signal while being statistically independent from other sources. This reference signal
should not be necessarily an exact match, but close enough to be able to direct the al-
gorithm to the desired output. Therefore, a single independent component (IC) can be
extracted based on prior expectations of the required source signal.
In the proposed technique, the final generated template obtained from the previous
chapter shown in Fig. 4.4(b) is incorporated into the constraint part of ICA cost function
to be able to extract the most similar source from the scalp mixtures.
Consider the following linear mixing model for the EEG data:
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X= AS+V (5.1)
where X is an n×T matrix of mixture signals, S is an m×T matrix of source signals, A
is the mixing matrix of n×m, and V is noise. n is the number of scalp electrodes, T is the
number of samples and m is the number of sources. As in this case it is expected to extract
one source at a time, the equation is represented in vector form. Then, the objective is to
find the desired sources using the unmixing vector w:
y= wX (5.2)
where w is a 1×n vector and y is a 1×T vector which indicates the estimated source.
Here, the Hyvarinen’s fixed-point algorithm namely FastICA in deflation mode [120]
is used since it has been shown to be effective for EEG source separation. The main
problem with most BSS techniques such as those based on ICA, is that they do not produce
unique outputs without using some prior knowledge. Therefore, in order to extract a
precise source, which helps in seizure prediction, some constraints can be added to the
original cost function. Lagrange multipliers are used as the penalty terms to incorporate
the constraint function, Jc(w), into the original cost function, which in turn changes the
problem into an unconstrained one:
min
w
J(w) s.t. Jc(w) = maxw Jc(w) (5.3)
In this work, the inner product between the estimated signal y and the reference tem-
plate is used as a similarity measure. This cost function indicates that the objective is
to find the source, which has the maximum correlation with this template. Hence, the
constraint cost function used in this method is:
Jc(w) = wTXyr (5.4)
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where yr is the reference template. Therefore, using iterative methods, the following
update function can be used:
wk+1 = wk−µ(∇wJ−λ∇wJc) (5.5)
By replacing ∇wJc:
wk+1 = wk−µ(∇wJ−λXyr) (5.6)
where µ indicates the step size, λ is a fixed Lagrange multiplier, and ∇w denotes the
gradient with respect to w.
5.2 Applicaion of cICA to Simulated Data
In order to test the accuracy of this method, the algorithm was first applied to a set of
simulated data. The simulated data was created by mixing Gamma functions, which
represent the sharp peaks of epileptic spikes, and a number of channels of random noise,
which represent background EEG activity, with a linear mixing matrix. The original
signals are illustrated in Fig. 5.2. The first two channels represent intracranial source
recordings and the last three denote background activity. The result of linear mixing of
these signals as five channels of mixtures is shown in Fig. 5.3.
These mixtures resemble the scalp EEG signals as mixtures of all deep brain sources
with the additional effects of cortical brain sources, and noise. As explained earlier in this
chapter, a part of the intracranial signals after preprocessing has been used as a reference
signal in ICA in order to find the most similar source. In the simulated case, a different
part of the signal together with the spikes used for generating the mixtures is used to create
a segment. SSA has been applied to the segment in order to make a processed reference
signal to be used in the ICA formulation. The extracted IC is demonstarted in Fig. 5.4.
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Figure 5.2: The simulated sources.
Figure 5.3: Mixtures of the simulated sources in Fig. 5.2.
As shown, the effect of both sources in Fig. 5.2 can be observed in the IC.
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Figure 5.4: Extracted IC of the proposed method for simulated signals.
5.3 Application of cICA to Real Data
After generating the template according to the work in Chapter 4, as shown in Fig. 5.5,
the constrained ICA is applied to the scalp EEG data by considering this template as the
reference signal in the constrained cost function. Dataset is explained in section 1.1.4 in
Chapter 1. The extracted source is illustrated in Fig. 5.6 and the convergence graph of the
algorithm is shown in Fig. 5.7.
In order to test the extracted component from real data, one source is selected and the
projection of its corresponding component onto the scalp electrode space is depicted using
topoplot and analysed. The projections of the extracted source with conventional ICA and
constrained ICA on the scalp electrodes are shown in the topoplots in Fig. 5.8.
The effect of deep intracranial discharges should be emphasised. Therefore, the topoplot
should contain the highest energy near the temporal area. It is illustrated in Fig. 5.8(a)
that the maximum power is in the location of interest, as shown with orange colour. In
Fig. 5.8(b), the power is scattered over the brain. It can be concluded that this procedure
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Figure 5.5: Original intracranial source modelled by SSA.
Figure 5.6: Extracted IC of the proposed method for real signals.
can be used to highlight the intracranial discharges in the scalp EEG signals. However, in
this case the effect of the extracted source by the proposed method is not very local as it
is related to a deep source.
Fig. 5.9 shows three channels of intracranial data, and Fig. 5.10 shows the corre-
sponding channels of scalp data. According to clinicians, epileptiform discharges from
interacranial EEG recordings of different patients have various morphologies. Differ-
ent possible morphologies of epileptic spikes that are visible in Fig. 5.9 are shown in
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Figure 5.7: Convergence graph of cICA for real data. The error is the absolute difference
between wk and wk+1.
Figure 5.8: Topoplots of extracted source using (a) constrained ICA and (b) conventional
ICA for real data.
Fig. 5.11. These are the epileptiform discharges visually selected by physicians. They
sometimes elicit as a sharp peak followed by oscillation such as the epileptic spike shown
in Fig. 5.11(a). The fact that epileptic discharges have different morphologies, brings up
the need to use a method that keeps the most important elements of the original epilep-
tic discharge, when used as reference signal in the constraint cost function. One of such
methods is chirplet reconstruction.
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Figure 5.9: Intracranial EEG channels containing different morphologies of epileptic dis-
charges.
Figure 5.10: Scalp EEG channels corresponding to their simultaneously recorded In-
tracranial ones containing different morphologies of epileptic discharges.
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Figure 5.11: Different morphologies of epileptic discharges.
5.3.1 Chirplet Reconstruction
The chirplet transform can be viewed as a generalisation of both the short-time Fourier
transform (STFT) and the wavelet transform (WT), based on the fact that both the STFT
and WT can be written as inner products of the signal with versions of a single primitive
signal (window/wavelet) [121]. The chirplet transform thus includes both the STFT (as a
slice along the time and frequency axes) and the WT (as a slice along the time and scale
axes).
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However, If the signal is multiplied by a linear FM (chirp) signal exp[ j2pi(c/2)t2], its
STFT is computed, the chirp rate c is varied continuously, and the process is repeated
many times, stacking the resulting STFTs one above the other, a multi dimensional pa-
rameter space is obtained, which is a function of time, frequency, scale, and chirprate; the
chirplet transform. [121].
The signal segments, in this case epileptic discharges, can be modelled using a limited
number of chirplets [122]. Such models have been shown to better fit the EEG source
waveform components than many other time-frequency models [123], due to the fact that
the frequency changes with time in these signals.
In this work, chirplet decomposition has been performed on various types of epilep-
tiform discharges. Since using the chirplet-based reconstructed signal keeps the most
important elements of the original signal, it helps find the closest independent component
when used as reference signal in the constraint cost function.
Fig. 5.12 shows one of the discharges and different versions of chirplet reconstructed
signals using different number of chirplets. As depicted, using only four chirplets, the
original signal can be well approximated.
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Figure 5.12: (a) An epileptiform discharge, and the corresponding chirplet reconstructed
signals using (b) 1, (c) 2, (d) 3, and (e) 4 chirplets.
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Figure 5.13: T-F transform of (a) an epileptiform discharge, and the corresponding
chirplet reconstructed signals using (b) 1, (c) 2, (d) 3, and (e) 4 chirplets.
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Time-Frequency (T-F) transform of the signal shown in Fig. 5.12 (a) is depicted in Fig.
5.13 (a). T-F transform of the corresponding chirplet reconstructed signals are illustrated
in Figs. 5.13 (b), (c), (d), and (e).
The reconstructed epileptiform discharge is then used in the cICA equation to look for
the most similar source. The result is very similar to the original signal and proves the
efficiency of the algorithm. The extracted IC is shown in Fig. 5.14.
Figure 5.14: Extracted IC for a different type of epileptiform discharge when the source
has been modelled using a limited number of chirplets.
In order to test the extracted component in real data, for this extracted source, its cor-
responding component was projected onto the scalp electrode space. The topographies of
the extracted source using conventional ICA and the constrained ICA are shown by the
topoplots in Fig. 5.15.
Figure 5.15: Topoplots of the extracted epileptiform discharge source using (a) con-
strained ICA and (b) conventional ICA.
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In order to have quantitative measures of similarity between the extracted source and its
corresponding intracranial source, cross correlation of the two and the root mean square
error (RMSE) between the two have been measured. These have also been calculated for
the case of conventional ICA to be able to compare the two methods. In the case of con-
ventional ICA, the average cross correlation and RMSE values of all the extracted sources
have been used. Because of the scaling problem of ICA, all the ICs are normalised and
also zero-meaned. The results of the cross correlations of the intracranial source and the
extracted source and the RMSEs between the intracranial source and the extracted source,
for 10 different epileptic discharges from 30s of scalp EEG data have been averaged and
shown in Table 5.1.
Table 5.1: Comparison of the similarity measures between the desired source and the ex-
tracted source by the conventional ICA and the proposed method.
Similarity Measure Proposed Constrained ICA (cICA) Conventional ICA
RMSE 0.279 0.321
Cross Correlation 0.601 0.513
5.4 Conclusions
In this chapter BSS using ICA has been used and a constraint is incorporated into its
formula. The templates which had been generated in the previous chapter are used indi-
vidually as the reference term in the constraint cost function. Finally, the results of the
algorithm tested on simulated and real data have been shown and analysed. It is clear that
incorporation of the constraint improves separation of the discharges from EEG signals.
This however requires the availability of various templates. This problem is targeted in
the next chapters by designing a dictionary of discharges.
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6 Detection of Epileptic Discharges
Using BSS Incorporating
Dictionary Look Up
The major problem with the constrained BSS in the previous chapter is the need for all
possible templates of the epileptiform discharges. Here we propose a solution to this
problem. As referred to in the corresponding literaure and in previous chapters, exploit-
ing sparsity is proved to be very advantageous in BSS. If the data is not sparse in its
current domain, it can be modelled as sparse linear combinations of elements of a chosen
dictionary developed in a transform domain. The choice of dictionary that sparsifies the
data is very important. In this chapter, the dictionary is pre-specified based on chirplet
modelling of various kinds of real epileptic spikes. Dictionary look up together with
source separation is used to extract the closest source to the source of interest from the
scalp EEG measurements. The algorithm has been tested on synthetic and real data con-
sisting of epileptic discharges, and the results are compared with those of traditional BSS
methods.
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6.1 Introduction
In signal processing, there are many occasions where a set of mixtures are available and
recovering their constituent sources are desired. The problem of blindly separating the
original sources from a set of observations or mixtures, has been extensively discussed in
section 3.1 of Chapter 3. Here, the BSS model of m-channel signals of length N can be
presented as:
Y= AX+V (6.1)
where Y ∈Rm×N, the observation matrix in the case of our experiments here is the matrix
of scalp EEG signals, X ∈ Rn×N, the source matrix includes the intracranial sources, and
A is the m× n mixing matrix. The additive noise caused by the instrumental noise or
imperfection of the model which is denoted by V is of size m×N. The aim of BSS is to
estimate both X and A from Y.
As mentioned earlier, there is no exclusive solution for this problem. Enforcing suitable
constraints into the process of separation can help find the solutions. A constraint to be
considered can be sparsity of the sources. Sparsity has been described earlier in section
3.2. The idea is that using a known dictionary, the sources can be sparsely represented.
For example, some signals may be sparse in the wavelet domain [124]. In the work
by Abolghasemi et al. [104], the sparsity of image sources has been considered to be
very useful in the separation process. However, in their application the sources are not
sparse in spatial domain and they have used a dictionary to sparsely represent the images.
Dictionary learning is then applied in order to separate the original image sources.
In this chapter, the pre-ictal period of intracranial and scalp EEG recordings of epileptic
patients is studied. A dictionary of many different epileptic spikes taken from intracranial
data and modelled using chirplet transform, is generated. The dictionary is kept fixed
and is used in the separation process as a constraint to extract the closest source from
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the mixtures. The results of the algorithm for synthetic and real data are shown. The
developed concept is used as the basis of this chapter.
6.2 Methodology
6.2.1 Dictionary Look Up
Sparse representation modelling of data is based on the assumption that the signal can be
described as linear combinations of a small number of elementary signals (a few members
of a dictionary). Therefore, the choice of dictionary sparsifying the signal is of high
importance. The dictionary elements also called atoms which are a set of basis signals,
are used to decompose the data. Every signal can be uniquely represented as a linear
combination of these atoms.
Dictionary Representation
Using dictionaries for data reconstruction can be different for orthogonal, bi-orthogonal
and overcomplete dictionaries. In the orthogonal case, the representations are inner prod-
ucts of the signal and dictionary atoms. However, in the bi-orthogonal case they are inner
products of the signal and the inverse of the dictionary. Overcomplete dictionaries which
have more atoms than the signal dimensionality, are able to represent more features of the
signal [92].
Representation of a signal using these dictionaries can be performed in two ways: the
analysis path, or the synthesis path. In the former case, inner products of the signal with
the atoms represent the signal:
γa = DTx (6.2)
In the latter case, a linear combination of the dictionary atoms represents the signals:
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x= Dγs (6.3)
These two definitions overlap when the dimension of the signal and the number of dic-
tionary atoms are the same. This case is known as complete case. In this situation the
analysis and synthesis dictionaries are both bi-orthogonal. However, the two dictionaries
are very different in the general case.
The family of representations, γs satisfying (6.3) is actually infinitely large when the
dictionary is ovecomplete. In order to obtain the most informative representation, a cost
function is defined as C(γ). Therefore, the objective is to minimise C(γ) [92].
γs = argmin
γ
C(γ) s.t. x= Dγ (6.4)
Sparsity of the representation is encouraged via practical choices of this cost function.
Solving Eq. (6.4) is denoted as sparse coding. Sparsity can be achieved through selecting
a robust penalty function that keeps the large coefficient and omits the small near-zero
coefficients.
Choosing a proper dictionary for different applications is very challenging. Fourier and
wavelet domain dictionaries are examples of traditional dictionaries that are very easy to
use and appropriate for one dimensional signals, but not so suitable for higher dimensional
signals and more complex data. Newly developed dictionary methods can be divided into
two main groups; dictionaries which are characterised based on a mathematical model
of data, or dictionaries which are a group of realisations of the data. The first group of
dictionaries are characterised by logical formulation, but the second group has the ability
to adapt to and perform best for a specific dataset. In practice, dictionaries which have
characteristics of both groups have been desirable [92].
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Creating The Dictionary
In our application the dictionary is pre-specified based on various morphologies of real
epileptic discharges observed in the intracranial EEG scored by clinician experts. These
discharges are modelled using a limited number of chirplets. he chirplet reconstruction
is explained in section 5.3.1 of Chapter 5. The elements of the dictionary are supposed
to have diversity in terms of time, patient, and location of discharges. They also should
be checked to have maximum distance from each other in order to be able to represent a
variety of different morphologies. Some of the dictionary elements are shown in Fig. 6.1.
As depicted in Fig. 6.1, epileptic discharges are usually made up of a sharp peak
followed by a slow wave [23].
6.2.2 Sparse Recovery
Sparse recovery is the procedure of calculating the coefficients for representing a signal
based on the given signal and the dictionary. Generally, sparse recovery is also referred
to as atom decomposition. It requires solving one of the following equations, which is
usually solved by a pursuit algorith [89].
(P0) mins ‖s‖0 s.t. x= Ds (6.5)
(P0,ε) mins ‖s‖0 s.t. ‖x−Ds‖ ≤ ε (6.6)
where ‖.‖0 shows the l0-norm and counts the number of non-zeros. It is an NP-hard prob-
lem to exactly determine the sparsest representation of the signal [90]. Instead of precise
solutions, approximate ones are considered. Matching pursuit (MP) [89] and orthogonal
matching pursuit (OMP) [91] algorithms select the dictionary atoms one after the other.
In these algorithms, inner products between the signal and dictionary atoms are com-
puted, and some least squares solvers are used. Initially, the atom which has the largest
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Figure 6.1: Some of the dictionary components, which are chirplet models of the selected
pre-ictal discharges in the intracranial EEG.
inner product with the signal is found, and the contribution due to that atom is subtracted
from the signal. This procedure is repeated until the signal is decomposed completely.
By changing the algorithm stopping rule, both (6.5) and (6.6) are addressed. The main
difference between MP and OMP is the process of updating all the extracted coefficients
after each step in OMP. This is carried out by calculating the orthogonal projection of the
signal onto the set of atoms selected after each iteration. OMP may perform better than
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MP, however its computational cost is higher. If the required solution is sparse enough,
these algorithms and similar techniques are able to recover it accurately [125].
6.2.3 Multichannel Source Separation
In this section the aim is to use the sparse recovery theory and the created dictionary
from the previous subsections in order to help extracting the original sources from a set
of mixtures. If the BSS model in Eq. (6.1) is considered, the sources of interest are
intracranial epileptic discharges and the mixtures are the scalp recordings of epileptic
patients. In order to deal with large amounts of data and also to patch the signals more
easily, the data is vectorised. If all the channels of scalp recordings are saved in a matrix Y
then, stacking all the channels in one row makes a single vector y. The extracted desired
source X is also vectorised and shown as x. Therefore, the BSS model in Eq. (6.1) is
changed because the signals here are vectors instead of matrices. The new equation is
therefore:
y= (I⊗A)x+v (6.7)
In the above equation, x= vec(X) and y= vec(Y) are column vectors of length nN and
mN respectively, in which n is the number of scalp channels, m is the number of sources,
and N is the number of samples. (I⊗A) of size mN× nN is a block diagonal matrix,
and ⊗ is the Kronecker product symbol. The noiseless setting is considered. The overall
source separation problem is therefore expressed as:
min
{si},x,A
λ‖y− (I⊗A)x‖22+
p
∑
i=1
[µi‖si‖0+‖Dsi−ℜix‖22] (6.8)
where λ and µ control the noise power and sparsity degree, respectively. D is the dictio-
nary of size r× k which contains normalised columns, also called atoms. {si} are sparse
coefficients of length k. For simplicity the source vector x is divided into patches of
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length r, and the i-th patch from x is shown by vector ℜix. Furthermore, the total number
of patches is shown by p. A shows the mixing matrix, which is initialised by a random
matrix of suitable size. The source vector x is then initialised by x= ATy.
The process of minimising (6.8) starts with extracting patches of x. Then, the OMP
algorithm estimates the sparse coefficients {si}pi=1 for each patch ℜix, having the patch
itself and the dictionary D as inputs. Afterwards, {si}pi=1 and A are assumed fixed, and
x has to be estimated. The solution for x is obtained by taking the gradient of (6.8) and
setting it to zero:
0 = λ (I⊗A)T((I⊗A)x−y)+
p
∑
i=1
ℜTi (ℜix−Dsi) (6.9)
which becomes:
xˆ= (λ (I⊗A)T(I⊗A)+
p
∑
i=1
ℜTi ℜi)
−1 · · ·
· · ·(λ (I⊗A)Ty+
p
∑
i=1
ℜTi Dsi).
(6.10)
The matrix of mixtures Y and the source matrix X, which is computed in previous step,
are used in order to estimate the mixing matrix A. Simplifying (6.8) by changing the first
quadratic term into normal matrix product gives:
min
A
λ‖Y−AX‖2F . (6.11)
This minimisation problem is solved very simply by taking the pseudo inverse of X as:
Aˆ= YXT(XXT)−1 (6.12)
The steps of estimating {si}, x, and A have to be repeated for a suitable number of
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iterations, in order to minimise (6.8).
6.3 Experimental Results
In this section the proposed method is applied to different data examples and the results
are presented to show the efficiency of the proposed method. Dataset is explained in
section 1.1.4 in Chapter 1.
6.3.1 Results
Simulated Data
As depicted, the signal in Fig. 6.2(a), which shows an intracranial discharge is linearly
mixed with the signal in Fig. 6.2(b), and 10dB noise is added to them in order to create the
mixtures shown in Fig. 6.2(c) and 6.2(d). The amplitude of intracranial discharge is 10
times less than the amplitude of the random signal. This has been done in order to make
the simulated data more similar to the real scalp signals. In reality, epileptic discharges in
the intracranial signals have much smaller amplitudes than the scalp EEG.
Conventional BSS, in this case FastICA, has been applied to these mixtures and the
result shown in Fig. 6.3. As shown, conventional BSS is not able to separate the sources
properly, because of two reasons; the epileptic discharge have a much smaller amplitude
than the other signal, and the number of mixtures (considering noise) are less than the
number of sources.
The proposed method has been applied to these mixtures and the resulting output
sources shown in Fig. 6.4. It is evident that the original source has been extracted from
the set of mixtures with just a little noise, and the result is much better than that of the
conventional BSS.
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Figure 6.2: Simulated original sources and mixtures; (a) original epileptic discharge, (b)
random signal, (c) first mixture, and (d) second mixture.
Figure 6.3: Separated sources using BSS; (a) first source and (b) second source.
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Figure 6.4: Proposed method output sources; (a) first source and (b) second source.
Real Data
An example of a 20 second recording of a scalp channel of the data and the corresponding
intracranial channel is depicted in Fig. 6.5.
Figure 6.5: 20 seconds recording of (a) scalp channel and (b) corresponding intracranial
channel.
Multiple channels of scalp EEG signals, in this case 16 channels, are used as mixtures
shown in Fig. 6.6.
The algorithm was tested on them in order to extract the desired source, which appeared
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Figure 6.6: 16 channels of scalp EEG of one of the subjects.
in the same time instant as in the intracranial signal. The original intracranial source, the
closest extracted source by traditional BSS (FastICA), and the extracted source by the
proposed method are shown in Figs. 6.7(a), 6.7(b), and 6.7(c) respectively.
In order to have quantitative measures of similarity between the closest extracted source
and its corresponding intracranial source, cross correlation of the two and RMSE between
the two have been measured. These have also been calculated for the case of FastICA to
be able to compare the two methods. In the case of FastICA, the average cross correlation
and RMSE values of all the extracted sources have been used. Because of the scaling
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Figure 6.7: Original source from real intracranial EEG and output sources; (a) original
source from real intracranial EEG, (b) traditional BSS (fast ICA) closest out-
put source from real scalp EEG, and (c) proposed method output source from
real scalp EEG.
problem of ICA, all the ICs are normalised and also zero-meaned. The results of the cross
correlations of the intracranial source and the closest extracted source and the RMSEs
between the intracranial source and the closest extracted source, for 10 different epileptic
discharges from 30s of scalp EEG data have been averaged and shown in Table 6.1.
Table 6.1: Comparison of the similarity measures between the desired source and the clos-
est extracted source by FastICA and the proposed method for real scalp signals.
Similarity Measure Proposed BSS-Dictionary Look Up FastICA
RMSE 0.251 0.318
Cross Correlation 0.651 0.542
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6.4 Conclusions
In this chapter, taking advantage of the sparsity of original sources in order to better tackle
the BSS problem has been investigated. It has been shown that even if the sources are not
sparse in their current domain, it is possible to model them as sparse linear combinations
of elements of a chosen dictionary. The dictionary is pre-specified and contains different
models of the epileptic discharges. These discharges are produced by chirplet modelling
of the actual spikes. Iteratively estimating the sparse coefficients, the mixing matrix is
used to extract the closest source to the original source from the mixtures. The method
has been tested on simulated and real EEG data of epileptic discharges and the results are
promising. In the next chapter, keeping a part of dictionary pre-specified and updating the
rest of it in order to better match the data will be considered.
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Epileptic Discharges via Partial
Dictionary Learning
In Chapter 6, the dictionary is fixed and pre-defined. In the cases where BSS and dictio-
nary learning are combined, there is need for updating the dictionary in order to include
the undesired cortical activities.
In this chapter, the dictionary is partly pre-specified based on chirplet modelling of
various kinds of real epileptic discharges and partly learned using a dictionary learning
algorithm. The dictionary which includes a fixed and a variable (i.e. learned) part is in-
corporated into a source separation framework to extract the closest source to the source
of interest from the mixtures. Partial dictionary learning benefits from the fact that the
learned part of the dictionary is trained on scalp signals. Therefore, it includes models
of other sources that might be the result of separation as well as the desired epileptic dis-
charge and makes the separation process more accurate. Experiments on synthetic mix-
tures of real data consisting of epileptic discharges, and on real scalp recordings are used
to evaluate the proposed methods, and the results are compared with those of traditional
BSS algorithms.
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7.1 Introduction
As considered earlier, prediction of seizure is very advantageous in diagnosis and treat-
ment of many neurological disorders such as epilepsy. A long time before the occurrence
of seizure there are tiny medial temporal discharges in the EEG which are indicators of
seizure. These discharges, also known as epileptic spikes, look much more pronounced
in intracranial than in scalp EEG recordings. Scalp EEG can be considered as a mixture
of intracranial sources, cortical activities, and noise of recording devices and environment
while the head is a nonlinear mixing system [5].
As discussed earlier, there is no exact solution to the BSS problem. Incorporating
constraints into the separation process has shown to be useful in obtaining the desired
solutions.
Sparsity is another constraint, which has been used for source separation by many re-
searchers [124], [104], in particular, for the underdetermined case where the number of
sources is greater than the number of mixtures. Apart from the signal being sparse in
its current domain, it can also be sparsified using a dictionary, in the sense that only a
few atoms of the dictionary are chosen to represent the signal. This dictionary can be
composed of different types of signals. It can be fixed or can be learnt from the mixtures
themselves. As it is defined in this chapter, it can also be partly fixed and partly learned.
The way the signals are represented has direct relevance to the choice of dictionary.
Dictionary atoms, as a set of basis signals, are used to decompose the data. Linear com-
binations of these atoms (elements) are used to uniquely represent different signals. It
is, however, a practical challenge to choose suitable dictionaries for different application
problems.
There are mainly two types of dictionaries that have been considered in the literature,
namely, pre-defined (or pre-specified) dictionaries with a mathematical transform such as
the traditional dictionaries obtained in a similar domain and more recently the dictioanries
that are learned from training data using a machine learning algorithm [92]. The pre-
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defined dictionaries are often easy to implement and computationally efficient, while the
learned dictionaries, on the other hand, may offer better fit to the signals despite of their
relatively higher computational complexity [92].
In this chapter, a method for joint source separation-dictionary learning where the dic-
tionary is partly fixed and partly learned is proposed. The fixed part is composed of
chirplet-based reconstructed epileptic discharges and the learned part is adapted from the
source signals themselves. The main motivation behind our idea is that the epileptic dis-
charges often have some basic structures which can be well defined with templates as in
the fixed dictionary, and at the same time, partially learning the dictionary will allow the
variations in the epileptic discharges to be captured by the atoms adapted from the train-
ing data. Such a mixed dictionary has the potential to offer better performance for source
separation as demonstrated in our work where a joint dictionary learning and source sep-
aration framework is employed for the extraction of the source of interest. Some prelim-
inary results are provided to demonstrate the effectiveness of the proposed method based
on synthetic mixtures of real EEG data, as compared with a popular and traditional BSS
such as FastICA.
7.2 Problem Formulation
7.2.1 Creation of Fixed Dictionary
The fixed part of the dictionary is pre-specified based on different shapes of real epileptic
spikes in the intracranial EEG scored by clinician experts. These are reconstructed spikes
modelled using a restricted number of chirplets. Some of these reconstructed signals have
been already shown in Fig. 6.1 in Chapter 6. As illustrated, the epileptic spikes are usually
composed of a sharp peak followed by a slow wave [23].
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7.2.2 The Overall Cost Function
Similar to the joint BSS-dictionary look up developed in Chapter 6, the overall source
separation problem via partial dictionary learning is expressed as:
min
{si},D,x,A
λ‖y− (I⊗A)x‖22+
p
∑
i=1
[µi‖si‖1+‖Dsi−ℜix‖22] (7.1)
where λ and µis are the penalty terms which control control the noise power and sparsity
degree, respectively. D is the dictionary of size r×k which contains normalised columns,
also called atoms. {si} are sparse coefficients of length k. For simplicity the source vector
x is divided into patches of length r, and the i-th patch from x is shown by vector ℜix.
Furthermore, the total number of patches is shown by p. A shows the mixing matrix. This
is therefore an unconstrained optimisation problem.
7.2.3 Source Separation via Partial Sparsity-Based Dictionary
Learning
The difference between (6.8) and (7.1) is that in (6.8) D is fixed, whereas in (7.1) D is
defined as follows:
D= [Dknown : Dunknown] (7.2)
Therefore to fully define D, Dunknown should be estimated through optimisation of (7.1).
The cost function (7.1) is minimised using an alternating method by keeping all but one
of the unknowns fixed at a time. Before the learning process, the mixing matrix A is
initialised by a random matrix of suitable size, the source vector x is initialised by x =
ATy, and the variable part of the dictionary D i.e. Dunknown, is initialised by cosine waves
as suggested by [94]. Segments of x are handled one at a time. The OMP algorithm
estimates the sparse coefficients {si}pi=1 for each segment ℜix, gathering one atom at a
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time, and stopping when the error goes below a threshold. The values for µi are chosen
implicitly. In other words, in this stage a sliding window applies sparse coding on each
segment of data one at a time. Given all si values, A, and x, the dictionary D can now be
updated after each estimation iteration of Dunknown using a sequence of K-SVD operations
as in [94]. The dictionary is updated columnwise using singular value decomposition
(SVD). Once this is done, the signal x is updated by keeping all si values, A, and D fixed.
In order to obtain x, the gradient of (7.1) is calculated and set to zero:
0 = λ (I⊗A)T((I⊗A)x−y)+
p
∑
i=1
ℜTi (ℜix−Dsi) (7.3)
which becomes:
xˆ= (λ (I⊗A)T(I⊗A)+
p
∑
i=1
ℜTi ℜi)
−1 · · ·
· · ·(λ (I⊗A)Ty+
p
∑
i=1
ℜTi Dsi).
(7.4)
Solving Eq. (7.4) leads to the solution of x. In order to estimate the mixing matrix A,
all unknowns except A are considered fixed. As shown below, the mixtures signal y and
the source signal x, which is computed in the previous step, are used. Simplifying (7.1)
by changing the first quadratic term into normal matrix product gives:
min
A
‖Y−AX‖2F . (7.5)
This minimisation problem is solved simply by taking the pseudo inverse of X and then
estimate A as:
Aˆ= YXT(XXT)−1 (7.6)
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Now, the output source x is computed. However, an update of the output source also
updates the sparse coefficients, {si}pi=1. Therefore, the steps of estimating {si}, Dunknown,
x, and A have to be alternatively repeated for a suitable number of iterations, in order to
minimise (7.1) and obtain a source close to the desired solution.
7.3 Results and Discussions
In this section the proposed method is applied to different data examples and the results
are presented to show the efficiency of the proposed method. Dataset is explained in
section 1.1.4 in Chapter 1.
7.3.1 Results
Simulated Data
As depicted, the signal in Fig. 7.1(a), as an intracranial discharge, is linearly mixed
with the signal in Fig. 7.1(b), and different noise levels are added to them in order to
create the mixtures, one set of them is shown in Fig. 7.1(c) and 7.1(d). The amplitude
of intracranial discharge is made 10 times less than the amplitude of the random signal,
before mixing. This has been done in order to make the simulated data more similar to
the real scalp signals. In reality, epileptic discharges in the intracranial signals have much
smaller amplitudes than those of the scalp EEG.
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Figure 7.1: Simulated original sources and mixtures; (a) original epileptic discharge (b)
random signal (c) first mixture, and (d) second mixture.
Conventional BSS, in this case FastICA, has been applied to these mixtures and the
result is shown in Fig. 7.2.
The proposed method also has been applied to these mixtures and the output source
result is shown in Fig. 7.3. It is shown that the original source has been extracted from
the set of mixtures with just a little noise, and the result is better than that of the FastICA.
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Figure 7.2: Separated sources using FastICA; (a) first and (b) second sources.
Figure 7.3: Proposed method output sources; (a) first and (b) second sources.
Also, an RMSE comparison between the desired source and the extracted source by
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FastICA and the proposed method is given in Fig. 7.4. This figure shows that the pro-
posed method has superior performance in the low SNRs where the overall system is
underdetermined.
Figure 7.4: RMSE comparison of FastICA and the proposed method with different SNRs.
Real Data
Multiple channels of scalp EEG signals, in this case 16 channels, are used as mixtures.
The algorithm is tested on the data in order to extract the source, which appeared in the
same time instant as in the intracranial signal. The original intracranial source and the
extracted source by the proposed method are shown in Fig. 7.5.
Furthermore, a comparison of RMSE between the separated independent components
for the proposed method and FastICA is shown in Fig. 7.6. As it is illustrated, the sep-
arated sources by the proposed method are closer to the original sources with respect to
RMSE than the average of ICs by FastICA.
The comparison of correlation is also depicted in Fig. 7.7 as well. It is shown that the
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separated sources by the proposed method have higher correlation with original sources
than the average of ICs by FastICA.
Figure 7.5: (a) Original source1; (b) proposed method output source1; (c) original
source2; (d) proposed method output source2
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Figure 7.6: Comparison of RMSE between the separated independent components for
FastICA and the proposed method.
Figure 7.7: Comparison of the correlation between the original and estimated sources for
FastICA and the proposed method.
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7.3.2 Discussion
The patient data provided by clinicians consists of the time sample of the middle of each
of the supposed epileptic discharges, a measure of the clinicians’ certainty of this spike
being an epileptic discharge, and whether it if visible from deep electrodes only, or from
scalp and deep electrodes. This provides a means of comparing the results of the proposed
algorithm and the rate of visible spikes from scalp. To see whether it has been enhanced
and if it has by what percentage.
Among the patient data provided by clinicians, 9 patients were marked as having no or
very little low quality epileptic spikes present in their EEG. Another 5 had been marked
as either only seizure data, epileptic discharges being present in one channel only, them
not having perfect morphology, or having considerable number of artifacts. Therefore,
the data from all these 14 patients have been discarded immediately. The rest of the 24
patients all had some epileptic discharges present; among these, 7 had less than hundred
spikes.
The analysis has been carried out for the patient data with considerable amount of
epileptic discharges, with the probability of being an epileptic discharge marked by the
clinicians at least 0.7. In Table 7.1, the proportion of the analysed data with P = 0.7,
P= 0.8, and P= 0.9 to the whole analysed data are shown.
Table 7.1: Scored patient data distribution.
Probability Proportion to the Whole Analysed Data
P= 0.7 20%
P= 0.8 40%
P= 0.9 40%
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The average percentage of detection of epileptic discharges from scalp EEG among
patients with respect to different probabilities have been shown in Table 7.2 and compared
with the average detection by the clinicians.
Table 7.2: Average percentage of detection of epileptic discharges from scalp EEG among
patients with respect to different probabilities compared with the average de-
tection by clinicians.
Probability Average Percentage of Detection
Among Patients by the Proposed Method
Average Percentage of Detection
Among Patients by the Clinicians
P> 7 40% 0.3%
P> 8 56.8% 6%
P> 9 62.5% 7%
As it can be comprehended the result of the proposed method is considerably better
than those can be seen by visual inspection of scalp EEG by clinicians. There are how-
ever, other non-epileptic spikes within the EEG, some originated from cortical activities
and stages of sleep in some cases, which may look morphologically similar to epileptic
discharges. Therefore, there are always false positives associated with the algorithm. The
percentage of false positives is shown in Table 7.3.
It is possible to increase the dictionary size and acquire the fixed elements from more
patients to reduce the percentage of false positives. A general approach, however, can
be by applying a powerful machine learning approach that is able to classify the true and
false positives by taking into account all possible peripheral patient information such as
age, whether the brain is engaged in other activities, if they sleep, and if they suffer other
mental or physical problems.
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Table 7.3: Distribution of percentage of false positives.
Probability Percentage of False Positives
P> 7 10.6%
P> 8 9.4%
P> 9 6.7%
7.4 Conclusions
In this chapter, a source separation method based on partial dictionary learning has been
proposed. The dictionary is partly pre-specified with different epileptic discharges, which
are produced by chirplet modelling of the actual spikes, and is partly learned through the
dictionary learning algorithm. Iteratively estimating the sparse coefficients, the dictionary,
and the mixing matrix, the closest source to the original source from the mixtures is
extracted. The method has been tested on synthetic mixtures of real data which consists of
epileptic discharges, and the results are compared with FastICA which is a traditional BSS
method. The algorithm has also been tested on real EEG data. These results are compared
with detection of clinicians from scalp EEG. The distribution of patient data analysed
with different probability spikes, percentage of detection of the proposed method, and
percentage of false positives are shown in the last section.
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8.1 Conclusions
The main goal of this research was to increase detectability of medial temporal discharges
long before seizure or in between seizures from scalp EEG in order to reduce the need
for invasive examination before any surgical operation on patients with epilepsy or other
neurological disorders containing seizures. In Chapters 4 and 5, a constrained approach
for extraction of pre-ictal discharges from scalp EEG has been proposed. In order to
achieve this, first a template based on intracranial recordings, is generated to be used in
the constraint cost function, which is incorporated into the ICA formula. Constrained ICA
is then applied to the scalp EEG to extract the corresponding desired source. By adding
extra information as a constraint, the closeness of the extracted source to the reference
signal (template) is also considered as well as the independency of the sources. The
results showed that the proposed method worked well with real data and outperforms
unconstrained ICA.
In Chapter 6, taking advantage of the sparsity of original sources in order to better tackle
the BSS problem has been investigated. The method of using a template as a constraint in
the separation process to find the most similar source, investigated in the previous chapter,
can be improved by using a number of templates. This brings up the idea of having a
dictionary of almost all possible epileptic discharges. The suitable combination of atoms
which would best approximate the source of interest would be determined. Even if the
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data is not sparse in its current domain, it can be modelled as sparse linear combinations
of atoms of a chosen dictionary. The dictionary is pre-specified and contains different
models of epileptic discharges. These discharges are produced by chirplet modelling of
the actual spikes. Iteratively estimating the sparse coefficients, the mixing matrix is used
to extract the closest source to the original source from the mixtures. The method has
been tested on simulated and real EEG data of epileptic discharges and the results are
promising.
In Chapter 7, a source separation method based on partial dictionary learning has been
proposed. A dictionary which is partly pre-specified based on chirplet modelling of var-
ious kinds of real epileptic discharges, and partly learned using a dictionary learning al-
gorithm, is created and used. The dictionary which includes a fixed and a variable (i.e.
learned) part, is incorporated into a source separation framework to extract the closest
source to the source of interest from the mixtures. Iteratively estimating the sparse co-
efficients, the dictionary, and the mixing matrix, the closest source to the original source
from the mixtures is extracted. Partial dictionary learning benefits from the fact that the
learned part of the dictionary is trained on scalp signals. Therefore, it includes models of
other sources that might be the result of separation as well as the effect of desired epileptic
discharge and makes the separation process more accurate. The method has been tested
on synthetic mixtures of real data, which consists of epileptic discharges. The results
are compared with those of FastICA which is a popular BSS method used as the bench-
mark for evaluation of many other BSS techniques. As in the case for real EEG data, the
results are compared with those scored by clinicians and as it is observed in the discus-
sion section of this chapter i.e. subsection 7.3.2, the percentage of detection of epileptic
discharges from scalp EEG has been increased notably compared to the detection by clin-
icians. However, there are problems with having a large number of false positives in this
case and a we still need a powerful post-processing method such as by means of a robust
machine learning technique to better distinguish between true and false positives.
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Overall, the main aim of this research was to detect the pre- or inter-ictal discharges
from scalp EEG. Clinicians are able to detect these discharges from intracranial EEG,
commonly. However, they can only detect a few (up to %10) of them from scalp EEG
and it is not favourable to do any invasive operation before clinical diagnosis. Therefore,
having a system which enables the detection of these discharges from scalp EEG is highly
desirable for them. Throughout the thesis a constrained source separation method is de-
veloped and further enhanced by adding first a fixed and then a partially fixed-learned
dictionary. The final results are that of the partial dictionary learning method. In this
method, learning the signal in order to consider the background EEG and noise is con-
sidered. The detection rate from scalp is considerably increased by that of the clinician
scorings. The detection rate of discharges with higher probability of being spike was
considerably more than the rest. By detecting epileptic discharges from scalp EEG, the
invasive procedure of inserting electrodes to patients brain for diagnosis is unnecessary.
In the next section, some possible future work is discussed.
8.2 Future Work
An important application of this pre- or inter-ictal spike detection method can be for
analysis of joint EEG-fMRI recordings. In such emerging technology the model-based
BOLD (blood oxygenation level dependent) detection methods require a time course to
show the instants of brain excitations. In normal applications such time course is provided
by the instants of brain stimuli. For application to seizure such a time course does not
exist and should be extracted from the simultaneously recorded EEG. Unfortunately, such
a time course cannot be detected from the scalp EEG without any pre-processing method
as only 9% of the spikes may be seen from the signals. This figure is not enough for
reconstruction of BOLD within fMRI data. Therefore, the proposed techniques in this
thesis can contribute to estimation of the time course (regressor) for seizure detection and
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localisation for joint EEG-fMRI neuroimaging modalities.
Nonetheless, the overall method can be improved in various aspects. From clinical
point of view, the seizure itself should be categorised into epileptic and non-epileptic dur-
ing the process of dictionary learning and seizure source localisation. There are various
brain abnormalities which lead to generation of a wide range of seizures with similar or
different morphologies. Patient peripheral information and the current mental or physi-
cal state of the patients are those which have to be taken into account. For example the
seizure morphology in infants is different from those of adults. In addition, infants brain
generates spikes which can have different causes and often are not epileptic.
From algorithmic point of view, such information may be quantified and incorporated
within the mathematical formulation. For example, changing the tradition BSS to a more
versatile multiway approach such as tensor factorisation, may best use of diversities in
time, frequency, space, trial, subjects, age, gender, race, and other possible dimensions,
to provide more thorough analysis of commonalities and differences. More diversities
incorporated into the source separation problem by means of recently proposed tensor
factorisation techniques will help achieve better and more efficient results. Therefore,
tensor factorisation-dictionary learning allows exploitation of sparsity in various domains
and generalises our BSS-dictionary learning approach.
Expanding the dictionary to include more diverse epileptic discharges from a larger
number of patients is certainly useful. The dictionaries may also be more inclusive to
incorporate a wider range of spikes from different subjects with different peripheral infor-
mation and states. In future, an improvement to the current algorithm will be achieved by
algorithmically fusing this information within a more general and complex constrained
formulation to achieve better results.
Since one of the objectives is to exploit sparsity of the signals, the EEG signals may be
considered in other domains which the signals are sparser in those domains. This may be
achieved by developing a multiway dictionary learning approach.
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Furthermore, although EEG is most common and accessible neuroimaging technique,
there are other neuroimaging modalities that can be used together with EEG to better high-
light seizure events and localise them within the brain. As stated above, a joint EEG-fMRI
technique is currently under research and the achievement in this thesis can contribute to
the advances in that research.
Therefore, in future development a multichannel, multimodal, and multiway approach
for solving this problem should be followed. Such model can best use of diverse sta-
tistical and clinical information. It also enables development of the joint dictionary in a
more effective domain. As mentioned above, a post-processing technique by means of
an effective machine learning method is necessary to discriminate between true and false
positives of the spike detection procedure. Research in the area of machine learning for
this purpose is another target for future progress in this field.
On the other hand, the algorithms developed in this thesis have many other applications
in science and technology as they introduce new source separation techniques which best
suit sparse sources. Such signals can be found in underwater sonar systems, in military
as intermittent jamming signals, in hyperspectral imaging, and many other systems. After
all, it is hoped that the contribution of this thesis will be a seed for a number of research
directions in future research and development.
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