Recent progress towards the fabrication of Majorana-based qubits has sparked the need for systematic approaches to optimize experimentally relevant parameters for the realization of robust Majorana bound states. Here, we introduce an efficient numerical method for the real-space optimization of tunable parameters, such as electrostatic potential profiles and magnetic field textures, in Majorana wires. Combining ideas from quantum control and quantum transport, our algorithm operates on a largely unexplored parameter space and opens new routes for Majorana bound states with enhanced robustness. Contrary to common belief, we find that spatial inhomogeneities of parameters can be a resource for the engineering of Majorana-based qubits with improved coherence.
Introduction.-Majorana bound states (MBS) are spatially localized zero-energy modes that exhibit nonabelian exchange statistics. The recent discovery and characterization of MBS in solid-state devices has established their potential for future fault-tolerant quantum computers [1] . At present, the leading platform for the study of MBS is a strongly spin-orbit coupled semiconducting nanowire, proximity-coupled to a s-wave superconductor and placed in a uniform magnetic field [2] [3] [4] [5] . Alternative proposals replacing spin-orbit interactions with spiral magnetic textures generated by adatoms [6, 7] or arrays of micromagnets [8] are also promising and have been partially realized in experiments [9] .
In spite of the aforementioned advances, the current state of knowledge for the realization of MBS is restricted to a small region of parameter space, comprised mainly of translationally-invariant wires. Systems with nonuniform parameters, such as superconducting gaps, magnetic fields and electrostatic potential profiles, are not analytically tractable beyond a few limiting periodic cases [10] [11] [12] [13] [14] [15] [16] [17] , and the existing numerical studies [18] [19] [20] [21] [22] have not been exhaustive. Thus, it would be desirable to chart the vast space of tunable experimental parameters beyond the known subregions, not only to find out if inhomogeneities could be a resource for MBS experiments, but also to provide new insights for improving Majorana-based qubits [23] [24] [25] .
In this work, we introduce an optimization algorithm that undertakes an efficient search in parameter space for maximally robust MBS which are compatible with experimental constraints. The central finding of our work is that the engineering of spatial inhomogeneities increases the parameter space region for robust MBS and significantly enhances the degeneracy of Majorana zero-modes.
Our optimization approach is inspired by the Gradient Ascent Pulse Engineering (GRAPE) algorithm [26] of quantum optimal control [27] , which aims to find the best pulse shapes in time domain to perform a task, such as implementing a logical gate or reaching a desired ground state [28] . We draw an analogy between GRAPE and the Recursive Green's function (RGF) method of quantum transport [29] , which allows to transfer the insights of the former from time domain to real-space domain. This analogy turns out to be key to implement the efficient optimization of parameters for the creation of robust MBS in inhomogeneous quantum wires.
Real-space analogue of optimal control.-In quantum optimal control theory, one considers a system with a Hamiltonian H = H 0 + k f k (t)H k , where f k (t) are some experimentally controllable time-dependent parameters and k = 1, . . . , p labels distinct control fields. The control problem can be stated as the maximization of a functional Φ[{f k (t)}], known as a performance index, which defines the success in accomplishing a desired task. To make this optimization problem tractable, Khaneja et al. [26] discretized the control functions into piecewiseconstant segments f k (t j ). The gradient of Φ with respect to {f k (t j )} can then be efficiently calculated by keeping in memory intermediate results of forward-in-time and backward-in-time propagator products computed iteratively [30] . This insight at the core of GRAPE leads to a polynomial speedup (in the number of time steps) of numerical calculations compared to a finite-difference gradient calculation
The piecewise constant approximation of time-domain functions in GRAPE is reminiscent of tight-binding models in condensed matter physics, where space is discretized into a lattice. Hence, it is natural to ask whether a real-space analogue of GRAPE could be developed to optimize profiles of tunable static experimental parameters in one dimensional wires. In the following, we pursue this analogy for a wire with Hamiltonian
where j is the site index. Each site contains M degrees of freedom (spin, particle-hole pseudospin, transverse channel index, etc). Accordingly, onsite terms h j and hopping terms u j are M ×M matrices, while ψ ( †) j are column (row) vectors of fermion annihilation (creation) operators. We subdivide the system into a superconducting scattering region of N sites (j = 1, ..., N ), coupled to normal metallic homogeneous leads on the left and on the right. (6)) and its gradient in a Majorana wire with N sites. The RGF-GRAPE method (orange triangles, TN ∝ N 0.98 ) is polynomially faster than the finitedifference gradient approach (blue disks, TN ∝ N 1.85 ) [30] .
To connect with optimal control, we consider an onsite
is fixed and k = 1, . . . , p labels different tunable and spatiallyvarying parameters f kj , such as the components of a magnetic field b j , an electrostatic potential V j or a superconducting gap ∆ j . Our main goal is to perform an efficient numerical optimization of f kj in quantum wires. For simplicity, we assume u j to be fixed and uniform, but our method can be generalized to relax this assumption, e.g. to optimize an inhomogeneous spin-orbit coupling.
Similarly to the GRAPE algorithm, which iteratively constructs products of propagators to describe the system at each time step, local observables of a tight-binding lattice can be described in terms of propagators (Green's functions) obtained iteratively from the system's left and right boundaries. This conceptual connection becomes concrete in the RGF method [29] , where the retarded Green's function at site j and energy E is written as
Here, Σ
j±1 is the left (right) hybridization function representing the influence of sites to the left (right) of site j. These hybridization functions are obtained iteratively using the standard RGF recursion relations [30] .
The recursive formalism shares two major advantages of GRAPE, in that it allows for a speed-memory trade-off through the reuse of intermediate results and it enables analytical expressions for the derivatives of propagators. As a result, the complexity of calculating a Green's function and its derivatives is reduced to O(N M 3 ) (Fig. 1) [30] . In contrast, a naive finite difference approach for calculating ∂G ret j /∂f kj for j = 1, . . . , N would incur a total computational cost of O(N 2 M 3 ), which can rapidly become prohibitive with the length of the system.
Performance index for Majorana wires.-In order to optimize {f kj } for the realization of robust MBS, a performance index which is maximal for optimal spatial profiles is needed. A good index must have the following attributes: (i) it is smooth under variations of f kj ; (ii) in the non-topological phase, the optimization process steers the system's parameters towards a topological phase transition (via gap closing); (iii) in the topological phase, the optimization evolves towards maximizing the protection of the MBS (via gap opening). A simple performance index that meets the preceding criteria is
where ∆ L(R) ≥ 0 is the local energy gap at the left (right) extremity of the scattering region and Q L(R) is the corresponding "topological visibility" [31] . For quantum wires belonging to symmetry class D [32] , the latter varies continuously between ±1 and its sign gives the Z 2 topological invariant of the superconducting wire segment (+/ − 1 in the trivial/topological phase).
To benefit from the computational efficiency of the RGF method and the analogy to GRAPE, we express Φ in terms of Green's functions. On the one hand, Q L(R) is given by the determinant of the zero-energy reflection matrix at site j = 0 (j = N + 1) [33] [34] [35] . These matrices can be obtained [30] from G ret 0 (0) and G ret N +1 (0) via the Fisher-Lee relations [36] [37] [38] [39] . On the other hand, ∆ L(R) can be extracted from the spectral functions. However, this requires evaluating G ret j (E) for multiple energies, which is numerically costly and inefficient. Fortunately, for the purposes of optimization, the absolute value of the gap is not needed, but only a function that scales in the same way. Herein, we will construct an effective gap that is based solely on G ret j (0). To that end, we define the "center-of-mass" (CM) of the left (L) and right (R) zero-energy states (Fig. 2a ),
where
is the zero-energy local density of states, while N L = N/2 j=1 ρ j and N R = N j=N/2 ρ j are the total "masses" of the L and R states. In a superconducting wire weakly coupled to normal leads, zero-energy states from the leads leak in the superconducting region leading to ρ j = 0 in both the topological and trivial phase. Hence, the CM gives a smooth and quantitative measure of the localization of zero-energy states (Fig. 2b) . Moreover, there is an inverse relation between the localization length of E = 0 states and the p−wave component of the superconducting gap [40] : the larger the latter is, the closer x L and x R get to 1 and N , respectively. With this in mind, we introduce the effective gaps
which lead to a performance index
The effective gaps∆ L(R) correlate closely with the p−wave component of the superconducting gap. The optimization ofΦ will accordingly converge towards maximally localized MBS, which is beneficial for the phase coherence of MBS-based qubits [25] . However,∆ L(R) may be blind to localized non-topological subgap states that might appear at the extremities of the wire, insofar as these do not affect the localization length of the MBS. Though these subgap states can lead to a "soft" gap, their occupation does not flip the MBS-based qubit's parity if the MBS are spatially well-separated [40, 41] . Proof of concept of the optimization.-Our optimization algorithm, which we name RGF-GRAPE, consists of the following steps: (i) propose an initial set of {f kj }; (ii) computeΦ and ∂Φ/∂f kj adapting ideas from RGF and GRAPE [30] ; (iii) update {f kj } via gradient ascent; (iv) repeat steps (ii) and (iii) until a maximum ofΦ is attained. (v) check that the optimized state has a "hard" gap. If not, return to (i) at a different point in parameter space.
To confirm that the algorithm is working properly, we consider a superconducting wire without spin-orbit coupling placed under an inhomogeneous magnetic field. Starting from a topologically trivial initial state (a superposition of two spiraling fields of different periods), successive iterations of the optimization algorithm adjust the magnetic texture and drive the wire into the topological regime (Fig. 2c) . The final magnetic texture, shown in Ref. [30] , resembles a perfect spiral in the bulk of the wire, but departs from it within a superconducting coherence length from the boundaries. At a small loss for the topological gap, the departure from a uniform spiral renders the MBS significantly more localized, which lead to a MBS energy splitting reduced by more than an order of magnitude [30] . This finding demonstrates that boundary engineering, appropriately done, can improve the MBS characteristics. It also shows that in inhomogeneous wires, unlike in uniform ones, the zero-mode energy splitting can be suppressed without increasing the topological gap or the length of the wire. Potential profiles-The electrostatic potential in realistic quantum wires is inevitably inhomogeneous and partially tunable. Recent studies [21, [42] [43] [44] have concluded that inhomogeneities result in non-topological localized states with near-zero energy. Other authors [14] have analyzed the impact of (quasi)periodic gate potentials in the topological phase diagram. Yet, there are no explicit results about the optimal spatial profile that would lead to more robust MBS.
In Fig. 3 , we perform an optimization of the electrostatic potential profile. For simplicity, we constrain ourselves to smooth and periodic potentials. Non-periodic potentials are non-optimal in that they generically lead to soft gaps [21] . Smoothness can be achieved by imposing penalties inΦ against rapid potential variations [30] . Through successive iterations of the optimization algorithm, the potential profile evolves from a uniform initial state to a harmonic final state. Unexpectedly, harmonic modulations strongly enhance the MBS localiza- tion, while preserving the initial energy gap (albeit with a larger density of states at the gap edge). The increased localization reduces the MBS energy splitting by three orders of magnitude. Such improvement could be crucial for extending coherence times in Majorana-based qubits, whose dephasing times are expected to be limited by the zero-mode energy splittings [25] . This result appears to be a counterexample to the common belief that inhomogeneous potentials are harmful for MBS. In view of the preceding result, one might question whether a spatially uniform superconducting gap is optimal or not. According to RGF-GRAPE, the answer turns out to be affirmative (not shown), this time in agreement with conventional wisdom [5, 45] .
Optimization of magnetic textures-Inhomogeneous magnetic fields produced by arrays of micromagnets constitute a tunable resource for the emergence and manipulation of MBS [46] . On the one hand, spiral fields lead to an artificial spin-orbit coupling that can induce topological superconductivity in weakly spin-orbit coupled wires [8] . On the other hand, the combination of spiral and uniform magnetic fields can help attain MBS when neither of the fields alone would suffice [10] . However, once again little is known about the optimal magnetic texture conducive to more robust MBS. The RGF-GRAPE algorithm is well suited to explore this issue. We consider a superconducting wire without intrinsic spin-orbit coupling, subjected to a uniform magnetic field B 0 and a spiral-like magnetic field b j . We assume the amplitude of b j to be uniform and equal to b, while its site-dependent orientation is optimized using RGF-GRAPE. Figure 4 compares key attributes of Majorana wires between the case where b j is a perfect spiral (column (i)) and the case where b j , along with a uniform chemical potential, are optimized (column (ii)). From the topological visibility in panel (a), one can see that the optimization reaches the topological phase as long as B 0 + b > ∆. In addition, the constant topological gap contours in panel (b) show that the optimization allows to increase the parameter space area where the gap is larger than experimentally relevant temperatures. It is likewise clear that, for a fixed b, adding a modest uniform field augments the topological gap. Finally, from the zero-mode energy splitting in panel (c), it ensues that the optimization allows to greatly enhance the zero-mode degeneracy, in particular in the low B 0 region. These findings are useful for the realization of MBS using micromagnet arrays [8, 47] , where b j is limited to 1 T. Figure 5 gives a more detailed account of the optimization for a fixed amplitude of B 0 and b (the black disks in Fig. 4 ). In this case, the optimized texture results in a large enhancement of the topological gap (from less than 50 mK to 100 mK) and a large reduction of the MBS' localization length that suppresses the MBS energy-splitting by more than two orders of magnitude. This finding suggests that small but judicious departures from simple textures can significantly improve the MBS attributes.
Conclusions.-We have introduced an efficient algorithm that optimizes real-space parameter profiles in superconducting quantum wires for the generation of robust Majorana bound states. The algorithm explores regions of parameter space where no intuitive (analytical) results are available and identifies new regimes for the emergence of MBS with strongly reduced energy splitting. Combined with realistic device modeling, our algorithm could provide detailed guidance for improved coherence in Majorana-based qubits. More generally, variations of the introduced RGF-GRAPE algorithm could be applied to characterize new topological phases in inhomogeneous low dimensional systems.
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I. INTRODUCTION TO THE GRAPE ALGORITHM
This section is a short self-contained introduction to the Gradient Ascent Pulse Engineering (GRAPE) algorithm [S1] , with a focus on its computational complexity. The goal is to make explicit the analogy between the GRAPE algorithm, the Recursive Green's Function (RGF) method, and the RGF-based optimization algorithm introduced in the main text.
For the sake of simplicity, we follow Ref. [S2] and present the GRAPE algorithm for a specific optimal control problem: the optimization of a time-dependent Hamiltonian for the preparation of a target unitary transformation V in a time T . Given a time-dependent Hamiltonian
this control problem can be stated as finding the p control functions {f k (t)} such that the propagator resulting from time-evolution, U (T ), realizes the target transformation V . One can quantify the success of a solution using the performance index Φ = Tr V † U (T ) , which is the inner product between the realized and the target propagators 1 . One can find a solution to the control problem by maximizing this performance index. While optimization algorithms, such as gradient descent, are commonplace and independent of the problem, the GRAPE algorithm uses knowledge of the structure of the propagator to calculate efficiently the gradient of Φ, which can then be used by an optimization algorithm.
In general, the propagator U (T ) is complicated to calculate, as it involves a time-ordered exponential. However, the problem can be greatly simplified by considering the functions f k (t) as piecewise constant functions [S1] . In this reduced optimization space, the propagator is
where, for timestep t j of duration ∆t = T /N , the propagator of the locally time-independent Hamiltonian is
By removing the time-ordering operator from the problem, the derivatives of the performance index with respect to the (now finite) set of control parameters {f k (t j )} can be easily obtained using the linearity of the trace
where in the second line we have defined the forward-in-time string of propagators X j = U j U j−1 · · · U 1 and the backward-in-time string of propagators
These strings of propagators are at the origin of the computational advantage of the GRAPE algorithm over more naive finite-difference approaches. In brief, due to the recursive nature of these strings (e.g. X j+1 = U j+1 X j and P j−1 = U † j P j ), the computational cost of computing the final strings X N and P 1 is the same as computing all the strings if one simply keeps intermediate results in memory. Thus, for the computational cost of a single forward-in-time evolution (calculation of X N ) and a single backward-in-time evolution (calculation of P 1 ) one can compute the performance index and all of its derivatives.
For concreteness, we summarize the GRAPE algorithm indicating, where appropriate, the computational cost of the step in brackets:
1. Choose initial vector of parameters {f k (t j )}. 6. Use gradient to update the parameter vector and return to step 2.
Steps 2-5 are the core of the GRAPE algorithm, while step 1 and 6 are general steps of any gradient-based optimization algorithm. One can see that all steps are at most linear in N . If one does not keep intermediate results in memory and computes each derivatives independently (as is usually the case in a finite-difference calculation), the complexity is O(N 2 ). Thus, at the cost of an increased usage of memory, the GRAPE algorithm allows a polynomial speedup (in the number of timesteps) over a finite-difference approach. In the next section, we will show how the recursive Green's function method is itself similar to the GRAPE algorithm and how it can be used to build a real-space optimization analogue of the time-domain optimization summarized in this section.
II. RGF-BASED OPTIMIZATION
In this section, we give more details about the real-space optimization algorithm (which we name RGF-GRAPE) based on recursive Green's functions and introduced in the main text. After stating the useful recursive relations and their derivatives, we expand on its relation to the GRAPE algorithm and its computational complexity.
A. Recursive relations
Following the notation set in Eq. (1) of the main text, we consider a 1D tight-binding Hamiltonian with onsite terms h j and nearest-neighbor hopping terms u j . We assume there are M local degrees of freedom per site. As stated in Eq. (2) of the main text, in the RGF method [S3] , the retarded Green's function of this system projected onto site j and at energy E is
with Σ
L(R)
j±1 the hybridization function giving the influence on site j of the sites to the left (right). These hybridization functions are defined as
is the projection on site j of the Green's function of the system formed by site j and all sites to its left (right). The exact expressions for these Green's functions are obtained iteratively by using the following recursion relations (see e.g. Refs. [S4, S5] for reviews):
The initial left (right) lead hybridization function Σ
0(N +1) , starting the recursion relation, can be calculated using the translation invariance of the lead defined by the sites j ≤ 0 (j ≥ N + 1). Indeed, the translation symmetry in the semi-infinite leads implies the relations Σ Before Steps 2-4 of this algorithm are analogue to steps 3-5 of the GRAPE algorithm stated in Sec. I, where the time-domain propagators have been replaced by real-space lattice Green's functions. To make even clearer the analogy between the RGF method and GRAPE, one can restate the recursive relations of Eq. (S8) as a string of enlarged matrix products using properties of the so-called Mobiüs transformation [S7] . Finally, from a computational complexity point-of-view, by keeping in memory all the hybridization functions Σ 3 ) all onsite lattice Green's functions. This is a polynomial speedup over a naive inversion of the full Hamiltonian, which is an O(N 3 M 3 ) calculation. Such a speedup is possible due the nearest-neighbor interaction structure of the problem, which leads to a block-tridiagonal matrix representation of the Hamiltonian.
B. Derivatives of the RGF expressions
Taking the onsite Hamiltonian to be h j = h (0) j + λ j A, with A some local operator 2 , we now calculate the derivative of the lattice Green's function at site j with respect to a local parameter of a possibly different site λ n . Using standard matrix algebra, this derivative is
which can be expanded using the definition of the left and right hybridization functions. These derivatives are given by
In order to implement these expressions in a computer program, it is useful to rewrite them as
where Θ is the Heaviside function with Θ(j ≥ 0) = 1. By analogy to the GRAPE algorithm, we now define strings of propagators, such that derivatives can be simply expressed as
where ∂hn ∂λn = A and the Heaviside function is used to make explicit that, by definition, a left (right) hybridization function can not have a nonzero derivative with respect to a parameter to its right (left). The explicit definitions of the propagator strings in recursive form are
Similar recursive definitions can also be written for the j index.
C. RGF-based real-space optimization
Using the results of the previous subsections, one can now build an algorithm similar to GRAPE for the calculation of the derivative of lattice Green's functions with respect to the real-space profile of parameters. To make the analogy to GRAPE clearer, we first consider a performance index which depends only on a single Green's function. The RGF-GRAPE optimization algorithm can be summarized in a way very similar to the GRAPE algorithm. As in the previous sections, we state the main steps of the algorithm and their respective computational complexity:
1. Choose initial vector of parameters {f k,j }.
2. Calculate G ret j using the RGF method and storing all G 
. ). Similarly compute the strings of propagators for P

Compute derivatives using Eqs. (S14) and (S9).
5. Use gradient to update the parameter vector and restart to step 2.
Comparing the GRAPE algorithm stated in Sec. I, one can see that the structure of the gradient calculation performed in steps 2-4 is very similar. This similarity extends to the computational complexity, such that the derivative of a lattice Green's function at a given site j (fixed) with respect to parameters on each site (n = 1, . . . N ) scales linearly with the number of sites in the scattering region. More precisely, it is the same as the RGF calculation: O(N M 3 ). In the case of a finite-difference calculation, where one would perform the RGF calculation N times in order to vary each parameter to be optimized, the complexity would be O(N 2 M 3 ). Thus, by using the above algorithm, one obtains a polynomial speedup over finite differences.
If we now extend the above algorithm to a more general performance index, which requires the derivative of lattice Green's functions at all sites, the complexity becomes O(N 2 M 3 ) (i.e., the same as for finite-difference). This is a consequence of the fact that, in that most general case, we need to vary both indices of the propagator strings defined in Eq. (S15), which requires more matrix products. In the GRAPE analogy, this would be equivalent to having a performance index that depends on the propagator at multiple times.
In the next section, we consider in more detail the case of the local-density-of-states (LDOS) based heuristic performance index defined in the main text for the study of Majorana wires. This index depends on multiple Green's functions belonging to different sites. Nevertheless, by exploiting the structure of the performance index, we will be able to show that the computational complexity of calculating the gradient can be made linear in N .
III. IMPLEMENTATION OF THE HEURISTIC PERFORMANCE INDEX
In this section, we expand on the implementation of the LDOS-based heuristic performance index for Majorana wire optimization defined in Eq. (6) of the main text. We first state the Fisher-Lee relations used to relate the calculation of the topological visibility to lattice Green's functions. Then, we discuss how to efficiently implement the gradient of the effective gaps defined in Eq. (5) of the main text. Finally, we verify numerically the complexity of various gradient calculations.
A. Fisher-Lee relations and the topological visibility
As stated in the main text, the scattering matrix can be obtained from the Green's function using the Fisher-Lee relations generalized to account for the presence of a magnetic field [S4, S8] . Following the notation of Ref. [S4] , in the case of a scattering region of N sites (site index j = 1, . . . , N ) connected to a lead to the left (L) at site 0 and to a lead to the right (R) at site N + 1, the matrix elements of the left reflection matrix r L are given by The calculation of the Majorana wire performance index as defined in both Eq. (3) and Eq. (6) of the main text requires the calculation of the zero-energy reflection matrices r L and r R . These matrices are necessary to calculate the topological visibility Q α = det r α (α = L, R). For the numerical implementation of the gradient calculation, the derivative of the topological visibility is then computed using
which follows from Jacobi's formula. This expression can be related to the derivative of a Green's function using Eq. (S16) and noting that all lead quantities are independent of the f k,j . As this quantity depends on a single Green's function, the computational cost of the gradient of the topological visibility scales linearly with the length of the scattering region (c.f. Sec. II C).
B. Majorana performance index derivatives
We now turn to the computation of the effective gaps defined in Eq. (5) of the main text. As ρ j , the zero-energy LDOS at site j, depends linearly on the retarded lattice Green's function G ret j , one can use the RGF method to compute the effective gap∆ L(R) efficiently [complexity O(N M
3 )]. Since these gaps depend on ρ j on multiple sites, the computational complexity of the derivatives is a priori not obvious. Hence, we look in more detail at the calculation of the effective gap for the left-half of the system (∆ L ). By symmetry, the complexity analysis will be equally valid for the right-half (∆ R ).
The derivative of∆ L with respect to some local on-site parameter λ n is straightforward to calculate and given by
Using the definition of ρ j (c.f. the main text), the preceding equation can be rewritten as a sum over derivatives of Green's function
To lighten the notation and to make the analysis more general, we consider the efficient computation of the sum
where any other bounds on the values of j, such as in Eq. (S19), can be implemented through the definition of γ j . Using Eq. (S9), the sum can be written as
where the bounds of the sums follow from the Heaviside function in Eq. (S14). Considering each of these three terms separately, such that S n = S R n + S 0 n + S L n , and using the cyclic and linearity properties of the trace, one obtains
where, using Eq. (S14), we have defined the matrices
Finally, using the definitions of the propagator strings in Eq. (S15), one notes the recursive relations . This is again a polynomial speedup over the O(N 2 M 3 ) complexity that would be expected from a direct calculation of Eq. (S19) independently for each value of the index n. Since the essential element allowing this polynomial speedup is the cyclic property of the trace, this result is valid for any sum over the LDOS at different sites. Going back to the analogy with the GRAPE algorithm, our result for a space integral has the same structure as the efficient calculation of a performance index that includes a time integral [S9] .
C. Performance of implementations
To conclude this section, we supplement the previous algorithmic complexity analysis with a numerical comparison of different algorithms. As a performance benchmark we define T N , the average time used to compute the performance index and its gradient using a single core of a standard desktop computer. To this end, we have optimized a fixed amplitude magnetic texture in a wire without intrinsic spin-orbit coupling, using different implementations of the performance index and its gradient. The texture amplitude along the z-axis is fixed such that the size of the optimization problem considered is N . The average computation time has been obtained by dividing the total simulation time by the number of performance index evaluations carried out (∼ 200). The optimization is driven by an implementation of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, where the performance index and its gradient are always computed together [S10] .
Since different methods can be implemented more or less efficiently, depending on computational details such as the programming language, one should not focus much on the absolute values of T N , but mainly on its scaling with N , the number of sites in the scattering region. To this end, one can consider this scaling quantitatively using a power-law fit to the numerical data such that T N ∝ N ξ . The exponent ξ should then be compared to the expected complexity 3 . Figure S1 compares T N for 4 algorithms and performance indices as a function of N . For each method, the dashed curve is the result of a power-law fit. The blue crosses are computing times for the optimization of the Majorana performance index Φ = −δ E Q L , where the minigap δ E is obtained through diagonalization of the isolated superconducting region Hamiltonian and the gradient is computed using finite difference (Φ is used in Sec. IV D)
4 . The three other datasets are computing times for the effective performance index (Eq. (6) of the main text), where we use the RGF method to compute the performance index. Three different methods were used to compute the gradient of the performance index : (i) finite difference (orange disks), (ii) Eq. (S19) independently for each site index (green squares, labeled RGF-GRAPE v1), and (iii) the recursive relations of Eq. (S27) (red triangles, labeled RGF-GRAPE v2). These three gradient calculation methods lead to the same gradient up to numerical precision.
We now turn to the fit results. In the case of the diagonalization, we extract the exponent ξ ≈ 4.27, which is close to the expected complexity O(N 4 ) 5 . For the RGF-based calculations, all obtained exponents are below 2 (respectively ξ ≈ 1.85, 1.83, and 0.98), showing that, independent of the details of the implementation of the gradient there is a clear advantage from the computational point-of-view to consider the effective gap instead of the minigap. In addition, these exponents are in agreement with the complexity analysis of Sec. II C, which stated that the calculation of the gradient of a sum over N sites should be at worst O(N 2 ). Finally, we note that the use of the recursion relations of Eq. (S27) allows to reach a linear complexity, which is a polynomial speedup over finite difference.
Finally, to put these results into perspective, one can also look at the actual computation times for the different methods. As an example, for N = 400 (dotted black vertical line) the calculation times of the performance index and its gradient are T N = 0.34, 0.91, 23, and 700 s. Although one should use caution when interpreting such results, since absolute timings are implementation-dependent, these numbers help to put in perspective the concrete advantage of reducing the complexity of the gradient calculation. Indeed, in the context of an optimization algorithm, which requires to repeat this calculation hundreds if not thousands of times, a speedup of the gradient calculation allows, for a fixed computation time, to consider either more realistic wire models, or more sophisticated optimization algorithms that get closer to a global maximum.
IV. COMPLEMENTS TO THE NUMERICAL RESULTS OF THE MAIN TEXT
In this section, we give additional information related to the numerical results of the main text, including models and parameters. metallic leads (sites j = 0, −1, . . . for the left lead and sites j = N + 1, N + 2, . . . for the right lead) . In this case, the number of local degrees of freedom is M = 4, and the spinors are taken in a Bogoliubov-de Gennes basis such that
with c ( †) j,σ , an operator annihilating (creating) a fermion at site j with spin σ. Denoting τ α (σ α ) the Pauli matrices acting on the particle-hole (spin) sectors, the structure of the hopping matrices is
where t = 2 /2m * a 2 is the hopping amplitude with m * the effective mass and a the lattice constant, and α is the spin-orbit coupling amplitude. The onsite Hamiltonian reads
where µ j is the effective local potential including both the local electrostatic gate voltage and the chemical potential, ∆ j is the local proximity-induced superconducting gap, B 0 is a uniform magnetic field, and b j is a possibly nonuniform local magnetic field. All prefactors relating the magnetic field to the Zeeman energy, including the g-factor, are absorbed in the definitions of B 0 and b j . Unless otherwise stated, in all numerics, we consider approximate parameters for a semiconductor with negligible intrinsic spin-orbit coupling (α = 0). 6 We take a lattice constant a = 5 nm (N = 200 then corresponds to a 1 µm long nanowire) and an effective mass m * = 0.2 m e , where m e is the bare electron mass. Those parameters lead to a hopping amplitude t = 1.9 meV. Based on the experimentally observed proximity-induced superconductivity in a GaAs two-dimensional electron gas [S11], we take ∆ = 0.0225t (43 µeV). For a g-factor of 2, |B 0 + b| = 4∆/3 ≈ 0.03t corresponds to a magnetic field of 1 Tesla. In addition, we consider uniform metallic leads (∆ = 0), with a large density of states (µ = 1.9t) and strongly coupled to the superconducting region (no barrier at the interface). The same values of t, α and B 0 are used in both the leads and the superconducting scattering region. The strong coupling to the leads was found to ensure a good convergence of the optimization algorithm. However, as illustrated by the results of diagonalization shown in the main text, which correspond to the regime of isolated wires, the final results appear to be robust with respect to the details of the lead couplings and parameters.
B. Regularization for smoother solutions
In order to favor smooth spatial profiles, penalty functions can be added to the performance index. We refer the reader to Ref. [S12] and references therein for example penalties used in time-domain optimizations. In the case of a scalar quantity such as the electrostatic gate voltage, we add a penalty function
where β µ > 0 is a parameter that weights the cost of spatial variations in the gate voltage. A large weight will favor a flat voltage profile independently of the problem. This type of penalty can be generalized to a vector profile. In the case of the fixed amplitude magnetic texture, we use the penalty
whereb j = b j /|b j | is a unit vector and β b > 0 is again a weight factor for the penalty. This penalty will favor a smooth and uniform magnetic texture, which should be more easily realizable experimentally. In this section, we expand on the optimization results presented as a proof of concept in Fig. 2c of the main text. For this optimization, we consider a superconducting nanowire with N = 200 sites, with neither intrinsic spin-orbit interaction (α = 0) nor external magnetic field (B 0 = 0). We optimize both the local amplitude and orientation of a magnetic texture (with the constraints b j ≤ 0.03t = 4∆/3 and b j ·ẑ = 0). No penalties for smoothness are added (β b = 0). In addition, we optimize the chemical potential in the superconducting region (though we restrict ourselves to a spatially uniform chemical potential). Figure S2 compares the initial magnetic texture to the optimized result. Starting from an initial texture consisting of a sum of two spirals of different periods, the optimization converges to a solution which is spiral-like in the bulk (panels a and b), with a uniform amplitude b j = 4∆/3 (the maximal value allowed by the imposed constraints). As shown in Fig. 1c of the main text, the system is initially in the trivial phase and the optimization drives the parameters through a topological phase transition. It is worth noting that the optimization naturally finds a smooth solution in the bulk even though no penalties were used in this optimization. By introducing such a penalty, discontinuities near the boundary can be reduced (not shown).
In order to better understand the role of the boundaries of the optimized texture, we fit the x-component of the optimized magnetic texture to an harmonic function b j ·x = A cos(2πj/R + φ) (with fit parameters A, R and φ). localized. This smaller localization length leads to a reduced overlap of the Majorana wavefunctions and thus to a reduced zero-mode splitting from M = 1 × 10 −3 to M = 2 × 10 −5 .
D. Optimal magnetic textures in the presence of a fixed external uniform field
Finally, we consider the same optimization as presented in Fig. 4 therein. Unlike in the main text, here the performance index is calculated using the minigap obtained by diagonalization:
As in the main text, we consider a scattering region of length N = 400, and constrain the optimization problem to textures with a periodicity of 25 sites and b j ·ẑ = 0. Figure S4 presents the results of optimizations for a grid of points in the (B 0 , b) parameter space. Comparing the area of the topological (blue) region for the intial spiral texture (panel a) to the optimized texture (panel b), one can see that the optimization finds parameters leading to the topological phase almost independently of the position in parameter space, as long as the total Zeeman energy B 0 + b is larger than the superconducting gap ∆.
As in Fig. 4 of the main text, panels (c,d) present the product of the topological visibility and the minigap δ E . These two panels are qualitatively similar to those in Fig. 4 of the main text, and panel (c) (initial spiral texture) is the same as panel 4(a) of the main text. Similarly to the optimization based on the calculation of the effective gap presented in the main text, the direct optimization of the minigap leads to constant gap contours enclosing a larger area of parameter space for the topological phase.
As an example, we again give the optimization results for a specific point in parameter space (corresponding to the black disks in Fig. S4(c,d) ). Figure S5(a,b) shows the components of the optimized magnetic texture for two periods (solid orange curve) and compares them to the initial spiral texture (dashed blue curve). Figure S5 
