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THE CONTRACTIVITY OF CONE–PRESERVING
MULTILINEAR MAPPINGS
ANTOINE GAUTIER AND FRANCESCO TUDISCO
Abstract. With the notion of mode-j Birkhoff contraction ratio, we prove a
multilinear version of the Birkhoff-Hopf and the Perron-Fronenius theorems,
which provide conditions on the existence and uniqueness of a solution to a
large family of systems of nonlinear equations of the type fi(x1, . . . , xν) = λixi,
being xi and element of a cone Ci in a Banach space Vi. We then consider a
family of nonlinear integral operators fi with positive kernel, acting on product
of spaces of continuous real valued functions. In this setting we provide an
explicit formula for the mode-j contraction ratio which is particularly relevant
in practice as this type of operators play a central role in numerous models
and applications.
1. Introduction
In this work we use the term “Birkhoff-Hopf Theorem” to refer to a number of
results of different authors that overall show that a large class of cone-preserving
linear operators behaves as contraction mappings with respect to the Hilbert pro-
jective metric. The original versions of this classical result were independently
proved by Birkhoff [5] and Hopf [21]. Various authors have contributed afterwards
to extend, generalize and sharpen the original theorems. A very partial list of con-
tributors include Eveson and Nussmaum [14], Liverani and Wojtkowski [26], Lim
[24]. For a review, we refer to the monograph by Lemmens and Nussbaum [23] and,
in particular, Appendix A therein.
The Birkhoff-Hopf theorem and the ideas behind it arise and play an important
role in a wide variety of problems. For example, this result can be used to prove
so-called linear and nonlinear ergodic theorems in population dynamics [12], it
has applications in control theory and concerning ordinary and partial differential
equations, particularly filtering theory [8, 29], it is an important tool in problems
concerned with rescaling matrices or non-negative integral kernels, so-called DAD
theorems and Sinkhorn-Knopp algorithms [6, 7, 22], it has been used to provide tight
lower bounds for the logarithmic Sobolev constant of Markov chains [18], and, in
particular, the ideas behind the theorem play a central role in the Perron-Frobenius
theory for linear and nonlinear mappings that leave a closed cone invariant [3, 17,
19, 25, 23, 32].
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2 ANTOINE GAUTIER AND FRANCESCO TUDISCO
In this work we extend the Birkhoff-Hopf theorem to multilinear mappings acting
on finite products of cones in Banach spaces. This extension allows us to prove a
new Perron-Frobenius theorem, based on a Hilbert cone-metric and the concept
of Lipschitz matrix. Due to the Banach fixed point theorem, the latter result
provides new conditions for the existence and uniqueness of a solution for systems
of nonlinear equations of the type fi(x1, . . . , xν) = λixi, i = 1, . . . , ν, with xi
being an element of the Banach space Vi, and fi being a nonlinear cone-preserving
mapping.
The paper is structured as follows: In the next section we recall the most gen-
eral formulation of the Birkhoff-Hopf theorem we are aware of. In Section 3 we
introduce multilinear and weakly multilinear maps and extend the Birkhof-Hopf
theorem to these mappings. Then, in Section 4 we use that theorem to prove a
new Perron-Frobenius theorem for cone-preserving multilinear maps. As for the
linear setting, our new results have a wide range of applications. In particular,
in Section 5 we consider a class of nonlinear integral operators and provide an
explicit formula for the contraction ratio of this type of mappings. This formula
is particularly useful to provide conditions on the existence, uniqueness and com-
putability of a solution to various systems of functional equations that arise in a
number of diverse contexts. Examples include the integral equations considered
in [9, 10], the generalized Schrödinger equation discussed in [33], the optimization
of Kullback-Leibler divergence in optimal transport [4], the matching problem for
hypergraphs [27], various eigenvalue and rank-one approximation problems for ten-
sors [16, 20], the optimization of multivariate polynomials [39] and the analysis of
central components in complex networks [2, 36].
2. Cone theoretic background
We start by recalling few useful and standard definitions and properties of cones.
See e.g. [14, 28] for further details. Let V be a real vector space and let C ⊆ V . We
say that C is a (convex and pointed) cone if C is closed and convex set such that
αx ∈ C for any x ∈ C and any α ≥ 0, C ∩ (−C) = {0}. Any such a cone C ⊆ V
induces a partial ordering on V defined as
x C y if and only if y − x ∈ C.
If additionally (V, ‖ · ‖) is a Banach space, and there exists a constant γ > 0 such
that ‖x‖ ≤ γ‖y‖ whenever 0 C x C y, we say that C is a normal cone in (V, ‖·‖).
For a lighter notation, in what follows we write x  y in place of x C y when
there is no danger of confusion.
Given x ∈ C and y ∈ V , we say that x dominates y if there exist α, β ∈ R such
that αx  y  βx. If x dominates y and x 6= 0, then one can consider the quantity
M(x/y;C) = inf{β ∈ R : x  βy} .
For x, y ∈ C \ {0}, we say that x is comparable to y, and write x ∼C y, if x
dominates y and y dominates x. This defines an equivalence relation on C and its
equivalence classes are called the components of C. In particular, for u ∈ C \ {0},
we denote by Cu the equivalence class
(2.1) Cu = {x ∈ C : x ∼C u}.
Note that Cu is itself a cone and, as 0 only dominates itself, we have C0 = {0}.
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Definition 2.1 (Infimum). Let Ω ⊆ C be a bounded subset of C. We say that
u ∈ Ω is the infimum of Ω, in symbols u = inf Ω, if u is the largest lower bound of
Ω, that is u  x for all x ∈ Ω and if v  x for all x ∈ Ω, then v  u.
Definition 2.2 (Hilbert projective metric). Let x, y ∈ C be such that x ∼C y. The
Hilbert projective distance dC(x, y) between x and y is defined as follows: Either
x = y = 0 and we set dC(0, 0) = 0, or x, y 6= 0 and
dC(x, y) = log
(
M(x/y;C)M(y/x;C)
)
.
It is well-known that, for any u ∈ C, (Cu, dC) is a pseudo-metric space. In
particular, for every x, y ∈ Cu, it holds
dC(αx, β y) = d(x, y) for all α, β > 0.
In other words, dC is a metric on the space of rays in Cu. There is a rich literature
on the completeness of dC , we recall below a result that is particularly useful for
us (see [23], for example).
Lemma 2.3. Let C be a normal closed cone in a Banach space. For u ∈ C \ {0},
suppose that ϕ : Cu → (0,∞) is continuous in the norm topology and homogeneous
(i.e. ϕ(αx) = αϕ(x) for all α ≥ 0), and let Sϕ = {x ∈ Cu : ϕ(x) = 1}. Then
(Sϕ, dC) is a complete metric space.
Next, we recall the definition of projective diameter.
Definition 2.4 (Projective diameter). Let V be a real vector space and C ⊆ V a
cone. For S ⊆ C, the projective diameter of S with respect to dC is defined as
diam(S;C) = sup{dC(x, y) : x, y ∈ S and x ∼C y}.
The projective diameter is the key of the Birkhoff-Hopf theorem. In fact, the
latter result shows that the best Lipschitz constant of a linear mapping between
cones can be expressed in terms of the projective diameter of the image of the
mapping and thus allows for a formula that characterizes the contraction ratio of
linear maps. We recall the theorem below:
Theorem 2.5 (Birkhoff-Hopf). Let C be a cone in a real vector space V , Γ be a
cone in a real vector space W and f : V → W a linear map with f(C) ⊆ Γ . Let
κ(f ;C,Γ ) be the smallest Lipschitz constant of f : (C, dC)→ (Γ , dΓ ), i.e.
κ(f ;C,Γ ) = inf
{
λ ≥ 0 ∣∣ dΓ (f(x), f(y)) ≤ λ dC(x, y),
∀x, y ∈ C such that x ∼C y and f(x) ∼Γ f(y)
}
.
Then κ(f ;C,Γ ) = tanh
(
1
4 diam(f(C);Γ )
)
, with the convention tanh(∞) = 1.
Different proofs of the above theorem are known, see for instance [5, 11, 14]. The
quantity κ(f ;C,Γ ) is usually referred to as the Birkhoff contraction ratio and in
the following we shall write κ(f) in place of κ(f ;C,Γ ) when there is no danger of
confusion.
Remark 2.6. An important example of cone is C = Rn+, consisting of all nonnegative
vectors in V = Rn, with interior being the set of positive vectors Rn++. For this cone
we have dRn+(x, y) = log
(
maxi(xi/yi) maxj(yj/xj)
)
, for any x, y ∈ Rn++. Moreover,
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if f : Rn → Rn is linear and positive, that is f(Rn+ \ {0}) ⊆ Rn++, then it holds (see
[23, Thm. A.6.2] e.g.)
(2.2) diam(f(Rn+);Rn+) = max
i,j,k,l
log
( 〈ei, f(ej)〉〈ek, f(el)〉
〈ei, f(el)〉〈ek, f(ej)〉
)
,
where e1, . . . , en is the canonical basis of Rn and 〈·, ·〉 the Euclidean scalar product.
Therefore diam(f(Rn+);Rn+) is bounded and thus κ(f) < 1, by Theorem 2.5. In
other words, any positive linear map f : Rn → Rn acts as a strict contraction with
respect to the Hilbert metric.
3. Birkhoff-Hopf theorem for weakly multilinear maps
We are interested in the case of maps defined on product of cones C = C1 ×
· · · × Cν . As the product of cones is a cone itself, the Birkhoff-Hopf theorem can
be applied to linear mappings acting on C with not much difficulties. However, by
exploiting the particular product structure of C we can obtain a tighter contrac-
tion ratio given in terms of what we call the mode-i Birkhoff contraction ratio of
the mapping. Moreover, this allows us to generalize the theorem from linear to
multilinear mappings.
3.1. The contraction ratio of multilinear mappings. Let ν be a positive in-
teger. Let V1, . . . , Vν and W be real vectors spaces and define V = V1 × . . . × Vν ,
the Cartesian product of the Vi. For x ∈ V and i = 1, . . . , ν, we denote by xi the
projection of x onto Vi so that x = (x1, . . . , xν) with xj ∈ Vj for all j.
Definition 3.1 (Multilinear map). Let V be as above. A mapping f : V → W is
multilinear if for each i = 1, . . . , ν and every z ∈ V, the mapping f |iz : Vi →W
(3.1) f |iz(xi) = f(z1, . . . , zi−1, xi, zi+1, . . . , zν)
is linear.
We aim at extending the Birkhoff-Hopf theorem to multilinear mappings. How-
ever, in order to facilitate its application, we introduce a wider class of maps, which
we call weakly multilinear, and prove the theorem for this larger class.
Definition 3.2 (Weak multilinearity). Let f : V → W . We say that f is weakly
multilinear, if there exist positive integers s and 1 ≤ i1 < . . . < is ≤ ν and a
multilinear mapping f˜ : Vi1 × . . . × Vis → W such that f(x) = f˜(xi1 , . . . , xis) for
every x ∈ V.
A simple example of mapping which is weakly multilinear but not multilinear is
f : V1 × V2 →W defined as f(x) = g(x1) where g : V1 →W is a linear mapping.
Let C1 ⊆ V1, . . . , Cν ⊆ Vν and Γ ⊆ W be cones and let C = C1 × . . . × Cν .
Let f : V → W be a weakly multilinear mapping such that f(C) ⊆ Γ . As for each
fixed z ∈ C and i = 1, . . . , ν, the mapping f |iz defined as in (3.1) is either linear
or constant, f |iz(Ci) is either a cone or a singleton. In both cases, f |iz(Ci) is a
subset of the cone Γ and so we may consider its diameter with respect to dΓ . This
observation allows us to define the mode-i Birkhoff contraction ratio of a weakly
multilinear mappings as follows:
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Definition 3.3 (Mode-i Birkhoff contraction ratio). Let f : V → W be a weakly
multilinear map such that f(C) ⊆ Γ . The mode-i Birkhoff contraction ratio of f is
defined as
κi(f ; C,Γ ) = sup
z∈C
tanh
(
1
4 diam(f |iz(Ci);Γ )
)
.
For brevity, we write κi(f) in place of κi(f ; C,Γ ), when there is no danger of
confusion.
Note that if f |iz is constant, then f |iz(Ci) is a singleton and so diam(f |iz(Ci);Γ ) =
0, which implies that κi(f) = 0.
Now, we state our Birkhoff-Hopf theorem for weakly multilinear mappings.
Theorem 3.4 (Multilinear Birkhoff-Hopf). Let f : V → W be weakly multilinear
and suppose that f(C) ⊆ Γ . Let κi(f) be the mode-i Birkhoff contraction ratio of
f . Then it holds
(κ1(f), . . . , κν(f)) = inf
{
λ ∈ Rν+ : dΓ (f(x), f(y)) ≤
∑ν
i=1 λi dCi(xi, yi), ∀x, y ∈ C
}
where the infimum is understood in the sense of Definition 2.1.
Proof. Set C = C1 × . . .× Cν and let x, y ∈ C be such that x ∼C y. First, suppose
that f is multilinear. Define z[1], . . . , z[ν + 1] ∈ C as z[1] = x, z[ν + 1] = y and
z[i] = (y1, . . . , yi−1, xi, . . . , xν) for every 1 < i ≤ ν. By the triangle inequality,
we have
dΓ
(
f(x), f(y)
) ≤ ν∑
i=1
dΓ
(
f(z[i]), f(z[i+ 1])
)
=
ν∑
i=1
dΓ
(
f |iz[i](xi), f |iz[i+1](yi)
)
.
Since for any i we have f |iz[i] = f |iz[i+1], by the Birkhoff-Hopf theorem 2.5 we deduce
that
dΓ
(
f |iz[i](xi), f |iz[i+1](yi)
) ≤ tanh ( 14 diam(f |iz[i](Ci);Γ )) dCi(xi, yi)
≤ κi(f) dCi(xi, yi).
Combining the above inequalities proves the claim. Now, if f is weakly multilinear,
then there exist integers 1 ≤ i1 < . . . < is ≤ ν and a multilinear mapping f˜ : Vi1 ×
. . . × Vis → W such that f(v) = f˜(vi1 , . . . , vis) for all v ∈ C. In particular, we
then have dΓ (f(x), f(y)) = dΓ (f˜(xi1 , . . . , xis), f˜(yi1 , . . . , yis)). Hence, the above
argument implies that
(3.2) dΓ (f(x), f(y)) ≤
s∑
j=1
κj(f˜) dCij (xij , yij ).
Now, let z ∈ C. As f is weakly multilinear, f |iz is either constant or linear. Let
i ∈ {1, . . . , ν} and suppose that there is k such that i = ik. Then, with z˜ =
(zi1 , . . . , zis), it holds
f |iz(Ci) = f(z1, . . . , zi−1, Ci, zi+1, . . . , zν)
= f˜(zi1 , . . . , zik−1 , Ci, zik+1 , . . . , zis) = f˜ |iz˜(Ci).
As the projection z 7→ z˜ is surjective, it follows that κik(f) = κk(f˜). Now, if
i /∈ {i1, . . . , is}, then it holds κi(f) = 0. It follows that
s∑
j=1
κj(f˜) dCij (xij , yij ) =
s∑
j=1
κij (f) dCij (xij , yij ) =
ν∑
i=1
κi(f) dCi(xi, yi),
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and, with (3.2), this shows that (κ1(f), . . . , κν(f)) belongs to Ω = {λ ∈ Rν+ :
dΓ (f(x), f(y)) ≤
∑ν
i=1 λi dCi(xi, yi), ∀x, y ∈ C}.
Finally note that, for any λ ∈ Ω, any z ∈ C and any ε > 0, by Theorem 2.5,
there exist xεi , yεi ∈ Ci with xεi 6= yεi such that
tanh
(
1
4 diam(f |iz(Ci); Γ)
) ≤ dΓ(f |iz(xεi ), f |iz(yεi ))
dCi(x
ε
i , y
ε
i )
+ ε ≤ λi + ε .
It follows that κi(f) ≤ λi+ ε and, as ε > 0 is arbitrary, we have κi(f) ≤ λi. Hence,
(κ1(f), . . . , κν(f)) is a lower bound of Ω. As (κ1(f), . . . , κν(f)) ∈ Ω, it follows that
(κ1(f), . . . , κν(f)) is the infimum of Ω which concludes the proof. 
In the next section, we show how to exploit Theorem 3.4 in order to obtain a
Perron-Frobenius theorem for multilinear self-mappings on C = C1 × · · · × Cν .
4. Multilinear Perron-Frobenius theorem
As before, let V = V1 × · · · × Vν be the product of Banach spaces and let
fi : V → Vi, i = 1, . . . , ν be such that fi(C) ⊆ Ci, for normal cones C1, . . . , Cν and
C = C1×· · ·×Cν ⊆ V. Our main goal in this section is to provide conditions under
which the system of functional equations
(4.1)

f1(x1, . . . , xν) = λ1x1
...
fν(x1, . . . , xν) = λνxν
λ1, . . . , λν ≥ 0
has a unique solution, which can be efficiently computed.
To this end, we need a preliminary fixed point result which we present in the
setting of general metric spaces, as it does not depend on the choice of the metric.
4.1. A Banach fixed point theorem on product of metric spaces. Let
(M1, µ1), . . . , (Mν , µν) be metric spaces and setM = M1 × · · · ×Mν . As above, if
x ∈ M, then we denote by xi the projection of x onto Mi. Furthermore, consider
the cone-metric δ :M×M→ Rν+ defined by
(x, y) 7→ δ(x, y) = (µ1(x1, y1), . . . , µν(xν , yν)) .
Note that the system of equations (4.1) can be compactly written as f(x) =
(λ1x1, . . . , λνxν), where f is the self-map f = (f1, . . . , fν) : V → V. This suggests
that existence of a solution to (4.1) can be addressed by means of a fixed point
argument. Moreover, if f is a contraction, then the solution must be unique. In
what follows we observe how the contractivity of f can be related to the concept
of Lipschitz matrix.
Definition 4.1. Let (M1, µ1), . . . , (Mν , µν) be metric spaces and let M = M1 ×
· · · ×Mν . We say that an entry-wise nonnegative matrix A is a Lipschitz matrix
for f :M→M if
(4.2) δ(f(x), f(y))  Aδ(x, y)
for all x, y ∈ M and where the inequality is understood coordinate-wise, i.e. with
respect to the partial ordering induced by Rν+.
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A Lipschitz matrix for f : M →M gives an estimate on the variation of f on
each subspace (Mi, µi). However, the next theorem shows that the spectral radius
of such matrix provides an estimate on the variation of f on the whole space M.
Since the seminal work of Perov [30], several authors have developed new fixed
point results for vector valued and cone metric spaces (see for example [13, 31, 37]
and the review [1]) and our next result contributes to this active line of research.
In particular, note that such result extends the Banach fixed point theorem for
cone-metrics (see e.g. [1, Thm. 4.1]) to the setting where a Lipschitz matrix exists,
rather than just a Lipschitz constant with respect to some fixed metric product.
Theorem 4.2. Let (Mi, µi) be complete metric spaces and letM = M1×· · ·×Mν .
Let f :M→M be a mapping with Lipschitz matrix A. If ρ(A) < 1, then f has a
unique fixed point x? ∈ M and limn→∞ fn(x) = x?, for any x ∈ M. Moreover, it
holds
δ
(
fn(x), x?
)  (I −A)−1Anδ(f(x), x)
for any x ∈M and any integer n ≥ 0.
Proof. Let x ∈ M, we have δ(f2(x), f(x))  Aδ(f(x), x). Adding δ(f(x), x) on
both sides of such inequality we get
δ
(
f2(x), f(x)
)
+ δ(f(x), x)  Aδ(f(x), x)+ δ(f(x), x),
which can be rearranged into
(I −A)δ(f(x), x)  δ(f(x), x)− δ(f2(x), f(x)).
It follows from ρ(A) < 1 that I −A is invertible and that (I −A)−1 is component-
wise nonnegative. Therefore
δ(f(x), x)  (I −A)−1
(
δ(f(x), x)− δ(f2(x), f(x))).
Then, by the triangle inequality, for every m ≥ n > 0 we have
δ
(
fm+1(x), fn(x)
)  m∑
i=n
δ
(
f i+1(x), f i(x)
)
 (I −A)−1
m∑
i=n
δ
(
f i+1(x)− f i(x))− δ(f i+2(x), f i+1(x))
= (I −A)−1
(
δ
(
fn+1(x), fn(x)
)− δ(fm+2(x), fm+1(x)))(4.3)
In particular, if we set n = 1 and let m→∞, we get
(4.4)
∞∑
i=1
δ
(
f i(x), f i+1(x)
)  (I −A)−1δ(f2(x), f(x)).
Now, let ‖ · ‖ be any monotonic norm on Rν+, i.e. such that a  b implies
‖a‖ ≤ ‖b‖. Then ϑ(x, y) = ‖δ(x, y)‖ is a metric on M and the topology induced
by ϑ is the product topology. Thus, as (Mi, µi) are complete, (M, ϑ) is complete
too. It follows from (4.4) that
∑∞
i=1 ϑ(f
i(x), f i+1(x)) < ∞ and so {fn(x)}n is a
Cauchy sequence. Thus, by completeness, fn(x) converges to some x? ∈ M. As f
is continuous this implies x? = limn fn+1(x) = f(limn fn(x)) = f(x?), i.e. x? is a
fixed point of f . Moreover, x? is the unique fixed point. In fact, if y is such that
f(y) = y, then
0 ≤ ϑ(x?, y) = ϑ(fn(x?), fn(y)) ≤ ‖An‖ϑ(x?, y)
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and letting n→∞ we have x? = y. Eventually, combined with (4.3), we have
lim
m→∞ δ(f
n(x), fm+1(x)) = δ
(
fn(x), x?
)  (I −A)−1δ(fn+1(x), fn(x))
 (I −A)−1Anδ(f(x), x) ,
which concludes the proof. 
Remark 4.3. Multi-homogeneous mappings, introduced in [19], are an example
of maps having a well-defined non-trivial Lipschitz matrix. Recall that, given
a product of cones C = C1 × · · · × Cν , a map f : C → C is said to be multi-
homogeneous if there exist coefficients Bij ≥ 0 such that f(x1, . . . , λxj , . . . , xν)i =
λBijf(x1, . . . , xν)i, for any nonnegative number λ ≥ 0. The matrix B is called
homogeneity matrix of f . When a multi-homogeneous map is order-preserving, i.e.
when x C y implies f(x) C f(y), then its homogeneity matrix is also a Lipshitz
matrix. In fact, as x = (x1, . . . , xν) C (M(x1/y1;C1)y1, . . . ,M(xν/yν ;Cν)yν) =:
G(x/y) for any x, y ∈ C, we have
dCi(f(x)i, f(y)i) = log{M(f(x)i/f(y)i;Ci)M(f(y)i/f(x)i;Ci)}
≤ log{M(f(G(x/y))i/f(y)i;Ci)M(f(G(y/x))i/f(x)i;Ci)}
=
∑ν
j=1Bij dCj (xj , yj) .
Several examples of multi-homogeneous mappings can be found in [19]. In particu-
lar, note that any multilinear map f = (f1, . . . , fν) : C → C is multi-homogeneous,
with Lipschitz matrix Bij = 1, for all i, j. However, Theorem 3.4 shows that, for
multilinear mappings, Aij = κj(fi) is a Lipschitz matrix too and, since κj(fi) ≤ 1,
it always holds ρ(A) ≤ ρ(B).
In the next section we combine Theorems 3.4 and 4.2 to obtain a Perron-
Frobenius theorem for multilinear mappings.
4.2. Perron-Frobenius theorem. Let V1, . . . , Vν be Banach spaces, and let C1 ⊆
V1, . . . , Cν ⊆ Vν be cones all different from {0}. Set C = C1 × . . . × Cν and let
u = (u1, . . . , uν) with ui ∈ Ci \ {0} for all i. Define Cu as Cu = (C1)u1 × . . . ×
(Cν)uν where (Ci)ui is the component of ui in Ci defined in (2.1). Finally, let
ϕi : (Ci)ui → (0,∞) be continuous and homogeneous, and consider the product of
unit slices S(Cu) = Sϕ1 × . . . × Sϕν where Sϕi = {xi ∈ (Ci)ui : ϕi(xi) = 1} for
every i ∈ {1, . . . , ν}.
Throughout this section we assume that each Ci is normal and closed. Therefore,
by Lemma 2.3, we have that (Sϕi , dCi) is a complete metric space for every i =
1, . . . , ν, with dCi being the Hilbert metric on Ci. Thus, when a cone-preserving
map has a Lipshitz matrix A with respect to the Hilbert metric and ρ(A) < 1, the
following Perron-Frobenius type theorem follows from Theorem 4.2
Theorem 4.4. Let u ∈ V be such that ui ∈ Ci \ {0} for all i and let f : Cu → Cu
be such that f(Cu) ⊆ Cu. Let A be an entry-wise nonnegative matrix such that
dCi(f(x)i, f(y)i) ≤
ν∑
j=1
Aij dCj (xj , yj) ∀x, y ∈M ,
for all i = 1, . . . , ν. If ρ(A) < 1, then there exists a unique x? ∈ S(Cu) and unique
positive coefficients λ1, . . . , λν > 0 such that f(x?)i = λi x?i , for all i = 1, . . . , ν.
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Moreover, the sequence
(4.5) x(n+1) =
(
f(x(n))1
ϕ1
(
f(x(n))1
) , . . . , f(x(n))ν
ϕν
(
f(x(n))ν
))
converges to x?, as n → ∞, for every x(0) ∈ S(Cu) and, for every nonnegative w
such that wA = ρ(A)w, there exists γ > 0 such that
(4.6) wi dCi
(
x
(n+1)
i , x
?
i
) ≤ γ ρ(A)n
for all i = 1, . . . , ν and any integer n ≥ 0.
Proof. Consider the map g : S(Cu)→ S(Cu) defined by g(x)i = f(x)i/ϕi(f(x)i), for
i = 1, . . . , ν. As dCi is projective for every i, then A is a Lipshitz matrix for g and,
by Theorem 4.2, the sequence x(n) converges to the unique x? ∈ S(Cu) such that
g(x?) = x?, for any x(0) ∈ S(Cu). Moreover, there exist unique coefficients λi > 0
such that f(x?)i = λix?i , for all i = 1, . . . , ν. Finally, if δ : S(Cu)× S(Cu)→ Rν+ is
the cone-metric δ(x, y) =
(
dC1(x1, y1), . . . , dCν (xν , yν)
)
, from Theorem 4.2 we have
w δ(x(n+1), x?) ≤ wAn(I −A)−1δ(x(1), x(0))
= ρ(A)n(1− ρ(A))−1(w δ(x(1), x(0)))
which, with γ = (1 − ρ(A))−1∑i widCi(x(1)i , x(0)i ), implies the final convergence
bound. 
Remark 4.5. Note that when wi = 0 for some i, in the theorem above, then (4.6)
does not give information on the convergence rate of dCi(x
(n+1)
i , x
?
i ). In fact, the
bound (4.6) does not hold in general when A has no positive left-eigenvector w and
a weaker upper-bound holds in this case: Combining Young’s theorem [38] with
Theorem 4.2 one easily deduces that there exists γ˜ > 0 such that
dCi(x
(n+1)
i , x
?
i ) ≤ γ˜
(
n
ν − 1
)
ρ(A)n−ν+1
for all i = 1, . . . , ν and all n ≥ ν.
A direct application of Theorems 3.4 and 4.4 eventually leads to the following
Theorem 4.6 (Multilinear Perron-Frobenius). Let u ∈ V be such that ui ∈ Ci\{0}
for all i and let f = (f1, . . . , fν) : V → V be such that f(Cu) ⊆ Cu and such that, for
every i = 1, . . . , ν, the mapping fi : V → Vi is weakly multilinear. Then Theorem
4.4 holds for f , with Aij being
Aij = κj(fi) ∀i, j = 1, . . . , ν ,
where κj(fi) = κj(fi; Cu, (Ci)ui) is the mode-j Birkhoff contraction ratio of fi. In
particular, if ρ(A) < 1, then the system of nonlinear equations (4.1) has a unique
solution in S(Cu) which can be computed with the power sequence (4.5).
Proof. As Cu and (Ci)ui are normal cones and (Sϕi , dCi) are complete metric spaces
by Lemma 2.3, the result follows by applying Theorems 3.4 and 4.4 to fi for every
i = 1, . . . , ν. 
Remark 4.7. The theorem above together with Theorem 3.4 extend the Birkhoff-
Hopf and the Perron-Frobeius theorems to multilinear maps and obviously reduce
to those classical results when f : V → V is linear and ν = 1. However, even for
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linear mappings, when ν > 1 our theorems improve the contraction bound given
by the standard Birkhoff-Hopf theorem. This is shown by the following simple
example:
Consider the finite dimensional setting of Remark 2.6: C = Rn+, C◦ = Rn++,
V = Rn, C = C × C and V = Rn × Rn. Let f : V → V be a positive linear map,
i.e. f(Rn+ \ {0}) ⊆ R++. We know from the Birkhoff-Hopf theorem that f acts
as a contraction on C, i.e. κ(f ;C,C) = κ(f) < 1 (see also Remark 2.6). Now,
define h : V → V as h(x1, x2) = (f(x2), f(x1)). Then h is still linear and h(C) ⊆ C.
Moreover,
A =
(
0 κ2(h1)
κ1(h2) 0
)
=
(
0 κ(f)
κ(f) 0
)
is a Lipschitz matrix for h. Noting that ρ(A) = κ(f), we deduce from Theorem 4.6
that h : V → V acts as a contraction on C. However, it is known that κ(h; C, C) = 1
(see for instance [34, Thm. 3.10]) and therefore the classical Birkhoff-Hopf result
does not reveal any contractivity of h.
5. Application to nonlinear integral operators
In this section we consider a class of mappings fi defined as particular nonlinear
integral operators acting on cones of continuous and nonnegative functions via a
positive continuous kernel function K. This setting generalizes the case of positive
linear integral operators f , originally considered by Hopf, and extends the formula
for κ(f) known in that case [14, 21].
In particular, for this kind of maps we obtain an explicit formula that gives
an upper bound on κj(fi), the mode-j contraction ratio of fi, in terms of the
kernel function. Due to Theorem 5.2, this formula is useful to address existence,
uniqueness and computability of a solution to various systems of equations includ-
ing for instance the integral equations considered in [9] and [10], the generalized
Schrödinger equation discussed in [33] and various eigenvalue equations for hy-
permatrices (or tensors) [16, 20] which are connected, for example, with optimal
transport, hypergraph matching, network science and multivariate polynomial op-
timization [4, 27, 36, 39].
Note that our goal is not to have the most general assumptions possible, but
to illustrate how to apply our results to this particular kind of mappings. For
instance, few careful adjustments should be enough to transfer the results to spaces
of integrable but possibly discontinuous functions.
5.1. Systems of positive integral equations. LetX1, . . . , Xν be compact Haus-
dorff spaces and let η1, . . . , ην be regular Borel measures onX1, . . . , Xν , respectively,
i.e. such that ηi(Ui) > 0 for any nonempty open subset Ui ⊆ Xi. For i = 1, . . . , ν,
let Vi = C (Xi,R) be the Banach space of continuous and real valued functions
on Xi. For i = 1, . . . , ν, let Ci ⊆ Vi be the cone
Ci = {xi ∈ Vi : xi(ξi) ≥ 0 ,∀ξi ∈ Xi}
and consider ϕi : C◦i → (0,∞) continuous and homogeneous. Note that the interior
C◦i is the set of positive valued functions C◦i = {xi ∈ Ci : xi(ξi) > 0}. Moreover note
that each xi ∈ Vi attains its maximum and its minimum, since each Xi is compact
and any xi ∈ Vi is continuous. It follows that every xi ∈ C◦i is comparable with
the constant function 1(ξi) = 1 and we have C◦i = (Ci)1, i.e. C◦i is the component
of Ci containing 1. Thus, by Lemma 2.3, we deduce that (Sϕi , dCi) is a complete
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metric space, with Sϕi = {xi ∈ C◦i : ϕi(xi) = 1}. Finally, set V = V1 × · · · × Vν ,
C = C1 × · · · × Cν , C◦ = C◦1 × · · · × C◦ν and S(C◦) = Sϕ1 × · · · × Sϕν .
Now, for any i, let Ωi = X1 × · · · × Xi−1 × Xi+1 × · · · × Xν and consider
a positive continuous kernel K : X1 × · · · × Xν → (0,∞). Given real numbers
αij ∈ R, i, j ∈ {1, . . . , ν}, define the integral operator fi : V → Vi as
(5.1) fi(x)(ξi) =
∫
Ωi
K(ξ1, . . . , ξν)
ν∏
j=1,j 6=i
xj(ξj)
αij d ηj(ξj) ,
for every ξi ∈ Xi.
In the next Theorem 5.2 we specialize Theorems 3.4 and 4.4 to this setting and,
in particular, we derive an upper bound for the mode-j contraction ratio of such
fi, in terms of K and the coefficients αij . In practice, this formula can be used
to derive conditions for the existence and uniqueness of a solution to the following
system of nonlinear integral equations
(5.2) fi(x) = λi x
γi
i ∀i = 1, . . . , ν ,
where γ1, . . . , γν are nonzero real exponents. Particular cases of this system of
equations include for example the integral equations considered in [9] and [10],
when γi = αij = 1 for all i, j and the generalized Schrödinger equation [33], when
γi = −1 and αij = 1 for all i, j. When the spaces Xi are discrete, other examples
include for instance the higher-oder Kullback-Leibler divergence problem [4], the
(σ, p) tensor eigenvalue problem [20], the optimization of multivariate polynomials
[39] and the best rank-one approximation of tensors [16]. Moreover, we will briefly
discuss an example discrete problem in Example 5.4.
For j = 1, . . . , ν, consider the following kernel cross-ratio
(5.3) 4j(K) = max
ξ1∈X1,...,ξν∈Xν
ξ′1∈X1,...,ξ′ν∈Xν
K(ξ1, . . . , ξν)K(ξ
′
1, . . . , ξ
′
ν)
K(ξ1, . . . , ξ′j , . . . , ξν)K(ξ
′
1, . . . , ξj , . . . , ξ
′
ν)
.
Note that, since K is continuous, the maximum is attained. Moreover, since K is
positive valued, it holds fi(Ci \ {0}) ⊆ C◦i for any i = 1, . . . , ν. We have
Lemma 5.1. Let fi : V → Vi be defined as in (5.1) with αij = 1, for all i, j =
1, . . . , ν. Then fi is weakly multilinear and for any j = 1, . . . , ν, j 6= i, it holds
κi(fi) = 0 and κj(fi) ≤ tanh
(1
4
log4j(K)
)
with the convention that tanh(∞) = 1.
Proof. For a fixed z ∈ C, consider the map fi|jz : Vj → Vi defined, as in (3.1). From
(5.1) we see that fi|iz is constant, which implies κi(fi) = 0. Now, if j 6= i, for any
xj ∈ Cj we have
dCi(fi|jz(xj), fi|jz(yj)) = log
(
M(fi|jz(xj)/fi|jz(yj);Ci) ·M(fi|jz(yj)/fi|jz(xj);Ci)
)
.
Moreover, since fi|jz is continuous on the compact domain Xi, we have
e(dCi (fi|
j
z(xj),fi|jz(yj))) = max
ξi,ξ′i∈Xi
fi|jz(xj)(ξi) fi|jz(yj)(ξ′i)
fi|jz(yj)(ξi) fi|jz(xj)(ξ′i)
=: max
ξi,ξ′i∈Xi
R(xj , yj)(ξi, ξ
′
i) .
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Thus, if we let ξ = (ξ1, . . . , ξν) and ξ′ = (ξ′1, . . . , ξ′ν), by definition we get
R(xj , yj)(ξi, ξ
′
i) =
∫
Ωi×Ωi K(ξ)xj(ξj)
∏
l 6=i,j zl(ξl)K(ξ
′)yj(ξ′j)
∏
l 6=i,j zl(ξ
′
l) dη
×
i dη
×
i∫
Ωi×Ωi K(ξ)yj(ξj)
∏
l 6=i,j zl(ξl)K(ξ′)xj(ξ
′
j)
∏
l 6=i,j zl(ξ
′
l) dη
×
i dη
×
i
≤ max
ξk∈Xk,k 6=i
ξ′k∈Xk,k 6=i
K(ξ1, . . . , ξν)xj(ξj)K(ξ
′
1, . . . , ξ
′
ν)yj(ξ
′
j)
K(ξ1, . . . , ξν)yj(ξj)K(ξ′1, . . . , ξ′ν)xj(ξ
′
j)
= max
ξk∈Xk,k 6=i
ξ′k∈Xk,k 6=i
K(ξ1, . . . , ξν)K(ξ
′
1, . . . , ξ
′
ν)
K(ξ1, . . . , ξ′j , . . . , ξν)K(ξ
′
1, . . . , ξj , . . . , ξ
′
ν)
Putting all together we obtain dCi(fi|jz(xj), fi|jz(yj)) ≤ log4j(K), for any xj , yj ∈
Cj . Thus diam(fi|jz(Cj);Ci) ≤ log4j(K) for any z ∈ C, and this concludes the
proof. 
Note that, since K is positive valued, if the coefficients αij are all nonnegative,
then the map f = (f1, . . . , fν) : C → C, with fi as in (5.1), is order-preserving
and multi-homogeneous, with homogeneity matrix Bij = αij , i, j = 1, . . . , ν. As
observed in Remark 4.3, this implies that B is a Lipschitz matrix for f . How-
ever, similarly to the multilinear case, next Theorem 5.2 exhibits another Lipschitz
matrix A for f , with ρ(A) ≤ ρ(B).
As before, let C◦ = C◦1 × · · · × C◦ν . We have
Theorem 5.2. Let fi be defined in terms of the kernel K as in (5.1) and consider
the map f = (f1, . . . , fν) : V → V. Then Theorem 4.4 holds for f , with Aij being
Aii = 0, Aij = |αij | · tanh
(1
4
log4j(K)
)
, ∀i, j = 1, . . . , ν .
Moreover, if γi 6= 0 for all i = 1, . . . , ν, let B be the matrix with coefficients
Bij = Aij/|γi|. Then, if ρ(B) < 1, the system of nonlinear integral equations (5.2)
has a unique solution in S(C◦) which can be computed with the power sequence
(4.5), applied to the scaled mappings f˜(x)i = f(x)
1/γi
i , i = 1, . . . , ν.
Proof. For i ∈ {1, . . . , ν} consider the map gi : V → V defined by gi(x)j(ξj) =
xj(ξj)
αij , for all ξj ∈ Xj and all j = 1, . . . , ν. Note that gi(C◦) ⊆ C◦ and that
fi = f˜i ◦ gi, where f˜i is the weakly multilinear mapping defined as in (5.1) but with
αij = 1, for all j = 1, . . . , ν. Then, combining Lemma 5.1 with Theorem 3.4, for
any x, y ∈ V we have
dCi(fi(x), fi(y)) = dCi(f˜i ◦ gi(x), f˜i ◦ gi(y)) ≤
ν∑
j=1
κj(f˜i)dCj (gi(x)j , gi(y)j)
=
ν∑
j=1
|αij |κj(f˜i) dCj (xj , yj) ≤
ν∑
j=1
Aij dCj (xj , yj) ,
which shows that the assumptions of Theorem 4.4 hold for f and Aij . Moreover,
for any x, y ∈ V we have dCi(fi(x)1/γi , fi(y)1/γi) ≤
∑ν
j=1Bij dCj (xj , yj). By taking
the 1/γi power on both sides of (5.2), such inequality, together with Theorem 4.4,
implies the thesis. 
Our final result shows that, for the particular type of integral operator we are
considering and a large range of choices of the real parameters αij , the system of
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nonlinear equations (5.2) admits a solution with a global scaling coefficient, i.e.
λ = λi, for all i = 1, . . . , ν. This is shown in the following
Corollary 5.3. Let f and B be defined as in Theorem 5.2 and assume that αij =
αj, γj 6= 0 and αj + γj 6= 0, for all i, j = 1, . . . , ν. If ρ(B) < 1, then there exist a
unique λ > 0 and a unique u ∈ C◦ with ∫
Xi
uαi+γii dηi = 1 such that fi(u) = λu
γi
i
holds for any i = 1, . . . , ν.
Proof. Since αi+γi 6= 0 by assumption, we can consider the continuous and homo-
geneous map ϕi(xi) = (
∫
Xi
xαi+γii dηi)
1
αi+γi . Then, by Theorem 5.2, there exists a
unique u ∈ S(C◦) such that fi(u)(ξi) = λiui(ξi)γi for all ξi ∈ Xi and i = 1, . . . , ν.
Multiplying by ui(ξi)αi and integrating over Xi both sides of such equations, we get
(5.4)
∫
Xi
fi(u)(ξi)u
αi
i (ξi) dηi(ξi) = λi
∫
Xi
ui(ξi)
αi+γi dηi(ξi) = λi ,
where the rightmost identity holds because ui ∈ Sϕi = {xi : ϕi(xi) = 1}. Noting
that, by the assumption on the coefficients αij , the left hand side of (5.4) does not
depend on i and is positive, we conclude. 
We conclude with an example application of Theorem 5.2 to the problem of
computing the norm of the Hilbert tensor.
Example 5.4. We consider here an example operator of the type (5.1), corre-
sponding to the discrete kernel known as Hilbert tensor. In this example the Xi are
discrete finite spaces and, for simplicity, we further assume here X1 = · · · = Xν =
{1, . . . , n}. The general case can be analyzed in an analogous way. In this setting
we have V1 = · · · = Vν = Rn, C1 = · · · = Cν = Rn+ and the interior C◦i = Rn++ is
the set of vectors with n positive components. The Hilbert tensor is defined by
H(i1, . . . , iν) =
1
i1 + · · ·+ iν − ν + 1
for i1, . . . , iν ∈ {1, . . . , n}. In [35], the following Hilbert–type inequality has been
proved for H∑
i1,...,iν
|x(i1)| · · · |x(iν)|
i1 + · · ·+ iν − ν + 1 ≤ n
ν/2 sin(pi/n)
( n∑
i=1
x(i)2
)ν/2
,
which boils down to the famous Hilbert inequality for linear operators when ν = 2
(see e.g. [15]). It is interesting to observe that such inequality provides an upper
bound on the tensor norm
‖H‖p1,...,pν = max
{ ∣∣∑
i1,...,iν
H(i1, . . . , iν)x1(i1) · · ·xν(iν)
∣∣ : ‖x1‖p1 = · · · = ‖xν‖pν = 1}
where p1, . . . , pν ≥ 1. In fact, since H is symmetric, when p1 = · · · = pν = 2 the
following tight inequality holds for all x ∈ Rn (see e.g. [20])∑
i1,...,iν
H(i1, . . . , iν)x(i1) · · ·x(iν) ≤ ‖H‖2,...,2 ‖x‖ν2 .
However, unlike the matrix case, a good approximation of ‖H‖2,...,2 is not always
computable. New conditions that allow us to compute ‖H‖2,...,2 follow as a con-
sequence of Theorem 5.2. In fact, if we look at the critical point conditions for
‖H‖p1,...,pν we observe that a maximizer has to be a solution of the system of equa-
tions fi(x) = λixi, i = 1, . . . , ν, where fi is of the form (5.1), with K = H and
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Figure 1. This figure compares ‖H‖2,...,2 with its upper bound
nν/2 sin(pi/n) and shows that, while the bound is relatively tight
in the linear case ν = 2, its precision degrades when ν increases.
αij =
1
pi−1 . Moreover, since H is positive, any maximizer x must be nonnegative,
as otherwise we could replace x with its absolute value |x| and further increase the
value of the objective function. As Theorem 5.2 gives us conditions on the existence
of a unique positive solution, this must be the global maximizer i.e. the one realizing
the norm ‖H‖p1,...,pν In addition, the particular structure of the Hilbert kernel H
allows us to compute the cross-ratios (5.3) exactly. In fact, as H is symmetric, we
have 41(H) = · · · = 4ν(H) = 4(H) and
4(H) = n
2(ν − 1) + n(2− ν)
nν − ν + 1 .
This shows that, for example, when p1 = · · · = pν = 2, the spectral radius of the
matrix B in Theorem 5.2 is smaller than one when ν = 4 and n ≤ 11 or ν = 3
and n ≤ 13. Thus, for these choices of ν and n, using the power sequence (4.5),
we are guaranteed we can compute ‖H‖2,...,2 to an arbitrary precision. Figure 1
compares the actual value of ‖H‖2,...,2 with the Hilbert–type bound nν/2 sin(pi/n),
for ν = 2, 3, 4, showing that the quality of the bound degrades when the order ν
increases.
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