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Abstract
This paper investigates applications of nonanticipative Rate Distortion Function (RDF) in a) zero-delay Joint Source-Channel
Coding (JSCC) design based on average and excess distortion probability, b) in bounding the Optimal Performance Theoretically
Attainable (OPTA) by noncausal and causal codes, and computing the Rate Loss (RL) of zero-delay and causal codes with respect
to noncausal codes. These applications are described using two running examples, the Binary Symmetric Markov Source with
parameter p, (BSMS(p)) and the multidimensional partially observed Gaussian-Markov source.
For the multidimensional Gaussian-Markov source with square error distortion, the solution of the nonanticipative RDF is derived,
its operational meaning using JSCC design via a noisy coding theorem is shown by providing the optimal encoding-decoding
scheme over a vector Gaussian channel, and the RL of causal and zero-delay codes with respect to noncausal codes is computed.
For the BSMS(p) with Hamming distortion, the solution of the nonanticipative RDF is derived, the RL of causal codes with
respect to noncausal codes is computed, and an uncoded noisy coding theorem based on excess distortion probability is shown.
The information nonanticipative RDF is shown to be equivalent to the nonanticipatory -entropy, which corresponds to the classical
RDF with an additional causality or nonanticipative condition imposed on the optimal reproduction conditional distribution.
Index Terms
Nonanticipative RDF, sources with memory, Joint Source-Channel Coding (JSCC), Binary Symmetric Markov Source (BSMS),
multidimensional stationary Gaussian-Markov source, excess distortion probability, bounds.
I. INTRODUCTION
In lossy compression source coding with fidelity [3], [4], the sequence of real-valued symbols x∞
4
= {x0, x1, . . .}, xj ∈ X ,
∀j ≥ 0, generated by a source with distribution PX∞ , is transformed by the encoder into a sequence of symbols, the compressed
representation z∞
4
= {z0, z1, . . .} (taking values in a finite alphabet set), which is then transmitted over a noiseless channel. The
decoder at the channel output upon observing the compressed representation symbols produces the reproduction sequence y∞
4
=
{y0, y1, . . .}, yj ∈ Y , ∀j ≥ 0. Such a compression system is called causal [5] if the reproduction symbol yn of the source symbol
xn, depends on the present and past source symbols {x0, . . . , xn} but not on the future source symbols {xn+1, xn+2, . . .},
i.e., yn
4
= fn(x0, . . . , xn), for some function fn(·), n ≥ 0. The Optimal Performance Theoretically Attainable (OPTA) by
noncausal codes is given by the Rate Distortion Function (RDF) [3], [4], while that of causal codes is given by the entropy
rate of the reproduction sequence [5]. Zero-delay source codes are a sub-class of causal codes, with the additional constraint
that the compressed representation symbol zn, depends on the past and present source symbols xn
4
= {x0, x1, . . . , xn},
while the reproduction at the decoder yn of the present source symbol xn, depends only on the compressed representation
zn
4
= {z0, z1, . . . , zn}, i.e., zn = hn({xj : j = 0, 1, . . . , n}) and yn = fn({zj : j = 0, 1, . . . , n}), ∀n ≥ 0 [6]–[10].
Joint Source-Channel Coding (JSCC) design based on nonanticipative processing (i.e., the encoder-channel-decoder mappings
at each time instant do not depend on future symbols), is perhaps, the most efficient zero-delay coding system, in the sense of
optimal performance of matching the source characteristics to the channel characteristics, coded or uncoded [11]–[13]. Two
such fascinating examples of matching the RDF of an IID source to the capacity of a memoryless channel are the following.
Example-IID-BSS: The Independent Identically Distributed (IID) Binary Source (BS) with Hamming distortion transmitted
uncoded over a symmetric memoryless channel (the distortion and channel parameter are made equal);
Example-IID-GS: The IID Gaussian Source (GS) with average squared-error distortion, transmitted over a memoryless Additive
White Gaussian Noise (AWGN) channel without feedback, with the encoder and decoder scaling their inputs [13].
In both examples, symbol-by-symbol transmission is optimal, that is, the optimal code rate is “1” in terms of achieving average
end-to-end distortion. These examples demonstrate the simplicity of the JSCC design often called probabilistic matching, in
operating optimally with zero-delay, in complexity, when this is compared to the asymptotic performance of optimally separating
the encoder/decoder to the source and channel encoders/decoders which may cause long processing delays. Recently, Example-
IID-BSS and Example-IID-GS are revisited in [14], using symbol-by-symbol (zero-delay) codes.
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2In general, very little is known about JSCC design or probabilistic matching based on nonanticipative processing, that of
matching the source characteristics to the channel characteristics, as in Example-IID-BSS and in Example-IID-GS, because
the RDF of sources with memory is generally not known. Moreover, only bounds are known on the OPTA by causal and
zero-delay codes [12]. For the latter, these bounds are often introduced to quantify the Rate Loss (RL) due to causality and
zero-delay of the coding systems compared to that of the noncausal coding systems. Such bounds are elaborated recently in
[15], for Gaussian sources with square-error distortion function.
In this paper, we consider the information nonanticipative RDF [16], [17], a variant of the classical information RDF, and we
describe its applications in
(a) zero-delay JSCC design or probabilistic matching of the source to the channel, with respect to nonanticipative
processing (zero delay or symbol-by-symbol codes), based on average and excess distortion probability;
(b) bounding the OPTA by noncausal and causal codes, and computing the RL of zero-delay and causal codes with
respect to noncausal codes.
For (a), the design of encoder and decoder for a given {source, channel} pair with respect to a given {distortion function,
transmission cost function} pair is constructive. Given a source, first we compute the nonanticipative RDF. Second, we realize
the nonanticipative RDF (see Fig. I.1) with respect to the channel by providing an {encoder, decoder} pair, so that the end-
to-end average distortion is achieved, the channel operates at its capacity, and the nonanticipative RDF is equal to the channel
capacity. For the multidimensional (vector) stationary Gaussian source with memory and square-error distortion, we show that
the solution of the nonanticipative RDF is equivalent to JSCC design of a vector AWGN channel with and without feedback
encoding in which the encoder and the decoder are linear. For the special case of IID Gaussian sequence, our JSCC design
reduces to the JSCC design of Example IID-GS [11], [13]. Moreover, from the solution of the nonanticipative RDF we recover
the Schalkwijk-Kailath’s coding scheme [18].
For (b), we use the nonanticipative RDF to compute the RL or gap between the OPTA by causal [5] and zero-delay codes
with respect to the OPTA by noncausal codes, for both finite alphabet and continuous alphabet valued sources.
Moreover, we show equivalence of the information nonanticipative RDF and its rate to Gorbunov and Pinsker nonanticipatory
−entropy and message generation rates [19]–[21], which corresponds to Shannon information RDF with an additional causality
constraint imposed on the optimal reproduction distribution. Gorbunov and Pinsker [19] appear to be the first who recognized
the importance of nonanticipative RDF in real-time applications [19, p. 1, lines 4-5].
Next, we introduce the nonanticipative RDF, classical RDF and Gorbunov and Pinsker’s nonanticipatory -entropy to clarify
certain relations between them.
Nonanticipative RDF. The information nonanticipative RDF is defined as follows. Consider a source distribution PXn(dxn),
a causal sequence of reproduction distributions {PYi|Y i−1,Xi(dyi|yi−1, xi) : i = 0, 1, . . . , n}, a measurable distortion function
d0,n(x
n, yn) : X0,n × Y0,n 7−→ [0,∞] and an average fidelity set1
−→Q0,n(D) 4=
{−→
P Y n|Xn(dyn|xn) 4= ⊗ni=0PYi|Y i−1,Xi(dyi|yi−1, xi) :
1
n+ 1
∫
X0,n×Y0,n
d0,n(x
n, yn)(
−→
P Y n|Xn ⊗ PXn)(dxn, dyn) ≤ D
}
. (I.1)
The information nonanticipative RDF is defined by
Rna0,n(D)
4
= inf−→
P Y n|Xn (·|xn)∈
−→Q0,n(D)
∫
X0,n×Y0,n
log
(−→P Y n|Xn(dyn|xn)
PY n(dyn)
)
(
−→
P Y n|Xn ⊗ PXn)(dxn, dyn)
= inf−→
P Y n|Xn (·|xn)∈
−→Q0,n(D)
IXn→Y n(PXn ,
−→
P Y n|Xn). (I.2)
Here, IXn→Y n(·, ·) is used to denote the functional dependence of Rna0,n(D) on the two distributions {PXn ,
−→
P Y n|Xn}. The
information nonanticipative RDF rate is defined by
Rna(D)
4
= lim
n−→∞
1
n+ 1
Rna0,n(D). (I.3)
Classical RDF. The classical information RDF (often called OPTA by noncausal codes) [3], [4], [22] is defined by
R(D)
4
= lim
n−→∞
1
n+ 1
R0,n(D), R0,n(D)
4
= inf
PY n|Xn (·|xn)∈Q0,n(D)
I(Xn;Y n) (I.4)
where the fidelity set of reproduction conditional distributions is defined by
Q0,n(D) 4=
{
PY n|Xn(dyn|xn) : 1
n+ 1
∫
X0,n×Y0,n
d0,n(x
n, yn)(PY n|Xn ⊗ PXn)(dxn, dyn) ≤ D
}
. (I.5)
1⊗ denotes convolution of distributions.
3Goblick in [13] applied the R(D) of an IID Gaussian distributed N(0;σ2X) sequence with R(D) =
1
2 log(
σ2X
D ), 0 ≤ D ≤ σ2X
to provide the JSCC design over a memoryless AWGN channel without feedback. The extension of Goblick’s JSCC design to
a memoryless AWGN channel with feedback is treated in [23], and makes use of the Schalkwijk-Kailath’s coding scheme.
Nonanticipatory -Entropy. Gorbunov and Pinsker in [19] introduced the so-called nonanticipatory -entropy, Rε0,n(D), and
message generation rate Rε(D) as follows
Rε(D)
4
= lim
n−→∞
1
n+ 1
Rε0,n(D), (I.6)
Rε0,n(D)
4
= inf
PY n|Xn (·|xn)∈Q0,n(D)
Xni+1↔Xi↔Y i, i=0,1,...,n−1
I(Xn;Y n), ∀n ≥ 0. (I.7)
The same authors in [20], [21], showed that for scalar stationary Gaussian sources (using power spectral densities) that Rε(D)
tends to Shannon’s RDF R(D), as D −→ 0.
We show in Theorem III.3 that Rna0,n(D) = R
ε
0,n(D). The fundamental difference between R
na
0,n(D) or R
ε
0,n(D) and R0,n(D) is
the following. For sources with memory, the optimal reproduction distribution of the information nonanticipative RDF, Rna0,n(D)
at each time i = 0, . . . , n, is a causal (or nonanticipative) sequence of conditional distributions P ∗Yi|Y i−1,Xi(dyi|yi−1, xi), that
is, it depend only on the past and present source symbols and past reproduction symbols {xi, yi−1}. On the other hand,
the optimal reproduction distribution of the classical RDF, R0,n(D) at each time i = 0, . . . , n, is a sequence of noncausal
conditional distributions P ∗Yi|Y i−1,Xn(dyi|yi−1, xn), which depends not only on {xi, yi−1} but also on future source symbols{xi+1, . . . , xn}. For independent sources, Rna0,n(D) and R0,n(D) coincide.
Next, we discuss certain limitations of the classical information RDF R(D) with respect to applications, which motivated
our interest to investigate the information nonanticipative RDF (I.2).
A. Motivation for Nonanticipative RDF
The first limitation of the classical information RDF is the lack of examples of a source with memory for which the exact
expression of R0,n(D) for finite n, and that of R(D)
4
= limn−→∞ 1n+1R0,n(D), are computed, aside from memoryless or
Gaussian sources. For example, the RDF of the BSMS(p) with single letter Hamming distortion function is currently unknown
(see Section IV-B for more discussion).
The second limitation of the classical information RDF R0,n(D) is the anticipative (noncausal) nature of the optimal repro-
duction distributions {P ∗Yi|Y i−1,Xn(dyi|yi−1, xn) : i = 0, 1, . . . , n}, because they depend on future source symbols even
for single letter distortion functions d0,n(xn, yn)
4
=
∑n
i=0 ρ(xi, yi). This anticipative structure of the optimal reproduction
distribution corresponding to R0,n(D) implies that, in general, the classical information RDF cannot be used in JSCC design
using nonanticipative processing or uncoded transmission (i.e., the {encoder, decoder} pair processes at each time instant source
symbol without dependence on future source symbols), also called probabilistic matching of the source to the channel [12],
unless the source is memoryless, such as, the Example-IID-BS and the Example-IID-GS discussed earlier [11], [14], [24], [25].
Indeed, to perform the JSCC design using nonanticipative processing it is necessary that 1) the exact expression of the RDF of
the source is known or computed, and 2) its corresponding optimal reproduction distribution is realizable using nonanticipative
processing via {encoder, channel, decoder} mappings processing symbols without dependence on future symbols, as shown
in Fig. I.1. This means that for general sources with memory, the optimal conditional reproduction distribution of R0,n(D)
should satisfy the Markov chain (MC) (i.e., conditional independence)
Fig. I.1: Probabilistic matching based on nonanticipative transmission.
4P ∗Yi|Y i−1,Xn(dyi|yi−1, x∞) = P ∗Yi|Y i−1,Xi(dyi|yi−1, xi)⇐⇒ X∞i+1 ↔ (Xi, Y i−1)↔ Yi, i = 0, 1, . . . . (I.8)
Alternatively stated, if (I.8) does not hold, then nonanticipative processing of information in the sense of Fig. I.1 is violated.
B. Summary of Main Results and Related Literature
Next, we present a summary of the contributions in this paper and we discuss relations to existing literature.
Relations to Nonanticipatory -Entropy. In subsection III-A we show that the information nonanticipative RDF, Rna0,n(D) and
its rate Rna(D) (see (I.2), (I.3)), are equivalent to Gorbunov and Pinsker’s nonanticipatory -entropy and message generation
rate [19], Rε0,n(D) and R
ε(D), respectively. In subsection III-B, we combine the existence of solution to the nonanticipative
RDF shown in [16, Theorem III.4], and the main theorems in [19] to establish that for general stationary sources, the limit
exists, and the limit and infimum operations can be interchanged, that is,
Rna(D) = lim
n−→∞ inf−→P Y n|Xn∈
−→Q0,n(D)
1
n+ 1
IXn→Y n(PXn ,
−→
P Y n|Xn)
= inf−→
P Y∞|X∞∈
−→Q0,∞(D)
lim
n−→∞
1
n+ 1
IXn→Y n(PXn ,
−→
P Y n|Xn) ≡ −⇀Rna(D) <∞. (I.9)
and that the optimal reproduction distribution of Rna(D) corresponds to jointly stationary source-reproduction pair {(Xi, Yi) : i =
0, 1, . . .}.
Closed Form Expression of Information Nonanticipative RDF (Stationary Solution), Properties, and Examples. In
Section IV-A, we characterize the stationary solution of the nonanticipative RDF and some of its properties. One of the
properties is analogous to the Shannon lower bound of the classical RDF [3]. In subsections IV-B and IV-C, we use these to
compute the information theoretic nonanticipative RDF in closed form for the following two running examples.
Example 1: BSMS(p) with single letter Hamming distortion. For the Binary Symmetric Markov Source with parameter p
(BSMS(p)) and single letter Hamming distortion, we show that
Rna(D) =
{
H(m)−H(D) if D ≤ 12
0 otherwise ,m = 1− p−D + 2pD. (I.10)
Note that, for p = 12 , then R
na(D) reduces to the classical RDF, R(D), of IID memoryless source, as expected. Recently,
Rna0,n(D) of BSMS(p) is utilized in [26] to demonstrate an example of an opportunistic scheduling system. In section VI we
use (I.10) to obtain tighter lower bounds on the OPTA by causal and noncausal codes, compared to those given in [27].
Example 2: Multidimensional Gaussian-Markov source with square-error distortion. For the multidimensional partially observed
stationary Gauss-Markov source, described in state space form (this includes autoregressive models) by{
Zt+1 = AZt +BWt, Z0 ∼ N(0, Σ¯0), t = 0, 1, . . .
Xt = CZt +NVt, t = 0, 1, . . .
(I.11)
where Zt ∈ Rm is the state (unobserved) process driven by a multidimensional Gaussian noise process {Wt : t = 0, 1, . . .}, and
Fig. I.2: JSCC design system of partially observed multidimensional Gaussian-Markov source.
Xt ∈ Rp is the observed source process corrupted by a multidimensional additive Gaussian noise process {Vt : t = 0, 1, . . .}
(see2 Fig. I.2), we utilize the characterization of the solution of Rna0,n(D) obtained in Theorem IV.7, to show that for a square
error distortion function, the nonanticipative RDF is given by
Rna(D) =
1
2
p∑
i=0
log
(λ∞,i
δ∞,i
)
=
1
2
log
|Λ∞|
|∆∞| (I.12)
2In this application, the objective is to reconstruct {Xt : t = 0, 1, . . .} by {Yt : t = 0, 1 . . .} with respect to a certain fidelity of reproduction. Under
certain assumptions [28] {Xt : t = 0, 1, . . . , n} is ergodic (although the A matrix of {Zt : t = 0, 1, . . . , n} may have unstable eigenvalues).
5where
Λ∞
4
= lim
n−→∞Λt,Λt
4
= E
{(
Xt − E
(
Xt|Y t−1
))(
Xt − E
(
Xt|Y t−1)
)tr}
≡ (IV.21), ∆∞ = diag{δ∞,1, . . . , δ∞,p}
Here, {λ∞,1, . . . , λ∞,p} are the steady state eigenvalues of Λ∞, and
δ∞,i
4
=
{
ξ∞ if ξ∞ ≤ λ∞,i
λ∞,i if ξ∞ > λ∞,i
, i = 1, . . . , p,
p∑
i=1
δ∞,i = D.
In addition, in subsection IV-C, we recover from (I.12), several special cases. These include the expression of the nonan-
ticipative RDF for the scalar stationary fully observed Gaussian-Markov source (i.e., corresponding to p = 1, C = 1,
N = 0, A = α, B = σW ) also obtained in [15, Theorem 3] via alternative methods, and for IID Gaussian sources
{Xt : t = 0, 1 . . .} ∼ N(0;σ2X) the known expression R(D) = 12 log σ
2
X
D , σ
2
X ≥ D ≥ 0 .
Fig. I.3: Realization of the optimal reproduction distribution: Kt = Xt − E{Xt|Y t−1}, K˜t = Yt − E{Xt|Y t−1},
{E∞, Etr∞}=unitary transformations, {A∞,B∞}=scaling matrices, {Γt, Γ˜t}= scaling matrices.
We note that recently in [29] the importance of example (I.11) is elaborated for the special case of fully observed Gaussian-
Markov sources, i.e., N = 0, C = I (i.e., Xt = Zt) in the context of the so-called sequential rate distortion theory [8], which
is equivalent to the nonanticipative RDF. The authors in [29] provide an approximation solution by utilizing a semidefinite
programming approach, while we give the exact closed form expression (I.12) for the more general model (I.11).
Joint Source-Channel Coding: Symbol-by-Symbol Transmission. In Section V, we show that (I.12) is achievable by the
JSCC design system depicted in Fig. I.3, where the encoder operates using symbol-by-symbol codes, achieves channel capacity
C(P ) (P is the power allocated for transmission), while the end-to-end average distortion is met, and Rna(D) = C(P ).
Moreover, we demonstrate that the general JSCC design system of Fig. I.3 gives as degraded cases (corresponding to p = 1,
C = 1, N = 0, A = α, B = σW ), the following new examples of JSCC designs operating based on symbol-by-symbol codes.
(i) The optimal coding scheme of a scalar Gaussian-Markov Source over a memoryless AWGN with feedback (see
Fig. I.4);
(ii) the optimal coding scheme of a scalar Gaussian-Markov Source over a memoryless AWGN channel without feedback
(see Fig. I.5).
Fig. I.4: Reduction of Fig. I.3 to p = 1, C = 1, N = 0, A = α, |α| < 1, B = σW , which corresponds to the JSCC
design system of a scalar Gaussian Markov Source given by (IV.35) over a memoryless AWGN channel with feedback,
Kt = Xt − E{Xt|Bt−1}.
6Fig. I.5: Reduction of Fig. I.3 to p = 1, C = 1, N = 0, A = α, |α| < 1, B = σW , which corresponds the to JSCC design
system of a scalar Gaussian Markov source given by (IV.35) over a memoryless AWGN channel without feedback.
Note that Fig. I.5 with α = 0, reduces to Goblick’s JSCC design system of the scalar IID Gaussian process transmitted over
a memoryless AWGN channel without feedback. Finally, we demonstrate how the realization scheme of Fig. I.3 recovers the
Schalkwijk-Kailath’s coding scheme which achieves the capacity of a memoryless AWGN channel with feedback [18].
When {Xt : t = 0, 1 . . . , n} is a vector with independent components {X1t : t = 0, 1 . . . , n}, . . . , {Xnt : t = 0, 1 . . . , n}
then the analogues of Fig. I.4, Fig. I.5 are easily obtained, and involve JSCC design of a vector source over a vector AWGN
channel.
Bounds on Noncausal and Causal Codes. In Section VI we use Rna(D) to derive the following bounds for R(D), and the
OPTA by causal codes [5], denoted by rc,+(D):
rc,+(D) ≥ Rna(D) ≥ R(D), Rna0,n(D) ≥ R0,n(D), ∀n ≥ 0. (I.13)
Based on these bounds we evaluate the RL due to causality by using Rna(D). This part compliments previous work by
Linder and Zamir [30], who showed using the results in [5], that at high resolution (small distortion), an optimal causal code
for stationary source with finite differential entropy and square error distortion, consists of uniform quantizers followed by a
sequence of entropy coders, and that the RL due to causality is given by the so-called space-filling loss of quantizers, which
is at most 12 ln
(
2pie
12
) ' 0.254 bits/sample.
For arbitrary Gaussian stationary sources with memory defined by (I.11) and square-error distortion, we use the explicit
expression of Rna(D) (i.e., (I.12)) in (I.13) to evaluate the RL due to causality. Our analysis of vector Gaussian stationary
sources (I.11) compliment Gorbunov and Pinsker computation in [20], [21], where it is shown (for scalar Gaussian sources),
using power spectral densities that Rε(D) tends to Shannon’s RDF R(D), as D −→ 0.
Moreover, for stationary Gaussian processes with square-error distortion, our results compliment recent contributions obtained in
[15], on the gap between the OPTA by causal codes, nonanticipatory -entropy, Rε(D), and classical RDF, R(D). Specifically,
in [15] it is shown that for zero-mean Gaussian sources with square-error distortion (and bounded differential entropy rate), the
OPTA by causal codes exceeds Rε(D) by less than approximately 0.254 bits/sample. The analysis in [15] includes a closed-
form expression for Rε(D) only when the source is first-order Markov with square-error distortion, while for general Gaussian
sources it is shown that rc,+(D) ≤ Rε(D) + 12 log2(2pie) bits/sample, but no expression is given for Rε(D). Since we show
Rε(D) = Rna(D), then we can use this equivalence to evaluate the gap between the OPTA by causal codes and R(D), for
arbitrary multidimensional stationary Gaussian sources (partially observed), via the bound Rna(D)−R(D) ≤ rc,+(D)−R(D).
Note that the RL due to zero-delay and noncausal codes does not exceed 12 log
|Λ∞|
|∆∞| −R(D), where R(D) can be computed
using power spectral densities [3].
For the case of BSMS(p), we show that the RL due to causality, i.e., Rna(D) − R(D), does not exceed H(m) −H(p), for
the region 0 ≤ D ≤ Dc, m = 1 − p −D + 2pD, while for the region Dc ≤ D ≤ 12 , we compare the upper bound given in
[27] with the upper bound obtained via Rna(D). Our simulations and properties of Rna(D) illustrate that the proposed upper
bound on R(D) based on Rna(D) is more reliable compared to the one given in [27].
Noisy and Noiseless Coding Theorems. In Section VII-A, we show achievability of nonanticipative RDF using the JSCC
design system (Fig. I.1) based on nonanticipative transmission, with respect to the excess distortion probability between the
source symbols and their reproductions. That is, we show achievability based on probabilistic matching of the source and the
channel with respect to excess distortion probability. For the multidimensional stationary Gaussian source, we use the JSCC
design of Fig. I.3, and we apply Chernoff’s bound to compute the error exponent of the excess distortion probability. For the
BSMS(p), we apply uncoded transmission, and we invoke Hoeffding’s inequality and large deviations theory to compute the
error exponent of the excess distortion probability. In Section VII-B, we briefly point out that the classical noiseless coding
theorem derived in [8, Chapter 5] for two dimensional sources (such as video coding applications) with per-sample or average
distortion function is applicable, giving an alternative operational meaning to Rna0,n(D).
7II. INFORMATION NONANTICIPATIVE RDF
In this section, we introduce the definition of information nonanticipative RDF, for general source/reproduction alphabets
modelled by complete separable metric spaces (Polish spaces) so that our analysis holds for both finite and continuous alphabets
(because we present examples for both). Then we state some properties of information nonanticipative RDF which follow
directly from the general properties of directed information found in [31].
A. Information Nonanticipative RDF
Let N 4= {0, 1, 2, . . .}, and Nn 4= {0, 1, 2, . . . , n}. Introduce the source spaces {(Xn,B(Xn)) : n ∈ N} and the reproduction
spaces {(Yn,B(Yn)) : n ∈ N}, where Xn,Yn, n ∈ N are Polish spaces, and B(Xn) and B(Yn) are Borel σ−algebras of
subsets of Xn and Yn, respectively. Points in XN 4= ×n∈NXn, YN 4= ×n∈NYn are denoted by x 4= {x0, x1, . . .} ∈ XN,
y
4
= {y0, y1, . . .} ∈ YN, respectively, while their restrictions to finite coordinates for any n ∈ N are denoted by xn 4=
{x0, x1, . . . , xn} ∈ X0,n, yn 4= {y0, y1, . . . , yn} ∈ Y0,n. Let B(XN) 4= i∈NB(Xi) denote the σ−algebra on XN generated by
cylinder sets {x = (x0, x1, . . .) ∈ XN : x0 ∈ A0, x1 ∈ A1, . . . , xn ∈ An}, Ai ∈ B(Xi), i = 0, 1, . . . , n, n ∈ N, and similarly
for B(YN) 4= i∈NB(Yi). Thus, B(X0,n) and B(Y0,n) denote the σ−algebras of cylinder sets in XN and YN, respectively, with
bases over Ai ∈ B(Xi), and Bi ∈ B(Yi), i = 0, 1, . . . , n, respectively. The set of probability distributions on any measurable
space (X ,B(X )) is denoted by M(X ).
Source Distribution. The source is a collection of conditional probability distributions {PXn|Xn−1(dxn|xn−1) : n ∈ N}. For
a cylinder set B
4
=
{
x ∈ XN : x0 ∈ B0, x1 ∈ B1, . . . , xn ∈ Bn
}
, Bi ∈ B(Xi), i = 0, . . . , n, we can define the probability
distribution PXn(B0,n) on B(X0,n) by
PXn(B0,n)
4
=
∫
B0
PX0(dx0) . . .
∫
Bn
PXn|Xn−1(dxn|xn−1), B0,n = ×ni=0Bi. (II.1)
For each n ∈ N, we use the notation Qn(Xn|X0,n−1) 4= {PXn|Xn−1(·|xn−1) ∈ M(Xn) : xn−1 ∈ X0,n−1} to emphasize that
PXn|Xn−1(·|xn−1) is a probability distribution on Xn for fixed xn−1 ∈ X0,n−1 and PXn|Xn−1(dxn|·) is a measurable function
on xn−1 ∈ X0,n−1 for fixed dxn.
Reproduction Distribution. The reproduction distribution is a collection of conditional probability distributions {QYn|Y n−1,Xn
(dyn|yn−1, xn) : n ∈ N}. By our notation, for each n ∈ N, QYn|Y n−1,Xn(·|·, ·) ∈ Qn(Yn|Y0,n−1 × X0,n). For a cylinder set
C
4
=
{
y ∈ YN : y0∈C0, y1∈C1, . . ., yn∈Cn
}
, Ci ∈ B(Yi), i = 0, . . . , n, C0,n = ×ni=0Ci, we define the family of conditional
probability distributions
−→
QY n|Xn(C0,n|xn) on B(Y0,n) by
−→
QY n|Xn(C0,n|xn) 4=
∫
C0
QY0|X0(dy0|x0) . . .
∫
Cn
QYn|Y n−1,Xn(dyn|yn−1, xn). (II.2)
Throughout the paper, we assume with abuse of notation that QY0|X0(dy0|x0) ≡ QY0|X0,Y −1(dy0|x0, y−1) and that either
PY −1(dy
−1) is fixed or Y −1 = y−1 is fixed.
We denote the family of probability distributions (II.2) by the set
−→Q(Y0,n|X0,n) 4=
{−→
QY n|Xn(·|xn) ∈M(Y0,n) : xn ∈ X0,n, −→QY n|Xn(·|xn) is defined by (II.2)
}
.
Thus, any element
−→
QY n|Xn(·|·) ∈ −→Q(Y0,n|X0,n) is represented by (II.2).
The following theorem is derived in [31].
Theorem II.1. [31](Convexity)
The set of probability distributions
−→
QY n|Xn(·|xn) (for a fixed xn ∈ X0,n) defined by (II.2) is a convex subset of M(Y0,n).
Theorem II.1 states that for any λ ∈ [0, 1], and −→Q1Y n|Xn(·|xn),
−→
Q2Y n|Xn(·|xn) two probability measures on (Y0,n,B(Y0,n))
of the form (II.2), then λ
−→
Q1Y n|Xn(·|xn) + (1− λ)
−→
Q2Y n|Xn(·|xn) is also a probability measure on (Y0,n,B(Y0,n)) of the form
(II.2).
Given the source distribution PXn(·) ∈ M(X0,n) and reproduction distribution −→QY n|Xn(·|·) ∈ −→Q(Y0,n|X0,n) define the
following measures.
P1: The joint distribution on X0,n × Y0,n defined uniquely for Ai ∈ B(Xi), Bi ∈ B(Yi), ∀i ∈ Nn, by
PXn,Y n(dx
n, dyn)
4
= (PXn ⊗−→QY n|Xn)
(×ni=0 (Ai×Bi))
4
=
∫
A0
PX0(dx0)
∫
B0
QY0|X0(dy0|x0) . . .
∫
An
PXn|Xn−1(dxn|xn−1)
∫
Bn
QYn|Y n−1,Xn(dyn|yn−1, xn).
8P2: The marginal distributions on Y0,n defined uniquely for Bi ∈ B(Yi), ∀i ∈ Nn, by
PY n(×ni=0Bi) 4= (PXn ⊗
−→
QY n|Xn)
(×ni=0 (Xi ×Bi)).
P3: The product probability distribution
−→
Π 0,n : B(X0,n)  B(Y0,n) 7−→ [0, 1] defined uniquely for Ai ∈ B(Xi), Bi ∈
B(Yi), ∀i ∈ Nn, by
−→
Π 0,n
(×ni=0 (Ai×Bi)) 4= (PXn × PY n)(×ni=0 (Ai×Bi))
=
∫
A0
PX0(dx0)
∫
B0
PY0(dy0) . . .
∫
An
PXn|Xn−1(dxn|xn−1)
∫
Bn
PYn|Y n−1(dyn|yn−1)
where the notation is PY0(dy0) ≡ PY0|Y −1(dy0|y−1).
The information theoretic measure associated with nonanticipative RDF is a special case of directed information3 [8], defined
via relative entropy D(·||·) as follows.
IPXn (X
n → Y n) 4= D(PXn ⊗−→QY n|Xn ||
−→
Π 0,n) (II.3)
=
∫
X0,n×Y0,n
log
(−→QY n|Xn(dyn|xn)
PY n(dyn)
)
(PXn ⊗−→QY n|Xn)(dxn, dyn) (II.4)
≡ IXn→Y n(PXn ,−→QY n|Xn). (II.5)
The RHS of (II.4) is obtained by using the chain rule of relative entropy [32], [33, Chapter 3]. In (II.5) we use the notation
IXn→Y n(·, ·) to indicate the functional dependence of IPXn (Xn → Y n) on {PXn ,
−→
QY n|Xn}.
We recall the following convexity result derived in [31] for subsequent use.
Theorem II.2. [31](Convexity of information nonanticipative RDF)
IXn→Y n(PXn ,
−→
QY n|Xn) is a convex functional of
−→
QY n|Xn(·|xn) ∈M(Y0,n) for a fixed PXn(·) ∈M(X0,n), and a concave
functional of PXn(·) ∈M(X0,n) for a fixed −→QY n|Xn(·|xn) ∈M(Y0,n).
For each n ∈ N, let d0,n : X0,n×Y0,n 7−→ [0,∞] be a measurable distortion function. The fidelity of reproduction of yn ∈ Y0,n
by xn ∈ X0,n is defined by the set of conditional distributions
−→Q0,n(D) 4=
{−→
QY n|Xn(·|xn) ∈M(Y0,n) : 1
n+ 1
∫
X0,n×Y0,n
d0,n(x
n, yn)(PXn ⊗−→QY n|Xn)(dxn, dyn) ≤ D
}
(II.6)
for some D ≥ 0. Denote by −→Q0,∞(D) the corresponding set in (II.6), when the fidelity is replaced by limn−→∞ 1n+1
∫
X0,n×Y0,n
d0,n(x
n, yn)(PXn ⊗−→QY n|Xn)(dxn, dyn) ≤ D.
The information nonanticipative RDF is defined as follows.
Definition II.3. (Information nonanticipative RDF)
(1) The information nonanticipative RDF is defined by
Rna0,n(D)
4
= inf−→
QY n|Xn (·|xn)∈
−→Q0,n(D)
IXn→Y n(PXn ,
−→
QY n|Xn) (II.7)
provided the infimum over
−→Q0,n(D) in (II.7) exists; if not we set Rna0,n(D) = +∞.
(2) The information nonanticipative RDF rate is defined by
Rna(D) = lim
n−→∞
1
n+ 1
Rna0,n(D) (II.8)
provided the limit on the RHS of (II.8) exists; if the infimum over
−→Q0,n(D) in (II.7) does not exist then we set Rna(D) =
+∞.
In addition, define
−⇀
Rna(D)
4
= inf−→
QY∞|X∞ (·|x∞)∈
−→Q0,∞(D)
lim
n−→∞
1
n+ 1
IXn→Y n(PXn ,
−→
QY n|Xn) ≥ Rna(D). (II.9)
3Directed information corresponds to {PXn|Xn−1 (dxi|xn−1) : n ∈ N} and PXn (·) replaced by {PXn|Xn−1,Y n−1 (dxn|xn−1, yn−1) : n ∈ N} and←−
P Xn|Y n−1 (dxn|yn−1)
4
= ⊗ni=0PXi|Xi−1,Y i−1 (dx|xi−1, yi−1), respectively, in the construction of measures P1-P3, and (II.3).
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−⇀
Rna(D) ≥ Rna(D), then, Rna(D) is more natural than −⇀Rna(D). By analogy with the definition of classical
RDF, one may assume that {(Xi, Yi) : i = 0, 1, . . .} is jointly stationary and ergodic process or 1n+1 log
(−→
QY n|Xn (·|xn)
PY n (·)
)
(yn)
is information stable. However, we do not know a´ priori whether the joint process {(Xi, Yi) : i = 0, 1, . . .} is stationary.
III. EQUIVALENCE OF INFORMATION NONANTICIPATIVE RDF AND NONANTICIPATORY -ENTROPY
In this section, we first show equivalence of the information nonanticipative RDF (see Definition II.3) to Gorbunov and
Pinsker’s [19] nonanticipatory −entropy defined by (I.6), (I.7), respectively. Then, we consider consistent stationary sources
as defined by Gorbunov and Pinsker [19], and we use certain results from [16], to establish equality of the limiting expressions
in (I.9), finiteness of Rna(D), and that for stationary sources the infimum over
−→
QY n|Xn(·|xn) ∈ −→Q0,n(D) is achieved, and it
is realizable by stationary source-reproduction pairs {(Xn, Yn) : n ∈ N}.
A. Equivalence of Nonanticipative RDF and Nonanticipatory −Entropy
For a given a source PXn(·) ∈ M(X0,n) and a reproduction PY n|Xn(·|·) ∈ Q0,n(D) ⊂ Q(Y0,n|X0,n), Gorbunov and
Pinsker [19] restricted the fidelity set of classical RDF, R0,n(D), Q0,n(D) defined by (I.5), to those reproduction distributions
which satisfy the following MC.
X∞n+1 ↔ Xn ↔ Y n ⇐⇒ PY n|X∞(dyn|x∞) = PY n|Xn(dyn|xn), n = 0, 1, . . . . (III.1)
Then they introduced the nonanticipatory -entropy and nonanticipatory message generation rate defined by (I.6), (I.7),
respectively. In addition, they defined
−⇀
R ε(D)
4
= inf
PY∞|X∞ (·|x∞)∈Q0,∞(D):
X∞i+1↔Xi↔Y i, i=0,1,...
lim
n−→∞
1
n+ 1
I(Xn;Y n) ≥ Rε(D). (III.2)
The MC constraint (III.1) is a probabilistic version of a deterministic causal reproduction coder (cascade of an encoder-decoder
(ED)) [5], defined as follows.
Definition III.1. [5](Causal reproduction coder)
A reproduction coder fi : X0,n 7−→ Yi, ∀i = 0, 1, . . . , n, is called causal if the map xn 7−→ fi(xn) is measurable ∀i ∈ Nn
and
fi(x
n) = fi(xˆ
n) whenever xi = xˆi, ∀n ≥ i, n ∈ N.
Since the class of randomized reproduction coders embeds deterministic causal reproduction coders, then probabilistically, a
reproduction coder is causal if and only if the following MC holds X∞i+1 ↔ Xi ↔ Yi, ∀i ∈ N. By (I.6), nonanticipatory
-entropy, Rε0,n(D), imposes a probabilistic causality (nonanticipative) constraint on the optimal reproduction distribution.
Next, we show that Rε0,n(D) = R
na
0,n(D) and R
ε(D) = Rna(D), by invoking the following equivalent statements of MCs.
Lemma III.2. (Equivalent nonanticipative statements)
The following statements are equivalent.
MC1: PY n|Xn(dyn|xn) = −→QY n|Xn(dyn|xn) = ⊗ni=0PYi|Y i−1,Xi(dyi|yi−1, xi), ∀n ∈ N;
MC2: Yi ↔ (Xi, Y i−1)↔ (Xi+1, Xi+2, . . . , Xn) forms a MC, for each i = 0, 1, . . . , n− 1, ∀n ∈ N;
MC3: Y i ↔ Xi ↔ Xi+1 forms a MC, for each i = 0, 1, . . . , n− 1, ∀n ∈ N;
MC4: Xni+1 ↔ Xi ↔ Y i forms a MC, for each i = 0, 1, . . . , n− 1, ∀n ∈ N.
Proof: See Appendix A.
We note that MC3 of Lemma III.2 is precisely Granger’s definition of temporal causality [34], which is used in econometrics to
unravel complex relations between macroeconomic variables from time series observations. It is also applied in bioengineering
[34], [35], and more recently in neuroimaging to infer that {Yn : n ∈ N} does not cause {Xn : n ∈ N}. Note that [36] refers
to MC4 as the “weak union” property of conditional independence.
In the next theorem, we utilize Lemma III.2, and more specifically, the fact that MC4 is equivalent to MC2 and MC1, to show
that the extremum of the nonanticipatory -entropy, Rε0,n(D), defined by (I.7), is equivalent to the extremum of nonanticipative
RDF, Rna0,n(D), defined by (II.7).
Theorem III.3. (Equivalence of Rna0,n(D) and Rε0,n(D))
The nonanticipative RDF and nonanticipatory -entropy are equivalent notions, i.e., Rna0,n(D) = R
ε
0,n(D), ∀n ∈ Nn.
Proof: The derivation follows directly from Lemma III.2.
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B. Infinite Horizon
In this section, we recall the finite horizon existence result derived in [16, Theorem III.4] to investigate existence of the
information nonanticipative RDF rate, and the validity of interchanging the limit and infimum operations in (I.9). One may
also consider the two-sided definition of nonanticipative RDF by replacing Rna0,n(D) by R
na
n1,n2(D), n2 > n1, in which case,
the rate is defined by limn2−n1−→∞
1
n2−n1+1R
na
n1,n2(D), provided the limit exists. However, the rate is defined if and only if
the following limit is defined for some n1: limn2−→∞
1
n2−n1R
na
n1,n2(D). Hence, without loss of generality, we let n1 = 0.
First, we prove the following inequality.
Lemma III.4.
The following holds.
Rna(D) ≤ −⇀Rna(D) 4= inf−→
QY∞|X∞ (·|x∞)∈
−→Q0,∞(D)
lim
n−→∞
1
n+ 1
IXn→Y n(PXn ,
−→
QY n|Xn). (III.3)
Proof: If the infimum in (II.7) does not exist, there is nothing to prove. Hence, suppose this infimum exists. By definition
we have
Rna0,n(D) ≤ IXn→Y n(PXn ,
−→
QY n|Xn), ∀−→QY n|Xn(·|xn) ∈ −→Q0,n(D)
and hence, by taking the limit on both sides we obtain
lim
n−→∞
1
n+ 1
Rna0,n(D) ≤ lim
n−→∞
1
n+ 1
IXn→Y n(PXn ,
−→
QY n|Xn), ∀−→QY∞|X∞(·|x∞) ∈ −→Q0,∞(D).
Taking the infimum over
−→
QY∞|X∞(·|x∞) ∈ −→Q0,∞(D) we obtain (III.3). This shows that Rna(D) ≤ −⇀Rna(D).
Since by Theorem III.3, Rna0,n(D) = R
ε
0,n(D), ∀n ∈ Nn, and since existence (under certain assumptions) of solution to the
information nonanticipative RDF (II.7) is shown in [16, Theorem III.4], all technical results derived in [19, Theorems 1-4] are
directly applicable to Rna0,n(D) and its rate, R
na(D), without assuming finiteness of Rna0,n(D) for some n, as in [19]. Next, we
summarize these results in order to conclude that the limit limn−→∞ 1n+1R
na(D) is finite.
The following theorem is a direct consequence of Lemma III.4, [16, Theorem III.4], and Gorbunov-Pinsker [19, Theorem 2].
Theorem III.5. (Limits)
Suppose the conditions of [16, Theorem III.4] holds and the source is stationary as defined in [19, Theorem 2].
Then the following hold.
Rna(D) = lim
n−→∞ inf−→QY n|Xn (·|xn)∈
−→Q0,n(D)
1
n+ 1
IXn→Y n(PXn ,
−→
QY n|Xn) <∞ (III.4)
e.g., the limit exists and it is finite. Moreover,
Rna(D) =
−⇀
Rna(D) ≡ inf−→
QY∞|X∞ (·|x∞)∈
−→Q0,∞(D)
lim
n−→∞
1
n+ 1
IXn→Y n(PXn ,
−→
QY n|Xn). (III.5)
Proof: The derivation utilizes the existence result derived in [16, Theorem III.4], and the subadditivity of Rna0,n(D), that
is, Rna0,n(D) ≤ Rna0,k(D) +Rnak+1,n(D), 0 < k < n. Since by Theorem III.3 we have Rna0,n(D) = Rε0,n(D), and by [19, Lemma
1], Rε0,n(D) is subadditive, then R
na
0,n(D) is also subadditive. Moreover, under the conditions of [16, Theorem III.4] we know
that Rna0,n(D) is finite for any finite n ∈ N. Utilizing this and the subadditivity of Rna0,n(D) we deduce that the limit in (III.4)
exist and it is finite. (III.5) follows from [19, Theorem 2], the stationarity of the source, and Theorem III.3, which states that
Rna0,n(D) = R
ε
0,n(D).
Often, in the derivation of classical RDF rate it is assumed that the process {(Xn, Yn) : n ∈ N} is jointly stationary. This is
not very natural because one does not know a´ priori whether the reproduction process is stationary. The next theorem utilizes
[16, Theorem III.4] and the main theorems in [19] to establish that the infimum of the information nonanticipative RDF rate
is achieved by a stationary reproduction distribution, which implies the process {(Xn, Yn) : n ∈ N} is jointly stationary.
Theorem III.6. (Stationarity of the optimal reproduction distribution)
Suppose the conditions of [16, Theorem III.4] hold, the source {Xn : n ∈ N} is stationary and consistent, and the fidelity set
is shift invariant as defined in [19].
Then, the infimum in (III.5) is achieved by some
−→
Q∗Y n|Xn(·|xn) ∈
−→Q0,n(D) such that the source-reproduction pair {(Xn, Yn) : n ∈
N} is jointly stationary.
Proof: By [16, Theorem III.4] the infimum is achieved, and by Theorem III.3, we have Rna0,n(D) = R
ε
0,n(D). By invoking
[19, Theorem 4] we establish the claim of stationarity of the joint process.
Therefore, by utilizing [16, Theorem III.4] we have strengthened the results described in [19, Theorems 1-4], which are based
on the assumption that Rε0,n(D) is finite for some finite n ∈ N and the infimum is achieved.
11
IV. OPTIMAL REPRODUCTION OF NONANTICIPATIVE RDF, PROPERTIES, AND EXAMPLES
In this section, we use the closed form expression of the optimal stationary reproduction corresponding to Rna(D) [16,
Section IV] to derive an alternative characterization of the solution to the nonanticipative RDF, Rna(D), and to introduce
certain of its properties. Then we apply them to compute Rna(D) for the two running examples, the BSMS(p) and the general
multidimensional partially observed stationary Gaussian-Markov source defined by (I.11).
The main assumption we impose is the following.
Assumption IV.1.
The (n+ 1)-fold convolution of causal conditional distribution
−→
QY n|Xn(·|xn) = ⊗ni=0QYi|Y i−1,Xi(·|yi−1, xi) which achieves
the infimum of Rna0,n(D), is a convolution of stationary conditional distributions.
A. Stationary optimal reproduction distribution
Clearly, (II.7) is a constrained problem, which is convex due to the convexity of the fidelity set, and the convexity of
IXn→Y n(PXn , ·), as a functional of −→QY n|Xn(·|·) ∈ −→Q(Y0,n|X0,n), (see Theorem II.2). Therefore, we apply duality theory
[37] to convert the constrained problem into an unconstrained problem using Lagrange multipliers, and then we verify the
equivalence of the constrained and unconstrained problems. This procedure is done in [16, Theorem IV.3] hence, it is omitted;
instead we state the main theorem.
Theorem IV.2. (Optimal stationary reproduction distribution)
Suppose Assumption IV.1 and the conditions of [16, Theorem IV.4] hold, and d0,n =
∑n
i=0 ρ(T
ixn, T iyn), T ixn ⊂ {x0, . . . , xi},
T iyn ⊂ {y0, . . . , yi}, i = 0, . . . , n.
The following hold.
(1) The infimum is attained at
−→
Q∗Y n|Xn(·|xn) ∈
−→Q0,n(D) given by4
−→
Q∗Y n|Xn(×ni=0Bi|xn) =
∫
B0
Q∗Y0|X0(dy0|x0) . . .
∫
Bn
Q∗Yn|Y n−1,Xn(dyn|yn−1, xn) (IV.1)
where
Q∗Yi|Y i−1,Xi(dyi|yi−1, xi) =
esρ(T
ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)∫
Yi e
sρ(T ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)
, i = 0, 1, . . . , n, s ≤ 0 (IV.2)
and P ∗Yi|Y i−1(·|·) ∈ Qi(Yi|Y0,i−1), i = 0, 1, . . . , n.
(2) The information nonanticipative RDF is given by
Rna0,n(D) = sD(n+ 1)−
n∑
i=0
∫
X0,i×Y0,n−1
log
(∫
Yi
esρ(T
ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)
)
×−→Q∗Y i−1|Xi−1(dyi−1|xi−1)⊗ PXi(dxi). (IV.3)
Moreover, if Rna0,n(D) > 0 then s < 0, and
1
n+ 1
n∑
i=0
∫
X0,i×Y0,i
ρ(T ixn, T iyn)
−→
Q∗Y i|Xi(dy
i|xi)⊗ PXi(dxi) = D. (IV.4)
Proof: The proof is described in [16, Theorem IV.4].
The RHS term of (IV.2) determines, for each i = 0, 1, . . ., the dependence of the reproduction distribution Q∗Yi|Y i−1,Xi(·|yi−1, xi)
on the past reproduction yi−1 and the past and present source symbols xi. Below we list a few observations regarding the
information structure of the optimal stationary reproduction conditional distribution corresponding to Rna0,n(D). We shall use
some of these in specific examples.
Remark IV.3. (Information structures of the optimal stationary reproduction distribution)
(1) If {Xn : n ∈ N} is stationary Gaussian and ρ(T ixn, T iyn) = ||xi − yi||2, a quadratic function of (xn, yn), then for
each (yi−1, xi) ∈ Y0,i−1 ×X0,i, Q∗Yi|Y i−1,Xi(·|yi−1, xi) is Gaussian. This follows from the fact that the exponent in the
RHS of (IV.2) is quadratic in (xi, yi) ∈ Xi × Yi, and thus by assuming P ∗Yi|Y i−1(·|yi−1) is conditionally Gaussian then
the RHS of (IV.2) will be of exponential quadratic form in (xi, yi). Hence, this RHS can be matched by a conditional
Gaussian distribution for Q∗Yi|Y i−1,Xi(·|yi−1, xi). The procedure is standard and involves completion of squares.
(2) If the distortion function is ρ(T ixn, T iyn) = ρ(xi, yi) then
Q∗Yi|Y i−1,Xi(·|yi−1, xi) = Q∗Yi|Y i−1,Xi(·|yi−1, xi)− a.a. (xi, yi−1), i = 0, 1, . . . .
4Due to stationarity assumption P ∗
Yi|Y i−1 (·|y
i−1) = P ∗(·|yi−1) and Q∗
Yi|Y i−1,Xi (·|y
i−1, xi) = Q∗(·|yi−1, xi).
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That is, the reproduction conditional distribution is Markov in {Xn : n ∈ N}. However, even if we further restrict the
distortion function to single letter ρ(xi, yi), we cannot deduce how far into the past Q∗Yi|Y i−1,Xi(·|yi−1, xi) depends on
the reproduction symbols yi−1. If the distortion function is of the form ρ(xi, xi−1, yi) then
Q∗Yi|Y i−1,Xi(·; yi−1, xi) = Q∗Yi|Y i−1,Xi,Xi−1(·|yi−1, xi, xi−1)− a.a.(xi, yi−1), i = 0, 1, . . . .
Despite the above observations, for specific sources with memory, we need additional properties of the solution of the
nonanticipative RDF to determine the dependence of the optimal reproduction distribution on past reproduction symbols. The
main properties are introduced below.
Lemma IV.4. (Convexity and monotonicity of Rna(D))
Rna0,n(D) is a convex, nonincreasing function of D ∈ [0,∞).
Proof: By Theorem II.1 the set
−→Q0,n(D) is convex, and by Theorem II.2, IXn→Y n(PXn ,−→QY n|Xn) is a convex functional
of
−→
QY n|Xn(·|xn) ∈ −→Q(Y0,n|X0,n) for a fixed PXn(dxn) ∈M(X0,n). Hence, the result follows.
In the next lemma we identify minimum value of D called Dmax, beyond which Rna0,n(D) = 0.
Lemma IV.5. (Dmax)
Rna0,n(D) > 0 for all D < Dmax and R
na
0,n(D) = 0 for all D ≥ Dmax, where
Dmax
4
= min
yn∈Y0,n
1
n+ 1
n∑
i=0
∫
X0,i
ρ(T ixn, T iyn)PXi(dx
i)
provided the minimum exists.
Proof: The derivation is similar to the one for the classical RDF, hence it is omitted.
In the next lemma we give an alternative equivalent characterization of the optimal reproduction conditional distribution.
Lemma IV.6. (Equivalent characterization of optimal stationary reproduction)
The solution to the minimization problem of nonanticipative RDF defined by (IV.3) is such that∫
X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗Xi|Y i−1(dx
i|yi−1) = 1, P ∗Yi|Y i−1(dyi|yi−1)− a.s., ∀i ∈ Nn (IV.5)
where
λi(x
i, yi−1) =
(∫
Yi
esρ(T
ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)
)−1
, ∀i ∈ Nn (IV.6)
and P ∗Xi|Y i−1(·|·) ∈ Q(X0,i|Y0,i−1).
Proof: See Appendix B.
Lemma IV.6 characterizes the solution to the optimization problem described in Theorem IV.2 on a set of P ∗Yi|Y i−1 -measure 1.
It can be shown, by utilizing measure theoretic arguments, that a necessary and sufficient condition for existence of a solution
given in Theorem IV.2 is the condition∫
X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗Xi|Y i−1(dx
i|yi−1) ≤ 1, ∀yi ∈ Y0,i, i ∈ Nn. (IV.7)
Next, we utilize Lemma IV.6 to characterize the solution to the information nonanticipative RDF, as a maximization over
a certain class of functions. By using this property, we can derive a lower bound on Rna0,n(D), which is analogous to
Shannon’s lower bound. In fact, we use this bound to determine the dependence of the optimal (stationary) reproduction
distribution discussed in Remark IV.3 on past reproduction symbols, and to derive the information nonanticipative RDF of the
multidimensional Gaussian-Markov process given by (I.11).
Theorem IV.7. (Alternative characterization of solution of the information nonanticipative RDF)
An alternative expression of the information nonanticipative RDF, Rna0,n(D) is
Rna0,n(D) = sup
s≤0
sup
λ∈Ψs
{
sD(n+ 1) +
n∑
i=0
∫
X0,i×Y0,i−1
log
(
λi(x
i, yi−1)
)
PXi−1,Y i−1(dx
i−1, dyi−1)⊗ PXi|Xi−1(dxi|xi−1)
}
(IV.8)
where
Ψs
4
=
{
λ
4
= {λi(xi, yi−1) ≥ 0 : i = 0, 1, . . . , n} :∫
X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)PXi|Y i−1(dxi|yi−1) ≤ 1, ∀yi ∈ Y0,i, i = 0, 1, . . . , n
}
. (IV.9)
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Moreover, for each s ≤ 0, a necessary and sufficient condition for λi(·, ·) to achieve the supremum in (IV.8) is the existence of
P ∗Yi|Y i−1(·|·) related to λi(·, ·) via (IV.6) such that (IV.5) holds with equality a.a. yi ∈ Yi, where PYi|Y i−1(dyi|yi−1) > 0, i =
0, 1, . . . , n.
Proof: See Appendix C.
The important point to be made regarding (IV.8) is that by removing the supremum over λ ∈ Ψs then a lower bound is
obtained. For a given source and distortion function, this lower bound is then shown to be achievable by an optimal reproduction
conditional distribution, which depends on finite past reproduction symbols.
B. Example 1: Binary Symmetric Markov Source (BSMS(p))
Consider a BSMS(p), with stationary transition probabilities
{
PXi|Xi−1(xi|xi−1) : (xi, xi−1) ∈ {0, 1} × {0, 1}
}
given by
PXi|Xi−1(0|0) = PXi|Xi−1(1|1) = 1− p, and PXi|Xi−1(1|0) = PXi|Xi−1(0|1) = p, i ∈ {0, 1, . . .}. We consider a single letter
Hamming distortion criterion, ρ(xi, yi) = 0 if xi = yi and ρ(xi, yi) = 1 if xi 6= yi. The Rna(D) of the BSMS(p) is given in
the next theorem.
Theorem IV.8. The nonanticipative RDF, Rna(D), for the BSMS(p) with single letter Hamming distortion function is
Rna(D) =
{
H(m)−H(D) if D ≤ 12 , m = 1− p−D + 2pD
0 otherwise
the optimal (stationary) reproduction distribution is
Q∗Yi|Yi−1,Xi(yi|yi−1, xi) =
 α 1− β β 1− α
1− α β 1− β α
 (IV.10)
where
α =
(1− p)(1−D)
1− p−D + 2pD , β =
p(1−D)
p+D − 2pD . (IV.11)
and {Yi : i = 0, 1 . . .} is a first-order Markov with the same transition probability as that of the source.
Next, we outline the major steps of the proof; for a more detailed version see [38, Theorem 2.34].
Proof: The steady state distribution of the source is given by PX(Xi = 0) ≡ PX(0) = PX(Xi = 1) ≡ PX(1) = 0.5. By
Theorem IV.8 (see Remark IV.3), the stationary reproduction distribution is Markov with respect to the source, given by
Q∗Yi|Y i−1,Xi(yi|y
i−1, xi) = Q∗Yi|Y i−1,Xi(yi|y
i−1, xi) =
esρ(xi,yi)P ∗Yi|Y i−1(yi|y
i−1)∑
yi∈{0,1} e
sρ(xi,yi)P ∗
Yi|Y i−1(yi|yi−1)
, i = 0, 1, . . . . (IV.12)
The distribution of the reproduction symbols, P ∗Yi|Y i−1(dyi|yi−1), is calculated by reconditioning on Xi. Then, it is substituted
into the RHS OF (IV.12) to deduce that both P ∗Yi|Y i−1(dyi|yi−1) and Q∗Yi|Y i−1,Xi(yi|yi−1, xi) are conditional independent of
Y i−2. Solving the system of resulting equations we calculate Q∗Yi|Yi−1,Xi(yi|yi−1, xi) as a function of the Lagrange multiplier
“s”. The Lagrange multiplier “s” is found from the fidelity constraint and is substituted into the equation of the optimal
reproduction distribution to obtain (IV.10). It can be verified that {Yi : i = 0, 1, . . .} is first-order Markov with the same
transition probability as that of the source {Xi : i = 0, 1, . . .}. Finally, the information nonanticipative RDF is computed
using the expression
Rna(D) =
∑
xi,yi,yi−1
P ∗Xi,Yi,Yi−1(xi, yi, yi−1) log
(
Q∗Yi|Yi−1,Xi(yi|yi−1, xi)
P ∗Yi|Yi−1(yi|yi−1)
)
. (IV.13)
The graph of Rna(D) is illustrated in Fig. IV.6; it shows that, as p tends to 12 , and the source becomes less correlated then
Rna(D) increases. Note that for p = 12 , then BSMS(
1
2 ) is the IID Bernoulli source. Then, m = 1 − p − D + 2pD = 0.5
and therefore Rna(D) = 1 −H(D), D < 12 , which as expected is equal to the R(D) of an IID Bernoulli source with single
letter distortion. At high resolution corresponding to D −→ 0, then limD−→0Rna(D) ' H(p) which is the entropy rate of
the BSMS(p).
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Fig. IV.6: Rna(D) for different values of parameter p.
C. Example 2: Multidimensional Partially Observed Gaussian Process
Consider the discrete-time multidimensional partially observed linear Gauss-Markov source described by (I.11). The model
in (I.11), is often encountered in applications where the process {Zt : t ∈ N} is not directly observed; instead, what is directly
observed is the process {Xt : t ∈ N} which is a noisy version of it. This is a realistic model for any sensor which collects
information on the underlying process CZt, subject to additive Gaussian noise. Hence, in this application the objective is to
compress the sensor data {Xt : t = 0, 1, . . . , n}. Next, we introduce certain assumptions concerning (I.11) and the distortion
function, which are sufficient for existence of the limit, Rna(D)
4
= limn−→∞ 1n+1R
na
0,n(D).
(G1) (C,A) is detectable and (A,
√
BBtr) is stabilizable, [28];
(G2) The state and observation noise {(Wt, Vt) : t ∈ Nn} are Gaussian IID vectors Wt ∈ Rk, Vt ∈ Rd, mutually
independent with parameters N(0; Ik×k) and N(0; Id×d), independent of the Gaussian RV Z0, with parameters
N(0; Σ¯0).
(G3) The distortion function is single letter defined by d0,n(xn, yn)
4
=
∑n
t=0 ||xt − yt||2Rp .
Special cases of model (I.11) are discussed in [39], [40]. Specifically, [39] computes Rna(D) for the scalar fully observed
case corresponding to Xt = Zt ∈ R and [40] computes Rna(D) for the scalar partially observed case Xt ∈ R via indirect
methods.
Next, we invoke the characterization of the nonanticipative RDF given by Theorem IV.7 to derive the exact expression of
Rna(D) for model (I.11). The corresponding optimal reproduction conditional distribution is constructed as shown in Fig. I.3.
According to Theorem IV.2, the optimal stationary reproduction distribution is given by
Q∗Yt|Y t−1,Xt(dyt|yt−1, xt) =
es||yt−xt||
2
RpP ∗Yt|Y t−1(dyt|yt−1)∫
Yt e
s||yt−xt||2RpP ∗Yt|Y t−1(dyt|yt−1)
, s ≤ 0
≡ Q∗Yt|Y t−1,Xt(dyt|yt−1, xt)− a.a. (yt−1, xt). (IV.14)
Hence, from (IV.14), it follows that the optimal reproduction is Markov with respect to the process {Xt : t ∈ N}. Moreover,
since the exponential term ||yt − xt||2Rp in the RHS of (IV.14) is quadratic in (xt, yt), and {Zt : i ∈ N} is Gaussian then
{(Zt, Xt) : t ∈ N} are jointly Gaussian, and it follows that a Gaussian distribution QYt|Y t−1,Xt(·|yt−1, xt) (for a fixed
realization of (yt−1, xt)), and a Gaussian distribution PYt|Y t−1(·|yt−1) can match the left and right side of (IV.14). Therefore,
at any time t ∈ N, the output Yt of the optimal reconstruction channel depends on Xt and the previous outputs Y t−1, and its
conditional distribution is Gaussian. Hence, the channel connecting {Xt : t ∈ N} to {Yt : t ∈ N} is realized by
Yt = A¯Xt + B¯Y
t−1 + V ct , t ∈ N (IV.15)
where A¯ ∈ Rp×p, B¯ ∈ Rp×tp, and {V ct : t ∈ N} is an independent sequence of Gaussian vectors N(0;Qt).
Introduce the error estimate {Kt : t ∈ N}, and its covariance {Λt : t ∈ N}, defined by
Kt , Xt − X̂t|t−1, X̂t|t−1 4= E
{
Xt|σ{Y t−1}
}
, Λt , E{KtKtrt }, t ∈ N (IV.16)
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where σ{Y t−1} is the σ-algebra generated by the sequence {Y t−1}. The covariance is diagonalized by introducing a unitary
transformation {Et : t ∈ N} such that
EtΛtE
tr
t = diag{λt,1, . . . λt,p}, Γt , EtKt, t ∈ N. (IV.17)
Note that although {Γt : t ∈ N} has independent Gaussian components, each one of these components are correlated.
Analogously, introduce to the process {K˜t : t ∈ N} defined by
K˜t
4
= Yt − X̂t|t−1, Γ˜t = EtK˜t, t ∈ N. (IV.18)
Since d0,n(Xn, Y n) = d0,n(Kn, K˜n) =
∑n
t=0 ||K˜t −Kt||2Rp =
∑n
t=0 ||Γ˜t − Γt||2Rp = d0,n(Γn, Γ˜n) the square error fidelity
criterion d0,n(·, ·) is not affected by the above preprocessing and post processing of {(Xt, Yt) : t ∈ N}. Moreover, using basic
properties of conditional entropy, if necessary, we can show the following expressions are equivalent.
Rna(D) = lim
n−→∞R
na,Kn,K˜n
0,n (D)
4
= lim
n−→∞ inf−→
P K˜n|Kn : E
{
d0,n(Kn,K˜n)≤D
} 1n+ 1
n∑
t=0
I(Kt; K˜t|K˜t−1)
= lim
n−→∞R
na,Γn,Γ˜n
0,n (D)
4
= lim
n−→∞ inf−→
P Γ˜n|Γn : E
{
d0,n(Γn,Γ˜n)≤D
} 1n+ 1
n∑
t=0
I(Γt; Γ˜t|Γ˜t−1). (IV.19)
Next, we give the expression of Rna(D) by using the specific realization of (IV.15) shown in Fig. I.3, where {A∞,B∞ : t =
0, 1, . . .} are to be determined.
Theorem IV.9. (Rna(D) of multidimensional stationary partially observed Gaussian source)
Under Assumptions (G1)-(G3), the information nonanticipative RDF rate for the multidimensional stationary partially observed
Gaussian source (I.11) is given by
Rna(D) =
1
2
p∑
i=1
log
(λ∞,i
δ∞,i
)
(IV.20)
where diag{λ∞,1, . . . , λ∞,p} = limt−→∞EtΛtEtrt = E∞Λ∞Etr∞,
Λ∞ = lim
t−→∞E
{(
C
(
Zt − E
{
Zt|σ{Y t−1}
})
+NVt
)(
C
(
Zt − E
{
Zt|σ{Y t−1}
})
+NVt
)tr}
= C lim
t−→∞ΣtC
tr +NN tr = CΣ∞Ctr +NN tr (IV.21)
δ∞,i
4
=
{
ξ∞ if ξ∞ ≤ λ∞,i
λ∞,i if ξ∞ > λ∞,i
, i = 2, . . . , p (IV.22)
and ξ∞ is chosen such that
∑p
i=1 δ∞,i = D. Moreover, Σ∞ is the steady state covariance of the error Zt − E{Zt|Y t−1} ∼
N(0,Σ∞), Ẑt|t−1
4
= E{Zt|Y t−1}, of the Kalman filter given by
Ẑt+1|t = AẐt|t−1
+AΣ∞(Etr∞H∞E∞C)
trM−1∞
(
Yt − CẐt|t−1
)
, Zˆ0|−1 = E{Z0|Y −1}, Z0 − Zˆ0|−1 ∼ N(0,Σ∞), t ∈ N (IV.23)
Σ∞ = AΣ∞Atr −AΣ∞(Etr∞H∞E∞C)trM−1∞ (Etr∞H∞E∞C)Σ∞Atr +BBtr∞ (IV.24)
M∞ = Etr∞H∞E∞CΣ∞(E
tr
∞H∞E∞C)
tr + Etr∞H∞E∞NN
tr(Etr∞H∞E∞)
tr + Etr∞B∞QBtr∞E∞ (IV.25)
and
H∞ = lim
t−→∞Ht = diag{η∞,1, . . . , η∞,p}, Ht
4
= diag{ηt,1, . . . , ηt,p}, ηt,i = 1− δt,i
λt,i
, i = 1, . . . , p, t ∈ N (IV.26)
B∞ = lim
t−→∞Bt =
√
H∞∆∞Q−1, Bt ,
√
Ht∆tQ−1, t ∈ N (IV.27)
∆∞ = lim
t−→∞∆t = diag{δ∞,1, . . . , δ∞,p}, ∆t = diag{δt,1, . . . , δt,p}, t ∈ N (IV.28)
Q = lim
t−→∞Qt = diag{q∞,1, . . . , q∞,p}, Qt = diag{qt,1, . . . , qt,p}, t ∈ N. (IV.29)
Moreover,
Yt = E
tr
∞H∞E∞C(Zt − Ẑt|t−1) + CẐt|t−1 + Etr∞H∞E∞NVt + Etr∞B∞V ct , t ∈ N. (IV.30)
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Proof: See Appendix D.
For scalar stationary Gaussian sources with memory, Rna(D) given in Theorem IV.9 simplifies considerably. We illustrate this
via examples.
Degraded cases.
(1) Scalar Stationary Partially Observed Gaussian Markov Source: This corresponds to (I.11) by setting m = p = 1, C = c,
N = σV , A = α, B = σW , i.e., σWWt ∼ N(0;σ2W ) and σV Vt ∼ N(0;σ2V ) giving{
Zt+1 = αZt + σWWt, t = 0, 1, . . . , Z0 ∼ N(0;σ2W (1− α2)−1), |α| < 1,
Xt = cZt + σV Vt, t = 0, 1, . . .
(IV.31)
Then σ2Zt
4
= V ar(Zt) = σ
2
W (1− α2)−1, σ2Xt = c2σ2Zt + σ2V . In this case, by Theorem IV.9 we have
Λ∞ = λ∞,1 = c2Σ∞ + σ2V , ∆∞ = δ∞,1 = D, where H∞ = 1−
D
c2Σ∞ + σ2V
and E∞ = 1.
Hence, using (IV.25), we obtain
M∞ = c2Σ∞H2∞ + σ
2
VH
2
∞ +H∞D = H
2
∞
(
c2Σ∞ + σ2V ) +H∞D = (c
2Σ∞ + σ2V )H∞. (IV.32)
Also, from (IV.24), we obtain
Σ∞ = α2Σ∞ − α2c2Σ2∞H2∞M−1 + σ2W
(a)
=⇒ c4Σ3∞ + Σ2∞(2c2σ2V − α2c2σ2V − α2c2D − c4σ2W )− Σ∞(α2σ4V + 2c2σ2V σ2W )− σ4V σ2W = 0 (IV.33)
where (a) follows from (IV.32). It can be verified that the cubic equation (IV.33) admits a positive solution. From (IV.20)
we obtain
Rna(D) =
1
2
log
λ∞,1
δ∞,1
, λ∞,1 = c2Σ∞ + σ2V ≥ D. (IV.34)
(2) Scalar Stationary Fully Observed Gaussian Markov Source: This corresponds to (IV.31) by setting c = 1, σV = 0 giving
Xt+1 = αXt + σWWt, Wt ∼ N(0; 1), X0 ∼ N(0;σ2W (1− α2)−1), |α| < 1. (IV.35)
Then σ2Xt
4
= V ar(Xt) = σ
2
W (1− α2)−1. Since this is a special case of (1) for c = 1, σV = 0, we obtain from (IV.32)
M∞ = Σ∞H∞. (IV.36)
Also, using (IV.33), we obtain
λ∞,1 = Σ∞ = α2D + σ2W (IV.37)
Finally, by substituting (IV.37) in the expression of the nonanticipative RDF (IV.20) we obtain
Rna(D) =
1
2
log
λ∞,1
δ∞,1
=
1
2
log
Σ∞
D
=
1
2
log
(α2D + σ2W
D
)
=
1
2
log
(
α2 +
σ2W
D
)
, Σ∞ ≥ D, |α| < 1. (IV.38)
This is precisely the expression derived in [15, Theorem 3] using power spectral densities.
(3) IID Gaussian Source: This corresponds to (IV.35) by setting α = 0, σX = σW , which implies {Xt : t = 0, . . .} is
N(0;σ2X). By (IV.38), with α = 0, σX = σW then R
na(D) = R(D) = 12 log
σ2X
D , σ
2
X ≥ D.
This is the well known RDF of the IID Gaussian source [3].
(4) Vector Source with Independent Component versions of (1), (2). The vector versions of (IV.31) and (IV.35) with inde-
pendent spacial components, {Z1t , . . . , Zmt }, and {X1t , . . . , Xpt } is a straight forward extension of (IV.34) and (IV.38).
V. JSCC DESIGN BASED ON SYMBOL-BY-SYMBOL TRANSMISSION OF GAUSSIAN SOURCES WITH MEMORY
In this section, we use the solution of the nonanticipative RDF Rna(D) of the multidimensional stationary Gaussian source
with memory in JSCC design using symbol-by-symbol transmission over an AWGN channel with or without feedback. We also
illustrate that Theorem IV.9 and its corresponding realization scheme shown in Fig. I.3 gives as a special case the Schalkwijk-
Kailath coding scheme.
First, we show that {K˜t : t ∈ N} is the innovation process of {Yt : t ∈ N}, and hence the two processes generate the same
σ-algebras (they contain the same information).
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Lemma V.1. (Equivalence of information generated by {Yt : t = 0, . . .} and {K˜t : t = 0, . . .})
The following hold.
FY0,t 4= σ{Ys : s = 0, 1, . . . , t} = FK˜0,t 4= σ{K˜s : s = 0, 1, . . . , t}, ∀t ∈ N.
that is, FY0,t ⊆ FK˜0,t and FK˜0,t ⊆ FY0,t, ∀t ∈ N.
Proof: Since K˜s = Ys − E
{
Xs|Y s−1
}
, 0 ≤ s ≤ t, then FK˜0,t ⊆ FY0,t, ∀t ∈ N. Hence, we need to show that FY0,t ⊆ FK˜0,t,
∀t ∈ N. The innovation process of {Yt : t ∈ N} is by definition (see Fig. I.3, (IV.18), (D.1))
It = Yt − E
{
Yt|Y t−1
}
= Etr∞H∞E∞
(
Xt − E
{
Xt|Y t−1
})
+ Etr∞B∞V ct + E
{
Xt|Y t−1
}− E{Xt|Y t−1}
= Etr∞H∞E∞
(
Xt − E
{
Xt|Y t−1
})
+ Etr∞B∞V ct = K˜t. (V.1)
Since the innovation process {Is : s = 0, 1, . . . , t} and the optimal reproduction process {Ys : s = 0, 1, . . . , t} generates the
same σ−algebras, then FI0,t ⊆ FY0,t, FY0,t ⊆ FI0,t, i.e., FY0,t = FI0,t, and hence, by (V.1) we also obtain FY0,t ⊆ FK˜0,t, ∀t ∈ N.
We now observe the following consequence of Lemma V.1.
Remark V.2.
By Lemma V.1, all conditional expectations with respect to the process {Yt : t = 0, 1, . . .} can be replaced by conditional
expectations with respect to the independent process {K˜t : t = 0, 1, . . .}. Hence, the process {Kt : t = 0, 1, . . .} can be written
as Kt = Xt − E
{
Xt|σ{Y t−1}
}
= Xt − E
{
Xt|σ{K˜t−1}
}
, while its reconstruction is given by
K˜t = E
tr
∞H∞E∞
(
Xt − E
{
Xt|K˜t−1
})
+ Etr∞B∞V ct = Etr∞H∞E∞Kt + Etr∞B∞V ct , t = 0, 1, . . . . (V.2)
Furthermore, by Lemma V.1, Kt and K˜t are independent of Y0, . . . , Yt−1, and K˜0, . . . , K˜t−1, t = 0, 1, . . .. This property is
analogous to the JSCC of a scalar RV over a scalar additive Gaussian noise channel with feedback [23, Theorem 5.6.1].
The realization of Fig. I.3 illustrates a “Duality of a Source and a Channel” [41], that of the multidimensional stationary
Gaussian source process and the multidimensional memoryless AWGN channel. To give an operational meaning to this duality,
based on the realization of Rna(D) of Fig. I.3, we need to ensure that end-to-end average distortion is achieved. We do this
by using existing results on capacity of memoryless AWGN channels.
Consider the memoryless AWGN channels which appear in Fig. I.3, defined by Bt = At + V ct , t = 0, . . . , n, with {V ct 4=
V ector{V ct,1, V ct,2, . . . , V ct,p} : t = 0, . . . , n}, N(0;Qt) (Gaussian) with Qt 4= Cov(V ct ) = diag{qt,1, qt,2, . . . , qt,p}, {At 4=
V ector{At,1, At,2, . . . , At,p} : t = 0, . . . , n}, Pt = Cov(At), t = 0, . . . , n, and power constraint 1n+1
∑n
t=0 E||A2t ||Rp =
1
n+1
∑n
t=0 Trace(Pt) ≤ P . It is known that the capacity of such a channel with or without feedback subject to a power
constraint is the same, and it is given by C(P )
4
= limn−→∞ 1n+1C0,n(P ), where
C0,n(P ) = sup
PAn :
1
n+1E{
∑n
t=0 ||A2t ||Rp}≤P
I(An;Bn) (V.3)
Further, it is known that the channel input distribution corresponding to the maximization of the right hand side of (V.3)
satisfies PAt|At−1 = PAt , t = 0, . . . , n, and {At : t = 0, 1, . . . , n} is Gaussian N(0;Pt), Pt
4
= E{AtAtrt } = Cov(At). Denote
the eigenvalues of Pt by Pt,1, Pt,2, . . . , Pt,p, for t = 0, 1, . . . , n. Then (V.3) becomes
C0,n(P ) ≡ C0,n(P ∗t,1, . . . , P ∗t,p : t = 0, . . . , n) = max1
n+1
∑n
t=0
∑p
i=1 Pt,i≤P
1
2
1
n+ 1
n∑
t=0
p∑
i=0
log(1 +
Pt,i
qt,i
). (V.4)
where {P ∗t,1, . . . , P ∗t,p} is the optimal allocation of power. The capacity is given by
C(P ) ≡ C(P ∗∞,1, . . . , P ∗∞,p) = lim
n−→∞C0,n(P )
= lim
n−→∞ max1
n+1
∑n
t=0
∑p
i=1 Pt,i≤P
1
2
1
n+ 1
n∑
t=0
p∑
i=0
log(1 +
Pt,i
qt,i
) =
1
2
p∑
i=0
log(1 +
P ∗∞,i
q∞,i
),
p∑
i=1
P ∗∞,i = P. (V.5)
The solution can be found using standard techniques and corresponds to water-filling of parallel memoryless Gaussian channels.
Next, we ensure R(D) = C(P ), end-to-end average distortion is satisfied, and the encoder operates at channel capacity. For
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a given D ∈ [Dmin, Dmax] > 0 there exists a power P ∈ [Pmin, Pmax] such that
Rna(D) = lim
n−→∞R
na
0,n(D) = lim
n−→∞
1
2(n+ 1)
n∑
t=0
log
|Λt|
|∆t|
=
1
2
p∑
i=1
log
(λ∞,i
δ∞,i
)
=
1
2
p∑
i=0
log(1 +
P ∗∞,i
q∞,i
) = C(P )
∣∣∣P∗∞,i
q∞,i =
λ∞,i
δ∞,i −1, i=1,...,p
. (V.6)
Below we give the JSCC design based on symbol-by-symbol transmission with and without feedback encoding.
JSCC Design with Feedback. The AWGN channel with feedback has the following implementation.
Bt = A
fb
∞(Xt, B
t−1) + V ct = A∞E∞
(
Xt − E{Xt|Bt−1}
)
+ V ct , A∞ 4=
√
Q∆−1∞ H∞, t ∈ N, i = 1, . . . , p. (V.7)
where A∞ is chosen to ensure the power allocation is satisfied and to guarantee the encoder operates at C(P ). This shows that,
for a given distortion level D ∈ [Dmin, Dmax] > 0, the realization shown in Fig. I.3 is optimal in the sense that the end-to-
end nonanticipative RDF, Rna(D) is achieved (with the prescribed average distortion), the encoder (V.7) achieves the capacity
of the channel, and (V.6) is satisfied. Thus, Rna(D) is achievable over the {encoder, channel, decoder} design shown in Fig. I.3.
JSCC Design without Feedback. The AWGN channel without feedback follows from (V.7) with E{Xt|Bt−1} replaced by
E{Xt|σ(Rp)} = EXt = 0, that is, Bt = Anfb∞ (Xt) + V ct = A∞E∞Xt + V ct , A∞ 4=
√
Q∆−1∞ H∞, t ∈ N, i = 1, . . . , p.
Note that the JSCC design (shown in Fig. I.3) is not the only choice. One may consider JSCC design of the multidimensional
Gaussian source with memory over other types of Gaussian channels.
Next, we show that JSCC design of Multidimensional stationary Gaussian Sources with Memory presented in Fig. I.3 includes
as degraded special cases several scenarios, including previously known results.
Degraded cases.
(FB1) JSCC design of transmitting a scalar Gaussian Markov Source over a memoryless AWGN channel with feedback. Let Xt
be a scalar Gaussian Markov source defined by (IV.35), where it is shown that λ∞,1 = α2D + σ2W , R
na(D) =
1
2 log(α
2 +
σ2W
D ) (see (IV.37), (IV.38)). The capacity of a memoryless AWGN channel with or without feedback is obtained
from (V.5) by setting p = 1 and q∞,1 = E{|V ct |2} = Q = σ2V c giving
C(P ) =
1
2
log(1 +
P
σ2V c
). (V.8)
Suppose that the channel is used once per source symbol. For this realization, the smallest achievable distortion is
Dmin =
σ2Wσ
2
V c
(1− α2)σ2V c + P
. (V.9)
Using Theorem IV.9 and (V.7) we obtain
Bt =
√
P
λ∞,1
Kt + V
c
t =
√
P
(
(1− α2)σ2V c + P
)
σ2W (σ
2
V c + P )
Kt + V
c
t , Kt = Xt − E{Xt|Bt−1}. (V.10)
From Remark V.2 (by setting p = 1), the decoder expression (V.2) becomes
K˜t = H∞Kt + B∞V ct = B∞
(A∞Kt + V ct ) (a)= B∞Bt (V.11)
where (a) follows from (V.7). By using the fact that q∞,1 = σ2V c , δ∞,1 = D the scaling factor B∞ (IV.27) (for the scalar
case p = 1), which guarantees the minimum end-to-end distortion error is
B∞ =
√√√√ (1− δ∞,1λ∞,1 )δ∞,1
q∞,1
=
√
σ2WP(
(1− α2)σ2V c + P
)(
σ2V c + P
) . (V.12)
By substituting (V.12) into (V.11) we get
K˜t =
√
σ2WP(
(1− α2)σ2V c + P
)(
σ2V c + P
)Bt. (V.13)
19
Finally, the average end-to-end distortion is computed by evaluating the expectation
D = E{|Xt − Yt|2} = E{|Kt − K˜t|2} = σ
2
Wσ
4
V c + σ
2
Wσ
2
V cP(
(1− α2)σ2V c + P
)
(P + σ2V c)
=
σ2Wσ
2
V c
(1− α2)σ2V c + P
= Dmin.
This JSCC design is the one illustrated in Fig. I.4.
Special case: Realization Without Feedback. When there is no feedback, all statements presented in (FB1) holds, with E{Xt|Bt−1}
replaced by E{Xt|σ{R}} = E{Xt} = 0 (i.e., only a´ priori information is used), and the encoder has the following structure.
Bt =
√
P
λ∞,1
Xt + V
c
t , λ∞,1 = V ar(Xt) = σ
2
W (1− |α|2)−1, |α| < 1. (V.14)
Toward this, we inspect (FB1) without feedback.
(NFB1) JSCC design of transmitting a scalar Gaussian Markov source over a memoryless AWGN channel without feedback. Let
{Xt : t = 0, 1, . . .} be the scalar stationary Gaussian Markov source defined by (IV.35). In contrary to the case (FB1), here
the encoder has the form of (V.14), where λ∞,1 = σ2Xt =
σ2W
1−α2 , and R
na(D) = 12 log
σ2W
(1−α2)D ,
σ2W
1−α2 ≥ D, |α| < 1.
Consider the realization of Rna(D) over a memoryless AWGN channel without feedback whose channel capacity is
defined by (V.8). Suppose that the channel is used once per source symbol. For this realization, the smallest achievable
distortion is
Dmin =
σ2Wσ
2
V c
(1− α2)(P + σ2V c)
. (V.15)
Then (V.14) is expressed as
Bt =
√
P
λ∞,1
Kt + V
c
t =
√
(1− α2)P
σ2W
Xt + V
c
t . (V.16)
By using the fact that q∞,1 = σ2V c , δ∞,1 = D the scaling factor B∞ (IV.27) for the scalar case p = 1, which guarantees
the minimum end-to-end distortion error is
B∞ =
√√√√ (1− δ∞,1λ∞,1 )δ∞,1
q∞,1
=
√
λ∞,1
P
P
P + σ2V c
=
√
σ2W
(1− α2)P
P
P + σ2V c
. (V.17)
By substituting (V.17) into (V.11) we get
K˜t =
√
σ2W
(1− α2)P
P
P + σ2V c
Bt. (V.18)
Finally, the end-to-end distortion is computed by evaluating the expectation
D = E{|Xt − Yt|2} = E{|Kt − K˜t|2} = σ
2
Wσ
4
V c
(1− α2)(P + σ2V c)2
+
σ2Wσ
2
V cP
(1− α2)(P + σ2V c)2
=
σ2Wσ
2
V c
(1− α2)(P + σ2V c)
= Dmin.
This JSCC design is the one illustrated in Fig. I.5.
(NFB2) JSCC design of transmitting a scalar IID Gaussian source over a memoryless AWGN channel without feedback. By set-
ting α = 0 and σX = σW in case (NFB1), the encoder has the form of (V.14) where λ∞,1 = σ2X .
This is the case discussed in [13] (see also [42, Example 2.2]).
Next, we show how to recover from the realization scheme depicted in Fig. I.3, the Schalkwijk-Kailath coding scheme which
achieves the feedback capacity of memoryless Gaussian channels [18].
Feedback Realization: The Schalkwijk-Kailath coding scheme. Consider a scalar Gaussian RV X ∼ N(0;σ2X). By letting
p = 1 in (V.6)-(V.7), we have A∞ ≡
√
Q∆−1∞ H∞ =
√
q∞,1 1δ∞,1
(
1− δ∞,1λ∞,1
)
,
P∗∞,1
q∞,1
=
λ∞,1
δ∞,1
− 1 which implies A∞ =
√
P∗∞,1
λ∞,1
,
λ∞,1 = V ar(X − E{X|Bt−1}) = V ar(Kt), Kt = X − E{X|Bt−1} and Bt =
√
P∗∞,1
λ∞,1
Kt + V
c
t , t ∈ N.
Substituting into the encoder (V.7) the limiting values, P ∗∞,1 = P then
Bt =
√
P
λ∞,1
(
X − E{X|Bt−1})+ V ct , t = 0, 1, . . . . (V.19)
This is the Schalkwijk-Kailath coding scheme [18] of a scalar Gaussian RV X in which an encoder is designed to achieve the
capacity of memoryless AWGN channel with feedback.
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Remark V.3.
The above JSCC designs based on symbol-by-symbol transmission of scalar sources over AWGN channels, can be generalized
to vector sources over vector AWGN channels.
VI. BOUNDS ON OPTA BY NONCAUSAL AND CAUSAL CODES
In this section, we show that the nonanticipative RDF is a lower bound on the OPTA by causal codes developed in [5].
Consider a causal source code [5] and define the average fidelity by
d+(x, y)
4
= lim sup
k−→∞
1
n+ 1
E
{
d0,n(x
n, yn)
}
, d0,n(x
n, yn)
4
=
n∑
i=0
ρ(xi, yi).
Let ln(x∞) denote the total number of bits received at the decoder at the time it reproduces the output sequence {Yn : n ∈ N},
when the source is {Xn : n ∈ N}. In [5] the average rate of the encoder-decoder pairs using causal reproduction coders is
measured by lim supn−→∞
1
n+1E
{
ln(X
∞)
}
.
Moreover, given a source {Xn : n = 0, 1, . . .} the OPTA by causal codes subject to fidelity is given by [5]
rc,+(D)
4
= inf
yi: yi=fi(x
i),∀i∈N
fi is causal, ∀i∈N, d+(x,y)≤D
lim sup
n−→∞
1
n+ 1
E
{
ln(X
∞)
}
. (VI.1)
Causal codes based on [5] are analyzed and further generalized in [43] for stationary ergodic sources, under a variety of side
information available at the encoder and decoder. Although expression (VI.1) is very attractive, its computation for general
sources is very difficult.
Next, we show that the OPTA by causal codes is bounded below by the expression of information nonanticipative RDF rate.
Consider the joint distribution defined by PXn(dxn), and a reproduction distribution
−→
QY n|Xn(·|xn), so that the randomized
coders are consistent with Definition III.1. Then, by data processing inequality we have the following bounds.
E
{
ln(X
∞)
}
≥ H(Y n) ≥
n∑
i=0
{
H(Yi|Y i−1)−H(Yi|Y i−1, Xi)
}
(b)
= IXn→Y n(PXn ,
−→
QY n|Xn) (VI.2)
where (b) follows from the fact that the joint distribution is defined by PXn(dxn) and the conditional reproduction distribution−→
QY n|Xn(·|xn). Therefore, by taking the infimum of the RHS of (VI.2) over −→QY n|Xn(·|xn) ∈ −→Q0,n(D) and its left side of
reproduction codes as in (VI.1) we obtain
rc0,n(D)
4
= inf
{yi: yi=fi(xi), fi is causal, i=0,1,...,n}
1
n+1E{d0,n(xn,yn)}≤D
1
n+ 1
E
{
ln(X
∞)
}
≥ 1
n+ 1
Rna0,n(D)
(c)
≥ 1
n+ 1
R0,n(D)
where (c) follows from the fact that Rna0,n(D) ≥ R0,n(D).
In the previous bounds we can first take lim supn−→∞ and then the infimum giving
rc,+(D) ≥ Rna,+(D) 4= inf−→
QY∞|X∞ (·|x∞)
∈−→Q0,∞(D)
lim sup
n−→∞
1
n+ 1
Rna0,n(D)
≥ R+(D) 4= inf−→
QY∞|X∞ (·|x∞)
∈−→Q0,∞(D)
lim sup
n−→∞
1
n+ 1
R(D).
Therefore, the information nonanticipative RDF, Rna(D), and rate Rna,+(D), are lower bounds on rc,+(D), the OPTA by
causal codes, and upper bounds to the classical RDF and rate R+(D).
Bounds on the OPTA by causal codes for BSMS(p).
The classical RDF for the BSMS(p) is only known for the specific distortion region 0 ≤ D ≤ Dc [44], and is given by
R(D) = H(p)−H(D) if D ≤ Dc = 1
2
(
1−
√
1− (p
q
)2)
, p ≤ 0.5. (VI.3)
For the remainder of the distortion region D > Dc only upper and lower bounds on R(D) are known [27]. In fact, it is
shown by Gray [44] that (VI.3) is also a lower bound for R(D) in the region Dc ≤ D ≤ 12 and is equivalent to the Shannon
lower bound. Our expression of the nonanticipative RDF provides an upper bound on the classical RDF for all possible
values of D, 0 ≤ D ≤ 0.5. Figure VI.7 shows the upper bound derived by Berger [27, equations 46, 47], which hold for
Dc ≤ D ≤ 12 , Shannon’s lower bound, and the upper bound based on Rna(D). Shannon’s lower bound is tight for D ≤ Dc
[44]. Moreover, since Rna(D) is nonincreasing and convex as a function of D, and nonincreasing for all values of p ∈ [0, 0.5]
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(a) p=0.25 (DC = 0.0286). (b) p=0.1 (DC = 0.0031).
Fig. VI.7: Bounds for BSMS(p). Shannon’s lower bound is tight for D < DC [44].
Fig. VI.8: Upper bound on the Rate Loss (RL) for the for BSMS, p ∈ [0, 0.5].
(these are easily shown), then the upper bound based on Rna(D) is convex, when compared to Berger’s upper bound which
is not necessarily convex and nonincreasing (as illustrated by the blue graph in Figure VI.7a). Finally, we use the bound
R(D) ≤ Rna(D) ≤ rc,+(D) to deduce that the RL of causal codes with respect to the OPTA by noncausal codes of the
BSMS(p) cannot exceed
RL = Rna(D)−R(D) ≤
{
H(m)−H(p) if 0 ≤ D ≤ p
H(m)−H(D) if p < D ≤ 0.5.
This bound on the RL is illustrated in Figure VI.8, and demonstrates the fluctuation of the RL for p ∈ [0, 0.5]. It is interesting to
see that the maximum value of the RL is 0.2144 and corresponds to (p = 0.1012, D = 0.1012). For high resolution (D −→ 0),
the classical RDF and the nonanticipative RDF are equivalent and equal to H(p).
Bounds on multidimensional partially observed Gaussian source.
For the multidimensional partially observable stationary Gaussian-Markov source given in (I.11), the RL of causal codes
with respect to R(D) is at most Rna(D)−R(D) bits/sample, where Rna(D) is given in Theorem IV.9, while the expression
for R(D) is found in [3]. On the other hand, Rna(D) − R(D) is the RL of zero-delay codes with respect to the values of
R(D). To facilitate the computation of RL of zero delay codes with respect to those of R(D), one can work in frequency
domain, by deriving the equivalent expression of Rna(D) using the solution given in Theorem IV.9 and Szego¨ formulae. For
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Fig. VII.9: JSCC design based on nonanticipative transmission for sources with memory.
scalar Gaussian stationary processes such an expression is given in [20], [21].
Next, we evaluate the RL of causal codes with respect R(D) by considering the first-order (scalar) Gaussian-Markov au-
toregressive source given by (IV.35). For this model we take α = 1 which is the model with a parametric expression for
specific distortion region, discussed in [3, Example 6.3.2.1]. Specifically, for this model, the parametric expression of R(D)
is R(D) = 12 log
σ2W
D , 0 ≤ D ≤ Dc = σ
2
W
4 . For the nonanticipative RDF, this model can be explicitly computed by (IV.38) by
setting α = 1 as follows.
Rna(D) =
1
2
log
(
1 +
σ2W
D
)
, 0 ≤ D ≤ ∞.
Hence, the RL due to causal codes for the first order Gaussian-Markov autoregressive source given by (IV.35) for α = 1 cannot
exceed
RL = Rna(D)−R(D) = 1
2
log
(
1 +
D
σ2W
)
, 0 ≤ D ≤ Dc = σ
2
W
4
.
Note for D > σ
2
W
4 , no explicit closed form expression of R(D) for the first order Gaussian autoregressive source is found in
the literature. Instead, only approximation solutions are given [3, Chapter 6].
VII. CODING THEOREM FOR JSCC DESIGN USING NONANTICIPATIVE CODES
In this section, we describe a general constructive procedure for JSCC design based on nonanticipative transmission, for
sources with memory and channels with memory with and without feedback, with respect to average end-to-end distortion or
excess distortion probability, operating optimally, that is,
(1) the end-to-end average or excess distortion probability is achieved;
(2) the encoder achieves the channel capacity;
(3) Rna(D) = C(P ), where C(P ) is the capacity of the channel with power P .
The constructive procedure is a generalization of the JSCC design of multidimensional stationary Gaussian-Markov source
transmitted over the vector memoryless AWGN channel presented in Section IV-C. For memoryless sources and memoryless
channels a similar method is described in [14], and evaluated for Example-IID-BSS and Example-IID-GS.
A. Nonanticipative JSCC Design
The elements of the JSCC design are illustrated in Fig. VII.9. We focus on JSCC design systems which are nonanticipative,
that is, the encoder, channel, and decoder at each time instant i process samples causally, with memory on past symbols,
and without anticipation with respect to symbols occurring at times j > i. Since by data processing inequality, information
nonanticipative RDF is lower than the capacity of the channel, we impose a cost for transmitting symbols over the channel,
which is a measurable function
c0,n:A0,n×B0,n−1 7−→[0,∞), c0,n(an, bn−1)4=
n∑
i=0
γ(T ian, T ibn−1) (VII.1)
where T ian ⊂ {a0, . . . , ai} and T ibn−1 ⊂ {b0, . . . , bi−1}.
We use the following definition of a nonanticipative code.
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Definition VII.1. (Nonanticipative code)
An (n, d, , P ) nonanticipative code is a tuple(
X0,n,A0,n,B0,n,Y0,n, PXn ,−→P An|Bn−1,Xn ,
−→
P Bn|An ,
−→
P Y n|Bn , d0,n, c0,n
)
where
−→
P An|Bn−1,Xn ∼ {PAi|Ai−1,Bi−1,Xi(·|·, ·, ·) : i ∈ Nn},
−→
P Y n|Bn ∼ {PYi|Y i−1,Bi (·|·, ·) : i ∈ Nn}, is
the code (i.e., {encoder, decoder}), −→P Bn|An ∼ {PBi|Bi−1,Ai(·|·, ·) : i ∈ Nn} is the channel, with excess
distortion probability
P
{
d0,n(X
n, Y n) > (n+ 1)d
}
≤ ,  ∈ (0, 1), d > 0
and transmission cost
1
n+ 1
E
{
c0,n(A
n, Bn−1)
}
≤ P, P > 0
where P{·} and E{·} are taken with respect to the joint distribution PXn,An,Bn,Y n(dxn, dan, dbn, dyn) induced by {source,
encoder, channel, decoder} .
An uncoded nonanticipative code, denoted by (n, d, ), is a subset of an (n, d, , P ) nonanticipative code in which an encoder
and decoder are identity maps, PAi|Ai−1,Bi−1,Xi (dai|ai−1, bi−1, xi) = δXi(dai), PYi|Y i−1,Bi(dyi|yi−1, bi) = δBi(dyi), that
is, Ai = Xi, Yi = Bi, i = 0, 1, . . . , n.
The well-known Example-IID-BSS of JSCC design utilizes an uncoded nonanticipative code, while Example-IID-GS utilizes
an {encoder, decoder} pair, which scale their input (see [14]).
Next, we define the minimum excess distortion as follows.
Definition VII.2. (Minimum excess distortion)
The minimum excess distortion achievable by a nonanticipative code (n, d, , P ) is defined by
Do(n, , P )
4
= inf
{
d : ∃(n, d, , P ) nonanticipative code
}
. (VII.2)
For uncoded nonanticipative code (VII.2) is replaced by
D¯o(n, )
4
= inf
{
d : ∃(n, d, ) nonanticipative code}. (VII.3)
Note that in our definition of nonanticipative code (n, d, , P ) we have assumed indirectly that the channel capacity is defined
by
C(P )
4
= lim
n−→∞
1
n+ 1
C0,n(P ) (VII.4)
where
C0,n(P )
4
= sup
{PAi|Ai−1,Bi−1 (dai|ai−1,bi−1): i=0,1,...,n}∈P0,n(P )
I(An → Bn) (VII.5)
and the average power constraint is
P0,n(P ) 4=
{
{PAi|Ai−1,Bi−1(dai|ai−1, bi−1) : i = 0, 1, . . . , n} :
1
n+ 1
E{c0,n(an, bn−1)} ≤ P
}
.
Here I(An → Bn) is the directed information from An to Bn defined by
I(An → Bn) 4=
n∑
i=0
I(Ai;Bi|Bi−1). (VII.6)
Since we consider nonanticipative transmission based on Definition VII.1, we also define the notion of probabilistic realization
of the optimal nonanticipative reproduction distribution corresponding to Rna(D) based on nonanticipative processing of
information by the encoder, channel, decoder, that is, processing symbols causally, as follows (see Fig. VII.9).
Definition VII.3. (Probabilistic Realization)
Given a source {PXi|Xi−1 (dxi|xi−1) : i ∈ Nn}, then a channel {PBi|Bi−1,Ai (dbi|bi−1, ai) : i ∈ Nn} is a realization of the
optimal reproduction distribution {Q∗Yi|Y i−1,Xi(dyi|yi−1, xi) : i ∈ Nn} corresponding to Rna0,n(D), if there exists a pre-channel
encoder {PAi|Ai−1,Bi−1,Xi (dai|ai−1, bi−1, xi) : i ∈ Nn} and a post-channel decoder {PYi|Y i−1,Bi (dyi|yi−1, bi) : i ∈ Nn}
such that
−→
Q
∗
Y n|Xn(dy
n|xn) = ⊗ni=0Q∗Yi|Y i−1,Xi(dyi|yi−1, xi) = ⊗ni=0QYi|Y i−1,Xi(dyi|yi−1, xi) (VII.7)
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where the joint distribution from which the RHS of (VII.7) is obtained is precisely
PXn,An,Bn,Y n(dx
n, dan, dbn, dyn) = ⊗ni=0PYi|Y i−1,Bi(dyi|yi−1, bi)⊗ PBi|Bi−1,Ai(dbi|bi−1, ai)
⊗ PAi|Ai−1,Bi−1,Xi(dai|ai−1, bi−1, xi)⊗ PXi|Xi−1(dxi|xi−1).
Moreover, Rna(D) is realizable if in addition the realization operates with average distortion D and limn−→∞ 1n+1 IXn→Y n(PXn ,−→
Q∗Y n|Xn) = R
na(D)
4
= limn−→∞ 1n+1R
na
0,n(D).
The above definition of probabilistic realization is precisely the one utilized in Section V for JSCC design with respect to
achieving average end-to-end distortion; it is also the one utilized to obtain the solution of the nonanticipative RDF for the
multidimensional stationary Gaussian source, depicted in Fig. I.3.
Using the above definition of probabilistic realization we now prove achievability of the nonanticipative code with respect to
excess distortion probability for sources with memory.
Theorem VII.4. (Achievability of nonanticipative code)
Part A. (Coded transmission)
Suppose the following conditions hold.
(1) Rna0,n(D) has a solution and the optimal reproduction distribution is stationary.
(2) C0,n(P ) has a solution and the maximizing distribution is stationary.
(3) The optimal stationary reproduction distribution
−→
Q∗Y n|Xn(dy
n|xn) given by Theorem IV.2 is realizable, and Rna(D) =
limn−→∞ 1n+1R
na
0,n(D) is also realizable.
(4) For a given D ∈ [Dmin, Dmax] there exists a P such that Rna(D) = C(P ).
If
P
{
d0,n(X
n, Y n) > (n+ 1)d
}
≤ , d > D (VII.8)
where P{·} is taken with respect to PY n,Xn(dyn, dxn) = PXn(dxn) ⊗ −→Q
∗
Y n|Xn(dy
n|xn), then there exists an (n, d, , P )
nonanticipative code.
Part B. (Uncoded transmission)
Suppose the following conditions hold.
(1) Condition Part A. (1) holds.
(2) The encoder and the decoder are identity maps (uncoded), and the channel PBi|Bi−1,Ai corresponds to QYi|Y i−1,Xi (i.e.,
Ai = Xi, Yi = Bi), i = 0, 1, . . . , n.
(3) For a given D ∈ [Dmin, Dmax], the expression limn→∞ 1n+1I(An → Bn) corresponding to the optimal reproduction
distribution of Rna(D) is finite.
If
P
{
d0,n(X
n, Y n) > (n+ 1)d
}
≤ , d > D (VII.9)
where P{·} is taken with respect to PY n,Xn(dyn, dxn) = PXn(dxn)⊗−→Q
∗
Y n|Xn(dy
n|xn), then there exists an uncoded (n, d, )
nonanticipative code.
Proof: Part A. If conditions (1)-(3) hold then the optimal reproduction distribution is stationary, it is realizable, and this
realization achieves Rna(D). By (4) Rna(D) = C(P ). If (VII.8) is satisfied then a nonanticipative code exists. Part B. This
is a special case of Part A.; by the data processing and condition Part B., (3), we know that Rna(D) ≤ limn→∞ 1n+1I(An →
Bn) <∞. Hence, if (VII.9) holds, there exists an uncoded (n, d, ) nonanticipative code.
The method described in Theorem VII.4, Part A., ensures JSCC so that the channel operates at C(P ), and hence Rna(D)
is the minimum rate of reproducing source messages at the decoder, i.e., Rna(D) = C(P ). This noisy coding theorem is the
one applied to the multidimensional Gaussian example, with respect to the average distortion instead of the excess distortion
probability. The method described in Theorem VII.4, Part B., is simpler; find the optimal reproduction distribution of Rna(D),
then use this distribution as the channel and ensure that (VII.9) holds, which implies achievability of the uncoded nonanticipative
code. The only disadvantage is the loss of resources, because in general, the channel corresponding to the optimal reproduction
distribution of Rna(D) will have higher capacity than the value of Rna(D). With respect to the terminology in [42], this
means that the source is not probabilistically matched to the channel.
Below, we apply Theorem VII.4, Part A. to multidimensional Gaussian process (I.11).
Example 1: Excess Distortion Probability of Multidimensional Gaussian Process. Consider the multidimensional stationary
Gaussian source and its nonanticipative rate Rna(D) computed in Theorem IV.9. For a given D > 0, using coded transmission
as in Theorem VII.4, Part A. the calculation of the excess distortion probability P
{
d0,n−1(Xn−1, Y n−1) > nd
}
≤ ,  ∈
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(0, 1), d > D, can be done using Cramer’s theorem [45] as follows. First note that all conditions of Theorem VII.4 are
satisfied. It remains to state how to compute the excess distortion probability. By Chernoff bound we have the following.
P
{ n−1∑
i=0
ρ(Xi, Yi) > nd
}
= P
{ n−1∑
i=0
ρ(Ki, K˜i) > nd
}
≤ e−λndE
{
eλ
∑n−1
i=0 ρ(Ki,K˜i)
}
, λ > 0, d > D.
Optimizing over all λ > 0 then
1
n
logP
{ n−1∑
i=0
d0,n−1(Xn−1, Y n−1) > nd
}
≤ − sup
λ>0
{
λd− 1
n
E
{
eλ
∑n−1
i=0 ρ(Ki,K˜i)
}}
, d > D.
Clearly, the rate function is defined by
I0,n−1(d) = sup
λ>0
{
λd− 1
n
E
{
eλ
∑n−1
i=0 ρ(Ki,K˜i)
}} (a)≥ 0, d > D
where (a) follows from the properties of the rate function (see [45, Lemma 1.2.3, p. 3]). That is, the bound for d > D is
nontrivial. Indeed, for fixed n− 1, it can be shown that I0,n−1(d) is convex, non-decreasing function of d ∈ [D,∞]. Next, we
show how to compute E
{
eλ
∑n−1
i=1 ρ(Ki,K˜i)
}
, when ρ(Ki, K˜i) = ||Ki − K˜i||Rp . By (V.2), then
ei = K˜i −Ki = Etr∞H∞E∞Ki + Etr∞B∞V ci −Ki =
(
Etr∞H∞E∞ − I
)
Ki + E
tr
∞B∞V ci , i = 0, 1, . . . . (VII.10)
By (IV.16), then
Ki = Xi − Xˆi|i−1 = CZi +NVi − CZˆi|i−1 = C
(
Zi − Zˆi|i−1
)
+NVi. (VII.11)
Define the error
e¯i+1
4
= Zi+1 − Zˆi+1|i = AZi +BWi −AZˆi|i−1 −AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞
(
Yi − CZˆi|i−1
)
(b)
= Ae¯i +BWi −AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞
(
Etr∞H∞E∞Ce¯i + E
tr
∞H∞E∞NVi + E
tr
∞B∞V ci
)
=
(
A−AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞ E
tr
∞H∞E∞C
)
e¯i +BWi −AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞ E
tr
∞B∞
(A∞E∞NVi + V ci )
≡ A˜e¯i + B˜1Wi + B˜2Vi + B˜3V ci , e¯0 = Z0 − Zˆ0|−1 (VII.12)
where (b) follows from (IV.30) and B˜2 = AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞ E
tr
∞H∞E∞N , B˜3 = AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞ E
tr
∞B∞V ci ,
B˜1 = B, A˜ = A−AΣ∞
(
Etr∞H∞E∞C
)tr
M−1∞ E
tr
∞H∞E∞C.
Clearly, {e¯i : i = 0, 1, . . .} is a Gaussian Markov process. Finally, the computation of E
{
eλ
∑n−1
i=0 ρ(Ki,K˜i)
}
is as follows.
E
{
eλ
∑n−1
i=0 ρ(Ki,K˜i)
} (c)
= E
{
eλ
∑n−1
i=0 ||
(
Etr∞H∞E∞−I
)
Ki+E
tr
∞B∞V ci ||2Rp
}
(d)
= E
{
eλ
∑n−1
i=0 ||
(
Etr∞H∞E∞−I
)
(Ce¯i+NVi)+E
tr
∞B∞V ci ||2Rp
}
(VII.13)
where (c) follows due to (VII.10), (d) follows by (VII.11), and e¯i+1 is given by (VII.12). The expectation in (VII.13)
can be computed explicitly due to Gaussianity of {e¯i : i = 0, 1, . . .} and its independence of the Gaussian processes
{Vi : i = 0, 1, . . .}, {V ci : i = 0, 1, . . .}. A simple procedure to compute the continuous time analogue of (VII.13) is given
in [46, Section III.B]. For any of the JSCC design of scalar sources, the above calculation can be easily carried out.
Below we consider the BSMS(p) and we compute the excess distortion probability, when the source is not probabilistically
matched to the channel, using uncoded transmission (sub-optimal), ensuring reliable communication. This observation is also
pointed out in [14] for the two well-known examples of JSCC design, the Example-IID-BSS and the Example-IID-GS. Recently,
in [47] the JSCC design of the BSMS(p) is shown over a unit memory channel (with certain symmetry) with transmission
cost, with and without feedback encoding. We do not present the optimal JSCC design, due to space limitations. However, the
calculations presented below apply directly to the JSCC design in [47].
Example 2: Excess Distortion Probability of BSMS(p). Consider the BSMS(p) and its nonanticipative rate Rna(D) computed
in Theorem IV.8. For a given D > 0, using uncoded transmission as in Theorem VII.4, Part B. the exact calculation of the
excess distortion probability P
{
d0,n−1(Xn−1, Y n−1) > nd
}
≤ ,  ∈ (0, 1), d > D, is not as straightforward as it in the
case of the IID Bernoulli source [24]. However, if we can show that the joint process {(Xi, Yi) : i = 0, 1, . . .} induced by the
optimal reproduction distribution and the BSMS(p) with alphabet Σ
4
=
{
(x, y) : x ∈ {0, 1}, y ∈ {0, 1}} is Markov, then we
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can find an upper bound for the excess distortion probability, for finite but large enough n so the bound is non-trivial. Express
the distortion function as follows.
zi
4
= (xi, yi), Sn
4
=
n−1∑
i=0
f(zi), f(z)
4
= ρ(x, y) = x⊕ y, i = 0, 1, . . . , n− 1
Introduce the mapping φ : Σ 7→ Σ 4= {1, 2, 3, 4}, (x, y) ∈ Σ such that under φ, (0, 0) 7→ 1, (0, 1) 7→ 2, (1, 0) 7→ 3, (1, 1) 7→ 4.
Theorem VII.5. The joint process {Zi 4= (Xi, Yi) : i = 0, 1, . . .} generated by the optimal reproduction distribution
P ∗Yi|Yi−1,Xi(yi|yi−1, xi) and the BSMS(p), PXi|Xi−1(xi|xi−1) is Markov, that is, P ∗Zi|Zi−1(zi|zi−1) = P ∗Zi|Zi−1(zi|zi−1), i =
0, 1, . . ., and its transition probability matrix denoted by Π = {pi(i, j) ≡ P ∗Zi|Zi−1(i|j) : (i, j) ∈ Σ× Σ} is given by
Π =

α(1− p) β(1− p) αp βp
(1− α)(1− p) (1− β)(1− p) (1− α)p p(1− β)
(1− β)p (1− α)p (1− β)(1− p) (1− α)(1− p)
βp αp β(1− p) α(1− p)

(VII.14)
where each column {pi(·, j) : j ∈ {1, 2, 3, 4}} is a probability vector, where α and β are defined in (IV.11).
Proof: Recall the solution of the BSMS(p) in Theorem IV.8. Then for i = 1, 2, . . . , we have
P ∗Xi,Yi|Xi−1,Y i−1(xi, yi|xi−1, yi−1) = Q∗Yi|Y i−1,Xi(yi|yi−1, xi)PXi|Xi−1,Y i−1(xi|xi−1, yi−1)
= Q∗Yi|Yi−1,Xi(yi|yi−1, xi)PXi|Xi−1(xi|xi−1).
= P ∗Xi,Yi|Xi−1,Yi−1(xi, yi|xi−1, yi−1).
This shows that the joint process is Markov. By simple algebra, we obtain (VII.14).
Since the process {Zi : i = 0, 1, . . .} is Markov we can apply Hoeffding’s inequality [48], which bounds the probability of a
function of the Markov chain to obtain an upper bound for the excess distortion probability as follows.
P∗
(Sn − E[Sn]
n
≥ γ
)
≤ exp
(
− λ
2(nγ − 2‖f‖m/λ)2
2n‖f‖2m2
)
, n > 2‖f‖m/(λγ) (VII.15)
where ‖f‖ = 1, m = 1 and λ = min{p, 1−p}min{α, β, 1−α, 1−β}. Moreover, since Π defined by (VII.14) is a Reversible
Finite State Markov Chain (R-FSMC), a tighter bound is obtained by applying [49], and it is given by
P∗
(Sn − E[Sn]
n
≥ γ
)
≤ exp
(
− 21− λ0
1 + λ0
nγ2
)
(VII.16)
where λ0 = max(0, λ2), and λ2 is the second largest eigenvalue of the transition probability matrix Π. The fact that Π is
R-FSMC is easily shown by verifying that {pi(i, j) : (i, j) ∈ Σ × Σ} and its steady state probability {pi(i) : i ∈ Σ} satisfy
pi(i)pi(j, i) = pi(j)pi(i, j), ∀i, j, or by applying Kolmogorov’s necessary and sufficient criterion of reversibility given by [50]
pi(j1, j2)pi(j2, j3) . . . pi(jn, j1) = pi(j1, jn) . . . pi(j3, j2)pi(j2, j1).
This bound is illustrated in Fig. VII.10, p = 0.3, D = 0.1, γ = 0.1, and illustrates how the upper bound (VII.16) of the excess
distortion probability changes as a function of the number of transmissions. Next, we use results from large deviations theory
to compute the error exponent of the excess distortion probability, as n −→∞. Let Ppiσ denote the joint probability associated
with Π, having an initial state Z0 = σ ∈ Σ given by
Ppiσ(Z1 = z1, . . . , Zn−1 = zn−1) = pi(z1, σ)⊗n−1i=2 pi(zi, zi−1)
and denote the expectation with respect to Ppiσ by Epiσ(·). It can be verified that Π is irreducible, therefore we can describe the
error exponent of the excess distortion probability by the Perron-Frobenius eigenvalue of a certain non-negative matrix [51].
Let λ ∈ R and define the non-negative matrix Πλ with eigenvalues
piλ(j, i) = pi(j, i) exp{λf(j)}, i, j ∈ Σ.
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Fig. VII.10: Excess distortion probability bound (VII.16) for p = 0.3, D = 0.1 and γ = 0.1 (d = D + γ).
Fig. VII.11: Rate function (VII.17) for p = 0.3 and D = 0.1.
Let ρ(Πλ) denote the Perron-Frobenius eigenvalue of Πλ. Then by [51, Theorem 3.1.2], we have the following. For any set
Γ ∈ R and initial state σ ∈ Σ,
− inf
θ∈Γo
I(θ) ≤ lim inf
n−→∞
1
n
logPpiσ
(Sn
n
∈ Γ
)
≤ lim sup
n−→∞
1
n
logPpiσ
(Sn
n
∈ Γ
)
≤ − inf
θ∈Γ¯
I(θ)
where Γo is the interior of Γ and Γ¯ is the closure of Γ, and I : R 7−→ [0,∞] is a convex rate function defined by
I(θ)
4
= sup
λ∈R
{
λθ − log ρ(Πλ)
}
. (VII.17)
As n becomes very large (i.e., n −→∞) then
Ppiσ
(Sn
n
≥ d
)
∼ exp
(
−n inf
θ∈[d,∞]
I(θ)
)
, d ≥ D (VII.18)
and the exponential decay of this probability is obtained by minimizing the rate function over θ ∈ [d,∞]. Since for the
evaluation of (VII.18), I(θ) is convex, non-decreasing function of θ ∈ [d,∞], then
lim
n−→∞
1
n
logPpiσ
(Sn
n
≥ d
)
= −I(d).
The graph of I(θ), for θ ≥ D is shown in Fig. VII.11, and indicates the rate of exponential decay of the excess distortion
probability as a function of θ ≥ D.
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B. Noiseless Coding Theorem
It is straight forward to verify by invoking Lemma III.2 and Theorem III.3, that the the coding theorem derived in [8,
Chapter 5] for two dimensional sources Xn,s
4
= {Xi,j : i = 0, . . . , n, j = 0, . . . , s} ∈ ×ni=0×sj=0 Xi,j , where i represents time
index and j represents spatial index, gives an operational meaning to Rna0,n(D) (even for finite n, when the process is IID in
the spatial component). The connection of the coding theorem for the so-called sequential RDF derived in [8, Chapter 5] and
nonanticipative RDF is described in [52, Appendix G]. The aforementioned coding theorem for two-dimensional sources is
recently utilized in video coding applications [53], where the authors derived a coding theorem giving an operational meaning
to Rna0,n(D).
VIII. CONCLUSION
A variant of the classical RDF of the OPTA by noncausal codes, called information nonanticipative RDF, which imposes
a nonanticipative or causality constraint on the optimal reproduction conditional distribution is investigated in the context
of its applications in JSCC design using nonanticipative transmission schemes with respect to average and excess distortion
probability, and in evaluating the RL of the OPTA by zero-delay and causal codes with respect to noncausal codes. These
applications are employed to two working examples, the BSMS(p) with Hamming distance distortion, and the multidimensional
partially observed Gaussian-Markov source. It is our belief that the results derived in this paper provide a crucial step towards
the complete investigation of two fundamental problems in information theory, the evaluation of nonanticipative RDF in systems
where sources with memory are considered, and in nonanticipative JSCC system design.
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APPENDIX A
PROOF OF LEMMA III.2
The equivalence of MC1, MC2 and MC3 is straightforward hence it is omitted. To this end, we show equivalence of MC4
to any of MC1, MC2 and MC3. We proceed with the derivation, by often assuming existence of densities, which are denoted
by lower case letters p¯(·|·), to avoid lengthy measure theoretic arguments.
MC4 =⇒ MC3: Since for i = 0, . . . , n− 1, by MC4 we have
PXni+1|Xi,Y i(dx
n
i+1|xi, yi) = PXni+1|Xi(dxni+1|xi)
then by integrating over Xi+2,n both sides of the previous identity we obtain MC3.
MC4 ⇐= MC3: Since MC3 ⇐⇒ MC2, we show that if Xni+1 ↔ (Xi, Y i−1) ↔ Yi forms a MC for i = 0, 1, . . . , n − 1,
then Xni+1 ↔ Xi ↔ Y i forms a MC for i = 0, 1, . . . , n− 1. We show this by induction. First, we show that (Xi+1, Xi+2)↔
Xi ↔ Y i forms a MC, or equivalently, p¯(xi+1, xi+2|xi, yi) = p¯(xi+1, xi+2|xi). Since
p¯(xi+1, xi+2|xi, yi) = p¯(x
i, xi+1, xi+2, y
i)
p¯(xi, yi)
=
p¯(yi|yi−1, xi+2)p¯(yi−1, xi+2)
p¯(xi, yi)
=
p¯(yi|yi−1, xi)︸ ︷︷ ︸
(a)
p¯(xi+2|xi+1, yi−1)p¯(xi+1, yi−1)
p¯(xi, yi)
=
p¯(yi|yi−1, xi) p¯(xi+2|xi+1)︸ ︷︷ ︸
(b)
p¯(xi+1|xi, yi−1)p¯(xi, yi−1)
p¯(yi|yi−1, xi)p¯(xi, yi−1)
= p¯(xi+2|xi+1) p¯(xi+1|xi)︸ ︷︷ ︸
(c)
= p¯(xi+2, xi+1|xi)
where (a) is implied from MC2, while (b), (c) follows from MC3 ⇐⇒ MC2. Hence, MC4 holds for n = i+ 2.
Suppose Xki+1 ↔ Xi ↔ Y i forms a MC, for some i+ 2 ≤ k < n− 1. We show that it holds for k −→ k + 1.
p¯(xk+1i+1 |xi, yi) =
p¯(xk+1i+1 , x
i, yi)
p¯(xi, yi)
=
p¯(xk+1|xki+1, xi, yi)p¯(xki+1, xi, yi)
p¯(xi, yi)
=
p¯(xk+1|xk)︸ ︷︷ ︸
(d)
p¯(xki+1|xi, yi)p¯(xi, yi)
p¯(xi, yi)
= p¯(xk+1|xk) p¯(xki+1|xi)︸ ︷︷ ︸
(e)
= p¯(xk+1i+1 |xi)
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where (d), (e) follow from MC3 ⇐⇒ MC2. This completes the derivation.
APPENDIX B
PROOF OF THEOREM IV.6
Let s be the the Lagrange multiplier which is part of the optimal solution which solves the information nonanticipative RDF.
Then, by Theorem IV.2 the optimal reproduction distribution is expressed as
Q∗Yi|Y i−1,Xi(Fi|yi−1, xi) =
∫
Fi
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗Yi|Y i−1(dyi|yi−1), ∀Fi ∈ B(Yi), ∀i ∈ Nn. (B.1)
By integrating (B.1) with respect to P ∗0,i(dx
i|yi−1) we obtain the expression∫
X0,i
Q∗Yi|Y i−1,Xi(Fi|yi−1, xi)⊗ P ∗Xi|Y i−1(dxi|yi−1) = P ∗Xi,Yi|Y i−1(X0,i × Fi|yi−1)
=
∫
Fi×X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗Yi|Y i−1(dyi|yi−1)⊗ P ∗Xi|Y i−1(dxi|yi−1), ∀Fi ∈ B(Yi), i ∈ Nn.
Moreover, ∀Fi ∈ B(Yi), i ∈ Nn,
P ∗Yi|Y i−1(Fi|yi−1) =
∫
Fi
P ∗Yi|Y i−1(dyi|yi−1) = P ∗Xi,Fi|Y i−1(X0,i × Fi|yi−1)
=
∫
Fi×X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗0,i(dx
i|yi−1)⊗ P ∗Yi|Y i−1(dyi|yi−1). (B.2)
Utilizing (B.2) we finally obtain∫
X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)P ∗Xi|Y i−1(dx
i|yi−1) = 1, P ∗Yi|Y i−1 − a.s., ∀i ∈ N.
This completes the derivation.
APPENDIX C
PROOF OF THEOREM IV.7
Let s ≤ 0, λ ∈ Ψs and −→QY n|Xn(·|xn) ∈ −→Q0,n(D) be given. Then, using the fact that
1
n+ 1
n∑
i=0
∫
X0,i×Y0,i
ρ(T ixn, T iyn)(PXi ⊗
−→
QY i|Xi)(dxi, dyi) ≤ D
gives
IXn→Y n(PXn ,
−→
QY n|Xn)− sD(n+ 1)−
n∑
i=0
∫
X0,i×Y0,i−1
log
(
λi(x
i, yi−1)
)
(PXi ⊗
−→
QY i−1|Xi−1)(dxi, dyi−1)
≥
n∑
i=0
∫
X0,i×Y0,i
log
(QYi|Y i−1,Xi(dyi|yi−1, xi)
PYi|Y i−1(dyi|yi−1)
)
(PXi ⊗
−→
QY i|Xi)(dxi, dyi)
− s
n∑
i=0
∫
X0,i×Y0,i
ρ(T ixn, T iyn)(PXi ⊗
−→
QY i|Xi)(dxi, dyi)
−
n∑
i=0
∫
X0,i×Y0,i
log
(
λi(x
i, yi−1)
)
(PXi ⊗
−→
QY i|Xi)(dxi, dyi)
=
n∑
i=0
∫
X0,i×Y0,i
log
(
QYi|Y i−1,Xi(dyi|yi−1, xi)e−sρ(T
ixn,T iyn)
PYi|Y i−1(dyi|yi−1)λi(xi, yi−1)
)
(PXi ⊗
−→
QY i|Xi)(dxi, dyi)
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=
n∑
i=0
∫
X0,i−1×Y0,i−1
{∫
Xi×Yi
log
(
QYi|Y i−1,Xi(dyi|yi−1, xi)e−sρ(T
ixn,T iyn)
PYi|Y i−1(dyi|yi−1)λi(xi, yi−1)
)
QYi|Y i−1,Xi(dyi|yi−1, xi)⊗ PXi|Xi−1(dxi|xi−1)
}
⊗ PXi−1,Y i−1(dxi−1, dyi−1)
(a)
≥
n∑
i=0
∫
X0,i−1×Y0,i−1
{∫
Xi×Yi
(
1− e
sρ(T ixn,T iyn)PYi|Y i−1(dyi|yi−1)λi(xi, yi−1)
QYi|Y i−1,Xi(dyi|yi−1, xi)
)
QYi|Y i−1,Xi(dyi|yi−1, xi)⊗ PXi|Xi−1(dxi|xi−1)
}
⊗ PXi−1,Y i−1(dxi−1, dyi−1)
=
n∑
i=0
{
1−
∫
X0,i−1×Y0,i−1
∫
Xi×Yi
esρ(T
ixn,T iyn)λi(x
i, yi−1)PYi|Y i−1(dyi|yi−1)
⊗ PXi|Xi−1(dxi|xi−1)⊗ PXi−1,Y i−1(dxi−1, dyi−1)
}
=
n∑
i=0
{
1−
∫
Yi
PYi|Y i−1(dyi|yi−1)
∫
Y0,i−1
PY i−1(dy
i−1)
(∫
X0,i
esρ(T
ixn,T iyn)λi(x
i, yi−1)⊗ PXi|Y i−1(dxi|yi−1)
)}
(b)
≥
n∑
i=0
(
1−
∫
Y0,i
PY i(dy
i)
)
= 0
where (a) follows from the inequality log x ≥ 1− 1x , x > 0, and (b) follows from (IV.9). Hence,
Rna0,n(D)
(c)
≥ sup
s≤0
sup
λ∈Ψs
{
sD(n+ 1) +
n∑
i=0
∫
X0,i×Y0,i−1
log
(
λi(x
i, yi−1)
)
PXi−1,Y i−1(dx
i−1, dyi−1)⊗ PXi|Xi−1(dxi|xi−1)
}
.
However, equality in (c) holds if
λi(x
i, yi−1)
4
=
(∫
Yi
esρ(T
ixn,T iyn)P ∗Yi|Y i−1(dyi|yi−1)
)−1
, i = 0, 1, . . . , n.
This completes the derivation.
APPENDIX D
PROOF OF THEOREM IV.9
The derivation is based on showing that Rna(D) is bounded above and below by the RHS of (IV.20). The lower bound is
obtained by using Theorem IV.7, to derive a lower bound analogous to Shannon’s lower bound. Define
H∞ = lim
t−→∞Ht, Ht
4
= diag{ηt,1, . . . , ηt,p}, ηt,i = 1− δt,i
λt,i
, i = 1, . . . , p, t ∈ N.
Consider the additive noisy channel with feedback of the form
K˜t = E
tr
t HtEt
(
Xt − E
{
Xt|σ{Y t−1}
})
+ Etrt BtV ct = Etrt HtEtKt + Etrt BtV ct , t ∈ Nn (D.1)
where {V ct : t ∈ N} is an independent Gaussian zero mean process with covariance cov(V ct ) = Q = diag{q1, . . . , qp}, and
{Bt : t ∈ N} is to be determined.
Next, we show by letting B∞ = limt−→∞ Bt, where Bt =
√
Ht∆tQ−1, and ∆t
4
= diag{δt,1, . . . , δt,p}, that Λ∞ =
limt−→∞ Λt = limt−→∞ E
{
KtK
tr
t
}
, and also limn−→∞ 1n+1E
{∑n
t=0 ||Xt − Yt||2Rp
}
= limn−→∞ 1n+1E
{∑n
t=0 ||Kt −
K˜t||2Rp
}
= D. Clearly, by (IV.16), (IV.18), (D.1)
lim
t−→∞E
{
(Xt − Yt)tr(Xt − Yt)
}
= lim
t−→∞Trace E
{
(Kt − K˜t)(Kt − K˜t)tr
}
= lim
t−→∞Trace E
{
(Kt − Etrt HtEtKt − Etrt BtV ct )(Kt − Etrt HtEtKt − Etrt BtV ct )tr
}
= lim
t−→∞Trace
{
Etrt
(
(I −Ht)diag(λt,1, . . . , λt,p)(I −Ht)tr + (BtQBtrt )
)
Et
}
(a)
= lim
t−→∞Trace
{
diag(δt,1, . . . , δt,p)
}
= Trace
{
diag(δ∞,1, . . . , δ∞,p)
}
= D
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where (a) holds by setting B∞ and Bt as in (IV.27). Also, by (IV.19),
lim
n−→∞
1
n+ 1
Rna,K
n,K˜n
0,n (D) ≤ limn−→∞
1
n+ 1
IXn→Y n(PKn ,
−→
Q K˜n|Kn)
= lim
n−→∞
1
n+ 1
n∑
t=0
I(Kt; K˜t|K˜t−1) = lim
n−→∞
1
n+ 1
n∑
t=0
(
H(K˜t|K˜t−1)−H(K˜t|K˜t−1,Kt)
)
(b)
≤ lim
n−→∞
1
n+ 1
n∑
t=0
(
H(K˜t)−H(K˜t|K˜t−1,Kt)
) (c)
≤ lim
n−→∞
1
n+ 1
n∑
t=0
(
H(K˜t)−H(K˜t|Kt)
)
(d)
≤ lim
n−→∞
1
n+ 1
n∑
t=0
(
H(K˜t)−H(Etrt BtV ct )
)
(D.2)
where (b) follows from the fact that conditioning reduces entropy, (c) follows from the fact that K˜t = Etrt HtEtKt+E
tr
t BtV ct
is a memoryless Gaussian channel, and (d) follows from the orthogonality of Kt and V ct , ∀t ∈ N. Next, we compute the
entropy rates appearing in (D.2). The covariance of the Gaussian zero mean, noise process {Etrt BtV ct , t ∈ N} is obtained as
follows.
lim
t−→∞E
{
(Etrt BtV ct )(Etrt BtV ct )tr
}
= lim
t−→∞E
{
Etrt BtV ct V c,trt Btrt Et
}
= lim
t−→∞
{
Etrt
√
Ht∆tQ−1Q
√
Ht∆tQ−1Et
}
= lim
t−→∞E
tr
t Ht∆tEt = lim
t−→∞E
tr
t diag{ηt,1δt,1, . . . , ηt,pδt,p}Et
= Etr∞diag{η∞,1δ∞,1, . . . , η∞,pδ∞,p}E∞. (D.3)
The covariance of the process {K˜t : t ∈ N} is obtained as follows.
lim
t−→∞E
{
K˜tK˜
tr
t
}
= lim
t−→∞E
{
Etrt HtEtKtK
tr
t E
tr
t HtEt + E
tr
t BtV ct V c,trt Btrt Et
}
= lim
t−→∞
{
Etrt HtEtΛtE
tr
t HtEt + E
tr
t
√
Ht∆tQ−1Q
√
Ht∆tQ−1Et
}
= lim
t−→∞
{
Etrt
(
diag{η2t,1λt,1, . . . , η2t,pλt,p}+ diag{ηt,1δt,1, . . . , ηt,pδt,p}
)
Et
}
= lim
t−→∞E
tr
t diag{λt,1 − δt,1, . . . , λt,p − δt,p}Et, λt,i − δt,i ≥ 0,∀t
= Etr∞diag{λ∞,1 − δ∞,1, . . . , λ∞,p − δ∞,p}E∞. (D.4)
Using (D.4) we obtain the first term of (D.2) as follows
lim
n−→∞
1
n+ 1
n∑
t=0
H(K˜t) = lim
n−→∞
1
2
1
n+ 1
n∑
t=0
log
{(
2pie
)×pi=1 (λt,i − δt,i)+}
= lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log
{(
2pie
)(
λt,i − δt,i
)+}
=
1
2
p∑
i=1
log
{(
2pie
)(
λ∞,i − δ∞,i
)+}
. (D.5)
Also, by (D.3), we obtain the second term in (D.2) as follows.
lim
n−→∞
1
n+ 1
n∑
t=0
H(Etrt BtV ct ) = lim
n−→∞
1
2
1
n+ 1
n∑
t=0
log
{(
2pie
)
diag{ηt,1δt,1, . . . , ηt,pδt,p}
}
=
1
2
n∑
t=0
log
{(
2pie
)×pi=1 (η∞,iδ∞,i)} = 12
p∑
i=1
log
{(
2pie
)(
η∞,iδ∞,i
)}
. (D.6)
By using (D.5) and (D.6) in (D.2) we have the following upper bound
lim
n−→∞R
na,Kn,K˜n
0,n (D) ≤
1
2
p∑
i=1
log
{(
2pie
)(
λ∞,i − δ∞,i
)+}− 1
2
p∑
i=1
log
{(
2pie
)(
η∞,iδ∞,i
)}
=
1
2
p∑
i=1
log
{(λ∞,i − δ∞,i)+
η∞,iδ∞,i
}
=
1
2
p∑
i=1
log
λ∞,i
δ∞,i
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where δ∞,i = min{ξ∞, λ∞,i} and
∑p
i=1 δ∞,i = D.
Achievable Lower Bound (Analogous to Shannon’s Lower Bound). Next, we apply Theorem IV.7 to obtain a lower bound for
the nonanticipative RDF Rna(D) = limn−→∞ 1n+1R
na
0,n(D) = limn−→∞
1
n+1R
na,Kn,K˜n
0,n (D).
Applying Theorem IV.7 to Rna,K
n,K˜n
0,n (D), the set Ψs is defined by
Ψs
4
=
{
{λt(kt, k˜t−1) : t = 0, 1, . . . , n} : λt(kt, k˜t−1) ≥ 0,∫
es||Kt−K˜t||
2
Rpλ(kt, k˜
t−1)p¯(kt|k˜t−1)dkt ≤ 1, t = 0, 1, . . . , n
}
(D.7)
where p¯(kt|k˜t−1) denotes the conditional density of kt given k˜t−1. Choose s ≤ 0 and take λt(kt, k˜t−1) ∈ Ψs such that
λt(kt, k˜
t−1) =
αt
p¯(kt|k˜t−1)
(D.8)
for some αt not depending on kt. Substituting (D.8) into the reduced integral inequality in (D.7) we obtain
αt
∫
es||Kt−K˜t||
2
Rpdkt ≤ 1, t = 0, 1, . . . , n.
By changing the variable of integration we also obtain
αt
∫
es||zt||
2
Rpdzt = αt
√
(−pi
s
)p = αt(−pi
s
)
p
2 ≤ 1, t = 0, 1, . . . , n. (D.9)
By setting αt = (− spi )
p
2 , t = 0, 1, . . . , n, the inequality of (D.9) holds with equality. Then, by Theorem IV.7, we have
lim
n−→∞
1
n+ 1
Rna,K
n,K˜n
0,n (D) ≥ sD + limn−→∞
1
n+ 1
n∑
t=0
∫
Kt×K˜0,t−1
p¯(kt, k˜
t−1) log
(
λt(kt, k˜
t−1)
)
dktdk˜
t−1
(e)
= sD + lim
n−→∞
1
n+ 1
n∑
t=0
∫
Kt×K˜0,t−1
p¯(kt, k˜
t−1) log
( (− spi ) p2
p¯(kt|k˜t−1)
)
dktdk˜
t−1
= sD + lim
n−→∞
1
n+ 1
n∑
t=0
log(− s
pi
)
p
2 + lim
n−→∞
1
n+ 1
n∑
t=0
H(Kt|K˜t−1)
(f)
= sD + lim
n−→∞
1
n+ 1
n∑
t=0
log(− s
pi
)
p
2 + lim
n−→∞
1
n+ 1
n∑
t=0
H(Kt) (D.10)
where (e) follows from (D.8), and (f) follows from the orthogonality of Kt and K˜t−1. Next, we need to find the Lagrangian
multiplier “s” so that the lower bound (D.10) equals 12
∑p
i=1 log
λ∞,i
δ∞,i
. To this end, we need to ensure existence of some s < 0
such that the following identity holds.
sD + lim
n−→∞
1
n+ 1
n∑
t=0
log(− s
pi
)
p
2 + lim
n−→∞
1
2
1
n+ 1
n∑
t=0
log 2pie|Λt| = lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log
λt,i
δt,i
=⇒ sD + lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log(− s
pi
) +
1
2
p∑
i=1
log 2pie(λ∞,i) =
1
2
p∑
i=1
log
λ∞,i
δ∞,i
=⇒ lim
n−→∞
1
2
1
n+ 1
log e2(n+1)s
∑p
i=1 δt,i + lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log(− s
pi
)
=
1
2
p∑
i=1
log
λ∞,i
δ∞,i
− 1
2
p∑
i=1
log 2pie(λ∞,i)
=⇒ lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log e2sδt,i + lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log(− s
pi
) =
1
2
p∑
i=1
log
1
2pieδ∞,i
=⇒ lim
n−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log e2sδt,i(− s
pi
) =
1
2
p∑
i=1
log
1
2pieδ∞,i
=⇒ 1
2
p∑
i=1
log e2sδ∞,i(− s
pi
) =
1
2
p∑
i=1
log
1
2pieδ∞,i
=⇒ e2sδ∞,i(− s
pi
) =
1
2pieδ∞,i
=⇒ s = − 1
2δ∞,i
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where δ∞,i = {ξ∞, λ∞,i}. Now, if δ∞,i = ξ∞ then s = − 12δ∞,i and the nonanticipative RDF is bounded below by the
following expression
lim
n−→∞R
na,Kn,K˜n
0,n (D) ≥ limn−→∞
1
2
1
n+ 1
n∑
t=0
p∑
i=1
log
λt,i
δt,i
=
1
2
p∑
i=1
log
λ∞,i
δ∞,i
(D.11)
which is the desired lower bound with
∑p
i=1 δ∞,i = D. When δ∞,i = λ∞,i, no encoding is performed and there is no need
to prove a lower bound on Rna,K
n,K˜n
0,n (D). This completes the proof of (IV.20).
Next, we determine the expression of Λ∞. By definition, Λ∞ = limt−→∞ Λt, where Λt = cov
(
Xt−E
{
Xt|σ{Y t−1}
})
. Since
Xt − E
{
Xt|σ{Y t−1}
}
= CZt + NVt − CE
{
Zt|σ{Y t−1}
}
then Λt = CΣtCtr + NN tr. Let Ẑt|t−1 = E
{
Zt|σ{Y t−1}
}
.
Clearly, Σt
4
= E
{(
Zt − E{Zt|Y t−1}
)(
Zt − E{Zt|Y t−1}
)tr}
. Moreover, Λ∞ = C limt−→∞ΣtCtr + NN tr. Therefore, to
determine Σ∞
4
= limt−→∞Σt, we need the equation of the error et
4
= Zt − Ẑt|t−1, hence the equation of the least-squares
filter of Zt given all the previous outputs Y t−1, namely Ẑt|t−1. From Fig. I.3, we deduce that Yt = K˜t + X̂t|t−1, where
{X̂t|t−1 : t ∈ N} is obtained from the modified Kalman filter as follows. Recall that
Yt = K˜t + X̂t|t−1 = Etr∞H∞E∞(Xt − X̂t|t−1) + Etr∞B∞V ct + X̂t|t−1
= Etr∞H∞E∞(CZt +NVt − CẐt|t−1) + Etr∞B∞V ct + CẐt|t−1
= Etr∞H∞E∞C(Zt − Ẑt|t−1) + CẐt|t−1 + Etr∞H∞E∞NVt + Etr∞B∞V ct
where {Vt : t ∈ N} and {V ct : t ∈ N} are independent Gaussian vectors. Then Ẑt|t−1 is given by the modified Kalman
filter [28] (IV.23), (IV.24). Notice that the filter is ergodic with initial condition Zˆ0|−1 = E{Z0|Y −1} and Σ0 the covariance
of Z0 − Zˆ0|−1 which is Gaussian N(0,Σ∞).
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