Sparse-View X-Ray CT Reconstruction Using $\ell_1$ Prior with Learned
  Transform by Zheng, Xuehang et al.
1Sparse-View X-Ray CT Reconstruction
Using `1 Prior with Learned Transform
Xuehang Zheng†, Il Yong Chun†, Member, IEEE, Zhipeng Li, Student Member,
Yong Long, Member, IEEE, and Jeffrey A. Fessler, Fellow, IEEE
Abstract—A major challenge in X-ray computed tomography
(CT) is reducing radiation dose while maintaining high quality of
reconstructed images. To reduce the radiation dose, one can re-
duce the number of projection views (sparse-view CT); however,
it becomes difficult to achieve high-quality image reconstruction
as the number of projection views decreases. Researchers have
applied the concept of learning sparse representations from (high-
quality) CT image dataset to the sparse-view CT reconstruc-
tion. We propose a new statistical CT reconstruction model
that combines penalized weighted-least squares (PWLS) and `1
prior with learned sparsifying transform (PWLS-ST-`1), and a
corresponding efficient algorithm based on Alternating Direction
Method of Multipliers (ADMM). To moderate the difficulty of
tuning ADMM parameters, we propose a new ADMM parameter
selection scheme based on approximated condition numbers. We
interpret the proposed model by analyzing the minimum mean
square error of its (`2-norm relaxed) image update estimator.
Our results with the extended cardiac-torso (XCAT) phantom
data and clinical chest data show that, for sparse-view 2D fan-
beam CT and 3D axial cone-beam CT, PWLS-ST-`1 improves
the quality of reconstructed images compared to the CT recon-
struction methods using edge-preserving regularizer and `2 prior
with learned ST. These results also show that, for sparse-view 2D
fan-beam CT, PWLS-ST-`1 achieves comparable or better image
quality and requires much shorter runtime than PWLS-DL using
a learned overcomplete dictionary. Our results with clinical chest
data show that, methods using the unsupervised learned prior
generalize better than a state-of-the-art deep “denoising” neural
network that does not use a physical imaging model.
Index Terms—Sparse-view CT, Model-based image reconstruc-
tion, Machine learning, Dictionary learning, Transform learning,
Sparse representations, `1-norm regularization, Minimum mean
square error analysis.
I. INTRODUCTION
Radiation dose reduction is a major challenge in X-ray
computed tomography (CT). Sparse-view CT reduces dose
by acquiring fewer projection views [1], [2]. However, as the
number of projection views decreases, it becomes harder to
achieve high quality (high resolution, contrast, and signal-
to-noise ratio) image reconstruction. Inspired by compressed
sensing theories exploiting sparsity of signals [3]–[5], there
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have been many studies of sparse-view CT reconstruction with
total variation [6]–[10] or other sparsity promoting regularizers
[1], [2].
Researchers have applied (deep) neural networks (NNs)
to sparse-view and low-dose CT reconstruction problems.
Early works focused on image denoising [11]–[15] using the
good mapping capabilities of deep NNs. However, the greater
mapping capability can increase the chance of causing some
artificial features when test images are not similar to training
images. (See Fig. 6.) More recent works combined image
mapping NNs with model-based image reconstruction (MBIR)
frameworks that consider CT physics [16]–[20]. However, for
general image mapping NNs, it is difficult to explicitly write
the corresponding optimization problems within an MBIR
framework. Without explicit cost functions, it is challenging to
guarantee the non-expansiveness (or 1-Lipschitz continuity) of
the image mapping NNs and obtain “optimal” and convergent
image reconstruction, especially when the mapping NNs are
identical across iterations [19]. In addition, considering that
the methods are trained with supervised learning, one would
expect optimal results by using pairs of “noiseless” and
“noisy” images in the training processes. In practice, however,
it is challenging to obtain noiseless images to construct such
paired training dataset in CT imaging. Based on a recent
“Noise2Noise” training method [21], some recent works [22],
[23] show that training image mapping NNs with pairs of noisy
images could provide satisfactory image quality in certain
applications. However, training with noisy images has certain
limitations in sparse-view CT reconstruction (see Section S.I
in the supplement).
Alternatively, researchers have learned prior information
in an unsupervised way by using (unpaired) datasets that
consist of high-quality images, and exploited it for solving
inverse problems [24]–[36]. This unsupervised framework can
resolve the aforementioned issues of the supervised frame-
work. The corresponding learned operators sparsify a specific
set of training images, but have the potential to represent
a broader range of test images compared to the supervised
image mapping NNs. (See Fig. 6.) In addition, one can
explicitly formulate an optimization problem for image re-
covery using the learned sparsifying operators. Particularly, in
MBIR algorithms, the authors in [19] show that the learned
convolutional analysis operator using tight-frame (TF) filters
[24] becomes a non-expansive image mapping autoencoder (of
encoding convolution, nonlinear thresholding, and decoding
convolution [24]). The unsupervised framework has been
widely applied in image denoising problems and provided
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2promising results [26]–[30]. Recently, patch-based sparsifying
operator learning frameworks [28]–[30] have been successfully
applied to improve low-dose CT reconstruction [31]–[36]. The
authors in [36] reported that a union of transforms learned via
clustering different features can further improve image quality
of reconstructions over the low-dose CT reconstruction method
using a (square) sparsifying transform (ST) [34]. In some
computer vision applications, the studies [37], [38] show that
robust dictionary learning incorporating `1 prior outperforms
that using `2 prior when outliers exist.
This paper was inspired by a simple observation related to
our recent study [34]: for the penalized weighted-least squares
(PWLS) reconstruction method using `2 prior with a learned
ST (PWLS-ST-`2) [34], the sparsification error histograms
match a Laplace distribution over the iterations; see Fig. 1.
The question then arises, “Does the learned prior experience
model mismatch in testing stage?” To answer this question, we
aim to investigate learned STs for regularization. This paper
1) proposes a new MBIR model that combines PWLS and
`1 prior with learned ST (PWLS-ST-`1),
2) develops a corresponding efficient algorithm based on
Alternating Direction Method of Multipliers (ADMM)
[39] with a new ADMM parameter selection scheme
based on approximated condition numbers,
3) and interprets the proposed model by analyzing the
empirical mean square error (MSE) of its image update
estimator, and the minimum mean square error (MMSE)
of its `2-norm relaxed image update estimator.
Our results with the extended cardiac-torso (XCAT) phan-
tom data [40] and clinical chest data show that, for sparse-
view 2D fan-beam CT and 3D axial cone-beam CT, PWLS-
ST-`1 improves the reconstruction quality compared to a
PWLS reconstruction method with an edge-preserving reg-
ularizer (PWLS-EP), and PWLS-ST-`2. These results also
show that, for sparse-view 2D fan-beam CT, PWLS-ST-`1
achieves comparable or better image quality and requires much
shorter runtime than PWLS-DL using a learned overcomplete
dictionary. Our results with clinical chest data show that,
MBIR methods using the learned prior in an unsupervisedly
fashion generalize better than FBPConvNet [14], a state-of-
the-art deep “denoising” neural network.
For sparse-view CT application, a similar approach that uses
`1 prior with a dictionary was introduced in [33]; however,
there are three major differences. First, we focus on an analysis
approach (e.g., transform and convolutional analysis operator
[24]), whereas [33] is based on a synthesis perspective (e.g.,
dictionary and convolutional dictionary [26]). Second, we pre-
learn our signal model in an unsupervised way and exploit it
in CT MBIR as a prior, whereas [33] adaptively estimates the
dictionary in reconstruction. Because their dictionary changes
during reconstruction, their main concern is not related to the
model mismatch. Third, we directly solve the `1 minimization
via ADMM, whereas [33] uses a reweighted-`2 minimization
framework. Our previous conference paper [41] presented a
brief study of the proposed PWLS-ST-`1 model for sparse-
view 2D fan-beam CT scans with XCAT phantom. This
paper extends our previous work to 3D axial cone-beam CT,
describes and investigates our parameter selection strategy for
PWLS-ST-`1, analyzes the proposed model by the empirical
MSE and MMSE of its image update estimator, and performs
more comprehensive comparisons with recent methods using
both simulated and real clinical data.
The remainder of this paper is organized as follows. Sec-
tion II describes the formulation for pre-learning STs, and pro-
poses the MBIR model and algorithm for PWLS-ST-`1. For the
proposed algorithm, Section II introduces our preconditioner
designs for sparse-view 2D fan-beam CT and 3D axial cone-
beam CT, and proposes a new ADMM parameter selection
scheme based on approximated condition numbers. Section II
provides interpretations of the proposed model via analyzing
the empirical MSE of its image update estimator, and the
MMSE of its `2-norm relaxed image update estimator. Sec-
tion III reports detailed experimental results and comparisons
to several recent methods. Section IV presents our conclusions
and mentions future directions.
II. PROPOSED MODELS AND ALGORITHM
The proposed approach has two stages: training and testing.
First, we learn a square ST from a dataset of high-quality
CT images. Then, we apply the learned ST with `1 prior
to reconstruct images from lower dose (or sparse-view) CT
data. This section describes the formulation for pre-learning
a square ST, proposes the PWLS reconstruction model using
`1 prior with learned ST and its corresponding algorithm, and
interprets the proposed model.
A. Offline Learning Sparsifying Transform
We pre-learn a ST by solving the following problem [30]
(mathematical notations are detailed in Appendix A):
argmin
Ψ∈Rn×n
min
{zj∈Rn}
J′∑
j=1
‖Ψxj − zj‖22 + γ′ ‖zj‖0
+ τ
(
ξ‖Ψ‖2F − log |det Ψ|
)
(1)
where Ψ ∈ Rn×n is a square ST, {xj ∈ Rn : j = 1, . . . , J ′}
is a set of J ′ patches extracted from training data, zj ∈ Rn
is the sparse code corresponding to the jth patch xj , n is the
number of pixels (voxels) in each (vectorized) patch, J ′ is
the total number of the image patches, and γ′, τ, ξ > 0 are
regularization parameters.
B. CT Reconstruction Model Using `1 Prior with Learned
Sparsifying Transform: PWLS-ST-`1
To reconstruct a linear attenuation coefficient image x ∈ RN
from post-log measurement y ∈ Rm, we solve the following
non-convex MBIR problem using PWLS and the ST Ψ learned
via (1) [41]:
argmin
x∈RN
min
z∈RnJ
1
2
‖y −Ax‖2W +λ
∥∥∥Ψ˜x− z∥∥∥
1
+γ ‖z‖0 , (P)
where
Ψ˜ =
 ΨP1...
ΨPJ
 and z =
 z1...
zJ
 .
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Fig. 1. Histograms of sparsification error Ψ˜x−z at different outer iterations of the PWLS-ST-`2 method (in the XCAT phantom experiment with 2D fan-beam
geometry and 12.5% (123) projection views). Y-axis uses a logarithmic scale, and the range of Ψ˜x − z is within [−4, 4] × 10−4. Over the iterations, the
sparsification error histograms appear more like a Laplace distribution than a Gaussian distribution.
Here, A ∈ Rm×N is a CT scan system matrix, W ∈ Rm×m is
a diagonal weighting matrix with elements {Wl,l = ρ2l /(ρl +
σ2) : l = 1, . . . ,m} based on a Poisson-Gaussian model for
the pre-log measurements ρ ∈ Rm with electronic readout
noise variance σ2 [42], Pj ∈ Rn×N is a patch-extraction
operator for the jth patch, zj ∈ Rn is unknown sparse code
for the jth patch, J is the number of extracted patches, and
λ, γ > 0 are regularization parameters.
The term ‖Ψ˜x−z‖1 denotes a `1-based sparsification error
[3]–[5]. We expect `1 to be more robust to sparsity model
mismatch than the `2-based sparsification error ‖Ψ˜x − z‖22
used in [34], [36]. Fig. 1 shows histograms of sparsification
error Ψ˜x− z at different outer iterations of the PWLS-ST-`2
method. Over the iterations, the sparsification error histograms
appear more like a Laplace distribution than a Gaussian dis-
tribution. This observation suggests that the proposed `1 prior
model is more suitable than the `2 prior model for PWLS-ST-
based reconstruction. Section III-B1 shows that the proposed
`1-based sparsification error term, ‖Ψ˜x − z‖1, improves the
accuracy of reconstruction compared to the `2 prior model in
[34], [36].
C. Proposed Algorithm for PWLS-ST-`1
To solve (P), our proposed algorithm alternates between
updating the image x (image update step) and the sparse
codes z (sparse coding step). For the image update, we apply
ADMM [2], [9], [39] by introducing an auxiliary variable to
separate the effects of a certain variable [9], [43]. For efficient
sparse coding, we apply an analytical solution for z. The
following subsections provide details for solving (P), sum-
marized in Algorithm 1, introduce our preconditioner designs,
and decribe a new ADMM parameter selection scheme based
on approximated condition numbers.
1) Image Update - ADMM: Using the current sparse code
estimates z, we update the image x by augmenting (P) with
auxiliary variables [41]:
argmin
x∈RN ,da∈Rm,
dψ∈RnJ
1
2
‖y − da‖2W + λ ‖dψ‖1
subject to
[
da
dψ
]
=
[
A
Ψ˜
]
x−
[
0
z
]
.
The corresponding augmented Lagrangian has the form
1
2
‖y − da‖2W + λ ‖dψ‖1 +
µ
2
‖da −Ax− ba‖22
+
µν
2
∥∥∥dψ − (Ψ˜x− z)− bψ∥∥∥2
2
.
We descend/ascend this augmented Lagrangian using the fol-
lowing iterative updates of the primal, auxiliary, dual variables
– x, {da, dψ}, and {ba, bψ}, respectively:
Gx(i+1) = AT
(
d(i)a − b(i)a
)
+ νΨ˜T
(
d
(i)
ψ − b(i)ψ + z
)
; (2)
d(i+1)a =
(
W + µIm
)−1 (
Wy + µ
(
Ax(i+1) + b(i)a
))
;
(3)
d
(i+1)
ψ,j = S
((
Ψ˜x(i+1) − z + b(i)ψ
)
j
,
λ
µν
)
, j = 1, . . . , nJ ;
b(i+1)a = b
(i)
a −
(
d(i+1)a −Ax(i+1)
)
;
b
(i+1)
ψ = b
(i)
ψ −
(
d
(i+1)
ψ −
(
Ψ˜x(i+1) − z
))
,
where the Hessian matrix G ∈ RN×N is defined by
G := ATA + νΨ˜T Ψ˜, (4)
Algorithm 1 PWLS-ST-`1 CT Reconstruction
Require: y, x(1), z(1), Ψ learned from (1), M, W,
λ, γ, µ, ν ≥ 0, i = 1
while a stopping criterion is not satisfied do
Set ba = bψ = 0
for i′ = 1, . . . , IterADMM do
Obtain x(i
′+1) by solving (2) with PCG(M)
d(i
′+1)
a =
(
W+µIm
)−1(
Wy+µ
(
Ax(i
′+1)+b(i
′)
a
))
d
(i′+1)
ψ,j = S
((
Ψ˜x(i
′+1) − z(i) + b(i′)ψ
)
j
,
λ
µν
)
, ∀j
b(i
′+1)
a = b
(i′)
a −
(
d(i
′+1)
a −Ax(i
′+1)
)
b
(i′+1)
ψ = b
(i′)
ψ −
(
d
(i′+1)
ψ −
(
Ψ˜x(i
′+1) − z(i)
))
end for
z
(i+1)
j = H
((
Ψ˜x(IterADMM+1)
)
j
,
γ
λ
)
, ∀j
i = i+ 1
end while
4and the soft-shrinkage operator is defined by S(α, β) :=
sign(α) max(|α| − β, 0). Similar to [9, Fig. 1], we reset ba
and bψ as a zero-vector before running the ADMM image
updates. To approximately solve (2), we use the preconditioned
conjugate gradient (PCG) method with a preconditioner M for
the matrix G in (4). PCG(M) in Algorithm 1 denotes PCG
method using a preconditioner M. Section II-C3 describes
details of the preconditioner designs.
2) Sparse Coding: Given the current estimates of the image
x, we update the sparse codes z by solving the following
optimization problem:
min
z∈RnJ
λ
∥∥∥Ψ˜x− z∥∥∥
1
+ γ ‖z‖0 . (5)
The optimal solution of (5) is given by an element-wise
operator:
z?j = H
((
Ψ˜x
)
j
,
γ
λ
)
, j = 1, . . . , nJ, (6)
where the hard-shrinkage operator H(α, β) is defined equal to
α for |α| ≥ β, and 0 otherwise.
3) Preconditioner Designs for Solving (2) via PCG: For a
2D fan-beam CT problem, a circulant preconditioner for the
Hessian matrix G defined in (4) is well suited because 1) it
is effective for the “nearly” shift-invariant matrix ATA [2],
[9] and 2) Ψ˜T Ψ˜ =
∑J
j=1 P
T
j Ψ
TΨPj is a block circulant
circulant block (BCCB) matrix when we use the overlapping
“stride” 1 and the “wrap around” image patch assumption. For
an orthogonal transform Ψ, Ψ˜T Ψ˜ is approximately (n/ι)IN ,
where ι denotes the stride parameter. Therefore, a circulant
preconditioner is a reasonable choice to approximate G in (4)
in 2D fan-beam CT.
For a 3D cone-beam CT problem, circulant preconditioning
is less accurate because the matrix ATA is inherently shift-
variant due to the system geometry and/or spatial variations in
detector response [44]. Despite this fact, we select a circulant
preconditioner to approximate G in (4), and solve (2) in
3D CT reconstruction using more PCG inner iterations. The
reason is three fold. First, a circulant preconditioner is still
one of the classical options to approximate a shift-variant
matrix (e.g., ATA) and accelerate CG (see, for example,
[44], [45]). Second, effective learned transforms are generally
close to orthogonal (the same applies to the 2D case), and a
scaled identity preconditioner can approximate the term Ψ˜T Ψ˜.
Third, a few PCG iterations in Algorithm 1 can provide fast
convergence: 1) Fig. 2 shows that 2 and 5 PCG iterations give
very similar convergence rates; 2) in the 3D CT reconstruction,
the convergence rates of Algorithm 1 are comparable to
those provided in 2D CT reconstruction – see Fig. 5. More
sophisticated preconditioners might provide faster convergence
[46], [47].
Considering the reasons above, we construct a circulant
preconditioner M [44] for the Hessian matrix G defined in
(4) as follows. We first approximate G by
G ≈ QH(ΛA + νΛΨ˜)Q, (7)
0 100 200 300 400 500
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Fig. 2. Comparison of the RMSE convergence behavior for PWLS-ST-`1
with 2 and 5 PCG iterations in 3D cone-beam CT reconstruction (12.5%
(123) views; λ = 8×106, γ/λ = 15, κdes,ν = 10, κdes,µ = 40; RMSE
stands for the root mean square error). Although a circulant preconditioner is
known to be less accurate to approximate ATA in (4) for the 3D CT problem,
Algorithm 1 using it with 2 PCG iterations gives a similar convergence rate
compared to that with 5 PCG iterations.
where Q is the orthogonal (2D or 3D) DFT matrix, and ΛA
and ΛΨ˜ are approximated eigenvalue matrices of A
TA and
Ψ˜T Ψ˜ in G. Next, we obtain ΛA and ΛΨ˜ as follows:
ΛA = diag(fft(A
TAec)) and ΛΨ˜ = diag(fft(Ψ˜
T Ψ˜ec)),
(8)
where diag(·) denotes the conversion of a vector into a
diagonal matrix, fft(·) denotes the (2D or 3D) fast Fourier
transforms (FFT), and ec is a standard basis vector corre-
sponds to the center pixel of the image. Finally, we construct
M = QH(ΛA+νΛΨ˜)
−1Q. For PCG(M) in Algorithm 1, we
use (inverse) FFTs to compute the circulant preconditioner M
designed above.
4) Parameter Selection based on Condition Numbers:
In practice, ADMM can require difficult parameter tuning
processes for fast and stable convergence. We moderate this
problem by selecting ADMM parameters (e.g., ν, µ) based on
(approximated) condition numbers [9]. Observe that, for two
square Hermitian matrices A  0 and B  0,
κ(A + B) :=
σmax(A + B)
σmin(A + B)
≤ σmax(A) + σmax(B)
σmin(A) + σmin(B)
, (9)
by Weyl’s inequality, where the notations κ(·), σmax(·), and
σmin(·) denote the condition number, the largest eigenvalue,
and the smallest eigenvalue of a matrix, respectively.
Applying the bound (9) to the Hessian matrix G defined in
(4), we select ν by
ν =
σmax(ΛA)− κdes,ν · σmin(ΛA)
κdes,ν · σmin(ΛΨ˜)− σmax(ΛΨ˜)
, (10)
where κdes,ν denotes the desired “upper bounded” condition
number of the matrix G, and ΛA and ΛΨ˜ are given as in
(8). (The eigenvalue approximation for ATA and Ψ˜T Ψ˜ can
be improved by the power iteration used in [9], with a cost
of higher computational complexity.) Note that equality holds
in (9) when either A or B is a scaled identity matrix. In
other words, when the learned ST Ψ is close to orthogonal,
i.e., Ψ˜T Ψ˜ ≈ (n/ι)IN , κdes,ν becomes close to the condition
number of the approximated G in (7). Applying the bound (9)
to the Hessian matrix W + µIm of (3), we select µ by
µ =
σmax(W)− κdes,µ · σmin(W)
κdes,µ − 1 , (11)
5where κdes,µ denotes the desired condition number of W +
µIm.
The proposed ADMM parameter selection scheme using
(approximated) condition numbers has several benefits over
direct ADMM parameter tuning:
• Suppose that a CT geometry, i.e., the system matrix A
and a square ST Ψ are fixed. For different measurements,
one would not need to tune the ADMM parameter ν
in (2), because the system matrix A in (2) is fixed;
however, the ADMM parameter µ in (3) requires tun-
ing processes, because the weighting matrix W in (3)
depends on the pre-log measurements ρ. The proposed
ADMM parameter selection scheme above can moderate
the issue of tuning the ADMM parameter µ by using a
desired condition number κdes,µ.
• We found that 1) the well-tuned desired condition num-
bers κdes,ν , κdes,µ in one representative CT image re-
construction case, work well in different CT datasets,
including real clinical data (see details in Section III-B4);
2) κdes,ν is robust to mild variations in CT system matrix
A, for example, 2D fan-beam CT and 3D axial CT scans
(see details in Sections III-A3 & III-A5).
• It is more intuitive to tune the desired condition numbers,
κdes,ν and κdes,µ, compared to directly tuning their cor-
responding ADMM parameters, ν and µ. We empirically
found that κdes,ν , κdes,µ ∈ [10, 50] are reasonable values
for fast and stable convergence of Algorithm 1.
D. Interpreting the Proposed Model (P)
This section interprets the proposed PWLS-ST-`1 recon-
struction model (P). Signal x(i) should be sparse in the learned
transform (Ψ˜)-domain. Particularly, Ψ˜x(i) should have a few
large and some small coefficients that usually correspond to
local high-frequency features (e.g., edges) and noisy features,
respectively. Thresholding in the sparse coding step removes
the small signal coefficients (hopefully noise) while preserving
the large ones. Using the “denoised” sparse codes z(i) for the
next image update, the method balances the data fidelity (i.e.,
1
2‖y−Ax‖2W) and the learned `1 prior (i.e., λ‖Ψ˜x− z(i)‖1)
that is robust to the model mismatch between Ψ˜x and z(i),
∀i. Repeating these processes refines the reconstructed image.
Given z(i), the update of x in (P) would be
x(i+1) = argmin
x∈RN
1
2
‖y −Ax‖2W + λ
∥∥∥Ψ˜x− z(i)∥∥∥
1
. (12)
One can expect the update x(i+1) to improve, as the denoised
sparse codes z(i) become closer to those of the true signal
xtrue. To support this argument, we empirically calculated
MSE of the following estimator: xˆ = argminx∈RN
1
2‖y −
Ax‖2W + λ‖Ψ˜x − z‖1. In particular, we solved the above
optimization problem by the image updating iterations in
Algorithm 1 with a hundred random realizations of z, where
we randomly generated z by corrupting Ψ˜xtrue with three
different levels – 10, 20, and 30dB signal-to-noise ratio (SNR)
– of random additive white Gaussian noise. For z with 10,
20, and, 30 dB SNR levels, the empirical MSE values of
the estimator xˆ were (approximately) 9.4 × 107, 1.2 × 107,
and 1.3× 106, respectively – in Hounsfield units, HU1. These
empirical results support that the better the quality of z(i), the
more accurate x(i+1) in (12).
We formally state the above intuition by relaxing the `1-
norm with a `2-norm in (12) in the following.
Proposition 1. Consider the following model:
y = Axtrue + ε and z(i) = Ψ˜xtrue + e(i), (13)
where y ∈ Cm is a measurement vector, A ∈ Cm×N is
a system matrix, Ψ˜ ∈ CN ′×N is a sparsifying transform
with N ′ ≥ N , z(i) ∈ CN ′ is the denoised signal at the
(i − 1)th iteration, and the noise vector ε ∈ Cm and error
vector e(i) ∈ CN ′ are assumed to follow zero-mean Gaussian
distribution, i.e., ε ∼ N (0,Cε) and e(i) ∼ N (0,Ce,i), where
Cε ∈ Cm×m and Ce,i ∈ CN ′×N ′ are covariance matrices.
Assuming that ε and e(i) are uncorrelated, the minimum-
variance unbiased estimator (MVUE) is given by
x(i+1) =
(
AHC−1ε A + Ψ˜
HC−1e,i Ψ˜
)−1
·
(
AHC−1ε y + Ψ˜
HC−1e,i z
(i)
)
. (14)
Assuming that AHA and Ψ˜HΨ˜ are decomposed by some
identical orthogonal matrices, and setting Cε = σ2εI and
Ce,i = σ
2
e,iI, the minimum variance (i.e., the MMSE for
unbiased estimator)2 of the solution (14) is given by
var
(
x(i+1)
)
=
N∑
j=1
1
1
σ2ε
(λA)j +
1
σ2e,i
(λΨ˜)j
, (15)
where {(λA)j ≥ 0 : ∀j} and {(λΨ˜)j ≥ 0 : ∀j} are the
spectrum of AHA and Ψ˜HΨ˜, respectively.
Proposition 1 is the first analytical result that quantifies
the performance of learned analysis regularizers (e.g., learned
convolutional analysis operator [24] and learned transform
[30]) in signal recovery. When the `1-norm is relaxed with a
`2-norm (and setting W = C−1ε and λ = 1/σ
2
e,i), the MVUE
solution in (14) with Ce,i = σ2e,iI corresponds to that of the
image update problem (12). The assumption of uncorrelated ε
and e(i) is satisfied, if the noise in the measurement domain
and the error in the Ψ˜-domain are uncorrelated.
For any A and Ψ˜, the minimum variance var(x(i+1)) in
(15) can be further reduced as the error variance σ2e,i becomes
smaller, for some fixed σ2ε ∈ (0,∞). For example, if σ2e,i → ,
where 0 <   1, then var(x(i+1)) becomes very small.
If the “denoised” sparse codes z(i) become close to Ψ˜xtrue
as i → ∞, one obtains accurate image reconstruction after
sufficiently iterating the updates for (P) in Algorithm 1. To
better “denoise” the update x(i+1) in particular, we pre-learn
a ST Ψ via (1) from high-quality training datasets.
1Modified Hounsfield units, where air is 0 HU and water is 1000 HU.
2Rigorously speaking, so called variance or MSE in our paper is the sum of
pixel-wise variances or MSEs (i.e., trace of variance matrix or MSE matrices,
e.g., tr(Var(·))). For brevity, we refer the tr(Var(·)) as variance.
6III. RESULTS AND DISCUSSIONS
A. Experimental Setup
We evaluated the proposed PWLS-ST-`1 method for sparse-
view CT reconstruction with 2D fan-beam and 3D axial cone-
beam scans of a XCAT phantom that has overall 500 slices
[40]. We also evaluated PWLS-ST-`1 for sparse-view CT
reconstruction with 2D fan-beam real GE clinical data. We
compared the quality of images reconstructed by PWLS-ST-
`1 with those of:
• FBP: Conventional filtered back-projection method using
a Hanning window (for 3D experiments, the Feldkamp-
Davis-Kress method [48] was used).
• PWLS-EP: Conventional MBIR method using PWLS and
an edge-preserving regularizer
∑N
j=1
∑
k∈Nj ιjιkϕ(xj −
xk), where Nj is the set of neighbors of xj , ιj and
ιk are regularization parameters that encourage uniform
noise [49], and ϕ(t) := δ2
(√
1 + |t/δ|2 − 1
)
for 2D,
ϕ(t) := δ2(|t/δ| − log(1 + |t/δ|)) for 3D (δ= 10 HU).
We adopted the relaxed linearized augmented Lagrangian
method with ordered-subsets (relaxed OS-LALM) pro-
posed in [50] to accelerate the reconstruction.
• PWLS-ST-`2 (Zheng et al., 2018): MBIR method using
PWLS and `2 prior with a learned ST [34], [36]. For
fair comparison, we performed the image update of the
algorithm proposed for PWLS-ST-`2 without the non-
nonnegativity constraint.
• PWLS-DL (Xu et al., 2012): MBIR method using PWLS
and `2 prior with a learned overcomplete synthesis dictio-
nary [31]. We replaced the separable quadratic surrogate
method with ordered-subsets based acceleration (SQS-
OS) in [31] with relaxed OS-LALM to accelerate image
updates. For fair comparison, we ran this method without
the non-nonnegativity constraint. PWLS-DL is far slower
for 3D reconstruction with large 3D patches, compared to
2D reconstruction [36]; thus, we focus our comparisons
between PWLS-ST-`1 and PWLS-DL for 2D reconstruc-
tion.
• FBPConvNet (Jin et al., 2017): A non-MBIR “denoising”
method whose network structure is modified from U-Net
[14]. As suggested in [14], we trained the network by
minimizing the `2-based training loss function that used
paired training images – specifically, pairs of ground truth
images and their noisy versions reconstructed by applying
FBP to (simulated) undersampled sinograms.
We quantitatively evaluated the reconstruction quality in
phantom experiments by RMSE (in HU) in a region of interest
(ROI). The RMSE is defined by RMSE := (
∑NROI
j=1 (xˆj −
xtruej )
2/NROI)
1/2, where xˆ is the reconstructed image (after
clipping negative values), xtrue is the ground truth image, and
NROI is the number of pixels in a ROI.
1) 2D Fan-Beam - Imaging: To avoid an inverse crime, our
2D imaging simulation used a 840×840 slice (air cropped,
∆x = ∆y = 0.4883 mm) of the XCAT phantom, which was
different from the training slices. We simulated sinograms of
size 888 (detector channels) ×{246, 123} (regularly spaced
projection views or angles; 984 is the number of full views)
with GE LightSpeed fan-beam geometry corresponding to a
monoenergetic source with ρ0 = 105 incident photons per ray
and no background events, and electronic noise variance σ2 =
52. We reconstructed a 420×420 image with a coarser grid,
where ∆x = ∆y = 0.9766 mm. The ROI here was a circular
(around center) region containing all the phantom tissues.
The clinical chest data was collected by the GE scanner
using the same CT geometry described above. We recon-
structed a 716×716 image with ∆x= ∆y = 0.9777 mm. The
tube voltage and tube current were 120 kVp and 160 mA,
respectively.
2) 2D Fan-Beam - Training: Before executing reconstruc-
tions with the PWLS-ST-`1, PWLS-ST-`2, PWLS-DL, and
FBPConvNet methods, we pre-learned or trained their priors
or networks from training data. For the PWLS-ST-`1 and
PWLS-ST-`2 methods, we learned square (64×64) STs from
8× 8 image patches extracted from five different slices of
the XCAT phantom (with 1×1 overlapping stride). To learn
well-conditioned transforms, we chose a large enough τ , e.g.,
τ = 5.85×1014. We chose γ′ = 110 and ξ = 1. Initialized
with the 2D discrete cosine transform (DCT), we ran 1000
iterations of the alternating minimization algorithm proposed
in [30] to ensure learned transforms were well converged.
For PWLS-DL, we learned a 64× 256-sized overcomplete
dictionary from the same set of 8×8-sized patches used in
learning square STs (see above). We used a maximum patch-
wise sparsity level of 20 and a sparse coding error threshold
of 10−1. In FBPConvNet training, we used 390 paired images
for training (each image corresponded to a slice of the XCAT
phantom). Note that the testing phantom image is sufficiently
different from training phantom images (specifically, they
are at least 3.3cm away from training images). We used
FBP-reconstructed images from the sparse-view sinograms
simulated in Section III-A1 and the ground truth images of
the XCAT phantom (with no noise), as training pairs. We
trained networks using the data augmentation stratergy and
optimization method (i.e., stochastic gradient descent method)
suggested in [14]. We set training hyperparameters (similar
to those used in [14]) as follows: 151 epochs; learning rate
decreased logarithmically from 10−2 to 10−3; batch size of
1; “momentum” parameter 0.99; and the clipping value for
gradient of 10−2.
3) 2D Fan-Beam - Image Reconstruction: This section
describes parameters used in reconstruction experiments with
the XCAT phantom data and the clinical chest data. In XCAT
phantom experiments, we initialized the PWLS-EP method
with FBP reconstructions, and ran the relaxed OS-LALM
[50] for 100 iterations with 12 ordered subsets. We chose
the regularization parameter (balancing the data fitting term
and the regularizer) as 215.5 and 215.0 for 246 and 123 views,
respectively. For both PWLS-ST-`1 and PWLS-ST-`2 methods,
we used a patch size 8×8 with a 1×1 overlapping stride.
We used converged PWLS-EP reconstructions for initialization
and set a stopping criterion as meeting the maximum number
of iterations, e.g., Iter = 1000. For the image update, we set
IterADMM = 2 (2 PCG iterations [9]) for PWLS-ST-`1; and
set 12 relaxed OS-LALM iterations without ordered subsets
for PWLS-ST-`2. For PWLS-ST-`1, we tuned ν, µ using the
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Fig. 3. Comparison of 2D reconstructed images from different MBIR methods with different number of views (2D fan-beam CT geometry; display window is
[800, 1200] HU). See the reference images and reconstructed images via FBP in Fig. 6 and Fig. S.2, respectively. See the error maps between the reconstructed
images and the ground truth for (a) in Fig. S.6 in the supplement.
condition number based selection schemes, i.e., κdes,ν in
(10) and κdes,µ in (11). We finely tuned the parameters λ, γ
to achieve good image quality. For PWLS-ST-`1, we chose
{λ, γ/λ, κdes,ν , κdes,µ} as follows: {1.3×106, 80, 30, 30} for
246 views; {9×105, 80, 30, 30} for 123 views. For PWLS-ST-
`2, we chose {λ, γ} as follows: {3×105, 20} for 246 views;
{1.6×105, 20} for 123 views. Note that λ and γ are in HU.
For PWLS-DL, we chose a maximum sparsity level of 25, set
an error tolerance as 60, and set a regularization parameter as
1.3×105 and 7×104 for 246 and 123 views, respectively. Similar
to the PWLS-ST method, we finely tuned these parameters to
achieve good image quality.
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Fig. 4. Comparison of 3D reconstructed images from different X-ray CT reconstruction methods with different number of views (axial 3D cone-beam
geometry; display window is [800, 1200] HU; displayed for the central axial, sagittal, and coronal planes; see the ground truth in Fig. S.4 in the supplement.)
In clinical data reconstruction, unless stated otherwise,
we used the same learned models, trained networks, and
reconstruction parameter sets listed above. We initialized
all methods with FBP reconstructions. For PWLS-EP, we
ran the relaxed OS-LALM for 50 iterations with 6 ordered
subsets, and chose the regularization parameter as 22.5 and
22 for 246 and 123 views, respectively. For PWLS-ST-`1,
we used the identical κdes,ν , κdes,µ, γ/λ values chosen in
the XCAT phantom experiments. To automatically select the
regularization parameter λ, we used the guideline described in
Section III-B4, and it is chosen as approximately 1.2×10−2
and 8×10−3 for 246 and 123 views, respectively. For PWLS-
ST-`2, we chose {λ, γ} as follows: {10−3, 35} for 246 views;
{5× 10−4, 40} for 123 views. For PWLS-DL, we chose a
maximum sparsity level of 25, set an error tolerance as 85,
and set a regularization parameter as 7×10−4 and 6×10−4
for 246 and 123 views, respectively.
4) 3D Cone-Beam - Imaging: In the 3D CT experiments,
we simulated an axial cone-beam CT scan using an 840×840×
96 volume from the XCAT phantom (air cropped, ∆x = ∆y =
0.4883 mm and ∆z = 0.625 mm). We generated sinograms of
size 888 (detector channels) ×64 (detector rows) ×{246, 123}
(984 is the number of full views) using GE LightSpeed cone-
beam geometry corresponding to a monoenergetic source with
ρ0 = 10
5 incident photons per ray and no scatter, and σ2 = 52.
We reconstructed a 420×420×96 volume with a coarser grid,
where ∆x = ∆y = 0.9766 mm and ∆z = 0.625 mm. We
defined a cylinder ROI for the 3D case, which consisted of
the central 64 of 96 axial slices and a circular (around center)
region in each slice. The diameter of the circle was 420 pixels,
which is the width of each slice.
5) 3D Cone-Beam - Training and Image Reconstruction:
Similar to the 2D experiments, we pre-learned square STs
using 8× 8× 8 patches (with an overlapping stride 2× 2× 2)
extracted from a 420×420×54 volume of the XCAT phantom,
which is different from the volume used for testing. Initialized
with the 3D DCT, we ran the transform learning algorithm [30]
for 1000 iterations with τ=5.63×1015, γ′ = 100 and ξ = 1.
For the PWLS-EP method, initialized with FBP recon-
structions, we ran the relaxed OS-LALM for 100 iterations
with 12 subsets and regularization parameter of 214, for both
246 and 123 views. For both PWLS-ST-`1 and PWLS-ST-
`2, we chose an 8 × 8 × 8 patch size with a patch stride
3×3×3. Initialized with converged PWLS-EP reconstructions,
we chose a maximum number of iterations Iter = 500 as the
stopping criterion. For the image update, we set IterADMM
as 2 (we empirically found that 2 PCG iterations provide
reasonable convergence behavior, see Fig. 2) for PWLS-ST-
`1, and set 2 relaxed OS-LALM iterations with 4 ordered
subsets for PWLS-ST-`2 [36]. For PWLS-ST-`1, we chose
{λ, γ/λ, κdes,ν , κdes,µ} as follows: {107, 15, 10, 50} for 246
views; {8× 106, 15, 10, 40} for 123 views. For PWLS-ST-
`2, we chose {λ, γ} as follows: {106, 18} for 246 views;
{8×105, 18} for 123 views.
B. Results and Discussion
1) Reconstruction Comparisons among Different MBIR
Methods: This section compares the reconstruction quality
9and runtime among the proposed MBIR method, PWLS-ST-
`1, and other three MBIR methods, PWLS-EP, PWLS-DL, and
PWLS-ST-`2. Table I shows that, for both 2D and 3D sparse-
view CT reconstructions of the XCAT phantom, the proposed
PWLS-ST-`1 model outperforms PWLS-EP and PWLS-ST-`2
in terms of RMSE. In addition, PWLS-ST-`1 using a square
transform (of size 64×64) achieves lower RMSE than PWLS-
DL using an overcomplete dictionary (of size 64 × 256) for
2D sparse-view reconstructions. Fig. 3(a) and Fig. 4 show the
reconstructed images for 2D and 3D phantom experiments,
with different reconstruction models and different number of
views. (See the corresponding error maps in the supplement.)
The proposed PWLS-ST-`1 consistently gives more accurate
image reconstructions compared to other MBIR methods.
Specifically, PWLS-ST-`1 has smaller errors in the heart region
(see zoom-ins in Fig. 3(a)) of 2D reconstructions than PWLS-
DL and PWLS-ST-`2. In addition, compared to PWLS-ST-
`1, PWLS-DL and PWLS-ST-`2 have some ringing artifacts
around the edges with high transition, e.g., edges between air
and soft tissues. (See a comparison of profiles of PWLS-ST-
`1 and PWLS-ST-`2 in the supplement.) In particular, PWLS-
ST-`2 and PWLS-DL give more visible ringing artifacts for
2D reconstruction from fewer views, and PWLS-ST-`2 has
these ringing artifacts for 3D reconstructions regardless of the
number of views (see zoom-ins in Fig. 4). Table II reports
runtimes of different MBIR methods in reconstructing the 123-
views XCAT phantom scan. (FBPConvNet is a non-MBIR
method and its runtime for processing a 512 × 512 image is
approximately one second with a TITAN Xp GPU.) While
providing better reconstruction quality, the proposed Algo-
rithm 1 of PWLS-ST-`1 has shorter runtime compared to the
algorithms of PWLS-DL and PWLS-ST-`2 in Section III-A.
Similar to the PWLS-EP algorithm, the reconstruction time
of the PWLS-DL, PWLS-ST-`2, and PWLS-ST-`1 algorithms
can be further reduced by using ordered subsets [51].
Fig. 3(b) shows that when tested on the clinical scan data,
the proposed PWLS-ST-`1 method improves reconstruction
quality in terms of noise and artifacts removal (e.g., see
zoom-ins for soft-issue regions), and edge preservation (e.g.,
see zoom-ins for bone regions), compared to PWLS-EP and
PWLS-ST-`2. Compared to PWLS-DL, PWLS-ST-`1 achieves
comparable image quality, but requires less computational
complexity.
The benefit of the proposed PWLS-ST-`1 over PWLS-ST-`2
can be explained when there exist some outliers for some z(i):
‖Ψ˜x−z(i)‖1 in (12) gives equal emphasis to all sparse codes
– from small to large coefficients that generally correspond
to edges in low- and high-contrast regions, respectively –
in estimating x; however, PWLS-ST-`2 adjusts x to mainly
minimize the outliers, i.e., it may not pay enough attention
to reconstruct regions with small coefficients. The histogram
results in Fig. 1 reveal model mismatch of PWLS-ST-`2 over
the iterations. Fig. 3, Fig. 4, and Table I show that PWLS-ST-
`1 can moderate model mismatch, and provides more accurate
reconstruction than PWLS-ST-`2.
2) Algorithm Convergence Rate: Our main concern in
convergence rates of Algorithm 1 lies with an inaccurate
preconditioner (e.g., circulant one) particularly for the 3D
TABLE I
RMSE (HU) OF DIFFERENT 2D AND 3D X-RAY CT RECONSTRUCTIONS
WITH DIFFERENT NUMBER OF PROJECTION VIEWS (XCAT PHANTOM
EXPERIMENTS)
Viewsa FBP
PWLS-
EP
PWLS-
DL
PWLS-
ST-`2
PWLS-
ST-`1
2Db
246 60.5 30.7 24.9 26.9 21.5
123 82.7 35.0 26.9 30.9 25.8
3Dc 246 58.0 29.3 - 27.2 22.2
123 80.2 36.9 - 30.2 25.6
aThe 246 and 123 projection views correspond to 25% and 12.5% of
the full views, 984, respectively.
bFor the 2D CT experiments, fan-beam geometry was used.
cFor the 3D CT experiments, axial cone-beam geometry was used.
TABLE II
COMPARISONS OF RUNTIME AMONG DIFFERENT MBIR METHODS (2D
FAN-BEAM, XCAT PHANTOM EXPERIMENTS, AND 12.5% (123) VIEWS)
PWLS-EPa PWLS-DLb PWLS-ST-`2b
PWLS-ST-`1c
(Alg. 1)
2 minutes 1133 minutes 95 minutes 80 minutes
aThe PWLS-EP method used 100 iterations with 12 ordered subsets.
bThe PWLS-DL and PWLS-ST-`2 methods used 1000 outer iterations.
cThe PWLS-ST-`1 method used 1000 outer iterations.
The runtimes were recorded by Matlab implementations on two 2.6 GHz
CPUs with 12-core Intel Xeon E5-2690 v3 processors.
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Fig. 5. RMSE convergence behavior for PWLS-ST-`1, PWLS-ST-`2, and/or
PWLS-DL in different CT geometries and projection views.
sparse-view CT reconstructions. To see the effects of using
a loose preconditioner in Algorithm 1, we compared the con-
vergence rates of the 3D case with those of 2D (Fig. 5(a) and
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Fig. 6. Generalization capability comparisons between the proposed PWLS-ST-`1 MBIR method and FBPConvNet “denoising” method [14] with different
number of views (2D fan-beam CT geometry; display window is [800, 1200] HU). For the clinical data, we applied PWLS-EP reconstruction to full-view
(984) sinogram to generate the reference image.
Fig. 5(b)). In the first 100 iterations, Algorithm 1 converges
faster in 2D experiments than 3D experiments. However,
after 100 iterations, the convergence rates of Algorithm 1
are similar in both 2D and 3D reconstructions. In addition,
more PCG (with a circulant preconditioner) iterations does
not significantly accelerate Algorithm 1 (see Fig 2). These
empirically observations imply that, in the 3D sparse-view CT
reconstructions, Algorithm 1 using a circulant preconditioner
(2 PCG iterations) is a reasonable choice.
3) Generalization Capability Comparisons between a “De-
noising” Deep NN and the Proposed PWLS-ST-`1 Method:
This section compares the generalization capabilities between
the proposed MBIR method, PWLS-ST-`1, and a denoising
deep NN, FBPConvNet [14], that are trained from the phantom
data; in particular, we tested the trained PWLS-ST-`1 and
FBPConvNet models to phantom and clinical scan data. The
results in Fig. 6 show that the non-MBIR FBPConvNet method
has higher overfitting risks, compared to the proposed PWLS-
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Fig. 7. Comparison of reconstructed images from clinical data for the proposed PWLS-ST-`1 method with different combinations of regularization parameters
λ and γ (2D fan-beam CT geometry; display window is [800, 1200] HU).
ST-`1 MBIR method. When tested on clinical scan data,
PWLS-ST-`1 achieves much more accurate reconstruction,
compared to FBPConvNet. See Fig. 6(b). When tested on
phantom data, FBPConvNet generates more unnatural features
as the number of views reduces, although it gives lower
RMSE values compared to PWLS-ST-`1. See zoom-ins in
Fig. 6(a). The FBPConvNet results above correspond to those
in the recent work [16] that FBPConvNet [14] generated some
unexpected structures.
4) Parameter Selection and Sensitivity of the Proposed
PWLS-ST-`1 Method: This section describes our parameter se-
lection strategy for PWLS-ST-`1 reconstruction, and discusses
its parameter sensitivity. Our strategy to select its parameters,
{λ, γ/λ, κdes,ν , κdes,µ}, in the XCAT phantom experiments is
given as follows. We first chose the hard-shrinkage parameter
γ/λ according to the sparsity based guideline described in
[36] (specifically, the percentages of non-zero elements in the
sparse codes after some outer iterations of Algorithm 1 are
4 − 5%); given chosen γ/λ, we ran a coarse grid search for
selecting the regularization parameter λ and the desired con-
dition numbers κdes,ν =κdes,µ in Section II-C4. (In particular,
we found that κdes,ν , κdes,µ ∈ [10, 50] are reasonable for fast
and stable convergence of Algorithm 1.)
Our strategy to select the regularization parameter λ for
new data, e.g., the GE clinical data in Section III-A1, is
given as follows. Given fixed CT geometry, we first compute
diagonal majorizers for ATWA in (P) (see details in [52])
for both the phantom and clinical data, and calculate the mean
values of their diagonal elements within a circular ROI. Next,
we apply the ratio of these two mean values to the chosen
regularization parameter from the phantom experiments, and
obtain λ for the clinical data experiments. This procedure aims
that the selected λ values give similar regularization strength
– particularly across the pixels (or voxels) – to both MBIRs in
phantom and clinical data experiments. We found that the other
hyperparameters {γ/λ, κdes,ν , κdes,µ} chosen in the phantom
experiments work well in the clinical data experiments.
Fig. 7 studies the influence of regularization parameters λ
and γ on PWLS-ST-`1. Given a fixed hard-shrinkage parame-
ter γ/λ, a larger λ value better removes noise (or unwanted ar-
tifacts), but too large λ can oversmooth reconstructed images;
compare Fig. 7(a) and Fig. 7(b). Given a fixed regularization
parameter λ, a larger γ value leads to lower sparsity in sparse
codes and achieves better noise reduction, but too large γ can
remove some edges (e.g., in bone regions); compare Fig. 7(c)
and Fig. 7(d). In particular, Fig. S.8 in the supplement shows
that once the λ value is properly chosen, PWLS-ST-`1 is robust
to a wide range of γ values.
IV. CONCLUSION
We presented a new MBIR approach for sparse-view CT,
PWLS-ST-`1 that combines PWLS reconstruction and `1 prior
with a learned ST. In addition, we analyzed the empirical
MSE for the image update estimator, and the MMSE for
the `2-norm relaxed image update estimator of the proposed
PWLS-ST-`1 model: the analysis reveals that as the “denoised”
sparse codes approach those of the true signal in the learned
transform domain, one can obtain better image reconstruction.
We introduced an efficient ADMM-based algorithm for the
proposed PWLS-ST-`1 model, with a new ADMM parameter
selection scheme based on (approximated) condition numbers.
This scheme provided fast and stable convergence in our
experiments and helped tuning ADMM parameters of the
proposed algorithm for different datasets and different CT
imaging geometries.
For sparse-view 2D fan-beam CT and 3D axial cone-beam
CT, PWLS-ST-`1 significantly improves the reconstruction
quality compared to conventional methods, such as FBP and
PWLS-EP. The comparisons between PWLS-ST-`1 and the
existing PWLS-ST-`2 model suggest that, model mismatch
exists between the training model (1) and the `2 prior used
in PWLS-ST-`2. The proposed PWLS-ST-`1 method using
`1 prior can moderate this model mismatch, and achieved
more accurate reconstructions than PWLS-ST-`2. Our results
with the XCAT phantom data and clinical data show that, for
sparse-view 2D fan-beam CT, PWLS-ST-`1 using a learned
square ST achieves comparable or better image quality and is
much faster compared to the existing PWLS-DL method using
learned overcomplete dictionary. Our results with clinical data
indicate that, deep “denoising” NNs (e.g., FBPConvNet [14])
can have overfitting risks, while MBIR methods trained in an
unsupervised way do not suffer from overfitting, and give more
stable reconstruction.
Future work will explore PWLS-ST-`1 with the technique of
controlling local spatial resolution or noise in the reconstructed
12
images [49], [53] to further reduce blur, particularly around the
center of reconstructed images (see [41, Appx.] and [36]). On
the algorithmic side, to more rapidly solve the block multi-
nonconvex problem (P), we plan to apply block proximal
gradient method using majorizer [24], [26] that guarantees
convergence to critical points, or design a more accurate
preconditioner that allows the parameter selection scheme in
Section II-C4.
APPENDIX A
NOTATION
Bold capital letters represent matrices, and bold lowercase
letters are used for vectors (all vectors are column vectors).
Italic type is used for all letters representing variables, pa-
rameters, and elements of matrices and vectors. We use ‖·‖p
to denote the `p-norm and write 〈·, ·〉 for the standard inner
product on CN . The weighted `2-norm with a Hermitian posi-
tive definite matrix A is denoted by ‖·‖A =
∥∥A1/2(·)∥∥
2
. ‖·‖0
denotes the `0-norm, i.e., the number of nonzeros of a vector.
The Frobenius norm of a matrix A is denoted by ‖A‖F . (·)T ,
(·)H indicate the transpose and complex conjugate transpose
(Hermitian transpose), respectively. sign(·) and det(·) denote
the sign function and determinant of a matrix, respectively.
For self-adjoint matrices A,B ∈ CN×N , the notation B  A
denotes that A−B is a positive semi-definite matrix.
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This supplement provides additional results to accompany
our manuscript [54]. We use the prefix “S” for the numbers in
sections, equations, figures, and tables in the supplementary
material.
A COMPARISONS OF A DEEP NEURAL NETWORK TRAINED
WITH “NOISY” TARGETS AND “CLEAN” TARGETS
Based on the “Noise2Noise” approach [21], we trained a
FBPConvNet [14] network with “noisy” targets by using pairs
of FBP-reconstructed images from 123-views and full (984)-
views scans. We trained another FBPConvNet network with
“clean” targets by using pairs of FBP-reconstructed images
from 123-views scans and ground truth images. See training
details in Section III-A2. Fig. S.1 shows image results of
FBPConvNet using noisy targets and clean targets. The image
using noisy targets is over-smoothed in bone regions and
loses many structural details in lung regions, compared to the
one using clean targets. The reason is twofold based on the
limitations of the Noise2Noise approach. First, Noise2Noise
assumes noise on noisy targets to be zero-mean. However, it is
unclear what distributions the artifacts or noise on noisy targets
follow. Second, it is difficult to determine which loss function
is optimal or reliable for training with noisy targets. This
comparison suggests that for methods trained with supervised
learning, one would expect improved results by using clean
targets in the training processes.
B ADDITIONAL RESULTS
Fig. S.2 shows the FBP reconstructions from the phantom
data and the clinical data with 25% (246) projection views and
12.5% (123) projection views.
Fig. S.3 shows an example of the profiles of PWLS-ST-
`1 and PWLS-ST-`2. PWLS-ST-`2 suffers from Gibbs phe-
nomenon due to the model mismatch, and has some ringing
artifacts around the edges with high transition.
Fig. S.4 shows the XCAT phantom in the ROI of size 420×
420× 64 used for testing in our 3D experiments.
Fig. S.5 shows that the proposed PWLS-ST-`1 method
provides very similar reconstructed images with three different
initialization images for both phantom data and clinical data,
indicating that PWLS-ST-`1 is robust to different initializa-
tions. (We used the same parameters for the three cases and ran
a sufficient large number of iterations (i.e., 5000 iterations) for
the case initialized with an image of all ones.) Using a better
initialization (e.g., the reconstructed image with PWLS-EP),
the proposed PWLS-ST-`1 method converges faster.
Fig. S.6 shows the error images (corresponding to
Fig. 3(a)) of 2D reconstructions with the PWLS-EP, PWLS-
DL, PWLS-ST-`2, and PWLS-ST-`1 methods. The proposed
PWLS-ST-`1 approach consistently provides more accurate
reconstructions compared to the other methods. Specifically,
PWLS-ST-`1 has smaller errors in the heart region (see zoom-
ins) of 2D reconstructions than PWLS-ST-`2 and PWLS-
DL. In addition, PWLS-ST-`1 does not have ringing artifacts
around the edges with high transition. Compared to PWLS-
ST-`1, PWLS-ST-`2 and PWLS-DL give more and stronger
ringing artifacts in reconstruction for 123 views (see zoom-
ins).
Fig. S.7 shows the error images (corresponding to
Fig. 4) of 3D reconstructed images with the FBP, PWLS-
EP, PWLS-ST-`2, and PWLS-ST-`1 methods. The proposed
PWLS-ST-`1 method achieves the lowest RMSE by reducing
more noise and reconstructing structural details better, com-
pared to the other methods. In particular, PWLS-ST-`2 has
some ringing artifacts around the edges with high transition
for both 123 and 246 views (see zoom-ins).
Fig. S.8 shows an additional comparison of 2D recon-
structed images from clinical data for the proposed PWLS-
ST-`1 method with 25% (246) views and different γ values.
The reconstruction with γ/λ = 1000 is very smilar to the
one with γ/λ = 500, and only slightly smoother than the one
with γ/λ = 200. These results show that in reconstructing the
clinical data, once the λ value is properly chosen, PWLS-ST-
`1 is robust to a wide range of γ values.
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(a) The input FBP image (123 views) (b) Ground truth
(c) The FBPConvNet result image using noisy targets (d) The FBPConvNet result image using clean targets
Fig. S.1. Comparison of FBPConvNet result images using noisy targets and clean targets. (a) RMSE = 82.7 HU; (b) RMSE = 54.8 HU; (c) RMSE = 23.9
HU. Display window is [800, 1200] HU.
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(a) Phantom data, 25% (246) views (b) Phantom data, 12.5% (123) views (c) Clinical data, 25% (246) views (d) Clinical data, 12.5% (123) views
Fig. S.2. The FBP reconstructions from the phantom data and the clinical data with different number of views. Display window is [800, 1200] HU.
5 10 15 20
Pixel Coordinates (horizontal)
0
500
1000
1500
In
te
ns
ity
 (H
U)
Fig. S.3. Profile of XCAT reconstructions for the PWLS-ST-`2 and PWLS-ST-`1 methods (2D fan-beam and 123 views). The profile location is indicated
by a green line.
Fig. S.4. The XCAT phantom in the ROI of size 420× 420× 64 used for testing in our 3D experiments. Display window is [800, 1200] HU.
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(a) PWLS-EP initialization (b) FBP initialization (c) Initialized with a constant image
(d) PWLS-EP initialization (e) FBP initialization (f) Initialized with a constant image
Fig. S.5. Comparison of 2D reconstructed images from phantom data (first row) and clinical data (second row) for the proposed PWLS-ST-`1 method with
different initializations. (2D fan-beam CT geometry with 123 views; display window is [800, 1200] HU). (a) RMSE = 25.8 HU; (b) RMSE = 25.9 HU; (c)
RMSE = 26.3 HU.
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Fig. S.6. Corresponding error images of 2D reconstructed images from different X-ray CT reconstruction models with different number of views (2D fan-beam
CT geometry and ρ0 = 105). Display window is [0, 100] HU.
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Fig. S.7. Corresponding error images of 3D reconstructed images from different X-ray CT reconstruction models with different number of views (axial 3D
cone-beam geometry and ρ0 = 105; display window is [0, 100] HU; displayed for the central axial, sagittal, and coronal planes).
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(a) λ = 10−2, γ/λ = 50 (b) λ = 10−2, γ/λ = 200
(c) λ = 10−2, γ/λ = 500 (d) λ = 10−2, γ/λ = 1000
Fig. S.8. Comparison of 2D reconstructed images from clinical data for the proposed PWLS-ST-`1 method with 25% (246) views and different γ values.
Display window is [800, 1200] HU.
