Abstract: Background: The rapid improvement in technology enables an Electroencephalogram (EEG) to detect a diverse range of brain disorders easily. The design of sophisticated signal processing methods for an efficient analysis of the EEG signals is exceptionally essential. Raw EEG signal is contaminated by noise and artefacts that modify the spectral-spatial and temporal information of the signal and renders inaccurate clinical interpretation. Denoising of the signal is the first step to refine the signal quality and identify patient's mental state from the signal although it is not an easy task because of high dimensionality and complexity of EEG signal. The present study highlights three conditions of the brain namely stroke, brain death, and a healthy state. The primary concern is to detect the most abnormal conditions of the brain, i.e., an EEG with a critical stage.
INTRODUCTION
Electroencephalography (EEG) is a non-invasive procedure that is extensively used to study several clinical and non-clinical applications [1] . EEG signals are crucial to understanding the behavior of the brain. These signals being nonlinear and non-stationary characteristics, it is challenging to construe the functionality by visual analysis and linear techniques. The recorded signals are short duration impulsive electrical bustle inside the brain as the interface with the nervous system is usually electrical. Further, the neurons inside the brain are subjected to the processing by altering the course of the electrical currents through their membranes *Address correspondence to this author at the Department of ECE, School of Engineering and Technology, Mody University of Science and Technology, Lakshmangarh, 332311, India; Tel/Fax: +91 1573 2250(01-12), +91 1573 225041; E-mail: satyajitanand.cet@modyuniversity.ac.in and these currents which are logged from the scalp by positioning electrodes. Typically, brain stroke caused by blockage or ruptured of blood vessel around the brain, or the heart stops functioning, and the brain goes lack of nutrients and oxygen. On the other hand, Brain death is a neurological death. The brain consists of two parts: the cortex and the brain stem, the cortex is in the upper portion of the brain and its area is larger. The cortex controls the activities like reading, talking and writing. If the cortex gets damage, the person may go into coma and loss of consciousness. Brain death is not a coma, it means whole brain die and it is irreversible i.e., a person may not regain his consciousness after brain death. On the other side, the brain stem is located on the top of spinal cord and it controls the human body's nervous system. If brain stem dies, all the organs will die due to oxygen deprivation [2] . Presently, the EEG is widely used to diagnose the brain-related diseases like seizure, epilepsy, coma-tose condition, brain-dead state, brain fever, Alzheimer's, cerebral dysfunctions, etc. This tool is also used to know the cause of unconsciousness in comatose patients [3] . Spectral information of EEG signal can be obtained by focusing on the frequency bands, namely, Alpha waves (8-12 Hz), Beta waves (12-30 Hz), Gamma waves (above 30 Hz), Theta waves (4-8 Hz) and Delta waves (1-4 Hz). These enable easy understanding for an accurate diagnosis of the classifications as mentioned above, signifing a different mental state of a patient. The alpha wave denotes the state of relaxation period with eyes closed in adults. The beta wave indicates a conscious and an alert mind with eyes open. The gamma waves mean higher brain activity including greater processing and reasoning tasks. The theta waves represent deep sleeping for people above the age group of 13, and lastly, the delta waves indicate the stages of sleep in young children with an indication of pathological states of neuronal difficulty [4] . A medical diagnosis necessitates accuracy in the signals that are usually tainted attribute to noises and artefacts. For example; electromyography (EMG) caused by regular activities such as blinking of the eyes, swallowing the saliva and so on or sometimes due to technical anomalies [5] . Due to the smaller amplitude of the EEG signals, they are susceptible to noising. For assessing the tainted signal, filtering is employed. Since this research uses Fuzzy filter and wavelet orthogonal filter for filtering and denoising of the EEG signals and SVM for classification of the signals to categorize them in three conditions, a comprehensive study on these methods is delineated. Three states of the brain are considered, i.e., stroke, brain death, and healthy status. A stroke might be ascribed to the complications concerning the blood supply to the brain such as blocking of blood supply or the rupture of a blood vessel inside the brain, leading to the death of the brain tissue. A stroke considered as a medical emergency. On the other hand, brain death is the overall and perpetual damage to the brain functions caused due to a disastrous accident injuring the head. The EEG for these three conditions will, therefore, differ. For that purpose, we classify the EEG signals according to its characteristics to cater to the numerous needs of the medical diagnosis and aid in saving patients' lives by providing accurate results.
RELATED WORK
The work carried out by Chen et al. [6] has shown that EMG is a round noise centered on the production of EMG. The study undertook an innovative filter by employing a collective Neural Network (NN) comprised of a signal with noise and a preferred input signal. However, the incremental and batch mode are used in the learning phase of the network which relatively seems to be improved than the general NN filters. The collective NN filter additionally decreases the additive and multiplicative white noise in the signals that correspondingly uphold the features of the signals. Garg et al. [7] described a method for identifying brain abnormalities by employing discrete wavelet transform using MATLAB. EEG data were assumed to be the input to the wavelet transforms which propound in achieving the elimination of the unwanted frequencies and enables the DWT levels to categorize the EEG waves. Once the delta wave is recognized and computed, the characteristics parameters such as namely Mean, Max, Min and median are considered for calculation, to which, the ANN is employed for classification. The proposed approach provides higher efficiency, and can easily differentiate between a normal and an epileptic EEG. Garett et al. [8] presented linear and nonlinear methods to deal with the datasets that are required to be used in the proposed methodology. In this research, various communication methods have been performed between humans and computers. The work deals with the synchronization of the human brain with the computer with the help of the EEG signals. In the research carried out by Araghi [9] , two different techniques are implemented for artefact denoising in EEG signals. The first technique is based on Wavelet transform and the second method is based on adaptive linear neural networks (ADALINE). ADALINE is a computerized machine developed to signify or simulate the capacity of the brain to identify and distinguish; however, their transfer function is relatively linear than hardlimiting. The learning rule, LMS (Least Mean Squares) is considerably dominant than the perceptron learning rule, is also implemented. Haselsteiner and Pfurtscheller [10] have proposed an approach that associates two different topologies of neural networks. These topologies are instigated to categorize a particular experimental EEG data from a Brain-Computer Interface (BCI). They also described the time series classification and the used classifiers. Standard Multi-Layer Perceptron (MLPs) is employed as a typical technique intended for classification. They are further compared to Finite Impulse Response (FIR) MLPs that employ FIR filters as a replacement of the static weights to enable temporal processing inside the classifier. The findings determine an improved performance of the FIR MLP compared with the standard MLP. The work carried out by Larsen [11] was to build a system that provides an interface between the brain and the computer that is, the BrainComputer Interface (BCI) that permit persons to play and control a game with their brain waves. Shukla et al. [12] devised a fuzzy based multilevel median filter for denoising images. The filter, able to denoise a mixture of noises, was centered on the fuzzy classical filter and multilevel median filter. Similarly, Plataniotis et al. [13] proposed a multichannel signal processing having a generic design comprising of nonlinear filters, fuzzy membership functions along with distance conditions. This method was established on the adaptive fuzzy filtering that employs adaptive weights in the filter. Adam et al. [14] suggested a feature selection and classifier based on Particle Swarm Optimization (PSO), in that different version of PSO was analyzed for study. This proposed selection scheme offers good peak detection and high classification rate. The standard PSO was developed as a random asynchronous particle swarm optimisation. Lahmiri et al. [15] implemented an accurate system for distinguishing the normal and abnormal EEG records based on its characteristics. Here, the Support Vector Machine (SVM) classification technique was utilized to classify the abnormality with respect to different kernels. The intention of this paper was to develop a simple classi-fication system with increased efficiency for separating the healthy, and seizure free segments. Deb et al. [16] utilized a variational Mode Decomposition (VMD) technique for analyzing and classifying the cold speech. In this system, the speech signal was decomposed into varying number of modes or sub-signals for characterization of crisp speech. Also, various features such as mean, variance, kurtosis, and skewness were extracted from the decomposed signals. This framework contains the stages of preprocessing, mode decomposition, feature extraction, weight assignment, and classification. The benefit of this work was, it offered a better recognition rate for the IITG cold speech database. Flores-Fuentes et al. [17] introduced an opto-mechanical system by using the multivariate outlier mining and regression feedback techniques. This paper intended to increase the detection rate by using the artificial intelligence algorithms. Lahmiri [18] utilized a Generalized Hurst Exponent (GHE) estimate for characterizing the normal and abnormal EEG signals. Here, the dynamics of healthy and epileptic signals were explained with the epochs free of seizure. Moreover, the existence of difference was verified by performing the robust statistical tests. Lahmiri [19] analyzed the performance of wavelet thresholding on both empirical and variational mode domains. In this system, the functionalities of Empirical Mode Decomposition (EMD) and Discrete Wavelet Transform (DWT) were integrated for removing the Gaussian noise from the ECG signals. The EMD was considered as an adaptive technique for decomposing the ECG signals. Lahmiri and Boukadoum [20] utilized a weighted bio-signal denoising approach for the analysis of ECG and EEG signals. In this paper, different techniques such as Discrete Wavelet Transformation (DWT), Empirical Mode Decomposition (EMD) and Constrained Least Square (CLS) models were utilized to increase the detection rate. Rodríguez-Quiñonez et al. [21] developed a Feed Forward Back Propagation (FFBP) framework for improving the accuracy of 3D laser scanner.
MATERIAL AND METHODS
The motto of this paper is to develop a system for predicting the brain abnormalities. In view of this, first, we select the EEG data set. Next, EEG signals are preprocessed to remove artefacts or noise using fuzzy and orthogonal wavelet filter and then features are extracted using wavelet. Finally, the most apt features are selected and feed to the ANN system to predict the judgment level.
EEG Data Collection
The EEG data set under investigation three class labels that are, 'Normal EEG signal,' 'Brain stroke signal' and 'brain death signal,' are taken from Max healthcare, Shalimar Bagh, New Delhi. Sample of EEG and filtered EEG signals of Normal EEG signal, Brain stroke signal and Brain death signal are shown in Fig. (1a, b and c) respectively. The data Fig. (1a) . Normal and filtered EEG signal. Fig. (1b) . Stroke and filtered stroke EEG signal. Fig. (1c) . Brain death and filtered brain death EEG signal. consist of 50 healthy persons (35 male and 15 female), eight patients with brain stroke(6 male and two female), and 15 patients with brain death (13 male and two female). An overview of the proposed system is shown in Fig. (2) . Twenty-five high chloride electrolyte gel electrodes were used to record the EEG using 10-20 electrode system as shown in Fig. (3) (left) . For each test recording, a roughly 6 minutes duration and the recordings include: open eyes, closed eyes, eye moves, and closed eyes with a flash of light at two different frequencies (5Hz and10Hz). For brain death signal, the test was performed twice with an interval of 6 hours before brain death is declared. These EEG signals were recorded with sampling rate at 256 Hz as shown in Fig. (4) (right) . 
Preprocessing
A denoising approach without preprocessing in a filter will instigate difficulties and provide inapt outcomes. Numerous filtering methods such as linear processing were suggested in the past Linear processing techniques in which the mathematical intelligibility along with the presence of an amalgamating model shaped the structure and execution of the system effortlessly [22] . This lucidity besides system efficiency was perhaps the reason to adopt this approach in multiple applications. On the other hand, these filters make use of Gaussian model for the statistical features of the causal development and attempt to enhance the constraints of a system as per application. However, linear processing methods usually distort the edges and delicate specifics of the images [23, 24] . The fuzzy filtering is contemplated to substitute a noisy signal by an exemplary value which will reduce the value of the metric regarded as the function of the filter's output and the neighbors. For this study, the Asymmetrical Triangular fuzzy filter with median center (AT-MED) is incorporated, which is a one phase filter that does not comprise a noise classifier. It is straightforward and fast to implement and suppress low, medium and high levels of noise significantly as compared to median filter and moving average filter. This ATMED is used for filtering impulse, random and mixed noise. The following equation gives the generic output of the fuzzy filter for a one-dimensional signal:
Where, X(i+r) is the input signal, F [X(i+r)] is the general window function, and W is the dimension of the window. ATMED is demarcated by putting in asymmetrical triangular fuzzy membership weighted function in (1) in a moving window F [X(i+r)] given as:
Where X min (i), X med (i) and X max (i) are the minimum, median and maximum values in the window at discrete index (i). The amount of asymmetry is subject to the disparity among X med (i) -X min (i) and X max (i) -X med (i). Wavelets are capable of functionally confining a signal in both time and frequency space, therefore, enabling the transformed data to be concurrently examined in both domains [25] . The wavelet transform of the signal plus noise produces the wavelet coefficients that indicate the correlation coefficients among the noise-corrupted EEG and the wavelet function. Higher coefficients produced the noise impacted areas whereas smaller coefficients are produced in the areas consistent to the definite EEG signal. Thus, the larger coefficients will be considered as an approximation of noise. An apt threshold bound is established that will disperse the noise and the signal coefficients, which is defined by [26] : (3) Where M is the total number of samples, σ is the standard deviation of the noise and λ is the wavelet threshold. The consequence of removing the unwanted coefficients is the elimination of noise; however, the held coefficients signify the wavelet coefficients of the signal after removal of noise. By considering the inverse wavelet transform, denoising is achieved [27, 28] .
Feature Extraction
After obtaining the filtered EEG, numerical features from the wavelets are extracted using the Multi-signal wavelet packet decomposition method. Wavelet packet decomposition is an extension of the wavelet decomposition. It consists of many fold foundations that cause dissimilar grouping functioning and encompass the deficiency of preset timefrequency decomposition in Discrete Wavelet Transform. Here, wavelet decomposition is required to divide the actual signal to two subspaces namely, lower frequency and higher 
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frequency of data signal. The decomposition of a lower frequency component of the signal is recurrent. Finally, the extracted features are fed to the ANN system to predict the intelligence level. In this proposed work, the feature vector is based on spectral feature, temporal feature and amplitude distribution estimation. The primary motive of the spectral analysis is to characterize the average power at a frequency in the signal. Under that the spectral power is calculated based on the periodogram, this method provides reasonably high resolution for sufficient long data length. This analysis is carried out in a way that Periodogram as an estimator of the Power Spectral Density. In which the random signal has finite average power and therefore, can be characterized by an Average power spectral density. 
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Where, S-Stationary wavelet transform, W-applied window function, L-number of samples in the time and frequency domain, -frequency interval.
Temporal Features
Zero Crossing Rate,
Additionally, the temporal feature provides an excellent resolution for EEG. The temporal and spectral characteristics contribute to the efficient accuracy over the classification of EEG signals. In this process, zero crossing rate and short-term energy are analyzed. The Zero-Crossing Rate (ZCR) can be represented as a change in signal of its sign; this can be defined as a time domain measure of signal complexity. The Short-Term Energy (STE) is stated as a sum of the square of every sample in the segment. This helps the action to distinguish among healthy, stroke and brain death EEG signal.
Artificial Neural Network Model
Artificial Neural Network is a scientific methodology which endeavors to reproduce the efficient functions and structures of the biological neural networks. The network is constituted of an interrelated set of artificial neurons to the method the input. ANN is a robust system that transforms its structure depending upon the external and internal statistics that run via the network throughout the learning segment. However, generally, ANNs are employed to represent the multifaceted associations between inputs and outputs that are recognized mathematically [29] . Fig. (4) depicts the structure of the Neural Network about the classification of the EEG signal [30] . The notion is to train the neural network to regulate the connection weights and biases with the purpose of generating the optimum result. During the phase where training takes place, the network input is the feature vectors, and correspondingly the network will modify the variable parameters, the weights, and biases, for describing the association among the input and the outputs. Since ANNs have been for the most part beneficial for composite pattern recognition and classification tasks, ANNs are widely implemented in the medical domain for patterning, data analysis and classifying the diagnosis. However, the back propagation (BP) algorithm has generally been employed in classification problems [31] . The three extracted features were considered as input neurons to the neural network algorithm. The output layer should contain three neurons for the three EEG signal classification using Neural Network to classify. In this case, back propagation algorithm is used to train the neural network along with log sigmoid activation function and learning rate is 0.1. Fig. (4) . Performance of ANN.
The number of neurons is used in the hidden layer is 20. In this paper, for 73 data samples, 73×29683 matrix is used for each electrode. Each data sample has 29683 observations. On the other side, class label matrix is 73×1. In this case, three significant features were obtained for each data sample to reduce the dimension of the input data matrix. As a result, the data sample size in this study is 73×3.Here, 5-fold Leave One Out (LOO) cross-validation techniques are used to evaluate the performance of the classifier because of small data size. In leave one out cross validation; one data was considered as a test data and remaining 72 data samples as training data. In this case, Leave One Out (LOO) was repeated 72 times so that each data is once into test data and 72 times as a training data, and this 72 times LOO was repeated for 5 times to evaluate the performance of the ANN classifier.
Performance Assessment
The analysis of the performance is carried out by computing several parameters such as Signal-to-Noise Ratio (SNR), Peak Signal-to-Noise Ratio (PSNR), Total Harmonic Distor- Output Wave tion (THD), Mean Squared Equation (MSE) and classification accuracy, sensitivity and specificity. For this study, the SNR, THD classification accuracy values are evaluated.
EXPERIMENTAL RESULTS AND DISCUSSION
The dataset studied are scanned and fed into the MATLAB interface. The initial and filtered waveform of the healthy, stroke and brain death EEG signal are depicted in Fig. (1a-c) respectively. For the pretreatment of the waveforms, the Fuzzy filter has implied. The wavelet transform is applied on the pre-processed waveforms. In this case, the Daubechies-8 wavelet with five decomposition levels is done. Since this method normalized the waveforms extensively, the classification of the normalized signals was not possible; therefore, Wavelet Orthogonal filter is implemented to denoise the signals completely. The pattern recognition neural network is depicted in Fig. (5) . After obtaining the filtered EEG, numerical features from the wavelets are extracted using the Multi-signal wavelet packet decomposition method. For the classification of these features based on the three conditions of the brain, 20 neurons have been taken in the ANN as shown in Fig. (6) . The three states are trained in the second stage to compare the signals with them and classifying the EEG for diagnosing the brain abnormalities.
Further, estimation of SNR is required to evaluate the performance of the methods used. If SNR is too small, it becomes challenging to identify anatomical structures because tissue characterization fails. High SNR value is essential as the algorithms may perhaps be sensitive to noise. For calculating SNR, the equation given by:
Where A signal and A noise are the amplitude and noise of the signal respectively.THD is described as the fraction of the sum of the powers of all harmonic components to the power of the fundamental frequency. THD+N stands for total harmonic distortion plus noise. Harmonics distortion and noise occurred due to different reasons such as electromagnetic interference, lighting, thermal noise, and others. As a consequence, the signal may include the significant percentage of THD in addition to the signal. Higher the THD, the more distorted will be the signal. A signal, no matter how distorted, can be defined as the composite of a fundamental wave, and one or more so-called harmonic waves. The appearance of all these individual harmonics can be stated as total harmonic distortion, and if noises incorporate with this, it is called total harmonic distortion plus noise. It is generally either expressed in term of percentage (%) or decibel (dB). The mathematical formula for calculating THD+N is shown below: (7) Where N is noise. To ascertain each signal, it is imperative to know the values of these parameters. The THD and SNR values for the twenty-five channels are depicted in Table 1. The performance of the ANN is depicted in Fig. (6) , wherein the number of iterations is 80, and during the 74th iteration it was found to be the best validation performance of ANN is 0.2303.
Analysis of Confusion Matrix
For this research work, multiclass classification is performed. Here, a value "−1" is assigned to normal EEG signal, a value "0" is assigned to Brain stroke signal and "+1" is assigned to Brain death signal. The performance of the ANN classifier is evaluated using overall confusion matrix as shown in Table 2 . Fig. (6) . Structure of neural network in classifying the EEG signals [12] . 
