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Abstract-The problem of missing mass in statistical inference (posed by McAllester and Ortiz, NIPS'02; most recently revisited by Changa and Thangaraj, ISIT'2019) seeks to estimate the weight of symbols that have not been sampled yet from a source.
So far all the approaches have been focused on the IID model which, although overly simplistic, is already not straightforward to tackle. The non-trivial part is in handling correlated events and sums of variables with very different scales where classical concentration inequalities do not yield good bounds.
In this paper we develop the research on missing mass further, solving the problem for Markov chains. It turns out that the existing approaches to IID sources are not useful for Markov chains; we reframe the problem as studying the tails of hitting times and finding log-additive approximations to them. More precisely, we combine the technique of majorization and certain estimates on set hitting times to show how the problem can be eventually reduced back to the IID case. Our contribution are a) new technique to obtain missing mass bounds -we replace traditionally used negative association by majorization which works for a wider class of processes b) first (exponential) concentration bounds for missing mass in Markov chain models c) simplifications of recent results on set hitting times and d) simplified derivation of missing mass estimates for memory-less sources.
Index Terms-Markov chains, missing mass problem, concentration bounds
I. INTRODUCTION

A. Missing Mass Problem
The missing mass problem studies the behavior of unseen symbols when sampling from a memory-less source. One wants to estimate the probability of elements that have not been visited during n-steps (n subsequent samples from a source). Since so far only IID sources have been studied [1] , [3] , [10] , [12] , [13] , it is natural to extend results to process with memory. In this paper we develop such results for Markov chains.
B. Proof Outline for IID
For the IID case ( [1] , [3] , [10] , [11] and followed-up works improving bounds) one proves tail bounds as follows Consider subsequent symbols X 1 , . . . , X n . The fundamental observations is that the collection variables I(X i = j) indexed by tuples of i, j (indicators of whether we hit symbol j at time i) are negatively associated (referred to as NA). This follows in two parts; first this is clearly true for any fixed i (indeed then j I(X i = j) = 1), and then one uses the fact that NA vectors can be augmented [5] .
Let τ j be the moment of hitting a symbol j (may be infinite); any symbol that has not been unseen during n steps satisfies τ j > n. However τ j > n is equivalent to n i=1 I(X i = j) = 0. It is also true that block sums of NA variables are NA, therefore n i=1 I(X i = j) indexed by j are NA. Finally threshold transforms preserve NA and thus the set of events n i=1 I(X i = j) = 0, equivalent to τ j > n is NA. Therefore the problem reduces to estimating weighted sum of NA boolean variables. This is another non-trivial task where classical inequalities are to week to produce desired results, as they work best with homogenic variables (weights of similar orders of magnitude).
C. Our Result -Markov Chains
We first extend the problem statement to Markov chains (or, more generally, stationary sources). Consider a Markov chain (X i ) i over m states {1, . . . , m} with stationary distribution π and some initial starting distribution. Let τ j be the first time when j is hit. Fix the run length n and consider
which indeed extends the IID case. Motivated by seeking for possible extensions, we ask the following question Problem: Do exponentially strong concentration inequalities hold for MISSINGMASS in Equation (1)? To set up expectations correctly, we note that this problem for Markov chains is much harder than for IID sources. First, the NA property fails; while in the IID case, due to NA (and quite intuitively), not seeing B increases chances for seeing A, for Markov chains this may increase or decrease depending on the topology of the chain. For example consider a walk where A is accessed only (or mostly in terms of probability weights) from B.
Second, for memory-less sources the result is based on exact formulas for the tails of hitting times which are straightforward to derive. For Markov chains we don't only expect to have accurate formulas but it is very challenging to obtain good lower bounds. Moreover, in our problem we will have to study hitting times of entire sets not individual points. Indeed, because we would need to bound moments of Equation (1) which yields mixed moments of j {τ j > n}, we seek for bounds of the form τ j∈J . Hitting and commute times are generally better understood for points not sets [8] , [9] .
We now present our main result. Below T refers to the hitting time of large sets, the quantity studied in recent works [6] , [14] (see Section II-A).
Theorem 1 (Majorization by IID Problem). Let the chain X be and Q j be independent Bernoulli variables with probability e −c·n·π(j)/T for some absolute constant c and T being the maximum hitting time of sets of probability at least 0.5. Then for any set J and any integer n 1
(2)
In particular for any s > 0 it holds that 
2) Exponential Bounds for IDD Sources: Under the IID assumption the expression in Equation (2) can be computed exactly, so that we can actually take Pr[Q j = 1] := Pr[τ j > n] = (1−π(j)) n ≈ e −π(j)·n . This corresponds to setting c = 1 and T = 1 in Theorem 1. Note that variables on Equation (2) Note that sums considered in Equation (3) have equal means by definition of Q j . Thus we re-obtain the same bounds as for the IID case. (2) is actually the estimate on set hitting times: ∧ j∈J {τ j > n} is equivalent to τ J > n. Thus we have proven an exponential tail Pr[τ J > n] e −c·n·π(J)/T or, up to a constant, Eτ J = O(T /π(J)) (these conditions are equivalent up to a constant, see Proposition 1). See also Corollary 3.
3) Set Hitting Times Estimates: The bound in Equation
4) Eliminating Negative Association Theory:
Traditionally the proofs for the IID case depend on non-trivial facts on negative association, for example [10] relies on [5] . However in view of Equation (3) if the exponential method is used (which is the case of all known bounds) we just need to prove that Equation (2) We calculate that Pr[τ J > n] = (1 − π(J)) n for any J, in particular also Pr[τ j > n] = (1 − π(j)) n . Thus it suffices to prove that
This follows because π(J) = j π(j) and from the elemen-
II. PRELIMINARIES
We consider a Markov chain X 1 , X 2 , . . . over a finite state space X . We assume it is irreducible so that it has a unique stationary distribution π [9] .
A. Hitting Times
By T (x, B) we denote the expected hitting time of the set B when the chain starts from x. By T + (A, B) We also let T (B) = T + (X , B) (the worse-case expected hitting time of B) and consider the worse expected hitting time to sets of measure at least ǫ, that is T (ǫ) = max x max B:π(B) ǫ T (B) (here π is the stationary distribution). In our applications we think of ǫ as a constant and of T (ǫ) as the hitting time of large sets.
It is a standard fact that for irreducible chains the tails of hitting times are exponential [2] , [9] , [15] . This is shown by splitting long paths into chunks of equal size and applying the Markov property. 
B. Ergodicity
Below we recall the ergodic theorem for Markov Chains [9] Proposition 2 (Ergodic Theorem for MCs). If (X n ) n is an irreducible Markov chain with stationary distribution π then
for any starting distribution of the chain and any real function on the chain states.
C. Relative Entropy
By D(p q) we note the binary relative-entropy function (Kullback-Leibler divergence), defined as D(p q) = p log p q + (1 − p) log 1−p 1−q . It appears in concentration bounds (aka Chernoff Bounds), and can be bounded from below by the total variation distance as follows [4] Proposition 3 (Pinsker's Inequality). For any p, q ∈ (0, 1) we have D(p q) 2(p − q) 2 .
III. PROOFS
A. Bound on Hitting Times
In this section we prove the bound Eτ J = O(T /π(J)) which implies then the first part in Theorem 1, namely Equation (2), as discussed in Section I-D3.
We will need the following result, which connect the time of reaching B from A to that of the opposite direction, that appears in [6] . The original proof in the arxiv version [7] was quite involved, based on martingales and concentration inequalities applied in a non-standard setup (the martingale difference were not bounded) and in the final version got subsumed by an argument credited to Peres and Sousi [6] .
Lemma 1 (Bounds on Set Hitting Times). For an irreducible chain with stationary distribution π and any subsets of states A, B we have
In particular
Below, as a contribution of independent interest, we provide an alternative simple proof which resembles the approach taken in [6] but uses only simple stopping times rather than martingales and doesn't need concentration inequalities. Before discussing the details we highlight intuitions as follows: we look at how the chain commutes between sets A and B. We split the long runs of the chain into rounds where each round is one "return trip": starting from A, passing through B and finally returning to A. For m rounds on average we do at least m · (T + (A, B) + T − (B, A)) steps and spent in A at most m · T + (A, B) steps on average. This can be compared to π(A) which is the fraction of time spent in A by the Ergodic Theorem (see Proposition 2).
Proof. Suppose that the chain starts at some fixed point x ∈ A. ¿ For j = 1, . . . , m let N A→B→A j is the number of further steps it takes the walk to start from A visit B and return to A (such quantities are sometimes called the commute time []); also let N A→B j be the number of further steps it takes the walk to visit B when it starts from A.
Once B gets visited the chain will not go into A in this round. Thus we have time the walk spent in A 
To finish the argument we only use convergence in probability. From the discussion it follows that 
In the next step we will replace the numerator and the denominator with their means. For any ǫ > 0 and sufficiently big m we have
Note that both collections {N A→B j } j and {N A→B→A j } j are independent as it follows from the Markov property; they are however not identically distributed because of evolving start points. Taking the expectation we obtain
Without loosing generality we can assume that π(A) > 0 and that ǫ < π(A); then π(A) − ǫ > 0.We start with N A→B→A
, that is splitting the commute time at the moment of approaching B and the way back to A.
Rearranging the terms we write
We now use the bound EN A→B j T + (B, A) to arrive at
This is equivalent to
and the result follows as ǫ can be arbitrary small. We also comment how the basic Chebyszev inequality can be also used to accomplish the argument. We observe that N A→B j and N A→B→A j have bounded moments, because the tails of stopping times are exponential (see Proposition 1). 
Then by the Chebyszev inequality implies
where the constant depends on A, B and the chain. Using this in Equation (10) arrive at the same conclusion.
Remark 2. By refining the current proof we can show a slightly better bound with the constant 2.
Lemma 2 (Measure vs Hitting Time). For any A we have that T (A) 2 · T (0.5)/π(A).
Before giving a proof we explain the intuition. Consider the set of starting points B that are "unlucky" for A, that is make the hitting time very long. Then T − (B, A) is very large and to keep the right-hand side of Lemma 1 big enough T + (A, B) must be sufficiently big; more precisely at least by a factor of 1/π(A). But we bounded the hitting time of big sets B (see the definition of T (ǫ)), therefore we conclude that B is small. In other words, the complementary set B c of good starting points is big and the walk quickly approaches it; and once it gets there it also quickly approaches A by the definition of good starting points.
Proof. Equation (6) implies that T − (B, A)
contain all x such that T (x, A) > T (0.5)/π(A) (unlucky starting points). Then we must have π(B) 0.5. Then π(B c ) 1 − 0.5 = 0.5 which implies T (B c ) T (0.5), and B c are good starts for A that is T + (B c , A) T (0.5)/π(A).
By the Markov property
Taking the maximum over x on the right-hand side and using the previous bounds we obtain
T (x, A) T (0.5) + T (0.5)/π(A) again taking the maximum over x on the left-hand side we finish the proof.
Combining Proposition 1 and Lemma 2 we obtain the following Corollary 3 (Explicit Exponential Tails of Hitting Times). Let N A be the hitting time of a set A for some initial distribution of the chain. Then we have Pr[N A > t] exp(−Ω(t · π(A)/T (0.5))) (
for some absolute constant under Ω(·).
Remark 3 (Explicit Constant). The explicit constant can be set to 1/e · (1 + o(1)) for large t. This follows from Proposition 1 and Remark 2.
B. Combining with IID Bounds
The condition Equation (2), proved in the previous subsection, implies Equation (3). Indeed, if j∈J u j j∈J q j (majorization) then E j u j k E j q j k and, by the Taylor expansion of exp(·), we obtain E exp(s · j u j ) E exp(s · j u j ). This finishes the proof of Theorem 1. Therefore Therefore upper obtained through the exponential method for IID variables Q j will apply as well. Following the discussion in [10] (particularly Lemmma 11) we obtain the upper bound j π(j) · EQ j + ǫ with probability 1 − e −Θ(nǫ 2 ) .
IV. CONCLUSION
We have studied the missing mass problem under Markov chain models. The obtanined reduction allows for deriving bounds from an IID scenario.
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