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Abstract In this paper we study the Carnot-Caratheodory metrics on SU(2) ≃ S3, SO(3) and
SL(2) induced by their Cartan decomposition and by the Killing form. Besides computing explicitly
geodesics and conjugate loci, we compute the cut loci (globally) and we give the expression of the
Carnot-Caratheodory distance as the inverse of an elementary function. We then prove that the
metric given on SU(2) projects on the so called lens spaces L(p, q). Also for lens spaces, we compute
the cut loci (globally).
For SU(2) the cut locus is a maximal circle without one point. In all other cases the cut locus
is a stratified set. To our knowledge, this is the first explicit computation of the whole cut locus in
sub-Riemannian geometry, except for the trivial case of the Heisenberg group.
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1 Introduction
In this paper we study the global structure of the cut locus (set of points reached optimally by more than
one geodesic) for the simplest sub-Riemannian structures on three dimensional simple Lie groups (i.e. SU(2),
SO(3), and SL(2)) namely, the left-invariant sub-Riemannian structure induced by their Cartan decomposition
and by the Killing form.
Let G be a simple real Lie group of matrices with associated Lie algebra L and Killing form Kil(·, ·). Let
L = k⊕p be its Cartan decomposition with the usual commutation relations [k,k] ⊆ k, [p,p] ⊆ k, [k,p] ⊆ p.
If L is non compact we also require k to be the maximal compact subalgebra of L. The most natural left-
invariant sub-Riemannian structure that one can define on G is the one in which the distribution is generated
by left translations of p and the sub-Riemannian metric < ·, · > at the identity is generated by a scalar
multiple of the Killing form restricted to p. The scalar must be chosen positive or negative in such a way that
the scalar product is positive definite. We call G, endowed with such a sub-Riemannian structure, a k ⊕ p
sub-Riemannian manifold.
k ⊕ p sub-Riemannian manifolds have very special features: there are no strict abnormal minimizers and
the Hamiltonian system given by the Pontryagin Maximum Principle is integrable in terms of elementary
functions (products of exponentials). More precisely, if we write the distribution at a point g ∈ G as ∆(g) =
gp, we have the following expression for geodesics parametrized by arclength, starting at time zero from g0
([3, 10, 14, 22, 23]):
g(t) = g0e
(Ak+Ap)te−Akt, (1)
where Ak ∈ k, Ap ∈ p, and we have < Ap, Ap >= 1. Thanks to left-invariance, with no loss of generality we
can always assume g0 to be the identity and we will do so all along the paper.
In all three-dimensional cases (i.e. SU(2), SO(3) and SL(2)), p has dimension 2, while k has dimension
1. Writing p = span {p1, p2} where {p1, p2} is an orthonormal frame for the sub-Riemannian structure (i.e.
< pi, pj >= δij) and k = span {k}, we can write Ap = cos(θ)p1 + sin(θ)p2 and Ak = ck with θ ∈ R/2pi, c ∈ R.
The map associating to the triple (θ, c, t) the final point of the corresponding geodesic starting from the identity,
is called the exponential map:
Exp :
S1 × R× R+ → G
(θ, c, t) 7→ Exp(θ, c, t) = e(Ak+Ap)te−Akt.
For three dimensional k⊕p sub-Riemannian manifolds, the local structure of the sub-Riemannian spheres,
cut loci and conjugate loci starting from the identity has been described by Agrachev (unpublished) and, due
to cylindrical symmetry of the Killing form in the p subspace, it is very similar to the one of the Heisenberg
group. Indeed, locally, the cut locus coincides with the first conjugate locus (i.e. the set where local optimality
is lost) and it is made by two connected one-dimensional manifolds adjacent to the identity and transversal to
the distribution, see Figure 1.
Figure 1: Local structure of sub-Riemannian spheres, cut and conjugate loci for 3-dim k⊕ p sub-Riemannian
manifolds.
However the global structure of the cut locus was still unknown. Indeed, to our knowledge, no global
structure of the cut locus is known in sub-Riemannian geometry apart from the one of the Heisenberg group.
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The main result of our paper is the following:
Theorem 1 Let KId be the cut locus starting from the identity. We have the following:
• for SU(2), KId is a maximal circle S1 without one point (the identity).
• for SO(3), KId is a stratified set made by two manifolds glued in one point. The first manifold is RP2,
the second manifold is a maximal circle S1 without one point (the identity).
• for SL(2), KId is a stratified set made by two manifolds glued in one point. The first manifold is R2, the
second manifold is a circle S1 without one point (the identity).
For all cases the one dimensional strata contains the cut locus appearing in the local analysis.
Figure 2: The cut loci for the k⊕ p sub-Riemannian manifolds SU(2), SO(3), SL(2).
Notice that k ⊕ p sub-Riemannian manifold SU(2) has the structure of CR manifold and it is a tight
structure [7, 16].
Once the cut locus is computed, one can provide the expression of the sub-Riemannian distance from the
identity. The following theorem gives the sub-Riemannian distance for SU(2). The proof, given in Section
5.1.1, can be adapted to get similar results in the cases of SO(3) and SL(2).
Theorem 2 Let g =
(
α β
−β α
)
∈ SU(2), i.e. α, β ∈ C, |α|2 + |β|2 = 1 . Its sub-Riemannian distance from
Id is
d(g, Id) =
{
2
√
arg(α) (2pi − arg(α)) if β = 0
ψ(α) if β 6= 0 , (2)
where arg (α) ∈ [0, 2pi] and ψ(α) = t the unique solution of
− ct2 + arctan
(
c√
1+c2
tan
(√
1+c2t
2
))
= arg(α)
sin
„√
1+c2t
2
«
√
1+c2
=
√
1− |α|2
t ∈
(
0, 2pi√
1+c2
) . (3)
This theorem and its analogs for SO(3) and SL(2) are useful to give estimates for the fundamental solutions
of the hypoelliptic heat equation induced by the sub-Riemannian structure ([5, 12, 17, 19]). Moreover this
Theorem can be seen as the answer, in the case of SU(2), to the question (formulated in [14]) about the
possibility of inverting the matrix equation (1), i.e., for every matrix g ∈ SU(2), find a matrix A = Ak + Ap,
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with < Ap, Ap >= 1, solution to the equation g = g0e
(Ak+Ap)te−Akt. If β 6= 0 then this equation has one and
only one solution, otherwise it has more than one solution (indeed infinitely many, see Sections 3 and 5).
Then we study the most natural sub-Riemannian structures on the lens spaces L(p, q) induced by the one on
SU(2). The lens space L(p, q) (with p, q coprime integers, p, q 6= 0) is the quotient of SU(2) by the equivalence
relation(
α1 β1
−β1 α1
)
∼
(
α2 β2
−β2 α2
)
if ∃ ω ∈ C p-th root of unity such that
(
α2
β2
)
=
(
ω 0
0 ωq
)(
α1
β1
)
.
The lens spaces are three-dimensional manifolds, but they are neither Lie groups nor homogeneous spaces of
SU(2), except for the case L(2, 1) ≃ SO(3) .
In the case of lens spaces we get that the cut locus is much more complicated with respect to those on
SU(2) and SL(2). It is still a stratified set, but in general with more strata. The precise description is given
in Section 5.2.
Sub-Riemannian structures on the lens space L(4, 1) are particularly interesting for mechanical applications
and for problems of geometry of vision on the two-dimensional sphere. Indeed, L(4, 1) ≃ PTS2, the bundle of
directions of S2. These applications are the subject of a forthcoming paper.
The structure of the paper is the following: in Section 2 we recall the definition of sub-Riemannian manifold,
we state the Pontryagin Maximum Principle (that is a first order necessary condition for optimality for problems
of calculus of variations with non-holonomic constraints) and we define the cut and conjugate loci. Then
we define k ⊕ p sub-Riemannian manifolds. In Section 3 we define k ⊕ p sub-Riemannian structures on
SU(2), SO(3), SL(2) and compute the corresponding geodesics and conjugate loci. In Section 4 we give sub-
Riemannian structures on lens spaces as quotients of the k⊕ p sub-Riemannian structure on SU(2). The core
of the paper is Section 5, where we compute the cut loci and the sub-Riemannian distance. The general idea
is the following: we first identify the prolongation of the cut locus arising locally, then we compute the part of
the cut locus due to the symmetries of the problem and finally we show that there is no other cut point.
2 Basic Definitions
2.1 Sub-Riemannian manifold
A (n,m)-sub-Riemannian manifold is a triple (M,∆,g), where
• M is a connected smooth manifold of dimension n;
• ∆ is a Lie bracket generating smooth distribution of constant rank m < n, i.e. ∆ is a smooth map that
associates to q ∈M a m-dim subspace ∆(q) of TqM , and ∀ q ∈M we have
span {[f1, [. . . [fk−1, fk] . . .]](q) | fi ∈ Vec(M) and fi(p) ∈ ∆(p) ∀ p ∈M} = TqM. (4)
Here V ec(M) denotes the set of smooth vector fields on M .
• gq is a Riemannian metric on ∆(q), that is smooth as function of q.
The Lie bracket generating condition (4) is also known as Ho¨rmander condition.
A Lipschitz continuous curve γ : [0, T ] → M is said to be horizontal if γ˙(t) ∈ ∆(γ(t)) for almost every
t ∈ [0, T ]. Given an horizontal curve γ : [0, T ]→M , the length of γ is
l(γ) =
∫ T
0
√
gγ(t)(γ˙(t), γ˙(t)) dt. (5)
The distance induced by the sub-Riemannian structure on M is the function
d(q0, q1) = inf{l(γ) | γ(0) = q0, γ(T ) = q1, γ horizontal}. (6)
The hypothesis of connectedness of M and the Lie bracket generating assumption for the distribution
guarantee the finiteness and the continuity of d(·, ·) with respect to the topology of M (Chow’s Theorem, see
for instance [3]).
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The function d(·, ·) is called the Carnot-Charateodory distance and gives toM the structure of metric space
(see [6, 18]).
It is a standard fact that l(γ) is invariant under reparameterization of the curve γ. Moreover, if an admissible
curve γ minimizes the so-called energy functional
E(γ) =
∫ T
0
gγ(t)(γ˙(t), γ˙(t)) dt.
with T fixed (and fixed initial and final point), then v =
√
gγ(t)(γ˙(t), γ˙(t)) is constant and γ is also a minimizer
of l(·). On the other side a minimizer γ of l(·) such that v is constant is a minimizer of E(·) with T = l(γ)/v.
A geodesic for the sub-Riemannian manifold is a curve γ : [0, T ]→M such that for every sufficiently small
interval [t1, t2] ⊂ [0, T ], γ|[t1,t2] is a minimizer of E(·). A geodesic for which gγ(t)(γ˙(t), γ˙(t)) is (constantly)
equal to one is said to be parameterized by arclength.
Locally, the pair (∆,g) can be given by assigning a set of m smooth vector fields that are orthonormal for
g, i.e.
∆(q) = Span{F1(q), . . . , Fm(q)}, gq(Fi(q), Fj(q)) = δij . (7)
When (∆,g) can be defined as in (7) by m vector fields defined globally, we say that the sub-Riemannian
manifold is trivializable.
Given a (n,m)- trivializable sub-Riemannian manifold, the problem of finding a curve minimizing the energy
between two fixed points q0, q1 ∈M is naturally formulated as the optimal control problem
q˙ =
m∑
i=1
uiFi(q) , ui ∈ R ,
∫ T
0
m∑
i=1
u2i (t) dt→ min, q(0) = q0, q(T ) = q1. (8)
It is a standard fact that this optimal control problem is equivalent to the minimum time problem with controls
u1, . . . , um satisfying u
2
1 + · · ·+ u2m ≤ 1.
When the manifold is analytic and the orthonormal frame can be assigned through m analytic vector fields,
we say that the sub-Riemannian manifold is analytic.
In this paper we are concerned with sub-Riemannian manifolds that are trivializable and analytic since they
are given in terms of left-invariant vector fields on Lie groups.
2.2 First order necessary conditions, Cut locus, Conjugate locus
Consider a trivializable (n,m)-sub-Riemannian manifold. Solutions to the optimal control problem (8) are
computed via the Pontryagin Maximum Principle (PMP for short, see for instance [3, 11, 21, 24]) that is a
first order necessary condition for optimality and generalizes the Weierstraß conditions of Calculus of Varia-
tions. For each optimal curve, the PMP provides a lift to the cotangent bundle that is a solution to a suitable
pseudo–Hamiltonian system.
Theorem 3 (Pontryagin Maximum Principle for the problem (8)) Let M be a n-dimensional smooth
manifold and consider the minimization problem (8), in the class of Lipschitz continuous curves, where Fi, i =
1, . . . ,m are smooth vector fields on M and the final time T is fixed. Consider the map H : T ∗M×R×Rm → R
defined by
H (q, λ, p0, u) := < λ,
m∑
i=1
uiFi(q) > +p0
m∑
i=1
u2i (t).
If the curve q(.) : [0, T ]→M corresponding to the control u(.) : [0, T ]→ Rm is optimal then there exist a never
vanishing Lipschitz continuous covector λ(.) : t ∈ [0, T ] 7→ λ(t) ∈ T ∗
q(t)M and a constant p0 ≤ 0 such that, for
a.e. t ∈ [0, T ]:
i) q˙(t) =
∂H
∂λ
(q(t), λ(t), p0, u(t)),
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ii) λ˙(t) = −∂H
∂q
(q(t), λ(t), p0, u(t)),
iii) ∂H
∂u
(q(t), λ(t), p0, u(t)) = 0.
Remark 1 A curve q(.) : [0, T ]→M satisfying the PMP is said to be an extremal. In general, an extremal may
correspond to more than one pair (λ(.), p0). If an extremal satisfies the PMP with p0 6= 0, then it is called a
normal extremals. If it satisfies the PMP with p0 = 0 it is called an abnormal extremal. An extremal can be
both normal and abnormal. For normal extremals one can normalize p0 = −1/2.
If an extremal satisfies the PMP only with p0 = 0, then it is called a strict abnormal extremal. If a strict
abnormal extremal is optimal, then it is called a strict abnormal minimizer. For a deep analysis of abnormal
extremals in sub-Riemannian geometry, see [8, 15].
It is well known that all normal extremals are geodesics (see for instance [3]). Moreover if there are no strict
abnormal minimizers then all geodesics are normal extremals for some fixed final time T . This will be always
the case in this paper: indeed we are concerned with sub-Riemannian manifolds of dimension 3, defined by a
pair of vector fields F1 and F2 such that for all q ∈ M , Span{F1(q), F2(q), [F1(q), F2(q)]} = TqM , i.e. the so
called 3-D contact case, for which there are no abnormal extremals (even non strict).
In this case from iii) one gets ui(t) =< λ(t), Fi(t) >, i = 1 . . . ,m and the PMP becomes much simpler: a
curve q(.) is a geodesic if and only if it is the projection on M of a solution (λ(t), q(t)) for the Hamiltonian
system on T ∗M corresponding to:
H(λ, q) =
1
2
(
m∑
i=1
< λ, Fi(q) >
2), q ∈M , λ ∈ T ∗qM.
satisfying H(λ(0), q(0)) 6= 0.
Remark 2 Notice that H is constant along any given solution of the Hamiltonian system. Moreover, H = 12 if
and only if the geodesic is parameterized by arclength. In the following, for simplicity of notation, we assume
that all geodesics are defined for t ∈ [0,+∞).
Fix q0 ∈M . For every λ0 ∈ T ∗q0M satisfying
H(λ0, q0) = 1/2 (9)
and every t > 0 define the exponential map Exp(λ0, t) as the projection onM of the solution, evaluated at time
t, of the Hamiltonian system associated with H , with initial condition λ(0) = λ0 and q(0) = q0. Notice that
condition (9) defines a hypercylinder Λq0 ≃ Sm−1 × Rn−m in T ∗q0M .
Definition 1 The conjugate locus from q0 is the set Cq0 of critical values of the map
Exp :
Λq0 × R+ → M
(λ0, t) 7→ Exp(λ0, t).
For every λ¯0 ∈ Λq0 , let t(λ¯0) be the n-th positive time, if it exists, for which the map (λ0, t) 7→ Exp(λ0, t) is
singular at (λ¯0, t(λ¯0)). The n-th conjugate locus from q0 C
n
q0
is the set {Exp(λ¯0, t(λ¯0)) | t(λ¯0) exists}.
The cut locus from q0 is the set Kq0 of points reached optimally by more than one geodesic, i.e., the set
Kq0 =
{
q ∈M | ∃ λ1, λ2 ∈ Λq0 , λ1 6= λ2, t ∈ R+ such that
q = Exp(λ1, t) = Exp(λ2, t), and
Exp(λ1, ·),Exp(λ2, ·) optimal in [0, t]
}
Remark 3 It is a standard fact that for every λ¯0 satisfying (9), the set T (λ¯0) = {t¯ > 0 | Exp(λ, t) is singular
at (λ¯0, t¯)} is a discrete set (see for instance [3]).
Remark 4 Let (M,∆,g) be a sub-Riemannian manifold. Fix q0 ∈M and assume: i) each point ofM is reached
by an optimal geodesic starting from q0; ii) there are no abnormal minimizers. The following facts are well
known (a proof in the 3-D contact case can be found in [4]).
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• the first conjugate locus C1q0 is the set of points where the geodesics starting from q0 lose local optimality;
• if q(.) is a geodesic starting from q0 and t¯ is the first positive time such that q(t¯) ∈ Kq0 ∪ C1q0 , then q(.)
loses optimality in t¯, i.e. it is optimal in [0, t¯] and not optimal in [0, t] for any t > t¯;
• if a geodesic q(.) starting from q0 loses optimality at t¯ > 0, then q(t¯) ∈ Kq0 ∪ C1q0 ;
As a consequence, when the first conjugate locus is included in the cut locus (as in our cases, see Section 5),
the cut locus is the set of points where the geodesics lose optimality.
Remark 5 It is well known that, while in Riemannian geometry Kq0 is never adjacent to q0, in sub-Riemannian
geometry this is always the case. See [2].
2.3 k⊕ p sub-Riemannian manifolds
For the sake of simplicity in the exposition, all over the paper, when we deal about Lie groups and Lie algebras,
we always consider that they are groups and algebras of matrices.
Let L be a simple Lie algebra and Kil(X,Y ) = Tr(adX ◦ adY ) its Killing form. Recall that the Killing form
defines a non-degenerate pseudo scalar product on L. In the following we recall what we mean by a Cartan
decomposition of L.
Definition 2 A Cartan decomposition of a simple Lie algebra L is any decomposition of the form:
L = k⊕ p, where [k,k] ⊆ k, [p,p] ⊆ k, [k,p] ⊆ p. (10)
Definition 3 Let G be a simple Lie group with Lie algebra L. Let L = k⊕ p be a Cartan decomposition of L.
In the case in which G is noncompact assume that k is the maximal compact subalgebra of L.
On G, consider the distribution ∆(g) = gp endowed with the Riemannian metric gg(v1, v2) =< g
−1v1, g−1v2 >
where < , >:= α Kil
∣∣
p( , ) and α < 0 (resp. α > 0) if G is compact (resp. non compact).
In this case we say that (G,∆,g) is a k⊕ p sub-Riemannian manifold.
The constant α is clearly not relevant. It is chosen just to obtain good normalizations.
Remark 6 In the compact (resp. noncompact) case the fact that g is positive definite on ∆ is guaranteed by
the requirement α < 0 (resp. by the requirements α > 0 and k maximal compact subalgebra).
Let {Xj} be an orthonormal frame for the subspace p ⊂ L, with respect to the metric defined in Definition
3. Then the problem of finding the minimal energy between the identity and a point g1 ∈ G in fixed time T
becomes the left-invariant optimal control problem
g˙ = g
∑
j
ujXj
 , uj ∈ L∞(0, T ) , ∫ T
0
∑
j
u2j(t) dt→ min, g(0) = Id, g(T ) = g1.
This problem admits a solution, see for instance Chapter 5 of [13].
For k ⊕ p sub-Riemannian manifolds, one can prove that strict abnormal extremals are never optimal,
since the Goh condition (see [3]) is never satisfied. Moreover, the Hamiltonian system given by the Pontrya-
gin Maximum Principle is integrable and the explicit expression of geodesics starting from the identity and
parameterized by arclength is
g(t) = e(Ak+Ap)te−Akt, (11)
where Ak ∈ k, Ap ∈ p and < Ap, Ap >= 1. This formula is known from long time in the community. It was
used independently by Agrachev [1], Brockett [14] and Kupka (oral communication). The first complete proof
was written by Jurdjevic in [22]. The proof that strict abnormal extremals are never optimal was first written
in [10]. See also [3, 23].
Remark 7 In the 3-dimensional case, the Hamiltonian system given by the Pontryagin Maximum Principle is
indeed integrable even if the cost is not built with the Killing form (bi-invariant), but is only left-invariant. For
the case of SO(3) see [9].
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3 SU(2), SO(3), SL(2), their geodesics and their conjugate loci
In this section we fix coordinates on SU(2), SO(3), SL(2), and we apply formula (11) in order to get the
explicit expressions for geodesics and conjugate loci.
3.1 The k⊕ p problem on SU(2)
The Lie group SU(2) is the group of unitary unimodular 2× 2 complex matrices
SU(2) =
{(
α β
−β α
)
∈Mat(2,C) | |α|2 + |β|2 = 1
}
.
It is compact and simply connected. The Lie algebra of SU(2) is the algebra of antihermitian traceless 2 × 2
complex matrices
su(2) =
{(
iα β
−β −iα
)
∈Mat(2,C) | α ∈ R, β ∈ C
}
.
A basis of su(2) is {p1, p2, k} where
p1 =
1
2
(
0 1
−1 0
)
p2 =
1
2
(
0 i
i 0
)
k =
1
2
(
i 0
0 −i
)
, (12)
whose commutation relations are [p1, p2] = k [p2, k] = p1 [k, p1] = p2. Recall that for su(n) we have
Kil(X,Y ) = 2nTr(XY ), see [20, p. 186, 516]; thus for su(2) Kil(X,Y ) = 4Tr(XY ) and, in particular,
Kil(pi, pj) = −2δij. The choice of the subspaces
k = span {k} p = span {p1, p2}
provides a Cartan decomposition for su(2). Moreover, {p1, p2} is a orthonormal frame for the inner product
< ·, · >= − 12Kil(·, ·) restricted to p.
Defining ∆(g) = gp and gg(v1, v2) =< g
−1v1, g−1v2 >, we have that (SU(2),∆,g) is a k⊕p sub-Riemannian
manifold.
Remark 8 Observe that all the k ⊕ p structures that one can define on SU(2) are equivalent. For instance,
one could set k = span {p1} and p = span {p2, k}.
Recall that SU(2) ≃ S3 =
{(
α
β
)
∈ C2 | |α|2 + |β|2 = 1
}
via the isomorphism
φ :
SU(2) → S3(
α β
−β α
)
7→
(
α
β
)
.
In the following we always write elements of SU(2) as pairs of complex numbers.
3.1.1 Expression of geodesics
We compute the explicit expression of geodesics using the formula (11). Consider an initial covector λ =
λ(θ, c) = cos(θ)p1 + sin(θ)p2 + ck ∈ ΛId. The corresponding exponential map is
Exp(θ, c, t) := Exp(λ(θ, c), t) = e(cos(θ)p1+sin(θ)p2+ck)te−ckt =
=
 c sin( ct2 ) sin(√1+c2 t2 )√1+c2 + cos( ct2 ) cos(√1 + c2 t2 ) + i( c cos( ct2 ) sin(√1+c2 t2 )√1+c2 − sin( ct2 ) cos(√1 + c2 t2 ))
sin(
√
1+c2 t2 )√
1+c2
(
cos( ct2 + θ) + i sin(
ct
2 + θ)
)
 .
We have the following symmetry properties
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• cylindrical symmetry:
Exp(θ, c, t) =
(
1 0
0 eiθ
)
Exp(0, c, t);
• central symmetry:
set
(
α
β
)
= Exp(θ, c, t). We have Exp(θ,−c, t) =

(
α
e2i(θ−arg(β))β
)
if β 6= 0(
α
0
)
if β = 0
.
3.1.2 Pictures of S2 and S3
We recall a standard construction for representing S2 in a two dimensional space and S3 in a three dimensional
one. For more details see e.g. [26]. Consider S2 ⊂ R3 and flatten it on the equator plane, pushing the
northern hemisphere down and the southern hemisphere up, getting two superimposed disks D2 joined along
their circular boundaries. The construction is drawn in Figure 3-left. Similarly, consider S3 ⊂ C2 ≃ R4: it can
be viewed as two superimposed balls joined along their boundaries. In this case the boundaries are two spheres
S2. A picture of S3 is given in Figure 3-right.
Figure 3: Left: construction of the 2-dim picture of S2. Right: the 3-dim picture of S3.
3.1.3 The conjugate locus
Recall that all the partial derivatives of Exp evaluated in (θ, c, t) lie in TgSU(2) = g ·su(2) with g = Exp(θ, c, t).
One can easily check that the three vectors g−1 · ∂Exp
∂θ |(θ,c,t) , g
−1 · ∂Exp
∂c |(θ,c,t) , g
−1 · ∂Exp
∂t |(θ,c,t) ∈ su(2) are linearly
dependent (hence g is a conjugate point) if and only if
sin
(√
1 + c2
t
2
)(
2 sin
(√
1 + c2
t
2
)
−
√
1 + c2t cos
(√
1 + c2
t
2
))
= 0.
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The first term is 0 if and only if g ∈ ek =
{(
α
0
)
| |α| = 1
}
, while the second vanishes if and only if
√
1 + c2 t2 = tan
(√
1 + c2 t2
)
, hence we have two series of conjugate times:
• first series: t2n−1 = 2npi√1+c2 to which correspond the conjugate loci C
2n−1
Id = e
k \ Id;
• second series: t2n = 2xn√1+c2 where {x1, x2, . . .} is the ordered set of the strictly positive solutions of
x = tan(x), to which correspond the conjugate loci
C2nId =
8>><
>>:
0
BBBB@
c sin(xn)√
1+c2
(
sin
(
cxn√
1+c2
)
+ i cos
(
cxn√
1+c2
))
+ cos(xn)
(
cos
(
cxn√
1+c2
)
− i sin
(
cxn√
1+c2
))
sin(xn)√
1+c2
eiθ
1
CCCCA|
c ∈ R
θ ∈ R/2pi
9>>=
>>;
.
Remark 9 Notice that all the geodesics have a countable number of conjugate times.
We present some images of conjugate loci (Figures 4 and 5). For simplicity we present an image of their
section with the plane Re (β) = 0. The complete picture can be recovered using the cylindrical symmetry.
Figure 4: k⊕ p problem on SU(2): projection of the odd conjugate loci.
Figure 5: k⊕ p problem on SU(2): projection of the 2nd, 4th and 6th conjugate loci.
Remark 10 Notice that the second conjugate locus is a 2-dimensional submanifold of SU(2), while the other
even conjugate loci have self-intersections.
3.2 The k⊕ p problem on SO(3)
The Lie group SO(3) is the group of special orthogonal 3× 3 real matrices
SO(3) =
{
g ∈Mat(3,R) | ggT = Id, det(g) = 1} .
It is compact and its fundamental group is Z2. The Lie algebra of SO(3) is the algebra of skew-symmetric
3× 3 real matrices
so(3) =

 0 −a ba 0 −c
−b c 0
 ∈ Mat(3,R)
 .
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A basis of so(3) is {p1, p2, k} where
p1 =
 0 0 00 0 −1
0 1 0
 p2 =
 0 0 10 0 0
−1 0 0
 k =
 0 −1 01 0 0
0 0 0

whose commutation relations are [p1, p2] = k [p2, k] = p1 [k, p1] = p2. Recall that so(3) and su(2) are
isomorphic as Lie algebras, while SU(2) is a double covering of SO(3).
For so(3) we have Kil(X,Y ) = Tr(XY ) so, in particular, Kil(pi, pj) = −2δij . The choice of the subspaces
k = span {k} p = span {p1, p2}
gives a Cartan decomposition for so(3). Moreover, {p1, p2} is an orthonormal frame for the inner product
< ·, · >= − 12Kil(·, ·) restricted to p.
Defining ∆(g) = gp and gg(v1, v2) =< g
−1v1, g−1v2 >, we have that (SO(3),∆,g) is a k⊕p sub-Riemannian
manifold. As for SU(2), all the k⊕ p structures that one can define on SO(3) are equivalent.
3.2.1 Expression of geodesics
Consider an initial covector λ = λ(θ, c) = cos(θ)p1 + sin(θ)p2 + ck ∈ ΛId: using formula (11), we have that the
exponential map is
Exp(θ, c, t) := Exp(λ(θ, c), t) = e(cos(θ)p1+sin(θ)p2+ck)te−ckt =
=
(
K1 cos(ct) +K2 cos(2θ + ct) +K3c sin(ct) K1 sin(ct) +K2 sin(2θ + ct)−K3c cos(ct) K4 cos(θ) +K3 sin(θ)
−K1 sin(ct) +K2 sin(2θ + ct) +K3c cos(ct) K1 cos(ct)−K2 cos(2θ + ct) +K3c sin(ct) −K3 cos(θ) +K4 sin(θ)
K4 cos(θ + ct)−K3 sin(θ + ct) K3 cos(θ + ct) +K4 sin(θ + ct)
cos
“√
1+c2t
”
+c2
1+c2
)
with K1 =
1+(1+2c2) cos(
√
1+c2t)
2(1+c2) , K2 =
1−cos(
√
1+c2t)
2(1+c2) , K3 =
sin(
√
1+c2t)√
1+c2
, K4 =
c(1−cos(
√
1+c2t))
1+c2 .
The set of geodesics has symmetry properties similar to the SU(2) case. The conjugate locus can be obtained
from the one of the SU(2) by the canonical projection SU(2) → SO(3). As for SU(2), all the geodesics have
a countable number of conjugate points.
3.3 The k⊕ p problem on SL(2)
The Lie group SL(2) is the group of 2× 2 real matrices with determinant 1
SL(2) = {g ∈Mat(2,R) | det(g) = 1} .
It is a non-compact group and its fundamental group is Z. The Lie algebra of SL(2) is the algebra of traceless
2× 2 real matrices
sl(2) =
{(
a b
c −a
)
∈Mat(2,R)
}
.
A basis of sl(2) is {p1, p2, k} where
p1 =
1
2
(
1 0
0 −1
)
p2 =
1
2
(
0 1
1 0
)
k =
1
2
(
0 −1
1 0
)
whose commutation relations are [p1, p2] = −k [p2, k] = p1 [k, p1] = p2. For sl(n) we have Kil(X,Y ) =
2nTr(XY ), see [20]; hence for sl(2) Kil(X,Y ) = 4Tr(XY ) and, in particular, Kil(pi, pj) = 2δij . The choice of
the subspaces
k = span {k} p = span {p1, p2}
provides a Cartan decomposition for sl(2). For sl(2) the Cartan decomposition is unique, since k must be
the maximal compact subalgebra. Moreover, {p1, p2} is a orthonormal frame for the inner product < ·, · >=
1
2Kil(·, ·) restricted to p.
Defining ∆(g) = gp and gg(v1, v2) =< g
−1v1, g−1v2 >, we have that (SL(2),∆,g) is a k⊕p sub-Riemannian
manifold.
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3.3.1 Expression of geodesics
Consider an initial covector λ = λ(θ, c) = cos(θ)p1 + sin(θ)p2 + ck ∈ ΛId: using formula (11), we have that the
exponential map is
Exp(θ, c, t) := Exp(λ(θ, c), t) = e(cos(θ)p1+sin(θ)p2+ck)te−ckt =
=
(
K1 cos
`
c t2
´
+K2
`
cos
`
θ + c t2
´
+ c sin
`
c t2
´´
K1 sin
`
c t2
´
+K2
`
sin
`
θ + c t2
´− c cos `c t2 ´´
−K1 sin
`
c t2
´
+K2
`
sin
`
θ + c t2
´
+ c cos
`
c t2
´´
K1 cos
`
c t2
´
+K2
`− cos `θ + c t2 ´+ c sin `c t2 ´´
)
with
K1 =
{
Cosh
(√
1− c2 t2
)
c ∈ [−1, 1]
cos
(√
c2 − 1 t2
)
c ∈ (−∞,−1) ∪ (1,+∞) ,
K2 =

Sinh(
√
1−c2 t2 )√
1−c2 c ∈ (−1, 1)
t
2 c ∈ {−1, 1}
sin(
√
c2−1 t2 )√
c2−1 c ∈ (−∞,−1) ∪ (1,+∞)
.
3.3.2 A useful decomposition of SL(2)
Proposition 1 For every g ∈ SL(2) there exists a unique pair r ∈ ek, s ∈ ep such that g = rs.
Proof. First, notice that ek = SO(2) and ep is the set of 2 × 2 symmetric matrices with determinant 1 and
positive trace.
Take r =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
∈ ek and g =
(
α+ δ β − γ
β + γ α− δ
)
∈ SL(2). Notice that (α, γ) 6= (0, 0). We
have to prove that exists a unique θ ∈ R/2pi such that s = r−1g is symmetric with positive trace. By direct
computation one gets that s is symmetric if and only if α sin(θ) = γ cos(θ). For any (α, γ) ∈ R2\(0, 0) there
exist two solutions of this equation θ1, θ2 ∈ R/2pi with θ2 = θ1 + pi. Thus Tr
((
cos(θ1) sin(θ1)
− sin(θ1) cos(θ1)
)
g
)
=
−Tr
((
cos(θ2) sin(θ2)
− sin(θ2) cos(θ2)
)
g
)
. Observing that a symmetric matrix with determinant 1 has nonvanishing
trace, either θ1 or θ2 provide Tr(s) > 0. 
Topologically ek ≃ S1 and ep ≃ R2, hence SL(2) ≃ S1 × R2. In the following, we represent SL(2) as the
set R2 × [0, 1] with the identification rule (a, b, 0) ∼ (a, b, 1). See Figure 6.
Figure 6: A picture of SL(2).
3.3.3 Symmetries in the SL(2) problem
We have the following symmetry properties:
• cylindrical symmetry: Exp(θ, c, t) = ez0kexp1+yp2 where
(
x
y
)
=
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
x0
y0
)
and
(x0, y0, z0) are defined by Exp(0, c, t) = e
z0kex0p1+y0p2 .
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• central symmetry: Exp(θ,−c, t) = e−z0kexp1+yp2 where
(
x
y
)
=
(
cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)
)(
x0
y0
)
and
(x0, y0, z0) are defined by Exp(θ, c, t) = e
z0kex0p1+y0p2 .
3.3.4 The conjugate locus
With similar arguments to those of Section 3.1.3, one checks that g = Exp(θ, c, t) is a conjugate point if and
only if
Sinh
(√
1− c2 t2
) (
2Sinh
(√
1− c2 t2
)− t√1− c2Cosh (√1− c2 t2)) = 0 c ∈ (−1, 1)
± t412 = 0 c = ±1
sin
(√
c2 − 1 t2
) (
2 sin
(√
c2 − 1 t2
)− t√c2 − 1 cos (√c2 − 1 t2)) = 0 c ∈ (−∞,−1) ∪ (1,∞) .
The first 2 equations have only the trivial solution t = 0. The third one gives two series of conjugate times:
• first series: t2n−1 = 2npi√c2−1 to which correspond the conjugate loci C
2n−1
Id = e
k \ Id;
• second series: t2n = 2xn√c2−1 where {x1, x2, . . .} is the ordered set of the strictly positive solutions of
x = tan(x), to which correspond the conjugate loci
C2nId =
{(
cos(xn) cos(yn)+
sin(xn)√
c2−1
(cos(θ)+c sin(yn)) cos(xn) sin(yn)+
sin(xn)√
c2−1
(sin(θ)−c cos(yn))
− cos(xn) sin(yn)+ sin(xn)√
c2−1
(sin(θ)+c cos(yn)) cos(xn) cos(yn)+
sin(xn)√
c2−1
(− cos(θ)+c sin(yn))
)
| c ∈ R
θ ∈ R/2pi
}
with yn =
cxn√
c2−1 .
Remark 11 Notice that not all geodesics have conjugate points. Indeed, Exp(θ, c, ·) has a conjugate point if
and only if c ∈ (−∞,−1) ∪ (1,+∞).
We present an image of the 2nd conjugate locus (Figure 7). For simplicity we present an image of its intersection
with
{
ekeap1 |a ∈ R
}
. The complete picture can be recovered using the cylindrical symmetry.
Figure 7: k⊕ p problem on SU(2): section of the 2nd conjugate locus.
Remark 12 Notice that all even conjugate loci have self-intersection.
4 A sub-Riemannian structure on lens spaces
4.1 Definition of L(p, q)
Fix 2 coprime integers p, q ∈ Z, p, q 6= 0. The lens space L(p, q) is defined as the quotient of SU(2) w.r.t. the
identification rule(
α1
β1
)
∼
(
α2
β2
)
if ∃ ω ∈ C p-th root of unity such that
(
α2
β2
)
=
(
ω 0
0 ωq
)(
α1
β1
)
.
Lens spaces are 3-dimensional compact manifolds, but excepted L(2, 1) ≃ SO(3), they are neither Lie groups
nor homogeneous spaces of SU(2). The following topological equivalences hold: ∀ p, q, k ∈ Z, p, q coprime,
p, q 6= 0 we have L(p, q) ≃ L(p,−q) ≃ L(−p, q) ≃ L(p, q + kp). Lens spaces have highly non-trivial topology,
for details we refer to [25].
The following theorem permits to choose a representative of L(p, q) in SU(2).
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Proposition 2 Consider the set Ep =
{(
α
β
)
∈ SU(2)| Re (α) > 0, Im(α)2
sin(pip )
2 + |β|2 < 1
}
⊂ SU(2) and define
∂E+p = ∂Ep ∩ {Im (α) ≥ 0}, ∂E−p = ∂Ep ∩ {Im (α) ≤ 0}. Endow Ep with the equivalence relation ÷ defined as
follows:
1. the relation is reflexive;
2. moreover, given
(
α+
β+
)
∈ ∂E+p and
(
α−
β−
)
∈ ∂E−p , we have
(
α+
β+
)
÷
(
α−
β−
)
if
• either: Im (α+) = −Im (α−) 6= 0 and β+ = e2pii qp β−;
• or: Im (α+) = Im (α−) = 0 and β+ = e2piinp β− for some n ∈ {1, . . . , p}.
The manifold Ep/÷ is diffeomorphic to L(p, q).
Proof. Take
(
α
β
)
∈ SU(2) and let us look for ω p-th root of unity such that
(
ωα
ωqβ
)
∈ Ep. This condition
is equivalent to
Re (ωα) ≥ 0 and Im (ωα)
2
sin
(
pi
p
)2 + |ωqβ|2 ≤ 1. (13)
Recalling that |ωqβ|2 = |β|2 = 1−|α|2 and that Im (ωα) = |α| sin(arg(ωα)) if α 6= 0, equation (13) is equivalent
to
arg (ωα) ∈
[
−pi
p
,
pi
p
]
or α = 0. (14)
Thus:
• if α 6= 0, there exist at least one solution ω1 of arg (ωα) ∈
[
−pi
p
, pi
p
]
. Moreover, we have 2 distinct
solutions ω1, ω2 if and only if arg (ω1α) = −pip and arg (ω2α) = pip . In this case
(
ω1α
ωq1β
)
=
( |α|e−ipip
ωq1β
)
and
(
ω2α
ωq2β
)
=
( |α|ei pip
ωq2β
)
; observe that
(
ω1α
ωq1β
)
÷
(
ω2α
ωq2β
)
.
• if α = 0, every ω p-th root of unity satisfies
(
0
ωqβ
)
∈ Ep; observe that for all the pairs ω1, ω2 we have(
0
ωq1β
)
÷
(
0
ωq2β
)
.
Hence ∀
(
α
β
)
∈ SU(2) we have a unique
[(
ωα
ωqβ
)]
÷
∈ Ep/÷, i.e. the function
ψ :
L(p, q) = SU(2)/∼ → Ep/÷[(
α
β
)]
7→
[(
ωα
ωqβ
)]
÷
is bijective. 
Remark 13 A crucial observation for what follows is that the projection
Π :
SU(2) → L(p, q)
g 7→ [g]
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is a local diffeomorphism. Moreover, Π|Ep : Ep → L(p, q)\ [∂Ep] is a diffeomorphism. In particular, Ep contains
only 1 representative for each equivalence classes of L(p, q); i.e. if g, h ∈ Ep and [g] = [h], then g = h.
Remark 14 Proposition 2 provides a picture of L(p, q): recall that SU(2) is drawn as 2 balls in R3 (see
Section 3.1.2). Hence Ep ⊂ SU(2) is drawn as a closed ellipsoid inside one of the 2 balls, via the map ρ :
Ep → B1(0) ⊂ R3(
α
β
)
7→ (Re (β) , Im (β) , Im (α)) . The picture of Ep is
Fp =
(x1, x2, x3) ∈ B1(0) | x21 + x22 + x
2
3
sin
(
pi
p
)2 < 1
 ,
the one of Ep is Fp, see Figure 8-left. The identification ÷ induces the following identification on Fp: given
(x+1 , x
+
2 , x
+
3 ) ∈ ∂F+p = ∂Fp ∩ {x3 ≥ 0} and (x−1 , x−2 , x−3 ) ∈ ∂F−p = ∂Fp ∩ {x3 ≤ 0}, they are identified when
x+3 = −x−3 and
(
x+1
x+2
)
=
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
x−1
x−2
)
with θ = 2piq
p
, see Figure 8-right.
Figure 8: Left: F 4. Right: the representation of L(4, 1), with some examples of the identification rule.
Remark 15 Observe that the identification rule on F p gives a 1-to-1 identification between ∂Fp∩{x3 > 0} and
∂Fp ∩ {x3 < 0}, while there are in general more identified points on
{
x21 + x
2
2 = 1
} ∩ {x3 = 0}, see Figure 9.
Figure 9: L(4, 1): some examples of the identification rule on
{
x21 + x
2
2 = 1
} ∩ {x3 = 0}.
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4.2 Sub-Riemannian quotient structure on L(p, q)
Proposition 3 The sub-Riemannian structure on SU(2) given in Section 3.1 induces a 2-dim sub-Riemannian
structure on L(p, q) = SU(2)/∼ via the quotient map
Π :
SU(2) → L(p, q)
x 7→ [x]
i.e.
• the map
∆˜ : [g] 7→ Π∗ (∆(h)) ⊂ T[g]L(p, q) with h ∈ [g]
is a 2-dim smooth distribution on L(p, q) that is Lie bracket generating;
• g˜[g](v∗, w∗) =< v∗, w∗ >[g]:=< v,w >h with h ∈ [g], v, w ∈ ThSU(2), Π∗(v) = v∗, Π∗(w) = w∗ is a
smooth positive definite scalar product on ∆˜.
Proof. The role of the map Π and Π∗|g is illustrated in the following diagram
TgSU(2)

Π∗|g
// T[g]L(p, q)

SU(2)
Π
// L(p, q).
The map Π is a local diffeomorphism, thus Π∗|g : TgSU(2) → T[g]L(p, q) is a linear isomorphism, hence
Π∗|g (∆(g)) is a 2-dim subspace of T[g]L(p, q).
The following statements:
• the distribution ∆˜([g]) is well defined, i.e. ∀h1, h2 ∈ [g] we have Π∗|h1 (∆(h1)) = Π∗|h2 (∆(h2))
• the positive definite scalar product< v∗, w∗ >[g] is well defined, i.e. ∀h1, h2 ∈ [g], v1, w1 ∈ Th1SU(2), v2, w2 ∈
Th2SU(2) such that Π∗|h1
(v1) = Π∗|h2
(v2) and Π∗|h1
(w1) = Π∗|h2
(w2) we have < v1, w1 >h1=<
v2, w2 >h2
are consequences of the following lemma:
Lemma 1 Let h1, h2 ∈ [g] with h2 =
(
ω 0
0 ωq
)
h1. The map
φ :
p → p n1m1
0
 7→
 Re (ωq−1) −Im (ωq−1) 0Im (ωq−1) Re (ωq−1) 0
0 0 0
 n1m1
0

is bijective. Moreover, it is an isometry w.r.t. the positive definite scalar product < , > and satisfies ∀ η ∈ p
d
dt |t=0
[
h1e
tη
]
=
d
dt |t=0
[
h2e
tφ(η)
]
.
Proof. Let h =
(
a
b
)
∈ SU(2) and η = (n,m, 0) ∈ p. We have
hetη =
(
a cos
(√
n2 +m2 t2
)− b sin (√n2 +m2 t2) n−im√n2+m2
b cos
(√
n2 +m2 t2
)
+ a sin
(√
n2 +m2 t2
)
n+im√
n2+m2
)
. (15)
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Take h1, h2 ∈ [g] with h2 =
(
ω 0
0 ωq
)
h1 and η1, η2 ∈ p with coordinates η1 = (n1,m1, 0) and η2 =
(n2,m2, 0). Consider the trajectories [h1e
tη1 ] =

 a cos
(√
n21 +m
2
1
t
2
)
− b sin
(√
n21 +m
2
1
t
2
)
n1−im1√
n21+m
2
1
b cos
(√
n21 +m
2
1
t
2
)
+ a sin
(√
n21 +m
2
1
t
2
)
n1+im1√
n21+m
2
1


and
[h2e
tη2 ] =

 ωa cos
(√
n22 +m
2
2
t
2
)
− ωqb sin
(√
n22 +m
2
2
t
2
)
n2−im2√
n22+m
2
2
ωqb cos
(√
n22 +m
2
2
t
2
)
+ ωa sin
(√
n22 +m
2
2
t
2
)
n2+im2√
n22+m
2
2

 =
=

 a cos
(√
n22 +m
2
2
t
2
)
− ωq−1b sin
(√
n22 +m
2
2
t
2
)
n2−im2√
n22+m
2
2
b cos
(√
n22 +m
2
2
t
2
)
+ ω1−qa sin
(√
n22 +m
2
2
t
2
)
n2+im2√
n22+m
2
2

 .
Thus d
dt |t=0 [h1e
tη1 ] = d
dt |t=0 [h2e
tη2 ] in the case

n21 +m
2
1 = n
2
2 +m
2
2
n1 − im1 = ωq−1(n2 − im2)
n1 + im1 = ω
1−q(n2 + im2)
, that is equivalent to
ωq−1(n1 + im1) = n2 + im2. This equation is verified for η2 = φ(η1). 
Since Π is a local diffeomorphism, ∀ g ∈ SU(2) ∃ B(g) such that the map Π∗|B(g) : TB(g)SU(2) →
TB([g])L(p, q) is a diffeomorphism, thus ∆˜ is smooth, Lie bracket generating, and < v∗, w∗ >[g] is smooth as a
function of [g]. 
Proposition 3 implies that the sub-Riemannian structures on SU(2) and L(p, q) defined above are locally
isometric via the map Π. As a consequence, the geodesics of (L(p, q), ∆˜, g˜) are the projection of geodesics of
(SU(2),∆,g). The conjugate locus for L(p, q) can be obtained from the one of SU(2) by the projection Π.
Remark 16 One can check that the sub-Riemannian structure induced by SU(2) on L(2, 1) ≃ SO(3) is equiv-
alent to the k⊕ p sub-Riemannian structure on SO(3) defined in Section 3.2.
5 Cut loci and distances
In this section we prove the main theorems of the paper, i.e. we compute cut loci for SU(2), SO(3), lens spaces,
SL(2) and we prove the formula (3) for the sub-Riemannian distance on SU(2).
Recall that our problems satisfy the following assumptions: i) each point of M is reached by an optimal
geodesic starting from Id, see Section 2.3; ii) we are in the 3-D contact case, thus there are no abnormal
minimizers. Hence Remark 4 applies.
Proposition 4 Let T (θ, c) be the cut time for Exp(θ, c, ·) (possibly +∞ if Exp(θ, c, ·) is optimal on [0,+∞)).
Define D = {(θ, c, t) ∈ ΛId × R+ | 0 < t < T (θ, c)} and M ′ = M\ (KId ∪ Id). The function Exp|D : D → M ′
is a diffeomorphism from D to M ′.
Proof. Let us first check that Exp(D) ⊂ M ′. By contradiction, let Exp(θ, c, t) ∈ M\M ′, thus either t = 0
or t = T (θ, c) or Exp(θ, c, ·) is not optimal in [0, t], i.e. t > T (θ, c). Contradiction. Let us verify that Exp|D
is injective: by contradiction, let Exp(θ1, c1, t1) = Exp(θ2, c2, t2) with (θ1, c1, t1) 6= (θ2, c2, t2). If t1 6= t2,
one of the two geodesics Exp(θ1, c1, ·),Exp(θ2, c2, ·) has already lost optimality, thus ti ≥ T (θi, ci), hence
(θi, ci, ti) 6∈ D, contradiction. If t1 = t2, we have that Exp(θ1, c1, t1) is a cut point, hence t1 ≥ T (θ1, c1),
contradiction. To verify that Exp|D is surjective, take g ∈ M ′ and observe that there is an optimal geodesic
Exp(θ, c, ·) reaching it at time t ≤ T (θ, c). But t = T (θ, c) implies g ∈ KId, thus t < T (θ, c).
The smoothness of Exp|D and of its inverse follows from the fact that Exp is a local diffeomorphism outside
the critical points (i.e. points where the differential of Exp is not of full rank) and that the critical points do
not belong to D. Indeed, by contradiction, let (θ, c, t) ∈ D be a critical point, hence t is a conjugate time:
it is either the first conjugate time, that coincide with the cut time (i.e. t = T (θ, c)) or a greater one (i.e.
t > T (θ, c)). In both cases (θ, c, t) 6∈ D. Contradiction. 
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5.1 The cut locus for SU(2)
Theorem 1 The cut locus for the k⊕ p problem on SU(2) is
KId = e
k \ Id = {eck | c ∈ (0, 4pi)} .
Proof: Let g ∈ ek \ Id =
{(
α
0
)
| α ∈ C, |α| = 1, α 6= 1
}
and Exp(θ, c, ·) the minimizing geodesic steering
Id to g in time T . As a consequence of the cylindrical symmetry, we have that Exp(ψ, c, T ) = g ∀ ψ ∈ R/2pi,
thus
(
ek\Id
)
⊂ KId.
The core of the proof is to show that there are no cut points outside ek. Recall the expression of geodesics
Exp(θ, c, t) =
(
α
β
)
=
 c sin( ct2 ) sin(√1+c2 t2 )√1+c2 + cos( ct2 ) cos(√1 + c2 t2 ) + i„ c cos( ct2 ) sin(√1+c2 t2 )√1+c2 − sin( ct2 ) cos(√1 + c2 t2 )«
sin(
√
1+c2 t
2
)√
1+c2
`
cos( ct2 + θ) + i sin(
ct
2 + θ)
´
 .
By contradiction, assume that g ∈ SU(2)\ek is reached by two different optimal trajectories Exp(θ, c, ·) and
Exp(ψ, d, ·) at time T . Observe that Exp(θ, c, 2pi√
1+c2
),Exp(ψ, d, 2pi√
1+c2
) ∈ ek ⊂ KId, thus
0 < T < min
{
2pi√
1 + c2
,
2pi√
1 + d2
}
. (16)
Observe that Exp(θ, c, T ) = Exp(ψ, d, T ) implies that |β| is equal in the two cases, i.e.
sin(
√
1+c2T
2 )√
1 + c2
=
sin(
√
1+d2T
2 )√
1 + c2
. (17)
From this equation it follows |c| = |d|. Indeed equation (17) is equivalent to sin(
√
1+c2T
2 )√
1+c2T
2
=
sin(
√
1+d2T
2 )√
1+d2T
2
. From
the fact that
√
1+c2T
2 ,
√
1+d2T
2 ∈ (0, pi) and that the function sin pp is injective for p ∈ (0, pi), it follows that√
1+c2T
2 =
√
1+d2T
2 , hence |c| = |d|.
Thus we consider the two cases:
• c = d ∈ R: the cylindrical symmetry implies either that θ = ψ (so the 2 geodesics coincide) or g ∈ ek.
Contradiction.
• c = −d ∈ R\ {0}: with no loss of generality we assume c > 0. Since by the central and cylindrical
symmetries we have
Exp(ψ,−c, t) =
(
α
ei(ψ+θ−arg(β))β
)
where Exp(θ, c, t) =
(
α
β
)
,
the equation Exp(θ, c, t) = Exp(ψ,−c, t) implies Im (α) = 0. Hence
c cos
(
ct
2
)
sin
(√
1 + c2t
2
)
=
√
1 + c2 sin
(
ct
2
)
cos
(√
1 + c2t
2
)
. (18)
The terms c, sin
(√
1+c2t
2
)
,
√
1 + c2, sin
(
ct
2
)
are non-zero because of equation (16) and c <
√
1 + c2.
Thus cos
(
ct
2
)
= 0 if and only if cos
(√
1+c2t
2
)
= 0, that is impossible because 0 < ct2 <
√
1+c2t
2 <
pi. Hence we rewrite equation (18) as
tan
„√
1+c2t
2
«
√
1+c2t
2
=
tan( ct2 )
ct
2
and state that (0, tan(0)) ,
(
ct
2 , tan
(
ct
2
))
,(√
1+c2t
2 , tan
(√
1+c2t
2
))
are 3 distinct points aligned on the graph of the function tan in [0, pi). It is
impossible. Contradiction.
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The cut locus for the k⊕ p sub-Riemannian manifold SU(2) is given in Figure 10.
Figure 10: The cut locus for the k⊕ p sub-Riemannian manifold SU(2).
5.1.1 The sub-Riemannian distance in SU(2)
In this section we compute the sub-Riemannian distance on SU(2), i.e. we prove Theorem 2.
Let g =
(
α
0
)
=
(
ei arg(α)
0
)
∈ ek: g is reached by a geodesic Exp(θ, c, ·) at time 2pi√
1+c2
for some c ∈ R.
Observe that Exp
(
θ, c, 2pi√
1+c2
)
= Exp
(
θ,±
√
4pi2
t2
− 1, t
)
=
 − cos(√pi2 − t24 )∓ i sin(√pi2 − t24 )
0
 = ei„pi±qpi2− t24 «
0
. Thus the distance d(g, Id) is the smallest t > 0 such that ei„pi±qpi2− t24 « = ei arg(α),
whose solution is t = 2
√
arg (α) (2pi − arg (α)) where arg (α) is chosen in [0, 2pi].
Let g =
(
α
β
)
∈ SU(2)\ek. Applying proposition 4, we have that Exp−1|D (g) is well defined on D ={
(θ, c, t) ∈ ΛId × R+ | 0 < t < 2pi√1+c2
}
. Thus the sub-Riemannian distance of g from the origin is d(g, Id) = t
where t is the third component of Exp−1|D (g), i.e. the unique solution t of Exp(θ, c, t) = g with (θ, c, t) ∈ D.
Using the explicit form of Exp given in (3.1.1), one checks that the system
{
Exp(θ, c, t) = g
(θ, c, t) ∈ D is equivalent to
− ct2 + arctan
(
c√
1+c2
tan
(√
1+c2t
2
))
= arg(α)
sin
„√
1+c2t
2
«
√
1+c2
=
√
1− |α|2
cos( ct2 + θ) + i sin(
ct
2 + θ) = arg(β)
.
The third equation has no role for the computation of distance as a consequence of the cylindrical symmetry.
Remark 17 The distance is a bounded function: this is due to its continuity and the compactness of SU(2).
The farthest point starting from Id is −Id, whose distance is 2pi.
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Notice that ∀ α, β1, β2 ∈ C, |β1| = |β2| we have d
((
α
β1
)
, Id
)
= d
((
α
β2
)
, Id
)
= d
((
α
β1
)
, Id
)
:
this is due to the cylindrical and central symmetries.
5.2 The cut locus for SO(3) and lens spaces
In this section we compute the cut locus for lens spaces L(p, q). As a particular case, we get the cut locus for
SO(3) ≃ L(2, 1).
Theorem 4 The cut locus for the sub-Riemannian problem on L(p, q) defined in Section 3 is a stratification
K[Id] = K
sym
[Id] ∪K loc[Id]
with
Ksym[Id] = [∂Ep] =

[(
α
β
)]
| a, b ∈ C,Re (α) ≥ 0, Im (α)
2
sin
(
pi
p
)2 + |β|2 = 1
 ,
K loc[Id] =
[
ek
]
\ [Id] =
{[(
α
0
)]
| α ∈ C, |α| = 1, αp 6= 1
}
.
Proof. Let us first prove the following lemma.
Lemma 2 A geodesic γ(·) in L(p, q) steering [Id] to [g] in minimum time T admits a unique lift γ0(·) in SU(2)
starting from Id.
Moreover, γ0(t) = Exp(θ0, c0, t) ∀ t ∈ [0, T ] for some θ0 ∈ R/2pi, c ∈ R.
Proof. Take γ(·) as in the hypotheses. Since L(p, q) and SU(2) are locally diffeomorphic via Π, there is a
unique lift γ0(·) in SU(2) starting from Id, i.e. γ0(0) = Id and [γ0(t)] = γ(t) ∀ t ∈ [0, T ].
Let us prove that γ0(·) is an optimal trajectory reaching γ0(T ). By contradiction, there exists a trajectory
γ1(·) such that γ1(t1) = γ0(T ) with t1 < T . Hence, its projection [γ1(·)] satisfies [γ1(t1)] = [g] with t1 < T .
Contradiction.
Since γ0(·) is an optimal trajectory, it is a geodesic of SU(2), and there exist θ ∈ R/2pi, c ∈ R such that
γ0(t) = Exp(θ0, c0, t) ∀ t ∈ [0, T ]. 
Let us prove that K loc[Id] ⊂ K[Id]: consider [g] ∈ K loc[Id], a geodesic steering [Id] to [g] in minimum time T with
unique lift Exp(θ0, c0, ·). By definition of K loc[Id], we have Exp(θ0, c0, T ) ∈ ek\Id ⊂ SU(2), i.e. Exp(θ0, c0, T )
lies in the cut locus for the sub-Riemannian problem on SU(2). Thus there exists another optimal geodesic
Exp(θ1, c1, ·) defined in [0, T ] such that Exp(θ1, c1, T ) = Exp(θ0, c0, T ) ∈ [g]. Thus the geodesic [Exp(θ1, c1, ·)]
reaches [g] in minimum time. The geodesics in SU(2) are distinct in a neighborhood of Id, so their projections
in a neighborhood of [Id] are distinct as well.
Let us now prove that Ksym[Id] ⊂ K[Id]: consider [g] ∈ Ksym[Id] , a geodesic steering [Id] to [g] in minimum
time T with unique lift Exp(θ0, c0, ·); call Exp(θ0, c0, T ) =
(
α
β
)
∈ [g]. If β = 0 we have [g] ∈ K loc[Id] or
[g] = [Id], so assume β 6= 0. Due to the cylindrical and central symmetries, we have Exp(θ0 + ψ,−c0, T ) =(
α
e2i(θ0−arg(β))+iψβ
)
. Consider ψ+ ∈ R/2pi solution of e2i(θ0−arg(β))+iψ+ = e2pii qp and ψ− ∈ R/2pi solution of
e2i(θ0−arg(β))+iψ
−
= e−2pii
q
p . If Exp(θ0, c0, T ) ∈ ∂E+p , we have [Exp(θ0 + ψ+,−c0, T )] = [Exp(θ0, c0, T )] = [g];
if Exp(θ0, c0, T ) ∈ ∂E−p , we have similarly [Exp(θ0 + ψ−,−c0, T )] = [Exp(θ0, c0, T )] = [g]. If c0 6= 0, we have
found two distinct trajectories reaching [g] in optimal time; if c0 = 0, we have Exp(θ0, c0, T ) ∈ ∂E+p ∩ ∂E−p ,
thus at least one among ψ+ and ψ− are not null, so at least one among Exp(θ0+ψ+, 0, ·) and Exp(θ0+ψ−, 0, ·)
are distinct from Exp(θ0, 0, ·) in a neighborhood of Id, so are their projections in a neighborhood of [Id].
Finally, consider [g] ∈ L(p, q)\
(
K loc[Id] ∪Ksym[Id] ∪ [Id]
)
and assume by contradiction that there exist 2 distinct
geodesics steering [Id] to [g] in minimum time T with distinct lifts Exp(θ0, c0, ·), Exp(θ1, c1, ·). There are two
possibilities:
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• Exp(θ0, c0, T ) = Exp(θ1, c1, T ). In this case Exp(θ0, c0, T ) lies in the cut locus for the sub-Riemannian
problem on SU(2), hence [g] ∈ K loc[Id]. Contradiction.
• Exp(θ0, c0, T ) 6= Exp(θ1, c1, T ): since by hypothesis [g] 6∈ Ksym[Id] , we have Exp(θ0, c0, T ),Exp(θ1, c1, T ) 6∈
∂Ep. Recalling that [Exp(θ0, c0, T )] = [Exp(θ0, c0, T )] and Exp(θ0, c0, T ),Exp(θ1, c1, T ) ∈ Ep implies
Exp(θ0, c0, T ) = Exp(θ1, c1, T ), due to remark 13, we have that Exp(θi, ci, T ) ∈ SU(2)\Ep for i = 0
or i = 1. We assume with no loss of generality that Exp(θ0, c0, T ) ∈ SU(2)\Ep, thus the geodesic
Exp(θ0, c0, t) with t ∈ [0, T ] connects Id ∈ Ep and Exp(θ0, c0, T ) ∈ SU(2)\Ep; thus ∃ t˜ ∈ (0, T ) such
that Exp(θ0, c0, t˜) ∈ ∂Ep. It implies γ0(t˜) =
[
Exp(θ0, c0, t˜)
] ∈ Ksym[Id] , thus γ0(t) is no more optimal for
t ∈ [0, T ]. Contradiction.

Remark 18 Notice that K loc[Id] is a manifold (a circle without a point), while K
sym
[Id] is not in general. Indeed, it
is an orbifold. It can be seen as S2 ⊂ R3 with the following identification: (x+1 , x+2 , x+3 ) ∈ S2 ∩ {x3 ≥ 0} and
(x−1 , x
−
2 , x
−
3 ) ∈ S2 ∩ {x3 ≤ 0} are identified when x+3 = −x−3 and
(
x+1
x+2
)
=
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
x−1
x−2
)
with θ = 2piq
p
. In the case SO(3) ≃ L(2, 1), we have that Ksym[Id] = RP2 (see Figure 11-left), while in the other
cases it is not locally euclidean: in fact, take a neighborhood of a point P on the equator and observe that it
is topologically equivalent to a set of p half-planes with a common line as boundary.
Next we give an idea of the topology of the cut locus for L(4, 1). Consider the space T1 made by the two
intersecting strips
{
(a, b, 0) ∈ R3 | a, b ∈ [−1, 1]} and {(a, 0, b) ∈ R3 | a, b ∈ [−1, 1]} with the following identi-
fication: (−1, b, 0) ∼ (1, 0, b) and (−1, 0, b) ∼ (1,−b, 0). The boundary of this set is topologically a circle S1.
Consider now a 2-dimensional semisphere T2. The cut locus K
sym
[Id] is topologically equivalent to the space given
by glueing T1 and T2 along their boundaries S
1. The cut locus K[Id] is given by glueing K
sym
[Id] with a circle S
1
along a point on T2 and next removing a point on S
1 (the starting point). See a picture of it in Figure 11-right.
Figure 11: Left: The cut locus for the sub-Riemannian problem on SO(3). Right: the cut locus for the
sub-Riemannian problem on L(4, 1).
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5.3 The cut locus for SL(2)
Theorem 5 The cut locus for the k⊕ p problem on SL(2) is a stratification
KId = K
sym
Id ∪K locId
with
KsymId = e
2pikep =
{
g ∈ SL(2) | g = gT ,Trg < 0} ,
K locId = e
k \ Id =
{(
cos(α) − sin(α)
sin(α) cos(α)
)
| α ∈ R/2pi, α 6= 0
}
.
Proof. Let us first prove that K locId ⊂ KId. Let g ∈ ek \ Id: it is reached optimally by a geodesic Exp(θ, c, ·)
at time T . Due to the cylindrical symmetry, we have g = Exp(ψ, c, T ) ∀ ψ ∈ R/2pi, thus g ∈ KId.
Let us now prove that KsymId ⊂ KId. Let g = e2pikex0p1+y0p2 ∈ e2pikep: it is reached optimally by a geodesic
Exp(θ, c, ·) at time T . If x20 + y20 = 0 we have g = e2pik ∈ K locId , thus it is a cut point. If x20 + y20 6= 0,
due to the cylindrical and central symmetry, we have Exp(θ + ψ,−c, T ) = e−2pikexp1+yp2 with
(
x
y
)
=(
cos(2θ + ψ) sin(2θ + ψ)
sin(2θ + ψ) − cos(2θ + ψ)
)(
x0
y0
)
. Choose ψ in such a way that θ+ ψ2 is the angle on the plane of the
line passing through (0, 0) and (x0, y0). In this way we have
(
x
y
)
=
(
x0
y0
)
. Observing that e−2pik = e2pik
we finally have that g = Exp(θ, c, T ) = Exp(θ + ψ,−c, T ). Observe that c 6= 0 because Exp(θ, 0, ·) ∈ ep, thus
the two geodesics Exp(θ, c, ·),Exp(θ + ψ,−c, ·) are distinct.
We prove now that there is no cut point outside KsymId ∪ K locId . By contradiction, let g ∈ SL(2) \(
KsymId ∪K locId ∪ Id
)
be reached by two optimal trajectories Exp(θ, c, ·) and Exp(ψ, d, ·) at time T . Writing
Exp(θ, c, t) =
(
g11(θ, c, t) g12(θ, c, t)
g21(θ, c, t) g22(θ, c, t)
)
we have
r(c, t) :=
√
(g11 − g22)2 + (g12 + g21)2 =

Sinh(
√
1−c2 t2 )√
1−c2
2
c ∈ (−1, 1)
t c ∈ {−1, 1}
sin(
√
c2−1 t2 )√
c2−1
2
c ∈ (−∞,−1) ∪ (1,+∞)
. (19)
The identity Exp(θ, c, T ) = Exp(ψ, d, T ) implies r(c, T ) = r(d, T ), that implies c2 = d2. Indeed, observe that
in the 3 cases described by (19) we have respectively r(c, t) > t, r(c, t) = t, r(c, t) < t, thus either c, d ∈ (−1, 1)
or c, d ∈ {−1, 1} or c, d ∈ (−∞,−1) ∪ (1,+∞). In each of the 3 case the identity r(c, T ) = r(d, T ) implies
c2 = d2. Indeed we have the following 3 cases
case c, d ∈ (−1, 1): in this case the conclusion follows from the fact that Sinh(p)
p
is injective for p ∈ (0,+∞);
case c, d ∈ {−1, 1}: straightforward;
case c, d ∈ (−∞,−1) ∪ (1,+∞): Let us prove first that
√
c2−1T
2 ∈ (0, pi). By contradiction, assume
√
c2−1T
2 ≥
pi. There exists t ∈ (0, T ] such that
√
c2−1t
2 = 0, hence r(c, t) = 0, from which it follows Exp(θ, c, t) ∈ ek.
Hence either t < T (and Exp(θ, c, ·) is not optimal on [0, T ], contradiction) or t = T (and g ∈ K locId ∪ Id,
contradiction). Similarly one prove that
√
d2−1T
2 ∈ (0, pi).
Now observe that r(c, T ) = r(d, T ) implies
sin(
√
c2−1T2 )√
c2−1T
2
=
sin(
√
d2−1T2 )√
d2−1T
2
. Recalling that sin p
p
is injective
for p ∈ (0, pi) we have
√
c2−1T
2 =
√
d2−1T
2 , hence c
2 = d2.
We have two cases:
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• c = d ∈ R. The identity g11(θ, c, T ) = g11(ψ, c, T ) implies either θ = ψ (i.e. the geodesics coincide) or
c ∈ (−∞,−1)∪ (1,+∞), thus sin (√c2 − 1T2 ) = 0, i.e. Exp(θ, c, T ) ∈ ek, hence either g = Id or g ∈ K locId .
Contradiction.
• c = −d ∈ R\ {0}. Writing g = ezkex0p1+y0p2 we have Exp(ψ,−c, T ) = e−zkexp1+yp2 . The identity
Exp(θ, c, T ) = Exp(ψ,−c, T ) and the uniqueness of the decomposition (3.3.2) imply ezk = ±Id. Thus g
is symmetric, i.e. g12(θ, c, T ) = g21(θ, c, T ).
If c ∈ (−1, 1) this equation implies tan(c
T
2 )
cT2
=
Tanh(
√
1−c2 T2 )√
1−c2 T2
. Choosing c > 0, observe that the first
positive solution T1 of the equation
tan(cT12 )
c
T1
2
=
Tanh(
√
1−c2 T12 )√
1−c2 T12
satisfies T1 ∈
(
pi, 3pi2
)
. The other cases
c ∈ {−1, 1} and c ∈ (−∞,−1) ∪ (1,+∞) are treated similarly and lead to T1 ∈
(
pi, 3pi2
)
.
Thus cos
(
cT12
)
< 0, hence Tr (g) < 0. But Exp(θ, c, T1) symmetric and Tr (g) < 0 implies Exp(θ, c, T1) ∈
KsymId , i.e. T1 is a cut time. Thus either T = T1 (meaning that Exp(θ, c, t) ∈ KsymId ) or T > T1 and
Exp(θ, c, ·) is not optimal in [0, T ]. Contradiction.

We give a picture of the cut locus for the k⊕ p sub-Riemannian manifold SL(2) in Figure (12).
Figure 12: The cut locus for the k⊕ p sub-Riemannian manifold SL(2).
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