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Abstract
For a deeper understanding of visual data, a relationship between local parts
and a global scene has to be carefully examined. Examples of such relationships
related to vision problems include but not limited to detecting a region of interest
in the scene, classifying an image based on limited visual cues, and synthesizing
new images conditioned on the local or global inputs. In this thesis, we aim to
learn the relationship and demonstrate its importance by showing that it is one
of critical keys to address four challenging vision problems mentioned above. For
each problem, we construct deep neural networks that suit for each task.
The first problem considered in the thesis is object detection. It requires not
only finding local patches that look like target objects conditioned on the con-
text of input scene but also comparing local patches themselves to assign a single
detection for each object. To this end, we introduce individualness of detection
candidates as a complement to objectness for object detection. The individual-
ness assigns a single detection for each object out of raw detection candidates
given by either object proposals or sliding windows. We show that conventional
approaches, such as non-maximum suppression, are sub-optimal since they sup-
press nearby detections using only detection scores. We use a determinantal point
process combined with the individualness to optimally select final detections. It
models each detection using its quality and similarity to other detections based
on the individualness. Then, detections with high detection scores and low cor-
relations are selected by measuring their probability using a determinant of a
matrix, which is composed of quality terms on the diagonal entries and simi-
larities on the off-diagonal entries. For concreteness, we focus on the pedestrian
detection problem as it is one of the most challenging problems due to frequent
occlusions and unpredictable human motions. Experimental results demonstrate
that the proposed algorithm works favorably against existing methods, includ-
ing non-maximal suppression and a quadratic unconstrained binary optimization
based method.
For a second problem, we classify images based on observations of local patches.
More specifically, we consider the problem of estimating the head pose and body
orientation of a person from a low-resolution image. Under this setting, it is
difficult to reliably extract facial features or detect body parts. We propose a
convolutional random projection forest (CRPforest) algorithm for these tasks. A
convolutional random projection network (CRPnet) is used at each node of the
forest. It maps an input image to a high-dimensional feature space using a rich
filter bank. The filter bank is designed to generate sparse responses so that they
can be efficiently computed by compressive sensing. A sparse random projection
matrix can capture most essential information contained in the filter bank without
using all the filters in it. Therefore, the CRPnet is fast, e.g., it requires 0.04ms to
process an image of 50×50 pixels, due to the small number of convolutions (e.g.,
0.01% of a layer of a neural network) at the expense of less than 2% accuracy.
The overall forest estimates head and body pose well on benchmark datasets, e.g.,
over 98% on the HIIT dataset, while requiring at 3.8ms without using a GPU.
Extensive experiments on challenging datasets show that the proposed algorithm
performs favorably against the state-of-the-art methods in low-resolution images
with noise, occlusion, and motion blur.
Then, we shift our attention to image synthesis based on the local-global re-
lationship. Learning how to synthesize and place object instances into an image
(semantic map) based on the scene context is a challenging and interesting prob-
lem in vision and learning. On one hand, solving this problem requires a joint
decision of (a) generating an object mask from a certain class at a plausible scale,
location, and shape, and (b) inserting the object instance mask into an existing
scene so that the synthesized content is semantically realistic. On the other hand,
such a model can synthesize realistic outputs to potentially facilitate numerous
image editing and scene parsing tasks. In this paper, we propose an end-to-end
trainable neural network that can synthesize and insert object instances into an
image via a semantic map. The proposed network contains two generative mod-
ules that determine where the inserted object should be (i.e., location and scale)
and what the object shape (and pose) should look like. The two modules are con-
nected together with a spatial transformation network and jointly trained and
optimized in a purely data-driven way. Specifically, we propose a novel network
architecture with parallel supervised and unsupervised paths to guarantee diverse
results. We show that the proposed network architecture learns the context-aware
distribution of the location and shape of object instances to be inserted, and it
can generate realistic and statistically meaningful object instances that simulta-
neously address the where and what sub-problems.
As the final topic of the thesis, we introduce a new vision problem: generating
an image based on a small number of key local patches without any geometric
prior. In this work, key local patches are defined as informative regions of the
target object or scene. This is a challenging problem since it requires generating
realistic images and predicting locations of parts at the same time. We construct
adversarial networks to tackle this problem. A generator network generates a fake
image as well as a mask based on the encoder-decoder framework. On the other
hand, a discriminator network aims to detect fake images. The network is trained
with three losses to consider spatial, appearance, and adversarial information.
The spatial loss determines whether the locations of predicted parts are correct.
Input patches are restored in the output image without much modification due
to the appearance loss. The adversarial loss ensures output images are realistic.
The proposed network is trained without supervisory signals since no labels of
key parts are required. Experimental results on seven datasets demonstrate that
the proposed algorithm performs favorably on challenging objects and scenes.
Keywords: Pedestrian detection, head pose estimation, image generation, de-
terminantal point processes, compressive sensing, random forests, convolutional
neural network, generative adversarial networks, computer vision
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Chapter 1
Introduction
The fourth industrial revolution is just around the corner. Due to the recent
advances in a number of different fields, such as the robotics, artificial intelli-
gence, and biotechnology, we can fuse them to create comprehensive technologies
that have substantial impacts on industries, economies, and our daily lives. For
example, the industrial automation replaces human beings with robots in an in-
dustry. In one estimate, 47% of jobs in U.S. are at risk of becoming automated
by computerised equipments in the next ten to twenty years [6]. These dramatic
changes become important public issues and hotly debated in various aspects,
e.g., moral dilemmas of autonomous vehicles for the safety concern. Figure 1.1
shows summary of the industrial revolution timeline.
The artificial intelligence (AI) particularly plays an important role in this
paradigm shift, since it works as a brain that makes decisions and controls other
parts. Therefore, it is deeply related to keywords of the fourth industrial revolu-
tion: big data, cyber-physical systems (CPS), and internet of things (IoT). The
term big data refers to data sets that are too large or complex to be handled by
traditional data processing techniques. A huge amount of data is produced and
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Figure 1.1: Timeline of the fourth industrial revolution.
shared by not only companies or governments but also individuals using advanced
digital devices in these days. It is an essential ingredient to train artificial intel-
ligence. CPS seeks to model the cyber-twins of the physical world to control and
monitoring them. Nuclear reactors and power plants are typical examples. On
the other hand, IoT focuses on the inter-networking of smaller physical devices
through the cyber space to provide services to users, e.g., a personal healthcare
system that uses a smartphone for interfacing sensors measuring physiological
parameters [7]. AI works as a backbone of these systems by understanding multi-
modal data. Therefore, various machine learning algorithms have been widely
studied to make artificial intelligence more intelligent. Examples of developed al-
gorithms are the decision tree, artificial neural networks, support vector machines,
bayesian networks, reinforcement learning, metric learning, dictionary learning,
2
Chapter 1. Introduction
Figure 1.2: Applications of modern computer vision algorithms.
and genetic algorithms. Based on these progresses, lots of practical AI systems
are emerging. It plans a path of an autonomous vehicle, responses to human
voices and texts, recommends customized items, forecasts financial markets, and
provides health care. More surprisingly, it starts to make better decisions than
human experts in some areas, e.g., AlphaGo [8]. In this point of view, Sundar
Pichai, CEO of Google, states that “The last ten years have been about building
a world that is mobile-first. In the next ten years, we will shift to a world that is
AI-first.”
Computer vision is one of the core research topics that aims to understand vi-
sual data using AI. Understanding visual data is particularly important in these
days since we are facing deluge of visual data due to the development of digi-
tal hardware, e.g., from a smartphone to a satellite, and internet platforms such
as the YouTube and social networks. Literatures have been studied various ap-
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proaches to address this problem by combining and developing ideas from a wide
range of scientific areas, such as mathematics, physics, image processing, pattern
recognition, and machine learning, for a few decades. Among them, deep learn-
ing has made key breakthroughs in the last few years. It is an approach to use
multiple hidden layers in an artificial neural network for modeling the way that
our brain processes input signals. High-speed computing processors and big data
storages facilitate the training of such large networks by using a huge amount
of high-dimensional data, such as images, videos, and texts. Given a sufficient
number of data and an enough capacity of a network, the features learned from
the network tends to be more discriminative than hand-crafted features. It makes
deep learning extremely versatile and useful. As a result, as shown in Figure 1.2,
a number of practical computer vision applications are presented such as the
autonomous vehicle, face recognition, motion capture system, augmented/virtual
reality, search by image, and so on. However, their performances are limited so far
in terms of accuracy, efficiency, and robustness since they often require additional
sensors, considerable computation time, or pre-processing steps. It is due to the
high-dimensionality and ambiguity of input images. For example, a one second
video taken by a smartphone consists of over 740 billion numbers. Therefore, it
is important to efficiently handle such large data. In addition, there are ambi-
guities caused by occlusions and camera motions which make the problem more
complicated.
In this dissertation, we study how to learn relationships between local parts
and the whole input scene of the visual data. Finding such relationships is crucial
to understand the visual input efficiently and effectively. For example, if we can
determine the category of an input image by only looking at some parts of it,
we can save computation time for the reading and processing of the entire data.
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If occluded regions can be inferred from visible parts of an input, algorithms
will perform more reliably. We apply this concept to address the mainstream of
computer vision problems such as detection, classification, regression, and im-
age generation. For each task, structured algorithmic designs and novel deep
architectures are proposed. As a result, we achieve state-of-the-art performances
demonstrating the importance of understanding the relationship between local
parts and the entire image.
1.1 Organization of the Dissertation
Chapter 2 introduces related works in this dissertation. We first review deep
learning families, i.e., artificial neural networks, convolutional neural networks,
and generative adversarial networks. Then, we present overviews of previous ap-
proaches on the detection, head pose and body orientation estimation, and im-
age generation. For detection, we further discuss determinantal points processes
(DPP). Random forests and compressive sensing are described for the proposed
pose estimation task. Finally, we further discuss differences between recent works
and our algorithm for the image generation task in detail.
In Chapter 3, we present a novel approach for the detection problem. While
existing works have been focused on designing a powerful detector, we show that
the score from a detector is not enough to declare final detections. It is becuase
the conventional non-maximum suppression method that relies on the detection
score is sub-optimal. In order to address this problem, we rearrange the detection
pipeline. First, a detector returns object candidate regions and their scores. Then,
we measure an individualness which is a new concept that aims to determine
whether the candidate regions represent the same person or not based on the
correlation of appearance. Finally, a determinantal point process is used to select
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diverse and high-quality detection bounding boxes. This algorithm achieves the
state-of-the-art accuracy on multiple pedestrian detection databases.
Chapter 4 describes head and body orientation estimation algorithm. We as-
sume low resolution images that are degraded by noise, blur, and occlusion as
an input for practical scenarios, e.g., autonomous vehicles. Our goal is to effi-
ciently estimate head and body poses with cheap computations. Inspired by the
compressive sensing, we construct a neural network, the convolutional random
projection network (CRPnet), that contains a random projection layer which has
fixed sparse random weights. It is designed to capture essential information of
an input image by sensing only a few local patches. In addition, the number of
convolutions is independent to the input image size. These properties make the
CPRnet computationally efficient. To enhance the accuracy, we propose a new al-
gorithm, the convolutional random projection forest (CPRforest), that combines
the CRPnet with a random forest. Experimental results show that the proposed
algorithm achieves the state-of-the-art performances, e.g., 98% accuracy on the
HIIT dataset with a few milliseconds on a single CPU core. It shows that we can
get an essential information of the entire image by analyzing its local patches.
In Chapter 5, we discuss how to synthesize and place a new object in the
input scene. It first requires to analyze the context of the entire image. Then,
conditioned on the context, an object is synthesized and placed at a proper re-
gion within the input. To put object instances realistically, we jointly learn where
(placement) and what (shape) of the object. To this end, we learn an affine trans-
form to put either a box or a rendered object shape at a reasonable location. In
addition, we construct two-pathway networks that consists of an unspervised path
and a supervised path to obtain diverse outputs. Experimental results on real-
world dataset, e.g., cityscapes, show that the proposed algorithm can generate
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realistic object shapes and place the object at proper locations.
In Chapter 6, we introduce a new computer vision problem for image gen-
eration. The proposed problem assumes inputs are local patches that does not
have spatial information and aims to generate a holistic image from them. Ex-
isting computer vision problems that are related to this problem are the image
inpainting and scene understanding. While the image inpainting problem expects
a locally corrupted image as an input, our problem uses a small number of lo-
cal patches. We have to infer not only appearances of missing regions but also
spatial arrangement of inputs. It requires to understand the relationship between
local patches and the entire scene. To achieve this goal, we propose a novel ar-
chitecture that generates both image and spatial mask. We adopt the concept of
adversarial learning to generate realistic images. Experimental results show that
our algorithm is capable of generating realistic objects and scenes, such as cars,
faces, flowers, waterfalls, and ceramics. In addition, it shows that inferring spatial
arrangements of local patches in the entire scene is important to understand the
visual data.
7
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Chapter 2
Related Work
2.1 Detection methods
Pedestrian Detection Methods. For completeness, we briefly discuss pedes-
trian detectors used in this paper. The HOG [9] features are computed by dividing
an image patch into cells and blocks. Each block consists of cells and is repre-
sented by a histogram of gradients. Histograms from all blocks are concatenated
into a single feature vector. Based on HOG features, an SVM classifier is trained
and used to classify each sliding window in a test image for pedestrian detection.
A deformable part model (DPM) [10] is developed based on HOG features. It
learns a classifier for each body part and finds a pedestrian by considering body
part detection scores and their spatial configuration. The DPM achieves higher
accuracy in pedestrian detection but requires heavier computational load than
the HOG based method.
A boosting-based detector is developed using different color spaces and gra-
dients [11] where subregions or aggregated pixels of different channels work as
a weak classifier. This multi-channel based detector has been shown to perform
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more efficiently and accurately than HOG-based approaches. The faster R-CNN
[12] method has been developed recently. This deep learning approach is devel-
oped based on object proposals rather than sliding windows [9, 10, 11].
Merging Detection Results. We note that all the above-mentioned methods
use NMS schemes to eliminate multiple detections around a true object including
the state-of-the-art detector [12]. Given a set of detected bounding boxes within
a region, NMS finds the one with the highest score and discards all the other
neighboring detections. Typically, a neighboring detection is defined by thresh-
olding on the overlap area ratio of bounding boxes. As stated in Section 3.1, NMS
is likely to generate false positives or negatives when objects are close to each
other.
Recently, numerous approaches have been proposed in order to address the
discussed problems of NMS. In [13], it is shown that the localization accuracy of
a bounding box is not strongly correlated to the score of a detection box when the
score is high. To address this problem, a regression model is constructed to learn
location statistics of raw detections with respect to the ground truth bounding
boxes. However, a regression model needs to be trained for each detector. In
addition, the performance of this method depends on the characteristics of the
training data. The NMS scheme can also be integrated into deep learning models
[14]. However, the parameters of NMS remain fixed during the training.
The task of NMS can be formulated as an optimization problem. In [15], a
quadratic unconstrained binary optimization (QUBO) algorithm is proposed to
replace NMS. The objective of QUBO is to find a binary vector where each ele-
ment indicates whether the corresponding detection should be suppressed from a
pool of candidate detections. The objective function consists of unary and pair-
wise terms. The unary term measures the confidence that a candidate detection
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truly represents a pedestrian and the pairwise term penalizes an overlap between
a pair of candidate detections. The objective function is solved using a greedy
algorithm. The main drawback of QUBO is that it approximates the distribution
of raw detections, i.e., the distance between pedestrians, using a quadratic ob-
jective function. In Section 3.2.5, we show the limitations of QUBO in real world
scenarios with comparisons to the proposed method.
A method based on affinity propagation clustering (APC) [16] is proposed.
APC is a clustering algorithm which aims to find exemplars, such that the sum
of similarities between exemplars and cluster members is maximized. However,
APC is not naturally suitable for object detection since it does not explicitly pe-
nalize close exemplars which can be duplicated detections from the same object.
Although this method can be improved by adding a repelling function which pe-
nalizes close exemplars, the detection accuracy is not notably increased compared
to NMS.
2.2 Orientation estimation methods
We discuss the related methods on head pose and body orientation estimation
based on templates, detector arrays, regression, and manifold embedding.
Template-based methods. Given an input image, a template method matches
against to a set of exemplars with corresponding pose labels for estimation.
Orozco et al. construct the template of each class based on the corresponding
mean image [17]. The Kullback-Leibler divergence between every pixel of the
input image and templates is computed. The similarity map is a feature descrip-
tor and classified by a support vector machine (SVM). Other metrics such as
Euclidean, Bhattacharyya, and Mahalanobis distance are also evaluated. How-
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ever, the pairwise distance between images of the same person in different pose
is usually smaller than the distance of different persons in the same pose [18].
Therefore, the estimation accuracy of template-based methods is limited.
Detector-based methods. As more accurate detectors have been developed in
the last decade, numerous methods that estimate orientations by training multiple
detectors for different poses have been proposed. Detectors in the literature are
typically based on the combination of features such as histogram of oriented
gradients (HOG) and Haar-like features [19, 20, 21], and classifiers such as SVMs
and Adaboost algorithms. These approaches perform well for discrete and coarse
estimation of head and body poses. However, it is difficult to resolve the case
when two or more detectors predict different poses for the same input image. In
addition, training of multiple classifiers for a dense orientation estimation is not
straightforward because of unbalanced positive and negative training samples.
Regression-based methods. Orientation estimation can be considered as a
regression problem that maps high-dimensional features from an input image
to low-dimensional pose parameters [22]. In [23, 24], a random regression forest
is used to learn a mapping from depth features to the corresponding head and
body orientation. At each node of the forest, the depths of two randomly chosen
points are compared. Based on the comparison, each sample is split to the left
or right child nodes. Similarly, a method that uses dense SIFT descriptors from
input images rather than depth features is developed [25]. These methods require
depth images or high-resolution images since SIFT features need to be reliably
extracted. In addition, hand-crafted features may not be sufficiently discrimina-
tive since, with these features, two images of the same person with different poses
may be mapped closer than images of different people with the same pose [26].
12
Chapter 2. Related Work
Manifold-based methods. Numerous algorithms assume that high-dimensional
images (observations) can be modeled well by the corresponding points on a low-
dimensional manifold. Thus, the distance on the manifold between two points can
be used for the pose estimation. In [27], a weighted array of descriptors computed
from overlapping patches is used for head and body pose estimation, where each
is described by a covariance matrix of image features. However, this method is
computationally expensive and sensitive to distortions, noise, or occlusions since
the holistic representation of the image is adopted [28].
2.3 Instance synthesis methods
The key issues of inserting object instances to an images are to consider: (a) where
to generate an instance, and (b) what scale and shape, or pose is plausible, given
a semantic mask. Both are fundamental vision and learning problems that have
attracted much attention in recent years. In this section, we discuss the methods
closely related to this work.
Predicting instance locations. In this work, the context prediction is con-
cerned with the geometric consistency between source and target semantic maps,
which falls into the boarder category of scene and object structure reasoning [29,
30, 31]. In [32], objects are detected based on the contextual information by
modeling the statistics of low-level features of the object and surrounding scene.
The same problem is recently addressed using a deep convolutional network [33].
Both methods predict whether objects of interest are likely to appear at specific
locations without determining additional information such as scale. In [34], an
image composition method is developed where the bounding box position of an
object is predicted based on object proposals and a new instance is retrieved from
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an existing database. However, it is significantly more challenging to develop a
joint generation model of shape and position as proposed in the paper, since the
objective function with respect to object location prediction is not differentiable.
Recently, the ST-GAN [35] utilizes spatial transformer network to insert objects
based on image warping at manually-defined locations. However, this method
does not synthesize object instances in images.
Synthesizing object instances. Object generation based on GANs has been
studied extensively [36, 37, 38, 39, 40, 41, 42, 43, 44, 2, 45, 46, 47]. Closest to
this work are the methods designed to in-paint a desired patch [48] or object
(e.g., facial component [49], pedestrian [50]) in original images. In contrast, the
object generation pipeline of this work is on the semantic layout rather than
image domain. As a result, we simplify the network module on learning desirable
object shapes.
Joint modeling of what and where. Several methods have been developed
to model what and where factors in different tasks. Reed et al. [51] present a
method to generate an image from the text input, which can either be condi-
tioned on the given bounding boxes or keypoints. In [31], Wang et al. model the
distribution of possible human poses using VAE at different locations of indoor
scenes. However, both methods do not deal with the distribution of possible lo-
cation conditioned on the objects in the scene. Hong et al. [52] model the object
location, scale and shape to generate a new image from a single text input. Dif-
ferent from the proposed approach, none of the existing methods are constructed
based on end-to-end networks, in which location prediction, as well as object
generation, can be regularized and optimized jointly.
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2.4 Image generation methods
Image Generation. Image generation is an important problem that has been
studied extensively in computer vision. With the recent advances in deep con-
volutional neural networks [53, 54], numerous image generation methods have
achieved the state-of-the-art results. Dosovitskiy et al. [55] generate 3D objects
by learning transposed convolutional neural networks. In [56], Kingma et al. pro-
pose a method based on the variational inference for the stochastic image gen-
eration. An attention model is developed by Gregor et al. [57] to generate an
image using a recurrent neural network. Recently, the stochastic PixelCNN [58]
and PixelRNN [59] are introduced to generate images sequentially.
The generative adversarial network [60] is proposed for generating sharp and
realistic images based on two competing networks: a generator and a discrimina-
tor. Numerous methods [61, 62] have been proposed to improve the stability of
the GAN. Radford et al. [42] propose deep convolutional generative adversarial
networks (DCGAN) with a set of constraints to generate realistic images effec-
tively. Based on the DCGAN architecture, Wang et al. [63] develop a model to
generate the style and structure of indoor scenes (SSGAN), and Liu et al. [41]
present a coupled GAN which learns a joint distribution of multi-domain images,
such as color and depth images.
Conditional GAN. Conditional GAN approaches [64, 65, 66] are developed to
control the image generation process with label information. Mizra et al. [64] pro-
pose a class-conditional GAN which uses discrete class labels as the conditional
information. The GAN-CLS [65] and StackGAN [66] embed a text describing an
image into the conditional GAN to generate an image corresponding to the con-
dition. On the other hand, the GAWWN [51] creates numerous plausible images
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based on the location of key points or an object bounding box. In these methods,
the conditional information, e.g., text, key points, and bounding boxes, is pro-
vided in the training data. However, it is labor intensive to label such information
since deep generative models require a large amount of training data. In contrast,
key patches used in the proposed algorithm are obtained without the necessity
of human annotation.
Numerous image conditional models based on GANs have been introduced re-
cently [67, 68, 69, 70, 48, 71, 43, 72]. These methods learn a mapping from the
source image to target domain, such as image super-resolution [67], user interac-
tive image manipulation [68], product image generation from a given image [69],
image inpainting [70, 48], style transfer [71] and realistic image generation from
synthetic image [43]. Isola et al. [72] tackle the image-to-image translation prob-
lem including various image conversion examples such as day image to night
image, gray image to color image, and sketch image to real image, by utilizing
the U-net [73] and GAN. In contrast, the problem addressed in this paper is the
holistic image generation based on only a small number of local patches. This
challenging problem cannot be addressed by existing image conditional methods
as the domain of the source and target images are different.
Unsupervised Image Context Learning. Unsupervised learning of the spa-
tial context in an image [74, 75, 48] has attracted attention to learn rich feature
representations without human annotations. Doersch et al. [74] train convolu-
tional neural networks to predict the relative position between two neighboring
patches in an image. The neighboring patches are selected from a grid pattern
based on the image context. To reduce the ambiguity of the grid in [74], Noroozi
et al. [75] divide the image into a large number of tiles, shuffle the tiles, and then
learn a convolutional neural network to solve the jigsaw puzzle problem. Pathak
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et al. [48] address the image inpainting problem which predicts missing pixels
in an image, by training a context encoder. Through the spatial context learn-
ing, the trained networks are successfully applied to various applications such as
object detection, classification and semantic segmentation. However, discrimina-
tive models [74, 75] can only infer the spatial arrangement of image patches, and
the image inpainting method [48] requires the spatial information of the missing
pixels. In contrast, we propose a generative model which is capable of not only
inferring the spatial arrangement of input patches but also generating the entire
image.
17
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Chapter 3
Pedestrian detection
3.1 Introduction
The goal of object detection is to locate objects from one known category in
an image. It is essential for a number of vision tasks, such as visual tracking,
scene understanding, and action recognition, to name a few. In visual tracking,
tracking-by-detection is an effective approach which locates target objects in an
image sequence by associating detections [76]. By learning about object locations
in the image, we can better understand what is happening in the scene [77].
Object detection is also applied to action recognition by finding specific items
related to an action of interest [78].
The general framework for object detection is to test image patches given by
either a sliding window method or object proposals using a trained classifier. A
number of object detectors have been developed which can reliably detect objects
if they are well separated [79, 9, 10, 80]. However, while it is desirable to report
a single detection for each object, a sliding window method and object proposals
entail a large number of raw detection responses around a true object as shown
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(a) Raw detections (b) NMS (c) Proposed method
Figure 3.1: Pedestrian detection results from the INRIA dataset. (a) Raw detec-
tions in black boxes using a sliding window method. (b) Detection results from
a typical non-maximum suppression method. (c) Detection results from the pro-
posed algorithm. Raw detection boxes A and B represent different pedestrians.
in Figure 3.1a. Redundant detection responses are usually suppressed using a
simple greedy algorithm, such as non-maximum suppression (NMS), based on
the detection scores as shown in Figure 3.1b.
It is known to be difficult to detect heavily occluded objects using the above-
mentioned framework. This can be attributed to the fact that a detector is trained
to distinguish between target classes, and not designed to differentiate between
intra-class objects. For example, a detector reports detections A and B as shown
in Figure 3.1a. Since the detected bounding boxes are heavily overlapped, we
examine whether these are false positives or negatives. During NMS, one of the
detections, e.g., A, is likely to be suppressed, based on the confidence scores
of these two detections. Therefore, the NMS scheme inevitably generates false
negatives when multiple detections occur in proximity (i.e., in crowded scenes).
On the other hand, if some prior information about two detections is available,
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e.g., detected objects have different identities, this issue can be alleviated. In fact,
the false rejection significantly affects the detection accuracy, as the recall of raw
detections in the dataset used in this thesis is about 90%, while it drops to about
50% after final detections are selected by NMS. Therefore, it is an important task
to select raw detections properly.
In this thesis, we propose an algorithm based on individualness and a determi-
nantal point process (DPP) for accurate detection which can be applied to any
object detector. The proposed individualness is complementary to objectness for
detection. While objectness is used to generate a set of detection candidates, indi-
vidualness finds the relationship between candidates to obtain the final detection.
We define individualness using the correlation between feature vectors, which de-
scribes the appearance and spatial information of detection results enclosed by
bounding boxes. For concreteness, we focus on detecting multiple pedestrians
in crowded scenes as it is one of the most challenging problems with numerous
applications.
A DPP is a random process used to model particles with repulsive interactions
in theoretical quantum physics [81]. It prohibits co-occurrences of highly corre-
lated quantum states. This property is well suited for the task in this work to
reject redundant detections. To apply a DPP, the quality and diversity factors
need to be defined. They are used to compute the unary score (quality) and the
pair-wise correlation (diversity) of detections. Based on these two factors, we can
select an optimal subset of detections as shown in Figure 3.1c.
The contributions of this thesis are summarized as follows. First, the problem
in the existing detection framework, which naively selects final detections from
a pool of detection candidates, is addressed. Second, a DPP is introduced to
enhance the detection accuracy with a novel design of the quality term and the
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diversity feature. Finally, while finding the optimal subset of detections using a
DPP is NP-hard, we show that a simple and efficient greedy algorithm performs
favorably against existing pedestrian detection methods on the INRIA [9], PETS
2009 [82], and EPFL Terrace [83] datasets. On the PETS 2009 dataset with
a deformable part model (DPM) detector, the proposed method achieves the
accuracy rate of 41.9% and precision rate of 99.0%, while NMS achieves 23.2%
accuracy and 98.2% precision. In addition, it takes less than 30 ms to process an
image containing more than 300 detection candidates from over 30 pedestrians.
3.2 Proposed Algorithm
The proposed detection process is a two-stage framework, which consists of ob-
jectness and individualness parts as shown in Figure 3.2. The objectness part
returns a set of detection candidates with their scores. Then, the individual-
ness part analyzes candidates using their appearances, relative locations, and
sizes. The final detection is obtained by merging objectness (detection score) and
individualness (similarity between detection candidates) into a single objective
function. In this thesis, we propose to use a DPP to model their relationships.
3.2.1 Determinantal Point Process Formulation
Let N be the number of items and Y = {1, 2, .., N} be the corresponding index
set. Each item i is represented by its quality qi and similarity Sij to another
item j. A DPP aims to select high quality items while avoiding highly correlated
items simultaneously. Let Y ⊂ Y be an index set of the selected items. Using
their qualities and similarities, we compute a positive-semidefinite kernel matrix
LY = [Lij ]i,j∈Y , where
Lij = qiqjSij . (3.1)
22
Chapter 3. Pedestrian detection
To ensure the positive-semidefinite property, Sij is usually computed by an in-
ner product of each item’s descriptor vector, which is called a diversity feature.
Then, a DPP measures the probability, PL(Y ), of the selected indices using the
determinant of LY . In other words, a DPP seeks to find the most probable subset
by solving the following optimization problem:
Y ∗ = arg max
Y⊂Y
(det(LY )) = arg max
Y⊂Y
(
∏
i∈Y
q2i ) det(SY ), (3.2)
where SY = [Sij ]i,j∈Y and Y
∗ is the optimal subset of item indices. Generally,
the problem is NP-hard because all possible subsets have to be examined [84].
Fortunately, the problem is log-submodular which can be well approximated by
a simple greedy algorithm [81].
The implicit meaning of the determinantal probability measure can be ex-
plained by the following example. With a subset Y = {i, j},
PL(Y ) ∝
∣∣∣∣∣∣Lii LijLji Ljj
∣∣∣∣∣∣ =
∣∣∣∣∣∣ q
2
i qiqjSij
qiqjSij q
2
j
∣∣∣∣∣∣ . (3.3)
The diagonal entries are computed without a similarity term because the corre-
lation to itself is always one. The determinant is decreased when |Sij | increases.
Therefore, a DPP tends to pick uncorrelated items in these cases. On the other
hand, higher quality items increase the determinant, and thus a DPP tends to
pick high-quality items in such cases. As a consequence, an appropriate design of
the quality term and the diversity feature plays an important role. In this work,
we use a DPP for the detection problem by using each raw detection as an item
and Y ∗ as the final detection set.
3.2.2 Quality Term
The quality term indicates the value of an item. For the pedestrian detection
problem, it can be described by a detection score. However, the original scores are
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independently obtained from each image patch. Therefore, they do not contain
information of neighboring detections or the scene. We propose a simple, yet
effective scheme to re-score each detection.
Let so = {so1, so2, ..., soN} be set of scores for N raw detections. One common
factor that degrades the detection accuracy is a wrong detection with a high
confidence score, as it can potentially suppress neighboring true detections. The
problem is worsened when the bounding box of the wrong detection is large.
Figure 3.3a shows an example of wrong detections from a detector. In order
to deal with this problem, we penalize unnecessarily large raw detections. As
such, we count the number of other raw detections inside a bounding box. Figure
3.3b shows the number of raw detections inside a ground truth bounding box
from the INRIA dataset. It shows that a bounding box with a small number of
raw detections is more likely to contain ground truth detections. Based on this
observation, we re-score each detection as sci = s
o
i exp(−λni), where ni is the
number of raw detections inside the current bounding box and λ is a constant.
Another advantage of the proposed re-scoring function is that it favorably yields
tight bounding boxes as discussed in Section 3.3.
Additionally, we can use prior information when it is available. For a fixed
camera environment, such as the PETS 2009 and EPFL Terrace datasets, and
numerous practical surveillance applications, the height of a pedestrian at each lo-
cation in an image does not vary significantly. Let (xi, yi) be the image coordinate
location and hi be the height of detection i, which is the height of its bounding
box. Given a training set, we can find coefficients of the following relationship to
estimate the expected height of a person at different locations:
h̃i = axi + byi + c. (3.4)
Then, we re-score each detection based on the assumption that the height dis-
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tribution of people is Gaussian, i.e., spi = s
c
i
1√
2πσ2
exp
(
− (hi−h̃i)
2
2σ2
)
. The re-scored
detection score, s = {s1, s2, ..., sN}, is obtained by using spi when prior informa-
tion is available, otherwise sci . The quality term q is represented as follows:
q = αs + β, (3.5)
where α and β are weights for the quality term. The weights are needed to
balance the detection score of different detectors, e.g., an average detection score
of a DPM detector is about 0.7 while an ACF detector is about 33.2 from the
INRIA dataset. We find these parameters using the pattern search algorithm [85],
which maximizes the detection performance on a training set.
3.2.3 Individualness and Diversity Feature
Individualness aims to determine whether two image patches originated from the
same object (person) or not. It might be reminiscent of the person re-identification
problem in a multi-camera environment. However, this problem is different and
difficult for two reasons. First, the overlapping region of two image patches con-
tains exactly the same information. Therefore, the distance between two image
patches in a feature space tends to be closer. Second, we mainly deal with oc-
cluded people while the person re-identification problem typically takes image
patches of well-separated people as inputs.
25
Chapter 3. Pedestrian detection
Figure 3.2: Flow chart of the proposed detection framework.
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(a)
(b)
Figure 3.3: (a) Detection results show that a detector can return wrong detec-
tions with large bounding boxes. These wrong detections may suppress other true
detections. (b) The number of raw detections inside a ground truth bounding box
(INRIA dataset).
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We tackle this problem by measuring the correlation of feature descriptors from
bounding boxes. The feature descriptor should be insensitive to new background
pixels and scale variations around a single person as shown in blue detection
boxes in Figure 3.4, while being sensitive to a new pedestrian as shown in red
detection boxes in Figure 3.4. Toward this goal, we consider features from con-
volutional neural network (CNN) layers. The CNN features are translation and
scale invariant due to multiple max-pooling operations. Figure 3.4 shows the cor-
relation between CNN features of different bounding boxes using a pre-trained
network for image classification [12]. Overall, the correlation matrix is block di-
agonal and the correlation between different individuals is low. This observation
encourages us to use the CNN feature, denoted as φi for the i-th detection, for
the individualness.
While highly effective, the sole use of CNN features to measure the individ-
ualness is not robust. As shown in Figure 3.4, there can be duplicated clusters
for a single pedestrian or ambiguous clusters between nearby pedestrians. Con-
sequently, there may be a wrong inference from the DPP algorithm as shown in
Figure 3.5. In this example, the shapes inside two boxes around a boy on the
right-hand side are significantly different although a large portion of the smaller
bounding box is included in the larger box. The difference misleads the CNN
feature to have a low correlation between these two boxes (see the CNN feature
correlation map in Figure 3.4). On the other hand, in the case of the woman in
the middle, the CNN features fail to ignore new background pixels. To overcome
this problem, we additionally consider the spatial location of each detection box.
The spatial individualness is designed to give high correlation to multiple de-
tection boxes around a single pedestrian. Let ϕi be the spatial individualness
vector of the i-th detection and let πi denote a set of pixel indices belonging to
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the detection box. We propose an efficient form as follows:
ϕki =
1√
|πi|

1 if k ∈ πi
0 otherwise
, (3.6)
where ϕki is the k-th entry of ϕi ∈ [0, 1]n, n is the number of pixels in an input
image, and |πi| is the number of pixels in the i-th detection box. The square root
of |πi| is used for normalization so that ϕi is unit norm. Although the dimension
of ϕi is as large as the size of the image, ϕ
>
i ϕj can be computed easily as follows:
ϕki ϕ
k
j =
1√
|πi||πj |

1 if k ∈ πi ∩ πj
0 otherwise
. (3.7)
Furthermore, ϕi itself does not have to be stored in the memory since only de-
tection sizes and the overlap area are required
ϕ>i ϕj =
|πi ∩ πj |√
|πi||πj |
∈ [0, 1]. (3.8)
This term is designed to increase the correlation when there is more overlap. It
also satisfies zero correlation for non-overlapping detections and the correlation
with itself is one.
Given individualness features φi and ϕi, there are several schemes to merge
them into a single diversity feature. For example, a structured DPP [1] is per-
formed by averaging the values of different feature descriptors. However, this
method is restrictive because the number of features must be the same. We pro-
pose a more general and effective way to design a diversity feature and construct
a positive semi-definite similarity matrix S directly. Let Sc and Ss denote the
similarity matrices constructed from φi and ϕi, respectively. In other words,
Scij = φ
>
i φj and S
s
ij = ϕ
>
i ϕj . We then merge them into a single matrix using
an operation that preserves the positive semi-definite property.
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In this thesis, two different ways are considered. First, from the Schur-product
theorem [86], S = Sc◦Ss is a positive semi-definite matrix where ◦ is a Hadamard
product or an element-wise product of matrices. For pedestrian detection, we find
this approach is not suitable, as the correlation between items becomes too small
when multiplying values within [0, 1]. Second, any positive combination of positive
semi-definite matrices is also positive semi-definite. Therefore, we construct S as
follows:
S = wSc + (1− w)Ss, (3.9)
where 0 ≤ w ≤ 1 can determine the relative importance of each feature descriptor.
This formulation implies that the diversity feature is a concatenation of φi and ϕi.
We set w as 0.8 throughout the thesis in order to make sure that the correlation
between items that are spatially separated is low enough. In the next section,
we discuss how to efficiently solve (3.2) given the proposed quality term and
similarity matrix.
3.2.4 Mode Finding
As mentioned earlier, the problem of finding the exact solution to (3.2) is NP-hard
[84]. Since PL(Y ) is log-submodular, greedy mode finding approaches for DPPs
perform well in numerous machine learning applications [81]. Using a similar
idea, our algorithm iteratively adds the j∗-th detection to the final solution set
Y ∗ if j∗ maximizes PL(Y ∗ ∪ {j∗}) among the remaining detection candidates.
Once j∗ is added to the Y ∗, we delete j∗ from the candidate detection set Y.
The algorithm terminates when the candidate detection set is empty or there is
no more detection which increases PL(Y ) by (1 + ε) times the previous value of
PL(Y ). The main steps of the proposed algorithm are summarized in Algorithm 1.
Note that although there exists an approximate algorithm [87] for this problem,
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Algorithm 1 A greedy algorithm for solving (3.2)
1: INPUT : q, S, Y, ε
2: OUTPUT : Y ∗
3: Y ∗ = ∅
4: while Y 6= ∅ do
5: j∗ = argmaxj∈Y (
∏
i∈Y ∗∪{j} q
2
i ) det(SY ∗∪{j})
6: Y = Y ∗ ∪ {j∗}
7: if PL(Y )/PL(Y ∗) > 1 + ε then
8: Y ∗ ← Y
9: delete j∗ from Y
10: else
11: break
12: end if
13: end while
we use Algorithm 1, which has a formal guarantee for monotone submodular
problems [81], since it is fast and works well in practice.
3.2.5 Relationship to Quadratic Unconstrained Binary Optimiza-
tion
The objective function of quadratic unconstrained binary optimization can be
converted to a similar form using the DPP objective function as follows:
max
x
x>Lx = max
Y
∑
i,j
(LY )ij , (3.10)
where x is a binary vector and Y is a set of non-zero indices in x. In other
words, QUBO finds Y that maximizes the sum of all elements in a submatrix
LY , while a DPP seeks to maximize the determinant of LY . This leads to two
key differences. First, QUBO cannot deal with positively correlated items. By
(3.1), those items have positive entries in LY . Therefore, QUBO blindly selects
them all to maximize the objective function. On the other hand, the DPP is
well-defined for both positively and negatively correlated items. Second, QUBO
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penalizes highly correlated items more than DPP, which is not suitable to detect
occluded pedestrians. We show this by an illustrative example that we face often
during the experiments. Let there be two pedestrians in an image, and a detector
reports a detection for each of them which constructs LY =
 2 −0.8
−0.8 1.4
.
We set off-diagonal entries as −0.8 to represent overlapped detections. The first
pedestrian has higher detection score, which usually indicates that the second
pedestrian is occluded by the first pedestrian. In this case, QUBO and DPP
work differently. By Algorithm 1, the first pedestrian is picked (QUBO uses a
similar greedy algorithm). Then, QUBO does not pick the second detection since
−0.8−0.8 + 1.4 = −0.2 < 0 while a DPP selects both detections since det(LY ) =
2.16 > 2. Moreover, QUBO ignores the elements of the previously selected items
while DPP considers the whole matrix to select a new item. For instance, if the
first element of LY is 1.5, DPP does not pick the second item, since det(LY )
becomes 1.46. The additional consideration enables a DPP to deal with more
complex relationships between items. In Section 3.3, we demonstrate that the
proposed method outperforms both NMS and QUBO for detecting pedestrians.
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3.3 Experiments
We first discuss the experimental settings for evaluating the proposed and ex-
isting methods, and then present the empirical results. All the source code and
annotated datasets will be made available to the public1.
3.3.1 Experimental Settings
We evaluate the proposed algorithm with comparisons to other methods on the
INRIA [9], PETS 2009 [82], and EPFL Terrace [83] datasets. Figure 3.6 shows
the number of pedestrians per image and the average overlap ratio of pedestrians
of these datasets, where the average overlap ratio is defined by
∑
i,j |πi∩πj |∑
i |πi|
, and
πi is the same as in Section 3.2.3.
The INRIA dataset contains a relatively small number of well-separated pedes-
trians as it is designed to measure the effectiveness of a detector. We use 288 im-
ages in the test set for evaluation. For the PETS 2009 dataset, we use the walking
sequence (S1.L1) of 190 frames and the dataset contains at most 33 people in a
frame. This sequence results in a significant number of overlaps between people
because the set is originally designed for the pedestrian density estimation. The
height of a pedestrian on the image coordinate gradually decreases to half of the
maximum height as a pedestrian moves from the lower right corner to the upper
left corner of the image. To reliably detect small pedestrians at the upper left
corner, we have resized each image from 768 × 576 pixels to 1440 × 1080 pixels
in all experiments. We have randomly selected 50 frames from another sequence
with the same viewpoint for learning parameters. The EPFL Terrace dataset has
5,010 frames at a frame rate of 25 fps and there are at most seven people in
a frame. We use every 25th frame from Sequence-1 of Camera-3, resulting in a
1http://cpslab.snu.ac.kr/software
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total of 201 frames for evaluation. It is recorded from a relatively short distance,
therefore, sometimes the height of a person is taller than the height of the image.
To measure detection performance, we compare the results from each evaluated
algorithm to the ground truths. Let de be the detection reported by an algorithm
and dg be the ground truth detection. Each detection de is declared as a true
positive when de satisfies the PASCAL 2012 detection criteria [88]. Since multiple
detections on a single object should be false positives except one, we run the
Hungarian algorithm using area ratios as costs to find the best matching between
detections and ground truths.
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Table 3.1: Pedestrian detection results. We report results by setting a false posi-
tive per image (FPPI) to 0.1. (TP=number of true positives, FP=number of false
positives, FN=number of false negatives, Accuracy=TP/(TP+FP+FN), and Pre-
cision=TP/(TP+FP).)
DPM DPM ACF ACF RCNN RCNN
+NMS +DPP +NMS +DPP +NMS +DPP
INRIA
TP 409 481 391 475 521 523
FP 29 29 29 29 29 29
FN 180 108 198 114 68 66
Accuracy 66.2 77.8 63.3 76.9 84.3 84.6
Precision 93.4 94.3 93.1 94.2 94.7 94.7
PETS 2009
TP 1017 1836 633 967 69 137
FP 19 19 19 19 19 19
FN 3348 2529 3732 3398 4296 4228
Accuracy 23.2 41.9 14.4 22.1 1.6 3.1
Precision 98.2 99.0 97.1 98.1 78.4 87.8
EPFL Terrace
TP 525 579 467 590 580 594
FP 20 20 20 20 20 20
FN 192 138 250 127 137 123
Accuracy 71.2 78.6 63.4 80.1 78.7 80.6
Precision 96.3 96.7 95.9 96.7 96.7 96.7
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3.3.2 Evaluation Results
The quantitative detection performance of the proposed algorithm is reported in
Table 3.1 and Figure 3.7. It contains results of three detectors: DPM [10], ACF
[11], and faster R-CNN [12], using the original source codes. For fair comparisons,
we apply NMS using [88] to define neighboring detections for all detectors. The
results show that the proposed algorithm performs favorably against NMS for all
detectors and datasets. The improvement of the detection accuracy is most no-
ticeable on the PETS dataset. This is because the problem of selecting a correct
set of individual raw detections becomes more important when there are frequent
occlusions due to crowded pedestrians. It is also interesting to see that the detec-
tion accuracy of the RCNN detector outperforms other detectors on the INRIA
dataset while it is less effective on the PETS dataset. This can be explained by
noting that the object proposal method tends to generate boxes on a group of
overlapping pedestrians instead of boxes on individuals, even when a large num-
ber of proposals are used. Note that the proposed algorithm do not use any prior
information in (3.4) for this experiment.
In addition to the basic greedy NMS, which is still used in many state-of-the-
art detectors, we also report results from other methods in Figure 3.8a. Instead
of [88], the ACF detector often uses a different criteria,
area(dg∩de)
min(area(dg),area(de))
>
0.65, for NMS (denoted as the Specialized NMS). Compared to this criteria,
the proposed algorithm generates more accurate results. The non-greedy NMS
method examines all pairs of detections. In other words, a detection can suppress
other detections after being suppressed, whereas in the greedy NMS, a detection
can be eliminated before it can suppress other detections. Therefore, non-greedy
NMS tends to give a small number of false positives while it is computationally
expensive. Nevertheless, the results by the non-greedy NMS are worse than those
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by optimization based algorithms. The accuracy of QUBO is similar to non-greedy
NMS which implies that the QUBO formulation is less effective for detecting
pedestrians. On the other hand, the proposed algorithm performs better than
other approaches and can be further improved using prior information when it is
available.
The effects of different CNN layers are shown in Figure 3.8b. We consider
the 13-th layer (convolution layer), 14-th layer (fully-connected layer), and 15-th
layer (fully-connected layer) features of the faster R-CNN to compute individu-
alness. We evaluate all combinations of detectors and layers. For example, DPM,
Layer14(fc) in Figure 3.8b is the result of feeding raw detection boxes of the DPM
to the faster RCNN and use the 14-th layer as a feature to compute individual-
ness. The results show that the detection accuracy is not sensitive to the selected
features from different layers. Feature combinations of two or more layers are not
shown in the figure for clearer illustration since they achieve similar results. We
use the 4,096-dimensional vector from the 14-th layer as the diversity feature φ.
The run time performance of the proposed algorithm is shown in Figure 3.8c
with respect to the number of detection candidates in the scene. We use the faster
R-CNN code which generates a maximum of 300 object proposals. The run time
includes the execution of Algorithm 1, excluding the time spent by a detector. For
detectors that are not based on the CNN architecture, an extra time of 248 ms
is needed to compute the convolutional features (image patch resizing and feed
forward) of 300 detection candidates on a machine with Intel Xeon 2.3GHz CPU,
128GB memory, and GeForce GTX Titan X D5 12GB GPU. For images that have
the maximum number of object proposals, we report the average of the execution
times. On average, it takes less than 30 ms on MATLAB, demonstrating the
efficiency of the proposed algorithm.
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The localization accuracy of a bounding box,
|de∩dg |
|de| , is also measured. For
the PETS 2009 dataset, it is 0.81 using the proposed algorithm, while it is 0.76
using NMS by averaging the results from all matched detections. It demonstrates
that the proposed algorithm yields tighter bounding boxes. Figure 3.9 shows
detection results by different algorithms on the PETS 2009 and EPFL Terrace
datasets based on the DPM detector. The proposed algorithm generate accurate
detection results and tighter bounding boxes. For example, at the 84-th frame
of the EPFL Terrace dataset, both NMS and QUBO fail to detect an occluded
pedestrian in the middle while the proposed algorithm returns correct detections.
3.3.3 DET curves
For each dataset and a pedestrian detector, we compare the performance of greedy
NMS, QUBO, and the proposed method based on a DPP. As shown in Figure
3.10, the proposed method works favorably against other methods for all datasets
and detectors.
3.3.4 Sensitivity analysis
We use a DPM detector [10] and the PETS 2009 dataset [82] to analyze the
sensitivity of parameters in the proposed algorithm. We analyze λ, σ, and w in
(3.9) of the manuscript, and present the results in Figure 3.11, 3.12, and 3.13.
Sensitivity of λ. The results show that λ, which penalizes large detection boxes,
is an important parameter. Too large or too small penalties make it less effective.
We use λ = 0.1 which gives the best accuracy. Interestingly, the value also gives
the best fit to Figure 3.3(b) which demonstrates that it is a reasonable model.
Note that green and yellow lines are almost overlapped by a blue line (λ = 1e−03).
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Sensitivity of σ. This parameter is a standard deviation of pedestrian height
when it is modeled using a Gaussian distribution. We define σ = h̃r where h̃ is
the expected height as defined in (3.4) and 0 < r ≤ 1 is a ratio. The best accuracy
is obtained around r = 0.2. We can see that the prior information becomes less
effective as the standard deviation gets bigger.
Sensitivity of w. This parameter is used to mix the appearance individualness
and the spatial individualness. The results show that solely using the appear-
ance individualness is not robust. The best accuracy is achieved when w = 0.8.
Also, note that the proposed algorithm performs better than NMS without the
appearance individualness.
3.3.5 Effectiveness of the quality and similarity term design
In this section, we demonstrate the effectiveness of the proposed quality and sim-
ilarity term design by comparing it to [1] which estimates human pose using a
structured DPP. We begin by noting three differences between our work and [1].
First and obviously, the problem of detection and pose estimation is different.
Therefore, the design of quality term and diversity feature should be changed
which is the most critical part of a DPP. Second, they deal with people at similar
scale without serious occlusions. On the other hand, our goal is to successfully
handle significant scale variations and severe occlusions between pedestrians. Fi-
nally, their diversity feature generally does not have a unit norm. It biases their
model which can degrade the performance [81]. Our formulation does not suffer
from such biases.
Since it is not possible to apply [1] to the detection problem directly, we refor-
mulate their design while preserving its concept. Please refer to [1] for the original
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design. The quality term is reformulated as follows:
qi = α(s
o
i )
β, (3.11)
where α and β are constants and soi is a raw detection score of detection i. The
diversity feature is defined as follows:
φri = f(
dist(di, xr)
σ
), (3.12)
where φri is the r-th element of φi, f is the standard normal density function, di
is the i-th detection, xr is the r-th reference point which is evenly spaced grid on
the image, dist(di, xr) is the Euclidean distance between the detection i and the
reference point xr, and σ is a constant.
Figure 3.14 shows a detection result based on (3.11) and (3.12) using a DPM
detector on the PETS 2009 dataset. We estimate the detection accuracy by vary-
ing the number of reference points from 4 by 2 to 80 by 40. The result shows
that even if many number of reference points are used, the detection accuracy is
saturated at equal or worse than NMS. It demonstrates that the above design is
not effective to detect pedestrians.
3.4 Summary
We present an algorithm for improving detection performance by introducing in-
dividualness. Individualness measures the similarity between detection candidates
while the objectness aims to generate the candidates with scores. The appearance
and spatial information of each detection candidate are considered to compute
individualness. Then, a determinantal point process combines the score and sim-
ilarities to obtain final detections. Experimental results show that the proposed
algorithm outperforms non-maximum suppression and QUBO. Furthermore, the
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proposed algorithm takes less than 30 ms to process an image with 300 detections
from over 30 pedestrians.
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(a) NMS (b) QUBO (c) DPP
Figure 3.9: Some detection results from the EPFL Terrace and PETS 2009
datasets. A green box is a true positive, a blue box is a false positive, and a
red box is a missing detection. (a) Results from the DPM detector using NMS.
(b) Results from the DPM detector using QUBO. (c) Results from the DPM
detector using DPP.
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(a) INRIA, DPM (b) INRIA, ACF (c) INRIA, faster RCNN
(d) PETS, DPM (e) PETS, ACF (f) PETS, faster RCNN
(g) Terrace, DPM (h) Terrace, ACF (i) Terrace, faster RCNN
Figure 3.10: DET curves for all combinations of datasets and detectors.
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Figure 3.11: Sensitivity of analysis λ using the DPM detector and PETS 2009
dataset.
Figure 3.12: Sensitivity of analysis σ using the DPM detector and PETS 2009
dataset.
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Figure 3.13: Sensitivity of analysis w using the DPM detector and PETS 2009
dataset.
Figure 3.14: Detection accuracy using [1].
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Head and body orientation
estimation
4.1 Introduction
Head and body orientations are important visual cues of a person, which are
closely related to a number of applications such as surveillance, social signal pro-
cessing, and human-computer interaction. In a surveillance system, eye gaze plays
an important role in the inference of visual focus and attention [89]. The gaze
and body posture can be combined to estimate social signals, e.g., aggressiveness
or disagreement [90], and to control robots or smart devices [91].
In recent years there has been a growing interest in vision applications for au-
tonomous driving, where an important component is the detection of pedestrians.
In addition, it is critical to infer their moving directions and whether they are
aware of the traffic conditions. Such tasks can be aided by estimating eye gazes
and body orientations of pedestrians. For example, Figure 4.1 shows an image
from the KITTI dataset acquired by a vehicle on the road. Based on the body
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Figure 4.1: A sample image acquired from a vehicle. Head poses and body orienta-
tions are important cues to predict pedestrian movements. For intelligent vehicles,
an estimation algorithm needs to be fast, accurate, and robust to low-resolution
images degraded by motion blur and noise.
orientation of person B, it can be inferred that she intends to cross the road, but
recognizes a car and stops. On the other hand, person A is about to cross the road
without knowing that a vehicle is approaching. In this case, it is of great interest
to develop a system that understands the scene and the potential danger based
on head and body poses. This is a challenging problem as it involves the devel-
opment of a system with high precision and real-time performance. Furthermore,
the size of pedestrians may be small which makes the problem more complicated.
In this work, we propose an efficient algorithm for estimating head poses and
body orientations of pedestrians at a distance. We estimate the head pose of a
person instead of the exact gaze due to several reasons. First, estimating exact
gaze is only possible with face images in near frontal pose when the pupils are
visible. It is not feasible for practical scenarios since pedestrians in all directions
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should be considered. Second, existing methods operate on high-resolution face
images in close-up views to infer the gaze. However, the proposed algorithm aims
to infer visual cues of pedestrians at a distance to consider the high speed of
vehicle. Finally, head pose and eye gaze are highly correlated in terms of visual
attention.
As low-resolution images are considered in this work, (e.g., 50 × 50 pixels or
smaller for a head region), it is more difficult to estimate orientations using con-
ventional methods. The problem is complicated since useful facial features such
as eyes cannot be reliably extracted from low-resolution images. A wide range of
variations in skin color, glasses, hair style, and head shape exacerbate the prob-
lem [26]. Estimating body orientation is also a challenging problem due to the
articulated pose, different clothing, and partial occlusion.
The aforementioned challenging issues are addressed by exploiting the expres-
sive representation of convolutional compressive features and effective estimation
of the convolutional random projection forest in the CRPforest algorithm. The
convolutional compressive features describe an input image by compressing re-
sponses of convolutional filters. To generate effective and diverse responses, a
network is constructed to learn a rich filter bank that contains multi-channel and
multi-scale filters. We insert a layer in the network to handle high-dimensional
features from the filter bank. The operation of this layer is based on the com-
pressive sensing which performs compression and sensing at the same time. Thus,
the compressed signal can be obtained without computing all responses from the
filter bank by using a sparse random projection matrix. As such, it is possible
to extract, compress, and classify convolutional filter responses using a single
network, which is referred to as the CRPnet.
The convolutional random projection forest is based on the random forest [92]
53
Chapter 4. Head and body orientation estimation
and CRPnet. We train a CRPnet as a split function of each node and choose
the best random projection matrix based on the impurity measure (e.g., informa-
tion gain). Consequently, the whole forest is more discriminative as the CRPnet
is based on the generative framework of compressive sensing. We use a sparse
form of a random projection matrix which induces low generalization errors by
strengthening each tree and weakening the correlation between trees [93]. In con-
trast to the prior work [93], the CRPforest learns more discriminative filters than
that using fixed box filters.
Experiments on four challenging benchmark datasets are carried out to eval-
uate the proposed algorithm against the state-of-the-art methods for head and
body pose estimation. The proposed algorithm achieves leading estimation re-
sults for all datasets, e.g., over 98% classification accuracy on the HIIT dataset,
while each image is processed within a few milliseconds without using a GPU.
Furthermore, the proposed approach performs well against other algorithms on
low resolution images and degraded images with noise, occlusion, and blurring.
We also demonstrate that the proposed CRPforest is more accurate and robust
than alternative approaches.
4.2 Algorithmic Overview
The proposed algorithm is based on the CRPnet which learns an effective filter
bank, compressive features, and corresponding classifiers as shown in Figure 4.2.
We note that discriminative features (e.g., HOG or SIFT) are not used in this
work in order to deal with low-resolution images and reduce computational cost.
Instead, we use a rich filter bank that captures information from all possible
rectangular regions inside an image. Although responses of the filter bank are in
a high-dimensional feature space, we can handle them efficiently based on com-
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Figure 4.2: Proposed CRPforest algorithm. It is equipped with a CRPnet at each
node of a tree as a split function. The network is capable of learning discriminative
filters at each rectangular region.
pressive sensing which compresses signals without losing essential information.
The compression is expressed by combinations of a few random filter responses
as explained in Section 4.3.
Figure 4.2 shows an illustrative example in which four regions are marked in
different colors. For each region, a filter that has the same size as the region is
convolved and generates a response. Then, the responses are linearly combined
to obtain a compressive feature. Finally, the compressive features are fed to a
fully-connected layer. As such, the whole network can be trained using an er-
ror backpropagation algorithm. Section 4.4 describes the configurations to learn
effective filters using the CRPnet.
The ensuing issue is how to select the regions to convolve, such as the four
boxes in the above example. It is desirable to select informative regions in input
images. However, the number of possible regions and combinations are too large
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to perform an exhaustive search. To cope with this problem, the CRPforest is
proposed in Section 4.5. It trains the CRPnet at each node based on random
regions and hierarchically selects the most effective setting. It may seem straight-
forward to combine the network and the random forests since the CRPnet is a
randomized algorithm. However, there is a risk of overfitting the CRPnet due to
a decrease in the number of training samples after a few splits. To address this
problem, we propose a method to train the CRPforest based on stochastic splits.
Extensive experiments in Section 4.6 show that the CRPforest is more effective
and robust compared to the CRPnet.
4.3 Rich Filter Bank
It has been shown that the object classification algorithm based on the features
learned from a convolutional neural network (CNN) outperforms the state-of-
the-art methods based on hand-crafted features [53]. In this work, we propose an
algorithm to learn a rich filter bank which contains a large number of rectangular
filters. A rectangular filter Fw,h ∈ Rwh is characterized by its shape, i.e., width
w, height h, and values of elements. Since each channel of a filter is applied to
the corresponding channel of an input image, we omit the notation for a channel
in this work. The proposed filter bank contains all possible combinations of filter
shapes. In other words, for a w × h input image, the value at (x, y) of a filter,
Fw,h(x, y), is a real number where w and h represent all possible widths and
heights of the filter, i.e., 1 ≤ w ≤ w and 1 ≤ h ≤ h. As a result, there are
O((wh)2) of different filter sizes in the filter bank. For a 100× 100 pixels image,
there are about 108 possible filter sizes. We use compressive sensing to deal with
the computational issues.
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4.3.1 Compressed Filter Bank
Within the compressive sensing framework, an original data point x is compressed
as follows:
y = Ax, (4.1)
where A is an m × n random projection matrix with m  n and y is a com-
pressed signal. It is shown that y captures most essential information contained
in the x when A satisfies the restricted isometry property (RIP) condition [94]. To
compress the feature space of the filter bank, we first choose an adequate matrix
A.
The sparse random projection [95] in (4.2) is one of the most efficient forms
for the matrix A and the element is described by
aij =
√
s×

1, with probability 12s ,
0, with probability 1− 1s ,
−1, with probability 12s ,
(4.2)
where s ∈ o(n)1 and A = [aij ]. By setting s = n/ log(n) ∈ o(n), the expected
number of nonzero elements per row of the matrix A is log(n). This enables us
to preserve the essential information of the filter bank by computing only a few
filter responses. The random matrix A is computed once off-line and remains fixed
while testing a new image. As a result, an element of the compressed vector, y,
is a linear combination of randomly chosen rectangular filter responses.
The remaining issue is to show that filter responses are sparse. Most computer
vision tasks that apply compressive sensing rely on the fact that an image can
be represented by sparse coefficients in the wavelet domain [94]. However, filter
1The little-o notation. f(n) ∈ o(g(n)) as n → ∞ means that for every positive constant ε
there exists a constant N such that |f(n)| ≤ ε|g(n)| for all n ≥ N [96].
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responses of an image are not necessarily a sparse signal. Therefore, we enforce
the sparsity by applying a rectified linear unit (ReLU) to filter responses.
4.3.2 Box Filter Bank
A filter bank that uses box filters [93] is a special case of the proposed algorithm.
A box filter computes an average of pixel values inside a rectangular region as
follows:
Fw,h(x, y) =
1
wh
×

1, if 1 ≤ x ≤ w, 1 ≤ y ≤ h,
0, otherwise,
(4.3)
where w and h represent the width and height of the rectangular region. In this
case, the filter simply reduces the resolution of the input image which makes
the resulting image still sparse in the wavelet domain. Therefore, we apply the
random projection matrix in (4.2) without ReLU step. The box filter resembles
to the generalized Haar-like features [97]. In order to compensate limited filter
shapes, an input image is decomposed into several channels including different
color spaces and magnitudes as well as orientations of gradients.
Although box filters may be less discriminative or robust than learned filters,
they are useful when the number of training samples is not sufficient for training
a rich filter bank. In the next section, we discuss how to train filters using a neural
network.
4.4 Convolutional Random Projection Net
The convolutional random projection network is proposed to learn a rich filter
bank. The structure of the network is based on a directed acyclic graph as shown
in Figure 4.3. It consists of an input layer, a convolution layer, a ReLU layer,
a random projection layer, a fully-connected layer, and an output layer. Two
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Figure 4.3: Proposed CRPnet algorithm for head and body orientation estima-
tion. Three filters and a network with a small number of nodes are shown as an
illustrative example.
major differences between the proposed neural network and a typical CNN are
filter locations and the random projection layer.
4.4.1 Input Layer
For each training image, we first apply mean image subtraction and contrast
normalization. We then augment training data for learning the proposed network.
The augmentation is important for learning an effective network since the number
of image samples in the existing head pose or body orientation databases is much
smaller than that for image recognition such as the ImageNet [98] or MSCOCO
[99] datasets.
For each mini batch, we apply five augmentations: flipping, rotating, cropping,
and adding noise and blurs. The random left-right flip is performed with proba-
bility of 0.5 and the corresponding labels are also flipped. We perform 2D rotation
of an image with a random angle between −15 degrees and +15 degrees based
on the center of the image, and empty pixels after the rotation are filled with
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zero. For random cropping, a rectangular region inside the image is cropped and
resized to the original size. The width and height of the rectangle are randomly
chosen between 90% and 100% of the width and height of the input image, re-
spectively. The augmentations enrich training data by applying translation and
rotation offsets. In addition, noise and blurs are added to make the network more
robust to degraded images. We apply the mean zero Gaussian noise at each pixel
and the variance is randomly chosen between zero and the 30% of the maximum
value of pixels. Finally, an image is blurred by resizing it to a smaller size and
then restoring it to its original size using a bilinear interpolation method. We
randomly choose the scale of the resized image between 20% and 100% of the
original size.
4.4.2 Convolutional and ReLU Layers
In a typical convolution layer, a filter is applied extensively at image locations,
which is computationally expensive. In the proposed algorithm, the filter re-
sponses are efficiently computed through the compressive sensing with a sparse
random projection matrix in (4.2). We note that the proposed algorithm con-
volves multi-scale filters into random locations, while a CNN uses a single-scale
filter at all locations.
Figure 4.4 shows examples of trained filters at random rectangular regions
based on the HIIT dataset. We plot mean images of all head orientation classes
and show the learned filter on each of them. The filters are trained with different
sizes and locations and encode different visual information from face images in
various poses. Small filters covering different regions such as eye-nose, nose-cheek,
and forehead-hair, resemble the generalized Haar-like features. Some filters learn
the shape of a facial feature, for example, eye, nose, mouth, and chin. For larger
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filters, the general shapes or appearances of face images are learned. Although the
CRPnet is not a deep network, the learned filters are fairly diverse and informa-
tive. Figure 4.5 shows that these learned filters are discriminative. The responses
are based on the filters in the red box in Figure 4.4. The shape of this filter is
reminiscent of a front-left face. Consequently, the filter is particularly sensitive
to images in front-left and left classes. On the other hand, it generates small
responses, mostly zero, for most of the right and front-right classes.
As discussed above, the ReLU layer is required to make a sparse signal. More
than 50% of the trained filter responses are zero as shown in Figure 4.5.
4.4.3 Random Projection Layer
The random projection operator behaves similarly to the pooling operator in con-
ventional CNNs. While both layers have the same purpose as reducing the feature
space without significant loss of information, there are three notable differences.
First, a pooling layer compresses the input data based on a sliding window. It
requires an entire scan of the feature space which is computationally expensive.
This property also leads to the second difference that the input of a pooling layer
should be a dense feature map. In order to obtain a dense feature map, a dense
convolution needs to be used, which is the computational bottleneck as discussed
above. Third, the input feature map of a pooling layer contains single-scale filter
responses.
The proposed random projection layer operates as the random projection ma-
trix in (4.2) that satisfies the RIP condition of compressive sensing and preserves
essential information [95]. It randomly selects some responses from the ReLU
layer and applies linear combinations. For example, let Ri be the output of the
i-th filter from the ReLU layer as shown in Figure 4.3, and the first row of (4.2)
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has nonzero values
√
s,
√
s,−
√
s at 1, 4, 7-th elements. Then, the output of the
first node of the random projection layer becomes
√
sR1 +
√
sR4 −
√
sR7. Note
that the learning rate of this layer is zero, since elements of the matrix must
remain fixed after the random initialization.
4.4.4 Fully-Connected and Output Layers
In order to regularize the network, we apply the batch normalization. The loss
function used in this work is the multi-class structured hinge loss, i.e., the Crammer-
Singer loss [100], as follows:
L(X, c) = max(0, 1−M(c)),M(c) = X(c)−max
q 6=c
X(q), (4.4)
where X is the prediction score and c is the label.
An example of a training curve of the network is shown in Figure 4.6. This
experiment is based on the HIIT training dataset where 20% are randomly se-
lected as the validation set. The error and objective value decrease smoothly and
the gap between the training and validation curve is small. Both Figure 4.4 and
Figure 4.6 demonstrate that the proposed network is trained properly.
While the proposed network captures the essential information of an image,
it relies on a single random projection. In order to increase the generalizability
of the network, we propose an algorithm, the convolutional random projection
forest, that hierarchically selects random projection matrices which maximize the
impurity measure.
4.5 Convolutional Random Projection Forest
A random forest F is an ensemble of randomized decision trees. Trees are grown
independently using a split function at each non-leaf node. Each split aims to
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maximize the impurity measure such as information gain between the parent and
child nodes. A node stops growing and becomes a leaf node when it satisfies
one or more pre-defined conditions. In this work, we set the conditions using the
maximum depth, amount of impurity gain, and number of samples in a node. For
pose estimation, the distribution of training data stored in leaf nodes is used.
The proposed CRPforest is equipped with a CRPnet at each node. One of the
most important issues for combining neural networks and tree-based algorithms
is to maintain a sufficient number of training data for proper learning. It is a
challenging problem since the number of samples in each node decreases by the
hierarchical splits. Therefore, after only a few splits, a node may lack of training
data even if the number of training samples at the root node is large. Without
enough data, the network can be easily overfitted. In such cases, trained filters
become noisy and less meaningful as shown in Figure 4.7.
To address this problem, we use a stochastic split [101] instead of the determin-
istic split. A stochastic split computes the probability that each sample reach a
node rather than the actual split of the data. The probability of reaching a node
is a product of probabilities at every split along the path from the root node. For
example, the probability that reaching the blue node in Figure 4.8 is p1p4.
During the training phase, the reaching probability is used as a weight of each
training sample to learn the network at a node:
wni =
∏
j∈En
pj(i) (4.5)
where wni is the weight of an i-th training sample to learn the network at node n,
pj(i) is the probability of the i-th sample passes an edge j, and En is a set of edges
from the root node to the node n. For the root node, the reaching probability is
set to one. The trained network is used as the split function of the node. Based
63
Chapter 4. Head and body orientation estimation
on the network, we compute the probability that each sample will reach a child
node.
For each test image, each tree makes a decision by
Pt(c|I) ∝
∑
m∈L
∑
l(i)=c
wmi , (4.6)
where Pt(c|I) is a probability that tree t classifies input image I as a class c, L
is a set of leaf node indices, and l(i) is the label of the training sample i. Next,
all decisions are merged by
PF (c|I) =
1
T
T∑
t=1
Pt(c|I), (4.7)
where PF (c|I) is the final estimation.
The combination of a CRPnet and a forest is efficient and effective for the
following reasons. First, the proposed network is based on a small number of ran-
dom regions and cheap calculations, i.e., linear combinations and ReLUs. This
allows each non-leaf node as simple as a weak classifier. Second, a network can
concentrate on highly weighted samples and learn better. Finally, applying com-
pressive sensing to each node helps reduce the generalization error of the random
forest [93].
4.6 Experimental Results
We evaluate the proposed head and body pose estimation algorithm against
the state-of-the-art methods using numerous benchmark datasets with images
of coarse and fine pose information. We carry out head pose classification ex-
periments on the HIIT [27], QMUL, and QMUL with background datasets [17].
For body orientation classification, we use the HOC dataset [27]. In addition, we
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use the CMU-MultiPIE [102] and FacePix [103] datasets for head pose regres-
sion evaluations. Figure 4.9 shows sample images from the evaluated benchmark
datasets. The source code and datasets will be made available to the public.
4.6.1 Evaluation Datasets
The HIIT dataset contains 24,000 images with 6 head poses in relatively static
backgrounds and few occlusions. This dataset is challenging because images are
acquired in a wide range of lighting conditions with various facial expressions, as
shown in Figure 4.9(a). Furthermore, it consists of images from different datasets
(e.g., the QMUL [17] and CMU Multi-PIE [102]) with large variations in appear-
ance.
The QMUL dataset contains 15,660 images with 4 head poses acquired in differ-
ent illuminations with occlusions. The images are collected using a head detector
with a significant amount of motion blurs, misalignments, and occlusions. It is
challenging since subjects often wore caps or sunglasses. This dataset addition-
ally contains 3,099 background images and we refer to the entire dataset as the
QMULB database in this work. The background images vary from simple floors
to complex scenes as shown in Figure 4.9(b).
The HOC dataset is derived from the ETHZ database [104] which contains
pedestrian images in urban scenes. There are 8,555 images of 132 × 62 pixels
with four classes of body pose. As shown in Figure 4.9(c), these images contain
large variations in appearance caused by clothing, articulated poses, occlusions,
different scales, motion blurs, and accessories.
The images of the the CMU-MultiPIE database are collected from 337 subjects
with different poses from −90◦ to 90◦ with 15◦ intervals and 13 yaw directions. For
the experiments, we use all images of 6 expressions under the frontal light sources.
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Existing head pose estimation methods use aligned images based on manually
annotated facial features of this dataset. In this work, we consider more realistic
scenarios. We crop 360 × 360 center pixels of the head images and downsample
it to 50 × 50 pixels. The cropped images are not aligned, which are closer to
real world applications. We use images of 50% of randomly selected subjects for
training and the others for tests. This dataset is challenging since the images are
acquired from a large number of subjects with different expressions.
The FacePix dataset contains 30 subjects and 181 images for each person (one
image per yaw degree from −90◦ to 90◦). There are a total of 5,430 images of
aligned head with static backgrounds. We perform the leave-one-out evaluations
on this dataset. The dataset is challenging because of fine intervals in the yaw
orientation.
4.6.2 CRPnet Characteristics
There are two parameters that specify the CRPnet structure: number of filters
and random projection matrix in (4.2). We analyze the effect of each parameter
in this section.
The random projection matrix in (4.2) maps filter responses from Rn to Rm
where n is the number of all possible filters and m is the dimension of the com-
pressive feature. Although n is large, the entire matrix can be stored efficiently
in memory by the virtue of sparsity. When m is too small or the matrix is too
sparse, the RIP condition does not hold. On the other hand, the computational
cost is increased significantly when a large feature space (large m) or a dense
matrix is used. Figure 4.10 shows the effect of the random projection matrix. In
the experiments, we use 100 filters and m is fixed to 50. Overall, the CRPnet
performs well with a sparse random projection matrix.
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The number of filters is the same as the number of convolutions in the CRPnet.
Thus, it directly affects the discriminative strength and computational complex-
ity of the network. Figure 4.11 shows the effect of the number of filters. By using
more filters, the CRPnet performs more accurately at the expense of computa-
tional cost. Note that, unlike conventional CNNs, the number of convolutions is
independent of the size of an input image. When we use the same number of
filters, the computational cost of the CRPnet is reduced significantly compared
to conventional CNNs. For example, given an image of 227× 227 pixels and 200
different filters of 11× 11 pixels, the CRPnet performs 200 convolutions while a
CNN performs (227−11+1)×(227−11+1)×200 = 9, 417, 800 convolutions at a
single convolution layer. If we use a stride of 4 pixels, there are still 605,000 con-
volutions. Therefore, the number of convolutions in the CRPnet is only 0.002%
to 0.03% of the convolution layer in the CNN depending on the size of the stride.
The run time shown in Figure 4.11 and Figure 4.12 is measured without a GPU
demonstrating the efficiency of the CRPnet. The CRPnet is fast, e.g., it takes
less than 0.6ms to compute the forward pass even if we use a single CPU core
and a large number of filters. Furthermore, the use of many filters does not make
significant differences as the computational cost linearly increases as the number
of filters increases. To maintain low computational complexity, we use 100 filters
when training the CRPforest in this work.
Examples of learned filters using the CRPnet and the HIIT dataset are shown
in Figure 4.13. Small filters usually extract simple local information such as edges,
and medium-scale filters capture partial head shapes. On the other hand, larger
filters learn holistic head shapes and lighting conditions.
4.6.3 Head and Body Orientation Estimation
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Figure 4.4: Examples of trained filters on the HIIT dataset. Each filter is displayed
repeatedly in the average image of each head orientation class to help understand
its role for classification. The order of orientation classes is left, front-left, front,
front-right, right, and rear. The filter in the red box, which resembles a face
looking at front left, is used in Figure 4.5 to compare responses of each orientation
class as an example.
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Figure 4.5: Responses of a filter on the HIIT test dataset. The filter used in this
experiment is the one in the red box of Figure 4.4. It shows that this filter is able
to distinguish most of the right and front-right orientations from other classes.
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Figure 4.6: An example of the objective and error curves of the CRPnet.
Figure 4.7: Examples of poorly trained filters after a few deterministic splits in a
tree.
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Figure 4.8: Illustration of a tree that has a stochastic split function. The sum of
probabilities to reach child nodes is one, e.g., p1 + p2 = 1.
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(a) HIIT dataset
(b) QMUL dataset and background images
(c) HOC dataset
(d) CMU Multi-PIE dataset
(e) FacePix dataset
Figure 4.9: Sample images of the evaluation datasets.
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Figure 4.10: Accuracy of the CRPnet on the HIIT dataset with different com-
pression layer settings. For this experiment, we use 100 filters and the compressed
dimension is fixed to 50. The variance of the result is obtained after ten indepen-
dent runs.
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Figure 4.11: Accuracy of the CRPnet on the HIIT dataset with different number
of filters. We choose two random filters to compute the convolutional compres-
sive feature. The variance of the result is obtained from ten executions, and the
execution time is measured based on a single CPU core.
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Figure 4.12: Computation time of the CRPnet with different number of filters.
The dimension of compressive feature is set to one half of the number of filters.
We compute the average of 1,000,000 runs for each result.
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Figure 4.13: Examples of trained filters on the HIIT dataset using the CRPnet.
Small filters extract simple local information such as edges, and medium-scale
filters capture partial head shapes. Larger filters learn holistic head shapes and
lighting conditions. Best viewed in color.
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(a) A shallow convolutional
neural network
(b) CNN with 3 convolutional layers
Figure 4.14: Structures of designed CNNs used for comparison in this work (N
is the number of output classes).
Orientation Classification
We evaluate the proposed algorithm against the state-of-the-art orientation clas-
sification methods [17, 105, 27, 93] in terms of the image scale variation, noise,
occlusion, blurring, and computational time. In addition, we also report results
using convolutional neural network structures that perform well in numerous
computer vision tasks, such as image recognition, over the last few years. Since
the the size of the input image and the number of output classes are different
from conventional CNNs, we train CNNs in two different ways: fine-tuning an ex-
isting CNN model [106] or designing problem-specific CNNs. The network [106]
is trained based on the VGG-Very-Deep-16 CNN architecture and applied to the
face recognition problem. Thus, this network is more relevant to our task than
other CNNs tuned for generic object recognition. However, our experiments show
that the fine-tuned network does not performs well, e.g., 85% for the QMUL
dataset after 1,000 epochs, than other approaches designed for head pose esti-
mation. This can be attributed to the fact that the number of training samples
is not sufficient to learn such a deep network. Thus, we focus on the design of
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(a) HIIT dataset (b) QMUL dataset (c) QMULB dataset
Figure 4.15: Accuracies of head pose estimation algorithms on different sizes of
test data. All algorithms are tested using a single estimation model trained based
on 50 × 50 pixels training data. CNN1 and CNN3 refer the shallow CNN and
3-layer CNN in 4.14(a) and 4.14(b), respectively. RPF is the random projection
forest algorithm in [93]. FROB and CBH stand for methods in [27].
CNNs as shown in Figure 4.14. Note that we apply the same data augmentation
techniques (described in Section 4.4) to train CNNs, CRPnet, and CRPforest for
fair comparisons.
Table 4.1 summarizes the results by evaluated head pose classification methods
on three datasets with different image sizes. We observe that the pose estimation
method [93] trains a model for each image size. On the contrary, we train a single
model based on images of 50×50 pixels for pose estimation. Test images of lower
resolution are resized to the size of 50×50 pixels using bilinear interpolation. Fig-
ure 4.15 shows results with respect to image sizes. Overall, the proposed algorithm
performs robustly with respect to size variations against the other methods. The
proposed algorithm achieves almost the same estimation accuracy, for example,
about 98% on the HIIT dataset until the image size is reduced to 10× 10 pixels.
We note that accuracy of the method in [27] decreases rapidly when the image
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(a) HIIT dataset
(b) QMUL dataset
(c) QMULB dataset
Figure 4.16: Confusion matrices of orientation estimation algorithms.
size is reduced to below 50× 50 pixels, and does not operate when the image size
is smaller than 15× 15 pixels (using the code provided by the authors).
Figure 4.16 shows the confusion matrices of existing pose estimation methods
[27, 93], CNNs, CRPnet, and CRPforest using images of 50×50 pixels from three
datasets. Overall, the proposed algorithm is able to estimate head orientations
well in all poses. Furthermore, the results on the QMULB dataset indicate that
the proposed algorithm is capable of filtering out 90% of background images while
estimating head poses.
Head pose classification methods are evaluated and analyzed when input images
are degraded by noise, occlusions, and blurs as shown in Figure 4.17. We add
Gaussian noise with kernel width σn at each pixel to generate noisy test images.
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(a) Add a Gaussian noise at each pixel
(b) Generate random rectangles to synthesize occlusions
(c) Use Gaussian kernel to blur images
Figure 4.17: Examples of degraded images on the QMUL dataset.
For blurry images, we filters an input image with a Gaussian smoothing kernel
with the kernel width σb and the size of 5 × 5 pixels. The occluded images are
generated using noisy rectangles randomly located in five settings: (1) one 10×10
rectangle, (2) two 10×10 rectangles, (3) three 10×10 rectangles, (4) one 15×15
rectangle, and (5) two 15 × 15 rectangles. Note that the intensity value of each
pixel in a degraded image is truncated to be within a range of 0 to 255.
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Figure 4.18 and Figure 4.19 show the performance of evaluated pose estima-
tion methods on degraded images. Overall, the proposed algorithm performs well
against other methods for images with different types of degradation. For noisy
images, the accuracy of CNNs drops faster than the CRPnet or CRPforest algo-
rithms. This can be attributed to the fact that the max-pooling layer is sensitive
to large noise. For blurred images, as the accuracy of [27] drops significantly with
a small amount of blur, we only plot the results by the other methods for better
visualization. The proposed algorithm performs robustly against different types
of blur. For occluded images, two existing methods [27, 93] perform as well as the
CRPforest algorithm.
The results of body orientation estimation on the HOC dataset with different
image sizes are shown in Table 4.2. Similar to experiments on head poses, the
proposed CRPforest algorithm is effective and robust to variations of input images
for estimating body orientations.
The aforementioned results show the effectiveness and robustness of the pro-
posed algorithm for estimation of head poses and body orientations. The CRP-
forest algorithm performs favorably against other methods for all datasets and
all types of degraded images. In particular, the CRPforest algorithm performs
robustly on low resolution images degraded by motion blur and noise. It is im-
portant to develop such methods for applications such as autonomous driving
when low resolution images obtained at a distance with different types of degra-
dations. It is worth noticing that the number of convolutions in the CRPnet is
independent of the image size. Thus, this method can be applied to some appli-
cations as a trade-off between speed and accuracy. Despite the simple network
architecture, it performs well with a small number of filters and robust to cor-
ruptions as shown in Figure 4.18 and Figure 4.19. The importance of combining
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Table 4.2: Classification accuracy on the HOC dataset at different image sizes.
Dataset Size [27]-a [27]-b CRPnet CRPforest
HOC
66× 31 71% 73% 76.6% 81.2%
99× 47 77% 78% 76.7% 81.3%
132× 62 78% 78% 76.7% 81.3%
Table 4.3: Regression accuracy on the Multi-PIE dataset. MAE: Mean absolute
error in degrees.
[107] [108] [109] [110] [111] Proposed
MAE 5.31◦ 4.33◦ 4.12◦ 2.99◦ 1.25◦ 1.12◦
random forests with the CRPnet is demonstrated in the experiments as the CRP-
forest algorithm performs better than the CRPnet in all cases. In addition, each
split in trees is more effective as we use discriminatively learned filters instead of
box filters [93]. This allows us to decrease the number of filters computed at each
node from 1,000 [93] to 100 while the CRPforest algorithm performs better.
We report the run-time performance of the proposed algorithm on a computer
with 3.3 GHz CPUs with an image of 50 × 50 pixels. The manifold embedding
based approach [27] takes 550 ms (using Frobenius norm) and 1,689 ms (using
CBH norm). It takes 295 ms for the method based on random projection forests
[93]. Note that it is different from the reported time in [93] since they fed the entire
dataset to the algorithm and measured the average time. In contrast, the CRPnet
takes only 0.04 ms to process one image. The proposed CRPforest algorithm takes
3.83 ms per image for pose estimation.
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Table 4.4: Regression accuracy on the FacePix dataset. MAE: Mean absolute
error in degrees.
[112] [113] [114] [115] [116] Proposed
MAE 6.1◦ 3.96◦ 2.75◦ 2.74◦ 2.71◦ 2.38◦
Orientation Regression
We use the CMU-MultiPIE and FacePix datasets to evaluate head pose regression
results. As the number of training samples is relatively small for training the
CRPnet, we report the results using box filters described in Section 4.3.2 for
head pose regression. Table 4.3 and 4.4 summarize the performance of head pose
regressors on the CMU Multi-PIE and FacePix datasets, respectively. We measure
the mean absolute error (MAE) between the estimated head pose and ground
truth head pose in degree. Examples of head pose regression results on the FacePix
dataset are shown in Figure 4.20. The results show that head poses in all ranges of
the yaw degrees can be regressed well. Overall, the proposed algorithm performs
favorably against the other methods for head pose regression.
We note that existing methods in the literature use different configurations.
For the CMU Multi-PIE dataset, the methods [107, 108, 109, 110] use only a
subset for evaluation. On the other hand, the proposed algorithm is evaluated
on the entire dataset. For the FacePix dataset, the yaw interval is changed to 2
degrees instead of 1 degree in [112], or the estimation range is narrowed down to
−45◦ to 45◦ [113, 116]. In contrast, the proposed algorithm performs favorably
with respect to the other methods based on evaluation of the entire dataset (i.e.,
5,430 images, yaw degree from −90◦ to 90◦ with 1◦ interval and leave-one-out
cross validation). As the source code for the above methods are not available to
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the public, we are not able to carry out evaluations using the entire dataset.
We describe additional experimental results and label corrections made to mis-
labeled samples in the HIIT and QMUL datasets [17]. Graphs for analysis of
the proposed algorithm are described in Section 4.6.4. Examples of the classifica-
tion and regression on head pose images are described in Section 4.6.5 and 4.6.6.
Section 4.6.7 shows experimental results from the original datasets without la-
bel corrections. The result shows a similar tendency with the corrected datasets.
Section 4.6.8 describes changes made to the head pose labels in the HITT and
QMUL datasets and shows some examples.
4.6.4 Analysis of the Proposed Algorithm
In this section, we report the results of effects of random projection matrices and
random projection forest parameters in Figure 4.21a and Figure 4.21b, respec-
tively.
4.6.5 Classification Examples
We report all misclassified images in the HIIT dataset in Table 4.5-4.10. As shown
in tables below, failed cases of the proposed algorithm are mainly occurred at
the boundary of each class. For example, in Table 4.6, the proposed algorithm
misclassifies fourteen ‘Front left’ images as ‘Front’ class images and misclassified
images are actually similar to the ‘Front’ class.
Table 4.5: Images that are wrongly classified as ‘Front left’ in the HIIT dataset.
Correct label Method Images
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Front
Proposed
[27]-CBH
[27]-Frobenius
Front right
Proposed
[27]-CBH
[27]-Frobenius
Left
Proposed
[27]-CBH
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[27]-Frobenius
Table 4.6: Images that are wrongly classified as ‘Front’ in the HIIT dataset.
Correct label Method Images
Front left
Proposed
[27]-CBH
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[27]-Frobenius
Front right
Proposed
[27]-CBH
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[27]-Frobenius
Table 4.7: Images that are wrongly classified as ‘Front right’ in the HIIT dataset.
Correct label Method Images
Front left
Proposed
[27]-CBH
[27]-Frobenius
Front
Proposed
91
Chapter 4. Head and body orientation estimation
[27]-CBH
[27]-Frobenius
Right
Proposed
[27]-CBH
[27]-Frobenius
Table 4.8: Images that are wrongly classified as ‘Left’ in the HIIT dataset.
Correct label Method Images
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Front left
Proposed
[27]-CBH
[27]-Frobenius
Front
Proposed
[27]-CBH
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[27]-Frobenius
Front right
Proposed
[27]-CBH
[27]-Frobenius
Rear
Proposed
[27]-CBH
[27]-Frobenius
Table 4.9: Images that are wrongly classified as ‘Rear’ in the HIIT dataset.
Correct label Method Images
Front left
Proposed
[27]-CBH
[27]-Frobenius
Left
Proposed
[27]-CBH
[27]-Frobenius
Right
Proposed
[27]-CBH
[27]-Frobenius
94
Chapter 4. Head and body orientation estimation
Table 4.10: Images that are wrongly classified as ‘Right’ in the HIIT dataset.
Correct label Method Images
Front left
Proposed
[27]-CBH
[27]-Frobenius
Front
Proposed
[27]-CBH
[27]-Frobenius
Front right
Proposed
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[27]-CBH
[27]-Frobenius
Left
Proposed
[27]-CBH
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[27]-Frobenius
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(a) (b)
(c)
Figure 4.20: Head pose regression results for three different subjects of the FacePix
dataset. Images in the dataset are plotted on the graph at corresponding angles.
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Figure 4.21: (a) Estimation accuracy with respect to the number of nonzero
elements in each feature vector. (b) Estimation accuracy with respect to the
number of guesses at each random forest node (HIIT dataset).
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Head pose estimation results on the PETS2009 dataset [117] and the Town-
centre dataset [118] are described in Figure 4.22 and Figure 4.23, respectively.
The results show that false positives are effectively removed and head poses are
fairly well estimated by the proposed algorithm.
4.6.6 Regression Examples
We plot the estimated pose and the ground truth pose of the FacePix dataset
[103] in Figure 4.20. The results show that the proposed algorithm can estimate
head poses finely. The errors are mainly generated around the boundary, i.e.,
when the head pose is at −90◦ or 90◦.
4.6.7 Experiments on the Original Datasets
As mentioned before, the original datasets contain mislabeled data. For a fair com-
parison with other methods, we report results with the original datasets in Table
4.11. The result shows a similar tendency compared to the corrected datasets
as shown in Table 3 of the paper. In addition, the proposed algorithm using a
random projection forest is more robust against the mislabeled data. We plan to
make the corrected dataset available publicly.
4.6.8 Dataset Corrections
We give an overview of changes made to the head pose labels in the HIIT
and QMUL datasets and show some examples. Table 4.12 shows an overview
of changes in the HIIT dataset. Table 4.13 shows an overview of changes in
the QMUL dataset. Examples of corrected HIIT and QMUL dataset images are
shown in Table 4.14 and 4.15, respectively.
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Table 4.11: Estimation accuracy on the uncorrected HIIT, QMUL, and QMULB
datasets at different image sizes.
Original Dataset Size [27]-Frobenius [27]-CBH Proposed
HIIT
15× 15 82.6% 84.2% 96.48%
25× 25 88% 90% 96.86%
50× 50 96% 96% 96.93%
QMUL
15× 15 57.9% 60% 91.33%
25× 25 78% 80% 91.49%
50× 50 91% 92% 91.55%
QMULB
15× 15 51.9% 54.2% 88.34%
25× 25 74% 76% 88.38%
50× 50 90% 91% 88.40%
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(a)
(b)
Figure 4.22: Head detection and pose estimation results on the Towncentre
dataset. For the detection results, the score of each detection box is provided.
For the pose estimation results, we use a red arrow to visualize the estimated
direction. Its confidence score is written near the box. Dashed-line rectangles are
the detections that are estimated as the background (i.e., false positive) by the
proposed algorithm.
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(a)
(b)
Figure 4.23: Head detection and pose estimation results on the PETS2009 dataset.
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Table 4.12: Comparison between the original HIIT dataset and corrected HIIT
dataset.
# of images Original training set Corrected training set Original test set Corrected test set
Front 2000 2003 2000 2009
Rear 2000 2000 2000 2000
Right 2000 2000 2000 2000
Left 2000 1995 2000 2002
Front right 2000 1999 2000 1998
Front left 2000 1997 2000 1988
4.7 Summary
In this work, we propose a fast and accurate orientation estimation algorithm
based on the convolutional random projection forest. It is equipped with the
convolutional random projection network as a split function at each node. The
network learns a rich filter bank while compressing and classifying its responses
based on the compressive sensing technique. By using a very sparse random pro-
jection matrix for the compression, we can keep light computational costs. Based
on the filters trained on sub-regions of the input image using the CRPnet, the
CRPforest can achieve high accuracy with a fraction of the running time. Exten-
sive experiments on challenging benchmark datasets show that the proposed algo-
rithm performs favorably against the state-of-the-art methods on low-resolution
images degraded by noise, occlusions, and blurs.
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Table 4.13: Comparison between the original QMUL dataset and corrected QMUL
dataset.
# of images Original training set Corrected training set Original test set Corrected test set
Front 2256 2250 1772 1529
Rear 2256 2244 2096 2064
Right 2256 2105 2248 1966
Left 2256 2157 1502 1345
Background 2256 2246 1107 1053
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Table 4.14: Example images that are wrongly labeled in the original HIIT dataset.
File name Image Label before correction Label after correction
head (22).png Front left (test) Front (test)
head (65).png Front right (train) Front (train)
head (83).png Front left (test) Front (test)
head (97).png Front right (train) Front (train)
head (99).png Front left (test) Front (test)
head (130).png Front left (test) Front (test)
head (198).png Front right (train) Front (train)
head (304).png Left (train) Front (train)
head (318).png Left (train) Front (train)
head (321).png Left (train) Front (train)
head (341).png Left (train) Front (train)
head (354).png Left (train) Front (train)
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Table 4.15: Example images that are wrongly labeled in the original QMUL
dataset.
File name Image Label before correction Label after correction
000099.jpg Front (test) Left (test)
001369.jpg Rear (test) Front (test)
001663.jpg Left (test) Front (test)
001937.jpg Rear (train) Left (train)
002604.jpg Front (train) Background (train)
003073.jpg Right (train) Front (train)
003311.jpg Right (test) Front (test)
003944.jpg Rear (train) Background (train)
005745.jpg Left (test) Front (test)
005801.jpg Right (test) Rear (test)
005877.jpg Front (train) Background (train)
006248.jpg Left (train) Background (train)
neg 000719.jpg Background (train) Left (train)
neg 000719 f.png Background (train) Right (train)
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Instance synthesis and
placement
5.1 Introduction
Inserting objects into an image that conforms to scene semantics is a challenging
and interesting task. The task is closely related to many real-world applications,
including but not limited to image synthesis, AR and VR content editing and
domain randomization [119]. Numerous methods have recently been proposed to
generate realistic images based on generative adversarial networks (GANs) [36,
37, 38, 39, 40, 41, 42, 43, 44, 2, 45, 46, 47]. These methods, however, have not
yet investigated the semantic constraints between scene context and the object
instances to be inserted. As shown in Figure 5.1, given an input semantic map such
as a road scene, the scene context (i.e., the road, sky, buildings) indicates possible
locations, sizes, shapes, and poses of pedestrian, cars, and other objects in this
particular scene. Is it possible to learn this conditional probabilistic distribution
of object instances in order to generate novel semantic maps?
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In this work, we take a first step to address the above problem. Given an input
semantic map, we propose a conditional GAN to generate object instance masks
with proper scales, poses and shapes, and predict plausible locations to insert
these instances into the input semantic map. Our work is related to several recent
approaches [35, 120, 31] for image synthesis, which retrieve image segments of
objects from a given dataset and use deep learning to copy-and-paste. In contrast,
we aim to jointly learn the conditional distributions of object shape and location
from a given scene context.
The main challenge in developing a context-aware method is to model the joint
distribution of possible location, scale and shape for a generated object. In this
work, we propose the where and the what modules that learn the distributions of
object locations and shapes, respectively. For each module, we encode the corre-
sponding distributions through a variational auto-encoder (VAE) that follows a
unit Gaussian distribution in order to introduce sufficient variations of locations
and shapes. Specifically, during training, in order to avoid mode collapse, we es-
tablish both a supervised path and an unsupervised path, which are associated
through a shared encoder and a spatial transformation network (STN) [121], as
well as a discriminator, to facilitate generation of instances that are not currently
present in the scene. During inference, we keep only the unsupervised paths.
Experimental results on real-world data show that the proposed algorithm can
synthesize plausible and diverse pairs of location and appearance for new objects.
The main technical novelty of this work is to construct an end-to-end neural
network that can sample plausible location and shape pairs for the new object
from its joint distribution conditioned on the input semantic map. To the best of
our knowledge, this is the first end-to-end trainable network that jointly learns
the distribution of where and what, with respect to newly generated objects. To
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achieve this goal, we establish a differentiable link, based on the spatial transfor-
mation network, between two modules that are designed specifically for predicting
locations and generating object shapes. In the forward pass, the spatial transfor-
mation network is responsible for transforming the instance, either a bounding
box for the where module or a segmentation mask for the what module, to the
same location on the input semantic map. In the backward pass, since the spatial
transformation network is differentiable, the encoders can receive the supervision
signal that are back-propagated from both ends, e.g., the encoder of the where
module is adjusted according to the discriminator on top of the what module.
The two modules can benefit each other and be jointly optimized. The main
contributions of this work are summarized as follows:
• We present a novel and flexible solution to synthesize and place object
instances in images, with a focus on semantic images. The synthesized ob-
ject instances can be used either as input for GAN-based methods (e.g.,
pix2pixHD [2]), or for retrieving the closest segment from an existing dataset [35],
to generate new images.
• We propose a jointly trainable network that can simultaneously model the
distribution of where and what with respect to a generated object. This
framework enables both modules to communicate and optimize each other.
5.2 Approach
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The proposed algorithm learns to place and synthesize a new instance of a spe-
cific object category (e.g., car and pedestrian) into a semantic map. The overall
flow of the proposed algorithm is shown in Figure 5.1. Given a semantic map as
the input, we first predict possible locations where an object instance is likely
to appear (see the where module in Figure 5.1 and Figure 5.2). This is achieved
by learning affine transformations with a spatial transformer network that trans-
forms and places a unit bounding box at a reasonable location within the input
semantic map. Then, given the context from the input semantic map and the
predicted locations from the where module, we predict possible shapes of the ob-
ject instance with the what module (see Figure 5.1 and Figure 5.3). Finally, with
the affine transformation learned from the STN, the synthesized object instance
is placed into the input semantic map as the final output.
Both the where module and the what module aim to learn the distributions of
the location and the shape of object instances conditioned on the input semantic
map, and thus they are both generative models implemented with GANs. To avoid
mode collapse, during training, both the where module and the what module
consist of two parallel paths — a supervised path and an unsupervised path, as
shown in Figure 5.2 and 5.3. During inference, only the unsupervised path is used.
We denote the input to the unsupervised path as x, which consists of a semantic
label map and an instance edge map that can be extracted from the dataset
(we use datasets that provide both semantic and instance-level annotations, e.g.,
Cityscapes [122]). In addition, we use x+ to denote the input to the supervised
path, which also consists of a semantic label map and an instance edge map, but
also contains at least one instance in the target category. Table 5.1 describes the
symbols used in our approach. In the following, we describe the two generators
and four discriminators of the proposed method.
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Table 5.1: Symbols used in our approach. We have two generators and four dis-
criminators in total.
Symbol Description Symbol Description
Gl generator (instance location) Gs generator (instance shape)
Dl (D
box
layout, Daffine) Ds (D
instance
layout , Dinstance)
Dboxlayout discriminator (transformed bbox) D
instance
layout discriminator (semantic map w/ insertion)
Daffine discriminator (learned affine transform) Dinstance discriminator (instance shape)
Ll(Gl, Dl) loss for location prediction (5.1) Ls(Gs, Ds) loss for shape prediction (5.5)
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5.2.1 The where module: learning a spatial distribution of object
instances
As shown in Figure 5.2, given the input semantic map x, the where module aims
to learn the conditional probabilistic distribution of the location (and the size) of
object instances valid for the given scene context. We represent such spatial (and
size) variations of object instances with affine transformations of a unit bounding
box b. Thus, the where module is a conditional GAN, where the generator Gl takes
x and a random vector zl as input and outputs an affine transformation matrix
A via a STN, i.e., Gl(x, zl) = A. We denote A(map) as applying transformation
A to the map.
We represent a candidate region for a new object by transforming a unit bound-
ing box b into the input semantic map x. Without loss of generality, since all
objects in training data can be covered by a bounding box, we can constrain
the transform as an affine transform without rotation. From training data in the
supervised path, for each existing instance, we can calculate the affine transfor-
mation matrix A, which maps a box onto the object. Furthermore, we learn a
neural network Gl, shared by both paths, which predicts Â conditioned on x, so
that the preferred locations are determined according to the global context of the
input. As such, we aim to find a realistic transform Â which gives a result that is
indistinguishable from the result of A. We use two discriminators; Dboxlayout which
focuses on finding whether the new bounding box fits into the layout of the input
semantic map, and Dp which aims to distinguish whether the transform param-
eters are realistic. Let Dl denote the above discriminators that are related to the
location prediction. Then, a minimax game between Gl and Dl is formulated as
minGl maxDl Ll(Gl, Dl). In this work, we consider three terms for the objective
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Ll as follows:
Ll(Gl, Dl) = Ladvl (Gl, Dboxlayout) + Lreconl (Gl) + L
sup
l (Gl, Daffine), (5.1)
where the first term is an adversarial loss for the overall layout, and other two
terms are designed to regularize Gl. We visualize each term in Figure 5.2 with
red arrows.
Adversarial layout loss Ladvl (Gl, Dboxlayout). For an unsupervised path in Fig-
ure 5.2, we first sample zl ∼ N (0, I) for an input. Information of x and zl is
encoded to a vector e and fed to a spatial transformer network [121] to predict
an affine transform Â. Finally, a new semantic map is generated by composing a
transformed box onto the input. An adversarial loss for the unsupervised part is1
Ladvl (Gl, Dboxlayout) = Ex[logDboxlayout(x⊕A(b))] + Ex,zl [log(1−D
box
layout(x⊕ Â(b)))].
(5.2)
Input reconstruction loss Lreconl (Gl). Although the adversarial loss aims to
model the distribution of objects in the data, it frequently collapses to a few
number of modes instead of covering the entire distribution [37]. For example,
the first heatmap in Figure 5.2(b) presents the predicted bounding boxes using
100 different samples of zl. It shows that the inferred location from Â is almost
the same for different random vectors. As a remedy, we reconstruct x and zl
from e to make sure that both are encoded in e. We add new branches at e for
reconstruction and train the network again with (5.2) and the following loss:
Lreconl (Gl) = ‖x′ − x‖1 + ‖z′l − zl‖1, (5.3)
1We denote E(·) , E(·)∼pdata(·) for notational simplicity, input⊕mask denotes blending the
mask into the input. For example, x+ ⊕ A(b) and x ⊕ Â(b) are a pair of real/fake masks in
Figure 5.2(a).
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where x′ and z′l represent reconstructions. However, the generated bounding boxes
are still concentrated at a few locations. To alleviate this problem, we use super-
vision that can help to find a mapping between zl and Â.
VAE-Adversarial loss Lsupl (Gl, Daffine). In the supervision path, given x
+, A
is one of affine transforms that makes a new realistic semantic map. Therefore,
Gl should be able to predict A based on x
+ and zA, which is an encoded vector
from parameters of A. We denote Ã as the predicted transform from supervision
as shown in Figure 5.2. The objective for the supervised path combines a VAE
and an adversarial loss [123]:
Lsupl (Gl, Daffine) = EzA∼EA(A)‖A−Ã‖1+KL(zA‖zl)+L
sup,adv
l (Gl, Daffine), (5.4)
where EA is an encoder that encodes parameters of an input affine transform,
KL(·) is the Kullback-Leibler divergence, and Lsup,advl is an adversarial loss that
focuses on predicting a realistic Ã. Since the objective asks Gl to map zA to A for
each instance, the position determined by the transform becomes more diverse,
as shown in Figure 5.2(b).
As predicting a location of a bounding box mostly depends on the structure of
the scene, so far we use a low-resolution input, e.g., 128 × 256 pixels, for efficiency.
Note that with the same Â, we can transform a box to a high-resolution map,
e.g., 512 × 1024 pixels, for more sophisticated tasks such as a shape generation
in the following section.
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5.2.2 The what module: learning a shape distribution of object
instances
As shown in Figure 5.3, given the input semantic map x, the what module aims
to learn the shape distribution of object instances, with which the inserted ob-
ject instance fits naturally within the surrounding context. Note that the shape,
denoting the instance mask, also contains the pose information, e.g., a car should
not be perpendicular to the road. The input to the generator network Gs is a
semantic map x with a bounding box Â(b) (the output from the where mod-
ule), and a random vector zs, while the output is a binary mask of the instance
shape s, i.e., Gs(x ⊕ Â(b), zs) = s. Similar to the location prediction network,
as shown in Figure 5.3(a), we set a minmax game between Gs and discrimina-
tors Ds as minGs maxDs Ls(Gs, Ds) where Ds consists of Dinstancelayout , which checks
whether the new instance fits into the entire scene, and Dinstance, which examines
whether the generated shape of the object s is real or fake. There are three terms
in Ls(Gs, Ds):
Ls(Gs, Ds) = Ladvs (Gs, Dinstancelayout ) + Lrecons (Gs) + Lsups (Gs, Dinstance). (5.5)
The role of each term is similar to (5.1) except that Lsups aims to reconstruct
the input shape instead of a transform parameters. Figure 5.3(b) shows that the
supervised path plays an important role to generate diverse shapes.
5.2.3 The complete pipeline
The where and what modules are connected by two links: first, the input to the
unsupervised path of the what module is the generated layout from the where
module; second, we apply the same affine transformation parameters to the gen-
erated shape, so that it can be inserted to the same location as being predicted
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Figure 5.4: Baseline architectures to add an intance in the input semantic map.
Red arrows denote adversarial loss terms with real data.
in the where module. Therefore, the final output is obtained as follows:
x̂ = x⊕ Â(s), (5.6)
where Â and s are generated from the generator of the where and the what
modules, respectively:
Â = Gl(x, zl), s = Gs(x⊕ Â(b), zs). (5.7)
The STN is able to make a global connection between x from the input end, and
x̂ in the output end. In addition, Ladvs checks the fidelity of the x̂ in a global
view. The complete pipeline enables that all the encoders to be adjusted by the
loss functions that either lies in different modules, or with the global score. It
potentially benefits the generation of many complicated cases, e.g., objects with
occlusions.
5.3 Experimental Results
For all experiments, the network architecture, parameters, and initialization ba-
sically follow DCGAN [42]. For Dboxlayout and D
instance
layout , we use a PatchGAN-style
discriminator. For Daffine, a fully connected layer maps 6-dimensional input to
64 and the other fully connected layer shrinks it to one dimension. For the where
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Figure 5.5: Sample results compared with the baseline methods. For a clear com-
parison, generated objects are marked in a yellow circle. As shown, both baseline
methods fail to generate realistic shapes of object instances. Our method (2nd
row) synthesizes realistic new semantic maps by inserting new objects. The last
two rows show the mode collapse issue, i.e., without either the reconstruction loss
or the supervised loss, the predicted location and shape of the objects are almost
fixed for different input images.
module, we place the bounding box in a 128×256 pixels semantic map. Then, a
128×128 pixels instance is generated based on a 512×1024 pixels semantic map.
We use transposed convolutional layers with 32 as a base number of filters to
generate the shape, while we use 16 for convolutional layers in the discriminator.
The batch size is set to 1 and instance normalization is used instead of batch
normalization.
Baseline models. The baseline models are summarized in Figure 5.4. For base-
line 1, given an input scene, it directly generates an instance to a binary map.
Then, the binary map is composed with an input map to add a new object. We
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Figure 5.6: The learned spatial distributions (i.e., plausible locations and scales)
of inserting persons (shown as red) and cars (shown as blue) for different input
images. The distributions are shown as the heatmaps, by sampling input random
vectors zl in the where module.
Figure 5.7: Effect of the random vector zs on shape generation from the what
module.
apply real/fake discriminators for both the binary map and the resulting seman-
tic map. While this baseline model makes sense, it fails to generate meaningful
shapes, as shown in Figure 5.5. We attribute this to the huge search space. As
the search space for where and what are entangled, it is difficult to obtain mean-
ingful gradients. It indicates that decomposing the problem to where and what
is crucial for the task.
The second baseline model decomposes the problem into where and what – an
opposite order compared to the proposed method. It first generates an instance
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shape from the input and then finds an affine transform that can put both the
object shape and a box on the input properly. As shown in results, the generated
instances are not reasonable. In addition, we observe that STN becomes unstable
while handling all kinds of shapes and then it causes a collapse to the instance
generation network as well – the training is unstable. We attribute this to the
fact that the number of possible object shapes given an input scene is huge.
In contrast, if we predict the location first as proposed, then there is a smaller
solution space that will significantly regularize the diversity of the object shapes.
For example, almost all generated cars have a reasonable front or a rear view
when the input map contains a straight lane. The results imply that the order of
where and what is important for a joint training scheme.
In addition to the baseline models, we perform ablation studies. As discussed
in (5.1) and (5.5), the input reconstruction loss and VAE-adversarial losses are
used to train the network. Figure 5.5 shows results when the network is trained
without each loss. It shows that the location and shape of the object are almost
fixed for different images, which indicates that both losses are helping each other
to learn a diverse mapping.
Human evaluation. We perform a human subjective test for evaluating the
realism of synthesized and inserted object instances. We use the Amazon Me-
chanical Turk (AMT) platform for the evaluation. We compose a set of 30 AB
test questions. In each question, a worker is presented two semantic segmentation
masks. In each mask, we put a marker above an object instance. In one mask, the
marker is put on top of a real object instance. In the other, the marker is put on
top of a fake object instance. The worker is asked to choose which object instance
is real. Hence, the better the proposed approach, the closer the preference rate
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is to 50%. In other words, if the distribution of worker’s selections resembles a
random coin toss, our approach learns how to synthesize and insert the object
instance accurately. To ensure the human evaluation quality, a worker must have
a lifetime task approval rate greater than 98% to participate in our evaluation.
For each question, we gather answers from 20 different workers.
We find that for 43% of the time that a worker chooses the object instance
synthesized and inserted by our approach as the real one instead of a real ob-
ject instance in the original image. This shows that our approach is capable of
performing the object synthesis and insertion task.
Layout prediction. Figure 5.6 shows predicted locations for a person (red)
and a car (blue) by sampling 100 different random vectors zl for each class. It
shows that the proposed network learns a different distribution for each object
category conditioned on the scene, i.e., a person tends to be on the sidewalk and
a car is usually on the road. On the other hand, we show in Figure 5.7 that
while fixing the locations, i.e., the where module, and by applying different zs
in the what module, the network is able to generate object shapes with obvious
variations.
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Applications: two ways to synthesize new images. Our framework is flex-
ible to be utilized – we can synthesize an RGB image in two different ways. First,
we render an entire image based on an image synthesis algorithm which takes
a semantic map as an input [2]. The generated 128×128 pixels object shape is
transformed into 1024×2048 pixels semantic map and then fed to the algorithm.
The other way is finding the nearest neighbor of the generated shape. Then, we
can crop the corresponding RGB pixels of the neighbor and paste it onto the pre-
dicted mask. Figure 5.8 and Figure 5.9 show that both approaches are working
on the generated semantic map. Both results suggest that based on the generated
semantic map, the new object can be well fitted into a provided image.
5.4 Summary
In this work, we construct an end-to-end neural network that can jointly sample
the plausible locations and shapes for a newly generated object, from their joint
distribution conditioned on the input semantic map. The framework contains
two part to model where the object should appear and what the shape should be,
using two modules that are combined with differentiable links. Specifically, we
generate instances on top of semantic layout instead of image domain – a space
that are more regularized, more flexible for real-world applications. Our method
suggests a way of modeling where and what jointly – a potential solution that
can benefit many other computer vision problems. One of the interesting future
works would be handling occlusions between objects.
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Image generation
6.1 Introduction
The goal of image generation is to construct images that are as barely distin-
guishable from target images which may contain general objects, diverse scenes,
or human drawings. Synthesized images can contribute to a number of applica-
tions such as the image to image translation [72], image super-resolution [67],
3D object modeling [124], unsupervised domain adaptation [41], domain transfer
[69], future frame prediction [125], image inpainting [70], image editing [68], and
feature recovering of astrophysical images [126].
In this work, we introduce a new image generation problem: a holistic image
generation conditioned on a small number of local patches of objects or scenes
that do not have any geometry prior. It aims to estimate what and where ob-
ject parts are needed to appear and how to fill in the remaining regions. There
are various applications for this problem. For example, in a surveillance system,
objects are often occluded and we need to recover the whole appearance from
limited information. For augmented reality, by rendering plausible scenes based
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Figure 6.1: The proposed algorithm is able to synthesize an image from key local
patches without geometric priors, e.g., restoring broken pieces of ancient ceramics
found in ruins. Convolutional neural networks are trained to predict locations of
input patches and generate the entire image based on adversarial learning.
on a few objects, the experience of users become more realistic and diverse. Com-
bining parts of different objects can generate various images in a target category,
e.g., designing a new car based on parts of BMW and Porsche models. Broken
objects that have missing parts can be restored as shown in Figure 6.1. While
the problem is related to image completion and scene understanding tasks, it is
more general and challenging than each of these problems due to the following
reasons.
First, spatial arrangements of input patches need to be inferred since the data
does not contain explicit information about the location. To tackle this issue, we
assume that inputs are key local patches which are informative regions of the tar-
get image. Therefore, the algorithm should learn the spatial relationship between
key parts of an object or scene. Our approach obtains key regions without any
supervision such that the whole algorithm is developed within the unsupervised
learning framework.
Second, we aim to generate an image while preserving the key local patches.
As shown in Figure 6.1, the appearances of input patches are included in the
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generated image without significant modification. In other words, the inputs are
not directly copied to the output image. It allows us to create images more flexibly
such that we can combine key patches of different objects as inputs. In such cases,
input patches must be deformed by considering each other.
Third and most importantly, the generated image should look closely to a real
image in the target category. Unlike the image inpainting problem, which mainly
replaces small regions or eliminates minor defects, our goal is to reconstruct
a holistic image based on limited appearance information contained in a few
patches.
To address the above issues, we adopt the adversarial learning scheme [60]
in this work. The generative adversarial network (GAN) contains two networks
which are trained based on the min-max game of two players. A generator net-
work typically generates fake images and aims to fool a discriminator, while a
discriminator network seeks to distinguish fake images from real images. In our
case, the generator network is also responsible for predicting the locations of in-
put patches. Based on the generated image and predicted mask, we design three
losses to train the network: a spatial loss, an appearance loss, and an adversarial
loss, corresponding to the aforementioned issues, respectively.
While a conventional GAN is trained in an unsupervised manner, some recent
methods formulate it in a supervised manner by using labeled information. For
example, a GAN is trained with a dataset that have 15 or more joint positions
of birds [51]. Such labeling task is labor intensive since GAN-based algorithms
need a large amount of training data to achieve high-quality results. In con-
trast, experiments on seven challenging datasets that contain different objects
and scenes, such as faces, cars, flowers, ceramics, and waterfalls, demonstrate
that the proposed unsupervised algorithm generates realistic images and predict
131
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part locations well. In addition, even if inputs contain parts from different objects,
our algorithm is able to generate reasonable images.
The main contributions are as follows. First, we introduce a new problem to
render realistic image conditioned on the appearance information of a few key
patches. Second, we develop a generative network to jointly predict the mask and
image without supervision to address the defined problem. Third, we propose a
novel objective function using additional fake images to strengthen the discrimi-
nator network. Finally, we provide new datasets that contain challenging objects
and scenes.
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6.2 Proposed Algorithm
Figure 6.2 shows the structure of the proposed network for image generation
from a few patches. It is developed based on the concept of adversarial learning,
where a generator and a discriminator compete with each other [60]. However,
in the proposed network, the generator has two outputs: the predicted mask
and generated image. Let GM be a mapping from N observed image patches
x = {x1, ..., xN} to a mask M , GM : x → M .1 Also let GI be a mapping from
x to an output image y, GI : x → y. These mappings are performed based
on three networks: a part encoding network, a mask prediction network, and
an image generation network. The discriminator D is based on a convolutional
neural network which aims to distinguish the real image from the image generated
by GI . The function of each described module is essential in order to address
the proposed problem. For example, it is not feasible to infer which region in
the generated image should be similar to the input patches without the mask
prediction network.
We use three losses to train the network. The first loss is the spatial loss LS . It
compares the inferred mask and real mask which represents the cropped region
of the input patches. The second loss is the appearance loss LA, which maintains
input key patches in the generated image without much modification. The third
loss is the adversarial loss LR to distinguish fake and real images. The whole
network is trained by the following min-max game:
min
GM,GI
max
D
LR(GI , D) + λ1LS(GM) + λ2LA(GM, GI), (6.1)
where λ1 and λ2 are weights for the spatial loss and the appearance loss, respec-
1Here, x is a set of image patches resized to the same width and height suitable for the
proposed network and N is the number of image patches in x.
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tively.
6.2.1 Key Part Detection
We define key patches as informative local regions to generate the entire image.
For example, when generating a face image, patches of eyes and a nose are more
informative than those of the forehead and cheeks. Therefore, it would be better
for the key patches to contain important parts that can describe objects in a
target class. However, detecting such regions is a challenging problem as it re-
quires to possess high-level concepts of the image. Although there exist methods
to find most representative and discriminative regions [127, 128], these schemes
are limited to the detection or classification problems. In this thesis, we only
assume that key parts can be obtained based on the objectness score. The ob-
jectness score allows us to exclude most regions without textures or full of simple
edges which unlikely contain key object parts. In particular, we use the EdgeBox
algorithm [129] to detect key patches of objects from general classes in an un-
supervised manner. In addition, we discard detected patches with extreme sizes
or aspect ratios. Figure 6.3 shows examples of detected key patches from various
objects and scenes. Overall, the detected regions from these object classes are
fairly informative. We sort candidate regions by the objectness score and feed
the top N patches to the proposed network. In addition, the training images and
corresponding key patches are augmented using a random left-right flip with the
equal probability.
6.2.2 Part Encoding Network
The structure of the generator is based on the encoder-decoder network [130].
It uses convolutional layers as an encoder to reduce the dimension of the input
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Figure 6.3: Examples of detected key patches on faces [3], vehicles [4], flowers [5],
and waterfall scenes. Three regions with top scores from the EdgeBox algorithm
are shown in red boxes after pruning candidates of an extreme size or aspect
ratio.
data until the bottleneck layer. Then, transposed convolutional layers upsample
the embedded vector to its original size. For the case with a single input, the
network has a simple structure as shown in Figure 6.4(a). For the case with
multiple inputs as considered in the proposed network, there are many possible
structures. In this work, we carefully examine four cases while noting that our
goal is to encode information invariant to the ordering of image patches.
The first network is shown in Figure 6.4(b), which uses depth-concatenation
of multiple patches. This is a straightforward extension of the single input case.
However, it is not suitable for the task considered in this work. Regardless of the
order of input patches, the same mask should be generated when the patches have
the same appearance. Therefore, the embedded vector E must be the same for all
different orderings of inputs. Nevertheless, the concatenation causes the network
to depend on the ordering, while key patches have an arbitrary order since they
are sorted by the objectness score. In this case, the part encoding network cannot
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Figure 6.4: Different structures of networks to predict a mask from input patches.
We choose (e) as our encoder-decoder model.
learn proper filters. The same issue arises in the model in Figure 6.4(c). On the
other hand, there are different issues with the network in Figure 6.4(d). While
it can resolve the ordering issue, it predicts a mask of each input independently,
which is not desirable as we aim to predict masks jointly. The network should
consider the appearance of both input patches to predict positions. To address the
above issues, we propose to use the network in Figure 6.4(e). It encodes multiple
patches based on a Siamese-style network and summarizes all results in a single
descriptor by the summation, i.e., E = E1 + ... + EN . Due to the commutative
property, we can predict a mask jointly, even if inputs have an arbitrary order.
In addition to the final bottleneck layer, we use all convolutional feature maps in
the part encoding network to construct U-net [73] style architectures as shown in
Figure 6.2.
6.2.3 Mask Prediction Network
The U-net is an encoder-decoder network that has skip connections between i-th
encoding layer and (L − i)-th decoding layer, where L is the total number of
layers. It directly feeds the information from an encoding layer to its correspond-
ing decoding layer. Therefore, combining the U-net and a generation network is
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effective when the input and output share the same semantic [72]. In this work,
the shared semantic of input patches and the output mask is the target image.
We pose the mask prediction as a regression problem. Based on the embedded
part vector E, we use transposed convolutional layers with a fractional stride [42]
to upsample the data. The output mask has the same size as the target image
and has a value between 0 and 1 at each pixel. Therefore, we use the sigmoid
activation function at the last layer.
The spatial loss, LS , is defined as follows:
LS(GM) = Ex∼pdata(x),M∼pdata(M)[‖GM(x)−M‖1]. (6.2)
We note that other types of losses, such as the l2-norm, or more complicated
network structures, such as GAN, have been evaluated for mask prediction, and
similar results are achieved by these alternative options.
6.2.4 Image Generation Network
We propose a doubled U-net structure for the image generation task as shown in
Figure 6.2. It has skip connections from both the part encoding network and mask
generation network. In this way, the image generation network can communicate
with other networks. This is critical since the generated image should consider
the appearance and locations of input patches. Figure 6.5 shows generated im-
ages with and without the skip connections. It shows that the proposed network
improves the quality of generated images. In addition, it helps to preserve the
appearances of input patches.
Based on the generated image and predicted mask, we define the appearance
loss LA as follows:
LA(GM, GI) = Ex,y∼pdata(x,y),M∼pdata(M)[‖GI(x)⊗GM(x)− y ⊗M‖1], (6.3)
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Figure 6.5: Sample image generation results on the CelebA dataset using the
network in Figure 6.2. Generated images are sharper and realistic with the skip
connections.
where ⊗ is an element-wise product.
6.2.5 Real-Fake Discriminator Network
A simple discriminator can be trained to distinguish real images from fake images.
However, it has been shown that a naive discriminator may cause artifacts [43] or
network collapses during training [131]. To address this issue, we propose a new
objective function as follows:
LR(GI , D) = Ey∼pdata(y)[logD(y)]+
Ex,y,y′∼pdata(x,y,y′),M∼pdata(M)
[log(1−D(GI(x)))+
log(1−D(M ⊗GI(x) + (1−M)⊗ y)) + log(1−D((1−M)⊗GI(x) +M ⊗ y))+
log(1−D(M ⊗ y′ + (1−M)⊗ y)) + log(1−D((1−M)⊗ y′ +M ⊗ y))],
(6.4)
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where y′ is a real image randomly selected from the outside of the current mini-
batch. When the real image y is combined with the generated image GI(x) (line
4-5 in (6.4)), it should be treated as a fake image as it partially contains the fake
image. When two different real images y and y′ are combined (line 6-7 in (6.4)),
it is also a fake image although both images are real. It not only enriches training
data but also strengthens discriminator by feeding difficult examples.
6.3 Experiments
Experiments for the CelebA-HQ and CompCars datasets, images are resized to
the have the minimum length of 256 pixels on the width or height. For other
datasets, images are resized to 128 pixels. Then, key part candidates are obtained
using the EdgeBox algorithm [129]. We reject candidate boxes that are larger than
25% or smaller than 5% of the image size unless otherwise stated. After that, the
non-maximum suppression is applied to remove candidates that are too close with
each other. Finally, the image and top N candidates are resized to the target size,
256 × 256 × 3 pixels for the CelebA-HQ and CompCars datasets or 64 × 64 × 3
pixels for other datasets, and fed to the network. The λ1 and λ2 are decreased
from 10−2 to 10−4 as the epoch increases. A detailed description of the proposed
network structure is described in Section 6.3.3.
We train the network with a learning rate of 0.0002. As the epoch increases, we
decrease λ1 and λ2 in (6.1). With this training strategy, the network focuses on
predicting a mask in the beginning, while it becomes more important to generate
realistic images in the end. The mini-batch size is 64, and the momentum of
the Adam optimizer [132] is set to 0.5. During training, we first update the
discriminator network and then update the generator network twice.
As this work introduces a new image generation problem, we carry out exten-
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sive experiments to demonstrate numerous potential applications and ablation
studies as summarized in Table 6.1. All the source code and datasets will be
made available to the public.
6.3.1 Datasets
The CelebA dataset [3] contains 202,599 celebrity images with large pose varia-
tions and background clutters (see Figure 6.8(a)). There are 10,177 identities with
various attributes, such as eyeglasses, hat, mustache, and facial expressions. We
use aligned and cropped face images of 108× 108 pixels. The network is trained
for 25 epochs.
Based on the CelebA dataset, we use the method [39] to generate a set of
high-quality images. The CelebA-HQ dataset consists of 30,000 aligned images of
1, 024× 1, 024 pixels for human face. The network is trained for 100 epochs.
There are two car datasets [4, 133] used in this work. The CompCars dataset
[133] includes images from two scenarios: the web-nature and surveillance-nature
(see Figure 6.8(c)). The web-nature data contains 136,726 images of 1,716 car
models, and the surveillance-nature data contains 50,000 images. The network
is trained for 50 epochs to generate 128×128 pixels images. To generate high-
quality images (256×256 pixels), 30,000 training images are used and the network
is trained for 300 epochs. The Stanford Cars dataset [4] contains 16,185 images
of 196 classes of cars (see Figure 6.8(d)). They have different lighting conditions
and camera angles. Furthermore, a wide range of colors and shapes, e.g., sedans,
SUVs, convertibles, trucks, are included. The network is trained for 400 epochs.
The flower dataset [5] consists of 102 flower categories (see Figure 6.8(e)). There
is a total of 8,189 images, and each class has between 40 and 258 images. The
images contain large variations in the scale, pose, and lighting condition. We train
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the network for 800 epochs.
The waterfall dataset consists of 15,323 images taken from various viewpoints
(see Figure 6.8(b)). It has different types of waterfalls as images are collected
from the internet. It also includes other objects such as trees, rocks, sky, and
ground, as images are obtained from natural scenes. For this dataset, we allow
tall candidate boxes, in which the maximum height is 70% of the image height,
to catch long water streams. The network is trained for 100 epochs.
The ceramic dataset is made up of 9,311 side-view images (see Figure 6.8(f)).
Images of both Eastern-style and Western-style potteries are collected from the
internet. The network is trained for 800 epochs.
6.3.2 Image Generation Results
Figure 6.6, Figure 6.7, and Figure 6.8 show image generation results of different
object classes at different resolutions. Each input has three key patches from a real
image and we show both generated and original ones for visual comparisons. For
all datasets, which contain challenging objects and scenes, the proposed algorithm
is able to generate realistic images. Figure 6.6 and Figure 6.7 show that the
proposed algorithm is able to generate high-resolution images. In addition, input
patches are well preserved around their original locations. As shown in the masked
images, the proposed problem is a superset of the image inpainting task since
known regions are assumed to be available in the latter task. While the CelebA-
HQ dataset provides high-quality images, we can generate more diverse results
on the original CelebA dataset as shown in Figure 6.8(a). The subject of the
generated face images may have different gender (column 1 and 2), wear a new
beanie or sunglasses (column 3 and 4), and become older, chubby, and with new
hairstyles (column 5-8). Even when the input key patches are concentrated on the
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left or right sides, the proposed algorithm can generate realistic images (column
9 and 10). In the CompCars dataset, the shape of car images is mainly generated
based on the direction of tire wheels, head lights, and windows. As shown in
Figure 6.7 and Figure 6.8(c), the proposed algorithm can generate various poses
and colors of cars while keeping the original patches properly. For some cases,
such as column 2 in Figure 6.8(c), input patches can be from both left or right
directions and the generation results can be flipped. It demonstrates that the
proposed algorithm is flexible since the correspondence between the generated
mask and input patches, e.g., the left part of the mask corresponds to the left
wheel patch, is not needed. Due to the small number of training samples compared
to the CompCars dataset, the results of the Stanford Cars dataset are less sharp
but still realistic. For the waterfall dataset, the network learns how to draw a
new water stream (column 1), a spray from the waterfall (column 3), or other
objects such as rock, grass, and puddles (column 10). In addition, the proposed
algorithm can help restoring broken pieces of ceramics found in ancient ruins (see
Figure 6.8(f)).
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Table 6.1: Setups for numerous experiments in this work.
Experiment Description
Image generation
from key patches
Main experiments of this work. It aims to generate an entire image from
key local patches without knowing their spatial location (Figure 6.6,
Figure 6.7, Figure 6.8, etc.).
Image generation
from random patches
It relaxes the assumption of the input from key patches to random
patches. It is more difficult problem than the original task. We show
reasonable results with this challenging condition.
Part combination
Generating images from patches of different objects. This is a new ap-
plication of image synthesis as we can combine human faces or design
new cars by a patch-level combination (Figure 6.9).
Unsupervised
feature learning
We perform a classification task based on the feature representation of
our trained network. As such, we can classify objects by only using their
parts as an input.
An alternative
objective function
It shows the effectiveness of the proposed objective function in (6.4) com-
pared to the naive GAN loss. Generated images from our loss function
is more realistic.
An alternative
network structure
We evaluate three different network architectures; auto-encoder based
approach, conditional GAN based method, and the proposed network
without the mask prediction branch.
Different number of
input patches
We change the number of input patches for the CelebA dataset. The
proposed algorithm renders proper images for a different number of in-
puts.
Degraded
input patches
To consider practical scenarios, we degrade the input patches using a
noise. Experimental results demonstrate that the trained network is ro-
bust to a small amount of noise.
User study
As there is no rule of thumb to assess generated images, we carry out
user study to evaluate the proposed algorithm quantitatively.
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Figure 6.6: Generated images and predicted masks on the CelebA-HQ dataset.
Three key local patches (Input 1, Input 2, and Input 3) are from a real image
(Real). Given inputs, images and masks are generated. We present masked gen-
erated images (Gen M) and masked ground truth images (Real M).
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Figure 6.7: Generated images and predicted masks on the CompCars dataset.
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(a) CelebA dataset (b) Waterfall dataset
(c) CompCars dataset(128×128 pixels) (d) Stanford Cars dataset
(e) Flower dataset (f) Ceramic dataset
Figure 6.8: Examples of generated masks and images on six datasets. The gener-
ated images for each class are shown in 12 columns.
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Table 6.2: Numerous experiments in this work.
Experiment Figure/Table
Image generation from key patches Figure 6.10, Figure 6.11, Figure 6.12, Table 6.4
Image generation from random patches Figure 6.13, Figure 6.14, Figure 6.15, Table 6.4
Part combination Figure 6.16, Figure 6.17, Figure 6.18
Unsupervised feature learning Table 6.5
An alternative objective function Figure 6.19, Figure 6.20
An alternative network structure Figure 6.21, Figure 6.22, Figure 6.23
Different number of input patches Figure 6.24, Figure 6.25
Degraded input patches Figure 6.28
User study Figure 6.29, Figure 6.30, Table 6.6
Failure cases Figure 6.31
Figure 6.9 shows generated images and masks when input patches are obtained
from different persons. The results show that the proposed algorithm can handle
a wide scope of input patch variations. For example, inputs contain different skin
colors in the first column. In this case, it is not desirable to exactly preserve inputs
since it will generate a face image with two different skin colors. The proposed
algorithm generates an image with a reasonable skin color as well as the overall
shape. Other cases include with or without sunglasses (column 2), different skin
textures (column 3), hairstyle variations (column 4 and 5), and various expres-
sions and orientations. Despite large variations, the proposed algorithm is able
to generate realistic images.
In addition, we present additional experiments summarized in Table 6.2.
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6.3.3 Experimental Details
Table 6.3 shows detailed description of the proposed network for an image with
a size of 256×256×3 pixels. The input parts are encoded into a 256-dimensional
vector. The slope of 0.2 is used for the leaky ReLU activation [134]. The filters
in the network are initialized with a zero mean Gaussian distribution with a
standard deviation of 0.02.
For the CelebA-HQ dataset, we randomly sample 128 images for evaluation
and other images are used for training. For other databases, we randomly sample
10% of data for a test set.
6.3.4 Image Generation from Local Patches
From Figure 6.10 to Figure 6.15 show that the proposed network can generate
high-resolution images either from key patches or random patches. We measure
an average of the appearance loss as shown in Table 6.4. Although generated
images from random patches are realistic, their appearance loss is larger than
that of the key patch case. It is attributed to the fact that generating an image
from random patches is more difficult.
6.3.5 Part Combination
In addition to the part combination results on the CelebA dataset, we report
results for the CelebA-HQ dataset in Figure 6.16 and Figure 6.17. The results
show that the proposed algorithm generates realistic high-resolution images by
combining parts of different person.
Figure 6.18 shows generated images and masks when input patches are from
different cars. It combines different styles of input patches into a new car image,
e.g., in the second image at the second row of Figure 6.18, the generated image
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has a mixed color of two cars and its horizontal line at the bottom is similar to
the first car. Overall, the proposed algorithm generates reasonable images despite
large variations of input patches.
6.3.6 Unsupervised Feature Learning
We perform a classification task using features learned from our network. We train
a network on the CompCars dataset and test on CIFAR10 for binary classification
(car or not). We use the last layer of the discriminator as the feature descriptor
and a linear SVM for classification. We use DCGAN as a baseline for comparison.
Note that other methods, such as DCGAN, can learn features only when the whole
image is presented. On the other hand, the proposed algorithm learn features from
part images as shown in Table 6.5.
6.3.7 An Alternative Objective Function
In order to demonstrate the effectiveness of (6.4), we show generation results in
Figure 6.19 and Figure 6.20 using the following objective function:
LR(GI , D) = Ey∼pdata(y)[logD(y)] + Ex∼pdata(x)[log(1−D(GI(x)))]. (6.5)
Both results are obtained after 25 epochs. The results show that generated images
with (6.5) are less realistic compared to the results of (6.4).
6.3.8 An Alternative Network Structure
We report results of three baseline networks as follows:
(i) Baseline 1: The proposed network without mask prediction branch,
(ii) Baseline 2: Conditional GAN based method,
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(iii) Baseline 3: Auto-encoder based method.
For Baseline 1, the network is trained with an adversarial loss only. As shown
in Figure 6.21, the generated images have low visual quality and lack diversity.
Figure 6.22(a) and Figure 6.22(b) show network structures for Baseline 2 and
Baseline 3, respectively. Baseline 2 concatenates a random vector and a part
encoding vector as an input for the generator. The whole network is trained using
an adversarial loss. This method not only fails to preserve the appearance of input
patches but also encounters a mode collapse problem as shown in Figure 6.23.
On the other hand, the objective of Baseline 3 is minimizing a reconstruction
loss. Although it contains input parts without significant modifications, generated
images are blurry and unrealistic.
The results show that the proposed algorithm performs favorably against alter-
native approaches in terms of generating sharp images based on the appearance
of inputs. In addition, ablation studies on each component of the network demon-
strate motivations of each aspect of the model, e.g., inferring spatial arrangements
is crucial for this task.
6.3.9 Different Number of Input Patches
In the manuscript, we show image generation with three local patches using the
proposed algorithm. Figure 6.24 and Figure 6.25 shows generated images based
on two local patches. The results show that the network can be trained with a
different number of input patches.
In addition to training the network with a fixed number of inputs, we extend to
different number of input cases. Figure 6.27 shows image generation results of a
single network with a different number of inputs. The original network structure
is maintained except input nodes. Let N be a fixed number of input nodes of the
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network. To train the network, we first crop a set of N candidate input patches
from an image. We then randomly sample N patches from the candidate set with
replacement. As such, the network is trained with different number of unique
patches. For evaluation, given n < N patches, we randomly duplicate them to
get a total number of N patches and then feed to the network. If n = N , then
we can feed inputs directly to the network. The results in Figure 6.27 show that
the proposed method can take different number of input patches using a single
network.
6.3.10 Smaller Size of Input Patches
We report new results when it is reduced to 9% and 4% (Figure 6.26). It shows
that the proposed algorithm can generate realistic images when the input patches
are small. We also note that the proposed algorithm performs well on the waterfall
database which is not aligned to a small set of canonical poses.
6.3.11 Degraded Input Patches
Figure 6.28 shows the results when input patches are degraded by noises. We
apply the mean zero Gaussian noise at each pixel of the third input patch with
the standard deviation of 0.1 (column 1-4) and 0.5 (column 5-8). The results show
that the proposed algorithm is able to deal with certain amount of noise when
generating realistic images.
6.3.12 User Study
We assess the visual quality of generated images by asking two types of questions
to 130 people. The first question is to evaluate whether the generated image
looks like a real image. As shown in Figure 6.29, it presents two images where
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each image is independently sampled from real or fake images at random. A
question set is prepared with 6 pairs of real images, 6 pairs of fake images, and
13 pairs that are combined with a real and a fake images. Then, we ask users to
pick a real image from the two images. The results are summarized in Table 6.6.
Interestingly, less than 50% of questions get correct answers on average. It shows
that the proposed algorithm generates realistic images.
In addition to examine whether images are realistic, we also ask users to pick a
reasonable image that looks like to be synthesized from input patches. As shown
in Figure 6.30, we display three input patches; two of them are cropped from
the same person and the rest is cropped from a different person. Then, a user is
asked to pick the most likely image among five candidates. One of the candidates
is a generated image based on the proposed algorithm. Other candidates are real
images that are retrieved from the training set by four different baseline methods.
Let I0 and M0 denote an original image and a mask map for the two patches from
the same person. Then, the first baseline method search for the nearest neighbor
from the trianing data T as follows:
arg min
I∈T
‖I ⊗M0 − I0 ⊗M0‖1. (6.6)
The second baseline method uses `2 distance instead. Similarly, other baseline
methods find nearest neighbors based on an original image and a mask map for
the other patch. The results show that 85.3% of users preferred the generated
image rather than real images on average. It demonstrates that the proposed
algorithm generates not only realistic but also reasonable images based on the
input.
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6.3.13 Failure cases
Figure 6.31 shows failure cases of the proposed algorithm. It is difficult to generate
images when detected key input patches include less informative regions (column
1 and 2) or rare cases (column 3). In addition, when input patches have conflicting
information, e.g., the same nose-mouth patches that have different orientations,
the proposed algorithm is not able to generate realistic images (column 4, 5, and
6). Furthermore, it becomes complicated when the inputs are low-quality patches
(column 7 and 8).
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Table 6.3: Details of each network for 256×256 pixels image generation. # Filter is
the number of filters. BN is the batch normalization. Conv denotes a convolutional
layer. F-Conv denotes a transposed convolutional layer that uses the fractional-
stride.
(a) Details of the {part encoding, discriminator} network
Layer # Filter Filter Size Stride Padding BN Activation Function
Conv. 1 64 4×4×3 2 1 × Leaky ReLU
Conv. 2 128 4×4×64 2 1 © Leaky ReLU
Conv. 3 256 4×4×128 2 1 © Leaky ReLU
Conv. 4 512 4×4×256 2 1 © Leaky ReLU
Conv. 5 512 4×4×512 2 1 © Leaky ReLU
Conv. 6 512 4×4×512 2 1 © Leaky ReLU
Conv. 7 {256,1} 4×4×512 1 0 × {Leaky ReLU, Sigmoid}
(b) Details of the {mask prediction, image generation} network
Layer # Filter Filter Size Stride Padding BN Activation Function
Conv. 1 4×4×512 1×1×256 1 0 © ReLU
F-Conv. 2 512 4×4×{1024,1536} 2 1 © ReLU
F-Conv. 3 512 4×4×{1024,1536} 2 1 © ReLU
F-Conv. 4 256 4×4×{1024,1536} 2 1 © ReLU
F-Conv. 5 128 4×4×{512,768} 2 1 © ReLU
F-Conv. 6 64 4×4×{256,384} 2 1 © ReLU
F-Conv. 7 {1,3} 4×4×{128,192} 2 1 × {Sigmoid, tanh}
Table 6.4: Appearance losses for different inputs.
Input Random patches Key patches
Appearance loss 0.192 0.0515
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Table 6.5: Unsupervised feature learning results on the CIFAR10 dataset using a
network trained on the CompCars dataset.
DCGAN Ours
Observation Whole image Whole image Part images
Accuracy 94.59% 94.75% 87.15%
Table 6.6: User study for the first question type shown in Figure 6.29. Input pair
denotes a set of ground truth labels of images in the question. Accuracy = # of
correct answers / # of questions. R→F = # of real images labeled as fake / #
of real images. F→R = # of fake images labeled as real / # of fake images.
Input pair (Real, Real) (Real, Fake) (Fake, Fake) Overall
Accuracy 43.8% 48.6% 37.2% 44.7%
R→F 34.6% 26.1% - 30.2%
F→R - 41.0% 44.8% 42.8%
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Figure 6.10: Results of the proposed algorithm on the CelebA-HQ dataset. Input
patches are cropped from an image (Real) based on the objectness score (Real
M). Given inputs, the proposed algorithm generates the image (Gen) and mask
(Gen M).
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Figure 6.11: Results of the proposed algorithm on the CelebA-HQ dataset.
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Figure 6.12: Results of the proposed algorithm on the CelebA-HQ dataset.
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Figure 6.13: Results on the CelebA-HQ dataset when inputs are random patches.
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Figure 6.14: Results on the CelebA-HQ dataset when inputs are random patches.
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Figure 6.15: Results on the CelebA-HQ dataset when inputs are random patches.
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Figure 6.16: Results of the proposed algorithm when input parts are combined
with other people on the CelebA-HQ dataset.
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Figure 6.17: Results of the proposed algorithm when input parts are combined
with other people on the CelebA-HQ dataset.
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Figure 6.18: Results of the proposed algorithm on the CompCars dataset when
input patches are from different cars. Input 1 and Input 2 are patches from Real
1. Input 3 is a local region of Real 2. Given inputs, the proposed algorithm
generates the image (Gen) and mask (Gen M). The size of the generated image
is of 128× 128 pixels.
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Figure 6.26: Generated images based on smaller patches. A percentage below each
column indicates the maximum area ratio (patch size/image size × 100) for each
input patch.
R
ea
l
G
en
G
en
M
R
ea
l
M
One unique patch Two unique patches Three unique pathces
Figure 6.27: Generated images with a different number of input patches. Results
are obtained using a single network.
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Figure 6.19: Image generation results on the CelebA dataset. Gen 1 and GenM1
are generated by (6.5). Gen 2 and GenM2 are obtained using (6.4).
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Figure 6.20: Image generation results on the CelebA dataset. Gen 1 and GenM1
are generated by (6.5). Gen 2 and GenM2 are obtained using (6.4).
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Figure 6.21: Results of a baseline method (without mask prediction part from
the proposed network), on the CelebA dataset.
(a) Baseline 2: Conditional GAN based method
(b) Baseline 3: Auto-encoder based model
Figure 6.22: Baseline network structures. Baseline 1 is the proposed network
without the mask prediction branch.
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Figure 6.23: Image generation results on the CelebA dataset. Gen 1 and Gen 2
are generated using networks in Figure 6.22(a) and Figure 6.22(b), respectively.
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Figure 6.24: Image generation results with two input patches. Input 1 and 2 are
local patches from the image Real.
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(a)
Figure 6.25: Image generation results with two input patches. Input 1 and 2 are
local patches from the image Real.
173
Chapter 6. Image generation
Figure 6.28: Examples of generated results when the input image contains noises.
We add a Gaussian noise at each pixel of Input 3. Gen 1 and Gen M1 are generated
without noises. Gen 2 and Gen M2 are generated with noises.
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Figure 6.29: An example of the first question type for the user study.
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Figure 6.30: An example of the second question type for the user study.
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Figure 6.31: Examples of failure cases of the proposed algorithm.
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6.4 Summary
We introduce a new problem of generating images based on local patches without
geometric priors. Local patches are obtained using the objectness score to retain
informative parts of the target image in an unsupervised manner. We propose a
generative network to render realistic images from local patches. The part encod-
ing network embeds multiple input patches using a Siamese-style convolutional
neural network. Transposed convolutional layers with skip connections from the
encoding network are used to predict a mask and generate an image. The dis-
criminator network aims to classify the generated image and the real image. The
whole network is trained using the spatial, appearance, and adversarial losses.
Extensive experiments show that the proposed network generates realistic im-
ages of challenging objects and scenes. As humans can visualize a whole scene
with a few visual cues, the proposed network can generate realistic images based
on given unordered image patches.
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Conclusion and Future Work
In this thesis, we address a number of major vision problems by learning a re-
lationship of local parts and a global scene. It can be categorized into top-down
and bottom-up approaches as shown in Table 7.1. For each approach, we address
detection/classification and image synthesis problems.
We introduce a concept of individualness of local patches to improve detection
accuracy in Chapter 3. It is used to determine whether different patches are
originated from the same objet or not. As a feature vector for the individualness
is obtained from a convolutional feature map of an input image, it is categorized
as a top-down approach, i.e., find target local regions based on a global context.
For a future work, we can learn the encoder of the input image instead of using
Table 7.1: Discussed local-global relationships and addressed vision tasks.
Top-down (global→local) Bottom-up (local→global)
Detection/Classification Chapter 3 Chapter 4
Image synthesis Chapter 5 Chapter 6
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a pre-trained network. In addition, the work can be extended to detect various
object categories.
In Chapter 4, we estimate the orientation of objects in a bottom-up way. We
show that it is possible to infer the orientation based on a few number of par-
tial observations. Compressiven sensing, random forests, and neural networks are
combined for efficient and effective estimation. Estimating 3D orientation of ob-
jects is one of interesting future works.
For image synthesis problem, we consider a problem of adding a new instance
in the scene (Chapter 5) and generating an entire image from a few local patches
(Chapter 6). To add an instance, we learn where to put the object and what it
would look like. We construct an end-to-end learnable network for this task. Its
input is a semantic map and the output is a modified semantic map with a new
instance. We can consider more operations, e.g., delete an object, to manipulate
the semantic map for a future work. In addition, editing images in RGB domain
is also a way to extend this work.
Rendering a holistic image from local patches is a novel problem with a number
of potential applications. As we assume that input patches do not have spatial
information, we infer their spatial arrangements and generate an entire image at
the same time. In addition, we can use parts from different objects as an input.
The network learns how to combine them into a single object or a scene without
a significant modification of the appearance of inputs. Taking local parts that are
obtained from different viewpoints as an input is one of practical future works of
this work.
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초 록
시각 데이터를 심도 깊게 이해하기 위해서는 전체 영역과 부분 영역들 간의 연관
성 혹은 상호 작용을 주의 깊게 분석하는 것이 필요하다. 이에 관련된 컴퓨터 비전
문제로는 이미지에서 원하는 부분을 검출한다던지, 제한된 부분적인 정보만으로 전
체 이미지를 판별 하거나, 혹은 주어진 정보로부터 원하는 이미지를 생성하는 등이
있다. 이 논문에서는, 그 연관성을 학습하는 것이 앞서 언급된 다양한 문제들을 푸는
데 중요한 열쇠가 된다는 것을 보여주고자 한다. 이에 더해서, 각각의 문제에 알맞는
딥 네트워크의 디자인 또한 토의하고자 한다.
첫주제로,물체검출방식에대해분석하고자한다.이문제는타겟물체와비슷하
게 생긴 영역을 찾아야 할 뿐 아니라, 찾아진 영역들 사이에 연관성을 분석함으로써
각 물체 마다 단 하나의 검출 결과를 할당시켜야 한다. 이를 위해, 우리는 objectness
에 대한 보완으로써 individualness라는 개념을 제안 하였다. 이는 임의의 방식으로
얻어진 후보 물체 영역 중 하나씩을 물체 마다 할당하는데 쓰이는데, 이것은 검출 스
코어만을 바탕으로 후처리를 하는 기존의 non-maximum suppression 등의 방식이
sub-optimal 결과를 얻을 수 밖에 없기 때문에 이를 개선하고자 도입하였다. 우리
는 후보 물체 영역으로부터 최적의 영역들을 선택하기 위해서, determinantal point
process라는 random process의일종을사용하였다.이것은먼저각각의검출결과를
그것의 quality(검출 스코어)와 다른 검출 결과들 사이에 individualness를 바탕으
로 계산된 similarity(상관 관계)를 이용해 모델링 한다. 그 후, 각각의 검출 결과가
선택될 확률을 quality와 similarity에 기반한 커널의 determinant로 표현한다. 그
커널에 diagonal 부분에는 quality가 들어가고, off-diagonal에는 similarity가 대입
된다.따라서,어떤검출후보가최종검출결과로선택될확률이높아지기위해서는,
높은 quality를가짐과동시에다른검출결과들과낮은 similarity를가져야한다.이
논문에서는보행자검출에집중하였는데,이는보행자검출이중요한문제이면서도,
다른물체들에비해자주가려지고다양한움직임을보이는검출이어려운물체이기
때문이다. 실험 결과는 제안한 방법이 non-maximum suppression 혹은 quadratic
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unconstrained binary optimization 방식들 보다 우수함을 보여주었다.
다음 문제로는, 부분 정보를 이용해서 전체 이미지를 classify하는 것을 고려한다.
다양한 classification 문제 중에, 이 논문에서는 저해상도 이미지로부터 사람의 머리
와 몸이 향하는 방향을 알아내는 문제에 집중하였다. 이 경우에는, 눈, 코, 입 등을
찾거나,몸의파트를정확히알아내는것이어렵다.이를위해,우리는 convolutional
random projection forest (CRPforest)라는 방식을 제안하였다. 이 forest에 각각의
node 안에는 convolutional random projection network (CRPnet)이 들어있는데,
이는 다양한 필터를 이용해서 인풋 이미지를 높은 차원으로 mapping 한다. 이를 효
율적으로 다루기 위해 sparse한 결과를 얻을 수 있는 필터들을 사용함으로써, 압축
센싱 개념을 도입 할 수 있도록 하였다. 즉, 실제로는 적은 수의 필터만을 사용해서
전체 이미지의 중요한 정보를 모두 담고자 하는 것이다. 따라서 CRPnet은 50×50
픽셀 이미지에서 0.04ms 만에 동작 할 수 있을 정도로 매우 빠르며, 동시에 성능
하락은 2% 정도로 미미한 결과를 보여주었다. 이를 바탕으로 한 전체 forest는 GPU
없이 3.8ms안에동작하며,머리와몸통방향측정에대해다양한데이터셋에서최고
의 성능을 보여주었다. 또한, 저해상도, 노이즈, 가려짐, 블러 등의 다양한 경우에도
좋은 성능을 보여주었다.
다음으로 부분-전체의 연관성을 통한 이미지 생성 문제를 탐구한다. 입력 이미지
상에 어떤 물체를 어떻게 놓을 것인지를 유추하는 것은 컴퓨터 비전과 기계 학습의
입장에서 아주 흥미로운 문제이다. 이는 먼저, 물체의 마스크를 적절한 크기, 위치,
모양으로만들면서동시에그물체가입력이미지상에놓여졌을때에도합리적으로
보일 수 있도록 해야 한다. 그렇게 된다면, image editing 혹은 scene parsing 등의
다양한문제에응용될수있다.이논문에서는,입력 semantic map으로부터새로운
물체를 알맞은 곳에 놓는 문제를 end-to-end 방식으로 학습 가능한 딥 네트워크를
구성하고자 한다. 이를 위해, where 모듈과 what 모듈을 바탕으로 하는 네트워크를
구성하였으며, 두 모듈을 spatial transformer network을 통해 연결하여 동시에 학
습이 가능하도록 하였다. 또한, 각각의 모듈에 지도적 학습 경로와 비지도적 학습
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경로를 병렬적으로 배치하여 동일한 입력으로 부터 다양한 결과를 얻을 수 있게 하
였다. 실험을 통해, 제안한 방식이 삽입될 물체의 위치와 모양에 대한 분포를 동시에
학습 할 수 있고, 그 분포로부터 실제와 유사한 물체를 알맞은 곳에 놓을 수 있음을
보였다.
마지막으로 고려할 문제는, 컴퓨터 비전 분야에 새로운 문제로써, 위치 정보가
상실 된 적은 수의 부분 패치들을 바탕으로 전체 이미지를 복원하는 것이다. 이것
은 이미지 생성과 동시에 각 패치의 위치 정보를 추측해야 하기에 어려운 문제가
된다. 우리는 적대적 네트워크를 바탕으로 이 문제를 해결하고자 하였다. 즉, 생성
네트워크는 encoder-decoder 방식을 이용해서 이미지와 위치 마스크를 찾고자 하는
반면에, 판별 네트워크는 생성된 가짜 이미지를 찾으려고 한다. 그리고 전체 네트워
크는 위치, 겉보기, 적대적 경쟁의 세 가지 목적 함수들로 학습이 된다. 위치 목적
함수는 알맞은 위치를 예측하기 위해 사용되었고, 겉보기 목적 함수는 입력 패치
들이 결과 이미지 상에 적은 변화만을 가지고 남아있도록 하기 위해 사용되었으며,
적대적 경쟁 목적 함수는 생성된 이미지가 실제 이미지와 비슷할 수 있도록 하기
위해적용되었다.이렇게구성된네트워크는별도의 annotation없이기존데이터셋
들을 바탕으로 학습이 가능한 장점이 있다. 또한 실험을 통해, 제안한 방식이 다양한
데이터셋에서 잘 동작함을 보였다.
주요어: 보행자 검출, 머리 방향 측정, 이미지 생성, determinantal point process,
압축 센싱, random forests, 뉴럴 네트워크, 적대적 네트워크, 컴퓨터 비전
학 번: 2013-30246
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