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A ﬁnite (μ, S)-frame variety consists of real or complex matrices F = [ f1 · · · fN ] satisfying
F F ∗ = S and ‖ fn‖ = μn for all n = 1, . . . ,N . This paper introduces an approximate
geometric gradient descent procedure over these varieties, which is powered by minimiza-
tion algorithms for the frame operator distance and recent characterizations of these
varieties’ tangent spaces. For almost all compatible pairings (μ, S), we demonstrate
that minimization of the frame operator distance converges linearly under a threshold,
we derive a process for constructing the orthogonal projection onto these varieties’
tangent spaces, and ﬁnally demonstrate that the approximate gradient descent procedure
converges. Finally, we apply this procedure to numerically construct Grassmannian frames
and Welch bound equality sequences with low mutual coherence.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Background
Frames were originally introduced by Duﬃn and Schaeffer to generalize Fourier expansions [19], and general frames [24]
furnish practitioners with expansion formulas akin to orthonormal expansions. Frames with computationally tractable ex-
pansions [15] piqued widespread interest in frame theory, and the construction of frames satisfying various additional
properties became essential for applications. There are now a multitude of frames that have been constructed with various
applications in mind; Gabor frames, wavelets, curvelets, shearlets, wavelet packets, and Fourier frames constitute a partial
list of popular inﬁnite dimensional frames.
Structured ﬁnite frames have also garnered attention because of their applications in wireless telecommunications [34,
39], sigma–delta quantization [5,7,6,4], coding theory [12,21,27], and sparse reconstruction [17,25,36]. The frames of interest
for these applications include tight frames, ﬁnite unit norm tight frames (FUNTFs), generalized Welch bound equality (WBE)
sequences, equiangular tight frames, and Grassmannian frames.
Finite tight frames satisfy the expansion formula
x = c
∑
n∈[N]
〈x, fn〉 fn (1.1)
for all x ∈ Ed , where c > 0 is ﬁxed. This property of tight frames motivated the work in [15], and has been valuable for
signal processing applications. Moreover, the least squares solution to F x = b is exactly c−1F ∗b when F is a tight frame.
These properties make tight frames very useful in a computational setting. From a geometric perspective, the spaces of ﬁnite
tight frames are in diffeomorphic correspondence with the Stiefel manifolds. Stiefel manifolds are very well understood, and
optimization can be carried out easily on these spaces (see [1]).
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straints ‖ fn‖ = 1 for all the columns of F , a complicated structure emerges. The work of Benedetto and Fickus [3] was the
ﬁrst to develop a characterization of FUNTFs in an elegant and intuitive manner. They characterized the FUNTFs as the min-
imizers of the frame potential over a product of unit spheres, which reﬂected the characteristic equidistribution exhibited by
FUNTFs. Later, Dykema et al. [20] demonstrated that certain spaces of FUNTFs are manifolds and calculated the dimension
of these manifolds. More recently, [32] characterized the FUNTFs (as a special case) as an almost-everywhere transversal
intersection of a product of spheres with a Stiefel manifold. This characterization has the added beneﬁt of providing a com-
plete description of the tangent spaces of the FUNTF varieties at every space, and [32] utilized this description to construct
and validate explicit, local, analytic coordinate systems on FUNTF varieties.
Generalized WBE sequences are tight frames that satisfy ‖ fn‖ = μn for some positive sequence μ1, . . . ,μN . These se-
quences arise in wireless telecommunications, where each fn is the signature code of a user with average power μi .
Constructions of these frames has been considered by numerous authors [23,38,16,31], and existence of such sequences
is characterized by a majorization condition (see [13]). The manifold structure of these varieties was ﬁrst explored in [31],
which generalized results from [20]. The general result in [32] also applies to this particular class of frames, as they are a
speciﬁc instance of (μ, S)-frames.
Equiangular tight frames are FUNTFs for which |〈 fm, fn〉| is constant for all m = n, and Grassmannian frames are FUNTFs
which minimize the mutual coherence,
max
m =n
∣∣〈 fm, fn〉∣∣.
Theorem 4.1 of Donoho et al. [18] established a general connection between dictionaries with low mutual coherence and
successful sparse reconstruction via basis pursuit [14]. The existence of equiangular tight frames has been considered in a
number of settings [8,33,35], and they were characterized as minimizers of the 4th-order frame potential by and Renes et al.
[28] and Oktay [26]. Grassmannian frames exist by a simple compactness argument, but constructing Grassmannian frames
is a very diﬃcult problem. Strohmer and Heath demonstrated that explicit constructions can be carried out in certain cases
in [34]. However, general constructions have not been found and the geometry of spaces of Grassmannian frames is also
completely unknown.
1.2. Contributions
In this paper, we describe an approximate gradient descent procedure over ﬁnite (μ, S)-frame varieties that exploits
the tangent space structure elucidated in [32]. We also demonstrate that this procedure converges for almost all choices of
compatible S and μ.
This procedure is powered by gradient descent (explored by Casazza, Fickus, and Mixon [9,11] in the FUNTF case) for
the squared distance of F F ∗ from a target frame operator in the Hilbert–Schmidt norm, or the frame operator distance
(FOD). We derive a simple, explicit expression for updates in order to acquire convergence. Moreover, we demonstrate linear
convergence of F F ∗ to S under a threshold determined by S and μ as long as S and μ obey certain conditions.
By projecting gradients of an objective function directly onto the tangent space of a (μ, S)-frame variety, we are able
to leverage minimization of the FOD to obtain ﬁrst-order approximations to geodesics at regular points of the (μ, S)-
frame variety. We describe iterative and direct methods for computing these projections, which are possible because of the
description of the tangent spaces provided in [32].
This paper concludes with two applications: numerical construction of Grassmannian frames and construction of WBE se-
quences with low mutual coherence. The natural objective function for these applications is the 2pth-order frame potential
because it is an approximation of the mutual coherence. We empirically show that minimizing the 2pth-order frame poten-
tial yields frames with low mutual coherence. These numerically constructed frames are ideal candidates for applications in
coding theory and sparse reconstruction.
1.3. Organization of this paper
In Section 2, we set a notation for the entire paper. In Section 3, the FOD is deﬁned, related to the frame potential,
shown to admit a simple geometric gradient descent procedure, and linear convergence is demonstrated for almost every
choice of compatible (μ, S). At the end of this, we discuss the relationship of these results with those of [11]. Section 4
describes the gradient descent procedure: an alternating projection method is described to project gradients onto (μ, S)-
frame variety tangent spaces when S is a multiple of the identity, and a direct method is described for dealing with S not
equal to a multiple of the identity. Section 4 concludes with a convergence proof for our method. In Section 5, we show
the utility of these techniques by numerically constructing Grassmannian frames and generalized WBE sequences with low
mutual coherence. This paper concludes with Appendix A, which contains the more involved proofs establishing the theory
for our methods.
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Throughout this paper, we let Ed = Rd or Cd denote real or complex d-dimensional space. For any vector or matrix, we
let ‖ ·‖2 denote the sum of squared absolute-values of the entries. In the case of a matrix, this is the square of the Frobenius
or Hilbert–Schmidt norm. Furthermore, we let 〈·, · ,〉 denote the symmetric or Hermitian inner product between two vectors
or matrices. Thus, 〈X, Y 〉 = tr XY ∗ , where tr is the trace of any square matrix. Let S
Ed (c) = {x ∈ Ed: ‖x‖ = c} denote the
sphere of radius c > 0, let [n] = {1, . . . ,n} denote the n-set.
The set of all m by n matrices is denoted Mm×n(E), and we let X∗ denote the conjugate transpose of X ∈ Mm×n(E).
Note that the transpose XT = X∗ if E = R. We shall often employ the notation xT y and x∗ y in place of 〈x, y〉. Given an
X ∈ Mm×n(E), an A ⊂ [m], and a B ⊂ [n], we let
XA×B =
⎡
⎢⎢⎣
xa1b1 · · · xa1b|B|
...
. . .
...
xa|A|b1 · · · xa|A|b|B|
⎤
⎥⎥⎦ (2.1)
denote the |A| by |B| matrix obtained by deleting the rows of X with indices not in A, and then deleting the columns with
indices not in B . Here, we have used |A| and |B| to denote the cardinality of A and B respectively. We also let XB denote
the matrix obtained by deleting the columns of X that are not in B . For a square matrix, S ∈ Md×d(E), we let tr(S) denote
the trace of S , and we use diag(S) ∈ Ed to signify the matrix obtained by setting the off-diagonal entries of S equal to zero.
We shall use 1N to denote a column vector with N unit entries. Our general reference for matrix analysis is [22].
For a sequence of strictly positive numbers, μ ∈ RN+ , we let
T
Ed (μ) =
∏
n∈[N]
S
Ed (μn) =
{
F = [ f1 . . . fN ] ∈ Md×N(E): ‖ fn‖ = μn for all n ∈ [N]
}
(2.2)
denote the generalized torus with radii μ. Given a Hermitian (or, symmetric) positive deﬁnite (HPD, or SPD) operator
S ∈ Md×d(E), let
√
S denote its canonical square root, and let
√
S · St
Ed (N) =
{√
S F ∈ Md×N (E): F F ∗ = Id×d
}
(2.3)
denote the
√
S-transformed Stiefel manifold, where Id×d denotes the d by d identity matrix. If c = tr(S)1/2 = ‖μ‖2, then it
is straightforward to check that T
Ed (μ) and
√
S · St
Ed (N) are both submanifolds of the Hilbert–Schmidt sphere of radius c,
S
Ed×N (c) =
{
F ∈ Md×N (E): ‖F‖HS =
√∑
m∈[d]
∑
n∈[N]
| fmn|2 = c
}
. (2.4)
For any C1 function ϕ : Ed×N → R, and any smooth embedded manifold M ↪→ Ed×N , we let
∇Mx ϕ (2.5)
denote the gradient of ϕ at x along M. Note that this is the orthogonal projection of the full gradient ∇xϕ onto the tangent
space TxM ⊂ Ed×N . We use expMx : TxM → M to denote the exponentiation map (see [30]).
2.1. Frames and (μ, S)-frames
A ﬁnite frame for Ed is a collection of vectors (which shall be referred to interchangeably with the matrix F = [ f1 . . . fN ] ∈
Md×N(E)) satisfying
A‖x‖2 
∑
n∈[N]
∣∣〈x, fn〉∣∣2  B‖x‖2 for all x ∈ Ed (2.6)
for some constants 0 < A  B < ∞. If such constants exist, then we let A and B denote the sharpest constants satisfying
(2.6). If ‖ fn‖ = 1 for all n ∈ [N], then the frame is called unit-norm. If A = B , the frame is called a tight frame. If F is a ﬁnite
unit-norm tight frame, we say that F is a FUNTF for brevity.
Now, F is called the synthesis operator of the frame and F ∗ is the analysis operator. The matrices S = F F ∗ and F ∗F are
the frame operator and Grammian of F . The Grammian stores all of the correlation information in the frame, and it can be
shown that the frame operator satisﬁes
x =
∑
n∈[N]
〈
x, S−1 fn
〉
fn for all x ∈ Ed. (2.7)
For a FUNTF, the frame operator is S = N Id×d and (2.7) reduces to the simple formd
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N
∑
n∈[N]
〈x, fn〉 fn for all x ∈ Ed. (2.8)
Let N  d. Given a μ ∈ RN+ , and a d by d HPD operator S , the (μ, S)-frames are
FE(μ, S) = TEd (μ) ∩
√
S · St
Ed (N). (2.9)
That is F ∈ FE(μ, S) if and only if F belongs to the generalized torus with radii μ when viewed as a collection of columns,
and F is a transformation of an orthonormal system when viewed as a collection of rows. As frames, they are the frames
with frame operator S , and with member lengths given by μ. These spaces FE(μ, S) are then real algebraic varieties be-
cause they are deﬁned by algebraic conditions (F F ∗ = S and f ∗n fn = μ2n for all n). If
∑
n∈[N] μ2n =
∑
n∈[d] λn(S), Theorem 2.1
of [13] essentially states that FE(μ, S) is not empty if and only if
max
I⊂[N]
|I|=k
∑
n∈I
μ2n 
∑
m∈[k]
λn(S) holds for all k ∈ [d], (2.10)
where λ1(S) λ2(S) · · · λd(S) > 0 are the eigenvalues of S . For a deeper investigation of majorization in the context of
frames, the reader is referred to [2]. In general, we say that μ ∈ RN+ and HPD S ∈ Md×d(E) are compatible if
N  d,
∑
n∈[N]
μ2n =
∑
m∈[d]
λm, and (2.10) all hold true. (2.11)
We shall often invoke (2.11) to avoid vacuous assertions.
At most points of FE(μ, S), the intersection of TEd (μ) with
√
S · St
Ed (N) is transversal, and these points are easily
characterized. The following deﬁnition ﬁrst appeared in [20].
Deﬁnition 2.1. A frame F is said to be orthodecomposable if it can be split into two nontrivial subcollections, F1 and F2
satisfying F ∗1 F2 = 0. That is, span F1 and span F2 are nontrivial orthogonal subspaces.
The relationship between orthodecomposability and transversal intersection was explored in [32], and the following
theorem was deduced:
Theorem 2.2. Suppose F ∈ FE(μ, S) is not orthodecomposable. Then, T F FE(μ, S) = T FTEd (μ) ∩ T F
√
S · St
Ed (N). That is, the
tangent space of the intersection is the intersection of the tangent spaces.
Since the tangent spaces of T
Ed (μ) and
√
S · St
Ed (N) at F satisfy
T FTEd (μ) =
{
X ∈ Md×N (E): Re〈xn, fn〉 = 0 for all n ∈ [N]
}
,
and
T F
√
S · St
Ed (N) =
{
X ∈ Md×N (E): X = F Z for some Z = −Z∗
}
,
respectively, Theorem 2.2 gives us a convenient characterization T F FE(μ, S).
3. Minimization of the frame operator distance (FOD)
We shall consider the program
minimize
∥∥S − F F ∗∥∥ subject to F ∈ T
Ed (μ), (3.1)
where μ ∈ RN+ and S ∈ Md×d(E). In addition, we require that μ and S satisfy (2.11). It then follows that the minimum in
(3.1) is zero and that this minimum is attained exactly when F F ∗ = S . We conclude that FE(μ, S) is completely character-
ized as the space of solutions to (3.1).
3.1. Relationship with the frame potential
Suppose S = N Id×d and μ = 1N . Armed with the knowledge that F ∈ TEd (μ) implies tr(F F ∗) = N , we haved
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∥∥∥∥
2
− 2Re
〈
N
d
Id×d, F F ∗
〉
+ ∥∥F F ∗∥∥2 (3.2)
= N
2
d
− 2N
2
d
+
N∑
m=1
N∑
n=1
∣∣〈 fm, fn〉∣∣2 (3.3)
=
N∑
m=1
N∑
n=1
∣∣〈 fm, fn〉∣∣2 − N2
d
. (3.4)
The summation term is Benedetto and Fickus’s frame potential, so (3.1) is equivalent to minimizing the frame potential. It
was shown in [10] that local minimizers of the frame potential over T
Ed (μ) are also global minimizers whenever S is a
multiple of the identity. Having such a guarantee is highly desirable from a numerical perspective, and generalizing this
result to general S would provide a beneﬁcial theoretical guarantee for the frame operator distance. Generalizing this result
to (3.1) is nontrivial, but there are several heuristic reasons that lead one to believe that this is true in general. In particular,
F → F F ∗ from T
Ed (μ) to Md×d(E) should be an open mapping onto it’s image. We shall not take up this problem in this
paper, but look forward to settling it later.
Conjecture 3.1. Suppose N  d. If d by d HPD S and μ ∈ RN+ satisfy (2.11), then local minimizers of (3.1) are also global minimizers.
It should also be noted that (3.1) can be generalized to the fusion frame case, but we shall not delve into this matter
presently.
3.2. The gradient and critical points of the FOD
By singling out one fn in F (the nth column), we obtain
∥∥S − F F ∗∥∥2 =
∥∥∥∥∥S −
N∑
i=1
f i f
∗
i
∥∥∥∥∥
2
=
∥∥∥∥S −∑
i =n
fi f
∗
i − fn f ∗n
∥∥∥∥
2
(3.5)
=
∥∥∥∥S −∑
i =n
fi f
∗
i
∥∥∥∥
2
− 2Re
〈
S −
∑
i =n
fi f
∗
i , fn f
∗
n
〉
+ ∥∥ fn f ∗n ∥∥2 (3.6)
=
∥∥∥∥S −∑
i =n
fi f
∗
i
∥∥∥∥
2
− 2 f ∗n
(
S −
∑
i =n
fi f
∗
i
)
fn + ‖ fn‖4. (3.7)
If only fn is varied in its sphere, the only active term is −2 f ∗n (S−
∑
i =n fi f ∗i ) fn . This term is essentially a Rayleigh quotient,
which is minimal when fn is a “top” eigenvector of S −∑i =n fi f ∗i .
If we allowed fn to vary in Ed , the gradient of this term would be
−4
(
S −
∑
i =n
fi f
∗
i
)
fn (3.8)
and projection onto T fn S(μn) yields
−4
(
S −
∑
i =n
fi f
∗
i
)
fn + 4
[
f ∗n
(
S −
∑
i =n
fi f
∗
i
)
fn
]
fn/‖ fn‖2. (3.9)
The full gradient matrix of the FOD over TE(μ) at F is then
∇TEd (μ)F FOD = G = [g1 · · · gN ], (3.10)
where gn is given by (3.9).
For the FUNTF case, Casazza and Fickus [9] have demonstrated that a gradient descent can be performed using this G ,
and they also determine a reasonable step size for each update. This full gradient descent requires a full update of the
gradient at each step. In the next section, we shall see that the columnwise gradient descent updates can be computed
explicitly using nothing more than the quadratic formula, so updating the gradient requires few operations.
This expression for the gradient also yields a simple characterization of the critical points of the FOD which generalizes
the characterization derived in [3].
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Then there is an orthonormal basis of eigenvectors {em}m∈[d] for S, a partition {Xi}i∈[k] of [d], and a partition {Yi}i∈[k] of [N] such that
(i) span{ fn: n ∈ Yi} = span{em: m ∈ Xi} or Yi = ∅, for all i ∈ [k]; and
(ii) (S − F F ∗)x = cix for all x ∈ span{em: m ∈ Xi},
where ci = (∑m∈Xi λm −∑n∈Yi μ2n)/di , λm = e∗mSem, and di = |Xi|.
Proof. Let C = {ci}i∈[k] be the collection of distinct eigenvalues of S − F F ∗ . Since (3.9) vanishes for all n ∈ [N] at the critical
point F , we have
(S − F F ∗) fn = f
∗
n (S − F F ∗) fn
‖ fn‖2 fn
for all n ∈ [N], and hence each fn is an eigenvector of S − F F ∗ . Now, for all i ∈ [k], let
Yi =
{
n ∈ [N]: f ∗n
(
S − F F ∗) fn/‖ fn‖2 = ci}
and note that fm ⊥ fn for all n ∈ Yi if m /∈ Yi . Consequently, if Yi = ∅, then
Sx =
∑
n∈Yi
〈x, fn〉 fn + cix ∈ span{ fn: n ∈ Yi}
for all x ∈ span{ fn: n ∈ Yi}. Thus, span{ fn: n ∈ Yi} is an invariant subspace of S for each i, and hence there is an orthonormal
collection of eigenvectors of S that span span{ fn: n ∈ Yi} for each i. Aggregating these collections of orthonormal sets,
and then completing the orthonormal basis with additional eigenvectors produces the orthonormal basis of eigenvectors
{em}m∈[d] . The desired partition {Xi}i∈[k] is immediately apparent from this aggregation and completion procedure.
Finally, we have that
dici =
∑
m∈Xi
e∗m
(
S − F F ∗)em
=
∑
m∈Xi
e∗mSem −
∑
n∈Yi
∑
m∈Xi
∣∣〈 fn, em〉∣∣2
=
∑
m∈Xi
λm −
∑
n∈Yi
μ2n.
By construction, we see that (i) and (ii) hold. 
3.3. A step size factor for gradient descent of the FOD
Here, we derive a step size factor for the full gradient descent in the spirit of Casazza and Fickus [9]. Note that geodesics
along T
Ed (μ) starting at F = [ f1 · · · fN ] have columns of the form
fn(t) = cos(ωnt) fn + sin(ωnt)γn, (3.11)
where Re〈 fn, γn〉 = 0 and ‖γn‖ = ‖ fn‖. Thus,
f˙n(t) = ωn
[− sin(ωnt) f i + cos(ωnt)γn] (3.12)
and f¨n(t) = −ω2n fn(t).
Theorem 3.3. Let F ∈ T
Ed (μ) for some μ ∈ RN+ , G = [g1 · · · gN ] be as in (3.10). For all n ∈ [N], set ωn = ‖gn‖/μn and γn = gn/ωn
if ωn = 0, and γn = 0 otherwise. Suppose that μ and S satisfy (2.11). Then, for all t ∈ R, we have∥∥S − F (t)F (t)∗∥∥2  ∥∥S − F F ∗∥∥2 + ‖G‖2t + At2, (3.13)
where
A =
(
2
(
λ1(S) − λd(S)
)+ 4 ∑
n∈[N]
μ2n
)
‖G‖2, (3.14)
and fn(t) is given by (3.11) for each n ∈ [N].
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occurs at
t = − 1
4(λ1(S) − λd(S)) + 8∑n∈[N] μ2n , (3.15)
and we may use this as our step size factor for the full gradient descent. For a general step size factor τ , we have the
following pseudocode for the full gradient descent.
3.4. Complexity and convergence of the minFOD algorithm
Each iteration of this algorithm requires the computation of (S − F F ∗)F , which is a parallel O (dN2) operation. The
update of S − F F ∗ requires O (d2) multiplications. The remaining operations are negligible, so the computational complexity
of minFOD is O (dN2 + d2) per iteration.
Because the search direction is always negatively correlated with a nonzero gradient, it is certain that this procedure
monotonically decreases the FOD, and hence minFOD converges to a critical point. If Conjecture 3.1 holds, then the only
stable critical points are the global minimizers. Intuitively, the unstable and semistable critical points of the FOD are very
sensitive to perturbation because the FOD is an analytic function, but a rigorous defense of this position is not currently
available in the optimization theory literature. On the other hand, it is not diﬃcult to show that minFOD converges to a
global minimum as long the FOD starts below a particular threshold.
Theorem 3.4. Suppose S and μ ∈ RN+ satisfy (2.11). Let {λm}m∈[d] be the eigenvalues of S. Set
α = 4
(∑
m∈X
λm −
∑
n∈Y
μ2n
)2/
d, (3.16)
where X and Y optimize the subset sum problem
max
X⊂[d],Y⊂[N]
∑
m∈X
λm +
∑
n∈Y c
μ2n
subject to
∑
m∈X λm +
∑
n∈Y c μ2n <
∑
n∈[N] μ2n (and consequently, α > 0). Then the local minimizers of FOD on FOD−1([0,α)) ∩
T
Ed (μ) are also global minimizers.
The appendix contains the proof of Theorem 3.4. In general, we must perform dynamic programming in order to obtain
the α in the preceding theorem. However, in the speciﬁc case of FUNTFs we may derive an exact expression.
Corollary 3.5. If S = Nd Id×d and μ = 1N in the previous theorem, then
α  4GCD(N,d)2/d3.
Proof. The dynamic programming problem of Theorem 3.4 reduces to
max
m<d,n<N
mN/d − n
subject to mN/d − n < 0. Since
{mN/d − n: m,n ∈ Z} = {nGCD(N,d)/d: n ∈ Z},
mN/d − n−GCD(N,d)/d if m and n are constrained by the dynamic programming problem. We conclude that
α = 4(mN/d − n)2/d > 4GCD(N,d)2/d3. 
Moreover, under this threshold, full gradient descent forces the FOD to converge linearly if we also assume that FE(μ, S)
contains no singular points. In order to show this, we require upper and lower bounds on the gradient of the FOD in terms
of the FOD under the threshold α. A straightforward computation provides an explicit expression for bounding the gradient
by the FOD on T
Ed (μ).
Lemma 3.6. Suppose S and μ ∈ RN+ satisfy (2.11). Then∥∥∇TEd (μ)F FOD∥∥2  16
( ∑
n∈[N]
μ2n
)
FOD(F ) (3.17)
for all F ∈ T
Ed (μ).
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using a compactness argument, we can still prove the existence of a lower bound under the threshold as long as FE(μ, S)
has no singular points.
Lemma 3.7. Suppose S and μ ∈ RN+ satisfy (2.11) and that 0 < α − ε < α for α deﬁned in (3.16) and ε > 0. Further suppose that
FE(μ, S) has no singular points. Then there is a constant C > 0 such that
CFOD(F )
∥∥∇TEd (μ)F FOD∥∥2 (3.18)
for all F ∈ FOD−1([0,α − ε]) ∩ T
Ed (μ).
Linear convergence of full geometric gradient descent with a suﬃciently small step size factor is now easily established.
Theorem 3.8. Suppose S and μ satisfy (2.11), that FE(μ, S) has no singular points, and that 0 < α − ε < α, where α is the threshold
from Theorem 3.4. Further suppose that C is the constant appearing in (3.18), and ﬁx τ ∈ (0,C/B), where
B = 16
( ∑
n∈[N]
μ2n
)(
2
(
λ1(S) − λd(S)
)+ 4 ∑
n∈[N]
μ2n
)
.
Then, for all F ∈ FOD−1([0,α − ε]) ∩ T
Ed (μ),
FOD
(
F (τ )
)
 δFOD(F ),
where δ = 1− Cτ + Bt2 ∈ (0,1) and fn(τ ) comes from (3.11) for all n ∈ [N].
Proof. Recalling Theorem 3.3 and substituting expressions, we have
FOD
(
F (τ )
)
 FOD(F ) − ∥∥∇TEd (μ)F FOD∥∥2τ +
(
2
(
λ1(S) − λd(S)
)+ 4 ∑
n∈[N]
μ2n
)∥∥∇TEd (μ)F FOD∥∥2τ 2.
Applying (3.17) to the second order term, and (3.18) to the ﬁrst order term, we have
FOD
(
F (τ )
)
 FOD(F ) − CFOD(F )τ + BFOD(F )τ 2 = (1− Cτ + Bτ 2)FOD(F ). 
Fortunately, the FE(μ, S) with singularities are relatively rare because the characterizing condition imposes an additional
algebraic constraint on S and μ. The S and μ for which F(μ, S) has singular points were characterized by the idea of
redundant majorization in [31].
Deﬁnition 3.9. We say that {λi(S)}i∈[d] redundantly majorizes μ ∈ RN+ if it majorizes μ (i.e. (2.11) holds) and there are
nonempty strict subsets A ⊂ [d] and B ⊂ [N] such that {λi(S)}i∈A majorizes {μi}i∈B and {λi(S)}i∈Ac majorizes {μi}i∈Bc .
Since (2.11) is equivalent to existence of a (μ, S)-frame, it is easy to show that redundant majorization gives rise to
orthodecomposable frames in FE(μ, S), which are the only singular points. From this characterization, it is easy to demon-
strate that spaces of FUNTFs have no singularities if and only if N and d are relatively prime. Additionally, because redundant
majorization invokes an algebraic condition, linear convergence holds in the generic case. This means that the set of S and
μ such that FE(μ, S) has singular points constitutes a set of measure zero.
3.5. Relationship to other work
After submitting the current version of this manuscript, an anonymous reviewer drew the author’s attention to the
work of Casazza, Fickus, and Mixon [11]. Their work is from a different perspective, as they are primarily interested in
perturbation of FUNTFs, or the Paulsen problem. This perspective led them to results far more powerful than Lemma 3.7
and Theorem 3.8 because they are able to specify the bounding constants under natural conditions. Numerical convergence
dominates the perspective of the current paper, so our focus has been on the general (μ, S)-frames, an algorithmic char-
acterization of the threshold under which linear convergence occurs, and we have been satisﬁed to merely show that the
bounding constants exist.
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In this section, we develop machinery for performing approximate gradient descent over FE(μ, S). The two main tools
that make this eﬃcient and plausible are
1. geometric gradient descent of the frame operator distance;
2. methods for projecting onto tangent spaces of FE(μ, S).
In Section 3, geometric gradient descent of the FOD was analyzed in detail. In this section, we ﬁrst demonstrate how to
construct orthogonal projections onto tangent spaces of FE(μ, S). Having developed the necessary machinery, we then
describe the approximate geometric gradient descent algorithm on FE(μ, S) in detail and demonstrate its convergence.
4.1. Projection of search directions onto T F FE(μ, S)
The proofs of the more involved propositions in this section are relegated to Appendix A. For this entire section, F is
assumed to be a regular point of FE(μ, S) and hence T F FE(μ, S) is well-deﬁned.
4.1.1. Alternating projection method
While the orthogonal projection onto T F FE(μ, S) is complicated, the orthogonal projection onto T FTEd (μ) is simple:
P (X) = X − F Rediag(F ∗X)diag(F ∗F )−1. (4.1)
The orthogonal projection onto T F
√
S · St
Ed (N) is more complicated, but is quite simple in at least one notable case.
Proposition 4.1. Suppose S = cId×d for c > 0, and ﬁx F ∈ FE(μ, S). Then,
Q (X) = X − 1
2
(
F X∗ + X F ∗)S−1F (4.2)
is the orthogonal projection onto T F
√
S · St
Ed (N).
In order to perform geometric optimization, we need to project search directions onto T F FE(μ, S). By an eigenvalue
argument, it can be shown that limn→∞(Q P )n = R , where R is the orthogonal projection onto T FTEd (μ)∩ T F
√
S ·St
Ed (N). If
the conditions of the preceding theorem hold, then R is the orthogonal projection onto T F FE(μ, S). While the convergence
of this alternating projection method is only linear, it can be implemented eﬃciently.
4.1.2. Direct method
Under certain circumstances (such as when F ∈ FE(μ, S) is close to being singular) it is more eﬃcient to directly
compute the orthogonal projection R : Md×N(E) → T F FE(μ, S). In this case, we construct R by ﬁxing a basis of the real
vector space T F FE(μ, S), applying the Gram–Schmidt procedure to this basis, and then R is the sum of dyadic products of
the resulting orthonormal basis. The most complicated step in this procedure is construction of the basis, and we begin this
process by extracting a special kind of basis from F .
Proposition 4.2. Suppose μ and S satisfy (2.11). Then F = [ f1 · · · fN ] ∈ FE(μ, S) is not orthodecomposable if and only if there is a
d-set A ⊂ [N] such that F A is a non-orthodecomposable basis for Ed.
Proof. First suppose that F contains a non-orthodecomposable basis. Since this basis cannot be split into nontrivial mutually
orthogonal collections, any splitting of F into two mutually orthogonal sets must be trivial. Thus, F is not orthodecompos-
able.
If F is not orthodecomposable, then we build A inductively beginning with A = {i} for any i ∈ [N]. Suppose we have
added indices to A so that F A is not orthodecomposable and also linearly independent. If F A is a basis for Ed , then we
stop. Otherwise, there is an index j such that F A∪{ j} is not orthodecomposable and linearly dependent (if not, then F A
and F [N]\A is a nontrivial splitting of F into mutually orthogonal collections). Once |A| = d, this process ceases and F A is a
non-orthodecomposable basis. 
We shall now describe the process for constructing a basis for T F FE(μ, S). First, we shall require the idea of the
correlation network of F . Theorem 3.4 of [32] shows that connectivity of the correlation network is equivalent to non-
orthodecomposability of a frame.
Deﬁnition 4.3. The correlation network of a frame F with N elements is the undirected graph γ (F ) = (V , E), where V = [N]
and (i, j) ∈ E if and only if 〈 f i, f j〉 is nonzero.
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of [32], let T ⊂ γ (F ) be a rooted spanning tree on A. Let T0 be the graph containing just the root of T and inductively
deﬁne Tk+1 to be the subtree of T containing all of the children of Tk . Since T is ﬁnite, we let n denote the ﬁrst k such
that Tk = T , and we shall use νk to denote the vertices in Tn−k+1 but not in Tn−k for all k ∈ [n]. For each i ∈ A that is not
the root, there is a smallest k such that i is a vertex in Tk , and we let ρ(i) be the unique parent of i in Tk .
The basis that we shall construct is most neatly deﬁned as a union of two disjoint collections indexed by the sets
Λ1 =
{
([N] \ A) × [d − 1] if E = R,
([N] \ A) × [2d − 1] if E = C,
and
Λ2 =
{ {(i, j,0) ∈ A × A × {0}: i < j and (i, j) /∈ E(T )} if E = R,
{(i, j, ) ∈ A × A × {0,1}: i < j and (i, j) /∈ E(T ), or i = j and  = 1} if E = C,
respectively. We now proceed to describe the procedure for constructing members indexed by Λ1.
For each i ∈ [N] \ A, we ﬁx an orthonormal basis {y(i)j } j∈[2δE,Cd−1] of T fi SEd (μi), where δE,C = 1 if E = C and equals
zero otherwise. For every α = (i, j) ∈ Λ1, we shall construct an N by N skew-symmetric (or skew-Hermitian) Zα = [zαkl] so
that V α = F Zα is a member of the basis that we seek to construct.
First, we ﬁx the ith column and row of Zα :
ZαA×{i} = −
(
Zα{i}×A
)∗ = F−1A y(i)j (4.3)
and
Zα([N]\A)×{i} = −
(
Zα{i}×([N]\A)
)∗ = 0. (4.4)
For all k ∈ [N] \ A with k = i, we set
Zα[N]×{k} = −
(
Zα{k}×[N]
)∗ = 0. (4.5)
All that remains is to ﬁx ZαA×A , and we ﬁrst set z
α
kl = −(zαlk)∗ = 0 for all k < l such that (k, l) ∈ A × A is not an edge in T .
For each k ∈ νm , we inductively deﬁne
zαρ(k),k = −
(
zαk,ρ(k)
)∗ = −(Re ∑
l∈[N]\{k,ρ(k)}
〈 fl, fk〉zlk
)/
〈 fρ(k), fk〉 (4.6)
as m ∈ [n] increases. At each step of this induction, the sum is well deﬁned because the values of zαkl have all been ﬁxed by
the previous step. Also, 〈 fk, fρ(k)〉 = 0 since (k,ρ(k)) or (ρ(k),k) is an edge in T ⊂ γ (F ). We conclude our construction of
Zα by ensuring that it has zero diagonal.
Proposition 4.4.With Zα the skew-symmetric (skew-Hermitian)matrix constructed above, V α = F Zα satisﬁes
(i) the ith column of V α is y(i)j ;
(ii) for all k ∈ [N] \ (A ∪ {i}), the kth column of V α is 0;
(iii) V α ∈ T F FE(μ, S).
For each α = (i, j, ) ∈ Λ2, we now construct a skew-symmetric (skew-Hermitian) matrix Zα so that W α = F Zα is a
member of the second collection. For this collection, we immediately set zαkl = −(zαlk)∗ = 0 for all (k, l) /∈ A × A, and all
(k, l, ) ∈ Λ2 \ {α} with k < l. We set
zαi j = −
(
zαi j
)∗ = √−1, (4.7)
and inductively deﬁne
zαρ(k),k = −
(
zαk,ρ(k)
)∗ = −(Re ∑
l∈[N]\{k,ρ(k)}
〈 fl, fk〉zlk
)/
〈 fρ(k), fk〉 (4.8)
for k ∈ νm as m ∈ [n] increases. At this point, all zαkl have been deﬁned except for diagonal elements, and the undeﬁned
diagonal elements are now set to zero. The proof of the following proposition follows from an argument similar to the one
used to prove Proposition 4.4.
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(i) for all k ∈ [N] \ A, the kth column of W α is 0;
(ii) W α ∈ T F FE(μ, S).
We conclude this subsection by verifying that {V α}α∈Λ1 ∪ {W α}α∈Λ2 is a basis for the tangent space.
Proposition 4.6. Under the assumptions of this subsection, Ω = {V α}α∈Λ1 ∪ {W α}α∈Λ2 is a basis for T F FE(μ, S).
4.2. Description of the optimization algorithm
We now describe how the FOD minimization algorithm and the alternating projection method can be exploited to per-
form an approximate gradient descent on FE(μ, S). Let ϕ ∈ C1(Md×N(E)). We begin by describing how one iteration of the
theoretical geometric gradient descent algorithm is performed at a nonsingular point F ∈ FE(μ, S):
1. the restricted gradient, Φ = ∇FE(μ,S)F ϕ is computed;
2. a line search is performed on the geodesic expFE(μ,S)F (−tΦ).
This ﬁrst step is now easily carried out numerically with the machinery we have developed; our alternating projection
procedure allows us to compute ∇FE(μ,S)F ϕ by projecting the full gradient ∇Fϕ onto T F FE(μ, S) to obtain Φ . Carrying out
the second step numerically using our machinery is slightly more complicated. Instead of performing a line search on a
geodesic in FE(μ, S), we perform a line search on the FOD minimization applied along a geodesic in TEd (μ). That is, we
perform the line search on the path
minFOD
(
exp
T
Ed (μ)
F (−tΦ), S, ε
)
(4.9)
and the update is
F ′ = argmin
t0
ϕ
(
minFOD
(
exp
T
Ed (μ)
F (−tΦ), S, ε
))
. (4.10)
The primary reason for exponentiating along the generalized torus is that the paths are easy to compute and the FOD
minimization is eﬃcient. The following pseudocode summarizes the procedure.
Algorithm 1 minFEmuS initialized with ϕ , F , E, μ, S, and ε
Φ ← ∇TEdF ϕ
Φ ← projTFEmuS(F ,E,μ, S)
while ‖Φ‖ > ε do
F ← linesearcht (ϕ(linesearchτ ((minFODτ (expTEdF (−tΦ), S, ε)))))
Φ ← ∇TEdF ϕ
Φ ← projTFEmuS(F ,E,μ, S)
end while
In this algorithm, projTFEmuS is a realization of one of the projection methods detailed in Section 3.3, and linesearch• is
any of the many available line searching methods. The line searches are nested to ensure local convergence, as we shall see
in the next section.
4.3. Convergence of the optimization procedure
For any F0 ∈ FE(μ, S), we let κ(t) denote the solution to the system
κ˙(t) = −∇TEd (μ)κ(t) FOD (4.11)
with initial condition κ(0) = F0. The geometric Picard–Lindelof Theorem ensures that κ exists and is unique on a small
interval. We may extend this interval to [0,∞) by inductively applying the geometric Picard–Lindelof Theorem. By con-
struction, FOD(κ(t)) is monotonically decreasing, and limt→∞ FOD(κ(t)) is a critical point of the FOD.
In order to show that the optimization procedure converges, we need to ﬁrst exhibit a global consistency result in
approximating κ by gradient descent steps.
Theorem 4.7. Suppose S and μ satisfy (2.11), and that FE(μ, S) has no singular points. Further suppose that κ is the solution
to (4.11) for a ﬁxed F (0) ∈ T
Ed (μ) with FOD(F
(0))  α − ε < α and α from Theorem 3.4. Following Theorems 3.8 and 5.3, let
424 N. Strawn / Appl. Comput. Harmon. Anal. 32 (2012) 413–434τ ∈ (0,min{C/B,C/D}), δ1 = 1 − Cτ + Bτ 2 , and δ2 = 1 − Cτ + Dτ 2 . If {F (k)}k0 is the sequence obtained by performing full
gradient descent of the FOD with step size factor τ , then
lim
k→∞
∥∥κ(kτ ) − F (k)∥∥Ω1τ + Ω2τ 2,
where
Ω1 = 4
√∑
n∈[N]
μ2n
(
1
1+ √δ1 +
1
1+ √δ2
)√
FOD
(
F (0)
)
and
Ω2 = 16
( ∑
n∈[N]
μ2n
)
1
1− δ21
FOD
(
F (0)
)2 + 32(√FOD(F (0))+ ∑
n∈[N]
μ2n
)√∑
n∈[N]
μ2n
1
1− √δ2
√
FOD
(
F (0)
)
.
The ﬁnal ingredient of the convergence proof is that our method corresponds with geometric gradient descent of an
objective function ϕ on FE(μ, S) up to ﬁrst order.
Theorem 4.8. Suppose S and μ satisfy (2.11) and that FE(μ, S) contains no singular points. For all F (0) ∈ FOD−1([0,α − ε]) ∩
T
Ed (μ) with 0< α − ε < α and α from Theorem 3.4, let
minFOD(F ) = lim
t→∞κ(t),
where κ is the solution to (4.11) with starting point F (0) . Assume that ϕ : Md×N(E) → R is C1 , ﬁx F ∈ F(μ, S), and set Φ =
∇FE(μ,S)F ϕ . Then
∇FE(μ,S)F ϕ =
d
dt
minFOD
(
exp
T
Ed (μ)
F (tΦ)
)∣∣
t=0. (4.12)
Proof. Deﬁne the smooth curve γ (t) = expTEd (μ)F (tΦ) for t ∈ [0, T ]. Here, T is chosen so that γ (t) avoids self intersection
and also so that FOD(γ (t)) is less than the α arising in Theorem 3.4. This last condition ensures that minFOD(γ (t)) ∈
FE(μ, S) for t ∈ [0, T ]. Since γ is smooth, it is an integral curve of some vector ﬁeld Y which is locally well-deﬁned in a
neighborhood of F in T
Ed (μ).
The frame operator distance to S induces a gradient ﬂow on T
Ed (μ), and we let X denote this gradient ﬂow (that is,
XF = −∇TEd (μ)F FOD). Since FE(μ, S) are the global minimizers of the frame operator distance to S on TEd (μ), X vanishes on
FE(μ, S) and hence X(Y )F = 0. Moreover, the gradient of each scalar component of X at F (∇TEd (μ)F Xi in local coordinates)
is orthogonal to T F FE(μ, S), and hence is orthogonal to Y F . Formally, a brief ascension into local coordinates and Einstein
summation implies
(
Y (X)
)
F =
(
Y i
dX j
dxi
d
dx j
)
F
= 0,
and therefore
[X, Y ]F = X(Y )F − Y (X)F = 0.
When we evolve the curve γ (t) along the ﬂow X , XF = 0 implies that γ (0) = F remains stationary and [X, Y ]F = 0 implies
that tangent at γ (0) also remains stationary. Thus, we have
∇FE(μ,S)F ϕ =
d
dt
minFOD ◦ γ (t)|t=0. 
Because of Theorem 4.8, we have that
minFOD ◦ γ (−t)
is locally decreasing in some neighborhood of t ∈ (0, ). Because of Theorem 4.7, gradient descent of the FOD starting at
γ (−t) gives us an arbitrarily precise approximation of minFOD ◦ γ (−t), and hence the optimization procedure produces a
sequence of points F (k) ∈ FE(μ, S) for which ϕ(F (k)) is monotonically decreasing. We conclude that F (k) converges to a
critical point of ϕ on FE(μ, S).
While [29] indicates that geometric gradient descent converges linearly near an isolated minimum, our line searches do
not occur over geodesics. This makes the analysis of the local convergence diﬃcult, but empirical evidence indicates that
linear convergence is still maintained.
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p is reﬂective of numerical instabilities that appear as the approximation becomes closer to p = ∞.
5. Applications to Grassmannian frames andWBE sequences
5.1. Grassmannian frames
Grassmannian frames are FUNTFs that also are also minimizers of the off-diagonal inﬁnity norm of the Gram matrix.
They are the solutions to the program
min
F∈FE(μ,S)
max
i = j
∣∣〈 f i, f j〉∣∣. (5.1)
These very special frames have been studied extensively, and have applications in coding theory and communications [34].
Now, the objective function in (5.1) is not differentiable, so we may attempt to replace with the differentiable approximation(∑
i = j
∣∣〈 f i, f j〉∣∣p
)1/p
(5.2)
for p ∈ (2,∞). This quantity is the pth-order frame potential. A theoretical indication of the validity of this approximation is
given by the result of Oktay [26]:
Theorem 5.1. Let d < N, 1 < p < ∞, and let {xi}Ni=1 be a set of unit norm vectors in Ed. Then,
∑
i = j
∣∣〈xi, x j〉∣∣2p  N(N − 1)
(
N − d
d(N − 1)
)p
. (5.3)
Furthermore, the lower bound is achieved if and only if {xi}Ni=1 is an equiangular tight frame.
It is natural to question whether this elegant result extends to Grassmannian frames in some form, but currently there
are no theoretical guarantees that minimizers of (5.2) are even close to minimizers of (5.1).
Fig. 1 summarizes the results obtained by minimizing the pth-order frame potential over the 8-member FUNTFs in R5.
Note that the range of maxi = j |〈 f i, f j〉| becomes lower as p increases, but becomes wide as p increases. The reason that this
occurs is that the numerical accuracy of the gradient computation becomes unstable as p increases. The graph indicates that
we should ﬁx p = 8 or 10. In Fig. 2, numerically computed minimum values of the 4th-order frame potential are compared
with the corresponding maxi = j |〈 f i, f j〉|. There is obviously a strong correlation between these two quantities, and we infer
that global minimizers of (5.2) are nearly global minimizers of (5.1). It should be noted that our method computes an
equiangular tight frame whenever one exists.
It is clear from Fig. 2 that numerous local minima exist for the 4th-order frame potential. However, the ﬁgure also shows
how a large percentage of these local minima occur near the minimum value. There are no theoretical guarantees that this
is near the true minimum value, but this empirical data is compelling.
5.2. WBE sequences with maximal separation
Direct algorithms for constructing Welch bound equality sequences were discussed in Tropp et al. in [37]. In the white
noise, unequal norm case, a WBE sequence is exactly a member of FE(μ, cId×d), where μ ∈ RN+ is the list of average powers
of each user in the uplink and c =∑Ni=1 μ2/d. In this section, we apply our optimization framework to numerically constructi
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Fig. 3. Numerical minimums of the 4th-order frame potential versus values of maxi = j |〈 f i , f j〉|.
WBE sequences that are also maximally separated. WBE sequences with maximal separation minimize interference between
users.
Assuming that μ and S satisfy (2.11), FE(μ, S) is non-empty and we may seek
F = arg min
F∈FE(μ,S)
max
i = j
∣∣〈 f i, f j〉∣∣. (5.4)
The objective function in this minimization program is not differentiable, so we instead seek
F = arg min
F∈FE(μ,S)
(∑
i = j
∣∣〈 f i, f j〉∣∣4
)1/4
. (5.5)
As an experiment, we compute a random μ that is majorized by c1d . Here, we have set N = 13 and d = 8. We then
minimize the objective function described above and plot these minimums versus the maximum absolute correlation of the
system. Our results from our experiment are summarized in Fig. 3. Again, numerous minima exist.
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Appendix. Proofs
Proof of Theorem 3.3. For a C2 function, we have ϕ(t) ϕ(0) + ϕ˙(0)t + 12 maxs∈R |ϕ¨(s)|t2 by Taylor’s theorem. It is imme-
diately clear that the constant term is ‖S − F F ∗‖2 in the case that ϕ(t) = ‖S − F (t)F (t)∗‖2. Moreover,
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〈 ∑
n∈[N]
ωn
(
γn f
∗
n + fnγ ∗n
)
, S − F F ∗
〉
(.6)
= −4
∑
n∈[N]
ωn Reγ
∗
n
(
S − F F ∗) fn = ∑
n∈[N]
ωn Reγ
∗
n gn (.7)
=
∑
n∈[N]
g∗n gn = ‖G‖2. (.8)
For the second order term, we compute (while suppressing many evaluations at t)
ϕ¨(t) = 2Re
〈 ∑
n∈[N]
f¨n f
∗
n + fn f¨ ∗n + 2 f˙n f˙ ∗n , S − F F ∗
〉
+ 2
∥∥∥∥∑
n∈[N]
f˙n f
∗
n + fn f˙ ∗n
∥∥∥∥
2
(.9)
= 4Re
〈 ∑
n∈[N]
f˙n f˙
∗
n − ω2n fn fn, S − F F ∗
〉
(.10)
+ 4
∥∥∥∥ ∑
n∈[N]
f˙n f
∗
n
∥∥∥∥
2
+ 4Re
〈 ∑
n∈[N]
f˙n f
∗
n ,
∑
n∈[N]
fn f˙
∗
n
〉
. (.11)
The term in (.10) becomes
4
( ∑
n∈[N]
f˙ ∗n S f˙n − ω2n f ∗n S fn
)
− 4
∑
n∈[N]
∑
m∈[N]
∣∣ f˙ ∗n fm∣∣2 + 4
〈 ∑
n∈[N]
ω2n fn f
∗
n ,
∑
n∈[N]
fn f
∗
n
〉
(.12)
which is bounded by
4
(
λ1(S) − λd(S)
) ∑
n∈[N]
μ2nω
2
n + 4
( ∑
n∈[N]
μ2n
) ∑
n∈[N]
μ2nω
2
n − 4
∑
n∈[N]
∑
m∈[N]
∣∣ f˙ ∗n fm∣∣2 (.13)
since λd(S)‖x‖2  x∗Sx λd(S)‖x‖2 for all x ∈ Ed , and〈 ∑
n∈[N]
ω2n fn f
∗
n ,
∑
n∈[N]
fn f
∗
n
〉

∑
n∈[N]
ω2n
∥∥ fn f ∗n ∥∥
∥∥∥∥ ∑
n∈[N]
fn f
∗
n
∥∥∥∥ ∑
n∈[N]
ω2nμ
2
n
∑
n∈[N]
μ2n (.14)
by Cauchy–Schwarz. By three more applications of Cauchy–Schwarz, we also have that (.11) is bounded by
4
∑
n∈[N]
∑
m∈[N]
∣∣ f˙ ∗n fm∣∣2 + 4
( ∑
n∈[N]
μ2n
) ∑
n∈[N]
ω2nμ
2
n. (.15)
Combining (.13) and (.15), and dividing by 2, we arrive at the expression for A, and the proof is complete. 
Proof of Theorem 3.4. We shall actually show that the only critical points below this threshold are the global minimizers.
Clearly, the global minimizers are below this threshold. Now, we show that the remaining critical points have FOD above
this threshold.
Suppose F is a critical point of FOD and that FOD(F ) > 0. Without loss of generality, reorder {λm}m∈[d] so that λm =
e∗mSem , where {em}m∈[d] comes from Theorem 3.2. By (ii) of Theorem 3.2, we have that
FOD(F ) =
∑
i∈[k]
(∑
m∈Yi
λm −
∑
n∈Xi
μ2n
)2/
di .
By assumption, FOD(F ) is not zero, so there is an i such that
∑
m∈Yi λm −
∑
n∈Xi μ
2
n = 0. Without loss of generality, assume
this is true for i = 1. Since a2/x+ b2/y  (a+ b)2/(x+ y) for x, y > 0, we have that
FOD(F )
( ∑
m∈Y1
λm −
∑
n∈X1
μ2n
)2/
d1 +
( ∑
m∈Y c1
λm −
∑
n∈Xc1
μ2n
)2/
(d − d1)
by applying induction. By (2.11),
∑
m∈[d] λm −
∑
n∈[N] μ2n = 0, we have( ∑
m∈Y1
λm −
∑
n∈X1
μ2n
)2
=
( ∑
m∈Y c
λm −
∑
n∈Xc
μ2n
)2
1 1
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FOD(F )
( ∑
m∈Y1
λm −
∑
n∈X1
μ2n
)2(
1/d1 + 1/(d − d1)
)
 4
( ∑
m∈Y1
λm −
∑
n∈X1
μ2n
)2/
d.
Now, X and Y solving
max
X⊂[d],Y⊂[N]
∑
m∈X
λm +
∑
n∈Y c
μ2n
subject to
∑
m∈X λm +
∑
n∈Y c μ2n <
∑
n∈[N] μ2n is equivalent to X and Y solving
max
X⊂[d],Y⊂[N]
∑
m∈X
λm −
∑
n∈Y
μ2n
subject to
∑
m∈X λm −
∑
n∈Y μ2n < 0. But then either∑
m∈X1
λm −
∑
n∈Y1
μ2n 
∑
m∈Y
λm −
∑
n∈X
μ2n < 0
or ∑
m∈Xc1
λm −
∑
n∈Y c1
μ2n 
∑
m∈Y
λm −
∑
n∈X
μ2n < 0,
and we must conclude that( ∑
m∈X1
λm −
∑
n∈Y1
μ2n
)2

(∑
m∈Y
λm −
∑
n∈X
μ2n
)2
,
and
FOD(F ) α. 
Proof of Lemma 3.6. We compute:
1
16
∥∥∇TEd (μ)F FOD∥∥2 = ∑
n∈[N]
∥∥∥∥
[
S − F F ∗ − f
∗
n (S − F F ∗) fn
‖ fn‖2 Id×d
]
fn
∥∥∥∥
2
=
∑
n∈[N]
tr
[
S − F F ∗ − f
∗
n (S − F F ∗) fn
‖ fn‖2 Id×d
]2
fn f
∗
n
=
∑
n∈[N]
tr
(
S − F F ∗)2 fn f ∗n − 2 ∑
n∈[N]
f ∗n (S − F F ∗) fn
‖ fn‖2 tr
(
S − F F ∗) fn f ∗n
+
∑
n∈[N]
(
f ∗n (S − F F ∗) fn
‖ fn‖2
)2
tr fn f
∗
n
= tr(S − F F ∗)2F F ∗ − 2 ∑
n∈[N]
f ∗n (S − F F ∗) fn
‖ fn‖2 f
∗
n
(
S − F F ∗) fn
+
∑
n∈[N]
(
f ∗n (S − F F ∗) fn
‖ fn‖2
)2
‖ fn‖2
= tr(S − F F ∗)2F F ∗ − ∑
n∈[N]
( f ∗n (S − F F ∗) fn)2
‖ fn‖2
 tr
(
S − F F ∗)2F F ∗

∥∥(S − F F ∗)2∥∥∥∥F F ∗∥∥

( ∑
μ2n
)
FOD(F ). n∈[N]
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suﬃces. Now, ‖G‖2 =∑n∈[N] ‖gn‖2, and rearranging (3.18) yields
C
16

∑
n∈[N]
∥∥∥∥ S − F F ∗‖S − F F ∗‖ fn − f
∗
n
‖ fn‖
S − F F ∗
‖S − F F ∗‖
fn
‖ fn‖ fn
∥∥∥∥
2
for all F ∈ FOD−1((0,α − ε]) ∩ T
Ed (μ).
Suppose, by way of contradiction, that there is a sequence {F (k)}k1 ⊂ FOD−1((0,α − ε]) ∩ TEd (μ) such that
∑
n∈[N]
∥∥∥∥ S − F (k)F (k)∗‖S − F (k)F (k)∗‖ f (k)n − f
(k)∗
n
‖ f (k)n ‖
S − F (k)F (k)∗
‖S − F (k)F (k)∗‖
f (k)n
‖ f (k)n ‖
f (k)n
∥∥∥∥
2
−→ 0.
Since FOD−1([0,α − ε]) ∩ T
Ed (μ) is compact, we may assume that F
(k) → F ∈ FOD−1([0,α − ε]) ∩ T
Ed (μ) without loss of
generality. Thus, FOD(F (k)) → FOD(F ) ∈ [0,α − ε] by continuity. If FOD(F ) = 0, then ‖∇TEd (μ)F FOD‖2 = 0, so F is a critical
point of F with FOD(F ) ∈ (0,α − ε], which is a contradiction by Theorem 3.4. We conclude that FOD(F ) = 0.
Now, consider the sequence Ak = (S − F (k)F (k)∗)/‖S − F (k)F (k)∗‖. We have that ‖Ak‖ = 1, tr Ak = 0, and Ak = A∗k for all
k 1. By compactness, we may replace F (k) with a subsequence such that Ak → A with ‖A‖ = 1, tr A = 0, and A = A∗ . But
then, by continuity, we have that
A fn − f
∗
n
‖ fn‖ A
fn
‖ fn‖ fn = 0
for all n ∈ [N]. This means that fn is an eigenvector of A for each n ∈ [N]. Since ‖A‖ = 1 and tr A = 0, A is not a multiple
of the identity. Thus, the eigenspaces of A form a nontrivial orthogonal decomposition of Ed . Since FOD(F ) = 0, F F ∗ = S ,
E
d = span{ fn}n∈[N] . Combining these observations, we see that F is orthodecomposable and hence is a singular point of
FE(μ, S). By assumption, FE(μ, S) has no singular points, so this is a contradiction to the existence of a sequence such
that ‖∇TEd (μ)
F (k)
FOD‖2/FOD(F (k)) → 0. Consequently, there is a constant C > 0 that satisﬁes (3.18). 
Proof of Proposition 4.1. We have that
Q 2(X) = Q (X) − 1
2
(
F Q (X)∗ + Q (X)F ∗)S−1F
= Q (X) − 1
2
[
F X∗ + X F ∗ − 1
2
F F ∗S−1
(
F X∗ + X F ∗)− 1
2
(
F X∗ + X F ∗)S−1F F ∗]S−1F
= Q (X)
since F F ∗ = S . Thus, Q 2 = Q and the following calculation shows that Q T = Q (we are viewing the tangent space as a real
vector space):
Re
〈
Q (X), Y
〉= Re〈X, Y 〉 − 1
2
Re
〈(
F X∗ + X F ∗)S−1F , Y 〉
= Re〈X, Y 〉 − 1
2
Re tr
(
F X∗S−1F Y ∗
)− 1
2
Re tr
(
X F ∗S−1F Y ∗
)
= Re〈X, Y 〉 − 1
2c
Re
N∑
i=1
N∑
j=1
〈 f i, x j〉〈 f i, y j〉 − 12 Re tr
(
X F ∗S−1F Y ∗
)
= Re〈X, Y 〉 − 1
2c
Re
N∑
i=1
N∑
j=1
〈x j, f i〉〈y j, f i〉 − 12 Re tr
(
X F ∗S−1F Y ∗
)
= Re〈X, Y 〉 − 1
2c
Re tr
(
X F ∗Y F ∗
)− 1
2
Re tr
(
X F ∗S−1F Y ∗
)
= Re
〈
X, Y − 1
2
(
F Y ∗ + Y F ∗)S−1F 〉
= Re〈X, Q (Y )〉. 
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F Zα[N]×{i} = F A ZαA×{i} + F [N]\A Zα([N]\A)×{i} (.16)
= F A F−1A y(i)j + F [N]\A0 (.17)
= y(i)j . (.18)
This shows that (i) holds. Our choice in (4.5) ensure that V α satisﬁes property (ii), and we now proceed to demonstrate
that (iii) holds.
Since γ (F ) is connected, Corollary 3.6 of [32] implies that
T F FE(μ, S) = T F
√
S · St
Ed (N) ∩ T FTEd (μ). (.19)
Clearly,
V α = F Zα ∈ T F
√
S · St
Ed (N)
{
X = F Z ∈ Md×N(E): Z = −Z∗
}
,
so (.19) implies that we only need to show
V α = [vα1 · · · vαN] ∈ T FTEd (μ) = {X = [x1 · · · xN ] ∈ Md×N (E): Re〈 fk, xk〉 = 0 for all k ∈ [N]}. (.20)
For k = i, we have that vαi = yij ∈ T fi SEd (μi) and hence
Re
〈
vαk , fk
〉= Re〈y(i)j , f i 〉= 0.
If k ∈ [N] \ A and k = i, then vαk = 0 and
Re
〈
vαk , fk
〉= 0.
For each m ∈ [n], and each k ∈ νm we have
Re
〈
vαk , fk
〉= Re〈 ∑
l∈[N]\{k}
fl z
α
lk, fk
〉
= Re
∑
l∈[N]\{k}
〈 fl, fk〉zαlk (.21)
= Re〈 fρ(k), fk〉zαρ(k),k + Re
∑
l∈[N]\{k,ρ(k)}
〈 fl, fk〉zαlk (.22)
= −Re
∑
l∈[N]\{k,ρ(k)}
〈 fl, fk〉zαlk + Re
∑
l∈[N]\{k,ρ(k)}
〈 fl, fk〉zαlk (.23)
= 0 (.24)
by (4.6). Finally, if k is the root of T , then
Re
〈
vαk , fk
〉= 0
since we have veriﬁed that Re〈vαl , fl〉 = 0 for l ∈ [N] \ {k} and Zα skew-Hermitian (orthogonal to F ∗F Hermitian) implies∑
k∈[N]
Re
〈
vαk , fk
〉= Re ∑
k∈[N]
∑
l∈[N]
zαlk〈 fk, fl〉∗ = Re
〈
Zα, F ∗F
〉= 0. 
Proof of Proposition 4.6. We know that each member of Ω is in T F FE(μ, S) by Propositions 4.4 and 4.5. Since the number
of elements in Ω coincides with the dimension of T F FE(μ, S), if Ω is a linearly independent collection, then it is a basis.
We now show that Ω is a linearly independent collection.
Suppose∑
α∈Λ1
aαV
α +
∑
α∈Λ2
bαW
α = 0, (.25)
where {aα}α∈Λ1 ∪ {bα}α∈Λ2 ∈ R. For each i ∈ [N] \ A, this means that∑
α∈Λ1
aαv
α
i +
∑
α∈Λ2
bαw
α
i = 0.
Parts (i) and (ii) of Proposition 4.4 and part (i) of Proposition 4.5 then imply that
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j∈[2δE,Cd−1]
a(i, j) y
(i)
j = 0.
Since the y(i) j were chosen to be orthonormal, they are linearly independent and we conclude that a(i, j) = 0 for all j ∈
[2δE,Cd − 1]. Since i was arbitrary, aα = 0 for all α ∈ Λ1 and (.25) reduces to∑
α∈Λ2
bαW
α = 0.
This in turn reduces to∑
α∈Λ2
bα F A Z
α
A×A = 0
by part (i) of Proposition 4.5. By our choice of A, F A is invertible, and this equation becomes∑
α∈Λ2
bα Z
α
A×A = 0.
By construction, {Z (i, j,)A×A }∈{0,1} are the only Zα in this collection that have zαi j = 0 if i < j. This implies that
b(i, j,0)Z
(i, j,0) + b(i, j,1)Z (i, j,1) = 0.
Since z(i, j,0)i j is real and z
(i, j,1)
i j is purely imaginary, we conclude that b(i, j,) = 0 for  = 0,1. Since i and j were arbitrary,
and b(i,i,1) = 0 for all i ∈ A follows similarly, we conclude that bα = 0 for all α ∈ Λ2. This concludes the proof of linear
independence. 
Proof of Theorem 4.7. Global consistency follows most easily if we have a bound of ‖κ¨(t)‖ in terms of the FOD, and if
FOD(κ(kτ )) converges linearly as k → ∞ for suﬃciently small τ > 0. The details of these intermediate results are summa-
rized in Lemmas 5.2 and 5.3.
Lemma 5.2. Suppose S and μ satisfy (2.11), and that κ is the solution to (4.11) for a ﬁxed F0 ∈ TEd (μ). Then
∥∥κ¨(t)∥∥ 64(√FOD(κ(t))+ ∑
n∈[N]
μ2n
)√∑
n∈[N]
μ2n
√
FOD
(
κ(t)
)
for all t ∈ [0,∞).
Proof. The ﬁrst step is to note that
κ¨n = 4
[
−(κ˙κ∗ + κκ˙∗)κn − 2Re κ˙∗n (S − κκ∗)κn
μ2n
κn + κ
∗
n (κ˙κ
∗ + κκ˙∗)κn
μ2n
κn
]
+ 4
[(
S − κκ∗)κ˙n − κ∗n (S − κκ∗)κn
μ2n
κ˙n
]
.
A gross application of the triangle inequality and ‖XY ∗‖ ‖X‖‖Y‖ then yields
‖κ¨n‖ 4
[∥∥κ˙κ∗ + κκ˙∗∥∥+ 2 |κ˙∗n (S − κκ∗)κn|
μ2n
+ |κ
∗
n (κ˙κ
∗ + κκ˙∗)κn|
μ2n
]
μn
+ 4
[∥∥S − κκ∗∥∥+ |κ∗n (S − κκ∗)κn|
μ2n
]
‖κ˙n‖
 4
[
2
∥∥κ˙κ∗ + κκ˙∗∥∥+ 2 |κ˙∗n (S − κκ∗)κn|
μ2n
]
μn + 8
∥∥S − κκ∗∥∥‖κ˙n‖.
It is straightforward to show that ‖κκ˙∗‖ ‖κ‖‖κ˙‖, and hence
‖κ¨n‖ 16‖κ˙‖‖κ‖μn + 8‖κ˙n‖
∥∥S − κκ∗∥∥+ 8∥∥S − κκ∗∥∥‖κ˙n‖
= 16‖κ˙‖‖κ‖μn + 16
∥∥S − κκ∗∥∥‖κ˙n‖.
Squaring and summing over n produces
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∑
n∈[N]
‖κ˙‖2‖κ‖2μ2n + 2‖κ˙‖
∥∥S − κκ∗∥∥‖κ‖μn‖κ˙n‖ + ∥∥S − κκ∗∥∥2‖κ˙n‖2
 256
(‖κ‖4‖κ˙‖2 + 2∥∥S − κκ∗∥∥‖κ‖2‖κ˙‖2 + ∥∥S − κκ∗∥∥2‖κ˙‖2)
 256
(∥∥S − κκ∗∥∥+ ‖κ‖2)2‖κ˙‖2.
Applying (3.17) and applying a square root to both sides completes the proof. 
Lemma 5.3. Suppose S and μ satisfy (2.11), and that FE(μ, S) has no singular points. Further suppose that κ is the solution to (4.11)
for a ﬁxed F0 ∈ TEd (μ) with FOD(F0) α − ε < α and α from Theorem 3.4. Let C be the value in (3.18) and let
D = 128
(√
FOD(F0) +
∑
n∈[N]
μ2n
)( ∑
n∈[N]
μ2n
)
.
For any ﬁxed τ ∈ (0,C/D), let δ = 1− Cτ + Dτ 2 < 1. Then,
FOD
(
κ
(
(k + 1)τ )) δFOD(κ(kτ ))
for all integers k 0.
Proof. First, we produce an estimate in the spirit of Theorem 3.3. The ﬁrst two coeﬃcients of the Taylor expansion at t = 0
are easily seen to be ‖S − F0F ∗0‖2 and −‖∇
T
Ed (μ)
F0
FOD‖2. Dealing with the second order term is the central focus of this
proof. Our starting point is
d2
dt2
∥∥S − κκ∗∥∥2 = 4Re ∑
n∈[N]
−κ¨∗n
(
S − κκ∗)κn + κ˙∗n (κ˙κ∗ + κκ˙∗)κn − κ˙∗n (S − κκ∗)κ˙n.
Using the expression for κ¨n exhibited in the proof of Lemma 5.2, we have that
κ¨n
(
S − κκ∗)κn = −4κ∗n (S − κκ∗)(κ˙κ∗ + κκ˙∗)κn − 2κ∗n (S − κκ∗)κn
μ2n
‖κ˙n‖2
+ 4κ
∗
n (S − κκ∗)κn
μ2n
κ∗n
(
κ˙κ∗ + κκ˙∗)κn
+ κ˙∗n
[(
S − κκ∗)− κ∗n (S − κκ∗)κn
μ2n
Id×d
](
S − κκ∗)κn
= −κ˙∗n
(
κ˙κ∗ + κκ˙∗)κn − 2κ∗n (S − κκ∗)κn
μ2n
‖κ˙n‖2 + κ˙∗n
(
S − κκ∗)κ˙n,
and hence
d2
dt2
∥∥S − κκ∗∥∥2 = 8Re ∑
n∈[N]
κ∗n (S − κκ∗)κn
μ2n
‖κ˙n‖2 + κ˙∗n
(
κ˙κ∗ + κκ˙∗)κn − κ˙∗n (S − κκ∗)κ˙n
 16
(‖S − κκ‖ + ‖κ‖2)‖κ˙‖2
 256
(∥∥S − κκ∗∥∥+ ‖κ‖2)‖κ‖2FOD(κ).
The last line follows from (3.6). Since FOD(κ(t)) is monotonically decreasing, we have
FOD
(
κ(τ )
)
 FOD(F0) −
∥∥∇TEd (μ)F0 FOD∥∥2τ + DFOD(F0)τ 2
 δFOD(F0).
Noting that√
FOD
(
κ(t)
)+ ∑
n∈[N]
μ2n 
√
FOD(F0) +
∑
n∈[N]
μ2n
and replacing F0 with κ(kτ ), then gives us
FOD
(
κ
(
(k + 1)τ )) δFOD(κ(kτ ))
for all integers k 0. 
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κ
(
(k + 1)τ )− F (k+1) = κ(kτ ) − F (k) + [κ˙(kτ ) + ∇TEd (μ)
F (k)
FOD
]
τ + 1
2
[
κ¨(ξ1) − H (k)(ξ2)
]
τ 2,
for some ξ1 ∈ (kτ , (k + 1)τ ), ξ2 ∈ (0, τ ), and where
H (k)n (t) = −ω2n
(
F (k)
)
n(t)
is as in (3.11). Consequently,
∥∥κ((k + 1)τ )− F (k+1)∥∥ ∥∥κ(kτ ) − F (k)∥∥+ ∥∥κ˙(kτ ) + ∇TEd (μ)
F (k)
FOD
∥∥τ + 1
2
∥∥κ¨(ξ1) − H (k)(ξ2)∥∥τ 2

∥∥κ(kτ ) − F (k)∥∥+ 4√∑
n∈[N]
μ2n
(√
FOD
(
κ(kτ )
)+√FOD(Fk) )τ
+ 32
(√
FOD
(
κ(kτ )
)+ ∑
n∈[N]
μ2n
)√∑
n∈[N]
μ2n
√
FOD
(
κ(kτ )
)
τ 2
+ 16
( ∑
n∈[N]
μ2n
)
FOD
(
F (k)
)2
τ 2.
Continuing inductively, and applying the linear convergence results, we have
∥∥κ((k + 1)τ )− F (k+1)∥∥ 4√∑
n∈[N]
μ2n
(
k∑
p=0
√
δ2
p +
k∑
p=0
√
δ1
p
)√
FOD
(
F (0)
)
τ
+ 32
(√
FOD
(
F (0)
)+ ∑
n∈[N]
μ2n
)√∑
n∈[N]
μ2n
k∑
p=0
√
δ2
p
√
FOD
(
F (0)
)
τ 2
+ 16
( ∑
n∈[N]
μ2n
) k∑
p=0
δ
2p
1 FOD
(
F (0)
)2
τ 2.
Taking the limit as k → ∞ ﬁnally yields
lim
k→∞
∥∥κ(kτ ) − F (k)∥∥ 4√∑
n∈[N]
μ2n
(
1
1− √δ1 +
1
1− √δ2
)√
FOD
(
F (0)
)
τ
+ 16
( ∑
n∈[N]
μ2n
)
1
1− δ21
FOD
(
F (0)
)2
τ 2
+ 32
(√
FOD
(
F (0)
)+ ∑
n∈[N]
μ2n
)√∑
n∈[N]
μ2n
1
1− √δ2
√
FOD
(
F (0)
)
τ 2. 
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