The authors report on the construction of a new algorithm for the weak approximation of stochastic differential equations. In this algorithm, an ODE-valued random variable whose average approximates the solution of the given stochastic differential equation is constructed by using the notion of free Lie algebras. It is proved that the classical Runge-Kutta method for ODEs is directly applicable to the ODE drawn from the random variable. In a numerical experiment, this is applied to the problem of pricing Asian options under the Heston stochastic volatility model. Compared with some other methods, this algorithm is significantly faster.
Introduction

Background
In applied sciences, finding numerical solutions of stochastic differential equations (SDEs) is crucial. For example, the price of a financial derivative is obtained by the calculation of E[f (X(T , x))] where X(t, x) is the value at time t of the N -dimensional diffusion process which describes the asset price and f is the payoff. Therefore it is highly important to find fast and reliable algorithms for the numerical evaluation of E[f (X(T , x))]. A number of studies on this problem have been conducted [12, 15] .
There are two approaches to the problem: the partial differential equation (PDE) approach and simulation. The former involves solving the partial differential equation (1.2) numerically. This method works only when the dimension is relatively small. We do not go into details on the subject here but refer to [21] . This condition is not necessarily satisfied in many practical problems; so we are forced to take the other approach in which we calculate E[f (X(T , x))] directly by using the distribution of X(T , x). When we take this approach, the problem can be classified into the following three cases:
(1) The law of X(T , x) is known explicitly. ( 2) The Fourier transform of X(T , x) is known explicitly. (3) None of both.
In the last case, numerical schemes based on the stochastic asymptotic expansion are applied in order to construct a set of random variables {X (n) (t i , x)} n i=0 (0 = t 0 < t 1 < · · · < t n = T ) that approximates X(t, x) in a precise sense. {X (n) (t i , x)} n i=0 is called the discretization of X(t, x) or the discretized process of X(t, x). Here n corresponds to the number of "ticks" included in [0, T ]. This approach is called the probabilistic method or simulation. In this paper, we focus on that approach. Now, X (n) (T , x) defines an R N -valued function defined over a finite-dimensional domain. We denote by D(n) the number of dimensions of the domain. Then we have a map X (n) (T , x)(·) : R D(n) → R N . D(n) is determined by the discretization scheme, but at least it is an increasing function with respect to n, regardless of the scheme.
Using a simple volume transformation, we can reduce the problem to numerical integration over the unit cube [0, 1] D(n) . One usually calculates such integrals by Monte Carlo or quasi-Monte Carlo methods because D(n) becomes very large in practical problems.
Two types of approximation errors are thus involved in the calculation. One is the difference between E[f (X(T , x))] and E[f (X (n) (T , x))] and the other is, if one uses the Monte Carlo method, the difference between MC(f (X (n) (T , x)), M)(ω) and E[f (X (n) (T , x))], or if the quasi-Monte Carlo method is used, the difference between QMC(f (X (n) (T , x)), M) and E[f (X (n) (T , x))]. Here, for a random variable W , MC(W, M) denotes the random variable ( M i=1 W i )/M where the W i are independent random variables whose distributions are identical to that of W , and QMC(W, M) = ( M i=1 W (p i ))/M where {p i } i=1,2,... is a deterministic sequence generated by a low-discrepancy sequence [24] . In this paper, we call the former error discretization error and the latter integration error.
When the discretization error is O(p), we say that the discretization scheme is of order p. When one simulates X(t, x), usually the Euler-Maruyama scheme, which is of order 1, is used. By using higher-order schemes we can reduce D(n), i.e., we can reduce the problem to a lower-dimensional integration problem. In the case of quasi-Monte Carlo methods, this means that the number of sample points needed for the numerical integration of E[X (n) (T , x)] is reduced. Detailed discussions are given in Sect. 6.
The problem and our results
The problem
Let (Ω, F , P ) be a probability space, B 0 (t) = t, and (B 1 (t), . . . , B d (t)) a d-dimensional standard Brownian motion. C ∞ b (R N ; R N ) denotes the set of R Nvalued infinitely differentiable functions defined on R N whose derivatives are all bounded. Our interest is in weak approximation, that is to say, approximations of the function (P t f )(x) = E[f (X(t, x))] where f ∈ C ∞ b (R N ; R) and X(t, x) is a solution to the stochastic differential equation written in Stratonovich form as
where
is considered to be a vector field via
It is well known (e.g. [14] ) that E[f (X(1, x))] is equal to u(1, x) where u is the solution to the partial differential equation, with
Usually, the Euler-Maruyama scheme is used to discretize X(t, x) during simulations to weakly approximate X(t, x). It is shown in [20, 25, 26, 30] that the new higher-order scheme introduced by Kusuoka in [17] calculates some finance problems much faster than the Euler-Maruyama scheme. Lyons and Victoir extensively developed the scheme in [23] using the notion of free Lie algebras.
Recent developments can be found in [2, 11] , where weak, higher-order approximation schemes for SPDEs are introduced. There an additional feature appears. In the case of an SPDE, the size of n should be small since the larger n, the more PDEs have to be solved.
We shall discuss the reason why higher-order schemes greatly improve the speed of numerical weak approximation in the later part of this paper (Sect. 6).
Our results
In this paper, we describe how we successfully constructed in Theorem 1.3 and Corollary 1.4 a new higher-order weak approximation scheme for a broad class of stochastic differential equations. This scheme owes a great deal to the scheme shown in [17] and to the cubature method on Wiener space introduced in [23] .
An intuitive explanation of our scheme is as follows. We construct an ODE (ordinary differential equation)-valued random variable whose average approximates the given stochastic differential equation. From this random variable, an ODE itself can be drawn at one time.
This scheme has the remarkable advantage that once an ODE is drawn, the conventional Runge-Kutta method can be applied so as to approximate the ODE. The approximating random variable is constructed using Theorems 1.3 and 1.6 and can be approximated by the Runge-Kutta method for ODEs via Theorem 4.15.
We should note that another higher-order weak approximation method based on the same approach [17, 23] is introduced in [27] . Although the algorithm in [27] and the new method presented in this paper share the same approach and have many common features, the algorithms themselves differ significantly.
Notation
Let A = {v 0 , v 1 , . . . , v d } be an alphabet where d ∈ Z ≥1 and A * denotes the set of all words consisting of the elements of A. The empty word 1 is the identity of A * . For u = v i 1 · · · v i n ∈ A * , |u| and u are defined by |u| = n and u = |u| + card({k | i k = 0}) where card(S) denotes the cardinality of a set S. Here, · is related to the scaling property of the Brownian motion. A * m and A * ≤m denote {w ∈ A * | |w| = m} and {w ∈ A * | |w| ≤ m}, respectively. Let R A be the free R-algebra with basis A * and R A be the set of all R-coefficient formal series with basis A * . Then, R A is a sub-R-algebra of R A . We call an element of R A a non-commutative polynomial. P ∈ R A is written as P = w∈A * (P , w)w or w∈A * a w w, where (P , w) = a w ∈ R denotes the coefficient of w. Let
The algebra structure is defined as usual, i.e., The Lie bracket is defined as [x, y] = xy − yx for x, y ∈ R A . For
. We define L R (A) as the set of Lie polynomials in R A and L R ((A)) as the set of Lie series. This means that L R (A) is the smallest R-submodule of R A including A and closed under the Lie bracket, and that L R ((A)) is the set of elements of R A whose homogeneous components belong to L R (A). We note that Lie polynomials correspond to vector fields while general polynomials do not necessarily. For m ∈ Z ≥0 , let j m be the map defined by j m w∈A * a w w = w ≤m a w w.
For arbitrary P , Q ∈ R A , the inner product P , Q is defined by P , Q = w∈A * (P , w)(Q, w).
Moreover, we let P 2 = ( P , P ) 1/2 for P ∈ R A . For P ∈ R A with (P , 1) = 0, we can define exp(P ) as 1 + ∞ k=1 P k /k!. In addition, log(Q) can be defined as
Then we have the relations log exp(P ) = P and exp log(Q) = Q.
We can induce the direct product topology into R A by the identification R A ≈ R A * ≈ R ∞ . We note that the first identification is not trivial ( [9] , Chap. 2, Sect. 4). Then R A becomes a Polish space with this topology. We can also consider its Borel σ -algebra B(R A ), R A -valued random variables, their expectations, and other notions as usual.
Let Φ be the homomorphism between R A and the R-algebra consisting of smooth differential operators over R N such that
Considering the scaling property of the Brownian motion, we define the rescaling operator Ψ s depending on · . For s ∈ R >0 , Ψ s : R A → R A is defined by
For a smooth vector field V , i.e., an element of C ∞ b (R N ; R N ), exp(V )(x) denotes the solution at time 1 of the ordinary differential equation
We also define
Here V (k) denotes the kth order total differential of V , i.e.,
where each e i denotes an N -dimensional unit vector, {e 1 , . . . , e N } forms an orthonormal basis of R N , and U j k is the j th component of U k ∈ R N .
Main results
Since in this paper we deal with operators that are not necessarily linear with respect to time t, we introduce the following definition.
to the set of all maps from R N to R N is called an integration scheme of order m if there exists a positive constant C m such that
This definition is a generalization of the usual order of approximation.
and so we can write for z 1 , . . . , z n ∈ L R ((A))
The following are the main results.
Then for p ∈ [1, ∞) and arbitrary g 1 , . . . , g M ∈ IS(m), there exists a positive constant C m,M such that
for s ∈ (0, 1] where C m,M depends only on m and M. Here for functions f and g, f • g(x) denotes f (g(x)) as usual.
For i = 1, . . . , d, and j = 1, . . . , M, let S i j be R-valued Gaussian random variables and for j, j = 1, . . . , M, let c j and R jj be real numbers such that
In usual ODE cases, this type of approximation technique is known as a splitting method [13] . The stochastic versions of this technique are considered in [23, 27] . Recently, it is proved in a constructive way that for any m ≥ 2 there exists a set of random variables Z 1 , . . . , Z M that satisfy (1.6) ( [35] ).
Corollary 1.4 Suppose that the following UFG condition is satisfied:
(UFG) There exist an integer and ϕ u,u ∈ C ∞ b (R N ; R) which satisfy
valued random variables constructed as above and define linear operators
where f ∈ C ∞ b (R N ; R) and g ∈ IS(m). Then
where C is a positive constant. Remark 1.5 In [19] , it is shown that for the operator Q (s) defined above, there exists a constant C such that
holds. This means that the Romberg extrapolation can be applied to our new algorithm.
The intuitive understanding is that once we find the random variables Z 1 , . . . , Z M , we can numerically approximate exp(Z i (ω)) by applying the integration scheme g i repeatedly for each i as seen in (1.4) 
for some u ≥ 1/2.
Remark 1.7
We can show that in the case where m = 7 and M = 3 there is no solution to (1.6).
Now that we have obtained the random variables satisfying (1.6) for m = 5, we need a practical way of approximating these integration schemes g 1 , . . . , g M . We successfully extend the applicability of the general Runge-Kutta method to ODEs to find that it belongs to IS(m).
satisfies the mth-order conditions defined as (4.2) in Sect. 4, the K-stage Runge-Kutta method of order m in the sense of [6] can be written as
, and y 0 ∈ R N . Let g(W )(y 0 ) be Y (y 0 ; W, 1). We show that g belongs to IS(m) in Theorem 4.15.
Remark 1.8
Our scheme is fundamentally different from the class of numerical methods sometimes referred to as stochastic Runge-Kutta methods [5, 28, 29] .
Proof of Theorem 1.3
For simplicity of notation, we let Φ s (y) denote Φ(Ψ s (y)) for an element y ∈ L R ((A)) in the following part. We split the left-hand side of (1.4) as
The evaluation of each term of the right-hand side of (2.1) will be given by Lemma 2.6 or (2.9) in this section.
Proposition 2.1
from the Taylor expansion, we obtain (2.2) by integration by parts and (2.3) can be derived from (2.2).
Lemma 2.2
For all n ≥ 1, there exists a constant C n > 0 such that
Proof Let p m be a map such that
for w ∈ A * \ {1}. Since there exists a constant C w,i > 0 such that
we see that there exists a constant C n > 0 such that
Lemma 2.3
(1) There exists a constant C m,1 > 0 such that sup
Proof From the fact that for z ∈ L R ((A)), we have
and from (2.3) in Proposition 2.1, we see that
Since we have
applying Lemma 2.2 yields
where C m and C m,1 are positive constants. Thus (2.4) is proved. Taking (j m z M ) · · · (j m z 1 ) as z above and evaluating by
, we obtain (2.5).
Lemma 2.4
There exists a constant C m,M > 0 such that
Here C m,M depends on m and M.
Proof We prove the lemma by induction on M. When M = 1, (2.4) and (2.6) are equivalent. Assume that (2.6) holds for M. Splitting the left-hand side of (2.6) for M + 1 as
we can apply the induction hypothesis and (2.4) with
where C 1 > 0 is a constant depending on m and M. Hence, (2.6) is proved.
From Lemmas 2.3 and 2.4, we have the following result.
Lemma 2.5
For all m ≥ 1, there exists a constant C m,M > 0 such that
, and f ∈ C ∞ (R N ; R).
for any s ∈ (0, 1].
Proof If for i ∈ {1, . . . , N}, f ((x 1 , . . . , x N )) = x i , then grad(f ) C m(m+M)−1 = 1 for all m ≥ 1. Therefore, applying Lemma 2.5 for this f , we obtain (2.7).
We note that in [31] a similar result to this lemma is obtained. We now start the discussion about the latter term of the right-hand side of (2.1).
Proposition 2.7
There exists a constant C > 0 such that
Proof Since Gronwall's inequality gives
Since g i ∈ IS(m) and each Z i satisfies (1.3), we see that for some
From this fact and Proposition 2.7, there exists a constant C 4 > 0 such that
where C 2 and C 3 are positive constants. Inductively,
where C 5 > 0. Lemma 2.6 and (2.9) complete the proof of Theorem 1.3. 
where e(m 1 , . . . , m M ) is a set of {d ij } 1≤i≤j ≤M satisfying that d ij ∈ Z ≥0 and
where z = (z 1 , . . . , z M ) ∈ R M . Let
Since we have from the definition of e(m 1 , . . . , m M ) that
for {d ij } ∈ e(m 1 , . . . , m M ), (3.1) is derived from (3.2) and (3.3).
We need next a simple representation of the coefficient of each where (i 1 , . . . , i ) ∈ {0, 1, . . . , d} and Z 1 , . . . , Z M are L R ((A))-valued random variables constructed with Gaussian random variables satisfying (1.5).
For , M ∈ Z >0 , let
If n w (i) is odd for some i ∈ {1, . . . , d}, then
If n w (i) is even for every i ∈ {1, . . . , d}, then
where c j and R ij are real numbers defined in (1.5).
Proof In the case where n w (i) is odd for some i ∈ {1, . . . , d}, (3.4) is directly derived from (1.5). We therefore consider the other case. By the Taylor expansion of exp(Z 1 ) · · · exp(Z M ), we have that
From the definition of S i j ,
Applying (3.1) from Lemma 3.1, we obtain (3.5).
On the other hand, the value of the coefficient of each
can be obtained by the following result. For m = 5, we take M = 2 to obtain solvable simultaneous equations which in fact become the five equations
Proposition 3.3 Let
The solution is (1.7). Since we let {S i j } i=1,...,d,j =1,...,M be a Gaussian system, such random variables can be constructed.
Remark 3.4
If we let m = 5, then M must be at least two.
The Runge-Kutta method
We begin by briefly introducing the tree theory following [3, 6, 7] . For details of the Runge-Kutta method, see [6, 7, 28] .
All trees introduced here are called directed or rooted trees in the literature listed above.
Definition 4.1 A labeled tree t is a pair of finite sets (V (t), E(t)) that satisfies the conditions
(1) V (t) ⊂ Z, V (t) = ∅, and E(t) ⊂ {(x, y) ∈ V (t) × V (t) : x < y}. (2) For each x ∈ V (t), if (x, y) ∈ E(t) and (x , y) ∈ E(t), then x = x . (3) For two distinct elements x, y ∈ V (t), one of the followings holds:
(i) There exists a path from x to y.
(ii) There exists a path from y to x.
(iii) For some z ∈ V (t) \ {x, y}, there exist paths z to x and z to y. Here a path from p 1 to p is a sequence
An element of V (t) is called a vertex of t and that of E(t) is called an edge of t.
A particular labeled tree τ is that with card(V (τ )) = 1 and E(τ ) = ∅. For a labeled tree t = (V (t), E(t)), let r(t) be card(V (t)). We define T as the set of all labeled trees.
Proposition 4.2 For each t = (V (t), E(t)), there exists a unique vertex r ∈ V (t) such that for any x ∈ V (t) \ {r}, there is a path from r to x.
Such a vertex r is called the root of t. Here, τ consists of only the root.
Definition 4.3 For
where each r i denotes the root of t i and r = min{r 1 , . . . , r n } − 1. t 1 , . . . , t n ∈ T, we have that
Remark 4.4 For
for any permutation ∈ S n .
Definition 4.5 Let t i = (V (t i ), E(t i ))
∈ T for i = 1, 2. We say that t 1 and t 2 are isomorphic, written as t 1∼ t 2 , if there exists a bijection : V (t 1 ) → V (t 2 ) such that (x, y) ∈ E(t 1 ) if and only if ( (x), (y)) ∈ E(t 2 ).
In particular, when t 1∼ t 2 and V (t 1 ) = V (t 2 ), that is, is a permutation, we say that t 1 and t 2 are equivalent and write t 1 ∼ t 2 .
Proposition 4.6 Both∼ and ∼ are equivalence relations.
Proposition 4.7 Let t i = (V (t i ), E(t i )) ∈ T and u i = (V (u i ), E(u i )) ∈ T for i = 1, . . . , n. Suppose that t i∼ u i for i = 1, . . . , n and that
Definition 4.8 We define T = T/∼. An element t ∈ T is called a non-labeled tree.
For a labeled tree t ∈ T, |t| denotes the corresponding non-labeled tree t ∈ T .
Then, from Proposition 4.7, the following result can be derived.
Proposition 4.9
Under the same condition as Proposition 4.7,
holds.
By virtue of Proposition 4.9, we can define a non-labeled tree t = [t 1 · · · t n ] for t 1 , . . . , t n ∈ T as |[t 1 · · · t n ]| where t i ∈ T is a representative labeled tree such that |t i | = t i . In particular, we let τ = |τ |.
Proposition 4.10 For any
Here, [t
] where t i ∈ T for i = 1, . . . , n.
Definition 4.11
(1) For t = (V (t), E(t)) ∈ T , we define α : T → Z ≥1 , r : T → Z ≥1 , and σ : T → Z ≥1 by α(t) = card u ∈ T | u ∼ t where t ∈ T is a representative element with |t| = t , r(t) = card V (t) ,
(2) Let A be the set of K × K real matrices. We inductively define derivative weights
where A = (a ij ) i,j =1,...,K . We notice that α is well defined because α denotes the number of ways a tree may be labeled. In addition, we define the elementary differentials D :
Let y(W, s) be a solution to the ODE
where W ∈ C ∞ b (R N ; R N ) and y 0 ∈ R N . Let T m = {t ∈ T : r(t) = m} and T ≤m = m n=0 T m for m ≥ 0 with T 0 = ∅. Then we have the following lemmas essentially proved in [7] , pp. 139-145. 
Applying these lemmas to evaluations of the solution to (4.1) and the Runge-Kutta method (1.8), we obtain the following result.
Theorem 4.14 For y satisfying (4.1), there exists a constant C m+1 such that
On the other hand, for the Runge-Kutta method (1.8) there exists a constant C m+1 such that
We say that (A, b) satisfies mth-order conditions if
From Theorem 4.14, the following result can be directly derived. [17, 18] . This implementation method seems to be distinct mainly because it has two advantages. One is that the approximation operator can be obtained by numerical calculations if the Runge-Kutta method is applicable to the calculation of each exp (Z j ), whereas the tediousness in symbolical calculations of the operator might be an obstacle for practical application, which can be observed in [20, 26, 30] . The other advantage is that the partial sampling problem discussed in [20, 26] can be resolved by using quasi-Monte Carlo methods. More precisely, the following two points make an effective use of low-discrepancy sequences, which are essential to quasi-Monte Carlo methods [24] : -In this implementation, S i j can be taken to be a continuous random variable. -The scheme itself is characterized by the need for a smaller number of discretization time steps, which leads to a reduction in the number of dimensions of the numerical integration.
Application
In this section we present a numerical example in order to illustrate the implementation method proposed in Corollary 1.4 and compare it with some existing schemes.
Simulation
Let X(t, x) be the diffusion process defined by (1.1). The most popular scheme of first order is the Euler-Maruyama scheme, which is shown in [15, 34] , for an arbitrary C 4 function f , to satisfy
where X (EM),n 1 denotes the Euler-Maruyama scheme approximating X(t, x). We note that this inequality holds for measurable f if {V i } i=1,...,d satisfies some more conditions [1, 16] . The construction of a higher-order scheme is based on the higher-order Itô-Taylor formula [8, 15] . When the vector fields {V i } d i=0 commute, higher-order schemes can be simplified to a direct product of one-dimensional problems as seen in [15] . In contrast, for non-commutative {V i } d i=0 , the acquisition of all iterated integrals of Brownian motion is required, which is very demanding. This is done in [17, 20, 22, 32, 33] and generalized as the cubature method on Wiener space [23] .
Once a pth-order scheme {X (ord p),n k/n } k=0,...,n is obtained and expanded with some constant K f as
the (p + 1)th-order scheme can be derived as
This boosting method is called Romberg extrapolation and is shown to be applicable to the Euler-Maruyama scheme under certain conditions [34] . The simulation approach must be followed by the numerical calculation of the expectation E[f (X (ord p),n 1 )]. However, when n × d is large, it is practically impossible to proceed with the integration by using the trapezoidal formula and so we fall back on the Monte Carlo or the quasi-Monte Carlo method [24] . Here we make only a few remarks on each method. For a more detailed analysis, see [27] .
Remark 6.1 As long as we use the Monte Carlo method for numerical approximation of E[f (X (1, x) )], the number of sample points needed to attain a given accuracy is independent of the number of the dimensions of integration, namely both the number n of partitions and the order p of the approximation scheme.
Remark 6.2
In contrast to the Monte Carlo case, the number of sample points needed for the quasi-Monte Carlo method for numerical approximation of E[f (X(1, x))] heavily depends on the number of the dimensions of integration. The fewer the dimensions, the fewer the samples that are needed.
The algorithm and competitors
The algorithm of the new method
We take the algorithm which is proposed in Theorem 1.6 and Corollary 1.4 with u = 3/4. From Corollary 1.4, we can implement the second-order algorithm with a numerical approximation of exp(Z i ) of at least fifth-order Runge-Kutta method because the order m for an integration scheme attained by Z 1 and Z 2 is five and so the order of the new implementation method becomes two. As a result of the same argument it can be shown that at least a seventh-order explicit Runge-Kutta method has to be applied to the approximation of exp(Z i ) when we boost the new method to the third order by Romberg extrapolation. Details of these Runge-Kutta algorithms used here are given in the Appendix.
Competing schemes
There are numerous studies on the acceleration of the Monte Carlo methods ( [12] ). We choose for the following reasons only the crude Euler-Maruyama scheme and the algorithm introduced in [27] , which we refer to in the remainder of this paper as N-V method, both with and without Romberg extrapolation, as competitors:
(i) Only these two schemes can be recognized as being comparable to the new method, since they are model-independent. (ii) Almost all variance reduction techniques and dimension reduction techniques applicable to the Euler-Maruyama scheme are also applicable to the new method.
Numerical results
We provide an example on financial option pricing in the following part of this paper.
Asian option under the Heston model
We consider an Asian call option written on an asset whose price process follows the Heston stochastic volatility model. Comparison with the N-V method will also be given as well from the result shown in [27] . The non-commutativity of this example should be noted here. Let Y 1 be the price process of an asset following the Heston model
) is a two-dimensional standard Brownian motion, −1 ≤ ρ ≤ 1, and α, θ , µ are some positive coefficients such that
to ensure the existence and uniqueness of a solution to the stochastic differential equation [10] . Then the payoff of an Asian call option on this asset with maturity T and strike K is max(Y 3 (T , x)/T − K, 0) where
Hence, the price of this option becomes
where D is an appropriate discount factor that we do not focus on here. We set T = 1, K = 1.05, µ = 0.05, α = 2.0, β = 0.1, θ = 0.09, ρ = 0, and (x 1 , x 2 ) = (1.0, 0.09) and take
that is obtained by the new method with Romberg extrapolation and the quasi-Monte Carlo with n = 96 + 48, and M = 8 × 10 8 where M denotes the number of sample points. Let Y (t, x) = t (Y 1 (t, x), Y 2 (t, x), Y 3 (t, x)). Transformation of the stochastic differential equations (6.1) and (6.3) gives the Stratonovich-form stochastic differential equations 
We note that the vector fields in the Heston model violate the differentiable condition at the origin. We can, however, avoid the problem by approximating the vector fields by smooth vector fields because the process never touches the origin under the condition (6.2).
Dimensions of integrations
As mentioned in Remarks 6.1 and 6.2, the dimensions of integrations in these methods affect the quasi-Monte Carlo method. The relation among the number d of factors, the number n of partitions, and the dimensions of integration of each method can be summarized as in Table 1 .
Discretization error
The relation between discretization error and the number of partitions of each algorithm is plotted in Fig. 1 . We can observe from this figure that for 10 −4 accuracy the new method with Romberg extrapolation takes the minimum number of partitions as n = 1 + 2 whereas n = 16 for the Euler-Maruyama scheme with the extrapolation. Even without the extrapolation, the new method attains that accuracy with n = 10 while the Euler-Maruyama scheme takes n = 2000. Moreover, it may be said that the N-V method shows slightly worse performance than the new method.
Integration error
Looking at Fig. 2 , we can compare convergence errors of respective methods for each number M of sample points. For the Monte Carlo case, 2σ of 10 batches is taken as convergence error while for the quasi-Monte Carlo method, the absolute difference from the value to be convergent is considered. For 10 −4 accuracy with 95% confidence level (2σ ), M = 10 8 is taken for the Monte Carlo method. On the other hand, if we apply instead the quasi-Monte Carlo method, the new method and the N-V method require M = 2 × 10 5 sample points, while M = 5 × 10 6 has to be taken for the Euler-Maruyama scheme. 
Overall performance comparison
The number of partitions, the number of samples, and the amount of computation time required for 10 −4 accuracy for each method are summarized in Table 2 . The CPU used in this experiment is Athlon 64 3800+ by AMD. Since the amount of time required to carry out the calculation for each sample point is proportional to the number of partitions, the total time spent on calculations is proportional both to the number of partitions and to the number of samples. We can see from Table 2 that the speed of the new method is approximately 100 times faster than that of the Euler-Maruyama scheme when Romberg extrapolation and the quasi-Monte Carlo are applied to each. Even when the extrapolation is not applied, the new method enables calculations some 37 times faster than the Euler-Maruyama scheme with Romberg extrapolation and the quasi-Monte Carlo method. This fact shows that the reduction in the number of partitions sufficiently compensates for the slowness of one step of the new method at least in the present study.
Lastly, Remarks 6.1 and 6.2 should be emphasized to reiterate that the advantage of the new method is deeply related to the properties of the quasi-Monte Carlo method.
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