In this paper, we study backward stochastic differential equations (BSDEs shortly) with jumps that have Lipschitz generator in a general filtration supporting a Brownian motion and an independent Poisson random measure. Under just integrability on the data we show that such equations admits a unique solution which belongs to class D.
Introduction
The notion of non-linear BSDEs was introduced by Pardoux and Peng ( [7] , 1990). These equations have been well studied because they are connected with a lot of applications especially in mathematical finance, stochastic control, partial differential equations, ... Tang and Li [5] added into the BSDE a jump term that is driven by a Poisson random measure independent of the Brownian motion. The authors obtained the existence and uniqueness of a solution to such an equation when the terminal condition is square integrable and the generator is Lipschitz continuous w.r.t. the variables. Since then, a lot of papers (one can see [4, 6, 9] ) studied BSDEs with jumps due to the connections of this subject with mathematical finance and stochastic control.
Later, Situ Rong [10] proved an existence result when the terminal time is a bounded random stopping time and the coefficient is non-Lipschitzian.
In our paper, we investigate the existence and uniqueness of D-solution for BSDEs when the noise is driven by a Brownian motion and an independent random Poisson measure. This paper generalizes the results of Briand et al. [1] and Song Yao [12] . We suppose that f is Lipschitz. Concerning the data, we assume that an integrability condition is hold.
Our motivation for writing this paper is because it is the first step in the study of our forthcoming work on the existence and uniqueness of D-solutions for reflected BSDEs with jumps. Finally, to our knowledge there is no such result in the literature.
The outline of this article is as follows: the following section contains all the notations and useful assumptions for the rest of the paper, in section 3, we showed uniqueness result and the essential estimates. Section 4 is devoted to the case where the data are in L p , for p ∈ (1, 2) then we treat the case p = 1 and we showed the desired existence result.
Notations and assumptions
Let (Ω, F , (F t ) t≤T ) be a stochastic basis such that (F t ) t≤T is right continuous increasing family of complete sub σ-algebras of F and (F 0 contains N the set of all P-null sets of F ,
We assume that (F t ) t≤T is supported by the two mutually independent processes:
(ii) let p be an U-valued Poisson point process on (Ω, F , P, for some finite random Poisson measure µ on R + ×U where U ⊂ R m \{0}, the counting measure µ(dt, de) of p on [0, T ]×U has the compensator E[µ(dt, de)] = λ(de)dt. The corresponding compensated Poisson random measureμ(dt, de) := µ(dt, de) − dtλ(de) is a martingale w.r.t. F . The measure λ is σ-finite on U satisfying
In this paper, letP denote the σ-algebra of F t -predictable sets on Ω × [0, T ]. In addition, we assume that
For a given adapted càdlàg process (X t ) t≤T and for any t ≤ T we set X t − = lim sրt X s with the convention that X 0 − = X 0 and ∆X t = X t − X t − . For any scenario ω ∈ Ω, let D p(ω) collect all jump times of the path p(ω) which is a countable subset of (0, T ].
Let us introduce the following spaces of processes and notations considered in this work, for all p > 0,
• S p is the space of R-valued, F t -adapted and càdlàg processes (X t ) t∈[0,T ] such that
Under this metric, S p is complete.
• M p denotes the set of R n -valued and F t -predictably measurable processes (X t ) t∈[0,T ] such that
For p ≥ 1, M p is a Banach space endowed with this norm and for p ∈ (0, 1), M p is a complete metric space with the resulting distance. For all β ∈ (0, 1] let us define M β as the set of F t -progressively measurable processes (X t ) t∈[0,T ] with values in R d such that
We denote by M 0 the set of P-measurable processes Z :
The stochastic integral with respect to the compensated Poisson random measureμ(dt, de) is usually defined for locally square integrable random mappings V ∈ L 2 loc . We recall, in the following lemma, a generalization of Poisson stochastic integrals for random mappings in L p loc for p ∈ [1, 2). For more details on the proof we refer the reader to Lemma 1.1 in [12] . Lemma 2.1. Let p ∈ [1, 2), we assign M as the Poisson stochastic integral 
and whose jump process satisfies
The above lemma will be useful and plays a crucial role in the rest of the paper.
Let us recall that a process X belongs to the class D if the family of random variables {X τ , τ ∈ T } is uniformly integrable with T is the set of all F t -stopping times τ ∈ [0, T ], P − a.s. We say that a sequence (τ k ) k∈N ⊂ T is stationary if P(lim inf k→∞ {τ k = T }) = 1. In ( [3] , pp.90) it is observed that the space of continuous (càdlàg), adapted processes from class D is complete under the norm
In this paper, we consider the following assumptions:
In addition we assume:
(ii) f is uniformly Lipschitz in (y, z, v), i.e., there exists a constant κ ≥ 0 such that for any
(iv) There exist two constants γ ≥ 0, α ∈ (0, 1) and a non-negative progressively measurable process g such that E[
Note that if f does not depend on z and v, the latter assumption is satisfied.
To begin with, let us now introduce the notion of D-solutions of BSDEs with jumps which we consider throughout this paper.
is called a solution of the BSDE with jumps associated with (f, ξ) if the following holds:
The solution has jumps which arise naturally since the noise contains a random Poisson measure part.
We are now going to prove the uniqueness of the solution for the (2.2) under the above assumptions on f and ξ.
3 Uniqueness and existence of a solution
A priori estimates
Lemma 3.1. Let (Y, Z, V ) be a solution to BSDE (2.2) and assume that for p > 0, (
Proof Since there is a lack of integrability of the processes (Y, Z, V ), we will proceed by localization. For each integer n, let us define the stopping time
The sequence (τ n ) n≥0 is non-decreasing and converges to T . Using Itô's formula with |Y | 2 on [t ∧ τ n , τ n ] we obtain, ) where a, b ∈ R, we have
Plugging the above inequality into (3.2), we get
Hence, using the inequality (2ab ≤ a 2 + b 2 ), we obtain
On the other hand using BDG and Young inequalities we get,
and similarly for the Poisson stochastic part which is uniformly integrable martingale by Lemma 2.1,
where c 1p and c 2p are real constants. Coming back to (3.3) and then taking expectation, we obtain,
By the equations (5.1) and (5.2) in [12] , we have
Thus choosing ǫ small enough we deduce that
Finally, letting n to infinity and using Fatou's Lemma, (3.1) follows. 2) where Y ∈ S p , for some p > 1. Then there exists a constant C p,κ such that ,
Proof Applying Itô 's formula to |Y | p over the interval [t, T ]. Note that
where δ i,j is the Kronecker delta. Thus, for evey t ∈ [0, T ], we have,
First remark that for a non-negative symmetric matrix Γ ∈ R d×d we have
Now for the Poisson quantity in (3.7) following the same arguments as in ([4] , Prop 2) and ( [12] , Lemma A.4), we obtain that
Consequently, plugging (3.8) and (3.9) in the equation (3.7) becomes
Since f is Lipschitz then we have
for every ǫ > 0), we have
and by the inequality ab ≤ 
. Applying BDG's inequality we deduce that Γ t and Φ t are uniformly integrable martingales. Indeed, by Young's inequality , we have 12) and from (3.5),
Thus taking expectation in (3.11) leads to that,
(3.14)
Taking account of (3.14), (3.11) becomes 
and,
Coming back to inequality (3.15) with the above estimates we deduce that
Applying once again Young's inequality, we get
where C p changes from a line to another. Consequently,
Finally, using Gronwall's lemma, ve obtain
The desired result follows from Lemma 3.1.
Uniqueness
Lemma 3.3. Under assumptions (A1) and (A2) on (f, ξ), the associated BSDE has at most one solution (Y, Z, V ) such that Y belongs to the class D, Z ∈ ∪ β>α M β and V ∈ L 1 .
Proof Assume that (Y, Z, V ) and (Y ′ , Z ′ , V ′ ) are two solutions of (2.2). For any n ≥ 0, let us define τ n as follows:
We first show that there exists a constant
where the process (L 
Thus, using the (iv) assumption on f , we get
Next taking conditional expectation in (3.19) with respect to F t∧τn on both hand-sides and taking into account that the two last terms are F t∧τn -martingales we obtain,
Taking now the limit as n → ∞ we get
For p > 1 such that pα < β, applying Doob's inequality to have
Hence |Y − Y ′ | belongs to S p , for some p > 1.
From the Lipschitz property of f , there exist bounded and
Therefore for any t ≤ T , the equality (3.19) becomes Finally taking expectation and since the two latter terms are martingales due to Lemma 2.1, we have
As for some p > 1, |Y − Y ′ | ∈ S p then taking the limit with respect to n to get 
