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Modélisation et simulation de la croissance de
métastases pulmonaires
Résumé : Cette thèse présente des travaux de modélisation mathématique
de la croissance tumorale appliqués aux cas de métastases pulmonaires.
La première partie de cette thèse décrit un premier modèle d’équations
aux dérivées partielles permettant de simuler la croissance métastatique mais
aussi la réponse de la tumeur à certains types de traitements. Une méthode
de calibration du modèle à partir de données cliniques issues de l’imagerie
médicale est développée et testée sur plusieurs cas cliniques.
La deuxième partie de ces travaux introduit une simplification du modèle
et de l’algorithme de calibration. Cette méthode, plus robuste, est testée sur
un panel de 36 cas test et les résultats sont présentés dans le troisième chapitre.
La quatrième et dernière partie développe un algorithme d’apprentissage
automatisé permettant de tenir compte de données supplémentaires à celles
utilisées par le modèle afin d’affiner l’étape de calibration.
Mots-clés : modélisation, simulation numérique, cancer, croissance tu-
morale, métastase pulmonaire, apprentissage automatisé, forêts aléatoires.
Lung metastases growth modeling and simula-
tion
Abstract : This thesis deals with mathematical modeling and simulation
of lung metastases growth.
We first present a partial differential equations model to simulate the
growth and possibly the response to some types of treatments of metastases
to the lung. This model must be personalized to be used individually on clini-
cal cases. Consequently, we developed a calibration technic based on medical
images of the tumor. Several applications on clinical cases are presented.
Then we introduce a simplification of the first model and the calibration
algorithm. This new method, more robust, is tested on 36 clinical cases. The
results are presented in the third chapter.
To finish, a machine learning algorithm based on random forests is used to
improve the calibration of the model.
Keywords : modeling, simulation, cancer, tumor growth, lung metastasis,
machine learning, random forests.
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Chapitre 1
Introduction
1.1 Quelques mots sur le cancer
1.1.1 L’apparition de la maladie [2] [5]
Le cancer est un des grands enjeux de santé publique du XXIième siècle,
amplifié par l’allongement de l’espérance de vie mais aussi les modifications
de notre environnement. Quoiqu’étant l’une des maladies les plus étudiées à
l’heure actuelle, de nombreux mécanismes impliqués dans l’apparition et le
développement du cancer restent à éclaircir.
Son origine est due aux effets de mutations génétiques provoquant des dysfonc-
tionnements au niveau cellulaire. Les principales caractéristiques des cellules
cancéreuses par rapport aux cellules saines sont d’une part une vitesse de di-
vision accrue, et d’autre part, la disparition de l’apoptose ou mort cellulaire
programmée. Ces deux caractéristiques semblent liées à l’apparition d’une in-
sensibilité de la cellule aux différents signaux et mécanismes régissant la vi-
tesse de multiplication et bloquant la prolifération dans l’organisme. Une tu-
meur n’est alors rien d’autre qu’un amas de cellules cancéreuses présentant ces
comportements ou phénotypes anormaux. Une théorie majoritairement admise
dans le monde scientifique est l’origine commune ou monoclonale des cellules
malades formant un cancer (voir [70]). Autrement dit, l’ensemble des cellules
d’une même tumeur serait, à l’origine, issu d’une même cellule mère à force de
divisions. De plus, les cellules cancéreuses sont capables de se déplacer dans
l’organisme, via notamment les systèmes sanguin et lymphatique, et coloniser
des tissus distants de la tumeur initiale. Cependant, l’origine monoclonale a
été récemment remise en question.
Afin de comprendre comment une simple mutation génétique peut engendrer
de telles conséquences au niveau macroscopique, il est important de s’intéres-
ser au cycle de vie de la cellule (voir Figure 1.1). Ce cycle est divisé en quatre
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Figure 1.1 – Présentation du cycle de vie cellulaire. Source : Futura-Sciences.
phases : G1, S, G2 et M .
— La phase G1 est une phase préparatoire à la phase S de duplication
de l’ADN (acide désoxyribonucléique). Durant cette phase, la cellule
fonctionne normalement et grossit jusqu’à atteindre une taille critique
déclenchant la phase suivante. Afin de se préparer à dupliquer son maté-
riel génétique, la cellule synthétise des protéines notamment la protéine
Rb. Une fois le point de restriction de la phase G1 atteint, la cellule
n’a plus besoin des facteurs de croissances extérieurs et peut proliférer
indifféremment de ceux-ci. Avant la transition vers la phase S, un point
de contrôle permet à la cellule de vérifier si son ADN ne présente pas
d’altérations et peut poursuivre son cycle.
— La phase S correspond à la synthèse d’une copie de l’ADN de la cellule.
Une enzyme, l’ADN polymérase duplique ainsi le patrimoine génétique
de la cellule. Les deux brins complémentaires de la molécule d’ADN
sont séparés et chacun d’entre eux sert de modèle pour la formation d’un
nouveau brin. L’ADN polymérase « lit » le brin d’ADN et en reconstitue
la séquence complémentaire. En effet les nucléotides, molécules faisant
partie de l’ADN et dont la séquence définit le code génétique, s’associent
par paires : l’adénine (A) avec la thymine (T) d’une part, et la guanine
(G) avec la cytosine (C). Schématiquement, l’enzyme ajoute un A en
face d’un T ou inversement, et un G en face d’un C.
— La phase G2, tout comme la phase G1 d’ailleurs, matérialise un in-
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tervalle (gap). Pendant cette phase, la cellule se prépare à la division
cellulaire ou mitose. La cellule ne grossit plus mais poursuit son fonc-
tionnement métabolique. Un nouveau point de contrôle jalonne la fin
de cette phase avant le début de la mitose.
— La mitose (représentée plus en détails à la Figure 1.2), ou division cel-
lulaire, est représentée par la phase M . Il s’agit d’une duplication non
sexuée (contrairement à la méiose) d’une cellule mère en deux cellules
filles. La mitose se divise en plusieurs phases. Durant la prophase et la
prométaphase les différents chromosomes (chacun formé de deux chro-
matides) s’individualisent et la membrane nucléaire disparait. Durant
la métaphase, les chromosomes s’alignent dans un plan partageant la
cellule en deux (on parle d’alignement à l’équateur). Chaque chromo-
some se divise en deux chromatides qui vont chacune migrer séparément
vers les pôles opposés : il s’agit de l’anaphase. Pour finir, la télophase
met fin au partage de la cellule avec la reconstitution de la membrane
autour de chaque lot de chromatides.
Figure 1.2 – Étapes de la division cellulaire. Source : RSR Savoirs.
La fidélité de réplication de l’ADN lors de la phase S est très grande grâce
notamment à la relecture de la chaine par les ADN polymérases leur permet-
tant de vérifier que le dernier nucléotide inséré est bien le bon. Cette relecture
ainsi que les différents points de contrôle à franchir au cours du cycle font
chuter le taux d’erreur d’environ 10−5, c’est à dire une erreur sur cent mille
nucléotides assemblés, à environ 10−7. Cela dit, le génome humain étant com-
posé d’environ 3,2 milliards de paires de nucléotides, l’apparition de ce genre
22 CHAPITRE 1. INTRODUCTION
d’erreurs de réplication est très probable durant un cycle cellulaire et courante
tout au long de la vie d’un être humain.
Afin de comprendre les implications de tels changements dans la molécule
d’ADN, il faut comprendre comment est utilisé le code génétique dans le fonc-
tionnement de la cellule (voir Figure 1.3).
Figure 1.3 – Utilisation du code génétique par la cellule : phases de trans-
cription et traduction. Source : linternaute.com.
L’ADN n’est pas directement lu par la cellule dans le noyau. Il est tout
d’abord transcrit en une molécule intermédiaire, l’ARNm (acide ribonucléique)
qui sert de messager entre l’ADN confiné au noyau, et le reste de la cellule.
Cette transcription se fait au sein du noyau par complétion du brin d’ADN,
de façon un peu similaire à ce qu’il se passe pendant la phase S du cycle cellu-
laire. Durant cette transcription, il peut, là encore, apparaître des erreurs dans
le code. Une fois la molécule d’ARNm synthétisée, celle-ci migre au travers
de pores au niveau de la membrane nucléaire pour atteindre le cytoplasme
extra-nucléaire. L’ARNm est alors traduit par des organites de la cellule : les
ribosomes. Ces derniers parcourent la molécule d’ARNm et lisent les nucléo-
tides trois par trois (on parle aussi de codons). Chaque codon correspond à un
des 22 acides aminés ou à un codon-stop indiquant la fin de la chaine molécu-
laire. Le ribosome assemble les acides aminés les uns à la suite des autres dans
l’ordre défini par l’ARN et synthétise ainsi une protéine qui sera utilisée dans
le métabolisme de la cellule. Un gène est une portion d’ADN, c’est à dire un
ensemble de nucléotides, codant pour une même protéine.
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La plupart des mutations issues des erreurs de réplication n’ont aucune ré-
percussion sur le phénotype de la cellule fille car on considère qu’une majorité
du génome humain est composée de séquences ne codant pas pour des gènes.
Certaines mutations vont cependant pouvoir toucher un gène. La protéine co-
dée par ce gène peut alors être modifiée dans sa configuration spatiale et ne
plus remplir sa fonction initiale. Cela peut avoir pour conséquence la mort de
la cellule ou encore une modification dans son fonctionnement. Ces modifica-
tions ne sont pas nécessairement négatives pour l’organisme et peuvent même
être à l’origine d’évolutions avantageuses (principe même de l’évolution des
espèces). Cependant l’apparition d’erreurs touchant les gènes qui régulent la
prolifération peut influer sur les premières phases du cycle cellulaire (G1 et
S). Cela peut avoir pour conséquence d’augmenter la capacité de prolifération
de la cellule. De plus, la croissance et la prolifération des cellules sont régulées
par diverses molécules lues par des récepteurs membranaires. Les mutations
impliquées dans l’apparition de cancers ont souvent des répercussions sur la
chaine permettant à ce signal régulateur d’atteindre la cellule.
En plus de cette prolifération accrue, il est important de mentionner l’altéra-
tion de l’apoptose, c’est à dire de la mort cellulaire programmée. Ce phénomène
intervient pour réguler la population de cellules de l’organisme et surtout pour
limiter l’instabilité génétique. Ainsi, en fonctionnement normal, lorsqu’une al-
tération de l’ADN se produit dans la cellule, celle-ci meurt automatiquement.
Si ce phénomène est enrayé par une mutation, la protection qu’il assure dispa-
rait et le terrain devient propice au développement du cancer.
Une fois que la cellule ne répond plus à l’apoptose et présente une vitesse
de duplication accrue, elle se multiplie de nombreuses fois en propageant son
matériel génétique altéré aux générations suivantes. Il en résulte l’apparition
d’une tumeur, amas de cellules issues de ce même clone initial.
Il existe une très grande variété de cancers. Pour les plus courants, on peut
distinguer les carcinomes qui touchent un épithélium (surface uniquement com-
posée de cellules), les sarcomes qui sont des cancers proliférant dans des tis-
sus conjonctifs (comme les os), ou encore les cancers hématopoïétiques qui
concernent les cellules sanguines (leucémies, lymphomes...). On classe aussi les
cancers en fonction de l’organe touché : sein, côlon, poumon, pancréas, moelle
osseuse (myélome), peau (mélanome.)... Il existe en réalité presque autant de
sources de cancer que de variétés de tissus dans l’organisme, cependant cer-
tains sont plus courants que d’autres tout comme certains sont plus malins que
d’autres.
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1.1.2 Les différentes phases de la maladie
À partir d’une seule cellule, la maladie peut, si elle n’est pas prise en charge
suffisamment tôt, s’étendre à d’autres parties du corps du patient. On parle
alors de cancer généralisé. Cela dit, avant d’en arriver à ce stade, le cancer
passe par plusieurs phases de développement bien distinctes.
La phase avasculaire. Il s’agit de la première phase de la maladie. Pour
croître, une tumeur a besoin de place mais aussi d’un apport suffisant en
nutriments et dioxygène. Durant la phase avasculaire, la tumeur est de petite
taille, de quelques cellules à un amas d’environ 1mm3 et se contente donc
des nutriments qui lui parviennent par diffusion via les capillaires les plus
proches. Ces nutriments ne peuvent pas pénétrer au cœur de la tumeur et sont
généralement consommés par les cellules cancéreuses périphériques. Il peut
donc arriver que les cellules du centre meurent faute d’approvisionnement et
on voit apparaître un cœur nécrosé.
La phase vasculaire et l’angiogenèse. Lorsque la tumeur a atteint sa
limite de croissance avasculaire, elle développe un réseau sanguin propre afin
d’être davantage alimentée et de poursuivre sa croissance. Ce phénomène de
néovascularisation clé dans la croissance tumorale est appelé angiogenèse.
L’angiogenèse (voir [15] ou [29]), dont un schéma est présenté en Figure 1.4,
est un mécanisme normal dans le développement d’un organisme et nécessaire
notamment durant la croissance embryonnaire. Cependant certaines cellules
cancéreuses présentent une capacité anormalement prononcée à susciter l’an-
giogenèse et il s’agit alors d’un processus pathologique. En pratique, les cellules
tumorales sécrètent une variété d’agents chimiques qui vont provoquer la fa-
brication des nouveaux vaisseaux sanguins émergeant du système vasculaire
pré-existant en direction de la tumeur. Un des agents pro-angiogéniques les
plus connus est le VEGF (Vascular Endothelial Growth Factor) mais il s’agit
d’un phénomène complexe dont les voies moléculaires sont nombreuses et en-
core un thème de recherche majeur.
L’invasion métastatique. Si la vascularisation de la tumeur lui permet de
croître, elle a aussi pour effet de permettre la dissémination des cellules malades
dans l’ensemble du corps. Si ces dernières arrivent à s’implanter dans de nou-
veaux tissus, elles vont pouvoir s’y développer. C’est l’invasion métastatique
(voir Figure 1.5). Quel que soit l’organe dans lequel elle se développe, la méta-
stase est composée de cellules identiques à celles de la tumeur primaire. Cette
phase complique considérablement le traitement puisque les nodules peuvent
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Figure 1.4 – Schéma représentant le phénomène d’angiogenèse. Source :
http ://gfme.free.fr.
Figure 1.5 – Invasion métastatique. Source : scientificamerican.com.
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être nombreux dans un organe atteint et les lésions engendrées par des opéra-
tions chirurgicales à répétition sont souvent autant de menaces pour la vie du
patient.
Il est intéressant de noter que certains organes sont plus souvent touchés par
le développement métastatique que d’autres. Ils semblent être un bon terrain
d’accueil. De même certains types de tumeurs tendent à métastaser dans des
organes particuliers. Ainsi, le cancer du poumon métastase souvent dans le
foie. De même, les cancers primitifs du foie et de la vessie provoquent préfé-
rentiellement des métastases au poumon.
1.1.3 Quelques données d’épidémiologie
De nombreuses études épidémiologiques sont menées sur ce sujet chaque
année. Dans le cas de la France les chiffres sont éloquents. Pour l’année 2011,
on estime à environ 365000 le nombre de nouveaux cas (soit à peu près 1000
par jour). Les hommes sont les plus touchés avec 207000 cas contre 158000
pour les femmes. Parmi les cancers les plus courants, on retrouve les cancers
de la prostate et du poumon chez l’homme et celui du sein chez la femme.
Toujours en 2011 en France, 147500 décès ont pu être attribués au cancer et si
l’on considère la période 2004-2008, le cancer est la première cause de mortalité
chez l’homme et la seconde chez la femme, le cancer du poumon restant de
loin le plus meurtrier (près de 30000 décès contre un peu moins de 20000 pour
le cancer côlon-rectal et moins de 12000 pour le cancer du sein).
Si l’incidence (occurrence dans la population) de la maladie ne cesse d’augmen-
ter, peut-être en partie parce que les techniques de dépistage sont en constante
progression, on note cependant que la mortalité diminue globalement. Quoique
cela soit plus ou moins bien vérifié suivant le type de cancer. En ce qui concerne
la survie (à 5 ans) des patients, les données sont très hétérogènes, pouvant va-
rier de 6 à 95% selon le type de cancer mais aussi les conditions de dépistage.
1.1.4 Les moyens de lutte contre la maladie
Les méthodes de traitement du cancer sont nombreuses et les progrès sont
réels qu’il s’agisse de guérison totale ou de ralentissement de la maladie. Cepen-
dant, s’il existe une tendance générale, les chances de guérison peuvent varier
du tout au tout selon les différents types de cancer. Il faut aussi avoir à l’esprit
que l’efficacité d’un traitement est d’autant plus élevée que le diagnostic est
précoce.
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Chirurgie ablative. Il s’agit de la solution la plus directe puisqu’elle consiste
en l’ablation de la tumeur et éventuellement d’une partie des tissus alentours.
La chirurgie n’est pas toujours réalisable. Parfois les séquelles engendrées par
une intervention seraient trop lourdes (cas de tumeurs intra-crâniennes) ou le
patient est trop faible pour se remettre d’une opération lourde. Ce peut être
le cas de personnes âgées ou lorsque les métastases sont trop nombreuses. De
plus certains cancers comme ceux touchant les cellules sanguines ne sont pas
localisés dans un tissu et sont donc inopérables.
Chimiothérapies cytotoxiques. La chimiothérapie consiste en un traite-
ment médicamenteux qui fonctionne par arrêt de la mitose et cible donc les
cellules ayant tendance à se reproduire rapidement. Ces substances endom-
magent les cellules, c’est pourquoi elles sont dites cytotoxiques. Les principaux
inconvénients de ce type de traitements sont liés à leurs nombreux effets se-
condaires (fatigues extrêmes, nausées, perte du système pileux...) puisque les
cellules cancéreuses ne sont pas les seules à être touchées. Certaines variantes
sont à l’étude pour remédier à cet inconvénient comme la photochimiothéra-
pie qui consiste en l’administration de substances chimiques devenant toxiques
lorsqu’elles sont exposées à une source lumineuse. De même l’électroporation
est une méthode permettant de rendre perméables certaines cellules sous l’ef-
fet d’un champ magnétique et d’y faire pénétrer les substances toxiques avec
l’avantage de cibler localement les zones à traiter.
Thérapies ciblées. Chaque tumeur présente un profil génétique qui lui est
propre. Une voie de recherche actuelle consiste à cibler ces mutations spéci-
fiques afin d’accroitre l’efficacité du traitement et d’éviter certains effets se-
condaires de la chimiothérapie notamment dans le cas de cancers du poumon.
Traitements anti-angiogéniques. Il s’agit d’un type de thérapie ciblée.
Ces traitements ciblent certains mécanismes propres aux cellules cancéreuses.
Comme on l’a vu, l’angiogenèse est un phénomène nécessaire pour la croissance
de la tumeur à un certain stade de son développement. Les traitements dits
anti-angiogéniques visent à contrarier l’angiogenèse tumorale. Ils peuvent agir
sur l’émission des agents angiogéniques par la tumeur ou inhiber les récepteurs
tyrosine kinase sensibles au VEGF présents sur les cellules endothéliales. Dans
tous les cas les effets de ces traitements sont complexes. On note souvent que
le principal effet d’un anti-angiogénique est de normaliser la vascularisation
de la tumeur. Ceci est paradoxal puisqu’on pourrait espérer, en inhibant l’an-
giogenèse, réduire l’approvisionnement de la tumeur alors que dans les fait on
l’améliore. Cependant, utilisé avec d’autres traitements (chimiothérapie par
28 CHAPITRE 1. INTRODUCTION
exemple), cela permet d’augmenter les performances de ceux-ci puisqu’ils at-
teignent ainsi plus efficacement la tumeur. Certains de ces traitements anti-
angiogéniques présenteraient, en outre, des effets cytotoxiques.
Cryothérapie. La cryothérapie utilise un froid intense pour détruire les cel-
lules cancéreuses. Elle est initialement utilisée pour les cancers de la peau
facilement accessibles. Plus récemment, on l’utilise sur d’autres types de tu-
meurs comme le cancer de la prostate, du foie ou du poumon. Dans ces cas,
cela nécessite une intervention chirurgicale via une sonde dirigée par imagerie
médicale afin de cibler au mieux les cellules malades.
Hyperthermie. Au contraire de la cryothérapie, l’hyperthermie consiste en
la destruction de cellules par une élévation de la température. Il s’agit bien
souvent de protocoles non invasifs utilisant des radiations (radiofréquences).
Cela permet d’éviter la chirurgie chez des patients trop faibles. Cependant,
ces méthodes posent de nouveaux problèmes technologiques (tracking) puis-
qu’il faut viser continuellement la tumeur alors même que celle-ci peut être en
mouvement. C’est particulièrement vrai avec les tumeurs pulmonaires puisque
les mouvements respiratoires obligent à repositionner le faisceau en temps réel.
Les difficultés des méthodes par hyperthermie et par cryothérapie relèvent de
la difficulté à cibler l’ensemble de la tumeur sans trop détériorer les tissus
alentours.
Thérapies géniques. Les thérapies géniques sont une nouvelle catégorie de
traitement qui représente un réel espoir pour les maladies génétiques ainsi
que les cancers. Dans le cas des cancers, les thérapies géniques visent directe-
ment la source de la maladie, les gènes ayant muté et à la base de la maladie
appelés oncogènes. Plusieurs voies sont envisageables. On peut tenter de rem-
placer le ou les gènes défectueux par une copie saine. Une autre possibilité est
de ré-orienter le système immunitaire contre les cellules cancéreuses afin de
les détruire ou encore d’introduire des gènes « suicidaires » dans les cellules
malades. Dans ce dernier cas, l’expression de ces gènes, combinée à certains
traitements médicamenteux, mènerait à la mort de la cellule. Dans chacun des
cas, on modifie le patrimoine génétique même de la tumeur. C’est ce qui fait
la force mais aussi la difficulté de l’approche. Ceci se fait généralement grâce
à l’utilisation d’un virus capable de pénétrer la membrane cellulaire auquel on
administre les gènes souhaités.
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Thierry Colin UAB, October 18, 2013
(b) tumeur primitive
trail.labex-univ-bordeaux.fr 
Introduction: La connaissance biologique et le modèle Intro
Lung tumor for the anapath
Normal histology
Primitive tumor Metastasis (Thyroid)
Institut Bergonié
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(c) métastase (cancer de la thiroïde)
Figure 1.6 – Extraits de biopsies pour un tissu pulmonaire sain (a), une tu-
meur primitive (b) et une métastase issue d’une tumeur primitive à la thyroïde
(c).
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1.1.5 Les spécificités des métastases pulmonaires
Les poumons sont une zone de contact privilégiée entre le sang et l’envi-
ronnement extérieur. La vascularisation y est très dense et ramifiée afin d’op-
timiser la surface des vaisseaux et ainsi les échanges gazeux y sont facilités.
Cette particularité en fait un terrain d’accueil très propice à l’implantation de
métastases provenant d’une tumeur distante. De plus, une grande partie du
poumon est composée d’air et les métastases y ont suffisamment de place pour
se développer.
La plupart des métastases pulmonaires proviennent de cellules cancéreuses pé-
nétrant le poumon via l’artère pulmonaire et se dispersant ensuite dans les
capillaires alvéolaires. Plus rarement, l’apparition de métastases peut être liée
à une invasion par le système lymphatique ou à un développement de cellules
cancéreuses directement dans l’arbre bronchique [59]. Les chances de survie de
ces cellules étrangères au poumon sont assez réduites et directement corrélées
à la qualité d’accueil de l’environnement [76]. Cependant, celles qui survivent,
pénètrent l’endothélium, c’est à dire la couche interne des vaisseaux sanguins,
et s’installent dans le parenchyme pulmonaire (tissu fonctionnel du poumon)
où elles se développent.
Ainsi, des métastases pulmonaires sont souvent découvertes chez des patients
atteints de cancer, quelque soit la localisation de la tumeur primitive et le
pronostic lié est souvent assez pessimiste. Cependant, la présence limitée de
métastases pulmonaires peut maintenant être traitée avec succès. En contrô-
lant la tumeur primitive et si bien sûr la maladie ne s’est pas généralisée à
l’ensemble des organes du patient, l’ablation des métastases au poumon peut
prolonger conséquemment la vie du patient, mais aussi améliorer sa qualité de
vie et parfois même permettre de soigner la maladie définitivement [78]. Au
cours des dix dernières années, les nombreuses évolutions, notamment dans les
domaines de l’imagerie médicale ou des techniques chirurgicales, ont permis
d’améliorer la prise en charge de la maladie. On peut ainsi citer des progrès
dans la qualité des images et les temps d’acquisition des CT-scans [58] ou
encore des avancées en médecine nucléaire et IRM [53] permettant d’obtenir
davantage de précisions quant à la localisation ou la géométrie de la tumeur.
En particulier, l’utilisation conjointe des modalités PET et CT du scan s’est
répandue pour les patients atteints de métastases pulmonaires et permet d’ob-
server de façon précoce une métastase via son activité métabolique [48].
La Figure 2.9 représente des données histologiques issues de biopsies. On peut
y voir la différence entre le tissu sain, les tumeurs primitives présentant un
caractère infiltrant et les métastases pulmonaires plus compactes (tumeurs so-
lides) et homogènes. Ainsi, dans le cas des métastases, les cellules cancéreuses
restent confinées dans la tumeur et ne se diffusent pas à travers l’organe. Cette
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caractéristique, qu’il faudra prendre en compte lors de la modélisation, per-
met d’éradiquer la tumeur avec des taux de réussite satisfaisants, qu’il s’agisse
d’ablations chirurgicales ou de méthodes moins intrusives comme l’utilisation
des radiofréquences. Les voies de traitement médicamenteuses peuvent aussi
donner de bons résultats, qu’il s’agisse de chimiothérapies cytotoxiques, de trai-
tements anti-angiogéniques ou encore de thérapies ciblées (voir [66, 72, 73]).
1.2 Imagerie médicale
Les différentes avancées en matière de prise en charge et de compréhension
du cancer ne peuvent pas être envisagées sans être reliées aux progrès inces-
sants dans le domaine de l’imagerie médicale. La multiplication des modalités
d’examen disponibles et l’amélioration de la qualité des images qui en sont
issues jouent un rôle prépondérant dans le dépistage de la maladie, le suivi
du patient, mais aussi la compréhension des mécanismes biologiques liés au
cancer.
L’imagerie médicale au sens large consiste en l’acquisition de signaux divers
(champs magnétiques, rayonnements...) et leur interprétation afin d’obtenir
une visualisation d’une information à caractère médical. On peut classifier les
méthodes d’imagerie en deux grandes familles. L’imagerie dite structurelle
permet de visualiser des données purement anatomiques comme la taille ou la
forme d’un organe, des différences de tissus... Les méthodes d’imagerie dites
fonctionnelles mettent en évidence le fonctionnement métabolique des tissus.
Elles peuvent par exemple distinguer plusieurs zones suivant leur consomma-
tion en glucose ce qui sert pour détecter des tumeurs par exemple. On tend de
plus en plus à utiliser ces deux types conjointement afin de pouvoir disposer
d’une information la plus complète possible.
Dans ce qui suit, on va aborder quelques unes des méthodes les plus utili-
sées dont celles dont on peut espérer obtenir des données exploitables pour la
modélisation mathématique.
1.2.1 Méthodes d’imagerie anatomique
Échographie. L’échographie consiste en une cartographie des tissus via la
mesure de la propagation d’ultrasons. Elle donne généralement une image en
deux dimensions. On l’utilise en cancérologie notamment pour diagnostiquer
les cancers du sein.
Radiographie. Cette fois on utilise des rayons X (et éventuellement des
produits de contraste) qui une fois projetés à travers le patient donnent une
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image sur un plan bi-dimensionnel. On l’utilise principalement pour observer
le système osseux du patient puisque c’est celui qui apparaît le plus contrasté
à l’image.
Tomodensitométrie (ou scanner). Là encore on utilise des rayons X. Ce-
pendant l’acquisition se fait cette fois par coupes millimétriques grâce à un
balayage du patient par des faisceaux de rayons. Cela permet, après traitement
informatique, d’obtenir des vues 2D ou 3D des organes visés. Le CT-scan (com-
puterized tomography scan) permet ainsi de distinguer les tissus selon leurs
densités.
Imagerie magnétique. L’imagerie par résonance magnétique repose sur
l’alignement des moments magnétiques de spin des atomes (par exemple d’hy-
drogène) constituant les tissus par un puissant champ magnétique. Ces atomes
sont ensuite mis en résonance par des ondes radio. C’est le signal émis lors de
la relaxation des atomes qui est enregistré par la machine puis interprété pour
reconstruire une image 2D ou 3D.
L’IRM de diffusion est une variante qui permet de mesurer le tenseur de dif-
fusion principalement des molécules d’eau dans le tissu et pour chaque voxel.
Cette information peut-être très intéressante puisqu’elle peut nous indiquer si
le milieu est isotrope, et dans le cas contraire le sens des fibres.
L’IRM ainsi que le scanner sont les deux seules méthodes d’imagerie anato-
mique à fournir des images d’une qualité acceptable pour nos applications.
Angiographie. L’angiographie permet l’étude du réseau vasculaire du pa-
tient. Cet examen consiste en l’injection d’un produit de contraste dans le
sang du patient. Ce produit est ensuite observé via une méthode d’imagerie
par rayons X.
1.2.2 Méthodes d’imagerie fonctionnelle
TEP scan. La tomographie par émission de photons, ou TEP scan, repose
sur l’injection dans l’organisme d’un traceur marqué par un atome radioactif
(carbone, fluor, oxygène...) de durée de demi-vie compatible avec les contraintes
de l’examen (entre une et deux heures). Le traceur est choisi en fonction du but
de l’examen pour être fixé par les organes cibles. Par exemple, pour détecter
des tumeurs, on peut utiliser comme traceur des sucres proches du glucose.
En effet, les cellules cancéreuses se multiplient sans cesse et consomment donc
beaucoup de glucose. Cette consommation excessive fait que le traceur se fixera
préférentiellement sur les cellules cancéreuses. Cependant les traceurs utilisés,
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s’ils ressemblent à du glucose, ne sont pas utilisables directement par les cel-
lules et vont donc se retrouver concentrés dans la zone cancéreuse sans être
dégradés. La désintégration de l’atome radioactif du traceur produit un posi-
ton qui lui même va s’annihiler avec un électron du milieu en émettant deux
photons dans la même direction mais dans un sens opposé. Les capteurs de la
machine, situés de part et d’autre du patient détectent alors ces photons en
coïncidence (c’est à dire émis en même temps) ce qui permet de déterminer la
ligne sur laquelle se trouve le point d’émission des photons. Ensuite le recoupe-
ment de ces informations par un logiciel spécialisé permet d’identifier les zones
d’émission des photons. L’une des principales difficultés liées à l’utilisation de
ce type de données provient de la complexité à lier les grandeurs mesurées
(désintégrations nucléaires) avec des informations utiles pour le mathémati-
cien (densité locale de cellules tumorales, masse réelle de la tumeur...). Des
travaux de modélisation existent ayant pour but justement de faire la liaison
entre ces différentes grandeurs.
IRM fonctionnelle. Cette catégorie d’imagerie est une modalité spécifique
de l’IRM principalement utilisée dans l’étude du fonctionnement du cerveau.
Elle repose sur la détection de variations locales minimes de flux sanguin.
Celles-ci témoignent de l’activation des zones cérébrales concernées. On peut
alors obtenir en temps réel une cartographie des zones actives du cerveau et
mettre en relation ces zones avec d’éventuels stimuli extérieurs. Cette modalité
est utilisable dans l’étude d’autres organes mais l’interprétation des images est
généralement plus complexe pour les médecins.
1.2.3 Utilisation de l’imagerie dans le cadre des méta-
stases pulmonaires
Compte tenu de la spécificité des métastases au poumon, certaines modali-
tés sont privilégiées par rapport à d’autres. Le poumon est un organe majori-
tairement composé d’air et donc peu dense contrairement à la métastase qui est
un amas compact de cellules. La tomodensitométrie par rayons X, ou CT scan,
est donc toute indiquée pour observer ce type de cancers et la différence de
densité des tissus assure un contraste suffisant à l’image. Cette modalité struc-
turelle est parfois associée à une méthode d’imagerie fonctionnelle comme le
TEP scan. Cela permet d’observer l’activité métabolique au sein du poumon et
éventuellement de repérer des lésions passées inaperçues sur le CT scan. Dans
le cas où un patient présente plusieurs métastases pulmonaires, le TEP scan
peut aussi permettre de discriminer les tumeurs suivant l’intensité apparente
de leur activité.
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1.3 Problématique et motivations
1.3.1 Présentation d’un cas clinique
La Figure 1.7 regroupe des images issues du suivi longitudinal d’un patient
atteint d’une métastase pulmonaire sur plus d’un an. Une tumeur primaire
à la vessie s’était déclarée quelques années auparavant et avait été opérée.
Plusieurs métastases sont apparues par la suite dont celle qui est présentée.
Les images 1.7a, 1.7b et 1.7c correspondent à l’histoire naturelle, c’est à dire
sans traitement, de la lésion. À la vue des deux premiers examens, le mé-
decin cancérologue a planifié une ablation par radiofréquences pour la date
du 10/12/2008. Cependant, lors du scan pré-opératoire, il s’est rendu compte
que la lésion avait grossi bien plus vite que prévu comme on peut le voir sur
l’image 1.7c. L’ablation par radiofréquences présente l’avantage d’être semi-
invasive puisqu’elle ne nécessite pas d’ouvrir la cage thoracique du patient.
Elle est donc indiquée pour des patients âgés ou affaiblis qui ne supporteraient
peut-être pas une intervention chirurgicale, comme c’est le cas pour le patient
concerné. Une limite de cette approche thérapeutique est qu’elle ne donne des
résultats satisfaisants que pour des tumeurs de petite taille (diamètre inférieur
à 3cm). Dans notre cas, la tumeur avait dépassé cette limite de taille et n’était
donc plus opérable par radiofréquences.
Le praticien a donc dû mettre en place un protocole de traitement par chimio-
thérapie cytotoxique afin d’enrayer la croissance menaçante de cette tumeur et
éventuellement de la faire réduire en taille. Ce protocole standard s’étale sur
6 mois durant lesquels une dose de médicaments est administrée au patient de
façon régulière. Deux examens de contrôle jalonnent ce protocole afin de s’as-
surer des effets du traitement. Le premier intervient au milieu du traitement, et
le second en fin de protocole. Ces deux examens correspondent aux figures 1.7d
et 1.7e et on peut constater que la tumeur répond assez bien à la chimiothé-
rapie administrée puisqu’elle diminue en taille tout au long du protocole. Au
bout des 6 mois, le traitement est arrêté et un examen est programmé un mois
plus tard qui est représenté en figure 1.7f. On constate sur cette dernière image
que l’effet du traitement a pris fin et que les cellules n’ayant pas été tuées par
la chimiothérapie ont continué à proliférer et donc que la tumeur s’est remise
à grossir. L’utilisation d’un traitement par chimiothérapie n’a donc pas permis
de soigner le patient mais a ralenti la progression de la maladie.
1.3.2 Orientation des travaux de cette thèse
Le cas clinique précédent nous amène à nous poser les questions suivantes :
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(a) 07/06/2008 (b) 22/09/2008
(c) 10/12/2008 (d) 21/03/2009
(e) 27/05/2009 (f) 27/07/2009
Figure 1.7 – Extrait d’une séquence de CT scans montrant l’évolution d’une
métastase pulmonaire issue d’une tumeur primitive à la vessie.
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— À partir des deux premiers examens (1.7a et 1.7b) serait-il
possible d’évaluer l’agressivité de la tumeur et donc de quan-
tifier l’évolution à venir de la tumeur et sa taille à la date du
troisième examen (1.7c) ? On comprend que, dans le cas présent, une
meilleure prédiction de la croissance de la tumeur que celle, intuitive,
établie par le médecin aurait pu permettre d’adapter la planification de
la thérapie par radiofréquence et donc d’éviter les désagréments de la
chimiothérapie.
— De la même manière, serait-il possible, à partir des précédents
examens ainsi que du premier scanner de contrôle durant la
chimiothérapie (1.7d) d’avoir une idée de la réponse finale au
traitement (1.7e) et éventuellement de l’ampleur de la rechute
suite à l’arrêt des traitements (1.7f) ?
Les travaux réalisés dans le cadre de cette thèse ont pour but d’étu-
dier ces questions et de tenter d’apporter des éléments de réponse.
Ce cas clinique est révélateur de la réelle difficulté qu’ont les médecins à évaluer
la croissance d’une tumeur. À l’heure actuelle, le critère le plus utilisé par les
radiologues dans un cadre clinique pour évaluer l’agressivité d’une métastase
pulmonaire est le RECIST (Response Evaluation Criteria In Solid Tumors).
Ce critère se base sur la mesure de diamètres d’une ou plusieurs métastases






t = t1 t = t2
Figure 1.8 – Critère RECIST : mesure de l’évolution tumorale (croissance ou
réponse au traitement).
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Cet indicateur est utilisé afin de quantifier l’évolution de la tumeur ou sa
réponse au traitement dans un cadre clinique. On calcule simplement la somme
S des diamètres de lésions sélectionnées (au maximum 5) pour chaque examen.
Dans notre cas (Fig. 1.8), S(t) = d1(t) + d2(t). Ensuite on détermine la pro-
gression ou la réponse au traitement de la maladie en fonction de l’évolution
de cette somme. Si l’ensemble des lésions a disparu, la réponse au traitement
est complète. Dans le cas où S a diminué de plus de 30%, on a une réponse
partielle. Si au contraire, S augmente de plus de 20%, la maladie a progressé.
Enfin, si on est dans une gamme de critères située entre la réponse partielle
(−30%) et la progression tumorale (+20%), on considère que l’évolution n’est
pas significative et que la maladie est stable.
Ce critère montre assez vite certaines limites. Tout d’abord, il ne permet d’éva-
luer que l’évolution passée de la tumeur mais n’est pas prédictif de son évo-
lution future sauf dans de rares cas. De plus il est fortement dépendant
de l’utilisateur puisqu’il s’appuie sur la mesure du diamètre d’un objet non
sphérique et varie donc suivant la coupe choisie de la tumeur ainsi que le rayon
établi par l’utilisateur. Enfin, le choix des lésions utilisées pour le calcul in-
fluence aussi grandement le résultat.
Étant donnée la qualité des images médicales actuelles, il semble pertinent
de tenter d’utiliser au mieux les quantités d’informations qu’elles renferment.
Pour cela, l’ensemble de notre approche est orienté sur les données médicales
disponibles. De même les différentes étapes des travaux, notamment la phase de
modélisation de la maladie ou d’analyse des résultats, ont nécessité la partici-
pation et l’expertise de médecins oncologues. Le but de cette approche orientée
clinique est multiple. Cela nous permet tout d’abord d’améliorer notre com-
préhension, mais aussi de hiérarchiser les mécanismes régissant l’évolution de
la maladie. Il est ainsi primordial de saisir les spécificités des métastases pul-
monaires par rapport aux autres types de cancer et d’adapter les méthodes
employées en fonction de ces particularités. Enfin, et c’est peut-être là le point
le plus important, cette collaboration permet de garder en tête les préoccu-
pations et les attentes des médecins et de tenter ainsi d’apporter des outils
permettant de simplifier leurs pratiques.
1.4 Travaux mathématiques sur le cancer
Plusieurs types d’approches peuvent être utilisés pour modéliser mathéma-
tiquement le développement de tumeurs cancéreuses. Ces méthodes peuvent
être classifiées suivant différents types de critères comme l’échelle de l’étude
(macroscopique ou microscopique), les données utilisées ou encore les applica-
tions possibles. On distinguera trois principales grandes familles de méthodes
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de modélisation appliquées au cancer.
1.4.1 Méthodes discrètes
Ces méthodes consistent à considérer indépendamment chaque cellule (Fig.1.9),
on parle alors d’automates cellulaires ou de modèles d’agent (voir [55]). Les
différents phénomènes tels que la prolifération ou la mort des cellules sont
décrits par l’utilisation de lois de probabilités. On peut aussi tenir compte
du déplacement des cellules et des contraintes mécaniques dans le tissu et de
bien d’autres paramètres (effet de traitements, différentes populations de cel-
lules...). Ils sont adaptés à l’échelle microscopique et à privilégier pour étudier
notamment les stades très précoces de la maladie. Au contraire, dès que le
nombre de cellules devient grand, la méthode devient très coûteuse en calculs
et n’est donc pas adaptée aux échelles macroscopiques. De même, étant don-
nées les échelles considérées, il est très difficile de confronter ces méthodes à
des données cliniques ou issues d’imagerie médicale classique.
Figure 1.9 – Simulation d’un ensemble de cellules présentant une forte adhé-
sion. Source : [14]
1.4.2 Modèles continus scalaires
Cette catégorie de modèles décrit l’évolution continue de grandeurs sca-
laires de la tumeur comme le volume ou la masse dans le temps (voir [60]).
Ces modèles sont bien souvent basés sur l’utilisation d’équations différentielles
ordinaires (EDO). L’un des modèles EDO les plus utilisés pour la croissance tu-
morale est le modèle de Gompertz (voir [32] ou [61]). Cette équation a été écrite
au XIXième siècle pour décrire l’évolution d’une population humaine en fonc-
tion de la capacité d’accueil du milieu (quantité de nourriture par exemple).
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D’après la théorie de Gompertz retranscrite dans ce modèle mathématique, la
population croit (de façon exponentielle) tant que son environnement le per-
met. Dès que ce n’est plus le cas, la croissance ralentit. Ce modèle décrit bien le
comportement d’une population lorsque la quantité de nourriture est limitée.
L’équation décrivant ce processus est la suivante :
dN
dt
(t) = αln( K
N(t))N(t), (1.1)
où N(t) est la taille de la population à l’instant t, α un paramètre influant sur
la vitesse de prolifération et K la capacité d’accueil du milieu, c’est à dire la
taille asymptotique de la population correspondant à une quantité de nourri-
ture donnée.
Ce modèle peut être utilisé pour l’étude de la croissance de tumeurs cancé-
reuses. En effet la tumeur peut être vue comme une population de cellules
évoluant dans un milieu dont la capacité d’accueil est limitée. Plusieurs tra-
vaux ont permis de démontrer la pertinence de l’application de ce modèle à
différents types de tumeur, chez l’animal comme chez l’homme [52].
Le modèle de Gompertz constitue bien souvent un point de départ pour l’étude
de la croissance tumorale et de nombreux modèles ont été élaborés à partir de
celui-ci. On peut par exemple citer le modèle utilisé dans les travaux de Hahn-








= −λK + βV − δKV 23 − ηKf(t). (1.3)
L’équation (1.2) est l’équation de Gompertz sur le volume V de la tumeur.
Cependant ici la capacité d’accueil K n’est plus une fonction mais elle varie
au cours du temps suivant l’équation (1.3). Cette variable K est d’ailleurs ici
vue comme la vascularisation des tissus environnant la tumeur. Dans cette
équation, on tient compte de différents phénomènes pouvant influer sur cette
vascularisation.
Le terme −λK est un terme de dégradation naturelle alors que le terme βV
correspond à une synthèse de vascularisation provoquée par la présence de la
tumeur et peut donc être assimilé à un terme d’angiogenèse.
Les termes −δKV 23 et −ηKf(t) représentent quant à eux la consommation de
nutriments par la tumeur à sa surface et la destruction du réseau vasculaire
par l’effet d’un éventuel traitement anti-angiogénique f(t). Ce modèle est donc
plus complet que l’équation de Gompertz et tient compte de différents phéno-
mènes impliqués dans l’évolution tumorale ainsi que des effets de traitements.
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Cependant, il comporte beaucoup plus de paramètres, au minimum six contre
deux pour le Gompertz. Ce grand nombre de degrés de liberté permet d’ob-
tenir des comportements variés mais rend aussi plus compliquée la calibration
du modèle sur des données.
De nombreux modèles scalaires génériques pour la croissance tumorale ont
été ainsi développés, une comparaison de certains d’entre eux est établie dans
[7]. S’ils permettent d’étudier l’évolution de variables macroscopiques comme
la taille de la tumeur, ces modèles ne peuvent pas tenir compte de données
spatiales, comme la forme des tissus, qui pourtant sont très importantes pour
décrire la croissance tumorale.
1.4.3 Méthodes continues spatiales
Afin d’intégrer à la modélisation des aspects spatiaux et des grandeurs lo-
cales tels que l’anisotropie des tissus, la densité locale de cellules cancéreuses
ou la distribution spatiale des nutriments, il faut s’orienter vers des modèles
spatiaux continus bien adaptés à l’échelle macroscopique. Ceux-ci sont sou-
vent composés d’équations aux dérivées partielles décrivant l’évolution dans
le temps et dans l’espace de diverses variables. Ce type d’approche présente
l’avantage de permettre l’utilisation des données spatiales directement issues
de l’imagerie médicale et ne nécessite plus de se restreindre à des variables in-
tégrales comme dans le cas des modèles scalaires. Les informations qu’on peut
espérer tirer de cette catégorie de modèles sont donc bien plus riches qu’une
simple courbe d’évolution de la taille de la tumeur. De même, les particula-
rités de l’environnement dans lequel évolue la lésion peuvent être prises en
compte plus finement. On peut par exemple tenter d’expliquer les effets de la
présence d’un vaisseau sanguin sur l’évolution de la forme d’une tumeur, ou
encore prendre en compte les effets mécaniques liés à la présence du crâne dans
la croissance de tumeurs intracrâniennes.
La plupart des travaux de modélisation de la croissance tumorale utilisant des
systèmes d’équations aux dérivées partielles sont basés sur la description de
l’évolution de densités locales de différentes populations de cellules ([56, 13]).
Le point de départ de ces équations est un principe physique : la conservation
de la masse. Ensuite, en fonction des hypothèses de modélisation mais aussi
des types de cancers considérés, les phénomènes de prolifération et d’invasion
par les cellules cancéreuses peuvent être traduits de différentes manières. On
retrouve des modèles de type réaction-diffusion, principalement pour les tu-
meurs infiltrantes présentant un caractère diffusif (voir [74] sur les tumeurs du
rein ou [69, 35, 17, 18] sur les tumeurs cérébrales). Ceux-ci sont basés sur une
1.4. TRAVAUX MATHÉMATIQUES SUR LE CANCER 41
équation de réaction-diffusion telle que celle présentée ci-dessous (1.4) :
∂T
∂t
= ∇ · (D(x)∇T ) + ρT. (1.4)
Dans cette équation, le champ T représente la densité de cellules tumorales,
dépendant du temps et de l’espace. Le terme ∇· (D(x)∇T ) traduit la diffusion
des cellules tumorales dans les tissus environnants alors que le terme ρT cor-
respond à la prolifération. D’autres équations peuvent intervenir pour réguler
le taux de prolifération ρ ou encore le tenseur de diffusion D(x) et les relier à
des facteurs comme la présence et la concentration de nutriments dans le tissu.
Ces modèles sont donc construits sur l’hypothèse que le mouvement des cel-
lules cancéreuses est assimilable à un phénomène de diffusion. Si cela semble
réaliste dans le cas de certains cancers, cette hypothèse est nettement moins
vérifiée dans le cas des métastases pulmonaires. Ces lésions sont en effet com-
pactes et l’interface entre le tissu sain et la tumeur est nette et bien définie,
comme on peut le voir sur les images de la Figure 1.7. La croissance de la
tumeur est à relier au mouvement passif des cellules sous l’effet de la proliféra-
tion : l’apparition de nouvelles cellules au sein d’un milieu déjà saturé pousse
vers l’extérieur les cellules environnantes et la tumeur grossit. La Figure 1.10
illustre ce phénomène dans un cas unidimensionnel.
configuration initiale mitose en cours fin de la mitose
Figure 1.10 – Déplacement des cellules lié à la prolifération, cas 1D.
Dans ce cas, il semble plus pertinent d’utiliser un modèle basé sur une




+∇ · (vT ) = ρT. (1.5)
Le terme ∇ · (vT ) traduit le transport des cellules tumorales à la vitesse v.
Cette vitesse est déterminée par ailleurs, en fonction des hypothèses de modéli-
sation, et peut par exemple incorporer le comportement mécanique des tissus.
De même que précédemment, on retrouve un terme de prolifération ρT . Dans
les travaux effectués durant cette thèse, on se limite à l’étude de modèles de
réaction-advection qui nous semblent plus pertinents pour décrire le compor-
tement des métastases pulmonaires.
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On vient de voir le principe de base de deux grandes classes de modèles
EDP pour la description de la croissance tumorale. De nombreux mécanismes
peuvent être intégrés dans ces modèles : angiogenèse, comportement mécanique
des tissus, distribution des nutriments, effet de thérapies... On peut alors ima-
giner des modèles de plus en plus complexes, comportant un grand nombre
d’équations et de variables mais aussi de paramètres. Si cette complexité doit
pouvoir permettre de raffiner la modélisation et donc potentiellement d’obtenir
un modèle très précis, il faut garder à l’esprit que plus le nombre de paramètres
sera important, plus il sera difficile de calibrer le modèle et de le personnaliser.
Il est donc important de garder à l’esprit la finalité du travail de modélisation
pour adapter la complexité du modèle. Dans notre cas, le but est réellement
d’apporter un outil utilisable cliniquement et donc à la fois précis et personna-
lisable à partir d’un nombre restreint de données. L’équilibre à trouver entre
la pertinence biologique du modèle et la simplicité de celui-ci sera donc une
des principales problématiques de ces travaux de recherche.
1.5 Environnement logiciel
L’ensemble des travaux présentés dans cette thèse a été mené à partir de
code développé au sein de l’équipe projet INRIA Monc. Les codes de simula-
tion numérique utilisés pour la résolution des systèmes d’équations aux dérivées
partielles sont basés sur les outils Elyse puis Cadmos mis au point par Olivier
Saut. Plus qu’une simple librairie, Cadmos fournit un environnement complet
destiné principalement à la mise en oeuvre de codes de simulation. Il rassemble
notamment une collection de solveurs 2D et 3D pour différents types d’équa-
tions. On retrouve par exemple des solveurs de transport (WENO 5, schéma
amont, Lax Wendroff) ou pour l’équation de Poisson qui sont directement uti-
lisés pour la simulation des systèmes d’équations aux dérivées partielles modé-
lisant la croissance des métastases pulmonaires, de même que les méthodes de
suivi d’interface. En plus de cela, Cadmos permet, entre autres, la gestion des
paramètres du modèle, du maillage ou encore des outils de lecture des fichiers
sources et d’écriture des résultats. L’ensemble est codé en C++ et l’utilisation
de l’approche orientée objet permet une modularité de l’outil et simplifie les
ajouts de fonctionnalités mais aussi l’utilisation.
La plupart des algorithmes utilisés ont été codés en C++ sauf certaines mé-
thodes d’optimisation, comme l’algorithme des essaims particulaires utilisé
pour calibrer le modèle, qui ont été programmés en langage ruby. Ce lan-
gage est plus simple et rapide à mettre en oeuvre bien que moins performant
d’un point de vue temps de calcul. Il a donc souvent été utilisé afin d’établir
des preuves de concept ou de tester certaines méthodes. Les courbes ont prin-
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cipalement été tracées à l’aide des logiciels Scilab et R.
Le logiciel Osirix a été utilisé afin de visualiser les examens médicaux mais
aussi de segmenter les tumeurs. L’export des données depuis Osirix se fait via
des fichiers au format xml. Ces fichiers sont ensuite convertis au format vtk
afin d’être lus par les codes de simulation. L’algorithme des forêts aléatoires a
aussi été entièrement codé en C++. La plupart des codes, notamment les codes
d’optimisation qui impliquent de nombreux calculs, sont compatibles avec une
utilisation parallèle en multi-thread.
Les calculs les plus lourds ont été menés sur des clusters de calculs dispo-
nibles depuis l’Université de Bordeaux. Il s’agit de la plateforme PlaFRIM et
des moyens de calcul mis à disposition par le Mésocentre de Calcul Intensif
Aquitain via le cluster Avakas.
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Chapitre 2
Étude d’un premier modèle de
croissance métastatique
Les travaux présentés dans ce chapitre ont fait l’objet de la publication des
articles [20] et [21].
2.1 Présentation du modèle
Notre objectif de base dans cette étude est de mettre au point un modèle
mathématique permettant de décrire la croissance de métastases au poumon.
La finalité est de pouvoir étudier des cas cliniques et donc de prendre en
compte certains types de traitement. Pour cela le modèle adopté devra tenir
compte du phénomène d’angiogenèse induit par la croissance tumorale dans
son stade de développement vasculaire. Nous souhaitons ainsi décrire, d’une
part le mécanisme par lequel la tumeur va se vasculariser, et d’autre part les
effets de cette néovascularisation sur la croissance de la métastase (apport de
nutriments et de dioxygène...). De plus, ce modèle devra être le plus simple
possible pour permettre, lors de la phase des études cliniques, un calibrage
simplifié sur les données médicales.
Pour la conception de ce modèle, les hypothèses biologiques prises en compte
sont les suivantes :
— Un seul type de nutriments ou facteur de croissance est considéré. Sa
concentration contrôle la prolifération mais aussi la mort des cellules.
— La quantité totale de nutriments disponible est proportionnelle à la
concentration de vaisseaux sanguins dans le tissu. On ne tient pas
compte de la diffusion des nutriments dans le tissu car elle est négli-
geable à l’échelle où on se situe.
— Le seul mouvement pris en compte est le transport passif des cellules
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résultant des variations du volume dues à la prolifération (ou à la mort)
cellulaire.
— Les cellules cancéreuses passent continuement du phénotype proliférant
à quiescent et on ne considère qu’une seule population de cellules can-
céreuses (voir les images de biopsie présentées en Figure 2.1).
trail.labex-univ-bordeaux.fr 
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Figure 2.1 – Extrait de biopsie d’une métastase pulmonaire issue d’une tu-
meur primitive à la thyroïde.
2.1.1 Hiérarchie de modèles spatiaux
Cette partie décrit les différents modèles qui ont été étudiés, du plus sim-
pliste au plus complet, et qui ont mené au modèle finalement adopté.
Premier modèle de croissance à une équation : Dans ce modèle on ne
considère qu’une population de cellules, les cellules tumorales dont la densité
est notée T . Ces cellules se déplacent par diffusion dans le tissu sain et se
divisent. On obtient l’équation suivante :
∂T
∂t





Si ce modèle a le mérite d’être simple, il comporte aussi de nombreux défauts.
Le premier est que rien n’assure que la densité de cellules soit bornée. Pour
palier cela, on introduit le modèle suivant.
2.1. PRÉSENTATION DU MODÈLE 47
Modèle à une équation avec terme logistique : On reprend le modèle
précédent mais on sature la croissance de T avec un terme logistique :
∂T
∂t
= ∇ · (D∇T ) + ρT (1− T )︸ ︷︷ ︸
prolifération logistique
.
Le terme de prolifération logistique permet de maintenir une densité de cellules
tumorales entre 0 et 1, la valeur 1 correspondant à un tissu saturé en cellules
cancéreuses.
Modèle avec loi de Darcy : Le modèle précédent reste trop grossier. En
particulier, la partie diffusive, si elle permet le déplacement des cellules, semble
inadapté. En effet, et comme on l’a vu en introduction, un modèle basé sur
une équation de diffusion semble peu réaliste pour décrire des métastases pul-
monaires. Les cellules tumorales se déplacent sous l’effet de l’augmentation
du volume de la lésion poussant les tissus alentour. C’est pourquoi le modèle
suivant met en œuvre un terme de transport.
∂T
∂t
+∇ · (vT ) = ρT (1− T ),
v = −∇π,
∇ · v = ρT (1− T ).
La vitesse v est calculée en utilisant une loi de Darcy, c’est à dire qu’elle dérive
d’une pression π. La dernière équation portant sur la divergence de la vitesse
permet de fermer le système et de calculer v. Elle est obtenue en utilisant une
équation de transport sur le tissu sain S = 1− T sans terme de prolifération.
Modèle avec angiogenèse : À la fin de la phase avasculaire de son déve-
loppement, la tumeur atteint une telle taille que son environnement immédiat
n’est plus capable de la fournir efficacement en nutriments pour lui permettre
de poursuivre sa croissance. Les cellules cancéreuses se mettent alors à émettre
des signaux chimiques tels que le VEGF (Vascular Endothelial Growth Fac-
tor) qui déclenchent le phénomène d’angiogenèse c’est à dire l’émergence d’une
néo-vascularisation irriguant la tumeur (voir [15] et [49]). La recherche est très
active sur ce phénomène et ce particulièrement pour mettre au point des trai-
tements, dits anti-angiogéniques, agissant sur ce levier. Comme la plupart des
métastases visibles sur les images médicales ont déjà atteint le stade vascula-
risé de leur développement, il est important de tenir compte de l’angiogenèse
pour tenter de modéliser leur croissance. L’étape suivante est donc de coupler
le modèle de croissance tumorale à un modèle d’angiogenèse. Pour cela, on doit
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ajouter de nouvelles variables comme la vascularisation et l’agent angiogénique
(de type VEGF). Il est aussi nécessaire de décrire les nouvelles dépendances
entre ces variables et la densité de cellules tumorales. On reprend le principe
du modèle avec loi de Darcy mais cette fois, on considère que les cellules tu-
morales peuvent se multiplier si les conditions sont favorables et mourir dans
le cas contraire :
∂T
∂t






∇ · v = (γp − γd)T.
On note M la densité de vascularisation. On peut donc considérer que cette
densité influe sur les valeurs de γp et γd. En effet, si M est insuffisant (c’est à
dire que la tumeur n’est pas correctement approvisionnée), l’environnement ne
sera pas forcément favorable à la multiplication des cellules cancéreuses (et γd
prendra le dessus sur γp). On peut quantifier cette notion d’apport suffisant par
la prise en compte d’un seuil d’hypoxieMth et modéliser les coefficients γp et γp
par des fonctions de type échelon (on préfèrera des tangentes hyperboliques à
des heavy sides classiques pour une meilleure régularité). La Figure 2.2 illustre
la transition entre le cas hypoxique (γd > γp) et le cas d’approvisionnement
suffisant autour de la valeur de Mth (2 dans le cas de la figure). Si M est au
dessus du seuil Mth la tumeur va donc proliférer, sinon les cellules cancéreuses
auront tendance à mourir. Le paramètre K est une constante de raideur qui
permet d’ajuster la pente de la phase de transition entre les deux états.
γp(M) = γ0





L’agent angiogénique, dont la densité est notée ξ, est a priori sécrété par
les cellules hypoxiques dont la densité est donnée par l’expression (1 − γp
γ0
)T .
Ces molécules sont consommées par les cellules endothéliales qu’elles attirent.
De plus, on peut considérer que l’agent angiogénique se répand dans les tissus





)T (1− ξ)︸ ︷︷ ︸
production
− λξM︸ ︷︷ ︸
consommation
+∇ · (β∇ξ)︸ ︷︷ ︸
diffusion
.
La sécrétion est saturée par le terme (1 − ξ) pour éviter une explosion de la
densité d’agent angiogénique ou prendre en compte la saturation du signal.





1 2 3 M
y = γp(M)
y = γd(M)
y = γp(M)− γd(M)
Figure 2.2 – Tracé des fonctions γp, γd ainsi que le taux d’évolution de la
densité γp − γd avec γ0 = 1,5, γ1 = 1, Mth = 2 et K = 1,5.
Pour décrire l’évolution de la vascularisation autour de la tumeur, on consi-
dère tout d’abord que la néovascularisation provient du tissu sain et suit le
gradient d’agent angiogénique (transport). D’autre part la tumeur dégrade
une partie de cette vascularisation.
∂M
∂t
= −ηTM︸ ︷︷ ︸
destruction par la tumeur
+ C0S(1−M)︸ ︷︷ ︸
production par le tissu sain
+∇ · (M∇ξ)︸ ︷︷ ︸
transport
.
Pour une modélisation plus poussée du phénomène d’angiogenèse, on pourra
se référer à l’article [23].
2.1.2 Modèle avec angiogenèse simplifié
Au paragraphe précédent, nous avons vu une hiérarchie de quelques modèles
spatiaux allant du plus simple à un modèle assez complexe. Étant donnée
notre problématique, le modèle retenu doit être pertinent biologiquement et
tenir compte des phénomènes clés de la croissance tumorale tout en restant
suffisamment simple pour être calibré (peu de paramètres, faible complexité en
terme de calcul). Pour cela, nous sommes partis du dernier modèle présenté,
et avons simplifié légèrement le modèle d’angiogenèse. Le modèle obtenu est
présenté ci-dessous.
Dynamique cellulaire et conservation de la masse : On utilise les
mêmes notations que précédemment. L’équation sur la densité de cellules tu-
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morales T est donnée par (2.1).
∂T
∂t
+∇ · (vT ) = (γp − γd)T, (2.1)
où v est la vitesse de transport. Les coefficients pour la prolifération et la mort
par hypoxie (manque de nutriments), γp et γd, sont donnés par les mêmes
équations (2.2) et (2.3) que dans le modèle précédent.
γp(M) = γ0





En plus des cellules cancéreuses, on tient aussi compte du tissu sain dont la
densité est notée S. On considère donc que les cellules saines sont transportées
à la même vitesse que T . Cependant, elles ne prolifèrent globalement pas ni
ne disparaissent. Plus précisément, à l’échelle du tissu et des durées que l’on
considère, la mitose et l’apoptose se compensent l’une l’autre et on a sur S une
équation de transport sans terme source (2.4).
∂S
∂t
+∇ · (vS) = 0. (2.4)
Comme on suppose que le tissu est saturé (cellules de volumes constants), la
somme des deux densités T et S vaut 1 (2.5) (voir [12]).
S = 1− T, (2.5)
En sommant (2.1) et (2.4) on obtient une équation sur v (2.6).
∇ · v = (γp − γd)T. (2.6)
Cela n’est pas suffisant pour calculer la vitesse de transport. Pour fermer le
système d’équations (voir [3]), on utilise une loi de Darcy dans l’équation (2.7) :
v dérive d’une pression (ou d’un potentiel) π dans le tissu.
v = −∇π. (2.7)
Cette formulation revient à dire que les cellules tumorales sont poussées vers
l’extérieur alors que si elles meurent, la tumeur se rétracte sur elle même. On
pourrait aussi utiliser une loi de comportement de type équation de Stokes pour
décrire la vitesse (voir [12]) mais cela compliquerait le modèle sans améliorer
grandement sa précision ou sa pertinence du point de vue mécanique.
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Angiogenèse : Le micro-modèle que nous avons utilisé est contenu dans les
équations (2.8) et (2.9). La variable scalaire ξ représente la quantité totale
d’agent pro-angiogénique dans le tissu. Ce facteur de croissance est sécrété






)Tdω, où Ω est le domaine de calcul, et évacué par l’organisme.
Contrairement au modèle précédent, ξ est ici une variable scalaire représentant
une quantité intégrale. Cela permet de simplifier le modèle tout en conservant
une description suffisante du phénomène d’angiogenèse. On perd tout de même








)Tdω − λξ. (2.8)
Comme on fait l’hypothèse que la quantité de nutriments disponible est pro-
portionnelle à la densité vasculaire, on amalgame ces deux notions en un champ
M que l’on appellera pour simplifier « vascularisation ». On peut aussi voirM
comme la capacité de l’environnement de la cellule à satisfaire ses besoins en
terme de nutriments. On peut rapprocher cette idée de celle de « carrying ca-
pacity »introduite dans le modèle EDO de Hahnfeldt [54]. La densité vasculaire
M est endommagée par les cellules tumorales est produite là où sont présentes





= −ηTM + βξ(1− γp
γ0
)T. (2.9)
Ainsi, ce modèle prend en compte d’importants mécanismes impliqués dans la
croissance tumorale tels que la prolifération, l’hypoxie ou encore l’angiogenèse.
De plus, il est relativement simple (on peut par exemple le comparer à celui
utilisé dans [22]) puisqu’on ne considère qu’un type de cellules cancéreuses et
qu’on ne tient pas compte du transport ou de la diffusion de la vascularisation.
Ce compromis nous permet de garder un modèle pertinent biologiquement et
suffisamment simple pour qu’on puisse espérer le calibrer efficacement.
Prise en compte des effets thérapeutiques : L’architecture du modèle
rend la prise en compte de différents types de traitements aisée. Les effets de
thérapies cytotoxiques et donc notamment des chimiothérapies peuvent être
simulés par l’ajout d’un terme de destruction dans (2.1) tel que −δT pour le
plus simple ou éventuellement −δMT si on veut prendre en compte le fait




+∇ · (vT ) = (γp − γd)T − δT. (2.10)
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Pour satisfaire à l’hypothèse de saturation des tissus, l’équation (2.6) est mo-
difiée comme suit :
∇ · v = (γp − γd − δ)T. (2.11)
On peut aussi prendre en compte un traitement de type anti-angiogénique
qui joue sur la production d’agent pro-angiogénique. On ajoute alors une fonc-









Si le traitement inhibe aussi les récepteurs de VEGF positionnés sur la mem-
brane des cellules endothéliales, on peut ajouter un terme correspondant dans
l’équation sur la vascularisation (2.9) :
∂M
∂t
= −ηTM + βξf(t)(1− γp
γ0
)T.
Dans les deux cas, on définit un indicateur thérapeutique à travers la fonction
f définie ci-dessous :
f(t) =
1 sans traitement,< 1 avec traitement.
2.2 Simulation du modèle et résultats numé-
riques
Cette partie présente l’implémentation numérique du modèle mathéma-
tique mis au point pour ce travail. C’est une étape primordiale puisqu’elle doit
nous permettre de valider le comportement du modèle. D’un point de vue pro-
grammation, des tests ont été effectués sous Scilab en amont, puis le modèle a
été implémenté en C++ via la plateforme de calcul scientifique eLYSe dans un
premier temps, puis la librairie Cadmos. Celle-ci contient une collection de sol-
veurs dédiés aux différents types d’équations que l’on peut rencontrer (solveur
de transport, solveur de diffusion...). Cela permet de simuler une équation de
façon simple et modulaire.
2.2.1 Méthodes de simulation numérique
La première étape ici est le choix du maillage. On adopte une grille car-
tésienne basique qui correspond à la distribution des intensités sur une image
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médicale pour la discrétisation en espace. Le nombre de mailles choisi dépend
en partie de la qualité et de la définition des images médicales dont nous dis-
posons, mais aussi de la précision numérique et des temps de calcul induits.
Compte tenu de ces différentes considérations, la plupart des simulations pré-
sentées dans ce qui suit ont été réalisées sur des maillages de taille 200 × 200
en 2D et 100×100×100 en 3D. Pour des raisons de simplicité par rapport aux
schémas numériques utilisés, les grandeurs telles que la pression π et les densi-
tés cellulaires (T et S) ou de vascularisation (M) sont données aux centres des






Figure 2.3 – Présentation d’une maille de la grille cartésienne dans le cas
2D. La vitesse de transport v = (vx,vy) est calculée aux bords de la maille ; la
composante en x sur les côtés verticaux de la maille et la composante en y sur
les côtés horizontaux. Les autres variables (T , S, γp, γd,M et π), matérialisées
par la lettre ρ, sont positionnées aux centres des mailles.
Les différentes équations du système EDP étudié sont traitées comme suit :
Initialisation :
— On connait la répartition initiale des cellules tumorales T (t = 0) (ex-
traite du premier examen, voir paragraphe 2.2.2), et on connait donc
aussi S(t = 0) = 1− T (t = 0).
— On initialise la vascularisation en se basant sur l’hypothèse simplifica-
trice développée au paragraphe 2.3.2
M(t = 0) = S(t = 0) + 0,8× T (t = 0),
de même, on prend arbitrairement ξ(t = 0) = 0,1.
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— À partir de cela, on calcule les valeurs initiales des champs γp, γd ainsi
que la divergence de v.
Itérations : passage du temps tn à tn+1
— On estime la pression et la vitesse en résolvant le système composé des
équations (2.6) et (2.7).
— On calcule une valeur approchée de T (tn+1) (puis de S(tn+1)) à partir
de l’équation (2.1) en utilisant les valeurs v(tn+1), γp(tn) et γd(tn).
— On met ensuite à jour les valeurs de γp et γd puis ξ et M (en utilisant
les équations (2.8) et (2.9).
Dans la thèse de Jean-Baptiste Lagaert ([44]), une discrétisation plus fine
est utilisée, elle ne semble pas nécessaire dans notre cas (et elle est plus coû-
teuse).
Afin de suivre la trame présentée précédemment, il faut mettre en oeuvre
différents schémas numériques permettant une résolution approchée des équa-
tions du système EDP. Les deux principales difficultés d’un point de vue numé-
rique, qui seront davantage détaillées par la suite, sont la résolution de l’équa-
tion d’advection (2.1) d’une part, et la résolution de l’équation de Poisson
découlant du système sur la vitesse (2.6) et (2.7) d’autre part. Les équations
(2.8) et (2.9) ne présentent pas de difficultés particulières et ne seront donc
pas détaillées. Pour les équations du type ∂X
∂t
= aX, nous utilisons un schéma
exponentiel classique. De façon générale, les différents termes des équations
sont traités séparément (méthodes de splitting de Strang, voir [44]).
Schéma de transport pour la densité de cellules tumorales
L’équation d’advection (2.1) est l’élément central du système d’équations
aux dérivées partielles puisqu’elle régit l’évolution des cellules tumorales. Ici
on s’intéresse uniquement à l’équation d’advection sans second membre :
∂T
∂t
+∇ · (vT ) = 0,
la partie prolifération étant gérée indépendamment dans un second temps. On
peut développer le terme de divergence, on obtient alors :
∂T
∂t
+ v · ∇T = −T∇ · v.
D’après l’équation (2.6), on a l’expression ∇ · v = (γp − γd)T que l’on peut
injecter dans l’expression précédente. On obtient :
∂T
∂t
+ v · ∇T = −(γp − γd)T 2.
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Ici encore le terme de droite peut être vu comme un terme source et traité à




+ v · ∇T = 0.
La méthode utilisée pour la résolution de cette équation est basée sur un
schéma WENO (weighted essentially non-oscillatory) d’ordre 5 de type vo-
lumes finis avec des conditions aux bords de Dirichlet (T = 0 sur les bords
du domaine de calcul). Pour plus de détails, on pourra consulter [37] ou [65].
Ce type de schéma permet de minimiser les phénomènes de perte de masse ou
encore de diffusion numérique.
Le passage du temps n au temps n+1 pour la densité de cellule (2.1) est donc
finalement géré selon le splitting suivant :
— Calcul d’un champ intermédiaire T temp en appliquant la résolution de
l’équation de transport sans second membre à T n pendant l’intervalle
de temps dt,
— Résolution de la partie réaction (schéma exponentiel) à partir de T temp
pendant dt pour obtenir T n+1 (sans traitement) :
T n+1 = T temp × e(γp−γd)dt.
Schéma numérique pour l’équation de Poisson
À partir des équations (2.6) et (2.7), on obtient une équation de Poisson
sur la pression π :
∆π = −ΓT, (2.12)





. On discrétise alors les dérivées spatiales en utilisant des
différences finies centrées. Il vient, en notant δx et δy les pas d’espace,
πi+1,j − 2πi,j + πi−1,j
δx2
+ πi,j+1 − 2πi,j + πi,j−1
δy2
= −Γi,jTi,j. (2.13)
Il s’agit là du schéma 5 points classique pour le Laplacien. La pression est
déterminée à une constante près, on considère donc qu’il s’agit d’une pression
relative et on la fixe à 0 loin de la tumeur, ce qui revient à imposer une condition
aux limites de Dirichlet (pression nulle aux bords). On peut ainsi calculer le
champ de pression π et en déduire la vitesse v.
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2.2.2 Utilisation des images médicales dans le code de
simulation
Afin d’utiliser notre modèle ainsi que le code de simulation évoqué précé-
demment, il faut extraire les données utiles des images médicales dont nous
disposons. Ici nous utilisons des extraits de CT-scans (CT : computerized to-
mography), on y observe directement la densité des tissus. La procédure expli-
citée dans le paragraphe qui suit correspond au cas de simulations 2D mais le
principe est le même pour les cas 3D (sauf qu’il n’est plus nécessaire de choisir
une coupe).
Dans un premier temps, il faut segmenter la tumeur, c’est à dire dessiner sur
l’image médicale la frontière entre la tumeur et les tissus sains dans une coupe
pertinente préalablement choisie par le médecin. Cette phase de segmentation
est primordiale et particulièrement sensible puisqu’on estime que l’erreur re-
lative inter-opérateurs sur les surfaces peut atteindre 12%. Ce chiffre est issu
d’une étude comparant les segmentations de plusieurs lesions par 20 opérateurs
(médecins ou membres de l’équipe de recherche). On utilise le logiciel Osirix
pour la visualisation et la segmentation de la tumeur (voir Figure 2.4).
(a) Image avant segmentation (b) Segmentation de la tumeur
Figure 2.4 – Segmentation de la tumeur : à gauche l’image médicale avant la
segmentation, à droite, l’image avec la segmentation de la tumeur.
La segmentation obtenue suite à l’étape présentée en Figure 2.4b se présente
comme un polygone. On peut exporter la liste des points qui le composent sous
la forme d’un fichier xml. On reconstruit le masque de la tumeur (voir Figure
2.5a). Ensuite on récupère les pixels sous la forme de niveaux de gris contenus à
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l’intérieur du masque. L’échelle de gris est re-normalisée entre 0 pour les zones
les moins denses (intérieur des bronches) et 1 pour les zones les plus denses et
on obtient ainsi la densité de cellules tumorales T (Figure 2.5b).
(a) Masque de la tumeur (b) Densité de cellules tumorales T
Figure 2.5 – Traitement des données extraites de la segmentation : à gauche
le masque de la tumeur (format vtp) et à droite le champ T reconstruit (format
vtk) avec lissage des bords. Pour le champ T l’échelle va de 1 en rouge à 0 en
bleu.
Il peut être judicieux de garder une certaine marge entre les bords de la
tumeur et ceux du domaine de calcul. Cette marge est évaluée empiriquement
en fonction de la croissance maximale attendue pour la tumeur. De même, le
bord de la tumeur peut être régularisé tout en conservant la masse (c’est le cas
sur la Figure 2.5b) afin d’éviter des problèmes numériques liés à une variation
spatiale trop rapide (gradient élevé) de T .
2.2.3 Premiers résultats de simulations
Voici deux résultats de simulation (Fig.2.6 et Fig.2.7) qui représentent l’évo-
lution de la densité de cellules tumorales à partir d’une donnée initiale issue
d’un scanner de patient.
Les paramètres ayant servi pour ces simulations sont présentés dans le Ta-
bleau 2.1.
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(a) t=0 (b) t=2,5 (c) t=5
Figure 2.6 – Simulation 1 : évolution de la densité de cellules tumorales,
maillage 200× 200
(a) t=0 (b) t=2,5 (c) t=5
Figure 2.7 – Simulation 2 : évolution de la densité de cellules tumorales,
maillage 200× 200
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paramètre simu. 1 simu. 2






Seuil d’hypoxie 0,85 0,8
Table 2.1 – Paramètres utilisés pour les simulations présentées en Figures 2.6
et 2.7.
2.3 Calibration du modèle : problème inverse
2.3.1 Objectifs
L’objectif principal de ces travaux est, rappelons-le, de pouvoir être appli-
cables à des cas cliniques pour, à terme, constituer une aide aux médecins. Nous
avons un modèle qui semble pertinent et reproduit des dynamiques d’évolution
comparables à celles observées cliniquement. Cependant ce modèle comporte
un nombre important de paramètres qu’il convient de déterminer pour chaque
tumeur étudiée. C’est pourquoi il est crucial de savoir calibrer le modèle étant
donné un nombre très limité d’informations sur la métastase. En pratique,
les médecins disposent d’un certain nombre d’images médicales (scanner par
exemple) pour chaque métastase plus ou moins espacées dans le temps. À
partir de ces données cliniques, il faut résoudre un problème inverse qui va
avoir pour but de déterminer quel(s) jeu(x) de paramètres nous permet(tent)
d’approcher au mieux le comportement de la métastase avec notre modèle.
Ce problème inverse est généralement mal posé, ce qui fait qu’il peut n’y
avoir aucune solution satisfaisante comme il peut y en avoir plusieurs, voir
une infinité. Toujours est-il que plus on a d’informations à notre disposition,
meilleures sont nos chances d’aboutir à une solution correcte. Une condition
nécessaire pour pouvoir tenter de résoudre le problème inverse est de disposer
de deux images (ou snapshots) de la tumeur en deux instants distincts. La
première servira de condition initiale pour la simulation du modèle alors que
la deuxième (et éventuellement les suivantes) sera utilisée pour la calibration
à proprement parler.
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2.3.2 Premières hypothèses simplificatrices
Les inconnues et paramètres du problème sont nombreux. Ainsi, on compte
9 paramètres scalaires : α, β, γ0, γ1, η, λ, Mth, K et la valeur initiale de la
quantité d’agent pro-angiogénique ξ0. Le paramètreK n’est rien d’autre qu’une
constante de raideur utilisée pour décrire la transition hypoxique, on fixe arbi-
trairement sa valeur à 5. On fixe de même la valeur initiale de ξ, par exemple
à 0,1 considérant qu’à l’instant initial, le processus d’angiogenèse est déjà en-
gagé. De plus, l’effet de la variable ξ est contrôlé par le paramètre β dans
l’équation sur la vascularisation. On peut ainsi considérer que β et ξ0 sont liés
et ainsi fixer l’un des deux.
De plus, il faut initialiser les champs T et M . La valeur initiale de la densité
de cellules tumorales T0 provient directement de la première image médicale
dont nous disposons. On fait l’hypothèse que la densité de vascularisation est
constante dans le tissu sain d’une part, et dans la tumeur d’autre part, on a
donc M0 = a × T0 + b × S0 (sachant que S0 = 1 − T0). On remplace donc
l’indétermination sur un champ bi-dimensionnel par deux inconnues scalaires.
On considère que le tissu sain n’est pas hypoxique, soit b > Mth. De plus, la
néo-vascularisation tumorale provient du tissu sain et on suppose qu’à l’instant
initial la tumeur n’est pas complètement vascularisée (début de la phase vascu-
laire). On fait par conséquent l’hypothèse que la tumeur est moins vascularisée
que le tissu sain soit a < b. Comme le phénomène d’hypoxie est modélisé à
partir de fonctions seuil, seule importe réellement la position relative de a, b
et Mth. On fixe arbitrairement a = 0,8 et b = 1 et on garde Mth libre que l’on
fera varier autour de la valeur de a pour décrire à la fois les comportements
hypoxiques et non-hypoxiques de la tumeur.
Après ces premières considérations, il reste 7 paramètres scalaires à déterminer
pour calibrer le modèle : α, β, γ0, γ1, η, λ et Mth.
2.3.3 Analyse de sensibilité
Pour tenter de simplifier davantage le problème inverse, on a procédé à
une analyse de sensibilité sur le modèle dans le but de déterminer si certains
paramètres sont moins influents que les autres sur les résultats des simulations.
Dans notre cas, cela pourrait signifier que les intervalles de variation pour les
paramètres les moins sensibles ont été mal choisis ou encore qu’on peut tout
simplement fixer ces paramètres à des valeurs nominales. Pour cette analyse,
nous avons utilisé la méthode de Morris (voir [51]). Pour chaque paramètre pi,
on considère l’effet élémentaire de sa variation sur le résultat de la simulation
comme une variable aléatoire notée Vpi . Plus précisément, ici on regarde les
variations de la masse finale de la tumeur induites par des perturbations des
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paramètres. Ainsi l’expression
∫




est une réalisation de Vpi , où (p1,...,pk) est le jeu de paramètres et tf le temps
final de simulation (dans notre cas, on a utilisé tf = 4). On calcule un esti-
mateur de la moyenne mpi et de l’écart-type Spi de chaque variable Vpi . Les
points correspondant sont placés dans un plan (m,S).
Cette méthode qualitative est bien adaptée à notre problématique puisqu’elle
nous fournit un moyen visuel de comparer entre elles les influences des diffé-
rents paramètres sur les simulations du modèle. De plus, il s’agit d’une méthode
globale d’analyse de sensibilité puisqu’elle ne dépend pas d’un choix de jeu de
paramètres initiaux (voir Table 2.2). Les intervalles de valeurs utilisés pour les
paramètres ont été déterminés empiriquement pour que le domaine ainsi défini
contienne les comportements intéressants, c’est à dire proches de ce que l’on
observe cliniquement. Les résultats de l’analyse présentés Figure 2.8 sont basés
sur environ 200 simulations du modèle.
paramètre intervalle de variation







Table 2.2 – Espace de paramètres utilisé pour l’analyse de sensibilité.
Plus le point est loin de l’origine du repère, plus le modèle est sensible
au paramètre correspondant. De plus, si l’écart-type est grand, cela signifie
que la dépendance du modèle au paramètre est non-linéaire ou qu’il y a des
interactions croisées avec d’autres paramètres. Dans notre cas, le paramètre
le plus influent est γ0 ce qui n’est pas étonnant vu qu’il contrôle la croissance
exponentielle de la tumeur. Au contraire, le modèle n’est quasiment pas sensible
aux variations de α et β dans les intervalles de variation que l’on considère.
On peut donc envisager de les fixer pour simplifier le problème inverse.
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Figure 2.8 – Analyse de sensibilité sur le modèle de croissance tumorale par
la méthode de Morris : effet de chaque paramètre sur le volume final de la
tumeur.
2.3.4 Résolution du problème inverse et optimisation
On se donne une fonction coût des paramètres qui représente l’erreur L2
entre l’observable (c’est à dire les images médicales ou snapshots de la méta-








Ensuite, on utilise une méthode d’optimisation classique de type gradient (voire
une métaheuristique comme par exemple un algorithme génétique) pour trou-
ver le minimum de fobj. On contraint ce problème de minimisation en imposant
des bornes à l’espace des paramètres parcouru lors de l’optimisation. On peut
en effet cibler à partir d’observations simples (volume final de la tumeur...)
certaines plages de variation crédibles pour les différents paramètres. Plus cet
espace sera restreint et plus on peut espérer converger rapidement vers une
bonne solution. La fonction objectif peut avoir plusieurs minima dans l’espace
des paramètres étudié et un algorithme de descente risque de rester bloqué sur
un minimum local. Si elles sont plus complexes à implémenter et parfois plus
couteuses en calcul, les métaheuristiques peuvent permettre d’éviter ce genre
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de soucis.
On s’aperçoit assez vite que l’utilisation d’une telle fonction objectif a ses li-
mites. En effet, si la tumeur est positionnée différemment entre deux images
médicales (rotation, problèmes de recalage de l’image...), l’erreur L2 va être
grande même si les tumeurs sont semblables (même forme générale, même
masse...). Pour cela, on ajoute à la fonction objectif, une comparaison entre

















Les paramètres a et b servent à pondérer la prise en compte de la norme L2
et des masses. On pourrait aussi ajouter un terme de régularisation sur les
paramètres, comme par exemple la somme de leurs carrés.
Méthode des sensibilités : On se donne un jeu de paramètres de départ,
et on se déplace de manière itérative dans l’espace des paramètres admissibles
à partir de cette condition initiale. Le déplacement entre l’itéré n et l’itéré
n+1 se fait en suivant la direction opposée au gradient de la fonction objectif
comme suit :










fobj(p1,...,pi + εi,...,pk)− fobj(p1,...,pi,...,pk)
εi
.
Le pas α est ici constant mais il peut être optimisé (variante du gradient à pas
optimal).
Algorithme génétique : Cette méthode métaheuristique bio-inspirée se
base sur l’adaptation algorithmique d’une méthode d’optimisation naturelle :
la Théorie de Darwin. Ici un individu représente un jeu de l’espace des pa-
ramètres admissibles (un k-uplet). On les compare selon la même fonction
objectif fobj donnée en (2.15). À chaque itération (ou génération) les individus
sont sélectionnés en fonction de leur valeur de fobj (équivalent de la sélec-
tion naturelle) puis croisés entre eux (reproduction). C’est à dire que les jeux
de paramètres sont mélangés, les meilleurs individus ayant plus de chance de
transmettre leur patrimoine mais sans écarter nécessairement les moins perfor-
mants. Lors de cette étape de mise à jour de la population, un paramètre peut
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être modifié sans raison précise, il s’agit d’une «mutation spontanée » qui est
un élément clé de la Théorie de l’Évolution et de l’efficacité de l’algorithme.
Algorithme des essaims particulaires : Ici encore, il s’agit d’une méta-
heuristique inspirée par des phénomènes naturels notamment le déplacement
des vols d’oiseaux. Chaque « particule» est un point de l’espace des paramètres
initialement tiré aléatoirement. Au fil des itérations, les particules se déplacent
dans l’espace pour minimiser leur valeur de fonction coût. Ces déplacements
se font en fonction de trois critères :
— la meilleure position passée de la particule (position pour laquelle la
particule avait la plus petite valeur de fonction coût),
— la meilleure position connue pour l’ensemble des particules,
— l’inertie de la particule, c’est à dire sa résistance au mouvement.
Une fois ces différentes composantes paramétrées, cette méthode de minimi-
sation permet une fouille efficace de l’espace des paramètres du modèle puis-
qu’elle permet d’éviter de tomber dans des minima locaux.
En pratique, on utilise souvent une stratégie mixte. On lance tout d’abord
un algorithme génétique ou plus simplement une méthode de Monte Carlo (ti-
rages aléatoires dans l’espace des paramètres). Le résultat de cette première
étape est affiné par la suite à l’aide d’un algorithme de type gradient.
Quelle que soit la méthode d’optimisation adoptée, la résolution du problème
inverse nécessite un grand nombre d’évaluations de la fonction objectif, soit au-
tant de simulations du modèle (k+1 par itération pour l’algorithme du gradient
et autant que d’individus par itération pour l’algorithme génétique). Ainsi on
peut vite atteindre des temps de calcul très importants, surtout si on souhaite
utiliser un maillage relativement fin et se laisser la possibilité de traiter des
cas en trois dimensions. C’est pour répondre à cette problématique et alléger
les calculs que nous avons mis en place un modèle réduit par POD.
2.4 Proper Orthogonal Decomposition (POD)
2.4.1 Principe de la méthode
La Décomposition Orthogonale aux valeurs Propres ou POD ([38, 39]) est
une méthode permettant de simplifier la résolution d’un système d’équations
aux dérivées partielles en l’approximant par un système de dimension infé-
rieure. Pour cela, on cherche à séparer les variables en temps et en espace,
c’est à dire que si l’on considère une variable u(X,t), on souhaite déterminer
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ai(t)Φi(X) + ε (2.16)
Où ε est le plus petit possible.
La méthode POD, telle que nous l’utilisons, s’appuie sur l’exploitation d’une
base de données qui contient des snapshots (Si)i représentant des captures, à
un instant donné, de comportements possibles de la variable que l’on souhaite
décomposer. C’est à partir de cette base de données qu’on extrait les fonctions
Φi, ou modes POD. Celles-ci sont prises comme formant une base orthonormée
de l’espace vectoriel engendré par les snapshots (espace de dimension d). Une
caractéristique supplémentaire est que la projection tronquée de u sur la base










Cette propriété est très intéressante puisqu’elle nous permet d’utiliser un nombre
limité de modes tout en gardant une représentation relativement fidèle de la
solution.
2.4.2 Obtention du la formulation POD
On considère X = (x1,...,xn) la matrice des échantillons ou snapshots de
la variable x. Chaque vecteur colonne de X, noté xi ∈ Rm,∀i ∈ (1,2,...,n),
correspond à une réalisation de x de dimension m. La matrice X est donc de
taille m× n.
Dans le cas qui nous intéresse, on a m ≥ n. C’est à dire qu’a priori la dimen-
sion des xi est plus grande que le nombre de snapshots. Concrètement, les xi
vont être les images de la tumeur mises sous forme de vecteurs et leur taille m
correspond donc au nombre de voxels de l’image.
La matrice tXX ∈ Rn×n correspondant à la matrice d’autocorrélation des snap-
shots xi est semi-définie positive par définition. On note ses valeurs propres
(toutes positives ou nulles) de la manière suivante :
λ1 ≥ λ2 ≥ ... ≥ λr > λr+1 = ... = λn = 0.
On note de même v1,v2,...,vn les vecteurs propres de tXX associés à ces valeurs
propres et σi =
√
λi,∀i ∈ (1,2,...,n), les valeurs singulières de X.
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Décomposition aux valeurs singulières (SVD) de X : Soit V = (V1,V2)
où V1 = (v1,...,vr) et V2 = (vr+1,...,vn) la matrice ayant pour colonnes les vec-
teurs propres de tXX. La matrice V est une matrice orthonormale de Rn×n
(les vi forment une base orthonormale de Rn).
tXXV = tXX(v1,...,vn) = (tXXv1,...,tXXvn) = (λ1v1,...,λnvn)
Car les vi sont les vecteurs propres de tXX associés aux valeurs propres λi.

























où Σ2r = diag(σ21,...,σ2r) est la matrice des valeurs propres strictement positives
de la matrice d’autocorrélation tXX et les blocs 0 sont des matrices rectangu-
laires aux bonnes dimensions.
Pour la suite, on pose U1 = XV1Σ−1r avec Σ−1r = diag(σ−11 ,...,σ−1r ), U1 ∈ Rm×r.





Σ−1r = Ir (2.17)
De (2.17), on déduit que les colonnes de U1 sont orthonormales une à une
(U1 = (u1,...,um)). Par application du théorème de la base incomplète, il existe
m-r vecteurs de Rm que l’on notera ur+1, ... , um tels que la famille de vecteurs
(u1, ... , um) forme une base orthonormée de Rm. On note U = (U1,U2) avec
U2 = (ur+1,...,um). La matrice U ainsi définie est une matrice orthonormée de
taille m×m.
Regardons la matrice tUXV :










Calculons les différents termes de cette matrice :
tU1XV1 = t(XV1Σ−1r )XV1 = tΣ−1r tV1tXXV1︸ ︷︷ ︸
Σ2r
= Σr,
tU1XV2 = tΣ−1r tV1 tXXV2︸ ︷︷ ︸
0
= 0,
tU2XV1 = tU2(XV1)(Σ−1r Σr) = tU2(XV1Σ−1r )Σr = tU2U1︸ ︷︷ ︸
0 car U est orthonormale
Σr = 0.
Pour l’étude du dernier terme, à savoir tU2XV2, repartons du constat que
tXXV2 = 0 (car les colonnes de V2 sont les vecteurs propres de tXX asso-
ciés à la valeur propre 0). On multiplie à gauche par tV2 :
tV2




















La formulation ci-dessus (2.18) est la décomposition aux valeurs singulières,
ou SVD, de X. Plus précisément, et ce sera utile par la suite, on note que
∀i ∈ (1,...,n),Xvi = σiui et tXvi = σiui. Les vecteurs ui et vi sont appelés
vecteurs singuliers respectivement à gauche et à droite de X et sont vecteurs
propres respectivement deX tX et de tXX associés aux valeurs propres λi = σ2i .
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Obtention de la base POD à partir de l’expression SVD de X : On
cherche à exprimer la base de décomposition POD de X à partir de la SVD.
Pour cela, on part de l’expression(2.18) or on ne sait pas expliciter l’intégralité
de la matrice U . On peut réduire l’expression SVD de X en remarquant que
l’utilisation de r modes propres suffit. On a donc :
X = U1ΣrtV1. (2.19)
On a, par définition de U1 :





































La formule (2.20) donne l’expression des modes POD où, rappelons-le, xj est
le jème snapshot de la variable x, λi est la ième valeur propre non nulle de la
matrice d’autocorrélation tXX des snapshots et vi(j) est la jème composante du
ième vecteur propre de tXX. Les modes POD sont donc les vecteurs singuliers
à gauche de X.
On part maintenant de l’expression (2.19) et on cherche à obtenir la pro-
jection sur les modes POD ui.
ΣrtV1 =

σ1v1(1) · · · σ1v1(n)
... . . . ...
σrvr(1) · · · σrvr(n)
 ,
X = U1ΣrtV1 = U1

σ1v1(1) · · · σ1v1(n)
... . . . ...
σrvr(1) · · · σrvr(n)
 ,
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ainsi




On a donc la décomposition de x sur la base POD :






axik uk, où axik = σkvk(i). (2.21)
La base des modes POD (u1,...,ur) est une base orthonormée, on s’attend
donc à pouvoir écrire les coefficients de projection axik comme produits scalaires
de xi avec ces vecteurs de base.





























On retrouve bien par projection sur les modes POD, l’expression des coeffi-
cients axik trouvée en (2.21).
Optimalité de la base de décomposition : Soit ϕ1,ϕ2,...,ϕm ∈ Rm une




jϕj où cij =
tϕjxi.
On tronque la projection de xi en ne conservant que les l ∈ (1,...,m) premiers
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tXϕj = ‖tXΦm−l‖2F ,
où Φm−l = (ϕl+1,...,ϕm) et ‖.‖F est la norme de Frobenius pouvant être définie







On cherche les vecteurs de base (ϕi)i=1,...,m minimisant cette erreur et tels que










Pour résoudre ce problème de minimisation sous contraintes, on introduit les











On dérive ensuite par rapport à ϕj :
∀j ∈ (l + 1,...,m), ∂L
∂ϕj




= 2X tXϕj − 2Φm−lwj,
où wj = t(wl+1,j,...,wm,j). En reprenant cette expression sous forme matricielle,
avec Wm−l = (ul+1,...,um), on obtient :
∂L
∂Φm−l
= 2X tXΦm−l − 2Φm−lWm−l,
puis en annulant la dérivée, il reste :
X tXΦm−l = Φm−lWm−l. (2.23)
On multiplie (2.23) à gauche par la matrice tΦm−l :
Wm−l = tΦm−lX tXΦm−l.
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On note donc que Wm−l est une matrice semi-définie positive de R(m−l)×(m−l).
Il existe donc une matrice orthogonale P telle que :
Λ = tPWm−lP = tP tΦm−lX tXΦm−lP,
où Λ est une matrice diagonale. On multiplie (2.23) à droite par P :
X tXΦm−lP = Φm−lP tPWm−lP
= Φm−lPΛ.
De l’équation ci-dessus, on déduit que les éléments diagonaux de Λ sont des
valeurs propres λi de X tX, et la matrice Φm−lP a pour colonnes les vecteurs
propres de X tX correspondant aux λi. Il s’agit donc, comme on l’a vu précé-
demment, des vecteurs singuliers à gauche de X (ui)i∈(1,...,m).
Pour la suite on utilise le théorème suivant :
Théorème . Soient A ∈ Rn×m, Q ∈ Rm×m une matrice orthogonale et ‖.‖F











tr(AtA) car Q est orthogonale
=
√
tr(tAA) = ‖A‖F .
Reprenons l’expression de l’erreur, par application du précédent théorème,
P étant orthogonale :
ε2(l) = ‖tXΦm−l‖2F = ‖tXΦm−lP‖2F








On a donc bien montré que l’optimalité de la décomposition au sens du pro-
blème de minimisation (2.22) est atteinte pour la base POD de X (ui)i=1,...,m
et on a de plus établi la valeur de l’erreur de troncature sur l’ensemble des
snapshots.
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2.5 Modèle réduit par POD et simulations
Dans cette partie, nous allons expliciter l’utilisation de la POD dans notre
cas.
2.5.1 Modèle réduit
La Décomposition Orthogonale aux valeurs Propres permet, comme on l’a
vu, de réduire la dimension d’un problème ou plutôt d’approximer un système
par un système réduit de dimension moindre. Ici, nous souhaitons utiliser cette
méthode afin de simplifier le modèle EDP (2.1) à (2.9), la visée finale étant
de réduire au maximum les temps de calcul tout en gardant une précision
suffisante pour l’utilisation du modèle sur des cas concrets.
Lorsqu’on résout le système direct, on se rend vite compte que les équations
les plus couteuses du point de vue de la résolution sont l’équation sur la densité
de cellules métastatiques (2.1) et le système de Darcy (2.7) et (2.6). C’est
pourquoi on choisit de décomposer les variables T et π.
Pour cela, on a vu la nécessité de disposer d’une base de snapshots représen-
tant les comportements admissibles des variables. Cette base est donc générée
une fois pour toutes. On discrétise tout d’abord l’espace des paramètres Π :
si l’on considère que notre modèle comporte, en absence de traitement, six
paramètres indépendants (α, β, γ0, γ1, η et λ), alors Π est inclus dans R6. Les
plages de variations de chaque paramètre sont établies de façon empirique et
en fonction du type de comportement que l’on veut pouvoir reproduire. Une
fois la base de snapshots obtenue, on calcule les modes d’après la procédure
explicitée à la partie précédente.
Soient ΦTi et Φπi les modes propres respectifs de T et π. On notera de même
nT et nπ le nombre de modes utilisés pour ces deux décompositions. On fait
donc l’approximation T = ∑nTi=1 aTi (t)ΦTi (x,y) et π = ∑nπi=1 aπi (t)Φπi (x,y).
POD sur la densité de cellules tumorales T :
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Puis on projette cette expression sur les modes propres de T, ceux-ci formant
une base orthonormée de l’espace vectoriel engendré par les snapshots. On




























ΓΦTi −∇ · (vΦTi ),ΦTj
〉
. (2.24)
POD sur la pression π :
En composant les équations 2.7 et 2.6 on obtient :
−∆π = ΓT.




aπj ∆Φπj = ΓT.
Enfin on projette cette équation sur les modes de π (base orthonormée) afin








= 〈ΓT,Φπi 〉 . (2.25)
2.5.2 Mise en place du schéma numérique
Les but de cette partie est de décrire le schéma numérique utilisé pour
approcher les solutions du système réduit décrit précédemment.
Conditions initiales :
Pour chaque variable du problème, on se fixe des conditions initiales. Pour
trouver les valeurs à t=0 des coefficients POD de T, on projette T(t=0) (donnée
du problème) sur la base (ΦTi )i. En ce qui concerne les coefficients aπi , leur
calcul étant issu d’une simple résolution de système linéaire, leur connaissance
à l’instant initial est inutile.
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Ensuite, on prend :
— S(t = 0) = 1− T (t = 0) ;
— M(t = 0) = aS + bT (avec a ≥Mth) ;
— ξ(t = 0) = 0,1 ;
— Les variables γp et γd sont initialisées à partir des expressions (2.2) et
(2.3).
— La pression et la vitesse initiales (π(t = 0) et v(t = 0)) sont calculées à
partir de T (t = 0) et des équations (2.7) et (2.6).
Schéma numérique :
On décrit ici, pour chaque variable du problème, le passage du temps t au
temps t+ dt.









ΓΦTi −∇ · (vΦTi ),ΦTj
〉
.
On peut noter que, ∇ · (vΦTi ) = (∇ · v)ΦTi + v · ∇ΦTi , or d’après l’équation









ΓΦTi (1− T )− v · ∇ΦTi ,ΦTj
〉
.
Notons (aTi )n la valeur de aTi à l’instant tn = t0 + n.dt (dans le cas où le
pas de temps est constant) et Mn la matrice de composantes Mn(i,j) =〈
ΓnΦTj (1− T n)− vn · ∇ΦTj ,ΦTi
〉
. On utilise un schéma de Crank-Nicholson
pour le passage de tn à tn+1. En écriture matricielle et en notant ATn le vecteur










Les valeurs des coefficients au temps tn+1 sont donc calculées par résolution
du système linéaire (2.26).
La matrice Mn doit être recalculée à chaque pas de temps, cependant, cer-
taines parties du calcul concernant les modes propres peuvent être effectuées
un fois pour toutes (notamment les ∇Φi).
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Une fois que les coefficients (aTi )n+1 sont identifiés, on peut calculer T n+1
(qui sera utile par la suite) avec la formule de décomposition sur les modes
propres : T n+1 = ∑nTi=1(aTi )n+1ΦTi .
mise à jour des variables non réduites : Maintenant qu’on dispose de la
valeur à jour de la densité de cellules tumorales, on peut recalculer les divers
champs et variables du problème (les calculs des coefficients aπi et de la vitesse
seront cependant détaillés dans le paragraphe suivant).
tissu sain : Sn+1 = 1− T n+1.
quantité d’agent angiogénique : On part de l’expression (2.8) et on
splitte la résolution en deux :
1. première partie explicite :







2. partie exponentielle :
ξn+1 = ξtemp exp(−λdt).
vascularisation : Là encore on part de l’équation (2.9) et on effectue le
calcul en deux temps :
1. une partie explicite :




2. et une partie exponentielle :
Mn+1 = M temp exp(−ηT n+1dt).
taux de mort cellulaire et de réplication : À partir des équations
(2.2) et (2.3) , on obtient :
γn+1p = γ0
1 + tanh(K(Mn+1 −Mth))
2 ,
γn+1d = γ1
1 + tanh(K(Mn+1 −Mth))
2 .
Et on a donc finalement :
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= −〈ΓT,Φπi 〉 .
Ce qui donne en écriture matricielle au temps tn+1 :
NAπn+1 = −Bn+1. (2.27)





le vecteur colonne de composante Bn+1(i) = 〈Γn+1T n+1,Φπi 〉.
Ici, la matrice N n’est calculée qu’une fois et seul le vecteur Bn+1 doit être
mis à jour à chaque pas de temps. Il est aussi intéressant de noter qu’il ne
s’agit plus d’équations aux dérivées partielles ou ordinaires mais d’un simple
système linéaire.
À partir des valeurs des (aπi )n+1, on peut ainsi calculer vn+1 (en remarquant
par exemple que vn+1 = −∑i(aπi )n+1∇Φπi ).
2.6 Applications de la méthode
Dans cette partie, nous allons reprendre l’ensemble de la méthode théorique
décrite précédemment et expliciter sa mise en oeuvre sur des cas pratiques. On
mettra ainsi en relief les problèmes rencontrés et les réponses apportées à ces
derniers et on finira sur l’étude d’exemples cliniques.
2.6.1 Données cliniques nécessaires
Lorsque l’on veut prédire l’évolution d’une métastase chez un patient, on a
comme on l’a vu, besoin d’un certain nombre de données. Il faut une donnée
initiale qui va servir pour les simulations du modèle ainsi qu’une ou plusieurs
données « intermédiaires » qui vont servir à calibrer le modèle. La POD est une
méthode de réduction d’ordre qui supporte assez mal les irrégularités spatiales.
Plus les formes de la tumeur seront irrégulières, et plus le nombre de modes à
utiliser pour obtenir une approximation acceptable de la solution sera grand.
On prend donc soin de régulariser les bords de la tumeur.
Enfin, il est important de s’assurer que les espacements temporels entre les
snapshots utilisés sont d’un même ordre de grandeur.
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2.6.2 Base de données et extraction des modes POD
La première difficulté lors de la génération de la base de données qui ser-
vira pour mettre en place la POD consiste en l’adimensionnement en temps
du système. On met donc en place une échelle de temps qui tient compte de
l’espacement en jours entre les différentes données dont nous disposons. La
première donnée correspond à la tumeur à t=0 puisqu’il s’agit de la condition
initiale. Le temps final est celui du dernier snapshot que l’on souhaite utiliser
pour le problème inverse.
Par exemple, si on dispose de trois images d’une tumeur régulièrement es-
pacées, on place la première à t=0 et la troisième à un temps arbitraire, par
exemple t=5. La deuxième image sera ensuite positionnée dans l’échelle tempo-
relle adimensionnée en fonction des intervalles de temps réels entre les images.
Lorsqu’on va contrôler la pertinence du calibrage du modèle sur une quatrième
donnée, il suffira de calculer l’instant correspondant à cette image dans notre
échelle temporelle adimensionnée. Il est important de noter que les jeux de pa-
ramètres pour une tumeur donnée, et donc la résolution du problème inverse,
sont conditionnés par ce choix d’échelle temporelle.
Ensuite vient le choix de l’espace des paramètres à parcourir. En effet il faut
déterminer les plages de variation de chacun des paramètres que l’on souhaite
calculer via le problème inverse. Cela se fait de façon empirique en tenant
compte de l’échelle temporelle déterminée au préalable, de la taille de la tu-
meur initiale et de l’évolution de la tumeur dans l’intervalle de temps consi-
déré.
Cette phase est primordiale. Si on a, dans la base de données, des compor-
tements aberrants, cela va compromettre l’extraction des modes. Un des cas
classiques et à éviter est celui d’une tumeur qui croît jusqu’à sortir du domaine
de calcul. Comme il est difficile de s’assurer au cas par cas que chacune des
simulations de la base (qui peut en contenir plus de 15000) est admissible, on
utilise une procédure de tri automatisée qui sélectionne les simulations sur un
critère prédéfini. Le critère le plus utilisé est le rapport masse finale de la tumeur
masse initiale de la tumeur
,
qui permet déjà d’écarter un certain nombre de simulations pouvant fausser
l’extraction des modes.
La base de données est générée en parallèle. On conserve, pour chaque simula-
tion, un certain nombre de snapshots répartis dans l’intervalle de temps. Dans
la plupart des cas on a ainsi cinq images de la tumeur (y compris la condi-
tion initiale) par simulation. Ainsi, pour 5000 simulations et comme on ne
tient compte qu’une fois de la condition initiale, cela ferait pas moins de 20001
images à utiliser dans l’extraction des modes. Il est donc souvent impossible
de procéder à partir de l’ensemble de la base de données, pour des raisons de
lourdeur des calculs, tant du point de vue de la durée que de la mémoire né-
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cessaire. Pour cela, on sélectionne des simulation de la base de façon aléatoire
afin d’obtenir une base réduite. Dans les cas présentés à la suite, on sélectionne
environ 300 simulations.
2.6.3 Qualité de la base de données et des modes ex-
traits
On vient de voir qu’une part d’aléa a été introduite dans la sélection des si-
mulations utilisées pour la POD. Il est donc légitime de se demander comment
influe cette sélection sur la qualité des modes POD et donc sur la fiabilité
du modèle réduit. De même, il est important de se donner des critères qui
vont permettre de quantifier cette fiabilité. Pour s’éviter des calculs inutiles,
il serait intéressant de pouvoir évaluer le processus le plus en amont possible,
c’est à dire dès l’extraction aléatoire de la base réduite. Pour cela, nous avons
regardé la distribution des masses tumorales finales dans la base de données
réduite et généré des histogrammes sur plusieurs cas. La Figure 2.9 reprend
(a) base de données réduite 1 (b) base de données réduite 2
Figure 2.9 – Deux cas d’histogramme de répartition des masses tumorales
finales dans les bases de données réduites
la répartition des masses tumorales pour deux bases réduites extraites de la
même base de données. Dans chaque cas, les modes POD ont été extraits à
partir des bases réduites et on a procédé à une test simple : on projette la
donnée initiale sur les modes POD et on calcule l’erreur commise. Cela permet
de voir si les modes reproduisent fiablement cette donnée, et le cas échéant,
de quantifier le nombre de modes minimum pour reproduire cette donnée avec
une erreur ne dépassant pas un seuil fixé. L’histogramme 2.9a correspond à une
base réduite qui permet d’obtenir une bonne base de modes POD, c’est à dire
qui reproduit fiablement la donnée initiale avec peu de modes. Au contraire, la
seconde base réduite dont est extrait l’histogramme 2.9b, produit des modes
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POD peu fiables puisqu’en projetant la condition initiale sur l’ensemble des
modes ainsi extraits, on obtient une erreur relative L2 de plus de 7% (contre
une erreur relative L2 inférieure à 10−4 dans le premier cas). En regardant ces
histogrammes on voit bien que la répartition est plus régulière dans le premier
cas que dans le second.
En reproduisant l’expérience, on obtient des résultats similaires avec d’autres
bases réduites ce qui nous permet de dégager une tendance générale et d’écar-
ter ainsi a priori certaines bases réduites qui restent cependant assez rares. Il
ne s’agit là que d’un test empirique et aucune analyse théorique n’a été faite
concernant la relation entre la distribution des simulations de la base réduite
et la qualité de la base POD extraite. De même, ce test n’est effectué qu’à
partir de la répartition des masses tumorales à un instant donné et ne tient
compte ni de la dynamique de croissance ni des géométries des simulations
de la base de données. Cependant on utilise ce critère afin d’écarter des bases
réduites potentiellement mauvaises.
Si la base réduite passe ce premier test, on extrait les modes puis on projette
comme explicité auparavant la condition initiale sur l’ensemble des modes en
relevant l’erreur relative commise en fonction du nombre de modes utilisés
pour la projection. La Figure 2.10 correspond au tracé de ces données dans le
cas de la base réduite dont est issu l’histogramme 2.9a. On voit bien ici qu’on
arrive à reproduire fidèlement la condition initiale avec relativement peu de
modes. Dans le cas présent (voir Figure 2.10), avec seulement 41 modes, on
reproduit la donnée initiale avec moins de 0,5% d’erreur relative L2. Ce tracé
peut donc nous permettre de choisir le nombre de modes qui sera utilisé par
la suite dans le modèle réduit (ici 40).
On utilise donc la projection de la donnée initiale comme critère pour établir
la qualité d’une base et des modes POD extraits. Cela se justifie de plusieurs
façons. Tout d’abord, parmi tous les tests de projection faits, les erreurs rela-
tives L2 les plus grandes sont rencontrées avec la donnée initiale. Cela provient
probablement du fait que la donnée initiale est la plus petite tumeur de la base
de données puisqu’on considère que les tumeurs grossissent. C’est donc un cas
extrême, pour cela plus dur à représenter par la base POD. De plus, c’est une
démarche simple puisque la condition initiale est directement accessible dans
tous les cas de figure. Enfin, cela semble pertinent de se baser sur la projec-
tion de la condition initiale car c’est de cette manière que sont initialisés les
coefficients aTi du modèle réduit (cf paragraphe 2.5.2), et on peut raisonnable-
ment penser que si on part d’une erreur conséquente lors de l’initialisation, on
n’obtiendra aucun résultat fiable par la suite.
L’ensemble de cette démarche d’évaluation de la base se fait sur la variable
T concernant la densité de cellules tumorales. On utilise aussi la POD sur la
80 CHAPITRE 2. PREMIER MODÈLE
Figure 2.10 – Erreur relative L2 de la projection de la donnée initiale sur la
base POD en fonction du nombre de modes.
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pression, mais on a moins de contrôle sur cette variable d’autant que dans la
plupart des cas, elle est bien plus régulière que T. On extrait donc peu de modes
POD sur la pression (tout au plus une trentaine). Notons que l’utilisation
du modèle réduit au lieu du modèle EDP direct peut permettre (se-
lon le nombre de modes utilisés) de diviser par 5 les temps de calcul
sur une simulation.
2.6.4 Résolution du problème inverse
Une fois qu’on a une base de modes POD fiable pour simuler le modèle
réduit, on peut s’en servir pour trouver les paramètres les mieux adaptés pour
décrire la tumeur que l’on étudie. Dans un premier temps, on calibre le modèle
à partir des données dont on dispose à cette fin. On minimise donc la fonction
objectif donnée par l’expression (2.15) en utilisant une méthode de sensibilité
(algorithme de type gradient). L’algorithme doit être initialisé avec un jeu de
paramètres non loin d’une solution du problème d’optimisation. Pour cela, on
utilise une méthode de type Monte Carlo : on tire au hasard un certain nombre
de jeux de paramètres dans l’espace utilisé pour générer la base de données.
Pour chacun de ces jeux, on évalue la valeur de la fonction objectif, et on se
sert du jeux correspondant à la plus petite valeur de fobj comme initialisation.
Le modèle réduit est a priori valable sur l’intervalle de temps utilisé pour
générer la base de données. Si l’on veut prédire l’évolution de la tumeur et
donc simuler à des temps supérieurs, le plus prudent est donc d’injecter les
paramètres trouvés par le problème inverse dans le système direct. Cela dit,
on note que le passage du système direct au système réduit (et inversement)
induit un biais. En effet, à jeux de paramètres identiques, les simulations issues
du système direct et du système réduit peuvent présenter de légères différences
(voir Figure 2.11). Cela provient de l’approximation intrinsèque à la méthode
de POD d’autant qu’on utilise relativement peu de modes afin de réduire la
complexité des calculs. On peut dans de nombreux cas estimer que l’erreur
commise ici est acceptable étant données les nombreuses approximations faites
tout au long du processus (segmentation, définition de l’image, zoom...). Ce-
pendant, on peut affiner ce premier résultat en utilisant un algorithme de type
gradient mais cette fois sur le modèle direct ce qui implique néanmoins des
coûts supérieurs en terme de calcul.
2.6.5 Résultats de la méthode sur un premier cas com-
plet
Nous allons ici présenter les résultats de la méthode sur un cas clinique
d’une métastase à croissance rapide. Il s’agit du cas présenté en introduction
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(a) modèle direct à t=5 (b) modèle réduit POD à t=5
Figure 2.11 – Comparaison du modèle réduit POD et du modèle direct.
(1.3). Ce cas est particulièrement intéressant puisqu’on a trois images durant
la phase de croissance de la tumeur, puis deux images de suivi lors de la chi-
miothérapie du patient. On peut donc calibrer le modèle tout d’abord sur la
croissance tumorale, puis ajouter et calibrer le terme de chimiothérapie. Pour
chacune des phases, nous disposons ainsi de deux données pour calibrer et une
donnée pour tester le caractère prédictif de la méthode. La stratégie ici a été
de paramétrer le modèle sur la phase de croissance. Dans un second temps,
pour la phase de décroissance, on a repris les paramètres ainsi déterminés en
ajoutant seulement le paramètre δ, correspondant à l’efficacité du traitement
chimiothérapeutique.
Phase de croissance :
Pour cette phase, nous disposons de trois images médicales de l’évolution
de la tumeur. La première, à l’instant t = 0 a servi comme donnée initiale du
problème. À partir de cette première image de la tumeur, une base de données
de plus de 5000 simulations a été générée. Cette base de données couvre un
espace de paramètres défini empiriquement. Nous avons, par exemple, décidé
de fixer la valeur du paramètre γ1 à 0, pour supprimer un degré de liberté
et simplifier la résolution du problème inverse. Les paramètres variables de la
base sont donc : α, β, η, γ0, λ et Mth et l’ensemble des paramètres Π est inclus
dans (R+)6 (on se limite en effet à des valeurs positives).
La seconde donnée (t = 107 jours) a, quant à elle, servi pour paramétrer le
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modèle. On a adimensionné l’échelle en temps en positionnant arbitrairement
cette deuxième image de la tumeur à t = 4. La base de données a donc été
générée pour t ∈ [0; 4]. Une fois les modes extraits de la base, on peut lancer
la résolution du problème inverse. On récupère un jeu de paramètres (voir
Table 2.3) que l’on ré-injecte dans le système direct. On peut alors prolonger
la simulation jusqu’au temps t = 6,95 (soit 186 jours après le premier examen)
qui correspond à la troisième et dernière image de croissance tumorale (juste
avant le lancement de la chimiothérapie). On vérifie alors la précision avec
laquelle on aurait pu prévoir l’évolution de la tumeur avec notre modèle et
disposant seulement des deux premières données.
α facteur de synthèse de l’agent pro-angiogénique 8,109 mm−2
β facteur de croissance de la vascularisation 7,241
η facteur de dégradation de la vascularisation 0,673
γ0 taux de proliferation 1,116
γ1 taux de mort par hypoxie 0
λ taux de destruction de l’agent pro-angiogénique 0,865
Mth seuil d’hypoxie 1,045
Table 2.3 – Jeu de paramètres obtenu par le problème inverse.
La Figure 2.12 reprend la comparaison du résultat du problème inverse
avec les données du patient. On constate ici le biais entre le système réduit
et le système direct à jeux de paramètres identiques. La courbe représentant
la masse tumorale issue du système réduit, qui est utilisé pour la résolution
du problème inverse, est légèrement en dessous de celle obtenue en simulant le
système direct avec les mêmes paramètres. Ceci provient de l’approximation
inhérente à la méthode de POD. De plus, le modèle inverse a été simulé avec
assez peu de modes POD : on en a utilisés 39 soit à peine plus de 10% des
modes extraits.
Malgré cette erreur, on obtient un comportement proche de celui du patient.
En prédiction, on obtient un retard de moins de 9 jours sur la troisième donnée.
Cela peut sembler important. Cependant, certains paramètres sur l’environ-
nement de la tumeur n’ont pas été pris en compte ici, notamment le fait que
celle-ci se développe contre une bronche ce qui joue nécessairement sur sa
croissance. On peut aussi s’intéresser à l’erreur commise sur la forme de la
tumeur. Pour cela on dispose d’indicateurs tels que le DICE ou la concordance
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Figure 2.12 – Cas 1 : Comparaison de l’évolution de la masse tumorale entre
le modèle réduit, le modèle direct et les données cliniques lors de la phase de
croissance.
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en volume donnés par les formules






V C = 100× (1− |Tmodèle − Tdonnée|
|Tdonnée|
).
Leurs valeurs sont données dans la Table 2.4 et attestent d’une reproduction
spatiale fidèle de la tumeur. La Figure 2.13 confirme cela en comparant les
images médicales de la tumeur et les résultats obtenus par la simulation. Pour
finir, avec une erreur inférieure à 9 jours sur une durée totale de 186 jours, on




Concordance en volume 82,54% 77,76%
Table 2.4 – Indicateurs spatiaux pour la phase de croissance du premier cas
clinique : DICE et concordance en volume.
Phase de décroissance : effets de la chimiothérapie
Étant donnée la croissance très rapide de cette métastase, les médecins ont
décidé de traiter ce patient par chimiothérapie. Le protocole de traitement
commence peu de temps après l’examen du 10/12/2008. Il s’étend sur 6 mois
et consiste en des séances de chimiothérapie régulières, la date de la dernière
séance étant le 29/06/2009. Pour simplifier la modélisation, on lisse les effets
du traitement sur toute sa durée considérant donc que le facteur cytotoxique
δ est enclenché continuellement entre le 10/12/2008 et le 29/06/2009.
On part donc maintenant de la troisième donnée (à t = 186 jours) correspon-
dant au début du traitement comme donnée initiale et on reproduit la mé-
thode précédente. On calibre ainsi le paramètre restant δ grâce à la quatrième
image qui correspond à la première image de suivi de la chimiothérapie (au
21/03/2009 soit 101 jours après le début de la chimiothérapie). Pour contrôler,
la qualité de la calibration, on prolonge la simulation. Une première vérifica-
tion se fait à l’instant du scanner de contrôle du 27/05/2009 (soit 166 jours
après le début du traitement). Ensuite, on coupe le paramètre de chimiothé-
rapie le 29/06/2009 (on met δ à zéro) et on observe une rechute du patient
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Figure 2.13 – Comparaison entre la prédiction et les observables : la ligne du
haut représente les images médicales et celle du bas les simulations. La colonne
de gauche correspond à l’examen du 22/09/2008 (calibration) et celle de droite
à l’examen du 10/12/2008 (prédiction).
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puisque la tumeur reprend sa croissance. On dispose justement d’un examen
de contrôle post-chimiothérapie le 27/07/2009, c’est à dire un mois après la
fin du traitement, que l’on va pouvoir comparer à la prédiction du modèle. Le
Figure 2.14 donne l’évolution de la masse dans le temps pour le modèle ainsi
calibré et pour le patient.
Figure 2.14 – Cas 1 : Comparaison de l’évolution de la masse tumorale entre
le modèle direct calibré et les données cliniques lors de la phase de décroissance
dûe à la chimiothérapie puis de la rechute.
On voit là encore que la prédiction sur le dernier point (à t = 166 jours) est
très bonne. Les indicateurs spatiaux pour la phase de traitement sont donnés
Table 2.5 et les comparaisons avec les images médicales Figure 2.15. La rechute
est quantitativement bien décrite par le modèle ainsi calibré puisqu’on commet
là encore une erreur de moins de 10 jours. Pour ce dernier point cependant, la
comparaison des formes est moins pertinente puisque la tumeur s’est déplacée
dans le poumon. En fait, la rechute provient de la croissance d’une partie
excentrée de la tumeur initiale ce qui explique ce déplacement. De plus, notre
modèle ne tient pas compte de l’hétérogénéité ou de la distribution spatiale de
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Concordance en volume 85,07% 77,22%
Table 2.5 – Indicateurs spatiaux pour la phase de décroissance du premier
cas clinique : DICE et concordance en volume.
(a) 2009/03/21 (b) 2009/05/27 (c) 2009/07/27
Figure 2.15 – Comparaison entre la prédiction et les observables pour la phase
de décroissance due au traitement : la ligne du haut représente les images
médicales et celle du bas les simulations. De gauche à droite : le premier CT-
scan de contrôle du 21/03/2009 (calibration), le second CT-scan de contrôle
à la fin du traitement au 27/05/2009 (prédiction) et l’examen fait un mois et
demi après la fin de traitement montrant la rechute au 27/07/2009 (prédiction).
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2.6.6 Étude d’un second cas clinique : aspect spatial
Nous avons vu précédemment que l’on pouvait obtenir de bonnes prédic-
tions sur l’évolution de la masse tumorale grâce à notre méthode. Cependant,
nous utilisons un modèle spatial et il serait bien dommage de limiter nos ré-
sultats à la masse tumorale. Dans ce second exemple, nous reprenons la même
méthodologie mais nous allons nous intéresser à la géométrie de la tumeur. Il
s’agit d’un cas de métastase pulmonaire provenant cette fois d’une tumeur de
la thyroïde. Nous ne disposons pour ce cas que de données sans traitement et
nous ne nous intéressons donc qu’à la phase de croissance. Nous utilisons là
encore trois images de la tumeur issues de scanners à trois instants différents :
la première comme condition initiale, la deuxième pour calibrer le modèle et la
troisième pour vérifier la capacité prédictive du modèle calibré. Les résultats
de simulation à l’instant de la calibration et en prédiction sont donnés Figures
2.16 et 2.17. Notons que la croissance tumorale est bien plus lente que pour le
cas précédent.
(a) donnée clinique (b) résultat de la simulation
Figure 2.16 – Donnée clinique et résultat de la simulation à l’instant de la
calibration t = 599 jours.
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(a) donnée clinique (b) résultat de la simulation
Figure 2.17 – Donnée clinique et résultat de la simulation en prédiction à
l’instant t = 1251 jours.
2.6.7 Étude d’un troisième cas clinique
La même méthodologie est utilisée sur un troisième cas clinique d’une tu-
meur là encore moins agressive que celle du premier cas. Il s’agit d’une mé-
tastase pulmonaire issue d’un cancer du colon. On dispose à nouveau de trois
images sans traitement, la qualité en prédiction s’évaluant sur la troisième. La
dynamique de croissance est présentée Figure 2.18.
2.6.8 Considérations sur la robustesse de la méthode
POD
On a vu que, malgré un léger biais entre le système réduit et le système
direct, la méthode de personalisation basée sur la POD est assez robuste pour
donner des résultats fiables et permet d’accélérer considérablement les calculs.
Cela est vrai tant qu’on simule le système réduit dans les intervalles de pa-
ramètres et de temps correspondant à la base de données dont sont issus les
modes POD. On peut alors se demander comment se comporte la méthode si
l’on sort de ce cadre d’utilisation.
La POD s’appuie sur la synthèse, dans une base aux propriétés intéressantes,
des différentes géométries que peut prendre la tumeur. Le cadre de validité
du modèle réduit est donc davantage lié à des critères de forme qu’à des va-
leurs de paramètres ou à des temps de simulations particuliers. Ainsi, si un
jeu de paramètres hors de la gamme utilisée pour le calcul des modes donne
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Figure 2.18 – Troisième cas test : évolution de la masse et comparaison entre
les données médicales et la simulation.
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des géométries (formes et tailles des tumeurs simulées) reproductibles à partir
des modes, alors la simulation du modèle réduit avec ce jeu de paramètres est
possible.
Cela dit, étant donné un jeu de paramètres, il est assez difficile d’avoir une idée
a priori de la géométrie finale de la tumeur. Pour cela, malgré une certaine
robustesse de la méthode basée sur la POD, on préfère se limiter en pratique
à la simulation de paramètres et intervalles de temps appartenant à l’espace
utilisé pour créer la base de snapshots.
De la même manière, il est possible de simuler la réponse aux traitements à
partir du modèle réduit. Il suffit pour cela de générer une base de données de
snapshots contenant des cas de tumeurs décroissantes.
2.7 Utilisation de données 3D
Jusqu’à présent, on s’est contenté d’utiliser des images de métastases bi-
dimensionnelles, celles-ci étant obtenues via des coupes de données 3D. Si
l’utilisation de ces données 2D est pratique dans un premier temps pour des
raisons de temps de calcul et de simplicité du code, une fois la méthode éprou-
vée, il peut être intéressant d’utiliser les données 3D. En effet, cela permet de
s’affranchir d’un problème de taille lié aux données 2D : le choix de la coupe.
De plus on peut ainsi espérer obtenir une prévision de la masse réelle de la
tumeur.
Cela engendre certaines modifications au niveau du code notamment en ce qui
concerne le système direct. Cependant, la méthode basée sur la POD présente
des avantages certains lors du passage au 3D. En effet, la seule différence ré-
side dans le fait que les modes POD deviennent des fonctions spatiales à trois
dimensions (au lieu de deux). Les surcoûts engendrés par le passage au 3D
dans cette méthode sont essentiellement liés aux phases de « pré-traitement »,
c’est à dire la génération d’une base de données 3D à partir de la donnée ini-
tiale du patient, l’extraction des modes 3D à partir de cette base et le calcul
des dérivées spatiales des modes. Ensuite, la résolution du système réduit est
équivalente au cas 2D (seuls les produits scalaires doivent être re-codés en 3D).
Les paramètres ayant servi pour cette simulation sont présentés au tableau
suivant :
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(a) t = 0 (b) t = 3 (c) t = 5
Figure 2.19 – Évolution de la densité de cellules tumorales : cas tri-








Table 2.6 – Jeu de paramètres utilisé pour la simulation 3D.
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2.8 Conclusion
Dans cette première partie de la thèse, nous avons étudié un pre-
mier modèle de croissance de métastases pulmonaires et de réponse
à la chimiothérapie basé sur un système d’équations aux dérivées
partielles ainsi qu’un algorithme permettant de le calibrer sur des
données cliniques. Les premiers résultats de calibration et de prédic-
tion de la croissance tumorale, voir de la réponse au traitement, sont
satisfaisants. Cependant cette approche présente certains défauts. Le
modèle comporte de nombreux paramètres ce qui complique l’étape
de calibration surtout dans le cadre d’une utilisation d’un nombre
restreint d’images médicales. De plus la mise en oeuvre de la mé-
thode POD est assez lourde puisqu’elle nécessite, pour chaque méta-
stase étudiée, de générer une base de données de snapshots. Il semble
donc intéressant de tenter de simplifier le modèle sans pour autant
nuire aux performances constatées et à la pertinence biologique de
celui-ci.
Chapitre 3
Modèle simplifié de croissance
pour les métastases pulmonaires
en vue d’applications cliniques
3.1 Limites du modèle complet
Nous avons vu que le modèle présenté lors de la partie précédente donne
des résultats assez satisfaisants. Cependant, sa complexité le rend difficile à
calibrer. En effet, les données dont nous disposons en pratique ne sont pas suf-
fisantes pour identifier correctement le modèle, et ce quelque soit l’algorithme
de calibration. En plus de cela, l’espace des paramètres utilisé pour la cali-
bration est déterminé de façon totalement empirique. On ne dispose d’aucun
moyen analytique pour borner cet espace et, de ce fait, on n’est pas sûr que
la meilleure solution se trouve bien là où l’on cherche. Pour finir, on s’aper-
çoit aussi assez vite que certaines dynamiques de croissance pourtant sensées
être reproductibles ne sont jamais obtenues en pratique. Il s’agit notamment
des croissances dont le taux décroit dans le temps et dont l’évolution donne
une courbe de type sigmoïde présentant une saturation. Ces dynamiques sont
pourtant assez courantes dans le cas de métastases pulmonaires. D’un point
de vue spatial, le modèle ne permet pas non plus d’observer de façon nette la
couronne de cellules prioliférantes qui se forme dans certains cas de croissance.
Pour toutes ces raisons, le modèle a été remanié et simplifié.
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3.2 Simplifications du modèle de croissance tu-
morale
Dans un souci de simplification et d’une meilleure identifiabilité, le modèle
a été remanié. La difficulté réside dans notre volonté de ne pas trop sacrifier




+∇ · (vT ) = MT. (3.1)
Le taux de prolifération des cellules cancéreuses dans l’équation (3.1) est main-
tenant directement représenté par M. La variable M modélise donc l’approvi-
sionnement des tissus en nutriments et le taux de croissance de la tumeur.
∂M
∂t
= −η(M −M1)T. (3.2)
L’équation (3.2) décrit l’évolution de M que l’on continuera de nommer abu-
sivement vascularisation du tissu. Afin de contrôler le taux de croissance, on
impose au champ M d’être borné, entre sa valeur initiale M0 et un paramètre
M1. Pour réduire le nombre de paramètres, la variable scalaire ξ a été suppri-
mée. Le phénomène d’angiogénèse reste cependant implicitement compris dans
(3.2). En effet la croissance de M est contrôlée par la densité de cellules can-
céreuses T. De même que pour le modèle précédent, l’hypothèse de saturation
du tissu T +S = 1 (où S représente le tissu sain) nous donne une équation sur
la divergence de la vitesse de déplacement du tissu v (3.3).
∇ · v = MT. (3.3)
Pour fermer le système, la vitesse de déplacement du tissu v reste modélisée
par une loi de Darcy Eq.(3.4).
v = −∇π. (3.4)
Il est toujours possible d’ajouter les effets d’un traitement cytotoxique via
l’ajout d’un terme de mort du type −δT dans le membre de droite de l’équation
(3.1).
3.2.1 Premiers essais numériques
Afin de simuler ce nouveau système, nous avons naturellement utilisé une
méthode très similaire à celle adoptée pour la simulation du premier modèle.
L’équation d’advection (3.1) est notamment approchée par un schéma WENO
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5. Pour la plupart des jeux de paramètres, cette méthode numérique fournit
des résultats satisfaisants.
Lorsque M1 est proche de 0, on peut observer la formation d’une couche ex-
térieure de cellules proliférantes alors que le coeur de la tumeur est quiescent.
Cette couronne proliférante est alors la seule zone de la tumeur où se multi-
plient les cellules cancéreuses. Elle se comporte comme un front se propageant
à la vitesse v. Si l’épaisseur est faible par rapport aux dimensions de la tumeur
(de l’ordre du voxel) et la vitesse suffisamment élevée, des hétérogénéités ap-
paraissent lors des simulations (voir Figure 3.1). On voit là apparaitre la limite
Figure 3.1 – Simulation du modèle simplifié à partir du schéma WENO 5,
cas présentant des hétérogénéités dans la distribution spatiale des cellules can-
céreuses. Paramètres : η = 3, M0 = 3, M1 = 0 et t = 3.
de l’utilisation du schéma de transport WENO 5 qui ne parvient pas à cap-
turer précisément le comportement de cette couronne de cellules proliférantes.
D’autres schémas de transport ont été testés dont un schéma de Lax-Wendroff
d’ordre 2 (voir en Annexe A) sans davantage de succès. Pour résoudre ce pro-
blème numérique, nous avons décidé de mettre au point une méthode de suivi
d’interface nécessitant une nouvelle formulation du problème.
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3.2.2 Transport de la tumeur par méthode de Front
Tracking
Principe de la méthode
Afin d’éviter les hétérogénéités de la tumeur lors des simulations, nous
avons décidé d’adopter une méthode de suivi d’interface (Front Tracking) pour
évaluer l’évolution de la tumeur. Au lieu de transporter la densité de cellules
tumorales, la tumeur est matérialisée par son interface avec le tissu sain (que
l’on appellera aussi frontière) notée Φ. Dans notre cas, ce choix est influencé
par plusieurs critères. Tout d’abord, les métastases qui se développent dans le
poumon sont des tumeurs solides, globalement hétérogènes et non infiltrantes
comme on le voit sur l’extrait de scan présenté en Figure 3.2.
Figure 3.2 – Extrait de CT-scan montrant une métastase pulmonaire issue
d’une tumeur primitive de la vessie.
La densité de cellules tumorales vaut donc 1 dans la tumeur et 0 à l’ex-
térieur et il semble légitime de considérer une frontière tumeur/tissu sain. De
plus, lorsqu’on segmente la tumeur sur la coupe de l’examen depuis le logiciel
OsiriX, on exporte un masque polygone sous la forme d’une liste ordonnée de
coordonnées de points ou marqueurs d’interface (voir Figure 3.3). Ces coor-
données sont données en millimètres dans le repère propre à la machine ayant
servi à faire l’examen. On a donc immédiatement une discrétisation de la fron-
tière Φ et on gagne une étape de traitement des données.
L’évolution de la tumeur peut donc se résumer au déplacement de son in-
terface avec le tissu sain. L’équation de transport sur la densité de cellules













Figure 3.3 – Représentation de l’interface Φ et des points de discrétisation
notés ×.
tumorales avec termes sources est ainsi remplacée par une équation de trans-
port sans second membre sur la frontière Φ (Eq.(3.5)).
∂Φ
∂t
+ v · ∇Φ = 0. (3.5)
Lorsqu’on connait la position de la frontière, on obtient la densité de cellules
tumorales de la façon suivante :
T =
1 à l’intérieur de Φ,0 à l’extérieur de Φ.
En plus de l’équation sur la frontière, nous devons résoudre le système d’équa-
tions permettant d’obtenir la vitesse. Celle-ci est finalement calculée comme
auparavant. Les effets de prolifération et d’un éventuel traitement sont conte-




∇ · v = MT,
v = −∇π.
Reconstruction de la tumeur à partir de l’interface
Connaissant la position des points de discrétisation de l’interface, il est
important de savoir reconstruire le champ T. En effet, la densité de cellules
tumorales doit être connue afin de déterminer l’évolution de la vascularisation
et de la vitesse de transport. Les marqueurs de l’interface n’ont aucune raison
de correspondre aux noeuds de la grille cartésienne utilisée. Pour simplifier,
on considère qu’un pixel donné est à l’intérieur de la tumeur si son centre
100 CHAPITRE 3. MODÈLE SIMPLIFIÉ
y est. On passe donc en revue chaque pixel (i; j). Si le centre de celui-ci est
dans la tumeur Ti,j = 1, sinon Ti,j = 0. Reste à trouver un moyen de tester
l’appartenance d’un point à la tumeur, ce qui revient à tester si un point se
trouve à l’intérieur d’un polygone, ce dernier n’étant pas forcément convexe
mais simplement connexe.
Pour cela on calcule le nombre de tours ou winding number (voir [57]) du
polygone par rapport au point courant, c’est à dire le nombre de fois que
l’on tourne autour du point considéré en parcourant le polygone. Notons P =
{p1, . . . ,pnp} le polygone et ci,j le point courant qui est, en pratique, le centre
de la maille (i,j). Les coordonnées du point pi sont données par (xi,yi) et celles
de ci,j par (xci,j ,yci,j) = ((i + 12)dx,(j +
1
2)dy), dx et dy étant les pas d’espace







où l’on ferme le polygone en imposant pnp+1 = p1. Les angles ∠(pkci,jpk+1) sont
les angles orientés entre les vecteurs −−−→ci,jpk et −−−−→ci,jpk+1, de valeurs positives s’ils














Figure 3.4 – Calcul du winding number, notations.
Il reste donc à calculer les angles orientés. Si on considère les deux vecteurs
U = (U0;U1) et U = (V0;V1), l’angle orienté de U vers V, que l’on note θ, est
donné par l’expression :
θ = atan2(U0V1 − U1V0,U0V0 + U1V1),
où la fonction x → atan2(x) est une variation de la fonction arctangente à
deux arguments permettant d’obtenir des angles orientés. Ensuite et dans le
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cas de polygones simples, c’est à dire dont les arrêtes ne se croisent pas, qui
nous concerne, si le nombre de tours vaut 1 ou -1, le point ci,j est à l’intérieur
du polygone, s’il vaut 0, le point est à l’extérieur.
Dans la pratique, on n’a pas besoin de tester toutes les mailles de la grille à
chaque pas de temps. En effet, en l’absence de traitement, le modèle ne permet
pas la décroissance de la tumeur, les points précédemment dans le polygone
(pour lesquels Ti,j vaut déjà 1), n’en sortiront pas et il est inutile de les tester.
De plus, les mailles extérieures « trop loin » de l’interface resteront, à coup
sûr, hors du polygone. On peut donc restreindre l’ensemble de points à tester
au plus petit rectangle contenant le polygone P (voir Figure 3.5).
Ω
Φ
Figure 3.5 – Représentation de la frontière Φ dans le domaine de calcul Ω.
La zone du domaine à tester pour la reconstruction du champ T correspond
au rectangle hachuré.
Une amélioration de cette méthode, dite des courbes de Jordan, consiste à
tracer une demi-droite à partir du point courant (ici ci,j) dans une direction
et un sens donnés (par exemple vers la droite) et à compter le nombre de fois
que l’on coupe le polygone. Si ce nombre et pair, alors le point testé est à l’ex-
térieur du polygone, sinon, il est à l’intérieur (voir Figure 3.6). Cette variante
équivalente à l’utilisation du winding number est plus efficace et est utilisée en






Figure 3.6 – Méthode des courbes de Jordan : la demi-droite d’origine p coupe
3 fois le polygone (nombre impair), p est donc à l’intérieur du polygone ; la
demi-droite d’origine q coupe 2 fois le polygone, q est donc à l’extérieur du
polygone.
Implémentation numérique de la méthode
D’un point de vue numérique, le schéma utilisé pour le transport de l’in-
terface est assez simple. À partir de l’interface Φ on détermine la densité de
cellules tumorales T en utilisant la méthode décrite au paragraphe précédent.
On peut alors calculer la vascularisation dans le tissu M ainsi que la vitesse
de transport v. Pour cela, on procède de même qu’auparavant. Connaissant le
champ de vitesse, on peut mettre à jour la position des points pk de discréti-
sation de celle-ci :
pn+1i = pni + dt× vn+1i .
Dans l’expression ci-dessus, pni et pn+1i sont les coordonnées du ième point de
discrétisation de l’interface respectivement aux instants tn et tn+1 espacés d’un
pas de temps : tn+1 = tn + dt. La vitesse vn+1i de déplacement du point pi est
calculée par interpolation bilinéaire. Désormais, les vitesses, comme l’ensemble
des variables du système, sont calculées aux centres des mailles. On repère
les quatre points du maillage les plus proches du point pni et on calcule ses
coordonnées dans le repère défini par ces points (voir Figure 3.7). En reprenant
les notations de la Figure 3.7, on fait l’hypothèse que, dans le rectangle défini
par xi,j,xi+1,j,xi+1,j+1,xi,j+1, la vitesse v peut être approchée par :
v(u1,u2) = a+ bu1 + cu2 + du1u2.
Il reste donc à déterminer les coefficients a, b, c et d, et pour cela, on utilise
les valeurs connues de la vitesses aux centres des mailles : vi,j, vi+1,j, vi+1,j+1
et vi,j+1. On obtient ainsi :












Figure 3.7 – Interpolation bilinéaire des vitesses. Les noeuds du maillage x
correspondent avec le centre des pixels.
a = vi,j,
b = vi+1,j − vi,j,
c = vi,j+1 − vi,j,
d = vi+1,j+1 + vi,j − vi+1,j − vi,j+1.
Dans le cas particulier où l’on se trouve sur le bord du domaine, on utilise
la valeur de la vitesse au centre de maille le plus proche. Ce cas est cependant
très rare puisque la taille du domaine de calcul est déterminée de manière à
ce que la tumeur n’atteigne pas les bords. Nous pouvons ainsi calculer une
valeur approchée de la vitesse à la position exacte de chacun des points de
discrétisation de l’interface.
L’un des risques inhérents à ce genre d’approche est de voir apparaitre des
points anguleux prononcés si le nombre de points de discrétisation de l’inter-
face devient trop petit par rapport à la taille de la tumeur. Afin d’éviter cela,
on teste à chaque itération du solveur la distance séparant deux points consé-
cutifs. Si celle-ci dépasse un certain seuil, fixé en fonction des paramètres de
la géométrie du problème, un point est ajouté entre les deux points préexis-
tants. C’est un moyen simple permettant de conserver une densité de points
suffisante.
Résultats numériques
En jouant avec les paramètres, on peut reproduire plusieurs types de dy-
namiques de croissance classiques des métastases du poumon. Notamment, il
a été fréquemment observé que les cellules les plus actives se concentrent en
périphérie de la tumeur. Cela est dû au manque de nutriments au coeur de
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Figure 3.8 – Exemple de croissance en couronne, en haut la densité de cellules
tumorales T, en bas les zones proliférantes (produit T×M) ; de gauche à droite :
t = 0, t = 1,5 et t = 3. Paramètres : M0 = 2,5, M1 = 0,2, η = 2.
la lésion qui se retrouve alors hypoxique, voire nécrosée (mais on ne tient pas
compte de la nécrose dans le modèle). La répartition des cellules proliférantes
est donnée par le produit M ×T . On retrouve aussi plus classiquement les dy-
namiques que l’on qualifiera d’« exponentielles », où l’ensemble de la tumeur
prolifère.
Couronne proliférante On voit bien sur la Figure 3.8 que le terme de
prolifération T ×M présente une couronne extérieure, alors que le centre de la
tumeur est hypoxique. En poussant ce phénomène, on obtient des évolutions
de type « plateau », c’est à dire que la tumeur peut ralentir à l’extrême sa
croissance.
Croissance « exponentielle » On voit sur la Figure 3.9 que l’ensemble de
la tumeur prolifère.
On peut, de même obtenir des croissances que l’on pourrait qualifier de
« sur-exponentielles ». Ces cas correspondent à une tumeur entièrement proli-
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Figure 3.9 – Exemple de croissance exponentielle, en haut la densité de cel-
lules tumorales T, en bas les zones proliférantes (produit T ×M) ; de gauche
à droite : t = 0, t = 1,5 et t = 3. Paramètres : M0 = 1,1, M1 = 1,1, η = 1.
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férante mais donc le taux de prolifération augmente au cours du temps. C’est
typiquement le cas lorsque M1 > M0. Dans ce cas la tumeur simulée est par-
ticulièrement aggressive.
De plus, ces différences de dynamique liées à l’épaisseur de la couche pro-
liférante ont une influence sur la forme finale de la tumeur.
Cas de tumeurs concaves La méthode de reconstruction du champ T
à partir du polygone de discrétisation de la tumeur a été conçue pour être
utilisable avec des polygones simples quelconques, convexes ou pas. Cela dit,
pendant la simulation, les points sont transportés et le polygone est déformé.
On peut alors se demander si ces déformations ne peuvent pas être à l’origine
de dysfonctionnements de la méthode numérique. Notamment, si le polygone
présente une excroissance, plusieurs zones de la frontière peuvent être amenées
à se croiser. Certains points de discrétisation se retrouvent alors à l’intérieur
du polygone et il convient de tester la méthode sur des cas tests reproduisant
ces spécificités. Une simulation à partir d’un cas fictif est présentée en Figure
3.10. Nous pouvons tout d’abord constater sur la Figure 3.10a que la concavité
(a) t = 0 (b) t = 3
Figure 3.10 – Densités de cellules tumorales issues d’une simulation du modèle
sur un cas test de polygone présentant une excroissance, à gauche la donnée
initiale et à gauche le résultat à t = 3 (η = 0,12, M0 = 0,65 et M1 = 0).
du polygone n’est pas un frein à l’algorithme de reconstruction du champ T .
De plus, lors de la simulation, l’excroissance est peu à peu intégrée à la partie
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principale de la tumeur et la forme se régularise sans, là encore, que l’on observe
d’anomalie.
Influence de la couronne proliférante sur la forme de la tumeur Pour
tester l’influence de la couronne sur la forme de la tumeur, nous avons utilisé
une ellipse comme donnée initiale. Puis on simule le modèle à partir de cette
ellipse d’une part pour un jeu de paramètres de type « exponentiel » et d’autre
part pour un jeu de paramètres donnant une couronne proliférante fine. Les
résultats sont donnés en Figure 3.11.
(a) Croissance exponentielle (b) Croissance en couronne proliférante
Figure 3.11 – Comparaison des formes finales à masses égales pour une condi-
tion initiale elliptique. À droite, croissance de type exponentielle (η = 2,5,
M0 = 1 et M1 = 0,8) ; à gauche, croissance présentant une couche extérieure
proliférante (η = 2,67, M0 = 3 et M1 = 0).
On constate donc que les paramètres utilisés pour la simulation
jouent sur la forme de la tumeur simulée. Cela confirme l’intérêt
d’une approche spatiale.
3.2.3 Analyse de sensibilité du modèle
Comme pour le modèle précédent, nous procédons à une analyse de sen-
sibilité afin d’étudier l’importance relative des différents paramètres pour le
modèle. Les résultats, obtenus via la méthode de Morris [51], sont donnés en
Figure 3.12 pour l’espace de paramètres décrit dans la Table 3.1.
Pour l’interprétation de ce genre de diagramme, on peut se reporter à la
section 2.3.3. Ici, on peut voir que les valeurs des moyennes et écart-types sont
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Table 3.1 – Espace de paramètres utilisé pour l’analyse de sensibilité du
modèle simplifié.
Figure 3.12 – Analyse de sensibilité sur le modèle simplifié par la méthode
de Morris : effet de chaque paramètre sur le volume final de la tumeur.
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du même ordre de grandeur pour les trois paramètres. On conserve donc tous
les paramètres.
3.3 Simulations en 3 dimensions
La méthode numérique utilisée pour le cas 2D n’est pas directement trans-
posable au cas 3D. En effet, l’algorithme de reconstruction de la tumeur à
partir des points d’échantillonnage de l’interface tissu sain / tissu cancéreux,
s’appuie sur le fait qu’en sortie de segmentation, on dispose d’une liste ordon-
née de points. En trois dimensions, il n’est plus possible d’ordonner de la même
manière le nuage de points obtenu lors de la segmentation de la tumeur. De
plus, des méthodes classiques existent pour reconstituer l’enveloppe convexe
d’un nuage de points, mais ne conviennent pas dans notre cas puisque les mé-
tastases n’ont aucune raison d’être convexes. D’autres méthodes fonctionnent
sur des formes non convexes mais nécessitent de connaitre les directions nor-
males à la surface (voir [33]). Cependant, il est possible d’adapter la méthode
décrite pour le cas 2D pour simuler le modèle en trois dimensions en tenant
compte des spécificités de notre problème.
3.3.1 Formulation du problème




+ v · ∇Φ = 0,
T =




∇ · v = MT,
v = −∇π.
Le champ T intervenant dans les équations sur la vascularisation et sur la
divergence de la vitesse, doit, comme pour le cas 2D, être reconstitué à chaque
pas de temps. C’est cette reconstruction de T qui présente la plus grande
difficulté, la résolution du reste du système d’équations (vascularisation, équa-
tion de Poisson sur la pression...) étant réalisée par des schémas numériques
classiques.
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3.3.2 Reconstruction du champ T à partir des points de
l’interface
L’algorithme de reconstruction de la tumeur en 3 dimensions à partir d’une
discrétisation de l’interface (nuage de points) s’inspire de celui utilisé pour le
cas 2D. Cette fois, au lieu de décomposer l’interface en segments, on la décom-
pose en triangles élémentaires. La première difficulté provient de la triangula-
tion de la surface, a priori non convexe, de la tumeur.
Triangulation de la surface
Il existe des méthodes classiques pour construire des triangles à partir de
nuages de points. La méthode de triangulation de Delaunay (voir [42]) est ainsi
régulièrement mise en oeuvre dans des problématiques telles que les maillages
utilisés pour les méthodes de type éléments finis. Dans notre cas, la sur-
face à reconstruire n’est pas convexe et le nuage de points résultant
de la segmentation de la tumeur présente des caractéristiques parti-
culières qui peuvent être utilisées pour définir une méthode de tri-
angulation adaptée. La segmentation d’une métastase pulmonaire en trois
dimensions consiste en la segmentation des différentes coupes contenant la tu-
meur. Il s’agit de coupes transversales de la cage thoracique orthogonales à
l’axe −→nz. L’ensemble des points issus d’une même coupe se trouve donc dans
un même plan d’équation z = zi où zi est la côte correspondant à la ième
coupe portant la tumeur. Le nuage de points échantillonnant la donnée initiale
Φ(t = 0) se présente comme une succession de listes ordonnées de points de
même côte. On procède différemment pour les triangles des faces latérales et
pour ceux du « dessus » et du « dessous » du polyèdre, correspondant aux
première et dernière coupes contenant la tumeur.
Triangulation des faces latérales. La méthode utilisée consiste à relier
les points de deux coupes successives de manière à former des triangles élé-
mentaires décrivant la surface. Il est primordial que l’ensemble des triangles
forme une partition de la surface, c’est à dire d’éviter toute superposition des
triangles mais aussi que certaines portions de la surface ne soient pas incluses
dans un triangle. On s’appuie sur un cas simple présenté en Figure 3.13 pour
illustrer cette méthode. Pour plus de lisibilité, la figure représente en vue éta-
lée (2D) les points formant les ième et i + 1ème couches d’une segmentation
fictive. Afin d’assurer la fermeture du polyèdre, le premier point (d’indice 0)
de chaque couche est dupliqué en fin de ligne. Pour procéder à la triangulation,
deux étapes sont nécessaires.
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Couche i+1 • • • • • • •























Figure 3.13 – Présentation en vue étalée des points de deux couches consé-
cutives de la segmentation d’une métastase fictive.
— Dans un premier temps, on forme une première série de triangles ayant
pour base les segments joignant deux points successifs de la couche i.
On connait ainsi, pour chacun de ces triangles, deux des trois points et
on prend un point de la couche inférieure i+1 comme troisième sommet.
Ces triangles sont donc de la forme (xij,xij+1,xi+1k ) où i ∈ Z/4Z il reste
donc à déterminer quel point de la couche inférieure xi+1k choisir. On
complète par le point de la couche inférieure minimisant le périmètre
du triangle (voir Figure 3.14). Si deux points de la couche inférieure
permettent de minimiser le périmètre, ce qui se produit notamment
lorsque les points forment un rectangle, on prend celui ayant le plus
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• • • • •
Figure 3.14 – Illustration de la méthode de triangulation des faces latérales
sur un cas fictif : première étape.
— Une fois la première étape de triangulation effectuée, il reste à combler
les zones non couvertes (zones non grisées sur la Figure 3.14). On voit
que cela peut se faire par la formation de triangles ayant pour base
des segments du type [xi+1j ;xi+1j+1],j ∈ Z/6Z reliant deux points consé-
cutifs de la couche inférieure. Pour ce faire, on parcourt les couples de
triangles successifs précédemment construits. Notre but est de combler
les éventuels espaces entre ces triangles. Prenons l’exemple, représenté
Figure 3.15, des deux premiers triangles du cas fictif : (xi0,xi1,xi+10 ) et
(xi1,xi2,xi+11 ).
La zone restant à trianguler (hachurée en rouge sur la Figure 3.15)
peut être facilement découpée en triangles ayant pour base un côté
reliant deux points consécutifs de la couche inférieure, c’est à dire du













Figure 3.15 – Deuxième étape de triangulation des faces latérales : la zone
hachurée en rouge correspond à la surface restant à triangulariser.
type [xi+1k ,xi+1k+1]. Le sommet opposé est alors le point commun des deux
triangles de la couche supérieure, c’est à dire xi1. Nous formons ainsi
deux triangles supplémentaires (xi+11 ,xi+12 ,xi1) et (xi+12 ,xi+13 ,xi1) comme













Figure 3.16 – Deuxième étape de triangulation des faces latérales : formation
des deux triangles de la couche inférieure en gris foncé.
On procède de même pour tous les couples de triangles successifs de la























• • • • • • •
• • • • •
Figure 3.17 – Illustration de la méthode de triangulation des faces latérales
sur un cas fictif : résultat final obtenu.
On réitère l’opération pour l’ensemble des couples de couches successives.
Il reste à trianguler les deux couches aux extrémités.
Triangulation des extrémités. Pour les deux couches du « dessus » et du
« dessous », la méthode est plus simple puisqu’il s’agit simplement de trian-
guler un polygone (en deux dimensions). Un cas simple est présenté en vue de
dessus en Figure 3.18. Afin de trianguler cette surface, on ajoute le barycentre











Figure 3.18 – Cas fictif de discrétisation de la couche supérieure de la tumeur.
des points du polygone si celui-ci est à l’intérieur du polygone et on génère les
triangles formés par les points consécutifs du polygone et le barycentre. Dans
le cas particulier où le barycentre du polygone est hors de celui-ci, qui ne s’est
jamais produit sur l’ensemble des cas étudiés, on peut utiliser une méthode
plus complexe de triangulation comme la méthode dite des oreilles [50]. On












Figure 3.19 – Triangulation de la couche supérieure de la tumeur sur le cas
fictif.
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Test d’appartenance d’un point à la tumeur
Une fois l’étape de triangulation de la surface achevée, on peut tester l’ap-
partenance de chaque voxel du domaine de calcul à la tumeur. Le critère est
le suivant : si le centre du voxel, dont on peut aisément récupérer les coordon-
nées réelles, est dans la tumeur, alors on considère que le voxel entier est dans
la tumeur. Il s’agit bien sûr d’une approximation, mais c’est un critère assez
simple à mettre en oeuvre et donnant des résultats suffisamment satisfaisants.
Pour un point de coordonnées connues P (xp; yp; zp), on cherche donc un moyen
de déterminer s’il est à l’intérieur ou à l’extérieur de la tumeur, c’est à dire de
la surface délimitée par les triangles générés à l’étape précédente. Pour cela,
on s’inspire de la méthode utilisée dans le cas bidimensionnel. Il suffit ainsi de
tracer une demi-droite ayant pour origine P dans une direction définie et de
compter le nombre de triangles qu’elle traverse. Comme dans le cas 2D, si ce
nombre est impair, le point est à l’intérieur de la tumeur et si ce nombre est
pair, il est à l’extérieur. Par défaut, on génère la demi-droite dans la direction
des y croissants, de la forme P + u×−→ny,u ∈ R+. On parcourt donc l’ensemble
des triangles formant la surface de la tumeur et on procède en trois temps
afin de déterminer si la demi-droite issue du point courant traverse en effet le
triangle.
— Tout d’abord, on calcule l’équation cartésienne du plan supportant le
triangle. Prenons le cas d’un triangle ABC tel que A(0; 1; 1), B(1; 2;−1)







Figure 3.20 – Schéma du triangle ABC.
points sont non alignés donc le plan portant le triangle ABC peut être
défini par les vecteurs −→AB et −→AC qui forment une base du plan mais
aussi par le vecteur normal donné par −→n = −→AB ∧ −→AC. Dans notre cas,−→
AB(1; 1;−2) et −→AC(−1; 1;−2), puis en calculant le produit vectoriel,
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on obtient un vecteur normal au plan : −→n (0;−4;−2). À partir de ce
vecteur on peut déterminer une équation cartésienne du plan, celle-ci
se présente sous la forme nxx+nyy+nzz+ d = 0 soit dans notre cas et
après simplifications, −2y− z+ d′ = 0. On détermine la valeur de d′ en
appliquant cette équation cartésienne au point A qui, par construction
appartient au plan. Il vient : −2 × 1 − 1 + d′ = 0 soit d′ = 3. Une
équation cartésienne du plan est donc :
−2y − z + 3 = 0.
— L’ensemble des points appartenant à la demi-droite P + u×−→ny,u ∈ R+
a pour coordonnées (xp; yp + u; zp),u ∈ R+.
Un premier cas doit être traité à part, il s’agit du cas où la demi-droite
est parallèle au plan, c’est à dire que son vecteur directeur, ici −→ny est
orthogonal au vecteur normal au plan −→n . L’orthogonalité de ces deux
vecteurs est équivalente à la nullité de leur produit scalaire. Dans ce
cas, on sait d’ores et déjà que la demi-droite n’intersectera pas le plan
(elle peut cependant appartenir au plan). Si ce cas particulier est exclu,
on calcule la projection P ′ du point courant P sur le plan (A,B,C), ce
qui revient à résoudre le système d’équations suivant :
−2yp′ − zp′ + 3 = 0,
xp′ = xp,
yp′ = yp + u,
zp′ = zp.
La résolution de ce système équivaut à résoudre l’équation en u sui-
vante :
−2(yp + u)− zp + 3 = 0
Si on prend, par exemple, P comme étant le point de coordonnées
(0,1; 0,1; 0,1), alors on trouve, en résolvant le système précédent, u =
1,35 et P ′(0,1; 1,45; 0,1). Il est important de noter que la valeur de u
trouvée est bien positive. On vérifie aisément que ce point appartient
bien au plan et P ′ est bien le projeté de P sur le plan (A,B,C) suivant
l’axe −→ny (voir Figure 3.21).
— Une fois que l’on a les coordonnées du point projeté P ′, il reste à dé-
terminer si ce point est bien à l’intérieur du triangle. Pour cela, on se
positionne dans le repère du plan (A,B,C) déterminé par (A,−→AB,−→AC)
et on calcule les coordonnées barycentriques du point P ′ dans ce repère.
Ces coordonnées (r,s) sont définies par la relation
−−→
AP ′ = r−→AB + s−→AC
(voir Figure 3.22).








Figure 3.21 – Représentation de la projection du point P (0,1; 0,1; 0,1) sur le






Figure 3.22 – Coordonnées barycentriques (r,s) du point P ′ dans la base
(A,−→AB,−→AC).
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Si 0 ≤ r ≤ 1 et 0 ≤ s ≤ 1− r alors, le point P ′ est bien dans le triangle
et la demi-droite d’origine P et dirigée par le vecteur −→ny traverse le
triangle ABC. On peut alors incrémenter le compteur d’intersections
de cette demi-droite avec les triangles formant la surface de 1.
On procède ainsi avec tous les triangles issus de la triangulation de la surface
et si le nombre de triangles traversés par la demi-droite est impair, alors le
point courant P est dans la tumeur.
Il existe cependant des cas limites pouvant poser certaines difficultés. Il s’agit
des points dont le projeté sur un des triangles appartient à un des côtés du
triangle, voire est confondu avec un des sommets. Ces cas correspondent, aux
cas d’égalités dans les conditions données sur les coordonnées barycentriques. Si
P ′ appartient à un côté d’un triangle, il appartient forcément aussi au triangle
partageant ce côté avec le premier, il suffit alors d’incrémenter le compteur
de 12 au lieu de 1. De même, si P
′ est confondu avec un sommet, il convient
d’incrémenter le compteur de l’inverse du nombre de triangles ayant ce sommet
en commun.
Reconstitution du champ T et simulation numérique
Nous avons défini précédemment l’algorithme de test d’appartenance d’un
point à la tumeur. On teste donc les centres des voxels du domaine du calcul.
Les voxels pour lesquels le centre est dans la tumeur sont considérés intégra-
lement dans le tumeur. Cependant, de même que dans le cas 2D, il n’est en
général pas nécessaire de tester l’ensemble des voxels. D’une part, si le patient
n’est pas traité, la tumeur ne diminue pas et un voxel atteint par la lésion
n’a pas de raison de sortir de la tumeur. On considère donc que les points qui
étaient déjà dans la tumeur y restent et on n’a pas besoin de tester ces points.
De même, les voxels en dehors du parallélogramme englobant les points de
discrétisation de l’interface ne peuvent pas appartenir à la tumeur et ne sont
pas testés.
La Figure 3.23 présente la comparaison entre la triangulation du nuage de
points et le champ T reconstruit. L’échantillonnage de la surface de la tumeur
comporte 329 points et la surface recomposée compte 834 triangles.
Lors de la simulation, les différents points de discrétisation de la surface
Φ, qui forment les triangles matérialisant l’interface entre la tumeur et le tissu
sain, sont transportés. Il n’y a donc plus aucune raison, pour t > 0, qu’ils res-
tent organisés en couches. Autrement dit, les ensembles de points qui étaient
initialement coplanaires ne le sont a priori plus et la méthode de reconstruction
du champ T décrite précédemment ne peut plus être utilisée. Cependant, on
fait l’hypothèse que, la vitesse étant assez régulière et centrifuge, les triangles
générés sur la segmentation initiale de la tumeur demeurent une bonne des-
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(a) triangulation de la surface
(b) champ T reconstruit
Figure 3.23 – Reconstruction d’une tumeur en 3 dimensions à partir d’un
échantillonnage de la surface : en haut la triangulation de la surface, en bas le
champ T reconstruit.
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cription de la surface Φ. Cela sous-entend, par exemple, que les triangles ne se
croisent pas au cours du temps. D’un point de vue informatique, les triangles
sont vus comme des listes de références vers les points. Ainsi les coordonnées
des triangles évoluent en même temps que celles des points et la phase de tri-
angulation est faite une fois pour toutes (hormis raffinements éventuels).
Lorsque la tumeur croit, certaines zones de la tumeurs risquent de ne plus être
décrites de façon satisfaisante par les triangles initiaux à cause d’une trop faible
définition en points. L’échantillonnage n’est alors plus suffisant. On peut remé-
dier à cela en subdivisant ces triangles. Il suffit d’ajouter à la liste des points le
centre de gravité du triangle concerné et de le remplacer dans la triangulation
par les trois triangles formés en joignant les côtés du triangle initial au centre








Figure 3.24 – Cas de raffinement de la triangulation par ajout d’un point. Le
triangle ABC est remplacé dans la liste des triangles par les triangles ABG,
ACG et BCG.
La méthode employée permet de paralléliser la charge de calcul sur plu-
sieurs threads. On peut notamment répartir les différents voxels du domaine
à tester entre les différents threads. Le calcul des équations cartésiennes peut
être effectué une fois pour toutes.
3.3.3 Simulations
Une fois le problème de reconstruction de la tumeur à partir de l’échan-
tillonnage de l’interface résolu, on peut simuler le modèle à partir de données
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cliniques. On prend comme donnée initiale la tumeur présentée dans la Figure
3.23. On peut convertir une série de coupes de CT-scan du format standard
dicom vers le format vtk utilisé pour l’écriture et la visualisation des résultats
de simulation. En appliquant un seuillage adéquat des niveaux de gris issus
du scan, on peut visualiser la structure de la cage thoracique du patient et
repositionner la simulation dans cet environnement. On obtient les résultats
présentés en Figure 3.25. On peut visualiser la localisation des cellules pro-
liférantes au sein de la tumeur sur la Figure 3.26. Dans le cas présent, étant
donné le jeu de paramètres utilisé, celles-ci forment une couronne périphérique.
L’intérêt d’une image comme celle donnée en Figure 3.25 est qu’elle peut per-
mettre au médecin d’identifier des zones sensibles qui pourraient se trouver
affectées par la présence de la lésion. Ici, on voit par exemple que la tumeur
risque d’atteindre un vaisseau sanguin et donc de nuire à l’irrigation d’une
partie du poumon.
3.3.4 Application de la méthode de front tracking 3D
au cas des méningiomes
Pour les métastases pulmonaires, dans les cas cliniques, on travaille pour
l’instant principalement en 2D, la 3D n’étant généralement pas indispensable
et les coûts supplémentaires en temps de calcul et de segmentation pas justi-
fiés. Par contre, pour les méningiomes, l’ensemble de la procédure est en 3D.
La méthode de suivi d’interface en 3D développée pour la simulation de la
croissance de métastases pulmonaires a aussi été utilisée pour l’étude de l’évo-
lution de méningiomes, en collaboration avec Vivien Pianet dans le cadre de
ses travaux de postdoc. Les méningiomes sont des tumeurs cérébrales générale-
ment peu agressives qui se développent à partir des méninges (cellules formant
une membrane protectrice autour du cerveau). Dans la plupart des cas (envi-
ron 80%), ces tumeurs sont bénignes mais elles se présentent parfois sous des
formes plus agressives pouvant engager le pronostic vital du patient. Dans de
nombreux cas, le méningiome est implanté sur la dure-mère (voir Figure 3.27),
une des membranes constituant les méninges.
La Figure 3.28 présente un cas clinique de méningiome. Il s’agit d’une coupe
extraite d’une séquence d’I.R.M sous injection de gadolinium. On voit bien que
le méningiome s’est développé à l’extérieur du cerveau à partir de la dure-mère
contre l’os crânien.
Il s’agit d’une tumeur solide (non infiltrante) tout comme les métastases
pulmonaires. Le modèle mathématique utilisé est par conséquent assez proche
du modèle simplifié pour les métastases pulmonaires. Il est présenté ci-dessous :




Figure 3.25 – Simulation 3D basée sur la méthode de front tracking reposi-
tionnée dans la cage thoracique du patient. Les paramètres de la simulation
sont les suivants : M0 = 0,6, M1 = 0 et η = 0,177.
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Figure 3.26 – Localisation des cellules proliférantes sur le cas 3D avec les
paramètres M0 = 0,6 ; M1 = 0 et η = 0,177. La zone rouge représente la zone
la plus dense en cellules proliférantes.
Figure 3.27 – Schéma présentant la disposition des tissus enveloppant le cer-
veau. Source : teachmeanatomy.info
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Figure 3.28 – Extrait d’une séquence d’IRM sous injection de gadolinium
montrant la présence d’un méningiome.
∂T
∂t




∇ · v = MT,
v = −K∇π,
où M(t = 0) = M0 et T (t = 0) est donné par l’examen initial. Le champ
scalaire K est la porosité du tissu environnant. La différence majeure du cas du
méningiome par rapport aux métastases pulmonaires, est que les méningiomes
croissent le long du crâne, en suivant la dure-mère. Il ne se développent pas vers
l’extérieur du crâne et on doit retranscrire ce comportement dans le système
d’équations. Dans ce but, nous procédons par pénalisation en imposant une
très petite valeur de K à l’extérieur du crâne.
K =
1 à l’intérieur du crâne,0,001 à l’extérieur du crâne,
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ce qui revient à imposer une condition de type Neumann sur la pression. La
vitesse normale est donc nulle au bord. De même, l’équation sur la vascula-
risation M est plus simple que dans le cas des métastases pulmonaires et ne
comporte qu’un paramètre (la donnée initiale M0). Ce système peut tout à
fait être simulé via un schéma de transport de type WENO 5. Cependant,
des imprécisions numériques apparaissent près du crâne dans le cas 3D. Nous
avons donc décidé d’utiliser la méthode de front tracking développée pour les
métastases pulmonaires sur le modèle de croissance des méningiomes. Le but
est d’une part de résoudre le problème d’imprécisions numériques et d’autre
part de tester la méthode de front tracking sur un cas de croissance tumorale
légèrement différent.
Pour la mise en oeuvre de la méthode, nous procédons de même que pour les
métastases pulmonaires à partir de la formulation lagrangienne du problème.
Des résultats de simulation sont présentés Figure 3.29.
3.4 Réduction 0D du modèle pour les méta-
stases pulmonaires
Plutôt que de calibrer le modèle EDP sur les données spatiales, ce qui
nécessite de nombreuses simulations relativement coûteuses en calcul, on peut
tenter d’obtenir une équation sur le volume (surface lorsqu’on est en 2D) de la
tumeur. La calibration se fait alors sur une variable scalaire et on perd donc
une partie des informations liées à la forme du la tumeur. En contrepartie, on
est en mesure de calibrer quasi instantanément le modèle. On repart donc du
système d’équations aux dérivées partielles simplifié :
∂T
∂t
+∇ · (vT ) = MT, (3.6)
∂M
∂t
= −η(M −M1)T, (3.7)
∇ · v = MT, (3.8)
v = −∇π. (3.9)
On introduit une nouvelle variable scalaire M̄ qui représente la densité










Figure 3.29 – Simulation 3D de l’évolution d’un méningiome basée sur la
méthode de front tracking. La tumeur est représentée en jaune et le crâne en
gris clair. Les paramètres de la simulation sont les suivants : M0 = 0,6 et
η = 0,177 et les temps (adimensionnés) correspondant aux snapshots sont de
haut en bas : t = 0, t = 2 et t = 4.
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Les variables V (t) et Ω(t) représentent respectivement le volume de la tumeur
et l’indicatrice du support de la tumeur à l’instant t (Ω vaut 1 dans la tumeur,
























∇ · (vT )dω.
Puis on remplace ∂T
∂t









∇ · (vT )dω +
∫
Ω(t)
∇ · (vT )dω.
Les deux termes de flux s’annulent et comme, par définition, T vaut 1 dans le
domaine d’intégration Ω(t), on obtient finalement une équation différentielle






Mdω = M̄V. (3.10)





































On utilise ensuite la définition de M̄ et l’équation (3.7) :
∂M̄
∂t
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où ∂Ω(t) représente la frontière du domaine d’intégration et n un vecteur
















On obtient ainsi une équation différentielle sur la variable M̄ :
∂M̄
∂t
= −M̄2 + (M0 − η)M̄ + ηM1. (3.11)
On intègre l’équation précédente pour obtenir une formulation explicite de
M̄(t), on factorise le membre de droite :
∂M̄
∂t
= −(M̄ − r1)(M̄ − r2).
En notant
∆ = (M0 − η)2 + 4ηM1,
r1 =














= (r2 − r1)∂t.
Puis on intègre, il vient :
ln( M̄ − r1
M̄(t = 0)− r1
)− ln( M̄ − r2
M̄(t = 0)− r2
) = (r2 − r1)t+ C,
où C est une constante d’intégration. En écrivant cette équation en t = 0 avec
M̄(t = 0) = M0, on obtient C = 0.
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et on obtient finalement :










On injecte cette expression dans l’équation différentielle sur le volume tumoral
Eq. (3.10), puis on intègre :
∂V
∂t































où D est une constante d’intégration. En écrivant la relation précédente à
t = 0, on trouve D = −ln(α− 1). Après simplification on obtient une formule
explicite pour le volume tumoral :









3.5 Étude des bornes de l’espace de recherche
Une des limites du premier modèle était la difficulté de calibration puis-
qu’on n’avait aucun moyen analytique de délimiter l’espace des paramètres. A
contrario, le modèle simplifié nous permet, à partir des données cliniques, de
déterminer la zone de l’espace des paramètres à fouiller pour calibrer le mo-
dèle. Cela nous permet de limiter l’espace des paramètres à explorer et donc
de réduire les coûts en terme de calculs, mais aussi de repenser notre stratégie
de calibration et d’exploitation des résultats.




que l’on peut intégrer en temps :
M(t) = (M0 −M1)e−ηt +M1. (3.14)
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En injectant cette expression dans (3.6) et en intégrant sur le domaine de
calcul, on obtient une équation différentielle sur le volume V (ou la surface si
on est dans les cas 2D) de la tumeur :
∂V
∂t
= [(M0 −M1)e−ηt +M1]V,
qui peut, de même, être intégrée en temps :




Cette équation donnerait le volume de la tumeur si M était un scalaire ce
qui n’est pas le cas. Cependant, elle va nous permettre de borner l’espace de
recherche pour les paramètres M0 et M1. Pour simplifier le raisonnement, on
fait ici l’hypothèse que l’on dispose de deux images de la tumeur (scanners
dans notre cas). La première donnée, à t = t0 est la donnée initiale. On prend
d’ailleurs t0 comme origine des temps (t0 = 0). La seconde donnée correspond
à une image de la tumeur à l’instant t1 > t0. On calcule facilement le volume
(ou la surface si on est dans le cas surfacique) de la tumeur à partir de l’image
(intégration spatiale de l’indicatrice de la tumeur) et on dispose ainsi des trois
données scalaires suivantes t1, V0 et V1.
Si l’on reprend l’expression locale de M en chaque point de la tumeur Eq.
(3.14), on remarque que M varie continûment et de façon monotone de M0
à M1 comme on le voit sur la Figure 3.30. Ainsi, si M0 < M1, M va croitre
de M0 vers M1 et on obtient l’encadrement M0 ≤ M(t) ≤ M1 pour tout t.
Inversement, si M0 > M1, M est décroissant et on a M1 ≤ M(t) ≤ M0 pour
tout t.
Les trois paramètres que l’on cherche à calibrer sont η, M0 et M1. Ce sont
donc les trois intervalles de recherche associés que l’on souhaite déterminer au
mieux. Le paramètre η conditionne la vitesse de convergence de M vers la valeur
M1. Plus η est grand et plus vite M atteint M1. Il semble donc pertinent de
s’intéresser au produit ηt1 pour adapter la vitesse de convergence à l’échelle des
temps que l’on utilise. On n’a pas de moyen simple de déterminer un intervalle
de variation pour ce paramètre. On décide alors de tirer aléatoirement
ηt1 dans [0,1; 10]. Pour l’étude des paramètres M0 et M1, on doit distinguer
deux cas.
Premier cas, M0 > M1 : Comme on a M(t) ≤ M0, le volume V (t) est
majoré par le volume qu’on aurait si M était constante égale à M0, on a donc
une première inégalité :
V0e
M0t ≥ V (t). (3.16)




1 2 3 t
M
Figure 3.30 – Évolution de M en fonction du temps. Les paramètres sont,
pour la courbe rouge : M0 = 1, M1 = 0 et η = 1 (cas décroissant), pour la
courbe bleue : M0 = 1, M1 = 2 et η = 1 (cas croissant).
De même, l’expression (3.15) donne la valeur du volume si on fait l’hypo-
thèse d’un champM constant (égal à la valeur deM dans un voxel initialement
inclus dans la tumeur). Pour un voxel quelconque d’indice (i,j) (dans le cas
bidimensionnel) on peut écrire :
Mi,j = M0 +M1 × (1− e−η×max(t−t̃i,j ,0)),
où t̃i,j correspond à l’instant à partir duquel le voxel (i,j) est atteint par la
tumeur. Cela revient à retarder en temps l’équation (3.14) du délai de pro-
pagation des cellules tumorales jusqu’au voxel courant. On peut en déduire
l’inégalité :
M(x,y,t) ≥ (M0 −M1)e−ηt +M1,
Ce qui nous donne, en intégrant en espace la densité de cellules tumorales :
V (t) ≥ V0e(M0−M1)e
−ηt+M1 . (3.17)
À l’instant t1, on a donc :
V0e
M0t1 ≥ V1 ≥ V0e(M0−M1)e
−ηt1+M1 . (3.18)







1− α , (3.19)
avec
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De plus, par hypothèse de modélisation, M étant assimilé à une densité de


































L’espace des paramètres dans lequel il est judicieux de calibrer le modèle
est donc le suivant :

























Second cas, M0 ≤ M1 : On procède de même que pour le cas M1 < M0,
la seule différence est que l’inégalité Eq. (3.18) est inversée. On a donc :
V0e
M0t1 ≤ V1 ≤ V0e(M0−M1)e
−ηt1+M1 . (3.22)
Notre espace de recherche est donc :
132 CHAPITRE 3. MODÈLE SIMPLIFIÉ





















L’espace dans lequel on calibre le modèle est donc dépendant des données
scalaires dont nous disposons a priori, à savoir t1, V0 et V1. Ainsi, et contrai-
rement au cas du premier modèle, on détermine automatiquement cet espace
pour chaque tumeur étudiée. De plus cet espace ainsi délimité contient à coup
sûr les dynamiques de croissance qui nous intéressent et permet donc une fouille
bien plus efficace de l’espace des paramètres qu’avec le modèle précédent.
Les calculs présentés au dessus correspondent au cas où l’on ne dispose que
de deux images médicales. Si nous avons un nombre plus important k d’images
de la tumeur, il est possible d’utiliser cette information supplémentaire pour
affiner la calibration. En pratique, on procède au tirage des paramètres comme
précédemment à partir de deux des examens. On prend le premier, qui nous
sert de condition initiale et un second qui peut être par exemple l’examen le
plus récent ou un des examens suivants tiré au sort. Les k−2 examens restants
sont alors comparés au résultat de la simulation à l’instant correspondant via
une fonction distance définie comme le maximum des erreurs relatives entre la
simulation et l’observation. On fixe une valeur seuil pour cette distance, par
exemple 15% et on élimine les simulations pour lesquelles la distance dépasse
le seuil.
3.6 Résultats cliniques
Cette partie regroupe certains résultats obtenus sur des cas cliniques.
3.6.1 Protocole d’étude des cas cliniques
Principe général : La connaissance de bornes précises et adaptées au pa-
tient pour l’intervalle de recherche des différents paramètres (voir section pré-
cédente) est un atout majeur pour la calibration du modèle sur des données
cliniques. Ce point nous a permis de modifier la méthode de prédiction à partir
d’images médicales et d’envisager une approche différente.
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L’algorithme de prédiction se base sur un algorithme de type Monte Carlo.
On tire au sort un jeu de paramètres dans l’espace déterminé à la section
précédente. Il s’agit donc d’un tirage non indépendant puisque les bornes des
intervalles dépendent des données mais aussi des valeurs d’autres paramètres.
On simule le modèle pour le jeu de paramètres ainsi obtenu et on calcule la
distance de cette simulation avec les données cliniques au sens de la fonction
objectif suivante qui tient compte de l’erreur spatiale L2 ainsi que du volume :














En pratique, le coefficient a est pris suffisamment petit (0,1 par exemple)
pour ne pas trop influencer le choix des jeux de paramètres puisqu’on veut
tenir compte de la donnée spatiale. On conserve la simulation si la valeur de
la fonction objectif est en dessous d’un certain seuil d’acceptation qui sera
explicité plus tard. On fait ainsi N tirages de jeux de paramètres ce qui nous
permet de conserver un certain nombre n de simulations acceptables du point
de vue de la fonction objectif que l’on a définie. On ne cherche donc plus à
conserver la simulation qui représente au mieux les données mais un
échantillon de simulations plus ou moins proches des données. Cela
se base sur l’idée que, connaissant l’incertitude sur les données elles mêmes
(erreur de segmentation par exemple), il faut relativiser l’importance qu’on leur
accorde dans le processus de calibration. Ainsi, il se peut qu’en acceptant une
erreur un peu plus importante lors de la calibration, on améliore la prédiction





calcul du seuil εmin





Figure 3.31 – Diagramme synthétique décrivant le processus de calibration.
On n’a plus alors (comme c’était le cas au Chapitre 1) une unique courbe
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d’évolution, mais un faisceau de courbes qui balaie les comportements possibles
de la tumeur selon le modèle.
Calcul du seuil d’acceptation : L’ordre de grandeur de l’erreur acceptable
pour la simulation par rapport aux données dépend de la qualité des données
elles-mêmes. Des hétérogénéités non prises en compte dans le modèle ainsi que
les incertitudes de segmentation peuvent faire évoluer la forme de la tumeur
d’une façon non exactement prédictible par le modèle. Si cette forme varie
beaucoup entre deux examens on va accepter une erreur plus importante que
si les formes sont régulières. Le seuil d’acceptation des simulations ne peut
donc pas être une valeur fixée une fois pour toutes et doit dépendre de la
tumeur étudiée et donc des données dont nous disposons. On le détermine
empiriquement pour chaque cas comme étant l’erreur minimale que l’on peut
espérer obtenir, à laquelle on ajoute une marge (10% par exemple). Cette erreur







√√√√∫Ω(Tsnap(ti)− Tmodele(p1, . . . ,pk,t))2dω∫
Ω(Tsnap(ti))2dω
.
Sorties de la méthode : Les données brutes recueillies en sortie de l’al-
gorithme sont principalement l’évolution de la surface (ou masse) tumorale
ainsi que la répartition spatiale des cellules tumorales à l’instant de prédiction
pour chacune des simulations conservées. À partir de ces données, on peut
tracer le faisceau de courbes d’évolution de la surface et étudier la réparti-
tion des prédictions c’est à dire de la surface obtenue à l’instant de prédiction
Tpred. On peut ainsi calculer plusieurs indicateurs statistiques tels que la pré-
vision moyenne (espérance), la prévision médiane, la surface la plus probable
(maximum de la fonction de répartition) mais aussi l’écart-type ou encore les
intervalles inter-quartiles qui donnent une idée sur la dispersion des résultats.
Les données spatiales (images de la tumeur simulée) nous donnent quant à elles
la probabilité, selon le modèle, que chaque voxel soit atteint par la tumeur à
l’instant de prédiction.
3.6.2 Premiers résultats sur un cas clinique
Présentation du cas
Le cas clinique étudié dans cette partie est présenté Fig. 3.32. On peut
y observer l’évolution temporelle d’une métastase pulmonaire non traitée au
travers de cinq extraits de CT-scans régulièrement répartis sur une période
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de 21 mois. On observe que la croissance de cette tumeur est assez rapide et
régulière. La lésion atteint le bord du poumon, ce qui semble jouer sur la façon
dont elle croit. Cependant, on décide de négliger ces effets dans cette étude.
Application de la méthode de prévision
On dispose donc dans ce cas de cinq examens pour tester la méthode. On
va tout d’abord utiliser les deux premiers examens pour établir une prévision
à la date correspondant au troisième. On pourra ainsi comparer les résultats
obtenus à l’évolution réelle de la métastase, puis on utilisera les trois premiers
examens pour tenter de prédire le quatrième et ainsi de suite. Les figures
présentées ici ont été obtenues en calibrant le modèle sur la zone de paramètres
correspondant à M0 ≤M1.
Utilisation de deux examens. Dans ce paragraphe, on utilise les deux
premiers examens pour tenter de prédire l’état de la tumeur à la date du
troisième. La première image (au 14/09/2011) sert à initialiser le champ de
densité de cellules tumorales. La deuxième image (au 18/01/2012) est utilisée
pour le calcul de la fonction objectif fobj et donc pour calibrer le modèle.
On obtient le faisceau de courbes suivant (Fig. 3.33). On observe donc que le
troisième point, celui que l’on souhaite prédire, se trouve bien dans le faisceau.
Cependant, les données semblent assez dispersées. On peut tracer (Fig. 3.34) un
histogramme de répartition des volumes (ou surfaces dans le cas 2D) tumoraux
issus des simulations à l’instant de prédiction.
moyenne écart-type densité maximum 1er quartile médiane 3ème quartile
39,10 9,57 33,71 31,98 36,14 44,08
Table 3.2 – Données statistiques brutes de la série de prédictions en mm2. La
surface réelle au troisième examen est de 31,06 mm2.
On peut normaliser l’écart-type par la moyenne afin d’obtenir un indica-
teur de dispersion des données relatif et sans unité. On notera cet écart-type
normalisé σ̃ = σ
m
, où σ est l’écart-type classique et m la moyenne. Dans ce cas,
on a σ̃ = 0,245.
La prédiction est donc bonne malgré un écart-type relatif de presque 25%. On
voit notamment que la valeur cible correspondant à la valeur réelle appartient
à l’intervalle de confiance [m − σ;m + σ]. Si l’on regarde les différents indi-
cateurs statistiques, on constate que la moyenne sous-estime la surface de la
tumeur d’environ 8mm2, le maximum de la densité de répartition d’un peu
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(a) 14/09/2011 (b) 18/01/2012
(c) 04/07/2012 (d) 09/01/2013
(e) 17/06/2013
Figure 3.32 – Scéance de CT-scans montrant l’évolution d’une métastase.
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Figure 3.33 – Premier cas test : Faisceau de courbes obtenu avec deux don-
nées.
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Figure 3.34 – Répartition des prédictions sur le premier cas test en utilisant
deux points. La droite bleue indique la valeur réelle de la surface au troisième
examen (valeur cible à prédire) et la droite noire correspond au maximum de
la densité de répartition.
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plus de 2,5mm2 et la médiane d’environ 5mm2. Ces valeurs semblent tout à
fait acceptables compte tenu des erreurs de segmentation commises à cette
échelle.
Utilisation de trois examens. On utilise maintenant les trois premiers
examens pour calibrer le modèle, cherchant ainsi à prédire le volume de la
tumeur à la date du quatrième examen. Le faisceau de courbes ainsi obtenu
est présenté Figure 3.35.
Figure 3.35 – Premier cas test : Faisceau de courbes obtenu avec trois données.
Ici encore, la valeur cible est dans le faisceau. On remarque de même que le
faisceau semble plus étroit que dans le cas précédent. Cela vient du fait qu’en
ajoutant un examen, et donc de l’information, dans le processus de calibration,
on discrimine davantage lors du tri des simulations. La répartition des prédic-
tions ainsi que les données statistiques correspondantes sont données dans les
tableaux 3.36 et 3.3.
Ici encore, les différents indicateurs donnent une bonne prédiction de la
surface tumorale. De plus, l’écart-type normalisé vaut dans ce cas 0,184 et est
donc inférieur au cas précédent. Cela confirme que la prédiction s’est affinée
avec l’ajout d’informations.
140 CHAPITRE 3. MODÈLE SIMPLIFIÉ
Figure 3.36 – Répartition des prédictions sur le premier cas test en utilisant
trois examens. La droite bleue indique la valeur réelle de la surface au troisième
examen (valeur cible à prédire) et la droite bleue correspond au maximum de
la densité de répartition.
Utilisation de quatre examens. Pour finir, on utilise les quatre premiers
examens pour prédire la taille de la tumeur au cinquième. Le faisceau de
courbes correspondant est donné en Figure 3.37, la répartition des prédiction
en Figure 3.38 et les indicateurs statistiques dans la Table 3.4.
Les prédictions semblent qualitativement correctes puisque, une fois encore,
la valeur cible se trouve dans le faisceau qui semble s’être encore affiné par
rapport au cas précédent.
Les indicateurs statistiques donnent là encore une bonne prédiction et
l’écart-type normalisé vaut 0,138 et a donc encore diminué.
On voit ainsi que, comme on aurait pu s’y attendre, plus on utilise de
moyenne écart-type densité maximum 1er quartile médiane 3ème quartile
57,04 10,50 48,28 48,44 54,14 64,15
Table 3.3 – Données statistiques brutes de la série de prédictions en mm2. La
surface réelle au quatrième examen est de 50,82 mm2.
3.6. RÉSULTATS CLINIQUES 141
Figure 3.37 – Premier cas test : Faisceau de courbes obtenu avec quatre
données.
moyenne écart-type densité maximum 1er quartile médiane 3ème quartile
78,24 10,83 68,80 69,01 75,84 85,86
Table 3.4 – Données statistiques brutes de la série de prédictions en mm2. La
surface réelle au cinquième examen est de 70,36 mm2.
142 CHAPITRE 3. MODÈLE SIMPLIFIÉ
Figure 3.38 – Répartition des prédictions sur le premier cas test en utili-
sant quatre examens. La droite bleue indique la valeur réelle de la surface
au troisième examen (valeur cible à prédire) et la droite bleue correspond au
maximum de la densité de répartition.
données, plus la prédiction est précise au sens de la diminution de la taille de
l’intervalle de confiance. De plus, la méthode donne sur ce cas des résultats
qualitativement et quantitativement satisfaisants.
Pour une analyse à plus grande échelle de l’utilisation de la méthode sur des
cas cliniques, on peut se reporter au chapitre 4.
3.7 Méthode de calibration scalaire
Nous avons vu précédemment une méthode de calibration basée sur la mi-
nimisation d’une fonction distance permettant de comparer la forme et la taille
des tumeurs simulées aux données cliniques. Cette méthode nécessite comme
on l’a vu de simuler un grand nombre de fois le modèle EDP. Cela permet
d’axer la personnalisation du modèle sur la forme (erreur L2). Cependant, la
méthode ne fournit pas de résultats en temps réel puisque, même en répartis-
sant la charge de calcul sur huit coeurs, il faut compter environ une heure et
demi de temps de calcul pour simuler le modèle sur 5 000 jeux de paramètres.
Cette considération technique peut sembler peu importante dans un premier
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temps mais, dans l’optique de l’utilisation par des médecins d’un outil basé
sur cette méthode, cela pourrait être un inconvénient majeur. Afin de pallier
cette difficulté et de diminuer les temps de calcul, nous avons mis au point
une méthode de calibration « légère » basée sur l’utilisation de la formule don-
nant le volume tumoral (Eq. (3.13)) obtenue à la section 3.4. Cette formule est
rappelée ci-dessous :









L’avantage de cette formule est qu’elle nous permet de connaître le volume
tumoral en tout temps sans passer par le système EDP et donc de réduire
considérablement le nombre de calculs. Pour cette variante de la méthode de
calibration, on conserve la procédure de génération des jeux de paramètres uti-
lisée précédemment et décrite à la section 3.5. Cependant la fonction distance
utilisée ne compare plus que les volumes aux instants des examens entre les
observations et le résultat fourni par le modèle au travers de la formule scalaire
précédente. Ainsi, il n’est plus nécessaire de simuler le système EDP pour la
phase de calibration et les gains en terme de temps de calcul sont conséquents.
En pratique, on teste 100 000 jeux de paramètres en moins d’une seconde. La
fonction distance correspond à un critère des moindres carrés relatif sur les







où Vobs(ti) est le volume observé de la tumeur réelle à l’instant ti, c’est à dire
mesurée sur le ième examen et Vsimu(ti) est le volume calculé avec la formule
(3.13) au même instant. On se fixe toujours un seuil d’acceptation sur la valeur
de cette fonction distance, par exemple 15%, et on ne conserve que les jeux de
paramètres avec lesquels on se situe en dessous de ce seuil.
On obtient donc, en sortie de l’algorithme, une liste de jeux de paramètres
correspondant à différentes dynamiques de croissance tumorale admissibles.
On classifie ces différents jeux de paramètres en fonction du volume final de
la tumeur obtenu. En pratique on récupère une liste ordonnée de la forme
(π1;V1(tf ), . . . ,(πi;Vi(tf )), . . . ,(πN ;VN(tf ))) où les πi sont les jeux de para-
mètres sélectionnés, les Vi(tf ) les volumes finaux correspondant et N le nombre
de jeux de paramètres ayant satisfait le critère de sélection. On peut ordonner
la liste précédente dans l’ordre croissant : V1(tf ) ≤ . . . ≤ Vi(tf ) ≤ . . . ≤ VN(tf ).
On identifie ensuite certains jeux de paramètres particuliers :
— le comportement médian, c’est à dire le jeu πm tel que le volume final
correspondant Vm(tf ) représente la médiane de l’ensemble des volumes
(Vi(tf ))1≤i≤N ,
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— les deux jeux πq5 et πq95 associés aux volumes Vq5(tf ) et Vq95(tf ) corres-
pondant aux premier et dernier 20-quantiles, c’est à dire que 90%
des volumes finaux sont compris entre ces deux valeurs,
— le comportement le plus proche de la dynamique moyenne, c’est
à dire le jeu πM tel que VM(tf ) est, parmi l’ensemble des (Vi(tf ))1≤i≤N
celui le plus proche de la moyenne Vf = 1N
∑N
i=1 Vi(tf ).
Ces jeux de paramètres particuliers sont alors utilisés dans le modèle EDP pour
effectuer des simulations. On obtient ainsi la répartition spatiale des cellules
cancéreuses.
Une illustration du résultat de la méthode de calibration scalaire est donnée
en Figure 3.39. Il s’agit du même cas que celui traité dans la Figure 3.33 et on
constate que les prédictions fournies sont très proches avec les deux méthodes
ce qui confirme l’intérêt de la méthode scalaire. On peut aussi visualiser la
Figure 3.39 – Utilisation de la méthode de calibration basée sur la formule
scalaire du volume tumoral sur le cas de la Figure 3.33 : en rouge les 5ème et
95ème centiles (90% des simulations se situent entre ces deux courbes), en bleu
la simulation moyenne et en noir la médiane.
prédiction de croissance tumorale en superposant les simulations aux images
tirées des examens (voir Figure 3.40).
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Figure 3.40 – Rendu spatial de la méthode de calibration scalaire : superpo-
sition des simulations sur l’image initiale de la tumeur. On retrouve à gauche
l’image du poumon et à droite un zoom sur la tumeur. Le contour en rouge
représente la simulation médiane et les contours jaunes délimitent la zone com-
prenant 90% des simulations.
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Comme nous l’avons vu, le gain de temps est conséquent et permet d’ob-
tenir des résultats dans des délais tout à fait raisonnables pour une utilisation
clinique (environ 30 secondes pour la calibration et la simulation EDP des
jeux de paramètres particuliers). L’inconvénient de cette approche est qu’on
ne tient plus compte des aspects spatiaux pour calibrer le modèle.
3.8 Étude de la propagation des incertitudes
de segmentation
L’une des principales difficultés inhérente aux simulations de croissances
tumorales basées sur l’imagerie médicale provient du contourage des tumeurs
sur les images. En effet, cette étape est hautement dépendante de l’opérateur.
On estime que la variabilité inter-opérateurs peut engendrer des écarts de 20%
sur la surface de la tumeur contourée. Étant donnée cette incertitude, il est
important de savoir de quelle manière elle se propage dans le modèle. En effet
si le modèle est peu robuste et très sensible à de petits écarts de forme, la
qualité des prédictions en sera affectée.
3.8.1 Introduction de perturbations de forme
Pour simuler cette incertitude, on se place dans le cas 2D d’une tumeur de
forme circulaire, la frontière de celle-ci est matérialisée par n = 20 points. On
perturbe indépendamment les coordonnées des points en utilisant une erreur
gaussienne. On peut écrire les coordonnées non perturbées des points sous
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où les x̃i, ỹi sont des réalisations des variables aléatoires gaussiennes X̃i, Ỹi,
d’écart-type σ (qui ne dépend donc pas du point) et centrées sur les coordon-
nées non perturbées xi,yi : ∀i ∈ {1; . . . ;n},
X̃i ∼ N (xi,σ),
Ỹi ∼ N (yi,σ).
Une fois obtenue la segmentation perturbée, on peut lancer une simulation du
modèle. La figure ci-dessous (Fig. 3.41) compare les simulations avec ou sans
perturbation.
3.8.2 Approche statistique
Afin de pouvoir tirer des conclusions statistiques quant à la propagation
de l’incertitude de contourage dans le modèle, on effectue un grand nombre
de simulations en perturbant indépendamment les coordonnées des points. Ce
qui nous intéresse ici est de déterminer la fonction de répartition de l’erreur
sur la forme après simulation et de la comparer à la fonction de répartition de
l’erreur sur la segmentation initiale. Cette étude sera menée sur un point en
particulier de la frontière (x1; y1) afin de vérifier que l’erreur reste centrée et
symétrique par rapport à 0, puis sur l’ensemble des points.
On ne s’intéresse qu’aux abscisses des points xi, le problème étant invariant





Table 3.5 – Jeu de paramètres utilisé pour l’étude de propagation des incer-
titudes de segmentation.







r(t=2) , où r(t) représente le
rayon moyen de la tumeur au temps t. Cela revient donc à calculer l’écart de
position dû à la perturbation initiale. On divise par le volume pour ne pas
tenir compte des changements d’échelles liés à la croissance de la tumeur et
ne comparer que les formes. On simule un échantillon de 1000 réalisations de
ces variables aléatoires et on étudie les fonctions de répartition de celles-ci, les
résultats sont en Figures 3.42 et 3.43.
148 CHAPITRE 3. MODÈLE SIMPLIFIÉ
Figure 3.41 – Comparaison des simulations du modèle avec forme perturbée
(à droite) et non perturbée (à gauche). La ligne du haut correspond aux condi-
tions initiales (t=0) et celle du bas aux résultats de simulation à t=2. Le rayon















Figure 3.42 – Répartition des réalisations de la variable aléatoire Ξ01. Les
estimateurs de la moyenne et de l’écart-type sont : m = −1,5 × 10−3, σ =
6,9× 10−2.
Propagation de l’incertitude globale : Cette fois, on tient compte des
erreurs cumulées sur l’ensemble des points de discrétisation de la frontière de
la tumeur.
Les moyennes et écarts-types correspondant aux données présentées Figure
3.44 sont donnés Table 3.6.
L’analyse de ces différentes données statistiques issues de simulations nous
permet de constater que le modèle utilisé a un effet régularisant sur les formes
puisque la moyenne et l’écart-type des écarts relatifs diminuent au cours des
simulations. Les incertitudes de segmentation ne vont donc pas se trouver
amplifiées par le modèle de croissance tumorale.
3.9 Conclusion
Au cours de ce chapitre, nous avons mis au point un modèle
simplifié pour la croissance des métastases pulmonaires à seulement
trois paramètres. Cela nous a permis de repenser intégralement l’al-
gorithme de calibration et de réduire la complexité des calculs, la














Figure 3.43 – Répartition des réalisations de la variable aléatoire Ξ21. Les
estimateurs de la moyenne et de l’écart-type sont : m = −9,2 × 10−3, σ =
1,5× 10−2.
calibration se faisant désormais quasiment en temps réel. D’un point
de vue numérique, nous avons mis au point une méthode basée sur
le suivi d’interface adaptée à notre problème pour les cas 2D et
3D. Les premiers résultats sont prometteurs et une étude plus ap-
profondie sur de nombreux cas tests de l’ensemble de la méthode
est présentée au chapitre suivant. L’intérêt ici est le développement
d’une méthode utilisable par les médecins. Le logiciel développé au
sein de l’équipe pour l’implémentation de cette méthode a fait l’ob-
jet d’un dépôt auprès de l’Agence de la Protection des Programmes.
De plus des voies de valorisation et le transfert de ces travaux de






























































(d) t = 2 : répartition des réalisations de Ξ2
Figure 3.44 – Propagation de l’incertitude de contourage sur l’ensemble des
points : à l’instant initial, puis aux instants t = 1, t = 1,5 et t = 2.
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moyenne écart-type
t = 0 4,6× 10−4 7,0× 10−2
t = 1 2,9× 10−4 5,6× 10−2
t = 1.5 −1,6× 10−4 5,5× 10−2
t = 2 1,0× 10−4 5,5× 10−2
Table 3.6 – Moyenne et écart-type de l’écart à la position non perturbée sur
l’ensemble des points à l’instant initial et aux instants t = 1, t = 1,5 et t = 2.
Chapitre 4
Validation clinique
Afin de tester la méthode décrite au chapitre précédent, celle-ci a été utilisée
sur 37 cas cliniques de métastases pulmonaires. Le but de cette étude est de
confronter le modèle et la méthode de calibration à la réalité clinique afin
d’évaluer ses qualités prédictives. Cette partie décrit la démarche mise en place
pour ces essais et détaille les résultats obtenus.
4.1 Protocole d’étude
4.1.1 Données cliniques utilisées
Grâce à une étroite collaboration avec le CHU Pellegrin et l’Institut Bergo-
nié, centre régional de lutte contre le cancer situé à Bordeaux, il a été possible
d’avoir accès à un nombre important de cas cliniques atteints de métastases
pulmonaires. Nous avons restreint l’étude à la calibration du modèle à partir de
seulement deux données cliniques. Il est bien sûr possible d’utiliser davantage
de données pour personnaliser le modèle et nous avons pu voir que cela per-
met d’affiner les prédictions. Cependant, souvent nous disposons d’assez peu
de données et il a donc semblé important de tester la méthode dans un cadre
réaliste du point de vue clinique et donc d’utiliser le moins de données possible.
Les cas auxquels nous nous sommes intéressés présentent donc au moins trois
examens à des dates différentes et sans traitement. Cela nous permet d’utiliser
les deux premières images pour calibrer le modèle et de comparer et évaluer
ensuite la prédiction avec la troisième image.
Lorsque plus de trois images de la même lésion sont disponibles, nous avons
parfois dissocié ces données en plusieurs séries traitées indépendamment. Cela
nous permet d’avoir plus de cas pour tester la méthode. Ainsi, si on dispose
de quatre examens aux dates t1, t2, t3 et t4, on peut établir une prédiction au
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temps t3 à partir des examens aux temps t1 et t2 d’une part, et une prédiction
au temps t4 à partir des examens des temps t2 et t3. Le pré-traitement des
données a été effectué avec l’aide précieuse des cliniciens, au moins pour le
choix des lésions et des coupes à segmenter.
4.1.2 Méthodologie
Pour cette étude, nous avons utilisé la méthode « allégée » décrite au cha-
pitre précédent, dans la section 3.7. La méthode peut permettre de prédire le
temps auquel est atteint une masse donnée ou, à l’inverse, de fournir une pré-
diction sur la masse (ou la surface) à une date donnée. Ces deux formulations
du problème étant assez proches, on se limite ici à la prédiction de la surface
occupée par la tumeur dans la couche choisie.
Pour chacun des cas, nous avons calibré le modèle sur deux gammes de pa-
ramètres distinctes (voir section 3.5). La première correspond aux cas où
M1 ≤ M0, c’est à dire que le taux de croissance de la tumeur augmente au
cour du temps. Ce type de dynamique sera qualifié de croissance « exponen-
tielle ». La seconde gamme de paramètres est caractérisée par M1 = 0 et le
taux de croissance tend localement vers 0. Cela amène à des tumeurs dont la
masse semble saturée et on qualifiera ces dynamiques de croissances de type
« plateau ».
4.2 Résultats
Dans cette section, on ne présente que les courbes d’évolution des huit
premiers cas. Les cas suivants apparaissent en Annexe B .
La Table 4.1 reprend les résultats de l’ensemble de cette série de tests. Pour
chaque tumeur, identifiée par un nombre, et pour les gammes de paramètres
correspondant aux croissances de type « plateau » d’une part et « exponen-
tielle » d’autre part, on retrouve :
— Le volume cible Vc, c’est à dire le volume observé sur le troisième examen
et que nous tentons de prédire. C’est donc à ce volume là que nous
comparerons les prédictions fournies par l’algorithme.
— La moyenne des prédictions volumiques ainsi que l’écart-type σ calculé
sur la répartition des résultats.
— La médiane ainsi que les 5e et 95e centiles, notés respectivement ct 5%
et ct 95% permettant de situer la zone dans laquelle sont compris 90%
des résultats.





Figure 4.1 – Résultat de la méthode sur les cas 1, 2, 3 et 4 (de bas en haut),
à gauche la dynamique de type « exponentielle » et à droite la dynamique
« plateau ».
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Figure 4.2 – Cas 5, 6, 7 et 8 (de bas en haut), à gauche la dynamique de type
« exponentielle » et à droite la dynamique « plateau ».
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Toutes les valeurs sont données en mm2 sauf l’erreur relative qui est donnée
en pourcentages.
Id. cas Vc (mm2) gamme moy. σ ct 5% méd. ct 95% εrm (%)
1 91,7 « plat » 75,7 7,7 56,6 77,3 80,9 17,4
« exp » 126,2 26,6 90 118,8 174,6 37,6
2 300,7 « plat » 258 15,4 219,6 258,7 266,5 14,2
« exp » 320,1 33 274,7 306,9 377,3 6,4
3 178,5 « plat » 225,9 19,5 174,3 212,6 229,6 26,5
« exp » 262,2 40,1 201,1 245,4 326,7 46,9
4 31,4 « plat » 25 1,9 20,4 25,3 26,2 20,4
« exp » 40,5 9,1 28,7 37,5 57,7 28,9
5 52 « plat » 42,5 4,4 31,6 43,2 45,3 8,3
« exp » 71,5 15,1 50,6 67,6 98,2 37,5
6 70,2 « plat » 69,2 6,7 52,8 69,8 73,1 1,4
« exp » 105,5 18,3 79,6 99,5 137,3 50,3
7 126,1 « plat » 107,6 4,5 96,8 107,4 109,8 14,7
« exp » 122,4 9,1 110,5 118,3 138 2,9
8 170,3 « plat » 167,7 19,8 122,2 173,7 184,7 1,5
« exp » 439 185,8 227,2 385,7 811,3 157,8
9 177,3 « plat » 183,3 9 161,9 184,5 188,5 3,4
« exp » 226,4 23,8 194,4 218 268,8 27,7
10 184,5 « plat » 181,5 3,1 175 183,5 183,9 1,6
« exp » 222,6 41,6 188,7 206,3 314,1 20,1
11 190,2 « plat » 187,6 2,6 181,3 188,2 189,3 1,4
« exp » 219,1 32,5 192,7 205,9 292,4 15,2
12 106,5 « plat » 86,7 3,2 79,1 86,9 88,3 18,6
« exp » 98,5 7,2 89,2 95,3 111,1 7,5
13 171,5 « plat » 152,2 21,2 104,1 158 170,2 11,3
« exp » 427,5 182,4 212,5 377,2 785,6 149,3
14 188,5 « plat » 197 12,4 166,9 198,1 204,1 4,5
« exp » 250 27,8 212 238,9 298 32,6
15 191,2 « plat » 201,1 7,4 183,9 203,4 207,2 5,2
« exp » 281 61,3 217,8 259,4 413 47
16 190,1 « plat » 193,1 1,5 190,4 191 194,1 1,6
« exp » 197,1 2,1 194,7 185,8 201,5 3,7
17 398,5 « plat » 347,1 16,5 305,1 344,3 353,1 12,9
« exp » 390,1 30,4 346,5 375,7 437,9 2,1
18 18,9 « plat » 20,2 1,5 16,4 20,3 21 6,9
« exp » 27,3 3,6 22,2 26 33,4 44,4
19 19,3 « plat » 20,8 1 18,4 21 21,4 7,8
« exp » 28,8 5,2 22,7 27,1 39,2 49,2
20 15,2 « plat » 10,1 1,1 8,4 9,7 11,9 33,6
« exp » 14,4 1,8 12,3 13,3 17,4 5,3
21 17,4 « plat » 22,8 2,7 15,9 23,3 24,6 31
« exp » 38,9 8,1 27,6 36,3 53,3 123,6
22 403,9 « plat » 295,2 14,1 261,9 296,1 303,5 26,9
« exp » 349,6 30,4 309,1 337,2 402 13,4
23 464,9 « plat » 472,9 33,6 393 479,2 492,5 1,7
« exp » 645,5 89,8 524,2 615 808,5 38,8
24 17,7 « plat » 15,2 1 12,7 15,4 15,8 14,1
« exp » 21,1 3,2 16,8 20 26,7 19,2
25 43,5 « plat » 31,1 2,5 25,2 31,7 32,8 28,1
« exp » 44,9 7,1 35,2 42,7 57,5 3,2
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Id. cas Vc (mm2) gamme moy. σ ct 5% méd. ct 95% εrm (%)
26 46,6 « plat » 52,7 4,9 40,6 53,2 55,5 13,1
« exp » 79,2 13,4 60,7 74,5 102,4 70
27 73,8 « plat » 54,8 4,3 44,6 56,1 58,3 25,8
« exp » 98,8 28,9 65,3 90,2 157,2 33,9
28 1047 « plat » 452,4 52,4 314,7 435,9 473,7 56,8
« exp » 644 129,5 476 581,4 875,7 38,5
29 18,1 « plat » 19,7 1,2 16,8 20,1 20,6 8,8
« exp » 29,2 5,7 22,1 27,5 40,4 61,3
30 21,9 « plat » 18,2 0,2 17,7 18,2 18,3 16,9
« exp » 19,7 1,5 18,5 19 23,2 10,1
31 21,8 « plat » 25,9 1,9 21,4 26,4 27,3 18,8
« exp » 43 10,6 30,2 40,1 64 97
32 38,2 « plat » 34,8 0,6 33,5 35,1 35,3 8,9
« exp » 41,9 6,9 36,1 39,2 57,7 9,7
33 39,5 « plat » 38,9 0,9 36,9 39,2 39,5 1,5
« exp » 44,8 4,3 40,2 43,1 53,7 13,4
34 40,4 « plat » 41,7 0,8 39,4 41,4 41,8 3,2
« exp » 51,6 10,5 42,8 47,6 75,6 27,8
35 42,7 « plat » 43,6 3 34,2 42,2 44,8 2,1
« exp » 50,2 6,2 40 47,8 58,8 17,6
36 69,4 « plat » 60,5 3,2 52,7 61,3 62,5 12,8
« exp » 81,8 12,6 66 77,8 106,1 17,9
37 131,7 « plat » 81,5 6,3 66,3 83,2 86,1 38,1
« exp » 125,6 25,3 93,4 118,6 174,9 4,6
Table 4.1 – Résultats synthétiques de l’étude des cas cliniques (les valeurs
sont données en mm2 sauf pour l’erreur relative en %).
Ces premiers résultats obtenus sur 37 cas nous permettent dans un premier
temps de comparer les deux modalités de calibration. Si on calibre l’ensemble
des cas avec la gamme de paramètres de type « exponentiel » on obtient,
en moyenne sur l’échantillon, une erreur relative de 37,1 ± 38,6%. L’erreur
relative commise en moyenne est donc élevée, et les valeurs constatées dans
l’échantillon sont très dispersées (on va de plus de 150% à moins de 3%). Si on
fait de même avec la gamme de paramètres de type « plat », on obtient une
erreur relative moyenne de 14,1±12,5%. Cette calibration donne donc de bien
meilleurs résultats en prédiction, tout à fait acceptables du point de vue d’une
application clinique. De même, dans 27 cas sur les 37 la calibration « plat »
donne une meilleure prédiction que la calibration « exponentielle ».
Il semble donc que si on devait conserver une seule des deux gammes de pa-
ramètres, on choisirait celle de type « plat ». Cependant, lorsque celle-ci est la
moins performante, on va, en l’utilisant, sous estimer la croissance de la tumeur
ce qui peut être dommageable pour le suivi du patient. On le constate notam-
ment pour le dernier cas pour lequel l’erreur commise avec la gamme de type
plat est importante (38,1%) alors que la gamme « exponentielle » fournit une
bonne prédiction (4,6%). Au contraire, une surestimation de l’agressivité de
la tumeur, semble moins problématique. Pour ces raisons, il semble judicieux,
à ce stade, de ne pas écarter les comportements de type « exponentiel » du
processus de prédiction. Nous avons donc, pour chaque cas, deux prédictions
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différentes correspondant à une hypothèse optimiste d’une part, et une hypo-
thèse pessimiste d’autre part. Si on conserve a posteriori la meilleure des deux
pour chaque cas, la moyenne de l’erreur relative descend à 9,6 ± 9,2% et est
donc significativement meilleure que lorsqu’on ne considère que la gamme de
type « plat ». De même, dans ce cas de figure, seuls 5 cas sur les 37 présentent
une erreur relative supérieure à 20%
Cependant, lorsqu’un nouveau cas se présente, nous n’avons pas d’idée a
priori de la gamme qui fournira la meilleure prédiction de croissance. Pour
tenter de contourner cette difficulté et de sélectionner au cas par cas la gamme
de paramètres à utiliser, nous avons mis en place une méthode d’apprentissage
automatisé dont il sera question au chapitre suivant.
4.3 Conclusion
Nous avons présenté, dans ce chapitre, une validation clinique du
modèle et de la méthode de calibration sur un ensemble de 37 cas
tests pour deux modalités de calibration (dynamique de type « plat »
ou de type « exponentiel »). Pour la plupart (33 sur 37) de ces cas
cliniques, une modalité au moins donne un résultat satisfaisant, c’est
à dire une erreur de prédiction de moins de 20%. Ces résultats sont
très encourageants. Cependant, il est pour l’instant impossible de
déterminer a priori laquelle des modalités utiliser pour un nouveau
cas donné. Afin de traiter ce problème, le chapitre suivant décrit
la mise en place d’un algorithme d’apprentissage automatisé per-
mettant d’exploiter la base de données de cas cliniques dont nous
disposons.
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Chapitre 5
Apprentissage automatisé pour
la classification de l’agressivité
tumorale
L’approche basée sur l’utilisation d’un système d’équations aux dérivées
partielles calibré au cas par cas sur les images médicales donne des résultats
tout à fait satisfaisants. Cependant, elle ne permet pas de tirer parti des in-
formations collectées sur les cas précédents et, même si les temps de calcul
restent tout à fait acceptables compte tenu des applications, ne donne pas un
résultat instantané. Il apparait donc complémentaire de mettre en place une
procédure permettant d’analyser un nouveau cas de métastase pulmonaire en
le comparant à une base de données d’anciens cas, pour lesquels le compor-
tement est connu. Les méthodes dites de Machine Learning, ou apprentissage
automatisé, semblent parfaitement adaptées à ce type de problématiques.
5.1 Cadre de l’étude et vocabulaire
Les méthodes d’apprentissage supervisé ou automatisé visent à prédire de
manière systématique un phénomène concernant un système à partir d’un
grand nombre de mesures ou de données connues sur ce système. Le but est
d’élaborer un modèle qui, à partir de ces variables d’entrée, nous permettra
d’obtenir la valeur de la variable de sortie qui nous intéresse. Une condition
nécessaire est évidemment que la variable de sortie dépende réellement, c’est à
dire de façon non totalement aléatoire, des variables d’entrée. Autrement dit,
le modèle doit être sensible aux variations des variables d’entrée, ou au moins
à un certain nombre d’entre elles. La différence avec les travaux explicités dans
les parties précédentes de cette thèse est que le modèle utilisé n’est plus un
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modèle EDP déterministe mais un modèle statistique permettant d’assimiler
des informations sur des cas passés pour anticiper l’évolution de nouveaux cas.
Dans le cadre de notre étude, on va donc se servir des nombreuses données
récoltées sur les tumeurs de patients antérieurs pour tenter de prédire certains
comportements chez de nouveaux patients.
Chaque cas peut être représenté par ses variables d’entrée, que l’on nom-
mera aussi caractéristiques x1,...,xn où xi ∈ Xi peut être un réel comme le
volume de la tumeur ou un entier comme le nombre de métastases détectées.
Chacune de ces données xi peut être vue comme une réalisation d’une variable
aléatoire x̂i de loi dans notre cas inconnue. Ces informations peuvent être com-
pactées dans un vecteur des caractéristiques x = (x1,...,xn) de dimension n et
appartenant à l’espace des caractéristiques X = X1 × · · · ×Xn.
La variable de sortie ou variable cible est notée y ∈ Y et peut, elle aussi,
être vue comme la réalisation d’une variable aléatoire ŷ. Chercher un modèle
pour prédire la valeur de la variable cible à partir des valeurs connues des
caractéristiques revient donc à chercher un moyen d’approcher la fonction de
densité de probabilité de la variable aléatoire ŷ sachant les valeurs prises par
les x̂i, f(ŷ|x̂1, · · · ,x̂n).
On appellera base de données ou échantillon d’apprentissage un ensemble
de N cas pour lesquels sont à la fois connues les valeurs des n caractéristiques
(x1,...,xn) et la valeur de la cible y. Le modèle induit par le processus d’ap-
prentissage automatisé correspond alors à une fonction φ : X → Y , le but
étant que la prédiction φ(x) soit la plus précise possible. Si la cible ne peut
prendre qu’un nombre fini de valeurs (on parle alors de classes), le problème
est dit de classification. Dans le cas contraire, si Y est un intervalle, il s’agit
d’un problème de régression.
Si on connait la forme de la fonction φ, on peut tenter de la déterminer
explicitement. Par exemple, si φ est une fonction linéaire des caractéristiques,
φ(x) = ∑ni=1 aixi, les coefficients ai peuvent être déterminés à partir de l’échan-
tillon d’apprentissage en utilisant une méthode des moindres carrés. Il s’agit
là d’un des cas les plus simples d’apprentissage automatisé. Si, au contraire,
on n’a aucune idée de la forme que prend la fonction φ, on peut la considérer
comme une boite noire et chercher d’autres moyens d’approcher sa valeur à
partir des réalisations connues sur l’échantillon d’apprentissage. Il est notam-
ment possible d’interpoler cette fonction au point de l’espace des caractéris-
tiques correspondant au nouveau cas. Pour cela, une possibilité est d’utiliser
la méthode des plus proches voisins. Cette méthode consiste à déterminer,
parmi la base d’apprentissage, les cas d’apprentissage les plus proches du nou-
veau cas au sens d’une certaine distance à définir. On peut ensuite en déduire
que, par continuité de la dépendance entre les variables d’entrée et la variable
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de sortie, la valeur cible cherchée se trouve dans un voisinage des valeurs de
sortie des cas d’apprentissage les plus proches. Le principal défaut de cette
méthode est justement que la définition de la fonction distance suppose une
connaissance a priori de la sensibilité de la variable cible aux variations des
caractéristiques. Or justement, dans notre cas, on ne connait pas l’importance
relative des caractéristiques donc ce type de méthode semble difficile à mettre
en oeuvre. Nous disposons d’un grand nombre d’informations sur chaque cas
clinique, qu’il s’agisse de données propres au patient (âge, sexe...) ou de ca-
ractéristiques géométriques de la tumeur pouvant être extraites des images
médicales. Pour cela, on choisit d’utiliser une technique basée sur l’utilisation
d’arbres de décision, l’algorithme des forêts aléatoires.
5.2 Introduction aux forêts aléatoires
Le principe des forêts aléatoires [30, 10, 46] se fonde sur une utilisation
intensive d’arbres binaires de décision, que l’on ait affaire à un problème de
régression ou de classification. Au lieu de simplement construire un arbre de
décision utilisant l’ensemble de la base d’apprentissage et des caractéristiques,
on construit plusieurs arbres partiels en n’utilisant qu’un sous échantillon des
patients ainsi qu’un nombre limité de caractéristiques. Le fait de construire
ainsi plusieurs arbres sur des sous-ensembles de données vise, entre autres, à
limiter l’influence d’éventuelles données incohérentes et à ne pas se restreindre
à l’utilisation des caractéristiques les plus influentes.
L’algorithme des forêts aléatoires a été utilisé avec succès dans plusieurs tra-
vaux liés à des problématiques médicales notamment pour analyser des images
(voir [25, 24, 45, 31]).
5.2.1 Construction d’un arbre binaire aléatoire
Un arbre binaire est un graphe connexe orienté A = (N,B). Les sommets
N sont appelés noeuds de l’arbre, et les arcs B sont aussi nommés branches
de l’arbre. Chaque noeud est de degré entrant (nombre d’arcs pointants vers
le noeud) au plus 1, et de degré sortant (nombre d’arcs partant du noeud) au
plus 2. La racine de l’arbre est le seul noeud de degré entrant 0 et les feuilles
de l’arbre sont les noeuds de degré sortant 0.
Dans notre cas, chaque noeud représente un sous ensemble de l’ensemble
d’apprentissage de départ (qui lui-même est un sous ensemble de la base de
données d’apprentissage). Les sous ensembles correspondant aux noeuds fils
issus d’un même noeud parent forment une partition du sous ensemble lié au
noeud parent. Cette découpe est faite à partir du choix d’une caractéristique
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et d’une valeur seuil : tous les cas d’apprentissage dont la valeur de la carac-
téristique est inférieure à la valeur seuil sont propagés à un noeud fils (par
exemple celui de gauche), et les autres cas sont propagés à l’autre noeud fils
(celui de droite). En procédant ainsi de façon itérative, on construit, à partir
d’un noeud racine, un arbre binaire partitionnant notre ensemble de départ en
fonction des valeurs des caractéristiques.
Choix du nombre de variables et de cas
Les choix du nombre de cas d’apprentissage utilisés ainsi que du nombre
de caractéristiques sont déterminants. Si l’on utilise tous les cas et toutes les
caractéristiques, on est dans le cas classique de l’arbre binaire de décision
simple, et on ne parle plus alors de forêt aléatoire. En pratique, on va utiliser
un nombre N ′ ≤ N de cas pour construire chaque arbre. De même, on a utilisé
pour chaque arbre, une caractéristique sur deux et construit ainsi une forêt
comptant un nombre d’arbres de l’ordre de grandeur du nombre de cas d’ap-
prentissage N . Le tirage des cas d’entrainement ainsi que des caractéristiques
utilisés pour la construction de l’arbre est fait aléatoirement de façon uniforme.
Croissance de l’arbre et choix des noeuds
Étant donné le sous ensemble d’apprentissage sur lequel va être construit
l’arbre, c’est à dire l’ensemble de cas d’apprentissage que l’on va trouver à la
racine de l’arbre, il faut définir la procédure de croissance de l’arbre. Cette
procédure de croissance correspond à la méthode utilisée pour partitionner un
noeud parent donné en deux noeuds fils et il convient donc de définir une mé-
thode permettant de déterminer la caractéristique et la valeur seuil associée
donnant la meilleure partition du noeud parent. Dans un problème de classifi-
cation comme le notre, une « bonne » partition produit deux sous ensembles
chacun homogène du point de vue de la variable cible. Pour illustrer ces no-
tions, nous allons nous appuyer sur un cas très simple d’une base de données
comptant N = 50 cas d’apprentissage avec deux caractéristiques réelles x et y
chacune variant dans l’intervalle [0; 1]. La variable cible est binaire (croix ou
rond). La base d’apprentissage est représentée Figure 5.1.
Le but est ici d’utiliser nos connaissances a priori de la base de données
pour déterminer au cas par cas la valeur de la cible pour tout nouveau cas,
c’est à dire s’il s’agit d’une croix ou d’un rond. Pour cela, on procède à des
découpes itératives de l’espace des caractéristiques en fonction des valeurs de
la variable cible. Étant donné l’espace des caractéristiques de départ Ω, ici
Ω = [0; 1] × [0; 1], nous allons détailler le processus menant à la première
découpe et donc à la formation des deux premières branches. La croissance de
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Figure 5.1 – Représentation de la base d’apprentissage test, les cas d’ap-
prentissage dont la variable cible vaut 1 sont représentés par une croix, ceux
dont la variable cible vaut 0 sont marqués d’un rond. Les deux caractéristiques
utilisées sont les coordonnées x et y.
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l’arbre (c’est à dire les découpes successives de l’espace Ω) se faisant de manière
itérative, on procèdera de même par la suite. Lors de la construction d’un
arbre binaire, la découpe de l’espace des caractéristiques revient à déterminer
un hyperplan de cet espace défini par une valeur seuil d imposée à une des
caractéristiques cj (dans notre cas simple cj = x ou y). Ainsi, chaque sous-
espace ou noeud résultant de cette découpe va être défini par une inégalité :
cj < d pour le premier sous-espace, et cj ≥ d pour le second. La partition d’un
noeud implique donc de définir quelle variable cj doit être utilisée, mais aussi
quel seuil d optimise la découpe.
critère de calcul du seuil optimal : Le choix du seuil s’appuie sur l’uti-
lisation de critères quantifiant l’homogénéité des noeuds fils résultant de la
découpe. En effet, on veut petit à petit isoler les différents comportements de
notre variable cible et donc obtenir des noeuds finaux (feuilles de l’arbre) les
plus homogènes possibles du point de vue de la cible. Un critère largement
utilisé pour les problèmes de classification est le critère de Gini qui évalue
l’homogénéité de chacun des noeuds fils. Pour le noeud fils j, l’indice de Gini
est donné par : Gj = ∑ni=1 pji (1 − pji ) où pji représente la proportion, dans le
sous-espace correspondant au noeud j, de la population appartenant à la ième
classe. Dans notre cas, on n’a que deux classes donc i = 2 et pjo = (1 − p
j
+).
On a finalement :
Gj = 2pj+(1− pj+).
On voit donc que cet indice est nul si pj+ (ou bien pjo) vaut 0 ou 1, c’est à
dire si l’on n’a que des croix ou que des ronds dans le noeud fils j. Ainsi,
dans notre souci de produire une découpe homogène, on a intérêt à minimiser
l’indice de Gini de chacun des deux noeuds fils. On peut donc prendre comme
indicateur la moyenne, ou encore le maximum, des indices de Gini des deux
noeuds fils. Étant donnée une caractéristique, par exemple x, on cherche donc le
seuil d ∈ [0; 1] qui minimise notre critère, ici la moyenne des indices de Gini des
noeuds fils. Pour cela on parcourt l’intervalle de recherche [0; 1]. Le plus simple
est d’utiliser une méthode de type Monte Carlo : on tire un certain nombre
de valeurs de d et on garde le seuil qui minimise notre critère. Certes cette
méthode est rapide à mettre en oeuvre mais elle est bien loin d’être optimale
en terme d’efficacité. Prenons l’exemple simple où une grande partie des cas
serait concentrée dans une petite zone de l’espace comme x ∈ [0; 0,1]. Alors
seulement 10% en moyenne des tirages seraient réellement utiles et il serait
difficile d’être sûr d’avoir la meilleur découpe, à moins d’augmenter considéra-
blement le nombre de tirages. Pour éviter ce genre de difficultés, nous avons
choisi d’ordonner les cas selon leur valeur de la caractéristique concernée (ici x)
puis de tester une découpe entre chaque paire de points successifs. On est ainsi
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certain de tester toutes les découpes possibles de notre espace en un nombre
raisonnable de tentatives N − 1. On procède donc de la sorte afin de trouver
la meilleure découpe en x de notre ensemble de départ selon l’indice de Gini.
On obtient la séparation suivante (Fig. 5.2) :
Figure 5.2 – Découpe optimale en x de l’espace des caractéristiques pour la
base d’apprentissage du cas test selon le critère de Gini, d = 0,04.
On constate que le résultat obtenu ne correspond pas à ce à quoi on pouvait
s’attendre. La découpe optimale selon ce premier critère isole un cas dans un
noeud fils mettant les autres cas d’apprentissage dans le second noeud fils.
Ce choix de la valeur seuil permet bien d’homogénéiser la découpe. Le noeud
de gauche, correspondant à l’inégalité x < 0,04 est parfaitement homogène
puisqu’il ne comporte qu’un cas d’apprentissage : on a p1o = 0 donc G1 = 0.
Le noeud de droite (x ≥ 0,04) est relativement homogène avec p2o = 849 soit
G ' 0,272. Si l’on déplace notre découpe vers la droite, c’est à dire dans le sens
croissant des x, dans un premier temps (tant qu’on ne dépasse pas d = 0,43)
on conserve un noeud fils de gauche parfaitement homogène mais on rend le fils
de droit de plus en plus hétérogène puisque le nombre de croix diminue tout
en restant plus important que le nombre de ronds. Lorsque d est compris entre
0,43 et 0,75, les deux noeuds sont plus ou moins hétérogènes et l’indice de Gini
est grand. Au delà de 0,75 le noeud de gauche est plus ou moins homogène et
celui de droite parfaitement homogène.
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Le problème inhérent à l’utilisation de l’indice de Gini comme critère de di-
chotomie, vient du fait qu’il évalue séparément l’homogénéité de chaque noeud
fils. Dans notre cas, chaque noeud fils est homogène du point de vue de la
proportion de cas en croix. Or si un des noeuds fils compte une grande propor-
tion de cas de type croix, on aimerait que l’autre noeud fils présente une forte
proportion de cas de type rond afin de vraiment distinguer les deux comporte-
ments. Le critère de Gini ne prend pas en compte ce genre de considérations.
Afin de pouvoir tirer parti de cette remarque, nous avons mis au point un cri-
tère spécifique Γ. Introduisons tout d’abord quelques notations. On notera p<+
la proportion de cas de type croix dans le noeud de gauche (x < d). De même
p>+ sera la proportion de croix dans le noeud fils de droite. On adopte des no-
tations similaires pour les proportions de cas de type rond dans chaque noeud
fils. On part de l’hypothèse selon laquelle les cas de type croix sont concentrés
à gauche de l’espace des caractéristiques (donc pour des valeurs faibles de x).
On veut donc maximiser la proportion de croix dans le noeud de gauche p<+,
mais aussi la proportion de cas de type rond dans le noeud droit p>o . Dans le
même temps, on veut minimiser la proportion de cas mal classés, c’est à dire
sous notre hypothèse, de cas croix dans le noeud fils de droite p>+ et de cas










2− (p<+ + p>o )
.
On a donc un critère qui semble intéressant sous l’hypothèse que les cas de type
croix sont concentrés dans le noeud de gauche. Que dire dans le cas contraire ?
On peut re-écrire notre critère dans hypothèse où ce sont les cas de type rond







et finalement γ′ = 1
γ
. Afin d’obtenir une découpe homogène, on peut donc
minimiser le nombre de cas mal classés à travers le critère Γ = min(γ, 1
γ
). On
remarque que Γ ∈ [0; 1] et que Γ = 0 quand chaque noeud et parfaitement
homogène et que l’un contient les cas croix et l’autre les ronds. Au contraire,
si Γ = 1, on a les mêmes proportions de croix que de ronds dans chaque noeud
fils et donc on a deux noeuds fils très hétérogènes. On a reproduit le test établi
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Figure 5.3 – Découpe optimale en x de l’espace des caractéristiques pour
la base d’apprentissage du cas test selon le critère Γ, d = 0,425. La droite
rouge représente la découpe optimale selon le critère, la courbe bleue représente
l’évolution en fonction de x du critère Γ.
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avec le coefficient de Gini consistant à chercher la meilleure découpe en x de
notre ensemble selon le critère Γ. On obtient le résultat donné en Figure 5.3.
La courbe bleue sur la Figure 5.3 représente la fonction x → Γ(x). On
voit que le minimum est atteint pour x = 0,425 et vaut 0,52. La découpe ainsi
obtenue semble plus intéressante que celle donnée par le critère de Gini puisque
les cas sont bien répartis entre les deux noeuds fils et les sous espaces engendrés
sont suffisamment homogènes. Nous utiliserons donc ce critère pour la suite
des travaux. Cependant, il convient de préciser que ce critère n’est utilisable
en l’espèce que pour des problèmes de classification avec une variable cible
binaire.
Choix de la caractéristique de partition : Nous avons vu comment, à
une caractéristique donnée, déterminer un seuil de découpe optimale. Il reste
donc à savoir laquelle des deux caractéristiques utiliser pour la première dé-
coupe. En pratique, on calcule les seuils optimaux correspondant à une découpe
en x et en y, respectivement dx et dy. On choisit la variable qui minimise le cri-
tère Γ c’est à dire x si Γ(dx) < Γ(dy), y sinon. L’avantage est que l’on connait
ainsi d’ores et déjà la valeur du seuil correspondant. En procédant ainsi, on
obtient la découpe donnée en Figure 5.4.
Figure 5.4 – Première découpe : formation des deux premières branches de
l’arbre. Critère de séparation y = 0,385.
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Finalement, la meilleure découpe se fait en discriminant sur la valeur de
y, les deux noeuds fils obtenus correspondent donc aux inégalités y < 0,385
d’une part, et y ≥ 0,385 d’autre part.
Ce choix automatique de la meilleure caractéristique de découpe est un des
atouts majeurs de la méthode. En effet, il permet de sélectionner les variables
réellement influentes. Ainsi, si on utilise une caractéristique non explicative,
c’est à dire n’ayant aucune influence sur la valeur de la variable cible, cette
caractéristique ne sera jamais sélectionnée par l’algorithme et restera muette
lors de la construction de l’arbre. Cela procure un réel avantage à cette méthode
par rapport à d’autres, plus élémentaires, comme la méthode des plus proches
voisins. On peut donc utiliser un grand nombre de caractéristiques sans savoir
a priori si elles ont un vrai rôle quant à la valeur de la variable cible sachant que
l’algorithme les trie automatiquement. Nous avons ainsi classé les cas de la base
d’apprentissage dans deux noeuds et construit le premier niveau de l’arbre.
La croissance de l’arbre se fait itérativement en suivant le même protocole
que précédemment : à chaque étape, on divise les noeuds fils issus de l’étape
précédente. Si l’on procède ainsi sur un nombre suffisant d’itérations, les noeuds
finaux, c’est à dire les feuilles de l’arbre, ne vont contenir chacun qu’un seul
cas d’apprentissage. Un tel arbre n’est pas intéressant pour classifier car la
méthode devient alors très sensible aux cas potentiellement anormaux et ne
tient plus compte de la tendance globale de la base de données. Il est donc
important de définir des critères d’arrêt pour l’algorithme de construction de
l’arbre.
Hauteur de l’arbre et critère d’arrêt : La profondeur ou hauteur d’un
noeud de l’arbre correspond à sa distance à la racine, calculée comme le nombre
d’arcs entre le noeud et la racine. La hauteur de l’arbre correspond, quant à
elle, à la hauteur de la feuille la plus haute. Afin de déterminer la profondeur
idéale de chaque branche, on doit fixer certains critères arrêtant la croissance
de celle-ci.
— Le premier critère que nous utilisons est le critère d’homogénéité. Lors-
qu’un noeud atteint une homogénéité suffisante (par exemple 90% de
cas identiques), on décide de ne plus faire croitre la partie de l’arbre
correspondante, c’est à dire que l’on ne divise plus le noeud concerné.
— On peut décider d’imposer un nombre minimum de cas dans chaque
noeud. En effet, comme on l’a vu, un noeud regroupant trop peu de cas
d’apprentissage risque de ne pas être représentatif. On peut par exemple
imposer que chaque feuille de l’arbre contienne au minimum 5% des cas
de la base.
— Une autre possibilité est de limiter la hauteur de l’arbre, c’est à dire le
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nombre maximum de subdivisions ou d’itérations lors de la construction.
En combinant ces critères et en utilisant l’algorithme de construction de
l’arbre décrit précédemment, on obtient la découpe de l’espace des caractéris-
tiques représentée en Figure 5.5.
Figure 5.5 – Découpe de l’espace des caractéristiques du cas test correspon-
dant à l’arbre binaire construit.
5.2.2 Classification du cas et prédiction
Une fois l’arbre construit à partir de la base de données d’apprentissage,
notre but est bien de pouvoir classifier a priori un nouveau cas et donc de
tenter de prédire la valeur de la variable cible pour ce nouveau cas connaissant
uniquement ses caractéristiques. La procédure pour cela est très simple puis-
qu’il suffit de positionner le nouveau cas dans l’arbre. La valeur de la variable
cible est alors celle majoritairement représentée dans la feuille de l’arbre dans
laquelle se trouve notre nouveau cas.
Reprenons l’exemple de notre cas simple. On considère un nouveau cas A
tel que xA = 0,1 et yA = 0,2. On parcourt l’arbre et positionne notre cas, ce
qui revient à le placer dans l’espace des caractéristiques. En se reportant à la
Figure 5.5, on constate que le point A appartient à la partie de l’espace définie
par les inégalités y < 0,385 et x < 0,36 et les cas de la base d’apprentissage
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correspondant à ce sous espace sont tous de types croix (p+ = 1). On en déduit
que le cas A est, d’après notre arbre, de type croix.
Sauvegarde des arbres
Le stockage des arbres construits sur la base d’apprentissage est un point
important. En effet, le but de la méthode des forêts aléatoires est de donner
un résultat en temps réel. On n’envisage donc pas de reconstruire les arbres,
opération qui peut être assez coûteuse selon la taille de la base d’apprentissage,
à chaque utilisation. La forêt est construite une fois pour toutes et éventuel-
lement enrichie par l’apport de nouveaux cas d’apprentissage ponctuellement
et se pose donc le problème du stockage des données et des arbres aléatoires.
On remarque que l’arbre binaire ainsi construit est entièrement défini par le
sous-ensemble de départ de la base d’apprentissage ainsi que la liste ordonnée
des couples (caractéristique ; valeur seuil) utilisée pour la formation des diffé-
rents noeuds. Il suffit donc de stocker ces couples (caractéristique ; seuil) pour
chaque noeud, ainsi que les probabilités d’appartenance aux différentes classes
de chaque feuille. Cela permet d’envisager des procédures de stockage plus
fines que la simple copie des données présentes au niveau de chaque noeud.
5.2.3 Limites de l’approche de classification par un arbre
binaire
La première limitation liée à l’utilisation d’un arbre binaire vient du fait que
la construction de l’arbre peut être sensible à la présence dans la base de cas
mal classés. Cela peut donc biaiser les résultats de prédiction. Si l’on reprend
la Figure 5.5, on peut aussi constater que le classement d’un nouveau cas
dépend beaucoup des découpes effectuées. Regardons par exemple un potentiel
nouveau cas B, tel que xB = 0,8 et yB = 0,2. Tel qu’est construit l’arbre, on
prédit que notre cas B est de type rond. Cependant, avec exactement la même
base d’apprentissage, on aurait pu obtenir une découpe légèrement différente
modifiant également la classification de B. Cela est illustré en Figure 5.6.
Dans la configuration présentée dans la Figure 5.6b, l’arbre a été légè-
rement perturbé au niveau de la dernière découpe. Initialement, on utili-
sait comme seuil dx = 0,805 mais désormais on utilise d′x = 0,75. Ce chan-
gement est parfaitement transparent du point de vue de la base d’appren-
tissage puisqu’aucun cas d’apprentissage est dans le sous espace défini par
(x,y) ∈ [0,75; 0,805] × [0; 0,385]. Les deux arbres sont donc équivalents du
point de vue de la base de données. Cependant ils classent différemment le
point B : dans le premier cas on prédit pour B un comportement de type rond
alors que dans le second cas, on lui prédit un comportement de type croix.
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(a) arbre initial (b) arbre perturbé
Figure 5.6 – Positionnement du cas B dans l’espace des caractéristiques dans
le cas de la découpe correspondant à l’arbre initial, puis de la découpe corres-
pondant à un arbre perturbé.
Ainsi l’utilisation d’un arbre binaire présente des limites pouvant biaiser la
classification de nouveaux cas et nous induire en erreur.
5.2.4 De l’arbre à la forêt
La méthode des forêts aléatoires consiste en l’utilisation, non plus d’un
unique arbre binaire, mais d’un grand nombre d’arbres construits sur la base
de données d’apprentissage. Pour chaque arbre, on utilise un certain nombre
N ′ < N de cas. De même, seul un nombre restreint de caractéristiques est
sélectionné pour chaque arbre. Ces choix, tant pour les cas d’apprentissage
que pour les caractéristiques retenues pour chaque arbre, sont faits de façon
aléatoire uniforme dans l’ensemble de départ. En procédant ainsi, chaque arbre
est différent, puisque construit à partir de données partielles différentes. Une
fois la forêt construite, on peut l’utiliser pour classifier chaque nouveau cas et
déterminer la valeur de sa variable cible (dans notre cas, un booléen). Pour
cela, on demande à chaque arbre de classifier le cas comme vu précédemment,
puis on renvoie une réponse moyenne. Par exemple, dans le cas d’une valeur
cible booléenne 0 ou 1, si, en réponse de classification d’un nouveau cas la forêt
renvoie la valeur 0,72, cela signifie que 72% des arbres de celle-ci ont classifié
le cas comme étant de type 1. Si on établit, ce qui est le cas en général, que la
majorité l’emporte, on classifie donc ce cas comme probablement de type 1.
L’avantage de cette méthode, par rapport à l’utilisation d’un unique arbre
binaire, est donc de donner un résultat moyen sur un grand nombre d’arbres.
Le fait d’utiliser, pour chaque arbre, une partie seulement des données, permet
de limiter l’influence de cas mal classés pouvant correspondre à des erreurs de
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mesures ou simplement à un bruit dans les données. De même, l’utilisation de
caractéristiques différentes permet de ne pas se focaliser sur l’importance des
quelques caractéristiques les plus influentes et de tenir compte d’effets plus
subtils.
5.3 Utilisation des forêts aléatoires sur les cas
de métastases pulmonaires
Les différents essais faits sur le modèle EDP nous ont amenés à consti-
tuer une base de données de différents cas cliniques. Notre but est de tirer
parti de cette quantité d’informations afin de tenter d’affiner les prédictions de
croissance tumorale.
5.3.1 Protocole d’étude et base d’apprentissage
Comme nous l’avons vu précédemment, l’espace de paramètres du modèle
EDP simplifié peut être divisé en trois sous espaces auxquels correspondent dif-
férentes dynamiques de croissance. Notre problème vient du fait que, a priori,
nous ne savons pas quelle gamme de paramètres utiliser lorsqu’un nouveau cas
se présente. L’intérêt de l’utilisation d’une méthode d’apprentissage
automatisé est donc de comparer chaque nouveau cas à notre base de
données afin de pré-sélectionner la gamme de paramètres qui semble
la plus appropriée pour prédire l’évolution de la tumeur. En pratique,
nous avons vu que seuls deux sous-espaces de calibration suffisent à décrire
convenablement les dynamiques de croissance de l’ensemble des cas de notre
base de données de patients. Pour la suite de l’étude, nous distinguerons ces
deux types de croissances en les nommant « croissance lente » d’une part, et
« croissance rapide » d’autre part. Le problème étudié est donc un problème
de classification dont la variable cible vc peut être vue comme une variable
booléenne. On définit cette variable de la façon suivante : vc = 0 si le cas est
bien décrit par une dynamique de croissance lente, vc = 1 si au contraire la
croissance de la tumeur est de type rapide.
La base de données d’apprentissage que nous utilisons comporte 25 méta-
stases pulmonaires. C’est assez peu pour l’utilisation d’algorithmes d’appren-
tissage de type forêts aléatoires mais rappelons qu’il ne s’agit là que d’une
preuve de concept et que la base de données est alimentée régulièrement par
les médecins et est donc amenée à s’étoffer. Pour chacune de ces tumeurs, nous
avons trois examens à des dates différentes donc rendant compte de la dyna-
mique de croissance de celle-ci. Nous avons (voir partie précédente) utilisé à
chaque fois les deux premiers examens afin de calibrer le modèle et d’établir
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une prédiction de croissance pour les deux types de comportements qui nous
intéressent (croissance rapide ou lente). Enfin, pour chaque cas, nous avons
comparé les deux prédictions obtenues avec la troisième image de la tumeur
pour déterminer lequel des deux comportements décrit au mieux la croissance
de la tumeur. Ainsi, pour chacune des 25 tumeurs de la base d’apprentissage,
nous connaissons la valeur 0 ou 1 prise par la variable cible vc.
Afin d’utiliser cette base de données pour construire une forêt aléatoire, il
faut encore définir un certain nombre de caractéristiques qui nous semblent
potentiellement en lien avec l’agressivité de la tumeur. Ces caractéristiques
doivent pouvoir être calculées uniquement à partir des deux premiers examens
et éventuellement de données intrinsèques au patient. En effet, des nouveaux
cas de tumeurs que nous aurons besoin de classifier à des fins prédictives nous
ne connaitrons que deux examens. De plus, ces caractéristiques doivent pouvoir
être mises sous la forme de scalaires (réels ou éventuellement entiers) pour être
utilisables dans l’algorithme des forêts aléatoires.
5.3.2 Caractéristiques utilisées
Les caractéristiques que nous avons choisies pour définir chaque cas peuvent
être rangées dans trois catégories différentes. Certaines d’entre-elles sont liées
à la dynamique volumique de la croissance de la tumeur. On y retrouve notam-
ment des indicateurs scalaires provenant de modèles de croissance EDO. Une
deuxième classe de caractéristiques tient compte de la géométrie de la tumeur.
Il n’est en effet pas exclu que des critères tels que l’allongement de la tumeur
ou encore la régularité des contours soient des indicateurs de l’agressivité tu-
morale. Enfin, d’autre facteurs liés à l’histoire du patient et de la lésion sont
pris en compte. Ces caractéristiques ne sont pas directement accessibles dans
les images et viennent enrichir le processus d’apprentissage.
Critères de dynamique de croissance volumique :
— Les premières caractéristiques que nous avons ajoutées à la base de
données sont la surface de la coupe sélectionnée (car on travaille en 2D)
aux premier et deuxième examens S0 et S1 ainsi que le temps séparant
ces examens t1.
— On utilise de même le taux de croissance linéaire surfacique entre
les deux examens : τ = S1−S0
t1
.
— On calcule le taux de croissance exponentielle du modèle. Cela cor-
respond au taux de croissance α de la surface tumorale dans l’hypothèse
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— On utilise de même un paramètre du modèle de croissance basé sur la
fonction puissance ou modèle « power growth » (voir [8]). Il s’agit du
modèle EDO suivant : ∂S
∂t
= αSγ. En première approximation, on peut
fixer le paramètre γ = 0,75 afin de n’avoir plus qu’un degré de liberté.
On calibre alors le paramètre α à partir des valeurs S0, S1 et t1 et on
l’utilise comme caractéristique.
— On procède de même avec le modèle de Gompertz [8] qui peut s’écrire,
sous sa forme intégrée : S(t) = S0e
a
b
(1−e−bt). Malheureusement, ce mo-
dèle présente deux paramètres que l’on ne peut donc pas utiliser tels
quels. On trouve cependant dans la littérature des travaux portant sur
la corrélation entre les paramètres a et b du modèle de Gompertz dans
des applications liées à la croissance tumorale. Nous avons calibré le mo-
dèle de Gompertz sur un ensemble de cas de métastases pulmonaires
pour lesquels on disposait de trois données en temps et positionné les
jeux de paramètres de chaque cas dans un plan (a,b) (voir Figure 5.7).
La corrélation observée n’est malheureusement pas significative. On uti-
Figure 5.7 – Position dans le plan (a,b) de jeux de paramètres du modèle de
Gompertz pour une population de métastases pulmonaires.
lise tout de même la régression affine entre a et b issue de la Figure 5.7
afin de réduire à 1 le nombre de degrés de libertés du modèle. On ajoute
alors comme caractéristique le paramètre a du modèle de Gompertz.
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Critères liés à la géométrie de la tumeur :
La taille de la tumeur est prise en compte de façon plus ou moins explicite
par les caractéristiques précédentes. On souhaite ici étudier uniquement les
aspects liés à la forme de la tumeur et pour cela, on adimensionne chaque
donnée afin que la tumeur correspondante soit de surface unitaire.
— Les premières caractéristiques de forme que l’on utilise sont les péri-
mètres de la tumeur à l’instant initial et t1 respectivement p0 et p1.
Pour une surface donnée (ici 1) cela permet d’avoir un premier rensei-
gnement sur la régularité du bord de la tumeur. De même, on ajoute
le rapport p1−p0t1 qui nous indique si la forme de la tumeur tend à se
régulariser.
— On voudrait aussi pouvoir ajouter, dans la liste des caractéristiques, un
critère permettant de quantifier l’allongement de la tumeur. Nous avons,
dans un premier temps, voulu utiliser les moments d’inertie d’ordre 2
de la tumeur. Cela dit, ils dépendent de l’orientation de la tumeur par
rapport aux axes du repère. Pour s’affranchir de cela, nous avons ajouté












où Rθ(T ) est le champ de densité de cellules tumorales auquel on ap-
plique la rotation d’angle θ autour du centre de gravité de la tumeur.
Nous utilisons donc comme caractéristiques m2(t = 0), m2(t = t1) et
m2(t1)−m2(0)
t1 .
Facteurs intrinsèques au patient :
D’autres facteurs propres à la lésion ou au patient peuvent être liés à l’agres-
sivité tumorale.
— Le sexe du patient ou encore son âge sont ainsi ajoutés à la liste des
caractéristiques.
— De même, on sait que la lignée cellulaire a de l’importance et conditionne
en partie la gravité de la maladie. On s’intéresse donc à la localisation
de la tumeur primitive. Pour transcrire ce type d’information en un
format de données utilisable par l’algorithme des forêts aléatoires, on
fait correspondre une caractéristique booléenne à chaque organe pos-
sible pour la tumeur primitive. On met à 1 la caractéristique correspon-
dant effectivement à la localisation de la tumeur primitive à l’origine de
la métastase étudiée (les autres sont donc à 0).
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Pour d’autres pathologies, on pourrait intégrer des données provenant par
exemple de biopsies qui sont difficiles à intégrer directement dans le modèle.
De plus, ces caractéristiques jouent sur les paramètres du modèle mais la cor-
rélation ne peut pas être déterminée explicitement.
5.3.3 Utilisation des forêts aléatoires sur la base de don-
nées de cas cliniques
Nous disposons donc d’une base de données de 25 cas de métastases pulmo-
naires. Pour chaque cas, nous avons trois images issues de trois CT-scans à des
dates distinctes. En utilisant les deux premières images, on est en me-
sure de calculer toutes les caractéristiques définies précédemment.
La troisième et dernière image nous permet de savoir quelle est la
zone de paramètres qui prédit le mieux la croissance de la tumeur
et donc de déterminer la valeur de la variable cible, 0 ou 1. Nous
avons utilisé cette base de données pour étudier la pertinence de l’utilisation
de la méthode des forêts aléatoires pour notre problème de choix de la zone de
paramètres.
Afin de tirer parti au mieux de la base de cas dont nous disposons, nous
avons tenté de prédire, pour chaque cas et sans utiliser le troisième scan, quelle
serait la meilleure zone de paramètres. Pour cela, nous avons isolé de la base de
données le cas étudié et construit une forêt aléatoire composée de 200 arbres en
utilisant l’ensemble des 24 autres cas. L’inconvénient de cette façon de procéder
est que pour chacun des cas, nous avons dû construire une forêt différente alors
que l’un des atouts de la méthode est de permettre, lorsqu’on a déjà une base
de données conséquente, de ne pas recalculer la forêt systématiquement. Cela
dit, afin de ne pas biaiser le résultat de prédiction, il était indispensable de
supprimer de la forêt le cas que nous voulions tester et c’est pourquoi cette
démarche nous a semblé être la plus judicieuse.
Pour chacun des cas, on connaît la valeur attendue et on peut donc évaluer,
a posteriori l’efficacité de la méthode sur un nombre intéressant de cas. On
obtient les résultats présentés dans la Table 5.1.
Le résultat renvoyé par la méthode (deuxième colonne de la Table 5.1)
correspond à la proportion d’arbres de la forêt ayant voté pour la valeur 1
(correspondant à la croissance rapide). On fait voter les arbres à la majorité :
si cette proportion est supérieure à 0,5 on considère que la variable vaut 1
(croissance rapide), sinon on la considère à 0 (croissance lente).
On peut donc comparer, pour chaque cas, la prédiction de comportement
donnée par l’algorithme des forêts aléatoires et la valeur réelle de la cible (c’est
à dire les troisième et quatrième colonnes de la Table 5.1). Dans 18 cas sur les
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tumeur résultat FA prédiction cible
1 0,64 1 1
2 0,65 1 0
3 0,07 0 0
4 0,12 0 0
5 0,19 0 0
6 0,86 1 0
7 0,11 0 0
8 0,34 0 0
9 0,42 0 0
10 0,86 1 1
11 0,62 1 1
12 0,75 1 1
13 0,14 0 0
14 0,25 0 1
15 0,34 0 1
16 0,63 1 0
17 0,72 1 1
18 0,16 0 0
19 0,21 0 1
20 0,17 0 0
21 0,16 0 0
22 0,60 1 1
23 0,36 0 0
24 0,41 0 1
25 0,66 1 1
Table 5.1 – Résultat du test de la méthode des forêts aléatoires sur la base
de données de métastases pulmonaires. De la gauche vers la droite : identifiant
de la tumeur, résultat de l’algorithme, prédiction (arrondi du résultat), valeur
cible.
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25, la méthode donne la bonne réponse.
Afin de valider la qualité de ce résultat, il est pertinent de calculer la
probabilité d’obtenir ce résultat par hasard. L’hypothèse du test est donc la
suivante : on a bien classé 18 cas sur 25 totalement par hasard. Si on choisit
pour chaque cas un comportement au hasard 0 ou 1 sans a priori particulier,
on a une chance sur deux de se tromper. La probabilité du nombre de succès
lors d’une série de tirages aléatoires est donnée par la loi binomiale. Dans
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0,525 = 0,014. On
aurait donc moins de 2% de chances d’obtenir un tel résultat par hasard et on
rejette cette hypothèse ce qui démontre ici l’utilité de la méthode à des fins
prédictives.
De plus, on calcule l’erreur moyenne entre la valeur de la cible et celle
renvoyée par le vote des arbres : ε = 125
∑25
i=1 |(résultat FA)i − ciblei| et on
trouve ε = 0,38. Cela signifie que sur l’ensemble des 5000 arbres construits
pour chacune des 25 forêts utilisées dans ce test, 62% ont donné la bonne
réponse.
Pour 6 des 7 cas mal classés par la méthode, on constate qu’ils s’agit des cas
pour lesquels on a dans la base de données d’autres tumeurs du même patient
présentant le comportement opposé. On comprend donc que cela biaise leur
évaluation puisque certaines des caractéristiques sont intrinsèques au patient.
Le cas restant correspond à une tumeur très agressive difficile à étudier avec
notre modèle.
L’utilisation de la méthode des forêts aléatoires semble donc prometteuse
pour apporter une solution au problème de détermination de la zone de para-
mètres à explorer. Les travaux présentés dans cette partie sont préliminaires
et représentent davantage une preuve de concept qu’une procédure aboutie
et rodée. Il semble notamment important de pousser les tests en constituant
une base de données de cas plus importante et en ne conservant dans celle-ci
qu’une lésion par patient afin d’éviter de biaiser (en notre défaveur d’ailleurs)
les résultats. De plus d’autres types d’informations sur la tumeur devront être
ajoutés à la liste des caractéristiques. Il s’agit principalement d’indicateurs
permettant de quantifier les hétérogénéités de texture au sein de la lésion.
5.4 Conclusion
Dans cette dernière partie, nous avons mis en place un algorithme
d’apprentissage automatisé pour exploiter au mieux la base de don-
nées de cas cliniques dont nous disposons. Le but était de classifier
les tumeurs selon leur agressivité et donc d’obtenir une information,
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a priori, sur l’espace de paramètres du modèle EDP le plus adapté
pour fournir une prédiction de la croissance tumorale. Un essai sur
une petite base de données a montré l’intérêt de cette approche.
Chapitre 6
Conclusion et perspectives
Le but de ces travaux de thèse était de définir une méthode permettant
d’analyser et éventuellement de prédire l’évolution de métastases
pulmonaires à partir d’images médicales. L’ensemble de la démarche a
été axé sur les besoins et les habitudes de travail des médecins afin de s’orienter,
à terme, vers une utilisation des résultats obtenus dans un cadre clinique.
Afin d’utiliser et de tirer parti de la richesse des informations disponibles
dans les images médicales, nous avons utilisé des modèles d’équations aux
dérivées partielles. Ces modèles tiennent compte des spécificités méca-
niques des métastases pulmonaires (équation d’advection, loi de Darcy) mais
aussi de phénomènes, comme l’angiogénèse, qui influencent la dynamique de
croissance de la tumeur. De même, ce type de modèle permet de tenir compte
de l’effet cytotoxique de certains traitements (voir Figure 2.15). Notre ob-
jectif étant d’utiliser ces modèles sur des données cliniques, il est important de
garder à l’esprit, lors de leur conception, le type et la quantité d’informations
disponibles pour la calibration.
Un premier modèle est étudié au Chapitre 2. Il comporte un micro modèle
d’angiogenèse tenant compte de la sécrétion d’un agent pro-angiogénique de
type VEGF par les cellules tumorales et de l’action de cet agent sur la for-
mation de néo-vascularisation. Nous avons défini un algorithme de calibration
adapté, basé sur une fouille de l’espace des paramètres. L’utilisation d’un
modèle réduit par décomposition orthogonale aux valeurs propres
(POD) nous a permis des gains considérables en temps de calcul.
Au cours du Chapitre 3, nous avons présenté un modèle simplifié permettant
de s’affranchir de la POD et de définir une procédure de personnali-
sation à la fois plus fine, notamment dans le choix de l’espace de
paramètres, plus robuste et plus rapide. Ce modèle simplifié permet de
reproduire des comportements de croissance tumorale observés cliniquement,
mais aussi de fournir une estimation de l’évolution future de la tumeur.
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Ainsi, la méthode et sa capacité prédictive ont été testées sur un panel de 37
lésions avec des résultats tout à fait satisfaisants. Cette base de données de
différents cas cliniques est une vraie mine d’information pour nous puisqu’elle
contient les différentes dynamiques de croissance que l’on peut observer sur
des cas de métastases pulmonaires. Un algorithme d’apprentissage auto-
matisé (Chapitre 4) a été mis en place pour exploiter au mieux l’ensemble
de ces données et en tirer partie lors de l’étude d’un nouveaux cas. Il devrait
nous permettre d’affiner la calibration du modèle en tenant compte de données
supplémentaires comme l’âge ou le sexe du patient.
La qualité des résultats obtenus sur ces premiers cas test, souligne l’intérêt
que pourrait avoir l’utilisation d’outils basés sur cette technique dans un cadre
clinique. Une estimation précoce de l’agressivité d’une tumeur, ou
de sa réponse à un traitement, serait une aide conséquente pour le
médecin contribuant à l’amélioration du suivi des patients. En terme
d’applications, on peut imaginer à long terme, que cela permettrait d’ajus-
ter plus finement la planification des examens de suivi, voire éventuellement
des traitements et interventions. De même, il peut être pertinent d’utiliser ce
genre d’outil pour la surveillance d’événements : si l’observation s’écarte de la
courbe prédite, il s’est passé quelque chose (mutation, échappement, . . . ) et le
médecin peut réagir plus vite. On peut aussi penser que ce type de méthode
pourrait trouver une utilité dans le cadre d’essais cliniques de nouvelles théra-
pies. Une fois le modèle calibré sur des examens effectués avant traitement, on
simule l’évolution future de la tumeur sans traitement. Puis on compare cette
évolution à celle, réelle, de la tumeur sous le traitement à l’essai. On pourrait
en déduire l’efficacité de la thérapie.
L’originalité de ces travaux provient de l’utilisation d’un modèle spatial
à la fois simple et pertinent d’un point de vue biologique (prolifération
cellulaire, angiogenèse, prise en compte des traitements). De plus la calibra-
tion du modèle sur peu de données (deux examens suffisent) est une force
de cette approche et un atout dans l’optique d’une utilisation clinique.
Dans la continuité de ces travaux, il sera intéressant de poursuivre les es-
sais de la méthode sur de nouveaux cas cliniques. Cela permettra d’évaluer
les performances du modèle et de l’algorithme de calibration sur davantage
de cas test, mais aussi d’enrichir la base de données d’apprentissage utilisée
par la méthode des forêts aléatoires. De même, nous avons assez peu étu-
dié la modélisation des effets de traitements malgré un premier cas test en-
courageant. Lors de la conception des modèles utilisés pour l’évolution des
métastases pulmonaires, nous avons fait en sorte de pouvoir intégrer différents
types de traitements : cytotoxiques, anti-angiogéniques. . . L’évaluation précoce
de la réponse aux traitements serait un atout certain pour une utilisation dans
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un cadre clinique. Les techniques médicales utilisées en cancérologie évoluent
constamment. L’imagerie en est le parfait exemple : amélioration de la défini-
tion des images, conception de nouvelles modalités, algorithmes de traitement
de l’image (recalage, segmentation automatique. . . ). Étant donné que l’image
est le point de départ et l’élément central de nos travaux, une veille sur ces
techniques d’imagerie est indispensable pour évoluer et adapter notre approche
aux pratiques des médecins. On peut penser, par exemple utiliser des images
de la vascularisation de la tumeur, via des I.R.M. de perfusion par exemple,
pour initialiser notre modèle et ainsi, peut-être, expliquer des changements de
la forme de la lésion dans le temps. Pour cela, la collaboration étroite avec
un institut de lutte contre le cancer tel que l’Institut Bergonié est un atout
certain. Nous avons démontré ici l’intérêt de la méthode développée pour les
métastases pulmonaires pour améliorer le suivi des patients. Il serait inté-
ressant d’étendre ce type d’approche à d’autres pathologies. Cela passe par la
conception d’autres modèles adaptés aux différents types de cancers, mais aussi
d’algorithmes de personnalisation compatibles avec ces modèles. Des travaux
au sein de l’équipe vont dans ce sens puisque d’autres types de cancers sont
étudiés (méningiomes, cancers digestifs. . . ).
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Annexe A
Implémentation d’un schéma de
transport de Lax-Wendroff TVD
Les différents modèles EDP de croissance tumorale que j’ai utilisés tout au
long de ma thèse sont basés sur le transport des cellules. Il est donc important
d’avoir à disposition un schéma de transport adapté à nos besoins, c’est à dire
suffisamment précis et peu coûteux en calculs. Les schémas de transport amont
et WENO 5 étant déjà codés dans la librairie Cadmos, je me suis intéressé au
schéma de Lax-Wendroff (voir [67]).
A.1 Schéma de Lax-Wendroff dans un cas sim-
plifié
Dans un premier temps, nous allons nous intéresser à une équation de





(t,x) = 0, (A.1)
où u(x,t) est la grandeur transportée et a ∈ R est la vitesse de transport
suivant l’axe x. À des fins simplificatrices et pour le confort du lecteur, on
adopte pour la suite les notations suivantes : u = u(x,t) et uX = ∂u∂X . Ainsi,
l’équation (A.1) devient :
ut + a× ux = 0.
On part du développement de Taylor à l’ordre 2 de la fonction u par rapport
à la variable temporelle :
u(t+ k,x) = u(t,x) + kut(t,x) +
k2
2 utt(t,x) + o(k
2), (A.2)
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où k représente un pas de temps. Puis, en dérivant l’équation de transport
(A.1), on obtient :
utt = −a× uxt.
Or, d’après le théorème de Schwarz et l’équation (A.1), uxt = utx = −a× uxx.
On déduit des deux précédentes expressions :
utt = a2 × uxx.
On peut donc réécrire l’équation (A.2) de la manière suivante :
u(t+ k,x) = u(t,x)− akux(t,x) +
a2k2
2 uxx(t,x) + o(k
2).
On remplace ensuite les dérivées spatiales par des différences finies centrées
d’ordre 2 :




u(t,x+ h)− 2u(t,x) + u(t,x− h)
h2
+ o(k2) + o(h2),
où h correspond à un pas d’espace. On obtient ainsi le schéma de Lax-Wendroff,
en utilisant la notation classique u(tn,xm) = unm :





unm+1 − 2unm + unm−1
h2
. (A.3)
A.2 Schéma de Lax-Wendroff 2D avec vitesses
non constantes
On a vu le principe du schéma de Lax-Wendroff dans un cas très simplifié.
Pour pouvoir l’utiliser dans les cas qui nous intéressent, il faut l’adapter au
transport bi-dimensionnel avec des champs de vitesse non constants. On notera
d’ailleurs dans la suite, vx(t,x,y) et vy(t,x,y) les vitesses de transport respec-
tivement suivant l’axe des abscisses et des ordonnées. L’équation de transport
que l’on considère dans ce paragraphe est donnée par :
ut + v · ∇u = 0, (A.4)
ou encore,
ut + vxux + vyuy = 0.













Figure A.1 – Grille cartésienne bidimensionnelle. Les noeuds du maillage
correspondent avec le centre des pixels.
Puis on procède de même que pour le cas simplifié, on dérive l’expression
précédente par rapport au variables t, x et y :
utt = −vxt ux − vxuxt − v
y
t uy − vyuyt,
uxt = −vxxux − vxuxx − vyxuy − vyuyx,
uyt = −vxyux − vxuxy − vyyuy − vyuyy.
Si on recombine les lignes précédentes, on obtient :
utt =[−vxt + vxvxx + vyvxy ]× ux
+ [−vyt + vxvyx + vyvyy ]× uy
+ (vx)2uxx + (vy)2uyy + 2vxvyuxy.
Ce qui donne, lorsqu’on injecte cette expression dans le développement de
Taylor (A.2) :




t + vxvxx + vyvxy )]× ux











y)2uyy + k2vxvyuxy + o(k2).
En remplaçant les dérivées partielles de u par les différences finies centrées,
on obtient le schéma de transport de Lax-Wendroff en dimension 2 et avec
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vitesse non constante, pour (i,j) ∈ [1;Nx − 2]× [1;Ny − 2] :




t + vxvxx + vyvxy )]×
uni+1,j − uni−1,j
2hx

















uni,j−1 − 2uni,j + uni,j+1
h2y
+ k2vxvy
uni−1,j−1 − uni−1,j+1 − uni+1,j−1 + uni+1,j+1
4hxhy
,
où les vitesses et leurs dérivées partielles sont prises au point (i,j). Les dé-
rivées partielles en espace des vitesses sont approchées par des différences fi-
nies centrées (par exemple vxx(n,i,j) =
vx(n,i+1,j)−vx(n,i−1,j)
2hx ) et les dérivées en




Aux bords du domaine de calcul, on utilise des différences finies décentrées,













procède de même pour les dérivées partielles en y et pour les dérivées partielles
d’ordre 2.
Le schéma ainsi obtenu est d’ordre 2 en temps et en espace. Cela dit, il
n’est pas TVD (à variation totale décroissante, voir [26]) et peut faire appa-
raître des oscillations parasites. Cela est d’autant plus vrai que les champs que
nous transportons sont principalement des densités cellulaires (dont les valeurs
varient entre 0 et 1) et peuvent présenter des bords raides. Afin de rendre le
schéma numérique TVD, on utilise des limiteurs de flux.
A.3 Limiteurs de flux
Cette partie consiste en une adaptation 2D des travaux présentés dans [26].
Pour que le schéma numérique de Lax-Wendroff ne produise pas d’oscillations
parasites, on ajoute des termes correctifs appelés limiteurs de flux, qui prennent
la forme suivante :
LFi,j =[K+i+ 12 ,j(r
+





(r+i−1) +K−i− 12 ,j(r
−
i )](uni,j − uni−1,j)
+ [K+
i,j+ 12





(r+j−1) +K−i,j− 12 (r
−
j )](uni,j − uni,j−1),




























y(i,j)[1− Φ(r)] si vy(i,j) > 0; 0 sinon,
K− = −K+,
où νx(i,j) = vx(i,j) k
hx
, νy(i,j) = vy(i,j) k
hy
et Φ(r) = max(min(2r,1),0).
A.4 Essais numériques
Quelques tests comparatifs ont été réalisés sur le schéma numérique avec et
sans limiteurs de flux. Pour le test présenté dans ce paragraphe, la vitesse a été
prise constante avec vx = 0,6 et vy = 0,9. La condition initiale est l’indicatrice
d’une ellipse pour se placer dans un cadre proche de celui du transport de
cellules tumorales. Les résultats sont présentés en figures A.2 pour le schéma
non TVD et A.3 pour le schéma corrigé TVD.
Figure A.2 – Simulation numérique de transport d’une ellipse à vitesse
constante utilisant le schéma de Lax-Wendroff 2D non TVD. À gauche la
condition initiale, à droite le champ transporté.
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Le transport d’une quantité discontinue pose manifestement problème au
schéma sans limiteurs de flux (voir Figure A.2). Comme on le redoutait, on
voit bien apparaître des oscillations non souhaitées. Le champ scalaire dont les
valeurs sont initialement comprises entre 0 et 1 prend localement des valeurs
en dehors de ces bornes qui ne devraient pourtant pas être franchies, illustrant
le caractère non TVD du schéma.
Figure A.3 – Simulation numérique de transport d’une ellipse à vitesse
constante utilisant le schéma de Lax-Wendroff 2D TVD. À gauche la condition
initiale, à droite le champs transporté.
L’ajout des limiteurs de flux (voir Figure A.3) permet d’éviter l’apparition
des oscillations, et de conserver un champ scalaire borné entre 0 et 1. Comme
on peut le voir, ce schéma d’ordre 2 en temps et en espace produit toutefois
de la diffusion numérique.
Annexe B
Suite des résultats de l’étude de
cas cliniques
Les figures qui suivent présentent les courbes d’évolution de la surface tu-
morale pour les cas cliniques traités mais non présentés à la section 4.2. Ces
résultats sont néanmoins inclus dans la Table 4.1.
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Figure B.1 – Cas 9, 10, 11 et 12 (de bas en haut), à gauche la dynamique de
type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.2 – Cas 13, 14, 15 et 16 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.3 – Cas 17, 18, 19 et 20 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.4 – Cas 21, 22, 23 et 24 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.5 – Cas 25, 26, 27 et 28 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.6 – Cas 29, 30, 31 et 32 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.7 – Cas 33, 34, 35 et 36 (de bas en haut), à gauche la dynamique
de type « exponentielle » et à droite la dynamique « plateau ».
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Figure B.8 – Cas 37, à gauche la dynamique de type « exponentielle » et à
droite la dynamique « plateau ».
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