In this paper we introduce the Diagonal Dominant Pole Spectrum Eigensolver (DDPSE), which is a fixed-point method that computes several eigenvalues of a matrix at a time. DDPSE is a slight modification of the Dominant Pole Spectrum Eigensolver (DPSE), that has being used in power system stability studies. We show that both methods have local quadratic convergence. Moreover, we present practical results obtained by both methods, from which we can see that those methods really compute dominant poles of a transfer function of the type c T (A − sI) −1 b, where b and c are vectors, besides being also effective in finding low damped modes of a large scale power system.
Introduction
A power system can be described as a coupled system of differential and algebraic equations. The following system is obtained by linearizing the system at an operating point:
From that we note that standard methods of eigenvalue calculation can be used in order to compute eigenvalues of A, even without explicitly calculating the state matrix. Knowledge of rightmost eigenvalues of A is essential in the power system small-signal stability analysis. In the literature there are several papers that use classical methods to compute rightmost eigenvalues of a state matrix from the above calculation [1, 4, 5, 7, 10] . On the other hand, some authors prefer instead to deal with the generalized eigenvalue problem Ju = λEu, where E = I 0 0 0 , and I is the identity matrix. However, this approach requires a non-obvious strategy to control instability caused by the spurious eigenvalue at infinity, for instance, if you use generalized Möbius transforms [3, 6] . The landscape of small-signal stability analysis has changed a little when methods based on transfer functions, like DPA [8] and DPSE [9] , have arisen in literature [9, 11] . The Dominant Pole Algorithm (DPA), which computes a single eigenvalue at a time, is actually a Newton's method according to a simple calculation shown in [2] . The Dominant Pole Spectrum Eigensolver (DPSE), which can be seen as a generalization of DPA in a certain way, is a fixed-point method that can compute several eigenvalues at a time. On the one hand, each step requires the solution of p linear systems if you want to calculate p eigenvalues. On the other hand, in power system stability studies, a suitable pre-ordering of the Jacobian matrix prevents large amounts of fill-in and thus its sparse LU factorization is done with lower computational complexity. Moreover, DPSE converges quadratically and a proof of its local quadratic convergence first appeared in [2] . Nevertheless, here we give an easier proof, which can be seen in §2. We will also see that a slight modification of DPSE yields a new fixed-point method, the Diagonal Dominant-Pole Spectrum Eigensolver (DDPSE), that also has local quadratic convergence, as discussed in §3. In the last section, we compare results obtained from the implementation of those two methods regarding the time of computation. From these tests we verify that both methods really compute dominant poles of a transfer function of the type c T (A − sI) −1 b, where b and c are vectors, besides being also effective in finding low damped modes of the system. 
DPSE
The motivation for the Dominant Pole Spectrum Eigensolver (DPSE) came from SISO dynamical systems (E, J, B, C, D) of the form
is composed by dynamical and algebraic variables, x d (t) and x a (t), which are respectively associated with the unit and the null diagonal entries of E; B, C ∈ R N ×1 , where
∈ R is the input, y(t) ∈ R is the output, and D ∈ R. The corresponding transfer function h :
Suppose that there are n dynamical variables in the system. If
where
4 J 3 is called the state matrix of the system. Note that, for any µ / ∈ λ(A) and for any b ∈ C n ,
Suppose that A ∈ R n×n is diagonalizable, that is, A = P DP −1 , where P is an invertible matrix and D, a diagonal matrix. So, the spectrum of A, denoted by λ(A), is the set of the diagonal entries of D. From now on we suppose that every eigenvalue of A is simple.
Let b, c ∈ R n such that c
. m k is the measure for dominance of the pole
we conclude that the functions f : C → C n and g : C → C n defined respectively by
and
for s ∈ C − λ(A);
are entire functions (bear in mind that any entry of the Classical Adjoint of (A − sI) is a sum of products of its elements).
.., e n are the canonical vectors.
is invertible for any S belonging to O.
Proof 1. The lemma follows because
. We see that F is analytic. Since F (S) ) ... λ p (F (S))), where λ 1 (F (S)) < ... < λ p (F (S)) are the eigenvalues of F (S) (for some order on the complex numbers). Observe that
T is a fixed point of G. On the other hand, if s i is not an eigenvalue for i = 1 : p, we conclude that F (S) is equal to
where e = ones(p, 1). In order to calculate the derivative of G, we first see that
Hence,
Definition 2 (DPSE). The fixed-point iteration applied to the function
With this definition, we have just proved the following proposition:
Proposition 2 (DPSE converges at least quadratically). Let λ 1 , ..., λ p be p distinct eigenvalues of A. Then, there is a neighborhood V of (λ 1 ... λ p )
T such that DPSE converges at least quadratically to (λ 1 ... λ p ) T for any S 0 ∈ V . 
Therefore, the relative error, ||(A − s
)e k ||, becomes as follows:
Notice that, if s Remark 2. Suppose that, for some j ∈ {1, ...n}, d jj is a converged eigenvalue at step r. Then, the corresponding right and left vectors, x r and y r , are such that
DDPSE
If the fixed-point method is now applied to the diagonal of the matrix F (S), then we have a variation of the DPSE, which will be called here as the Diagonal Dominant Pole Spectrum Eigensolver (DDPSE): 
which is zero if s i is an eigenvalue of A. So, we define
T is a p-uple of distinct eigenvalues. Therefore, any p-uple of distinct eigenvalues is a fixed-point of H. Proposition 3 (DDPSE converges at least quadratically). Let λ 1 , λ 2 , ..., λ p be p distinct eigenvalues of A. Then, there is a neighborhood V of (λ 1 ... λ p ) T such that, given any S 0 ∈ V , DDPSE converges at least quadratically to (λ 1 ..., λ p ) T . 
Numerical results
Our test matrix J is sparse (density about 0.028%), of order N = 13251. The pencil Jv = λEv, where E = diag(1, ..., 1, 0, ..., 0), corresponds to the problem Ax = λx, where
4 J 3 is of order n = 1664. This is the Jacobian matrix that corresponds to a planning model of the Brazilian Interconnected Power System and that had already used for tests in [11] . In the tests with DPSE and DDPSE, we have used data which can be obtained from a specific transfer function. From this, D = 0, and the input vector B = B 
and W = W (k) be two matrices n × p such that, for j = 1 : p,
So, we have
and for j = 1 : p
where e = ones(p, 1). Therefore,
where S = S (k) = diag(s (k) ), and
Hence, in order to use DPSE with A, b and c, we can carry out all the computation with J, B and C without explicitly computing A, b and c.
We have specified a relative error tolerance of 10 −5 to both right and left vectors. Here we have used 
and so,
Thus, In Table 1 , for each eigenvalue calculated by DDPSE, or by DPSE, we list the CPU time (in seconds) and the number of iterations required for convergence, together with the corresponding measure m k for dominance of a pole that was computed by the respective method. For the tests we have started DPSE and DDPSE by choosing the same 20 initial shifts given in the left complex semi-plane: µ k = k * (−1/20 + i/2), k = 1 : 20.
The tests have been performed in the MATLAB R2011b 64 bits at a HP Compaq 6000 Pro, with processor Intel Core 2 Duo E8400 3.00 GHz.
Conclusions
In the tests, DPSE has shown that it is more stable than DDPSE. For instance, both algorithms started with the same 20 complex numbers in the upper-half plane. However, while DPSE converged to 19 eigenvalues still located in the upper half-plane, DDPSE converged to only 13 eigenvalues with positive imaginary part. On the other hand, both converged to −0.0335 ± 1.0787 i, which are the most dominant poles of the system. The DDPSE algorithm typically converges more slowly than the DPSE in total computer time, and we see that in Table 1 . Note that the eigenvalues of A are clustered around zero, according to Figure 2 , and even so both algorithms converged to dominant poles.
