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Abstract
We study the semi-discrete directed polymer model introduced by O’Connell-Yor
in its stationary regime, based on our previous work on the stationary q-totally asym-
metric simple exclusion process (q-TASEP) using a two-sided q-Whittaker process.
We give a formula for the free energy distribution of the polymer model in terms
of Fredholm determinant and show that the universal KPZ stationary distribution
appears in the long time limit. We also consider the limit to the stationary KPZ
equation and discuss the connections with previously found formulas.
1 Introduction
The O’Connell-Yor (OY) polymer model introduced in [19] is a finite temperature directed
polymer model in a Brownian motion environment. At zero temperature, this is related to
the GUE random matrix [3, 12, 26] and can be studied by the techniques of random matrix
theory. The finite temperature version is more difficult to treat, but still has nice algebraic
properties. In particular the connection to the quantum Toda lattice was discovered in
[18], which was further generalized to the Macdonald process [5]. A few other algebraic
properties have been discussed in [7, 17].
The original OY model is defined for the case where the polymer starts and ends
at specified positions (point-to-point geometry). One can also consider other geometries
such as the point-to-line geometry. In this paper we consider the model in the stationary
situation [19, 23].
In our previous paper [14] we studied the stationary q-TASEP. We first showed that
the q-TASEP with a random initial condition can be encoded as a marginal of a two-sided
version of the q-Whittaker process. Then by rewriting the Cauchy identity for the ordinary
q-Whittaker function and applying the Ramanujan’s summation formula and the Cauchy
determinant identity for the theta function, we were able to find a Fredholm determinant
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formula for the q-Laplace transform for a position of the Nth particle. We also showed
that the limiting distribution is given by the Baik-Rains distribution FBR [2].
In this paper, we discuss the stationary OY polymer model by taking a scaling limit
with q → 1 of the q-TASEP and the two-sided q-Whittaker process. We first show that the
OY polymer model with boundary sources appears as a marginal of a limiting case of the
two-sided q-Whittaker process with two set of parameters. We can obtain the stationary
OY model by modifying this model with an appropriate control of the sources as with
the case of the two-sided q-Whittaker process [14]. The same OY model with parameters
already appeared in [6] but the real stationary case was not covered there. We will give
a formula for the free energy distribution for both the two parameter model and for the
stationary case. We also show that the Baik-Rains distribution FBR appears in the long
time limit.
The stationary OY model goes to the stationary KPZ equation under appropriate
scalings of the model parameters. The latter was already studied in [16, 6] but we will
discuss the relations among a few representations.
The paper is organized as follows. In section 2, we discuss some basic properties of
the OY model especially focusing on the stationary situation. In section 3, we introduce
the OY model with boundary sources and state its relation to the stationary OY model.
In section 4, we show that the OY model with boundary sources appears as a limit of a
marginal of the two-sided q-Whittaker process studied in [14]. In section 5, we present
formulas for the distribution of the free energy for the stationary OY model in terms of
Fredholm determinant. We also study the long time limit and show that the Baik-Rains
distribution appears as the limiting distribution. In section 6, we take a scaling limit to the
stationary KPZ equation and discuss the connections to previous representations [16, 6]. In
Appendix A, we summarize basic definitions and properties of the two-sided q-Whittaker
function which are relevant in this paper. In Appendix B, we discuss the inverse Laplace
transform. Appendix C contains the details of the asymptotic analysis from section 6.
Acknowledgements. The work of T.I. and T.S. is partially supported by JSPS KAK-
ENHI Grant Numbers JP25800215, JP16K05192 and JP25103004, JP14510499, JP15K05203,
JP16H06338 respectively.
2 The stationary O’Connell-Yor polymer model
The partition function of the O’Connell-Yor polymer model is defined by
Zj(τ) =
∫
0<s1<···<sj−1≤τ
j∏
i=1
dsi · e
∑j
i=1(Bi(si)−Bi(si−1)), (2.1)
where s0 = 0, j ∈ Z+ and Bi(τ), i ∈ Z+ are the independent standard Brownian motions
without drift [19]. This can be understood as a partition function of a directed polymer in
a random environment described by independent Brownian motions, which starts at the
the site j = 1 at τ = 0 and ends at the site j at time τ (point-to-point geometry). By
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using Itoˆ’s formula, we find that it satisfies the discrete stochastic heat equations,
dZj(τ) = Zj−1(τ)dτ + Zj(τ)dBj(τ), (2.2)
where we interpret the second term as Itoˆ type. One can extend the values of the index j to
the whole j ∈ Z and consider the process for rj(τ) := logZj+1(τ)− logZj(τ). This process
has a stationary measure labeled by a parameter α ∈ R in which all rj’s are independent
random variables and each e−rj obeys the Gamma distribution with parameter α(> 0) i.e.
the pdf of e−rj is
P[e−rj ∈ dx] = x
α−1e−x
Γ(α)
1x>0dx, (2.3)
see [24]. We sometimes write (2.3) as rj ∼ − log Γ(α).
Using a version of the Burke’s theorem [8, 19, 23], one can replace the effects of the
whole Zj(τ), j ≤ 0 by Z1(τ) driven by the Brownian motion with drift α. This situation
with the normalization condition Z1(0) = 1 is described by the SDEs (2.2) with j ≥ 1 and
B1(τ) replaced by a standard Brownian motion with drift α. Let us denote the partition
function as Zj(τ, α) specifying the dependence on α. In [19, 23], it has been shown that it
can be represented as
Zj(τ, α) =
∫
−∞<s1<···<sj−1≤τ
e
∑j
m=1(B˜m(sm)−B˜m(sm−1))
j−1∏
k=1
dsk, (2.4)
where s0 = 0, sj = τ , and B˜j(s), j = 1, · · · , N are independent two-sided Brownian
motions among which B˜1(s) has drift α while B˜j(s), j = 2, · · · , N have no drifts. Here
the two-sided Brownian motion B˜(x) with drift v is defined as
B˜(x) =
{
B+(x) + vx, x ≥ 0,
B−(−x) + vx, x < 0
(2.5)
withB±(x) are the independent standard Brownian motions. Hereafter we call Zj(τ, α) (2.4)
the partition function of the stationary O’Connell-Yor model.
Note that, by the conditioning on the smallest positive sk, rhs of (2.4) with j = N is
rewritten as
ZN(τ, α) =
N∑
k=1
∫
−∞<s1<···<sk−1≤0
e
∑k−1
m=1(Bm(sm)−Bm−1(sm−1))
k−1∏
j=1
dsj
×
∫
0<sk<···<sN−1≤τ
e
∑N−1
m=k(Bm(sm)−Bm(sm−1))
N−1∏
j=k
dsj. (2.6)
Since the first factor corresponds to the case τ = 0 in (2.4), it is equal to e
∑k−1
j=1 yj in
distribution where yj, j = 1, 2, · · · are i.i.d. random variables with yj ∼ − log Γ(α)’s while
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the second one is equal to the partition function ZN−k+1(τ) for the point-to-point polymer
in (2.1). To summarize, we have seen that the partition function of the stationary OY
polymer with parameter α can be written as
ZN(τ, α) =
N∑
k=1
e
∑k−1
j=1 yjZN−k+1(τ) (2.7)
in distribution, where the random variables yj, j = 1, · · · , N are independent and identi-
cally distributed as − log Γ(α).
3 The O’Connell-Yor polymer model with boundary
sources
Here we introduce a directed random polymer model related to (2.7), which has a direct
connection to the Whittaker process. This model is defined as a composition of the OY
model with point-to-point geometry (with drifts) and the log-Gamma discrete random
polymer model [22]. Let us consider a slight modification of (2.1), in which the polymer
starts at site j = n and ends at j = N and the Brownian motions Bj(t), j = 1, 2, · · · , N
are the independent standard Brownian motions with drift aj ∈ R starting at the origin.
The partition function of the OY model for this situation is given by
ZOYn,N(τ, a) =
∫
0<s1<···<sN−n≤τ
N−n∏
j=1
dsj · e
∑N
m=n(Bm(sm−n+1)−Bm(sm−n)), (3.1)
where s0 = 0 (i.e. Bn−1(s0) = 0) and sN−n+1 = τ . Note that ZOY1,N(τ, α) = ZN(τ) in (2.1).
To introduce the log-Gamma discrete random polymer model, let us consider the two
dimensional lattice (i, j), i = 1, · · · , N, j = 1, · · · , n. Let discrete up/right path from (1, 1)
to (N, n) be an ordered set ((i1, j1), (i2, j2) · · · , (iN+n−1, jN+n−1)) with (i1, j1) = (1, 1) and
(iN+n−1, jN+n−1) = (N, n) such that (ik, jk) ∈ Z2 and (ik+1− ik, jk+1− jk) ∈ {(1, 0), (0, 1)}.
The partition function of the log-Gamma polymer model is defined as
ZΓn,N(α, a) =
∑
((i1,j1),··· ,(iN+n−1,jN+n−1))∈ΩN,n
e
∑N+n−1
k=1 ωik,jk , (3.2)
where ΩN,n represents a set of the discrete up/right paths from (1, 1) to (N, n) and α =
(α1, · · · , αN) ∈ RN , a = (a1, · · · , aN) ∈ RN in lhs are parameters such that αi − aj > 0
for i, j = 1, · · · , N . ωi,j, i, j = 1, · · · , N in rhs are i.i.d. random variables with ωi,j ∼
− log Γ(αi − aj).
In terms of the two polymers above, a semi-discrete polymer model is defined as follows.
Definition 3.1. ([6]) The partition function of the O’Connell-Yor polymer model with
boundary sources is defined as
Z(τ, α, a) =
N∑
n=1
ZΓn,N(α, a)Z
OY
n,N(τ, a). (3.3)
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Figure 1: The O’Connell-Yor polymer model with boundary sources. An example with
N = 5, n = 3.
The first part ZΓn,N(α, a) can be regarded as representing boundary sources. See Fig. 1.
When we set α1, · · · , αN → ∞ and a1 = · · · = aN = 0, we see from (2.3) that the whole
weights eωi,j ’s in the log-Gamma polymer model (3.2) vanish. Noting that in (3.2), the
number of lattice points, to which we assign the weights is N + n − 1, which increases
with n, we find that in (3.3), the contribution of n = 1 becomes dominant. (In other
word, in Fig. 1, the path crossing the bottom points (1, 1), (2, 1), · · · , (5, 1) in the left
plane becomes dominant.) Thus in this limit Z(τ, α, a) reduces to the OY model without
sources, ZOY1,N(τ, 0).
This model is related to the stationary OY model (2.4) in the following way. To
describe the stationary situation we need to specialize the parameters of the OY model
with boundaries sources as
α1 = α, α2, · · · , αN →∞, a1 = a, a2 = · · · = aN = 0 (3.4)
and take the limit a → α. However note that in this limit, the model is not well-defined
since ω1,1 ∼ log−Γ(α− a) becomes singular in the limit. Thus we introduce the modified
model which is defined in a same way as the original one (3.3) except that ω1,1 = 0. We
write the partition function of the modified model as Z(0)(τ, α, a). Note that it is related
to Z(τ, α, a) (3.3) as Z(τ, α, a) = eω1,1Z(0)(τ, α, a). Considering (2.7), we find under (3.4)
lim
a→α
Z(0)(τ, α, a) = ZN(τ, α) (3.5)
in distribution. In this way we can study the stationary OY model by considering a limiting
case of the OY model with boundary sources.
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4 OY model with boundary sources and the Whit-
taker process
In [14], we studied the stationary q-TASEP using a two-sided version of the q-Whittaker
process. In this section we will see that the q-Whittaker functions with signatures (see
Definitions A.1 and (A.2)) go to the Whittaker functions with two sets of parameters,
which is previously shown to be related to the OY polymer with the boundary sources
in [6]. This opens the way to study the stationary OY model by considering a limit of
the analysis in [14] using the two-sided q-Whittaker process. In Appendix A, we give a
brief summary of the definitions and properties of the two-sided q-Whittaker functions and
process, which are used in this paper.
The Whittaker process is defined as follows. Let Y ∈ RN(N+1)/2 be a triangular array
Y = (y(1), · · · , y(N)) where y(k) = (y(k)1 , · · · , y(k)k ) with y(j)i ∈ R for 1 ≤ i ≤ j ≤ N . The
Whittaker function Ψ˜ν(y
(N)) with parameter ν = (ν1, . . . , νN) ∈ RN has the following
integral representation [11],
Ψν(y
(N)) =
∫
RN(N−1)
eFν(Y )
∏
1≤j≤k≤N−1
dy
(k)
j , (4.1)
where Fν(Y ) is defined by
Fν(Y ) = i
N∑
k=1
νk
(
k∑
j=1
y
(k)
j −
k−1∑
j=1
y
(k−1)
j
)
−
N−1∑
k=1
k∑
j=1
(
ey
(k)
j −y
(k+1)
j + ey
(k+1)
j+1 −y
(k)
j
)
. (4.2)
By definition, one sees that Ψν(y
(N)) is symmetric in ν = (ν1, · · · , νN).
We also define the function θµ,τ (y
(N)) with parameters µ = (µ1, · · · , µN) ∈ RN and
τ > 0,
θµ,τ (y
(N)) =
∫
RN
N∏
j=1
dνj ·Ψν(y(N))e−τ
∑N
j=1 ν
2
j /2 ·
N∏
m,n=1
Γ(µm + iνn) ·mN (ν), (4.3)
where the Sklyanin measure mN (ν) is defined by
mN (ν) =
1
(2π)N
∏
i 6=k
1
Γ(iνk − iνj) . (4.4)
As will be shown below in the proof of Proposition 4.3, the functions Ψν(y
(N)) (4.1) and
θµ,τ (y
(N)) (4.3) can be regarded as the q → 1 scaling limit of Pλ(a) (A.4) and Qλ(α, t) (A.5)
respectively (see (4.12) and (4.13) below.)
The Whittaker process with parameters a, α ∈ RN and τ > 0 is defined in terms of (4.1)
and (4.3) as follows [6]:
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Definition 4.1. For a, α ∈ RN such that ai + αj > 0 for 1 ≤ i, j ≤ N and τ > 0, the
Whittaker process is defined as a probability measure on RN(N+1)/2 with the pdf
Wa;α,τ (Y ) = e
Fia(Y )θα,τ (y(N))e
−τ∑Nj=1 a2j/2
N∏
m,n=1
1
Γ(αm + an)
. (4.5)
In the limit as αj → ∞, j = 1, · · · , N , the density function (4.5) reduces to the one
in [18, 5],
eFia(Y )
∫
RN
N∏
j=1
dνj ·Ψ−ν(y(N))e−τ
∑N
j=1 ν
2
j /2mN (ν) · e−τ
∑N
j=1 a
2
j/2. (4.6)
Furthermore from (4.1) and (4.5), we immediately have the following
Proposition 4.2. The pdf of the marginal density of Wα;a,τ (Y ) (4.5) on y
(N) is expressed
as
Ψia(y
(N))θα,τ (y
(N))e−τ
∑N
j=1 a
2
j/2
N∏
m,n=1
1
Γ(αm + an)
. (4.7)
We call (4.2) the Whittaker measure.
We will show that the Whittaker processW−a;α,τ (Y ) appears as a limit of our two-sided
q-Whittaker process (A.8) and one can study the OY model with boundary sources (3.3)
by considering the limit of our results for the q-TASEP in [14]. In this section, we rewrite
the parameters aj and αj , j = 1, · · · , N in (A.8) as a˜j and α˜j to distinguish them from
aj , αj in W−a;α,τ (Y ). We scale each variable and parameter of (A.8) as
q = e−ǫ, t = τǫ−2, a˜j = e−ǫaj , α˜j = e−ǫαj ,
λ
(k)
j = τǫ
−2 + (k + 1− 2j −N)ǫ−1 log ǫ−1 + y(k)j ǫ−1, (4.8)
for j = 1, 2, · · · , N and taking the limit ǫ→ 0. Here we assumed 0 < αj <∞, 1 ≤ j ≤ N .
When we study the case where onlyM of them are finite and αj →∞, N−M+1 ≤ j ≤ N ,
we should set α˜j = 0, N−M+1 ≤ j ≤ N and replace −Nǫ−1 log ǫ−1 by−Mǫ−1 log ǫ−1. This
is an aspect which is different from the previously studied scaling limit from q-Whittaker
processes to the Whittaker process [5, 6]. There the term −Mǫ−1 log ǫ−1 is replaced by
+Mǫ−1 log ǫ−1. The minus sign of −Mǫ−1 log ǫ−1 results from the “two-sided” nature
of (A.8): our process is defined on the signature Sn (A.1) of which each element can take
negative value. Due to this property, the scaling changes to the minus direction.
We obtain the following
Proposition 4.3. Under the scaling (4.8), the ǫ→ 0 limit of Pt(λN ) (A.8) becomes
lim
ǫ→∞
ǫ
N(N+1)
2 Pt(λN ) = W−a;α,τ (−Y ), (4.9)
where −Y = (−y(1), · · · ,−y(N)) with −y(j) = (−y(j)j , · · · ,−y(j)1 ), j = 1, · · · , N .
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Proof. For comparing (4.1) with (A.4), we write eFν(Y ) in (4.1) as
eFν (Y ) =
N∏
j=1
Ψνj (y
(j−1), y(j)), (4.10)
where
Ψνj(y
(j−1), y(j)) = exp
(
iνj
(
j∑
i=1
y
(j)
i −
j−1∑
i=1
y
(j−1)
i
)
−
j−1∑
i=1
(
ey
(j−1)
i −y
(j)
i + ey
(j)
i+1−y
(j−1)
i
))
.
(4.11)
We will show that the skew q-Whittaker function Pλ(j)/λ(j−1)(a˜j) with some factors goes to
this function (4.11), i.e.
lim
ǫ→0
e(j−1)C(ǫ)
a˜t+Nǫ
−1 log ǫ
j
Pλ(j)/λ(j−1)(a˜j) = Ψiaj (y
(j−1), y(j)) = Ψ−iaj (−y(j−1),−y(j)), (4.12)
where C(ǫ) = −π2
6
ǫ−1 − 1
2
log ǫ
2π
. Furthermore we will also show that
lim
ǫ→0
e
N(N+1)
2
C(ǫ)−Ntǫ
N(N+1)
2
N∏
j=1
α˜Nǫ
−1 log ǫ
j ·Qλ(N)(α˜, t) = θα,τ (−y(N)), (4.13)
lim
ǫ→0
eNt−N
2C(ǫ)
N∏
j=1
a˜t+Nǫ
−1 log ǫ
j
α˜Nǫ
−1 log ǫ
j
· 1
Π(a˜; α˜, t)
=
1∏N
j=1 e
τa2j/2
∏N
k=1 Γ(αk − aj)
. (4.14)
Then (4.9) immediately follows from (4.12)–(4.14).
Hereafter we give proofs of (4.12)–(4.14). Limiting behaviors of various factors can be
taken from [5].
Proof of (4.12). Here we show the first equality since the second equality follows imme-
diately by definitions of Ψν(y
(N)) (4.1) and −y(N) written below (4.9). Substituting (4.8)
into (A.3) with λ = λ(j), µ = λ(j−1), and a = a˜j, we have
Pλ(j)/λ(j−1)(a˜j) =a˜
t+Nǫ−1 log ǫ
j
j−1∏
i=1
(q; q)−2ǫ−1 log ǫ+ǫ−1(y(j)i −y
(j)
i−1)
(q; q)−ǫ−1 log ǫ+ǫ−1(y(j)i −y
(j−1)
i )
(q; q)−ǫ−1 log ǫ+ǫ−1(y(j−1)i −y
(j)
i+1)
× exp
(
−aj
(
j∑
i=1
y
(j)
i −
j−1∑
i=1
y
(j−1)
i
))
. (4.15)
Here we see, for c > 0 and y ∈ R
(q; q)−cǫ−1 log ǫ+ǫ−1y = e
C(ǫ)+ǫc−1e−y (4.16)
by Corollary 4.10 in [5]. Applying this to the second factor in (4.15), we get (4.12).
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Proofs of (4.13) and (4.14). For showing (4.13), we consider the limiting behavior of each
factor in the definition of Qλ(N)(α˜; t) (A.5). Hereafter we change integration variables zj
in (A.5) to zj = e
iwj , j = 1, . . . , N . First, one sees that under the scaling (4.8),
lim
ǫ→0
N−1∏
i=1
(qλ
(N)
i −λ
(N)
i+1+1; q)∞ = 1 (4.17)
from Lemma 4.25 in [5]. Next for Pλ(N)(1/z) we use (4.12) and have
lim
ǫ→∞
ǫ
N(N−1)
2 e
N(N−1)
2
C(ǫ)
N∏
j=1
zt+Nǫ
−1 log ǫ
j · Pλ(N)(1/z) = Ψ−w(y(N)) = Ψw(−y(N)). (4.18)
For Π(z; α˜, t) (A.7), we have
Π(z; α˜, t) =
N∏
i,j=1
1
(e−ǫ(αi+iwj); e−ǫ)∞
·
N∏
j=1
ee
iǫwj ǫ−2τ . (4.19)
Using the relations
lim
ǫ→0
eC(ǫ)ǫ1−x
(e−ǫx; e−ǫ)∞
= Γ(x), lim
ǫ→0
(
eiǫwjǫ−2τ − ǫ−2τ − iǫ−1wjτ
)
= −τw2j/2, (4.20)
where the first one is given in (4.55) in [5], we have
lim
ǫ→0
eN
2C(ǫ)−NtǫN
2
N∏
i,j=1
(
α˜i
zj
)ǫ−1 log ǫ
·
N∏
j=1
1
ztj
·Π(z; α˜, t) =
N∏
i,j=1
Γ(αi + iwj) ·
N∏
j=1
e−τw
2
j/2.
(4.21)
At last for mqN(z)
∏N
j=1 dzj/zj , we find
lim
ǫ→0
ǫ−N
2
e−N(N−1)C(ǫ)mqN (z)
N∏
j=1
dzj
zj
= mN(w)
N∏
j=1
dwj (4.22)
by using (4.36) in [5]. Combining (A.7) with the scaling limits (4.17), (4.18), (4.20),
and (4.22), we arrive at (4.13). Then (4.14) can be obtained by (4.21) with z and iwj
replaced by 1/a˜ and −aj respectively.
Thus we have shown that the Whittaker process with two parameters appears as a limit
of our two-sided q-Whittaker process. In addition the relationships between (3.3) and (4.5)
is also known:
Proposition 4.4. logZ(τ, α, a) has the same distribution as y
(N)
1 in the Whittaker process
W−a;α,τ (Y ) (4.5).
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This relation was obtained by introducing a version of q-Whittaker process, which is dif-
ferent from ours (A.8) and by taking q → 1 scaling limit [6].
From Propositions 4.3 and 4.4, we find a relation between λ
(N)
N in (A.10) and the
OY polymer with the boundary sources Z(τ, α, a) (3.3). From the definition of −Y (see
below (4.9)), one sees that the marginal density of W−a,α,τ (Y ) on y
(N)
1 is equal to that
of W−a,α,τ (−Y ) on −y(N)N . Combining this with Proposition 4.3, we conclude that the
marginal density function of W−a,α,τ (Y ) on −y(N)1 is given by the scaling limit (4.8) of the
marginal density of Pt(λN ) on λ
(N)
N , which describes the Nth particle of the q-TASEP. Fur-
thermore combining this with the proposition 4.4 we see that the marginal density of Pt(λN)
on λ
(N)
N (or equivalently the marginal density of the two-sided q-Whittaker measure (A.9)
on λN) goes to the density function of − logZ(τ, α, a) under the scaling limit (4.8) with
ǫ → 0. Thus in this limit, Theorem A.5 becomes a relation on Z(τ, α, a). We have the
following:
Proposition 4.5. The Laplace transform of Z(τ, α, a) (3.3) is written as the Fredholm
determinant, 〈
e−uZ(τ,α,a)
〉
= det (1− fuK)L2(R) . (4.23)
Here in lhs, u ∈ C with Re u > 0, 〈·〉 represents the average over the random variables
ωij, 1 ≤ i, j ≤ N and Bi, i = 1, · · · , N in (3.3) and on rhs the kernel fuK is given by
fu(x) =
1
1 + e−x/u
, (4.24)
K(x1, x2) =
N−1∑
l=0
φl(x1)ψl(x2), (4.25)
where the functions Φl(x) and Ψl(x) are given as
φl(x) =
1
2πi
∮
dv
evx−v
2τ/2
v − al+1
l∏
i=1
v − αi
v − ai
N∏
j=1
Γ(1 + v − aj)
Γ(1 + αj − v) , (4.26)
ψl(x) =
(αl+1 − al+1)
2π
∫ ∞
−∞
dw
e−iwx−w
2τ/2
αl+1 − iw
l∏
k=1
iw − ak
iw − αk
N∏
j=1
Γ(1 + αj − iw)
Γ(1 + iw − aj) , (4.27)
where in (4.26), the contour encloses aj, j = 1, · · · , N positively.
In the proof below, we take the q → 1 scaling limit of (A.10). As with a˜j and a˜j in (4.8), we
rewrite φl(n) (A.13) and ψl(n) (A.14) as φ˜l(n) and ψ˜l(n) to distinguish them from (4.26)
and (4.27) respectively.
Proof. We consider the ǫ→ 0 limit of (A.10) under the scaling (4.8) and
ζ = −ǫ2Nueτǫ−1. (4.28)
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First substituting (4.8) and (4.28) into lhs of (A.10) we have
lim
ǫ→0
1
(ζqλN ; q)∞
= lim
ǫ→0
eq (xq) |q=e−ǫ = e−ue
−y(N)
N , (4.29)
where eq(xq) = 1/((1− q)xq; q)∞ is the q-exponential function with xq = −ǫue−y
(N)
N /(1− q)
and we used the fact limq→1 eq(x) = ex uniformly on x ∈ (−∞, 0). Thus from the remark
below Proposition 4.4, we have
lim
ǫ→0
〈
1
(ζqλN ; q)∞
〉
=
〈
e−uZ(τ,α,a)
〉
(4.30)
under the scalings (4.8) and (4.28).
Next we consider rhs of (A.10). We begin with the function f(n) (A.11). Associated
with (4.28), we scale n as
n = −τǫ−2 − 2Nǫ−1 log ǫ+ xǫ−1. (4.31)
Substituting q = e−ǫ, (4.28) and (4.31) into (A.11), one immediately sees limǫ→0 f(n) =
fu(x).
Next we show that under (4.8) and (4.31)
lim
ǫ→0
eτǫ
−2
N∏
j=1
ǫαj+aj · φ˜l(n) = φl(x), lim
ǫ→0
e−τǫ
−2
N∏
j=1
1
ǫαj+aj
· ψ˜l(n) = ψl(x) (4.32)
by simple saddle point analyses. Here we consider only the case of φ˜l(n) since that of
ψ˜l(n) can be obtained in a similar way. Substituting the scalings (4.8) and (4.31) into the
definition of φ˜l(n) (A.13), we have
φ˜l(n) =
∫
D
dv
2πi
e−
τ
ǫ2
g(v)
vǫ−1x−2Nǫ−1 log ǫ+N
1
v − qal+1
l∏
j=1
v − qαj
v − qaj
×
N∏
j=1
Γq(1− aj + logq v)
Γq(1− αj − logq v)
(1− q)2w−αj−aj , (4.33)
where g(v) = v − log v and we used the q-Gamma function Γq(x) = (1 − q)1−x (q;q)∞(qx;q)∞ .
Noting the saddle point vc such that g
′(vc) = 0 is 1, we scale v around the saddle point,
v = qw = e−ǫw. (4.34)
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Thus we find
lim
ǫ→0
− τ
ǫ2
(g(v)− 1) = lim
ǫ→0
−τg′′(1)
2ǫ2
(v − 1)2 +O(ǫ) = −τw
2
2
, (4.35)
lim
ǫ→0
1
vǫ−1x
= ewx, (4.36)
lim
ǫ→0
dv
v − qal+1
l∏
j=1
v − qαj
v − qaj =
dw
w − a
l∏
j=1
w − αj
w − aj , (4.37)
lim
ǫ→0
1
v−2Nǫ−1 log ǫ+N
N∏
j=1
(1− q)2w−αj−ajǫαj+aj = 1. (4.38)
Furthermore noting limq→1 Γq(x) = Γ(x) and logq v = w, we have
lim
ǫ→0
N∏
j=1
Γq(1− aj + logq v)
Γq(1− αj − logq v)
=
N∏
j=1
Γ(1− aj + w)
Γ(1− αj − w) . (4.39)
From (4.35)–(4.39), we arrive at the first relation in (4.32).
The relation (4.23) is a generalization of Proposition 12 in [17] to the case with two
sets of boundary parameters α = (a1, · · · , aN ), a = (a1, · · · , aN). In the limiting case
α1, · · · , αN → ∞, a1 = · · · = aN = 0, one finds that (4.25) reduces to K(x, y; τ) (4.10)
in [17].
5 Distributions in the stationary O’Connell-Yor model
By Proposition 4.4, we have found that the law of logZ(τ, α, a) is the same as the marginal
low on y
(N)
1 of the q-Whittaker process (4.5) with a replaced by −a or equivalently of
the q-Whittaker measure (4.7) with a replaced by −a. Note that (4.7) is symmetric in
a = (a1, · · · , aN) and α = (α1, · · · , αN). Due to the symmetry the specialization (3.4) is
equivalent to
α1, · · · , αN−1 →∞, αN = α, a1 = · · · = aN−1 = 0, aN = a. (5.1)
Hereafter we adopt (5.1). Note that a, α are real numbers rather than the shorthanded no-
tation a = (a1, · · · , aN), α = (α1, · · · , αN) in section 3. For Z(τ, α, a) (3.3) and Z(0)(τ, α, a)
defined below (3.4), we define
F (y) = P[logZ(τ, α, a) ≤ y], F0(y) = P[logZ(0)(τ, α, a) ≤ y], (5.2)
G(u) =
〈
e−uZ(τ,α,a)
〉
, G0(u) =
〈
e−uZ
(0)(τ,α,a)
〉
. (5.3)
Note that the averages on rhs in (5.3) are different for G(u) and G0(u) and they are with
respect to the unmodified and the modified model respectively. To consider the stationary
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limit (5.1) with a → α, we need to have the relations which connect Z(τ, α, a) and the
modified one Z(0)(τ, α, a). We use the results from Appendix B.2. For the OY model, the
random variable χ is distributed according to − log Γ(ν) with parameter ν = α − a. (For
the definition of − log Γ(ν), see (2.3).) Its Laplace (or Fourier for ξ ∈ iR) transform is
g(ξ) = 〈e−ξχ〉 =
∫
R
dx
xξ+ν−1e−x
Γ(ν)
=
Γ(ν + ξ)
Γ(ν)
. (5.4)
One can find an expression for F0(y) (5.2) in terms of G(u) (5.3).
Proposition 5.1. Let Z(τ, α, a) (resp. Z(0)(τ, α, a)) be the partition function of the OY
polymer model (3.3) when the parameters are given by (3.4), α > a (resp. and ω1,1 in
(3.2) is set to be zero). The distribution function F0(y) for logZ
(0) (5.2) is recovered from
G(u) (5.3) by the following formula.
F0(y) =
∫
iR
dξ
2πi
Γ(α− a)eyξ
Γ(α− a+ ξ)Γ(1 + ξ)
∫ ∞
0
uξ−1G(u)du. (5.5)
Remark. A similar formula was obtained in [6] for the stationary KPZ equation using a
property of the 0th Bessel function which appears for this special case. Here we show that
the formula is a consequence of a combination of a few basic facts.
Proof. Let us set the distribution function F (y), y ∈ R in the argument below (B.9)
to be the one in (5.2). (In this case ϕ(x) in Appendix B becomes ϕ(x) := F (log x) =
P(Z(τ, α, a) ≤ x), x > 0, which is the distribution function of Z(τ, α, a).) By (B.13), one
has
F ♯(ξ) =
1
Γ(ξ + 1)
∫ ∞
0
uξ−1G(u)du. (5.6)
where F ♯(ξ) is the Fourier transform of F (y) (see (B.13) for more detailed argument.) On
the other hand, due to Z(τ, α, a) = Z(0)(τ, α, a)eχ, we find
F ♯0(ξ) =
Γ(α− a)
Γ(α− a+ ξ)F
♯(ξ). (5.7)
Combining (5.6),(5.7) and applying the inverse Fourier transform, we arrive at (5.5).
For the case of the OY polymer model, the distribution function is infinitely differen-
tiable since it is expressed as the marginal distribution of the Whittaker measure (4.7) with
a replaced by −a on y(N)1 and the Whittaker function (4.1) appearing in (4.7) is infinitely
differentiable with respect to each y
(N)
j , j = 1, · · · , N . We have
Corollary 5.2.
F0(y) = Γ(ν)
∞∑
n=0
1
n!
dn
dνn
(
1
Γ(ν)
)
F (n)(y), (5.8)
where F (n) means the nth derivative of F (y).
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0Figure 2: The contour γ.
Remark. Note that on rhs one can use any representation of F (y). For example, if one
employs the formula (B.9), there is no complex integral and hence (5.8) with this formula
is useful for numerical evaluation. Formally (5.8) can be written as
F0(y) =
Γ(α− a)
Γ(α− a+ d/dy)F (y). (5.9)
This type of formula was obtained for the stationary KPZ equation in [16]. Though it
may look awkward with the derivative in the denominator, it has a solid meaning and is
practically useful as explained above.
Proof. Using the integral representation of 1/Γ(z),
1
Γ(z)
=
i
2π
∫
γ
(−w)−ze−wdw, (5.10)
where γ is the contour in Fig. 2 and (B.11), we see
rhs of (5.8)
=
∞∑
n=0
Γ(ν)i
n!2π
∫
γ
dwe−w(−w)−ν(− log(−w))n 1
2πi
∫
δ+iR
dξ
ξneξy
Γ(ξ + 1)
∫ ∞
0
uξ−1G(u)du
=
Γ(ν)
2πi
∫
δ+iR
dξ
eξy
Γ(ξ + 1)
∫ ∞
0
uξ−1G(u)du
i
2π
∫
γ
dwe−w(−w)−ν−ξ
=
1
2πi
∫
δ+iR
dξ
eξyΓ(ν)
Γ(ξ + 1)Γ(ξ + ν)
∫ ∞
0
uξ−1G(u)du, (5.11)
which is rhs of (5.5).
There is also a relation at the level of the Laplace transform. From (B.23) with (5.4),
we have
G0(e
v) =
Γ(α− a)
Γ(α− a+ d/dv)G(e
v). (5.12)
Expanding formally rhs of the equation above around d/dv, we obtain the relation.
G0(e
v) = Γ(α− a)
∞∑
n=0
1
n!
dn
dνn
(
1
Γ(ν)
)∣∣∣∣
ν→α−a
dn
dvn
G(ev), (5.13)
where G0(u) and G(u) are given by (5.3). The representation (5.12) or (5.13) can be used
to establish the F0 asysmptotics for the stationary OY model just as in the case of the
stationary q-TASEP. (See section 5 in [14])
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Hereafter we explain how we can get an integral representation for the free energy distri-
bution of the stationary OY model logZN(τ, α) where ZN(τ, α) is introduced above (2.4).
Recall that as discussed in (3.5), it has the same distribution as lima→α Z(0)(τ, α, a).
From (5.5), we have
P(logZN(τ, α) ≤ y) = lim
a→α
F0(u) =
∫
iR
dξ
2πi
eyξ
Γ(ξ)Γ(1 + ξ)
∫ ∞
0
duuξ−1Gˆ(u), (5.14)
where
Gˆ(u) = lim
a→α
Γ(α− a)G(u). (5.15)
On the other hand, if one takes (5.9), we find
P(logZN(τ, α) ≤ y) =
∞∑
n=0
1
n!
dn
dνn
(
1
Γ(ν)
)∣∣∣
ν=1
Fˆ (n+1)(y), (5.16)
where Fˆ (n)(y) is the nth derivative of Fˆ (y) and
Fˆ (y) = lim
a→α
Γ(α− a)F (y). (5.17)
Note that whilst F (y) is a distribution function, Fˆ (y) is not expected to be so. One can
use any expression of Fˆ (y), for instance (B.10) and (B.11) with F (y) (resp G(u)) replaced
by Fˆ (y) (resp. Gˆ(u)). We can use also (B.14), through it is more suitable to write down
a formula for the first derivative. One has
Fˆ (1)(y) =
∫
R
dwey−e
y−w 1
π
lim
ǫ↓0
ImGˆ(−e−w + iǫ). (5.18)
Note that although the functions Gˆ(u) and Fˆ (y) are defined through a → α limit
of G(u) and F (y), they have a connection directly with the partition function of the
stationary OY model ZN(τ, α) introduced in section 2: since Z(τ, α, a) = Z
(0)(τ, α, a)eχ
where χ ∼ − log Γ(ν) with ν = α− a (see (2.3)), we find G(u) and G0(u) are related as
G(u) =
∫
R
dw
(uew)νe−ue
w
Γ(ν)
G0(e
−w). (5.19)
Thus noting (3.5) and (5.2), we have
Gˆ(u) := lim
ν→0
Γ(ν)G(u) =
∫
R
dwe−ue
w
〈
e−e
−wZN (τ,α)
〉
. (5.20)
We can also have the relation about Fˆ (u) in a similar way:
Fˆ (y) =
∫
R
dwe−e
w−y
P(logZN(τ, α) ≤ w). (5.21)
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In both expressions (5.14) and (5.16) with (5.18), the remaining problem is to estimate
Gˆ(u). Note that in our approach, we first take the q → 1 scaling limit in section. 3 and then
take the stationary limit a → α. As another approach, it would be possible to exchange
these two limits, i.e (5.15) can also be obtained by taking q → 1 scaling limit for the
Proposition 5.6 in [14].
Under the specialization (5.1), the kernel K(x1, x2) (4.25) can be written as
K(x1, x2) =
N−2∑
l=0
φl(x1)ψl(x2) + (α− a)B1(x1)B2(x2), (5.22)
where
φl(x) =
1
2πi
∮
dv
evx−v
2τ/2
vl+1
Γ(1 + v)N−1
Γ(1 + v − a)
Γ(1 + α− v) , (5.23)
ψl(x) =
1
2π
∫ ∞
−∞
dwe−iwx−w
2τ/2(iw)l
1
Γ(1 + iw)N−1
Γ(1 + α− iw)
Γ(1 + iw − a) , (5.24)
B1(x) =
1
2πi
∮
dv
evx−v
2τ/2
vN−1(v − a)
Γ(1 + v − a)Γ(1 + v)N−1
Γ(1 + α− v) , (5.25)
B2(x) =
1
2π
∫ ∞
−∞
dw
e−iwx−w
2τ/2
iw − α
(iw)N−1
Γ(1 + iw)N−1
Γ(1 + α− iw)
Γ(1 + iw − a) , (5.26)
for l = 0, 1, · · · , N − 2. Note that although under (5.1), φl(x) (4.26) vanishes and
ψl(x) (4.27) diverges due to the factors with αj , j = 1, · · · , N−1, their product φl(x)ψl(x)
converges to that of (5.23) and (5.24) for l ≤ N − 2 and the second factor in (5.22) for
l = N − 1. The fact that each (4.26) and (4.27) do not go to (5.23) and (5.24) respec-
tively reflects from the scaling (4.8). Since in the limit (5.1), the number of finite αjs is
1, we should replace N in the scaling of λ
(k)
j in (4.8) by M = 1 as stated in the argument
above (4.9).
We further rewrite the relation (4.23) under the specialization (5.1), (cf. (5.27) in [14]
for the q-TASEP) as
G(u) = det(1− Aa,α − (α− a)fuB1 ⊗ B2),
= (α− a) det(1− Aa,α)
(
Lα,a −
∫
R
dx(Aα,aρAα,afuB1)(x)B2(x)
)
, (5.27)
where Aa,α(x1, x2) = fu(x1)
∑N−2
k=0 φk(x1)ψk(x2), fu is defined by (4.24), ρAα,a = (1−Aa,α)−1
and
Lα,a =
1
a− α −
∫
R
dxfu(x)B1(x)B2(x). (5.28)
Furthermore we decompose B1(x) and B2(x) as (corresponding to (5.30) in [14] for q-
TASEP),
B1(x) = B
(1)
1 (x) +B
(2)
1 (x), B2(x) = B
(1)
2 (x) +B
(2)
2 (x), (5.29)
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where B
(1)
1 (x) (resp. B
(1)
2 (x)) is the residue at x = a (resp. x = −iα), while B(2)i (x),
i = 1, 2 come from remaining contributions,
B
(1)
1 (x) =
eax−a
2τ/2
aN−1
Γ(1 + a)N−1
Γ(1 + α− a) , (5.30)
B
(1)
2 (x) =
e−αx+α
2τ/2
Γ(1 + α)N−1
αN−1
Γ(1 + α− a) , (5.31)
B
(2)
1 (x) =
1
2πi
∮
|v|<a
dv
evx−v
2τ/2
vN−1(v − a)
Γ(1 + v − a)Γ(1 + v)N−1
Γ(1 + α− v) , (5.32)
B
(2)
2 (x) =
1
2π
∫
R−ic
dw
e−iwx−w
2τ/2
α− iw
(iw)N−1
Γ(1 + iw)N−1
Γ(1 + α− iw)
Γ(1 + iw − a) , (5.33)
where c in (5.33) satisfies α < c < α + 1. Using these, we write (5.28) as
Lα,a =
1
α− a −
∫
R
dxfu(x)B
(1)
1 (x)B
(1)
2 (x)−
2∑
i,j=1
(i,j)6=(1,1)
∫
R
dxfu(x)B
(i)
1 (x)B
(j)
2 (x). (5.34)
Here we take the stationary limit a→ α in (5.14) and (5.15). As with Lemma 5.5 in [14]
for the stationary q-TASEP, the following lemma is important.
Lemma 5.3. Let Lα = lima→α Lα,a. We have
Lα = (N − 1)
(
Γ′(1 + α)
Γ(1 + α)
− 1
α
)
− 2γE − ατ − log u−
2∑
i,j=1
(i,j)6=(1,1)
∫
R
dxfu(x)B
(i)
1 (x;α)B
(j)
2 (x;α),
(5.35)
where γE is the Euler-Mascheroni constant and B
(i)
j (x;α), i, j = 1, 2 are a → α limit
of (5.30)-(5.33).
Proof. It is easy to see that the last term in (5.34) goes to the one in (5.35). The remaining
part is to establish
lim
a→α
1
α− a −
∫
R
dxfu(x)B
(1)
1 (x)B
(1)
2 (x) = (N − 1)
(
Γ′(1 + α)
Γ(1 + α)
− 1
α
)
− 2γE − ατ − log u.
(5.36)
For this purpose, we calculate∫
R
fu(x)B
(1)
1 (x)B
(1)
2 (x) =
(
α
a
Γ(1 + a)
Γ(1 + α)
)N−1
e(α
2−a2)τ/2
Γ(1 + α− a)2
∫
R
dx
e(a−α)x
1 + e−x/u
=
(
α
a
Γ(1 + a)
Γ(1 + α)
)N−1
e(α
2−a2)τ/2
Γ(1 + α− a)2
πuα−a
sin π(α− a) , (5.37)
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where in the second equality we use the formula∫
R
dx
ecx
1 + ex
=
π
sin πc
(5.38)
for 0 < Re c < 1. Noting(
α
a
Γ(1 + a)
Γ(1 + α)
)N−1
= 1− (N − 1)
(
1
α
− Γ
′(1 + α)
Γ(1 + α)
)
(a− α) +O((a− α)2), (5.39)
1
Γ(1 + α− a)2 = 1− 2γE(a− α) +O((a− α)
2), (5.40)
e(α
2−a2)τ/2uα−a = 1− (ατ + log u)(a− α) +O((a− α)2), (5.41)
π
sin(π(α− a)) =
−1
a− α +O(a− α), (5.42)
where in (5.40), we used the fact Γ′(1) = −γE , we arrive at (5.36).
Combining (5.27) with Lemma 5.3, we find a representation for Gˆ(u) (5.15). Thus we
obtain two representations of the free energy distribution for the stationary OY model
substituting the representation of Gˆ(u) into (5.14) and (5.16):
Theorem 5.4. The free energy distribution of the stationary OY model with parameter α
is given by
P(logZN(τ, α) ≤ y) =
∫
iR
dξ
2πi
eyξ
Γ(ξ)Γ(1 + ξ)
∫ ∞
0
duuξ−1Gˆ(u)
=
∞∑
n=0
1
n!
dn
dνn
(
1
Γ(ν)
)∣∣∣
ν=1
Fˆ (n+1)(y). (5.43)
Here Gˆ(u) is given by
Gˆ(u) = det(1− Aα)
(
Lα −
∫
R
dx(AαρAαfuB1)(x;α)B2(x;α)
)
, (5.44)
where Aα = lima→αAα,a with Aα,a defined below (5.27), ρAα = (1 − Aα)−1, Bj(x;α) =
lima→αBj(x) for j = 1, 2 and Lα is given by (5.35). In the second expression we can
choose several representation, for instance (B.10) and (B.11) with F (y) (resp. G(u))
replaced by Fˆ (y) (resp. Gˆ(u)), or (5.18) for Fˆ (1)(y).
Proof. We immediately obtain (5.44) substituting (5.27) into rhs of (5.15) and using
Lemma 5.3.
Using the relation
det(1− Aα)
(
1−
∫
R
dx(AαρAαfuB1)(x;α)B2(x;α)
)
= det(1−Aα − (AαfuB1,α)⊗B2,α),
(5.45)
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we find (5.44) can also be written as
Gˆ(u) = det (1−Aα) (Lα − 1) + det (1−Aα − (AαfuB1)⊗ B2) . (5.46)
Combining (5.18) with (5.44), we obtain the following representation of Fˆ (y):
Fˆ (y) =
∫
R
dwe−e
y−w
(
Gˆ(−e−w)− Gˆ(δ)(−e−w)
)
. (5.47)
Here Gˆ(δ)(−e−w) is defined by (5.44) with f−e−w(x) = 1/(1 − ew−x) (see (4.24)) replaced
by 1/(1 − ew−x) − δ(x − w). For showing (5.47), it is sufficient to show that the part
− 1
π
limǫ↓0 ImGˆ(−e−w + iǫ) in (5.18) is written as
−1
π
lim
ǫ↓0
ImGˆ(−e−w + iǫ) = Gˆ(−e−w)− Gˆ(δ)(−e−w). (5.48)
This is obtained by using the fact 1/(x + iǫ) = P(1/x) ∓ iπδ(x), where P represents the
Cauchy principal value and basic properties of determinant.
Although Gˆ(δ)(−e−w) includes the delta function terms, we find that it is finite: As
with the representation (5.46) of Gˆ(u), we can also express Gˆ(δ)(−e−w) as
Gˆ(δ)(−e−w) = det (1− A(δ)α ) (L(δ) − 1) + det(1− A(δ)α − (A(δ)α f (δ)−e−wB1)⊗B2) , (5.49)
where L
(δ)
α = Lα +B1(w)B2(w), A
(δ)
α (x, y) = (f−e−w(x)− δ(x− w))K(x, y)and f (δ)−e−w(x) =
f−e−w(x)− δ(x− w). Note that each integral in the expansion of the above two Fredholm
determinants is finite even if it has delta function contributions.
Applying the same arguments and calculations as for the long-time limit of the q-TASEP
(see section 5.3 in [14]), we finally obtain the limiting distribution.
Corollary 5.5.
lim
N→∞
P
(
logZN(κN, α)− ηN
γN1/3
≤ s
)
= FBR(s;ω), (5.50)
where FBR(s;ω) denotes the Baik-Rains distribution and
α = θ − ω
γN1/3
, κ = Φ′(θ), η = Φ′(θ)θ − Φ(θ), γ =
(−Φ′′(θ)
2
)1/3
, (5.51)
where θ > 0 and Φ(z) = Γ′(z)/Γ(z) is the digamma function. (Note that Φ′′(z) < 0 for
z > 0.)
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Remark. The Baik-Rains distribution has a few different representations. Here it is
convenient to choose the one in [16, 14]
FBR(s;ω) =
∂
∂s
νω(s),
νω(s) = F2(s)

s− ω2 −
2∑
i,j=1
(i,j)6=(1,1)
∫ ∞
s
dξB(i)ω (ξ)B(j)−ω(ξ)−
∫ ∞
s
dξ(ρAABω)(ξ)B−ω(ξ)

 ,
(5.52)
where F2(s) = det(1−A)L2(R) with the Airy kernel A(x, y) = 1≥s(x)
∫∞
0
dλAi(x+λ)Ai(y+
λ) is the GUE Tracy-Widom distribution [25] and
ρA(x, y) = (1−A)−1(x, y), B(1)ω (ξ) = eω
3/3−ωξ, B(2)ω (ξ) = −
∫ ∞
0
dzeωzAi(ξ + z),
Bω(ξ) = B(1)ω (ξ) + B(2)ω (ξ). (5.53)
Proof. For showing (5.50), it is convenient to use (5.16). Scaling τ and y as τ = κN, y =
ηN + γN1/3s in both hand sides, we have
lim
N→∞
P(logZN(τ, α) ≤ y) = d
ds
lim
N→∞
Fˆ (y)
γN1/3
. (5.54)
In order to consider the limit in rhs, we first focus on the relation (5.21). Associated with
the scaling of y stated above (5.54), we scale w in (5.21) also as w = ηN + γN1/3x then
take the limit N →∞. We have
lim
N→∞
Fˆ (y)
γN1/3
= lim
N→∞
∫
R
dxe−e
−γN1/3(s−x)
P (logZN(τ, α) ≤ w)
=
∫ s
−∞
dx lim
N→∞
P (logZN(τ, α) ≤ w) , (5.55)
where we used the fact limN→∞ e−e
−Nx
= 1≥0(x). Noting the relation
lim
N→∞
P (logZN(τ, α) ≤ w) = lim
N→∞
〈
e−e
−wZN (τ,α)
〉
(5.56)
and (5.20), we eventually obtain
lim
N→∞
Fˆ (y)
γN1/3
=
∫ s
−∞
dx lim
N→∞
〈
e−e
−wZN (τ,α)
〉
= lim
N→∞
Gˆ(e−y)
γN1/3
. (5.57)
Thus for establishing (5.50), it is sufficient to estimate limN→∞ Gˆ(e−y)/γN1/3. As with
Lemma 5.10 and 5.11 in [14] for the stationary q-TASEP, We show that under the scaling
x = ηN + γN1/3ξ, l = N − γN 13 θλ, (5.58)
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we have
lim
N→∞
CN,l,θ,xθγN
1/3φl(x) = lim
N→∞
C−1N,lθ,xγN
1/3ψl(x) = Ai(ξ + λ), (5.59)
lim
N→∞
CN,N−1,θ,xB
(i)
1 (x) = B(i)ω (ξ), lim
N→∞
C−1N,N−1,θ,xB
(i)
2 (x) = B(i)−ω(ξ), for i = 1, 2, (5.60)
lim
N→∞
1
γN1/3
[
(N − 1)
(
Γ′(1 + α)
Γ(1 + α)
− 1
α
)
− 2γE − ατ + y
]
= s− ω2, (5.61)
where CN,l,θ,x is
CN,l,θ,x =
eN(κθ
2/2−θx)θl
Γ(1 + θ)N−1
. (5.62)
Here we give a sketch of proofs of these relations. For (5.59) and (5.60), we only focus on
the second one in each relation since the first one can be obtained in a parallel way. They
can be obtained by the saddle point analyses. First we focus on the result on Ψl(x;α)
in (5.59). Setting z = iw, one has
ψl(x;α) =
1
2πi
∫
iR
dzeNf(z)e−γN
1/3ξzzl−NΓ(1 + z)
Γ(1 + α− z)
Γ(1 + z − α) , (5.63)
where f(z) = κz2/2 − ηz − log Γ(z). One easily finds z = θ is a double saddle point
i.e. f ′(θ) = f ′′(θ) = 0. Thus scaling z around this double saddle point as z = z(σ) =
θ − iσ/γN1/3, we get
Nf(z) = Nf(θ) +
i
3
σ3 +O
(
N−1/3
)
. (5.64)
Combining this with the relations
lim
N→∞
e−γN
1/3ξ(z−θ) = eiξσ, lim
N→∞
θθγN
1/3λzl−N = eiλσ, lim
N→∞
Γ(1 + z)Γ(1 + α− z)
Γ(1 + θ)Γ(1 + z − α) = 1,
(5.65)
we obtain the second relation in (5.59).
Next we consider the limit of B
(1)
2 (x;α) and B
(2)
2 (x;α). The former one can be written
as
B
(1)
2 (x;α) = e
Nf(α)e−αγN
1/3ξΓ(α). (5.66)
Here the function f(z) is defined below (5.63). As with (5.64) and (5.65) noting Nf(α) =
Nf(θ) − ω3/3 + O(N−1/3), e−αγN1/3ξ = e−θγN1/3ξ+ξω, we arrive at the second relation
in (5.60) with i = 1. Also we rewrite B
(2)
2 (x;α) as
B
(2)
2 (x;α) =
1
2πi
∫
iR−c
dz
eNf(z)
α− z e
−γN1/3ξzΓ(z)
Γ(1 + α− z)
Γ(1 + z − α) (5.67)
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with α < c < α + 1. Changing z to σ defined above (5.64), and using (5.64) and (5.65)
with the relation
1
γN1/3(α− z) =
1
iσ − ω = −
∫ ∞
0
dze(iσ−ω)z , (5.68)
where we used the fact that the contour of σ become R − ic with c < ω, we obtain the
second relation in (5.60) with i = 2.
For the last one (5.61), noting Γ′(1 + α)/Γ(1 + α) − 1/α = Φ(α) where Φ(α) :=
Γ′(α)/Γ(α) is the digamma function, and expand each term in lhs up to O(N1/3), we
obtain rhs.
These relations with limN→∞ fe−y(x) = 1≥s(ξ) under the scaling of x and y stated (5.58)
and above (5.54) lead to
lim
N→∞
G˜(e−y)
γN1/3
= νω(s). (5.69)
Thus from this equation with (5.54) and (5.57), we obtain (5.50).
6 The stationary KPZ equation
In this section we consider the limit to the KPZ equation,
∂th =
1
2
∂2xh+
1
2
(∂xh)
2 + η, (6.1)
where h = h(x, t) represents the height at position x ∈ R and at time t ≥ 0 and η = η(x, t)
is the space-time Gaussian white noise with mean zero and covariance 〈η(x, t)η(x′, t′)〉 =
δ(x − x′)δ(t − t′), especially for the stationary situation. It has been known that in the
stationary KPZ equation, the height difference h(x, t) − h(0, t) is given by the two-sided
Brownian motion. Thus we prepare the initial condition as
h(x, 0)(= h(x, 0)− h(0, 0)) = B˜(x), (6.2)
where in lhs, we set h(0, 0) = 0 due to the translational invariance and B˜(x) is the two-sided
Brownian motion with drift v (2.5). The KPZ equation is (formally) transformed to the
stochastic heat equation (SHE). By applying the Cole-Hopf transformation Z(x, t) = eh(x,t),
Z(x, t) solves the stochastic heat equation (SHE)
∂
∂t
Z(x, t) = 1
2
∂2
∂x2
Z(x, t) + η(x, t)Z(x, t),
Z(x, 0) = eB˜(x). (6.3)
A precise meaning of the KPZ equation (6.1) for the case of the initial data with the
two-sided Brownian motion is given for example using the Cole-Hopf transformation [4].
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Now let us consider the scaling limit of the stationary OY model ZN(τ, α) in (2.4) to
Z(x, t) in (6.3). The scaling limit of the OY model or more generalized discrete models to
the SHE has been studied in [10]. In our case, we scale τ and α as
τ =
√
tN + x, α =
√
N
t
+
1
2
+ v, (6.4)
and set
C(N, x, t) := exp
(
N +
√
tN + x
2
+ x
√
N
t
)(
t
N
)N−1
2
. (6.5)
Then ZN(τ, α) goes to the solution for the stationary SHE (6.3),
lim
N→∞
ZN(τ, α)
C(N, x, t)
= Z(x, t). (6.6)
Here we give a derivation of (6.6) based on the discussion in section 5.1 in [17].
Let Z˜j,β(τ), j ∈ {1, 2, · · · , N} be
Z˜j,β(τ) =
e−τ−β
2τ/2Zj(β
2τ, α)
β2(j−1)
. (6.7)
Noting Zj(τ, α) (2.4) solves (2.2) where B1(τ) is the standard Brownian motion with drift
α while the other ones B2(τ), · · · , BN(τ) are the independent standard Brownian motions
without drift, we see that the deformed one (6.7) satisfies the stochastic differential equation
dZ˜j,β(τ) =
(
Z˜j−1,β(τ)− Z˜j,β(τ)
)
dτ + βZ˜j,β(τ)dBj(τ), (6.8)
where we set Z˜0,β(t) = 0. Now let us take the diffusion scaling for (6.8): we set
τ = tM, j = tM − x
√
M (6.9)
with M > 0. Note that at this stage the scaling is different from (6.4). At the same time
we scale β as
β = M−1/4, (6.10)
then take the large M limit. Under this scaling limit, we see that (6.8) goes to SHE i.e.
the first equation in (6.3). An explanation of this property was given in section 5.1 in [17]
.
Next we consider the initial condition. Considering τ = 0 in (6.9), we notice that only
the negative region x < 0 appears. This comes from the replacement of the whole Zj(τ, α)
with the negative index j ≤ 0 by a single Z1(τ, α) with the Brownian motion with drift
α (see the explanation above (2.4)). Here in order to take the region x > 0 into account,
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we consider Zj(0, α) with j ∈ Z rather than j ∈ {1, · · · , N}. According to Theorem 3.3
in [23], one has
Z˜j,β(0) =
Zj(0, α)
β2(j−1)
∼
{
e
∑j−1
k=1(rk(0)−log β2), j ≥ 0,
e
∑−j−1
k=1 (r−k(0)−log β2), j ≤ −1, (6.11)
where rk(0), k ∈ Z are i.i.d. random variables with rk(0) ∼ − log Γ(α) (see below (2.2)).
Here we scale j as (6.9) with t = 0 and
α = β−2 + v +
1
2
. (6.12)
From the properties of the distribution − log Γ(α), we see that
E(rk(0)) = − log Γ (α)′ = − logα + 1
2α
+ o
(
1
α
)
= log β2 − v
M1/2
+ o
(
1
M1/2
)
, (6.13)
Var(rk(0)) = log Γ (α)
′′ =
1
α
+ o
(
1
α
)
=
1
M1/2
+ o
(
1
M1/2
)
. (6.14)
Using them and Donsker’s theorem [13], we find that
lim
M→∞
j−1∑
k=1
(rk(0)− log β2) = B−(x) + vx, for j ≥ 0 and x ≤ 0,
lim
M→∞
−j−1∑
k=1
(r−k(0)− log β2) = B+(x) + vx, for j < 0 and x > 0, (6.15)
where B±(x) are independent standard Brownian motion without drift.
Therefore under the scaling (6.9), (6.10) and (6.12), the following limiting property is
established.
lim
M→∞
Z˜j,β(τ) = Z(x, t). (6.16)
At last we show that the relation (6.6) with (6.4) and (6.5) is equivalent to (6.16)
with (6.9), (6.10), and (6.12). We note that even if we slightly change the scaling (6.10)
to β = (M − x√M/t)−1/4, we have the same result (6.16). Setting N = tM − x√M , one
sees that (6.9) and (6.12) with the modification above is equivalent to
τ = N + x
√
N
t
, j = N, β =
(
N
t
)−1/4
, α =
(
N
t
)1/2
+ v +
1
2
. (6.17)
Applying the above scaling to rhs of (6.7) and noticing
β2τ =
√
tN + x, β2(N−1)eτ+β
2τ/2 = C(N, x, t), (6.18)
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where C(N, x, t) is defined in (6.5), we find that (6.16) is equivalent to (6.6).
The goal of this section is to obtain the height distribution function of the stationary
KPZ equation (6.1) and (6.2) by considering the scaling limit of Theorem 5.4 in the sta-
tionary OY model. Hereafter we put a tilde ( ˜ ) on each Gˆ, Fˆ , Aα and Bi,α(x), i = 1, 2
in (5.43) and (5.44), for the quantities for the OY model while those without tildes represent
the corresponding quantities for the KPZ equation (6.1).
We define Gˆ(u) and Fˆ (s) as
Gˆ(u) =
∫
R
dwe−ue
w
〈
exp
(
−eh(2γ2t y,t)+ γ
3
t
12
+γty2−w
)〉
, (6.19)
Fˆ (s) =
∫
R
dwe−e
w−s
P
(
h(2γ2t y, t) +
γ3t
12
+ γty
2 ≤ w
)
, (6.20)
where we set
x = 2γ2t y, v = ω/γt, γt = (t/2)
1/3. (6.21)
Note that these can be obtained as the KPZ equation limit of
˜ˆ
G(u˜) (5.20) and
˜ˆ
F (y˜) (5.21)
respectively for the stationary OY model, i.e. in addition to (6.4) with (6.21), we scale u˜
in
˜ˆ
G(u˜) and y˜ in
˜ˆ
F (y˜) as
u˜ = ue
γ3t
12
+γty2/C(N, t, 2γ2t y), y˜ = s−
γ3t
12
− γty2 + logC(N, t, 2γ2t y) (6.22)
respectively. Then under the above scaling we have
Gˆ(u) = lim
N→∞
˜ˆ
G(u˜), Fˆ (s) = lim
N→∞
˜ˆ
F (y˜). (6.23)
Before stating result, we further define some functions:
AiΓ(ξ, ω) =
1
2π
∫
Γω
dzeizξ+i
z3
3
Γ (1− (ω − iz)/γt)
Γ (1 + (ω − iz)/γt) , (6.24)
B(1)ω (ξ) = e
−ω3/3+ωξ, B(2)ω (ξ) = −
∫ ∞
0
dλe−ωλAiΓ (ξ + λ, ω) , (6.25)
Bω(ξ) = B
(1)
ω (ξ) +B
(2)
ω (ξ). (6.26)
In (6.24), Γω represents the contour from −∞ to∞ passing below the pole i(γt−ω). Then
we have the following.
Proposition 6.1. We have the following representation for Gˆ(u) (6.19).
Gˆ(u) = γt det(1−Aω+y,u)
(
Lω+y,u −
∫
R
dξ(Aω+y,uρAω+y,ufu,γtBω+y)(ξ)B−(ω+y)(ξ)
)
,
(6.27)
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where fu,γt(ξ) = fu(γtξ) and
Lω,u = −2γE + log u
γt
− ω2 −
2∑
i,j=1
(i,j)6=(1,1)
∫
R
dξfu(γtξ)B
(i)
ω (ξ)B
(j)
−ω(ξ), (6.28)
Aω,u(ξ1, ξ2) = fu(γtξ1)
∫ ∞
0
dλAiΓ (ξ1 + λ, ω)AiΓ (ξ2 + λ,−ω) . (6.29)
For the proof this proposition, the following lemma plays a crucial role. The proof will
be given in Appendix C
Lemma 6.2. In addition to (6.4) with (6.21), we scale u˜ as the first one in (6.22) and x˜,
the argument of the functions Φ(x˜), Ψ(x˜), B
(i)
j (x˜), i, j = 1, 2, and l as
x˜ = γtξ − γ
3
t
12
− γty2 + logC(N, t, 2γ2t y), l = N −
√
N
2γt
λ. (6.30)
Then under (6.4) and (6.30), we have
lim
N→∞
√
NefN (z˜;τ,x˜,l)Γ(1 +
√
Nz˜)
(2γt)1/2
Φl(x˜) = AiΓ (ξ + λ, ω + y) ,
lim
N→∞
1
efN (z˜;τ,x˜,l)Γ(1 +
√
Nz˜)
Ψl(x˜) = AiΓ (ξ + λ,−ω − y) , (6.31)
lim
N→∞
e
fN
(
zc+
1
2
√
N
;τ,x˜,N−1
)
Γ(1 +
√
N/t)B˜
(1)
1 (x˜) = B
(1)
ω+y(ξ),
lim
N→∞
1
e
fN
(
zc+
1
2
√
N
;τ,x˜,N−1
)
Γ(1 +
√
N/t)
B˜
(1)
2 (x˜) = B
(1)
−ω−y(ξ), (6.32)
lim
N→∞
e
fN
(
zc+
1
2
√
N
;τ,x˜,N−1
)
Γ(1 +
√
N/t)B˜
(2)
1 (x˜) = B
(2)
ω+y(ξ),
lim
N→∞
1
e
fN
(
zc+
1
2
√
N
;τ,x˜,N−1
)
Γ(1 +
√
N/t)
B˜
(2)
2 (x˜) = B
(2)
−ω−y(ξ), (6.33)
lim
N→∞
(N − 1)
(
Γ′(1 + α)
Γ(1 + α)
− 1
α
)
− 2γE − ατ − log u˜ = −2γE − log u− γt(ω + y)2, (6.34)
where fN (z; τ, x˜, l) is defined by (C.2) and z˜ is given as (C.13) with σ = 0.
Proof. of Proposition 6.1. Combining the first relation in (6.23) with Lemma 6.2, we
readily get (6.27)
Thus we arrive at an expression of the hight distribution for the stationary KPZ equa-
tion:
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Theorem 6.3. Set γt = (t/2)
1/3. For y ∈ R, s ∈ R, we have
P
(
h(2γ2t y, t) +
γ3t
12
+ γty
2
γt
≤ s
)
=
γt
2πi
∫
iR
dξ
eγtsξ
Γ(ξ)Γ(1 + ξ)
∫
R
dwe−γtwξGˆ
(
e−γtw
)
=
∞∑
n=0
1
γn+1t n!
dn
dνn
(
1
Γ(ν)
) ∣∣∣
ν=1
dn+1
dsn+1
Fˆ (γts). (6.35)
Here Gˆ(u) is given by (6.27). For Fˆ (s) in the second expression, which is defined in (6.20),
one can use the inversion formulas in Appendix B, for example, (B.10) or (B.11) with F (y)
and G(u) replaced by Fˆ (y) and Gˆ(u). One can also use (5.18) in which Fˆ (y) and Gˆ(u) are
replaced by those for the KPZ equation (6.20),(6.19).
Proof of Theorem 6.3. We take the KPZ equation limit (the limit N → ∞ under the
scaling (6.4) with (6.21) and (6.22) with u and s replaced by e−γtw and γts) for (5.43).
(Recall that we put tilde on u and y in (5.43).) We have
P
(
h(2γ2t y, t) +
γ3t
12
+ γty
2
γt
≤ s
)
=
γt
2πi
∫
iR
dξ
eγtsξ
Γ(ξ)Γ(1 + ξ)
∫
R
dwe−γtwξ lim
N→∞
˜ˆ
G(u˜)
=
∞∑
n=0
1
γn+1t n!
dn
dνn
(
1
Γ(ν)
) ∣∣∣
ν=1
dn+1
dsn+1
lim
N→∞
˜ˆ
F (y˜). (6.36)
Combining this with (6.23), we immediately obtain (6.35).
The height distribution for the stationary KPZ equation has already been studied in [15,
16] using the replica method and by [6] using the Macdonald process technique. The first
expression in (6.35) is close to the one in [6]. The only difference is that γ−1t Gˆ(e
−γtw) (6.27)
is replaced by Ξ(S, b, σ) of (2.11) in [6] with S = e−γtw, b = (ω + y)/γt, and σ = 1/γt.
This comes from the choice of the Fredholm determinant representations. In this paper,
we used the formula (4.23) where under the specialization (5.1), the kernel fu(x1)K(x1, x2)
is expressed as a product of (4.24) and (5.22). On the other hand in [6], the authors take
the KPZ equation limit before taking the stationary limit a˜ → α˜, i.e. they consider the
KPZ equation with the initial condition h(x, 0) = 1x>0(B++ ax) + 1x≤0(B−+αx) in place
of (6.2), where B±(x) are the independent standard Brownian motions and obtained a
Fredholm determinant formula with the kernel ( see (2.5) and (2.6) in [6],)
Kα,a(x, y) =
γt
(2πi)2
∫
dw
∫
dz
πesγt(z−w)
sin π(z − w)
e(γtz)
3/3−γtzy
e(γtw)3/3−γtwx
Γ(α− z)
Γ(z − a)
Γ(w − a)
Γ(α− w) , (6.37)
where x, y ∈ R+ and z and w satisfy 0 < Re(z−w) < 1/2 (for more precise information of
the contours see Theorem 2.7 in [6]). One feature of our kernel fu(x1)K(x1, x2) is that the
function fu(x1) is completely separated from K(x1, x2). This enables us to have a simple
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rank 1 perturbation of K(x1, x2) (5.22). On the other hand in (6.37), the information of
fu(x) is included in the factor πe
γts(z−w)/ sin π(z − w) as one sees from (cf (5.38))
πeγts(z−w)
sin π(z − w) =
∫
R
dxfe−γts(x)e
−(z−w)x. (6.38)
In the form of (6.37), it does not seem clear how one can find a simple rank 1 perturbation
of the kernel, but one can still calculate a rank three perturbation of the kernel (see section
7 in [6]), from which Proposition 2.14 in [6] follows.
On the other hand the other expression in [16] is obtained from the second expression
in (6.35) where
Fˆ (z) =
∫
R
dwe−e
−γtw/z
(
Gˆ(−e−γtw)− Gˆ(δ)(−e−γtw)
)
, (6.39)
and Gˆ(δ)(−e−γtw) is defined in the same way as Gˆ(−e−γtw) (6.27) with f−e−γtw(γtξ) =
1/(1 − eγt(w−ξ)) replaced by 1/(1 − eγt(w−ξ))− δ(ξ − w). As discussed in (5.46) below, we
find that Gˆ(δ)(−e−γtw) is finite even if it includes the delta function term.
Finally, in the large t limit, our formula (6.35) goes to the distribution FBR(s;ω) which
was introduced in [2]. (See remark below Corollary 5.5.) This can be easily seen by taking
the t→∞ limit of the second relation of (6.35), which has been done in section 6 in [16].
A Two-sided q-Whittaker processes
In this appendix, we summarize basic definitions and properties of the two-sided q-Whittaker
function. For more details, see [14].
A.1 Definitions
The set of n-tuples of non-increasing integers, each of which can take both positive and
negative value is denoted by
Sn := {λ = (λ1, · · · , λn) ∈ Zn|λ1 ≥ λ2 ≥ · · · ≥ λn}. (A.1)
An element λ ∈ Sn is called a signature. The set of N(N + 1)/2-tuples of integers with
interlacing conditions,
GN :={(λ(1), λ(2), · · · , λ(N)), λ(n) ∈ Sn, 1 ≤ n ≤ N |
λ
(m+1)
ℓ+1 ≤ λ(m)ℓ ≤ λ(m+1)ℓ , 1 ≤ ℓ ≤ m ≤ N − 1} (A.2)
is called the Gelfand-Tsetlin cone for signatures. See Fig. 3. An element of λN ∈ GN can
also be regarded as a point in ZN(N+1)/2 with the above interlacing conditions.
Next we explain the (skew) q-Whittaker function labeled by signatures.
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Figure 3: The Gelfand-Tsetlin cone as a triangular array.
Definition A.1. Let λ ∈ Sn, µ ∈ Sn−1 be two signatures of length n and n− 1 respectively
and a be an indeterminate. The skew q-Whittaker function (with one variable) is defined
as
Pλ/µ (a) =
n∏
i=1
aλi ·
n−1∏
i=1
a−µi(q; q)λi−λi+1
(q; q)λi−µi(q; q)µi−λi+1
. (A.3)
Using this, for a signature λ ∈ SN and N indeterminates a = (a1, · · · , aN),we define the
q-Whittaker function with N variables as
Pλ (a) =
∑
λ
(k)
i ,1≤i≤k≤N−1
λ
(k+1)
i+1 ≤λ
(k)
i ≤λ
(k+1)
i
N∏
j=1
Pλ(j)/λ(j−1) (aj) . (A.4)
Here the sum is over the Gelfand-Tsetlin cone GN with the condition λ
(N) = λ.
We also define another function labeled by a signature.
Definition A.2. For a signature λ of length N (A.1), t > 0 and α = (α1, · · · , αN) ∈
[0, 1)N , we define
Qλ (α, t) =
N−1∏
i=1
(qλi−λi+1+1; q)∞
∫
TN
N∏
i=1
dzi
zi
· Pλ (1/z) Π (z;α, t)mqN (z) , (A.5)
where z = (z1, · · · , zN) and 1/z = (1/z1, · · · , 1/zN) are shorthand notations,
mqN(z) =
1
(2πi)NN !
∏
1≤i<j≤N
(zi/zj ; q)∞(zj/zi; q)∞ (A.6)
is the q-Sklyanin measure,
Π (z;α, t) =
N∏
i,j=1
1
(αi/zj ; q)∞
·
N∏
j=1
ezjt. (A.7)
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Using Definitions (A.3) and (A.5), we introduce a measure on GN .
Definition A.3. For λN ∈ GN , we define
Pt(λN) :=
∏N
j=1 Pλ(j)/λ(j−1) (aj) ·Qλ(N) (α, t)
Π(a;α, t)
. (A.8)
We call this the two-sided q-Whittaker process. Furthermore using (A.4), the marginal
distribution of Pt(λN) on λ
(N) ∈ SN can be written as
Proposition A.4. For λ ∈ SN , we have
P(λ(N) = λ) =
Pλ(a)Qλ(α, t)
Π(a;α, t)
. (A.9)
We call this the two-sided q-Whittaker measure.
One of the main results in [14] was that the q-Laplace transform for λN is written as a
Fredholm determinant formula.
Theorem A.5. For the two-sided q-Whittaker measure (A.9) with 0 ≤ αi < aj ≤ 1, 1 ≤
i, j ≤ N and with ζ 6= qn, n ∈ Z,〈 1
(ζqλN ; q)∞
〉
= det(1− fK)L2(Z), (A.10)
where 〈· · · 〉 means the average and
f(n) =
1
1− qn/ζ , (A.11)
K(n,m) =
N−1∑
l=0
φl(m)ψl(n), (A.12)
φl(n) =
∫
D
dv
e−vt
vn+N
1
v − al+1
l∏
j=1
v − αj
v − aj
N∏
k=1
(qαk/v; q)∞
(qv/ak; q)∞
, (A.13)
ψl(n) = (al+1 − αl+1)
∫
Cr
dz
eztzn+N
z − αl+1
l∏
j=1
z − aj
z − αj
N∏
k=1
(qz/ak; q)∞
(qαk/z; q)∞
. (A.14)
Here the contour D is around {ai, 1 ≤ i ≤ N} and the contour Cr is around {0, qiαj, i =
0, 1, 2, · · · , 1 ≤ j ≤ N}.
B Inverse Laplace transforms
B.1 Three versions
For a real function ϕ(x), defined for x > 0, the Laplace transform is defined as [27]
ϕ˜(u) =
∫ ∞
0
e−uxϕ(x)dx, u ∈ C. (B.1)
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The region of u in which the integral converges depends on ϕ(x). A formula to recover the
original ϕ from its Laplace transform ϕ˜ is well known,
ϕ(x) =
1
2πi
∫
δ+iR
dueuxϕ˜(u), x > 0, (B.2)
where δ should be taken so that the singularities of ϕ˜ are to the left of the integration
contour.
In this appendix, we mainly consider the case where ϕ(x) is a (probability) distribution
function on (0,∞). If a random variable having this distribution function ϕ(x) is denoted
by X , its generating function G(u) = 〈e−uX〉 is written as
G(u) =
∫ ∞
0
e−uxdϕ(x) = u
∫ ∞
0
e−uxϕ(x)dx = uϕ˜(u). (B.3)
When ϕ(x) is a distribution function on (0,∞), ϕ˜(u) and hence also G(u) are analytic for
Re u > 0. Hence in the inversion formula (B.2), the condition on δ is simply taken to be
δ > 0.
Here we discuss another inversion formula.
Proposition B.1. Let ϕ(x) be a distribution function on (0,∞), decaying as ϕ(x) =
O(xa), a > 0 as x approaches zero. Then we have
ϕ(x) =
1
2πi
∫
δ+iR
dξ
xξ
Γ(ξ + 1)
∫ ∞
0
uξϕ˜(u)du, x > 0, (B.4)
where δ > a.
Remark. Note that in (B.4) one needs only ϕ˜(u) for real u > 0 to recover the original
ϕ(x) whereas in (B.2) the information of ϕ˜(u) for Re u > 0 is necessary.
Proof. First we check rhs is finite. Since ϕ(x) = O(xa) as x ↓ 0, limx→∞ ϕ(x) = 1 and
Re ξ > a, the integral
∫∞
0
dx ϕ(x)
xξ+1
converges. (Note the integral does not converge when
ϕ(x) = O(−1/ log x), x ↓ 0. ) One then writes , for ξ s.t. Re ξ > 0,
Γ(ξ + 1)
∫ ∞
0
dx
ϕ(x)
xξ+1
=
∫ ∞
0
dxϕ(x)
∫ ∞
0
duuξe−ux
=
∫ ∞
0
duuξ
∫ ∞
0
dxe−uxϕ(x) =
∫ ∞
0
uξϕ˜(u)du, (B.5)
where for the second equality we used Fubini’s theorem. Hence
rhs of (B.4) =
1
2πi
∫
δ+iR
dξxξ
∫ ∞
0
dx1
ϕ(x1)
xξ+11
=
∫ ∞
0
dx1
x1
ϕ(x1)
1
2πi
∫
δ+iR
dξ
(
x
x1
)ξ
=
∫
R
dy1ϕ(e
y1)
1
2πi
∫
δ+iR
dξe(y−y1)ξ = ϕ(ey) = ϕ(x). (B.6)
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The Laplace transform ϕ˜(u) is often analytically continued to the region C \ R−. One
may find an analytic continuation directly from an expression for ϕ˜. There is also a rather
general lemma.
Lemma B.2. ([20] App. B) Suppose ϕ(x) is analytic for Rex > 0 and at x = 0, and
satisfies
|ϕ(reiθ)| ≤ C(χ), ∀(r, θ) ∈ [0,∞)× [−χ, χ], (B.7)
where χ ∈ [0, π/2) and C(χ) is a positive non-decreasing function on [0, π/2). Then ϕ˜(u)
can be analytically continued to the region C \ R−.
In such a case, we have the following third inversion formula.
Proposition B.3. ([1]) Suppose ϕ˜(u) satisfies the followings.
(i) ϕ˜(u) is analytic on C \ R−.
(ii) ϕ˜(u) = ϕ˜(u¯).
(iii) The limiting value ϕ˜±(t) := ϕ˜(−t± i0), t > 0 exist and ϕ˜(t) = ϕ˜(t) holds.
(iv) ϕ˜(u) = o(1) for |u| → ∞ and ϕ˜(u) = o(1/|u|) for |u| → 0, uniformly in any sector
|argu| < π − η, π > η > 0.
(v) There exists ǫ > 0 s.t. for every π − ǫ < φ ≤ π,
ϕ˜(re±iφ)
1 + r
∈ L1(R+), |ϕ˜(re±iφ)| ≤ a(r), (B.8)
where a(r) does not depend on φ and a(r)e−δr ∈ L1(R+) for any δ > 0.
Then
ϕ(x) =
1
π
∫ ∞
0
e−xt Im ϕ˜−(t)dt. (B.9)
Basically the formula is obtained by changing the contour in (B.2) to the one around R−
and then take the limit to R− from both above and below.
Suppose F (y) is a distribution function on R associated with a random variable Y .
Then ϕ(x) = F (log x), x > 0 is a distribution function on (0,∞) and the above formulas
can be applied. First, combining (B.2) and (B.3) with x = ey, we have
F (y) =
1
2πi
∫
δ+iR
du
u
eue
y
G(u), (B.10)
where G(u) is written in terms of Y as G(u) = 〈e−ueY 〉. Next (B.4) is rewritten as follows.
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Corollary B.4. For a random variable Y , set G(u) = 〈e−ueY 〉. The distribution function
of Y is recovered from G(u) as
F (y) =
1
2πi
∫
δ+iR
dξ
eyξ
Γ(ξ + 1)
∫ ∞
0
uξ−1G(u)du. (B.11)
The corresponding density function f(y) = F ′(y), if it exits, is given by
f(y) =
1
2πi
∫
δ+iR
dξ
eyξ
Γ(ξ)
∫ ∞
0
uξ−1G(u)du. (B.12)
There is an analogous formula for general nth derivative, when they exist. Note (B.11) is
equivalent to
F ♯(ξ) :=
∫
R
dye−yξF (y) =
1
Γ(ξ + 1)
∫ ∞
0
uξ−1G(u)du, (B.13)
where ξ ∈ iR+ δ, δ > 0. For δ → 0, this is the Fourier transform.
The third Laplace inversion formula (B.9) reads
F (y) = 1−
∫
R
dwe−e
y−w 1
π
lim
ǫ↓0
ImG(−e−w + iǫ). (B.14)
One notices that this is written in a form of convolution including the Gumbel distribution.
In the context of the KPZ equation, the distribution function in this form appeared in [21]
and an explanation of the appearance of the Gumbel distribution was given in [9]. An
advantage of this inversion formula as compared to (B.11) is that whereas the latter still
contains the complex integral over ξ, in the former all quantities are real. This is a useful
property, for example when evaluating the numerical value of the distribution function.
B.2 Sum of two independent random variables
Let us consider the case in which a random variable Y can be written in a form,
Y = Y0 + χ, (B.15)
where Y0 and χ are independent. We discuss a few formulas which give the distribution
F0(y) := P[Y0 ≤ y] in terms of the information on Y and χ. The discussions in this
subsection are rather formal. We simply assume that all the quantities have appropriate
analytic properties. A most standard approach would be to consider the Fourier transforms.
By the independence, the Fourier transforms, F ♯(ξ), F ♯0(ξ), g(ξ), are related as
F ♯(ξ) = g(ξ)F ♯0(ξ). (B.16)
Hence the distribution function F0 can be written as
F0(y) =
∫
dξeyξF ♯0(ξ) =
∫
dξ
eyξF ♯(ξ)
g(ξ)
. (B.17)
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The formula (5.5) is a result of the combination of this and (B.11). For the distributions
themselves, the independence implies
F (y) = g
(
d
dy
)
F0(y). (B.18)
Note that (B.16) is the Fourier transform of this relation. By inverting this, we find
F0(y) =
1
g
(
d
dy
)F (y). (B.19)
This may look a formal expression, but when 1/g(ξ) can be Taylor expanded and the
resulting series
∞∑
n=0
1
n!
dn
dyn
(
1
g(y)
)∣∣∣
y=0
· F (n)(y) (B.20)
converges, this makes sense. The formula (2.22) in [16] is a result of the combination of
this and (B.14).
We can also discuss similar relations for the generating functions. Let us set Z =
eY , Z0 = e
Y0 and
G(u) = 〈e−uZ〉, G0(u) = 〈e−uZ0〉, g(u) = 〈eueχ〉. (B.21)
By the independence, we have
G(ev) = g
(
d
dv
)
G0(e
v). (B.22)
By inverting this, we find
G0(e
v) =
1
g
(
d
dv
)G(ev). (B.23)
C Proof of Lemma 6.2
First we consider (6.31) by the saddle point analysis, especially ψl(x˜) (5.24) since we can
deal with φl(x˜) (5.23) in a parallel way. Changing w = −i
√
Nz in (5.24) , one has
ψl(x˜) =
√
N
2πi
∫ i∞
−i∞
dz efN (z;τ,x˜,l)
Γ(1 +
√
Nz)Γ
(
1 + α−√Nz
)
Γ
(
1− α +√Nz
) , (C.1)
where
fN(z; τ, x˜, l) = −
√
Nzx˜+N
z2t
2
+ (l −N) log(
√
Nz)−N log Γ(
√
Nz). (C.2)
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Substituting (6.4) with (6.21) and (6.30) into (C.2), we find that the first three terms
of (C.2) becomes
−
√
Nzx˜+N
z2τ
2
+ (l −N) log(
√
Nz)
= N3/2 logN · z
2
+N3/2
(
−z + t
1/2z2
2
− z
2
log t
)
+N
(
γ2t yz
2 − 2γ2t yt−1/2z −
t1/2z
2
)
−N1/2 logN · λ
2(2γt)1/2
+N1/2
(
γ3t
12
z − γtξiz + γty2z − γ2t yz −
λ
(2γt)1/2
log z
)
. (C.3)
For the last term we use the Stirling formula,
log Γ(n) = n log n− n− log 2πn
2
+
1
12n
+O(n−3) (C.4)
and have
−N log Γ(
√
Nz) = −N3/2 logN · z
2
+N3/2 (z − z log z) + N
4
logN +N
log 2πz
2
−N1/2 1
12z
+O(N−1/2). (C.5)
Using (C.3) and (C.5), we write fN(z; τ, x˜, l) (C.2) as
fN (z; τ, x˜, l) = N
3/2f1(z) +Nf2(z) +N
1/2f3(z) + C1 +O(N
−1/2), (C.6)
f1(z) =
t1/2z2
2
− z log z − z
2
log t, (C.7)
f2(z) = −t
1/2z
2
+
log z
2
+ γ2t yz
2 − 2γ
2
t y
y1/2
z, (C.8)
f3(z) = − 1
12z
+
(
γ3t
12
− γ2t y − γt(ξi − y2)
)
z − λ
(2γt)1/2
log z. (C.9)
Here C1(N) is a constant , which does not depend on z, C1 = −N1/2 logN · λ2(2γt)1/2 +
N
2
log 2π
√
N. We note that f1(z) above has a double saddle point zc = t
−1/2 such that
f ′1(zc) = f
′′
N,1(zc) = 0. We expand f1(z), f2(z), f3(z) around zc. Noting f
′′′
1 (zc) = 2γ
3
t ,
f ′2(zc) = 0, f
′′
2 (zc) = 2γ
2
t y − γ3t , f ′3(zc) = γ3t /4− γ2t y − γt(λ+ ξ − y2), we get
N3/2f1(z) = N
3/2f1(zc) +N
3/2γ
3
t
3
(z − zc)3 +O(N3/2(z − zc)4), (C.10)
Nf2(z) = Nf2(zc)−N
(
γ3t
2
− γ2t y
)
(z − zc)2 +O(N(z − zc)3), (C.11)
N1/2f3(z) = N
1/2f3(zc) +N
1/2
(
γ3t
4
− γ2t y − γt(λ+ ξ − y2)
)
(z − zc) +O(N1/2(z − zc)2).
(C.12)
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Here we scale z around the critical point zc = 1/
√
t
z = zc +
1√
N
(
1
2
− 1
γt
(y + iσ)
)
. (C.13)
Using (C.6)–(C.12) with the fact
fN(z˜; τ, x˜, l) = C1 + C2 +N
3/2f1(zc) +Nf2(zc) +N
1/2f3(zc) +O(N
−1/2), (C.14)
where z˜ is defined as (C.13) with σ = 0, C1 is defined below (C.9) and
C2 = −1
3
(
y − γt
2
)3
+ (ξ − λ)
(
y − γt
2
)
, (C.15)
we have
fN(z; τ, x˜, l) =
i
3
σ3 + i(ξ + λ)σ + fN(z˜; τ, x˜, l) +O
(
N−1/2
)
. (C.16)
At last we evaluate the remaining factor with the Gamma functions in (C.1). Substi-
tuting (6.30), we have
Γ(1 +
√
Nz)Γ
(
1 + α−√Nz
)
Γ
(
1− α +√Nz
) = Γ
(
3
2
− y + iσ
γt
+
√
N
t
)
Γ (1 + (iσ + y + ω)/γt)
Γ (1− (iσ + y + ω)/γt) .
(C.17)
Thus from (C.1) and (C.16), we find that the limiting form of ψl(x˜) becomes
lim
N→∞
efN (z˜;τ,x˜,l)
Γ
(
1 +
√
Nz˜
)ψl(x˜) = 1
2π
∫ ∞
−∞
dσ e
i
3
σ3+i(ξi+λ)σ
Γ(1 + (iσ + ω + y)/γt)
Γ(1− (iσ + ω + y)/γt)
= AiΓ(ξ + λ, ω + y), (C.18)
which is the second relation in (6.31).
We can show the result of φl(x˜) in (6.31) in a parallel way. By changing v =
√
Nz,
φl(x˜; t) (5.23) is rewritten as
φl(x˜) =
1
2πi
∮
dz
e−fN (z;τ,x˜,l)
z
Γ
(
1− α +√N
)
Γ(1 +
√
Nz)Γ
(
1 + α−√N
) , (C.19)
where fN(z; τ, x, l) is given in (C.2). Applying the same techniques as the case of ψl(x),
we get the first relation in (6.31).
Next we derive (6.32). As in the case of (6.31), we mainly consider B
(1)
2 (x˜) (5.31).
From the definition of fN(z; τ, x˜, k) (C.2), it can be written as
B˜
(1)
2 (x˜) = e
fN (α/
√
N,τ,x˜,N−1)Γ(1 + α). (C.20)
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Note that from (6.4), α/
√
N is scaled as α√
N
= zc +
(
1
2
+ ω
γt
)
1√
N
with zc = 1/
√
t. Com-
paring this with (C.13), fN (α/
√
N, τ, x˜, N − 1) in (C.20) can be estimated by (C.16) with
λ = 0 and σ = i(v + y) leading to
fN(α/
√
N, τ, x˜, N − 1)
=
1
3
(ω + y)3 − ξ(ω + y) + fN
(
zc +
1
2
√
N
; τ, x˜, N − 1
)
+O
(
N−
1
2
)
. (C.21)
The second part of (6.32) follows immediately from (C.20) and (C.21). We can also obtain
the first part in a similar way.
Third we derive (6.33). We mainly consider the second relation. As with the case (6.31),
by the change of the variable w = −i√Nz, B(2)2 (x˜) (5.33) can be expressed as
B˜
(2)
2 (x˜) =
√
N
2πi
∫
−iR+c
dz
efN (z;τ,x˜,N−1)
α−√Nz
Γ(1 +
√
Nz)Γ
(
1 + α−√Nz
)
Γ
(
1− α +√Nz
) (C.22)
with α/
√
N < c < (α+ 1)/
√
N . Thus we get
lim
N→∞
e−fN (zc;τ,x˜,N−1)
Γ
(
1 +
√
N/t
)B˜(2)2 (x˜) = 12π
∫
R+ic
dσ
e
i
3
σ3+i(ξi−λ)σ
y + ω + iσ
Γ(1 + (iσ + ω + y)/γt)
Γ(1− (iσ + ω + y)/γt) (C.23)
with y + ω < c < y + ω + γt. Using the relation
1
y + ω + iσ
= −
∫ ∞
0
dλeλ(y+ω+iσ), (C.24)
which is confirmed by Re(y + ω + iσ) < 0, we arrive at the second relation of (6.33). The
first relation can also be shown in the same way.
At last we consider (6.34). Taking the scalings (6.4) with (6.21) and (6.22) into account,
we see that each term in lhs of (6.34) becomes
(N − 1)Γ
′(1 + α)
Γ(1 + α)
=
1
2
(N − 1) log N
t
+
√
Nt
(
1 +
ω
γt
)
− t
(
11
24
+
ω
γt
+
ω2
2γ2t
)
+O(N−
1
2 ),
(C.25)
− N − 1
α
= −
√
Nt + t
(
1
2
+
ω
γt
)
+O(N−
1
2 ), (C.26)
− ατ = −N +
√
N
(
−
√
t
2
−
√
tω
γt
− 2γ
2
t y√
t
)
− 2γ2t y
(
1
2
+
ω
γt
)
+O(N−
1
2 ), (C.27)
− log u˜ = −N − 1
2
log
(
N
t
)
+N +
√
N
(√
t
2
+
2γty√
t
)
− γ
3
t
12
+ γ2t y + γt(s− y2)− log u+O(N−
1
2 ), (C.28)
where in (C.25), we used (C.4). (6.34) follows immediately from (C.25)–(C.28).
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