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SAŽETAK 
 
 Tema završnog rada je sustav za praćenje ulazaka studenata u prostorije fakulteta. 
Završni rad radi tim od dva studenta. Zadaci su podijeljeni tako da jedan student radi 
aplikaciju za prepoznavanje lica i upis u bazu pomoću tehnologija otvorenog koda (engl. 
Open source)  JavaFX i OpenCV biblioteke. Drugi student radi Web aplikaciju u 
Microsoftovim tehnologijama ASP.NET, MVC5 po principu MVC (engl. Model, View, 
Controller). Upis u bazu podataka vrši se pomoću Web API koji je integriran u web 
aplikaciju. Aplikacija za prepoznavanje lica šalje zahtjev Web API-ju te on upisuje u 
bazu. Svrha ovog projekta je olakšati profesoru provjeru dolazaka studenta na 
predavanja. Prvi dio rada je teoretski i odnosi se na razradu pojmova, tehnologija, alata 
i platforma (engl. Framework) korištenih u projektu. Svaka razrada je dobro opisana 
slikama i dijelovima programskog koda. Kod razrade dizajnerskog dijela, prikazani su i 
dijelovi aplikacije. Drugi dio rada je praktični te obuhvaća web aplikaciju i aplikaciju za 
prepoznavanje lica kao i njihove dijelove. Uz aplikaciju za prepoznavanje lica prilaže se 
maketa koja ilustrira realan prikaz rada sustava i objašnjava mogućnosti pomoću kojih 
se olakšava organizacija ulazaka. 
 Teoretski dio opisuje: JavaFX, klasifikatore u XML obliku, OpenCV (FaceRecognizer, 
CascadeClassifier), Webcam API, Web API za slanje podataka kao i razne algoritme za 
prepoznavanje lica. 
Aplikacija će biti dostupna na Internetu, a pristup je omogućen bilo kada sa pravim 
korisničkim podacima. To omogućava brz i kvalitetan pristup svim promjenama i 
dopunama koje se mogu promijeniti u svakom trenutku. Aplikacija ima i mogućnost 
upravljanja korisničkim računima te dodavanje ili mijenjanje korisničkih uloga (engl. 
User role) koje omogućavaju drugačiji pristup stranici ovisno o korisniku. Aplikacija ima 
kreativan dizajn koji omogućava brz pristup podacima koje korisnik traži. Svaki korisnik 
može ju koristiti neovisno o informatičkoj pismenosti. 
Aplikacija za prepoznavanje lica biti će dostupna na Veleučilištu te će se izvršavati na 
serveru koji će biti podešen za izvođenje aplikacije i upravljanje kamerama. Pomoću 
grafičkog sučelja, aplikaciju će biti moguće inicijalno podesiti  uz par jednostavna koraka 
  
koja će biti detaljno opisana. Aplikacija je nakon uspješnog podešavanja u stanju 
prepoznavati lica i komunicirati sa vanjskom bazom. 
Ključne riječi: ulazak, web aplikacija, ASP.NET, dizajn, MVC, organizacija, JavaFX, 
FaceRecognizer, CascadeClassifier, Web kamera 
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1. UVOD 
 
Današnji obrazovni sustav ima uređena pravila provjeravanja dolazaka studenata na 
predavanja, stoga svaki fakultet treba imati ispisanu list studenata koji su prisustvovali na 
nastavi. Problem se javlja kad se to mora raditi u papirnatom obliku. Često se događa da 
profesori ne naprave provjeru iz nekakvih razloga, bila to nemogućnost ili nedostatak 
vremena. Informatička nadogradnja je potrebna u Hrvatskom obrazovanju kako bi se 
smanjila mogućnost pogreške i olakšao rad profesora. Broj studenata na fakultetima je 
velik, stoga se treba napraviti brz i lak način unošenja i pregleda podataka o ulascima u 
prostoriju. 
Kako bi se riješio gore navedeni problem treba napraviti hardversko-softversko 
rješenje koje je povezano sa web aplikacijom. Taj sustav pomoću kamera detektira i 
prepoznaje lica pa na temelju toga upisuje dolazak studenta. 
Za izradu ovog rješenja korištene su metode i tehnologije koje će biti pojašnjene i 
prezentirane. 
 
Slika 1 Prikaz cjelokupnog sustav  [izvor: autor] 
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2. CILJ I DOPRINOS ZAVRŠNOG RADA 
 
Cilj završnog rada je razvoj hardverskog rješenja uz upravnu jedinicu (program koji 
upravlja dijelovima hardvera) koja komunicira s web aplikacijom i hardverom kako bi se 
olakšalo zapisivanje o prisustvu studenata na nastavi. 
Ovo rješenje pruža automatizirano zapisivanje dolazaka studenata na nastavu. 
Naglasak je na komunikaciji između ovog hardvera, upravne jedinice i web aplikacije 
koja se bavi administracijom podataka. Takav sustav provjere dolazaka olakšava rad 
profesorima na obrazovnim ustanovama i štedi vrijeme koje bi se inače potrošilo na 
pisanu provjeru dolaska studenata. 
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3. SKLOPOVLJE SUSTAVA – HARDVER 
 
3.1. Pregled sustava sklopovski dio 
U ovom poglavlju opisan je sklopovski dio sustava i prikaz planiranja njegove 
montaže. Opisani su pojedini dijelovi i karakteristike sustava. Uz to opisani su i koraci 
pripremanja kabela i spajanje kamera na veće udaljenosti.   
3.2. PC računalo kao server za upravljanje kamerama 
Naša Java aplikacija mora se vrtjeti na računalu koje je dovoljno snažno da 
istovremeno radi sa većim brojem kamera. Proces prepoznavanja lica je vrlo zahtjevan jer 
se koriste matematički algoritmi i matrice koji su izuzetno zahtjevni, pogotovo ako je riječ 
o velikom broju slika s kojima sustav mora raditi.   
Konfiguracija testnog računala: 
 
Slika 2 Specifikacije testnog računala [izvor: autor] 
Radi se o solidnom prijenosnom računalu  (za ovo doba) na kojemu se vrti operacijski 
sustav Windows 10. 
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Na ovom testnom računalu, koje je ujedno i razvojno računalo, testirana je aplikacija 
sa LBPH algoritmom prepoznavanja lica i 250 slika kroz koje je sustav morao proći. 
Rezultati su bili dobri, uz manja trzanja prilikom prepoznavanja lica. Iz ovog primjera se 
može vidjeti da nedostaje radne memorije. Čim sustav mora obraditi veliki broj slika, 
potrebno je više radne memorije. Za neki ozbiljan sustav preporučuje se radna memorija 
količine između 32GB i 64GB.  
Prema gore navedenom bilo bi bolje da se aplikacija vrši na serveru koji ima instaliranu 
Javu da se može pokrenuti aplikacija. U ovom slučaju može se iskoristiti i Windows 
server. Za testiranje sa malim brojem slika dovoljno je i jedno od običnih računala sa 
Windows 10.  
 
3.3. USB web kamere kao optički senzori 
USB web kamere su se pokazale kao najbolje rješenje trenutnog problema. Nisu 
pretjerano skupe, a zadovoljavaju  trenutne zahtjeve projekta.  Radi se o Logitech 
Webcam C170. To je web kamera koja podržava video pozive uz VGA rezoluciju od  640 
X 480 piksela. Video snimanje se odvija u XVGA rezoluciji do 1024 X 768 piksela. Uz 
ovakve specifikacije, može se, uz pomoć ove kamere vršiti proces prepoznavanja lica bez 
velikih poteškoća. Kamera na sebi ima univerzalni stalak s kojim se može nasloniti na 
monitor ili prijenosno računalo, a uz to omogućeno je lakše montiranje uz vrata zbog 
savitljivog stalka.   
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3.4. Kabliranje kamera i računala 
Budući da ovaj projekt prati ulaz studenata u prostorije potrebno je te kamere na neki 
način spojiti sa računalom. U ovom dijelu bit će predstavljeni određeni postupci spajanja 
kamera. 
3.4.1. Produžetak USB kabela pomoću UTP kabela – izravni spoj 
U ovom dijelu teksta opisani su koraci kojima se produljuje USB kabel preko UTP-a. 
Na kraju bi to trebalo izgledati kao što je prikazano na slici. 
 
Slika 3 Prikaz USB kabla pomoću UTP [10] 
Nakon uspješno prijeđenih koraka kao što su opisani trebalo bi dobiti ovakav 
rezultat. 
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 U prvom koraku potrebno je nabaviti dijelove koji su prikazani na slici. 
 
Potrebni dijelovi: 
 
- (1) USB Kabel 
- (2) UTP Kabel 
- (3) Termobužir 
- (4) Izolir traka 
- (5) Termofit 
 
 
 
 
Slika 4 Prikaz potrebnih dijelova [11] 
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U ovom koraku potrebno je skinuti izolaciju sa UTP kabela i razdvojiti uvrnute 
parice. Nakon toga potrebno je postaviti termoizolaciju kroz kabel. Također se i  na 
USB kabelu mora skinuti izolacija. Potom se Termofit stavlja na USB kabel. 
 
Slika 5 Spajanje žica [12]  
Dok je sve pripremljeno treba spojiti žice na odgovarajući način koji je prokazan na 
tablici. 
UTP USB 
Bijelo-narančasta i narančasta Crveno 
Bijelo i zeleno bijelo 
Zeleno zeleno 
Ostatak crno 
 
Nakon spajanja potrebno je kablove spojiti lemljenjem zbog osiguravanja čvrstog 
spoja i bolje vodljivosti. Na kraju je pomoću trake za izoliranje potrebno zatvoriti 
termoizolaciju koja je između USB i UTP kabela. 
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3.5. Maketa sustava 
Maketa sustava približno prikazuje način rada sustava prije nego što će biti pušten u 
pogon. Imajući na umu, da se u tom trenutku ne mogu testirati svi uvjeti dok je sustav već  
u pogonu. Uz to su na ovom sustavu spojene samo dvije kamere, kako bi se mogao  
demonstrirati rad sustava kada dvoje studenata istovremeno ulaze u prostoriju. Sama 
konstrukcija ilustrira vrata na kojima su postavljene kamere.  
 
Slika 6 Maketa sustava [izvor: autor] 
 Nakon teksta slijedi prikaz kamera sustava koje prate da li je netko pristupio prostoriji, 
i ako je to slučaj, onda se aktivira detekcija lica, a potom i prepoznavanje. 
 
Slika 7 Kamere sustava [izvor: autor] 
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4. KORIŠTENE TEHNOLOGIJE I ALATI ZA UPRAVLJANJE 
HARDVEROM 
Za razvoj hardverskog sustava koji nadzire nastavni proces na Veleučilištu bilo je 
potrebno napraviti i popratni softver aplikacije. Korištena je JavaFX tehnologija u Java 
programskom jeziku, OpenCV modul za računalni video pogled koji omogućuje detekciju 
i prepoznavanje raznih objekata. Uz OpenCV modul koristio se i dodatno kompajlirao 
(engl. Compile) Face modul za prepoznavanje lica. Za komunikaciju aplikacije s Web 
aplikacijom upotrjebljen je GSON koji omogućuje kreiranje JSON-a. Što se tiče 
hardverske komunikacije koristio se WebCam API koji omogućuje pojednostavljenu 
komunikaciju između aplikacije i web kamera. Za implementaciju korisničkog sučelja 
(engl. Frontend) aplikacije koristio se je FXML uz CSS. 
 JavaFX 
JavaFX je knjižnica za programiranje i izradu desktop aplikacija i dinamičnih Web 
aplikacija. JavaFX je izašla 2008.g. kao API i temelji se na programskom jeziku Java.  
Ova biblioteka (engl. Library) je dostupna u Java SE Runntime Environment i Java 
Development Kit-u kao dodatak. Budući da se Java može koristiti na različitim 
platformama (Windows, Mac OS i Linux) omogućeno je konstantno izvođenje aplikacije. 
JavaFX pruža raznovrsni set mogućnosti koje olakšavaju izradu aplikacije. Obično se radi 
o aplikacijama koje su mrežnog tipa za komunikaciju i prikazivanje podataka korisnicima.       
 
Slika 8 Arhitektura JavaFX [13] 
Slika iznad prikazuje arhitekturu JavaFX-a i komponente od kojih se sastoji.  
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JAVA 
Java je programski jezik visoke razine napravljen od strane Sun Microsystemsa,  
izašao na tržište 1995. godine. Java se može pokretati na raznim platformama, poput 
Windows, MacOS i Linux/Unix sustavima.  
CSS 
JavaFX CSS je stilski jezik koji je pod kontrolom W3C-a verzije 2.1. Koristi se za 
dizajniranje FXML definicije korisničkog sučelja. Jednostavan je za korištenje uz 
predefinirana svojstva u JavaFX okruženju.   
FXML 
FXML je jezik koji je baziran na XML jeziku, a služi za označavanje dijelova 
korisničkog sučelja u JavaXF aplikacijama. Razredi koji su definirani u Javi direktno su 
povezani sa FXML datotekama. Metode se mogu definirati u FXML datoteci, a 
implementacija metode se radi u razredu.  
 OpenCV 
OpenCV (engl. Open Computer Vision Library) je biblioteka koja je izašla pod BSD 
licencom te je njena uporaba dozvoljena za akademske i komercijalne svrhe. Ima sučelje 
(engl. Interface) koji su implementirani u raznim programskim jezicima poput C++, C, 
Python, i Java. OpenCV je podržan na raznim platformama kao što su Windows, Linux, 
Mac OS, iOS i Android. Glavni fokus ove biblioteke je na aplikacijama koje obrađuju 
podatke u realnom vremenu. Budući da je biblioteka pisana u optimiziranom C/C++ 
odlikuje se po tome što omogućuje višejezgrenu obradu podataka.  
 FaceRecognizer 
FaceRecognizer prvi put je izašao kao klasa u OpenCV v2.4. Spomenuti razred 
omogućuje prepoznavanje lica pomoću tri implementirana algoritma koji će nešto kasnije 
biti detaljnije opisani sa svojim prednostima i nedostacima.  
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 Webcam Capture API 
Ova biblioteka omogućuje direktnu komunikaciju između Java aplikacije i kamera 
koje su spojene na računalo. Ova biblioteka je dostupna na GitHub-u te se može koristiti 
bez bilo kakvih ograničenja.  
GSON 
GSON je Java biblioteka koja omogućuje konvertiranje Java objekata u JSON formatu. 
Isto tako je omogućeno da se iz JSON stringa može napraviti Java objekt. Glavni ciljevi 
ove biblioteke su olakšavanje pretvorbe formata pomoću metoda fromJson() i toJson() i 
omogućavanje prilagodbe izgleda objekta. 
HTTP Core 
HTTP Core je biblioteka koja je razvijena od strane Apache te omogućuje razmjenu 
podataka preko HTTP protokola. Zbog potrebe projekta ovaj dio je neophodan za 
izvršavanje željene funkcionalnosti sustava. 
4.1 MVC u JavaFX biblioteci 
MVC (engl. Model-View-Controller) je također podržan u JavaFX biblioteci te 
omogućava preglednije pisanje programskog koda. MVC u JavaFX aplikacijama može se 
podijeliti u tri zasebna dijela, koji su kasnije detaljnije opisani. Model služi kao 
podatkovni sloj u kojemu se definira vrijednost i tip neke varijable. Vrijednost te varijable 
se onda prikazuje na pogledu tj. na komponentama pogleda JavaFX aplikacije. 
Pogled (engl. View) koristi za prikazivanje podataka i rezultata u različitim načinima 
koje dobiva od modela. U JavaFX aplikacijama View se koristi samo za prikazivanje 
podataka.  
Kontroler (engl. Controller) manipulira podacima te ih u pravilu šalje modelu ili 
pogledu (u ovom slučaju komponentama pogleda). U pogledu je moguće definirati 
funkcije koje se mogu izvršavati u kontroleru. U glavni kontroler se može implementirati 
cijela logika sustava. Budući da veći sustavi imaju više mogućnosti a i samim time i puno 
više programskog koda, preporuča se organiziranje programskog koda u razrede koji 
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imaju set funkcija koje su odgovorne za dio izvršavanja programa. Time će se smanjiti 
razina održavanja programa i programski kod će biti pregledniji.  
 
5. KORISNIČKA DOKUMENTACIJA UPRAVLJANJA 
HARDVEROM 
Sadrži izgled korisničkog sučelja JavaFX aplikacije i tehnologije korištene kod izrade 
sučelja. Tehnologije korištene kod izrade sučelja su FXML i CSS. Dokumentacija sadrži 
detalje od razrade do konačnog proizvoda, promjene u tehnologijama kod izrade te 
objašnjenja za te promjene. 
5.1. Ideja korisničkog sučelja 
Zbog jednostavnosti aplikacije za korisnika, početna stranica aplikacije je ujedno 
stranica za početnu konfiguraciju aplikacije i prikaz videa sa kamera. Početna stranica se 
sastoji od tri gumba koji su zaduženi za uspostavljanje funkcionalnosti algoritma za 
prepoznavanje lica te pogleda na kojem je prikazan rezultat video obrade kamera. Na 
početnoj stranici je također prikazan zapisnik (engl. Log) koji ispisuje rezultate video 
obrade kamera te njihovih iznimaka, ako se pojave. 
5.2. Izrada korisničkog sučelja 
Za izradu korisničkog sučelja koriste se jezici FXML i CSS. FXML daje strukturu i izgled 
JavaFX aplikaciji, vrlo sličan jeziku XML, koji je dosta zastupljen u razvoju desktop i 
mobilnih aplikacija. CSS je style programski jezik. Služi za promjenu stila, dizajna i 
uljepšavanje FXML-a. Zbog toga jer FXML nema velike mogućnosti dizajna, nego samo 
osnovne, koristi se CSS. Za FXML nije potrebna Internet veza pa se može koristiti lokalno. 
5.3. Dizajn korisničkog sučelja 
Za oblikovanje, izgled, raspored i dizajn koristi se stilski jezik CSS. JavaFX 
omogućuje korištenje spomenutog jezika koji omogućuje mijenjanje rasporeda 
elemenata, ovisno o veličini zaslona, oblikovanje komponenata kao i sam izgled 
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aplikacije. Responzivnost aplikacije je također omogućena pomoću medijskih upita (engl. 
Media query) koji na određenim veličinama ekrana primjenjuju dodatna stilska pravila. 
Moguće je također uzeti i Bootstrap CSS Framework koji je onda puno manjih 
mogućnosti zbog nedostatka JavaScripta.  
5.4. Korisničko sučelje 
Korisničko sučelje JavaFX aplikacije je vrlo jednostavnog izgleda. Na početku 
pokretanja aplikacije potrebno je odabrati direktori sa slikama koje su optimizirane za 
prepoznavanje lica. Pomoću gumba Set Training Set otvara se prozorčić koji omogućuje 
odabir direktorija. Odabirom direktorija sa ispravnim sadržajem je moguće vježbati 
algoritam za prepoznavanje lica da kasnije može raditi.   
Nakon uspješnog odabira direktorija, pritiskom na gumb Make Training Dana, pokreće 
se vježbanje algoritma za prepoznavanje lica. Nakon uspješnog vježbanja algoritma, 
omogućuje se korisniku aplikacije da pokrene program za prepoznavanje lica. 
 
Slika 9 Prikaz aplikacije [izvor: autor]  
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6. RAZVOJNA OKOLINA 
U ovom poglavlju bit će opisano kako se pomoću InteliJ razvojne okoline dodaju 
dodatne knjižnice za programiranje te gradnja aplikacija u .jar format.    
6.1. Dodavanje OpenCV knjižnice 
Da bi se mogle koristiti metode koje su implementirane u OpenCV knjižnici, potrebno 
je uključiti knjižnicu u JavaFX projekt. Prvo je potrebno skinuti knjižnicu sa Interneta te 
slijediti upute koje su ovdje opisane. 
Datoteka sa Face Modulom se nalazi u GitHub repozitoriju oconnorhorrill/Face-
Recognition u lib mapi. U ovoj mapi nalaze se datoteke koje imaju Face Modul uključene 
u knjižnicu koji je neophodan za rad programa. 
Nakon pokretanja razvojne okoline potrebno je kreirati novi JavaFX projekt te 
čarobnjak razvojne okoline kreira datoteke potrebne za rad programa.  
Nakon uspješno kreiranog projekta potrebno je odabrati File i Project Structure. 
 
Slika 10 Odabir strukture projekta [7] 
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Pod postavkama projekta na lijevom panelu odabere se modulel i odabirom 
dependencies kartice (engl. Tab) je omogućeno dodavanje novih paketa. Na desnoj strani 
nalazi se zeleni plus s kojim se dodaju novi paketi. Odabire se JARs or Directories… 
opcija.   
 
 
 
 
  
Slika 11 Dodavanje paketa [7] 
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Sada je potrebno odabrati putanju na kojoj je se nalazi OpenCV.jar. 
 
Slika 12 Odabir putanje [7] 
 
Nakon toga potrebno je postaviti putanju do native library OpenCV biblioteke. 
Dvostrukim klikom na nedavno dodani k+paket otvara se prozorčić u kojemu se nalazi 
još jedan zeleni plus.   
 
Slika 13 Putanja do native library [7] 
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Pritiskom na plus otvara se još jedan prozor u kojemu se odabire putanja do mape u 
kojoj se nalazi .dll datoteka te knjižnice. Ovisno o konfiguraciji računala odabire se mapa. 
U našem slučaju je to x64 mapa tato što testno računalo radi na 64 bitnom procesoru. 
 
Slika 14 DLL u kojemu je knjižnica [7] 
 
Na kraju dok je sve gotovo, prilikom importiranja knjižnica u Java kontroleru, pojavit 
će se i OpenCV knjižnica pa je sada moguće koristi metode iz spomenute knjižnice 
zajedno sa Face Modulom te knjižnice. 
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6.2 PAKIRANJE UPRAVNE JEDINICE HARDVERA 
 InteliJ razvoja okolina ima mogućnost pakiranje JavaFX aplikacije (upravne jedinice 
hardvera) u izvršni oblik aplikacije. Taj oblik je u .jar formatu i može se izvršiti na 
računalu koje ima instaliranu najnoviju verziju Jave. To je osnovni preduvjet da se 
aplikacija može sa sigurnošću izvoditi na računalu.  Pakiranje aplikacije se radi pomoću 
tzv. artifakata (engl. Artifact). To su dijelovi koji su reprezentirani razredima i 
bibliotekama koje su se upotrebljavale u programskom kodu. Prilikom kreiranja projekta 
razvojna okolina kreira konfiguraciju koja se nalazi u .idea mapi u kojoj se nalazi i niz 
xml datoteka. U ovim datotekama je zapisan niz informacija o nazivu projekta, promjene 
koje su se dogodile prilikom razvoja, upotrijebljeni moduli, elementi o dizajnu itd.  
 Da se aplikacija može zapakirati prvo je potrebno generirati artifakte. Pomoću opcije 
u alatnoj traci Project Structure pod postavkama projekta treba odabrati Artifacts. 
Pritiskom na zeleni plus otvaraju se build načini, odabire se JAR, a u drugom koraku 
opcija From modules with dependencies. U prozoru je potrebno navesti putanju do 
glavnog razreda klase koji se otvori pritiskom na gumb pokraj Main Class polja. Nakon 
odabira klase u prozoru Project Structure pritisne se gumb Apply i potom OK. Tek je tada 
moguće zapakirati aplikaciju u sljedećem koraku. 
Pakiranje aplikacije se radi na način da se na alatnoj traci odabere Build i potom Build 
Artifacts. Nakon toga u iskočnom (engl. pop-up) prozoru pod Build Artifacts. Otvara se 
iskočni prozor u kojemu se odabere build i nakon toga se automatski napravi out mapa u 
kojoj su spremljeni artifakti i izvršen kod u .jar formatu.   
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7. DETEKCIJA I PREPOZNAVANJE LICA 
Ovaj dio opisuje problem detekcije lica i prepoznavanje istog. Također će biti 
pojašnjeni klasifikatori pomoću kojeg je omogućena detekcija lica i algoritmi koji su 
zaduženi za prepoznavanje lica. U OpenCV biblioteci su implementirana tri algoritma za 
prepoznavanje lica. Svaki od njih ima prednosti i nedostatke, ali samo jedan od njih je 
ispunio zahtjeve i pokazao se najboljim.  
7.1  Klasifikator za detekciju lica 
 Klasifikatori su datoteke koje su zapisane u .xml obliku te uporabom OpenCV 
biblioteke omogućuju detekciju objekta. Da bi klasifikator radio detekciju lica, potrebno 
je zapisati podatke koji opisuju kako lice izgleda. To se najčešće radi na način da se uzmu 
dvije grupe slika. Prva grupa je negativna i sadržava slike koje nemaju na slici željeni 
objekt. Takva grupa zove se negativ. Grupa koja sadržava slike na kojima su lica je 
pozitivna grupa. Količina slika iz pozitivne i negativne utječe na kvalitetu detekcije lica.  
7.2  Algoritmi za prepoznavanje lica 
 Algoritmi za prepoznavanje lica rade na različitim principima i prate različite 
parametre geometrijskog tipa. Parametri mogu biti pozicija očiju, nosa, ušiju itd.  Na 
temelju geometrijskih parametara se može lako prepoznati koje je koje lice, ali ovakav 
način nije otporan na osvjetljenje. Drugi način je da se geometrijskim parametrima 
proračuna vektorski razmak pozicija. Ovakav način je poprilično kompliciran i hardverski 
zahtjevan, ali je i otporan na osvjetljenje. Prilikom eksperimentiranja s različitim 
algoritmima za prepoznavanje lica koji su implementirani u OpenCV biblioteci, došli smo 
do iznenađujućih rezultata prepoznavanja i efikasnosti izvođenja. U OpenCV biblioteci 
implementirana su tri algoritma u razredu Face Recognizer: 
- Eigenfaces    
- Fisherfaces 
- LBPH (engl. Local Binary Patterns Histogram) 
Svaki od tih algoritama ima svoje prednosti i nedostatke. 
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 7.2.1 „Eigenfaces“ u OpenCV biblioteci 
 Eigenfaces algoritam za prepoznavanje lica ne gleda samo karakteristike lica nego i 
trenutno osvjetljenje koje je vidljivo na crno-bijeloj slici. To predstavlja veliki problem, 
jer za pouzdano prepoznavanje potreban velik broj slika koje su različito osvjetljene. 
Budući da ovaj algoritam ne zahtijeva puno radne memorije, ali zato treba puno prostora 
na mediju za pohranu, zbog velikog broja uzoraka. Drugi veliki problem je to što je vrlo 
teško snimiti i/ili generirati uzorke koji pokrivaju sve uvjete osvjetljenja. Prednost ovog 
algoritma su manji hardverski zahtjevi prema procesoru i radnoj memoriji. 
 
Slika 15 Razlike rezultata ovisno o svjetlosti [4] 
Slika prikazuje kako algoritam reagira kada se na crno-bijeloj slici mijenja osvjetljenje. 
Zaključno s time, potreban je veliki broj snimljenih uzoraka pod svim mogućim uvjetima 
osvjetljenja. Efikasnost ovog algoritma ovisi o kvaliteti i broju uzoraka.  
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 7.2.3 Fisherfaces 
 Fisherfaces algoritam za prepoznavanje lica pomoću transformirane klasne matrice je 
u mogućnosti prepoznati lica. Algoritam ne gleda osvjetljenje kao Eigenfaces algoritam, 
ali je osjetljiv na loše osvjetljenje. Ako se trenutna slika, koja je loše osvjetljena, 
uspoređuje sa slikama koje su dobro osvjetljene, može se dogoditi da se zbog lošeg 
osvjetljenja dobe različite karakteristike lica pa je rezultat prepoznavanja netočan. Brzina 
izvođenja i preciznost prepoznavanja ovisi o uzorcima slika. Veliki nedostatak algoritma 
je što je ovisan o osvjetljenju slike i zato treba više uzoraka slika. Hardverski zahtjevi 
prema procesoru i radnoj memoriji nisu visoki, ali je zato je potrebno imati više slobodnog 
prostora na mediju za pohranu velikog broja uzoraka.   
 
Slika 16 Fiscerfaces slike [4] 
 Na slici je prikazano kako algoritam raspoznaje lica te se može vidjeti rezultat koji je 
dobiven utjecajem kvalitete slike i osvjetljenja.  
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7.2.3 LBPH (engl. Local Binary Patterns Histogram) 
 LBPH algoritam za prepoznavanje lica pokazao se najboljim, jer ovaj algoritam nije 
osjetljiv na osvjetljenje slika. Drugim riječima, LBP operator algoritma je otporan na 
transformacije crno-bijele slike te omogućuje pouzdano prepoznavanje lica. Algoritam iz 
slike vadi histograme koji se nalaze na svakom dijelu LBP slike. Nakon toga se 
proračunati vektor pridružuje lokalnim histogramima, ali se ne spajaju. Velika prednost 
algoritma je ta što osvjetljenje nema utjecaj na konačni rezultat prepoznavanja. Također 
nema potrebe za ogromnim brojem uzoraka slika, samo je bitna kvaliteta. Nedostatak 
algoritma je hardverska zahtjevnost prema procesoru i radnoj memoriji. 
 
Slika 17 Prikaz LBPH algoritma [4] 
Slika jasno prikazuje da je algoritam otporan na osvjetljenje slike i da se dobivaju isti 
rezultati. 
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8. PROGRAMSKA DOKUMENTACIJA UPRAVNE JEDINICE 
HARDVERA 
U ovom poglavlju bit će opisan životni ciklus aplikacije i njezine funkcije.    
8.1. Pokretanje aplikacije 
Prilikom pokretanja aplikacije u klasi Main.java poziva se metoda public static 
main(String[] args) s argumentima.   
public static void main(String[] args) 
 { 
  System.loadLibrary(Core.NATIVE_LIBRARY_NAME); 
  launch(args); 
 } 
Main metoda učitava OpenCV biblioteku (engl. Library) i poziva metodu (Stage 
primaryStage). Spomenuta metoda inicijalizira korisničko sučelje, koje je izrađeno u 
FXML-u i glavni kontroler FXControler.java. U ovom dijelu postavlja se naslov 
aplikacije i pokazuje glavna pozornica aplikacije sa elementima koji su definirani u 
FXML-u. 
public void start(Stage primaryStage) 
 { 
  try 
  { 
   FXMLLoader loader = new FXMLLoader 
(getClass().getResource("JFXoverlay.fxml")); 
   BorderPane root = (BorderPane) loader.load(); 
   // set a whitesmoke background 
   root.setStyle("-fx-background-color: whitesmoke;"); 
   // create and style a scene 
   Scene scene = new Scene(root, 800, 600); 
  
 scene.getStylesheets().add(getClass().getResource("application
.css").toExternalForm()); 
   primaryStage.setTitle("Face Detection and Tracking"); 
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   primaryStage.setScene(scene); 
   primaryStage.show(); 
   FXController controller = loader.getController(); 
   controller.init(); 
  } 
  catch (Exception e) 
  { 
   e.printStackTrace(); 
  } 
 } 
 
8.2. Glavni kontroler aplikacije 
Glavni kontroler aplikacije je zadužen za upravljanje i održavanje životnog ciklusa 
aplikacije. U kontroleru su dalje implementirani razredi koji su zaduženi za svoje dijelove, 
tako da glavni kontroler služi kao ulazna točka za izvođenje aplikacije.  
8.3. Inicijalizacija 
 Metoda za inicijalizaciju je smještena u glavnom kontroleru FXContoler.java i ona 
je zadužena za niz pred inicijalizacijskih stvari u aplikaciji. Prva metoda u Init metodi je 
getAllWebCams() koja na konzoli ispisuje sve kamere koje su spojene na računalu. Nakon 
toga se u listu sprema videoCapture objekt koji je zadužen za prijenos slike sa računala 
na kamere. Dok je sastavljena lista, postavlja se klasifikator za prepoznavanje objekata (u 
ovom slučaju ljudskih lica). Postavljanje klasifikatora se vrši pomoću objekta iz klase 
CascadeClassifier koji za argument prima putanju do datoteke klasifikatora tipa String.  
public void init() 
 { 
  getAllWebcams(); 
  System.out.println("Index for new file name: " + 
lastIndex); 
  System.out.println("API ready: " + serverOnline); 
  for(int i = 0; i < getNumberOfCameras(); i++) { 
   VideoCapture videoCapture = new VideoCapture(); 
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   this.listVideoCapture.add(i, videoCapture); 
  } 
  // Load the frontal face classifier 
    this.faceCascade = new CascadeClassifier 
("resources/haarcascades/haarcascade_frontalface_alt.xml"); 
  this.absoluteFaceSize = 0; 
  this.newUserNameSubmit.setDisable(true); 
  this.newUserName.setDisable(true); 
  if (serverOnline) { 
   JsonSender.sendJsonDataToServer(httpClient, SERVER_URL, 
data); 
  } 
 } 
Ovaj klasifikator je zadužen za prepoznavanje ljudskih lica, a stvoren je na način da su 
u njemu učitani uzorci slika. Ti uzorci su sastavljeni od pozitivnih i negativnih primjeraka. 
Pozitivni primjerci sadržavaju slike sa licima, dok su negativni primjerci slike bez lica. 
8.4. Pokretanje kamera 
Metoda za pokretanje kamera dinamički generira sučelje za prikaz trenutnog streama 
pojedinačne kamere te postavlja veličinu sučelja. Generiranje sučelja se radi na način da 
se na dio pozornice stvaraju objekti tipa ImageView na koje se prenosi slika s kamere.  
Nakon postavljanja ImageViewa na primary stage u metodi, implementirana su dva 
paralelna Runnable zadatka koji su zaduženi za prijenos slike s kamere na ImageView. 
Prvi Runnable pod nazivom frameGrabber skuplja slike s kamera te ih postavlja na 
ImageView objekt. Drugi Runnable pod nazivom FrameDiscarter, pomoću objekta 
Iterator, briše slike s radne memorije, nakon što ih je CPU obradio. 
  
  
Mark Marčec Sustav za nadzor i praćenje nastave na MEV-u (Hardver) 
 
Međimursko veleučilište u Čakovcu  31 
8.5. Vježbanje modela 
Vježbanje modela izvodi se  pomoću metoda openFolder() i razreda 
ImageFileManager. Metoda  openFolder() sadrži pomoćnu metodu iz spomenutog 
razreda pod nazivom getTrainingSetPath. Ova metoda za argument prima objekt tipa 
Label i pomoću objekta JFileChoosera odabire se putanja do direktorija u kojemu se 
nalaze importirane slike. Objekt se inicijalizira na način da se definira trenutni direktorij, 
naziv prozorčića, način odabiranja se postavi na directories_only i na kraju se onemogući 
odabir datoteka. Nakon odabira direktorija, na objekt label  postavlja se odabrana putanja 
direktorija. 
public static void getTrainingSetPath(Label label) { 
        JFileChooser chooser = new JFileChooser(); 
        chooser.setCurrentDirectory(new java.io.File(".")); 
        chooser.setDialogTitle("choosertitle"); 
        
chooser.setFileSelectionMode(JFileChooser.DIRECTORIES_ONLY); 
        chooser.setAcceptAllFileFilterUsed(false); 
 
        if (chooser.showOpenDialog(null) == 
JFileChooser.APPROVE_OPTION) { 
            System.out.println("getCurrentDirectory(): " + 
chooser.getCurrentDirectory()); 
            System.out.println("getSelectedFile() : " + 
chooser.getSelectedFile()); 
 
            
label.setText(chooser.getSelectedFile().toString()); 
        } else { 
            System.out.println("No Selection "); 
        } 
    } 
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Metoda pod nazivom trainModel(), koja dolazi iz klase Facerecognition, zadužena je 
za generiranje trening datoteke u .yaml formatu. Metoda za argumente prima boju koja je 
crno-bijela tipa int. HashMap koji ima Integer i String koji predstavljaju polje names i 
putanju do direktorija u string obliku. Iz odabranog direktorija uzimaju se slike u .png 
formatu pa se pretvaraju u matrični oblik prilagođen za OpenCV. Nakon toga se sastavlja 
polje tipa mat i te slike idu u to polje. Nakon ubacivanja slika u polje, stvara se objekt 
LBPHFaceRecognizer koji omogućuje prepoznavanje lica. Na kraju se poziva Train 
metoda koja trenira algoritam sa slikama i rednim brojevima koji su prije bili postavljeni. 
Završno s time se rezultati spremaju u .yaml datoteku iz koje se prilikom prepoznavanja 
učitavaju podaci.  
 public static void trainModel (int color, HashMap<Integer, 
String> names, String folderPath) { 
        // Read the data from the training set 
        File root = new File(folderPath); 
 
        FilenameFilter imgFilter = new FilenameFilter() { 
            public boolean accept(File dir, String name) { 
                name = name.toLowerCase(); 
                return name.endsWith(".png"); 
            } 
        }; 
        File[] imageFiles = root.listFiles(imgFilter); 
        List<Mat> images = new ArrayList<Mat>(); 
 
        System.out.println("THE NUMBER OF IMAGES READ IS: " + 
imageFiles.length); 
 
        Mat labels = new Mat(imageFiles.length,1, 
CvType.CV_32SC1); 
        int counter = 0; 
        for (File image : imageFiles) { 
            // Parse the training set folder files 
            Mat img = Imgcodecs.imread(image.getAbsolutePath()) 
Mark Marčec Sustav za nadzor i praćenje nastave na MEV-u (Hardver) 
 
Međimursko veleučilište u Čakovcu  33 
            // Change to Grayscale 
         Imgproc.cvtColor(img, img, color); 
            // Extract label from the file name 
            int label = 
Integer.parseInt(image.getName().split("\\-")[0]); 
            // Extract name from the file name and add it to 
names HashMap 
            String labnname = image.getName().split("\\_")[0]; 
            String name = labnname.split("\\-")[1]; 
            names.put(label, name); 
            // Add training set images to images Mat 
            images.add(img); 
 
            labels.put(counter, 0, label); 
            counter++; 
        } 
 
        FaceRecognizer faceRecognizer = 
Face.createLBPHFaceRecognizer(radius, neighbors, grid_x, grid_y, 
treshold); 
        faceRecognizer.train(images, labels); 
        faceRecognizer.save("traineddata2"); 
    }   
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8.6. Detekcija lica 
Za detekciju lica potrebna su dva objekta MatOfRect i Mat.MatOfRect. Objekt pod 
nazivom faces je zadužen za pohranu detektiranih lica, dok je Mat objekt pod nazivom 
grayFrame, slika u matričnom obliku. Metoda cvtColor koja dolazi iz Imgproc klase 
pretvara matričnu sliku u crno-bijeli format tako da se može vršiti detekcija lica.  
Metoda za detekciju lica pod nazivom detectMultiscale uzima crno-bijelu matričnu 
sliku te prosljeđuje rezultate detekcije MatOfRect objektu pod nazivom faces. 
Nakon toga stvara se polje tipa Rect te se faces konvertira u polje tako da se rezultati 
detekcije mogu prikazati na sučelje aplikacije. 
private void detectAndDisplay(Mat frame, int deviceIndex) 
 { 
  MatOfRect faces = new MatOfRect(); 
  Mat grayFrame = new Mat(); 
 
  // convert the frame in gray scale 
  Imgproc.cvtColor(frame, grayFrame, color); 
 
  // compute minimum face size (20% of the frame height, in 
our case) 
  if (this.absoluteFaceSize == 0) 
  { 
   int height = grayFrame.rows(); 
   if (Math.round(height * 0.3f) > 0) 
   { 
    this.absoluteFaceSize = Math.round(height * 0.3f); 
   } 
  } 
  // detect faces 
  // scale factor is the range for face detection 
  this.faceCascade.detectMultiScale(grayFrame, faces, 1.3, 
2, 0 | Objdetect.CASCADE_SCALE_IMAGE, 
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    new Size(this.absoluteFaceSize, 
this.absoluteFaceSize), new Size()); 
  // each rectangle in faces is a face: draw them! 
  Rect[] facesArray = faces.toArray(); 
  for (int i = 0; i < facesArray.length; i++) { 
   if (facesArray[i].area() < 45000.0 && 
facesArray[i].area() > 35000.0) { 
    recognizeFaces(frame, deviceIndex, facesArray[i]); 
   } 
  }} 
 
8.7. Prepoznavanje lica 
Metoda za prepoznavanje lica  pod nazivom recognizeFaces,  pokreće se odmah nakon 
što izvrši detekcija lica. Ova metoda je sastavljena od više manjih metoda koje će biti 
opisane. 
private void recognizeFaces(Mat frame, int deviceIndex, Rect 
rect) { 
  // Display the rectangle on the detected faces 
  Imgproc.rectangle(frame, rect.tl(), rect.br(), new 
Scalar(0, 255, 0), 3); 
 
  // Perform additional crop to the current image 
  Mat resizeImage = cropImage(frame, rect); 
 
  // check if 'New user' checkbox is selected 
  // if yes start collecting training data (20 images is 
enough) 
  addNewUser(resizeImage); 
 
  // Show the name to the prediction label 
  // And send prediction data to the server 
  getPrediction(frame, deviceIndex, rect, resizeImage); 
 } 
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 Rectangle metoda koja je zadužena za iscrtavanje kvadratića na prepoznatom licu 
dolazi iz razreda Imgproc. Pomoću ove metode može se odrediti na kojem objektu se 
iscrtava kvadrat, koje je dimenzije, boje i debljine.  
Imgproc.rectangle(frame, rect.tl(), rect.br(), new Scalar(0, 
255, 0), 3); 
Nakon toga potrebno je smanjiti trenutnu sličicu tako da se podudara sa dimenzijama 
sličica koje su importirane u odabrani direktorij.  
private Mat cropImage(Mat frame, Rect rect) { 
  // Crop the detected faces 
  Rect rectCrop = new Rect(rect.tl(), rect.br()); 
  Mat croppedImage = new Mat(frame, rectCrop); 
 
  // Change to gray scale 
  Imgproc.cvtColor(croppedImage, croppedImage, color); 
  //Imgproc.equalizeHist( croppedImage, croppedImage ); 
  // Resize the image to a default size 
  Mat resizeImage = new Mat(); 
  Size size = new Size(250,250); 
  Imgproc.resize(croppedImage, resizeImage, size); 
  return resizeImage; 
 } 
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Dok je trenutna sličica optimizirana, pokreće se metoda koja predviđa naziv slike. Ta 
metoda se zove getPrediction i prima informacije o optimiziranoj trenutnoj slici, redni 
broj uređaja i iscrtanom kvadratiću. Na početku metode potrebno je saznati koja od slika 
je bila prepoznata s usporedbom trenutne slike. Rezultat obrade sastoji se od dva dijela. 
Prvi dio, pod nazivom prediction, je indeks fotografije koja je bila prepoznata, dok je 
drugi dio pouzdanost tog rezultata u postocima. Metoda pod nazivnom faceRecognition 
koja vrši prepoznavanje lica dolazi iz razreda FaceRecognition. Ova metoda prima 
optimiziranu matričnu sliku i uspoređuje njene informacije s informacijama koje su bile 
zapisane u trening setu koji se generira prilikom poziva trainModel metode.  
public static Image mat2Image(Mat frame) 
    { 
        // create a temporary buffer 
        MatOfByte buffer = new MatOfByte(); 
        // encode the frame in the buffer, according to the PNG 
format 
        Imgcodecs.imencode(".jpg", frame, buffer); 
        // build and return an Image created from the image 
encoded in the 
        // buffer 
        return new Image(new ByteArrayInputStream 
(buffer.toArray()));} 
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9. ZAKLJUČAK 
Ovom aplikacijom namijenjenoj visoko obrazovnim ustanovama, nastojao se olakšati 
način praćenja dolazaka studenata na predavanja i time uštedjeti vrijeme. Na kontrolu 
dolazaka često se troši i do deset minuta od početka predavanja. Ustanovljeno je da kod 
takvih obrazovnih ustanova postoje problemi kontrole dolazaka studenata zbog 
užurbanog načina rada. Greške kod upisa su vrlo česte, a aplikacijom se osigurava točnost 
unesenih podataka kao i naknadna promjena istih. 
 Rješenje se uglavnom sastoji od web kamera i računala s instaliranom upravnom 
jedinicom (Java aplikacijom) koja upravlja kamerama i računalom te komunicira sa web 
aplikacijom. Upravna jedinica omogućuje uvoz slika te njihovo uspoređivanje sa 
trenutnim slikama s kamere u realnom vremenu. Ovo rješenje pomaže kod spomenutog 
problema na način da bilježi dolaske studenata prepoznavanjem lica uz pomoć web 
kamera. 
 Unaprjeđenje hardverskog dijela rješenja može se ostvariti boljim odabirom kamera, 
jačom radnom memorijom, povećanjem prostora za spremanje podataka, prelaskom na 
bežičnu infrastrukturu itd. Povećanjem radne memorije dobila bi se mogućnost korištenja 
više kamera, veća preciznost i manje grešaka. U budućnosti, s obzirom na sredstva,  
koristio bi se bolji API za prepoznavanje lica koji bi mogao biti komercijaliziran i 
nadograđivan od neke tvrtke i tako imao bolje performanse (npr. Microsoft FaceAPI, 
Project Oxford). Ovo hardversko-softversko rješenje je napravljeno kao dugoročna 
investicija,  jer s ovim idejama i boljom opremom može poboljšati daljnje nadogradnje. 
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