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Let A = (NJ be an n x n Toeplitz matrix with bandwidth k + I. k = I’ + s, that 
is, uii = u-,, i, j = I, , n, (I, = 0 if i > s and if i < --I’. We compute p(h) = 
det(A - Al), as well as p(h)lp’(h), where p’(A) is the first derivative of p(A), by 
using O(k log X- log n) arithmetic operations. Moreover, if (I, are tn x tn matrices, 
so that A is a banded Toeplitz block matrix, then we compute p(A), as well as p(A)/ 
p’(A), by using O(tnzk(log2 k + log n) t ,n% log k log n) arithmetic operations. The 
algorithms can be extended to the computation of det(A - AS) and of its first 
derivative, where both A and B are banded Toeplitz matrices. The algorithms may 
be used as a basis for iterative solution of the eigenvalue problem for the matrix A 
and of the generalized eigenvalue problem for A and B. 8 IYYI Academic ares\. inc. 
I. INTRODUCTION 
The problem of computing the eigenvalues of an n x n banded (block) 
Toeplitz matrix A = (ai-i) with bandwidth k + 1, where k = r + S, Ui = 0 if 
i > s and if i < -r. a,~-,. f 0, has been recently considered by several 
authors. This problem can be numerically solved by applying any root- 
finding method to the characteristic equation p(h) = det(A - AZ) = 0, so 
that efficient algorithms for the evaluation of p(A) or for both p(h) and 
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p(h)/p’(h) are particularly useful in this case (here p’(h) denotes the first 
derivative of the polynomial p(A) with respect to A). If the ratio p(A)lp’(A) 
is easily computable, then Newton’s iteration method can be applied as 
root-finder, and we may take advantage of its quadratic convergence (see 
the Remark at the end of this section). 
In this context it is very important to devise efficient algorithms for the 
evaluation of the characteristic polynomial 
P(A) = pbr , . . . , ds, A) = det(A - Al) (1) 
and of the ratio p(A)/p’(A), where 
P’(A) = da-,., . . . , us, A) = @(LI-,., . . . , u,, , A)/dA (2) 
given{a-,, . . . , u,~, A} U C, where C is a field of constants (to be certain, 
we let it be the complex field), in the set of rational functions in the 
indeterminates a -I, . . . , a,, A (Borodin and Munro, 1975). We estimate 
the cost of these two algorithms under the sequential and parallel Random 
Access Machine (RAM, PRAM, respectively) models of arithmetic com- 
putations (Aho et al., 1976; Eppstein and Galil, 1988; Borodin et al., 1982; 
Karp and Ramachandran, 1990) with the uniform cost measure given by 
the number of arithmetic operations involved (in the sequential case) and 
by the numbers of parallel arithmetic steps and processors needed in the 
parallel case. In the PRAM model we assume that in each step at most p 
arithmetic operations can be simultaneously performed, where p is the 
number of processors, and we will say that pt is the total work or the 
sequential time of a parallel t-step algorithm performed using p proces- 
sors. We say that an algorithm computes a function ~(a-,, . . . , us, A), 
depending on k and n, with cost O(f(n, k)) if there exists a constant c such 
that for any n and k and for any input a-,, . . . , a,, A, the algorithm 
computes p(a -r, . . . , a,, A) with cost at most cf(n, k). 
Even though our main and final objective is approximating the eigen- 
values, there are some advantages of staying in the domain of rational 
computations at the intermediate stage of computing the characteristic 
polynomial (whose coefficients lie in the ring of the matrix entries and, in 
particular, are integers if the entries are integers). Specifically, our ra- 
tional algorithms can be immediately extended to the highly important 
case where the input entries are blocks, that is, where we deal with block 
Toeplitz input matrices. 
In Bini and Capovani (1983a; 1983b) some methods are presented for 
computing (1) and (2) where A is a real symmetric or a complex Hermitian 
matrix. Their sequential arithmetic cost (their total work) is high; they are 
in NC (see Eppstein and Galil, 1988; Karp and Ramachandran, 1990 on 
NC), and their parallel arithmetic time is only O(log n + log2 k) under the 
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PRAM model. These algorithms are based on the technique of matrix 
embedding, and a generalization of this approach is presented in Bini 
(1985) (compare also Bini and Capovani, 1987). The high sequential arith- 
metic cost of the algorithms of Bini and Capovani (1983a; 1983b) is sub- 
stantially reduced in Trench (1991b; 1985) for the price of changing the 
model of computation. Instead of computing the polynomial of (l), the 
algorithm of Trench (1985) (see also Trench, 1991b) approximates this 
polynomial with an absolute error at most E, that is, computes a value o(h) 
such that (p(h) - p(h)1 I E. 
The sequential arithmetic cost of this algorithm is O(k log n + k3 + C(k, 
q)), where C(k, 7,) is the cost of approximating to all the zeros of an 
auxiliary polynomial of degree k with absolute errors at most 71 (see the 
Table I in Section 2 where the record complexity estimates from Pan, 
1987, are given for the root-finding problem). The dependence of r] on the 
output error bound E, k, and n has not yet been analyzed. Such an analysis 
would require to study the numerical conditioning of the output as a 
function of the zeros of the auxiliary polynomial. 
In such cases the arithmetic operations count does not fully represent 
the complexity of the computational problem and in fact can be mislead- 
ing in some cases. For instance, by operating with sufficiently long inte- 
gers, we may multiply or divide two polynomials with integer coefficients 
or multiply two matrices with integer entries by performing only a single 
multiplication (Bini and Pan, 1986; Pan, 1984, Section 40). The algorithm 
of Trench (199lb) should not be discarded on this ground, however. For 
instance, the numerical stability problems are not likely to arise in the 
important cases where k is small, and then the arithmetic count above is 
meaningful. 
Due to the stage of computing polynomial zeros, the algorithm of 
Trench (l985), however, only outputs an approximate (rather than exact) 
value of p(h), does not approximate to p(h)/p’(h), and does not apply in 
the case where A is a block matrix. 
Technically, the algorithm of Trench (1985) relies on the reduction of 
the problem to a linear difference equation, which is solved by its reduc- 
tion to the associated characteristic equation. 
In Bini and Pan (1988), it is shown how to keep the computation in the 
exact model, avoiding approximation and only slightly increasing the 
overall cost, that is, to O(k log k log n + k3). The idea is to solve the 
difference equation associated with the original problem by powering a 
Frobenius matrix and by using fast polynomial arithmetic. Unlike Trench 
(1991b; 1985), this approach can be easily extended to the computation of 
p(A)/p'(A) and to the case where the matrix A is a block matrix (the 
importance of an extension to the case of block matrices has been pointed 
out also in Tismenetsky, 1987, but no algorithms for this problem have 
been presented in Tismenetsky, 1987). 
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In this paper, we devise a new method for the evaluation of both 
p(h) and p(h)/p’(h), which substantially improves the known com- 
plexity results. Our improvement stems from a simple but general and 
rather surprising reduction of the original problem to the computations 
for an auxiliary s x s Toeplitz matrix; to yield such a reduction and to 
make use of it, we had to incorporate and modify several techniques 
of Bini and Capovani (1983a; 1983b), Bini and Pan (1988), and Trench 
(1985). 
We implement our method in the form of three distinct approaches. The 
simplest approach gives Algorithm 1 below, which we present mostly for 
demonstration and also because its parallel arithmetic time cost is very 
small under the PRAM model: O(log n + log’ k) steps for computing both 
p(h) and p(h)lp’(h), although its sequential arithmetic cost is too high 
(being of an order higher than n). 
In the second implementation, we adopt the model of approximate 
computation where the zeros of the kth degree polynomial associated to 
the linear difference equation must be approximated within a fixed abso- 
lute error bound 7. In this case, we obtain Algorithm 2, which we imple- 
ment using O(k log n + k’ + C(k, r))) arithmetic operations. (We present 
this estimate to make a comparison with Trench (I991 b), even though we 
understand the deficiency of the model of that work.) As in Trench (1985), 
the algorithm cannot be extended to the case of block matrices and does 
not allow the direct computation of p(h)/p’(h). 
The third implementation, obtained by means of the technique of re- 
peated squaring of a Frobenius matrix, yields Algorithm 3, which involves 
O(k log k log n) arithmetic operations and can be implemented under the 
PRAM model for the cost of O(log k log n) parallel steps with k’ proces- 
sors. This algorithm can be extended to the case of block matrices for the 
cost of O(m3k(log n + log’ k) + dk log k log n) arithmetic operations; 
here m is the dimension of the blocks. 
The above bounds on the computational complexity have been obtained 
relying on the known asymptotically fast auxiliary algorithms for the com- 
putations with polynomials and with general and special matrices over the 
field of complex numbers. 
We present our results in the following order: in Section 2 we recall the 
cost estimates of the auxiliary algorithms for the computations with poly- 
nomials and structured matrices. In Section 3, we present a matrix iden- 
tity that allows us to reduce the computations for the banded Toeplitz 
matrix A to the computations for an s x s triangular Toeplitz matrix. In 
Section 4, we present the three algorithms (1, 2, and 3) for computing the 
values of the characteristic polynomial p(A) of a banded Toeplitz matrix 
together with their cost estimates. This also shows the basic techniques 
involved. In Section 5 we indicate how to extend the algorithms to com- 
puting both p(A) and p(A)/p’(A) in the case where A is a banded Toeplitz 
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matrix or a banded Toeplitz block matrix. We leave Section 6 for a discus- 
sion and some concluding remarks. 
Remark. The question of choosing Newton’s or, say, the secant 
method, for function root-finding is quite delicate. It is clear at least that it 
would be very unwise to discard Newton’s method for polynomial root- 
finding, in view of the results on its quadratic and simultaneous global 
convergence, right from the start (Smale, 1986; Renegar, 1987). These 
results have recently been shown to be highly powerful for the matrix 
eigenvalue computation too (Bini and Pan, 1990, 1991). 
The authors thank the referees for helpful comments. 
2. PRELIMINARIES 
The Table I summarizes some upper estimates for the arithmetic com- 
plexity of certain computations with polynomials and structured matrices. 
In this table, q(x) and r(x) denote the quotient and the remainder of the 
division of two input polynomials, u(x) and U(X), of degrees at most n; A, 
T, Tk, and R denote n x n matrices, where A is a Toeplitz matrix, T is a 
triangular Toeplitz matrix, and Tk is a triangular Toeplitz matrix with the 
bandwidth at most k + I; the evaluation of all the zeros of II(X) (having 
coefficients less than 2” for a fixed integer m) means their approximating 
within 77 = 2-b; this specifically means that we must perform, with the 
(lowest possible) precision of O(n(b + m)) bits, the computation that 
output n numbers whose distances from the corresponding zeros (toler- 
ance to the absolute errors of the output) are bounded by r) = 2-b where 
b c m is a fixed integer; and I’I is the transpose of an n x n Vandermonde 
matrix. 
We will call a matrix strongly nonsingulur if all of its leading principal 
TABLE1 
Evaluation of 
Arithmetic 
operations Parallel steps Processors Ref 
y(x) and ,.(x) Bini (IYX4); 
Bini and Pan (IYW 
Reif and Tate (I YXY) 
Bomdin and Munro t 1975) 
P;ln (IYX7) 
Bini t 1984); 
Bini and Pan (IYW 
Reif and Tate I IYXY) 
Bini t 1984) 
Canny rf ul. (IYXY) 
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submatrices are nonsingular; for a strongly nonsingular matrix there ex- 
ists its unique LU factorization where L is a unit lower triangular matrix. 
The set of the matrices that are not strongly nonsingular is a zero-measure 
subset and, moreover, an algebraic manifold of a lower dimension in the 
space of all the n x n matrices. 
We also need the following auxiliary result: 
PROPOSITION 1. Given an n x n Toeplitz matrix A, the value det A can 
be computed with O(n log’ n) arithmetic operations ifA is strongly non- 
singular; otherwise, O(n2 log n) arithmetic operations are sufficient to 
compute det A. In the parallel model of computations O(log’ n) arithmetic 
steps with O(n’llog n) processors are sufficient to compute det A for any 
n X n Toeplitz matrix. 
Proof. If A is strongly nonsingular then there exists the LU factoriza- 
tion of A. The diagonal entries of U can be computed by means of the 
generalized Schur algorithm having the arithmetic cost O(n log’ n) Ammar 
and Gragg (1987). For a general Toeplitz matrix A it is sufficient to apply 
the algorithm presented in Pan (1991) that computes det A in O(log’ n) 
steps with O(n2/log n) processors. H 
We may relax the strong nonsingularity assumption if we only seek Jdet 
A\. Indeed, we may compute the diagonal entries of the Ufactor in the LU 
factorization of AT A (see Ammar and Gragg, 1987) and then compute 
det(AT A) = ldet Al’ in O(n log’ n) arithmetic operations, for AT A is a 
strongly nonsingular Toeplitz-like matrix. Also, ldet Al is given by the QR 
factorization of A, which can be computed in O(n”) arithmetic operations. 
The algorithms for polynomial division and polynomial multiplication 
that give the cost bounds of Table 1, as well as the algorithms for inverting 
a triangular Toeplitz matrix and for computing the determinant of a gen- 
eral Toeplitz matrix, can be easily extended to the case of matrix polyno- 
mials (i.e., polynomials having matrix coefficients) and to the case of 
block Toeplitz matrices (compare Bini and Pan, 1988). If m is the size of 
the blocks or of the matrix coefficients of the polynomials, then we have 
the following sequential arithmetic cost bounds (see Table 11). 
TABLEII 
Evaluation of Arithmetic operations 
Y(X) and r(x) 
M’(X) = u(x)u(x) 
T-1 
det A 
U(dn + w&I log n) 
U(wPn + dn log n) 
u(m%l + dn log n) 
UWn’ log’ n) (U(m%l log n)) 
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In this table, U, u, and w are matrix polynomials, 4 and r are the right 
quotient and the right remainder of the division of u and u, i.e., U(X) = 
u(x)&) + r(x), degree(r(x)) < degree(u(x)), T is a block triangular block 
Toeplitz matrix, A is a block Toeplitz matrix, and the cost bound between 
brackets in the fourth row applies if the block Toeplitz matrix has a block 
LU factorization. 
3. THEBASICREDUCTION OFTHE PROBLEM 
Hereafter, the subscripts of the block matrices will denote their size; 
for square blocks we will write s, n rather than s x S, n x n. We will rely 
on the following simple fact: 
Fact I. Let a pair of (n + S) x (n + S) nonsingular matrices T and T-’ 
be represented as 2 x 2 block matrices as follows: 
Then 
whence 
(- l)s(n+s+l)det P, = det V, det T, 
P,’ = w, - unxnv;~zsxn, 
where 0 and I denote the null and the identity matrices, whose size is 
shown by the subscripts. 
Fact 1 can be used in order to reduce the evaluation of the determinant 
(and of the inverse) of an n x n banded matrix A = (uii) such that a0 = 0 if 
j - i 2 s to the evaluation of the determinant (and of the inverse) of the 
s x s matrix Vs. The reduction is by means of embedding the matrix A as a 
block P, into an (S + n) x (S + n) triangular matrix T. 
In the case where A is a banded Toeplitz matrix, such a reduction was 
effectively exploited in Bini (1984) and Bini and Capovani (1987). We will 
follow this line. In particular, we will embed a given (r + s + I)-banded 
Toeplitz matrix A = (Uj-i) of size n X n, a; = 0 if i > s or i < -r, n,s~m,. f 0, 
into a lower triangular Toeplitz matrix T of size (n + S) X (n + s) whose 
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first column is the (n + s)-vector (a,, as-I, . . . , a-,., 0, . . . , O)r, 
where T, is a lower triangular Toeplitz matrix. Here and throughout the 
paper, we assume s 5 r. 
For instance, for s = r = 2 and n = 4 we have the embedding 
Fact 1 implies that 
(3) 
Moreover, T-l is a lower triangular Toeplitz matrix, since T is a nonsingu- 
lar lower triangular Toeplitz matrix; in fact, the set of lower triangular 
Toeplitz matrices is a matrix algebra. Thus, the problem of computing det 
A is reduced to that of computing the determinant of the s x s Toeplitz 
matrix V, . The same approach applies to computing p(h) = det(A - Al) at 
any point A since A - Al remains a (k + I)-diagonal Toeplitz matrix. 
4. THE ALGORITHMS 
Here is the first (and the most straightforward but not the most effec- 
tive) implementation of this approach: 
ALGORITHM 1 (Parallel Implementation). Stage 1. Compute T-’ by 
solving the triangular Toeplitz system TX = el , where e: = (1, 0, . . . , 
0), for the cost of O(log(n + s)) steps using n(k + I) processors. (T-l is a 
triangular Toeplitz matrix, defined by x = T-lel, its first column.) 
Stage 2. Compute det l’s using O(log’ S) steps and s’/log s proces- 
sors. (V, is an s x s Toeplitz matrix.) 
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Stage 3. Compute det A = a:l+‘d by means of repeated squaring by 
using 1 + [log*@ + s)] steps on a single processor. 
The overall number of parallel steps required by the latter algorithm is 
quite small, that is, @log n + log2 s), but the number of processors, and 
therefore, the total arithmetic work, is very large. 
Trying to improve Algorithm I, we observe that we do not need to 
compute all the entries of T-’ in order to compute V,, but it is sufficient to 
compute the last 2s - I components of the vector x such that 
TX = el, el = (I, 0, . . . , OJ7-, 
that is, the last 2s - 1 components of the first column of T-l, which are 
also the 2s - 1 components of the first row and the first column of the s x 
s Toeplitz matrix V,y. Due to the Toeplitz structure of T, this system can 
be viewed as the following linear difference equation: 
i: U,jX,j+j-3 = 0, i = 2. . . . , n + S, (4) 
j; -J 
where the auxiliary variables satisfy the initial conditions 
-I XI = N$ , x0 = x-1 = . . . = X-k+2 = 0. (5) 
We exploit this representation in the two algorithms that follow. 
Expressing the solution of the homogeneous difference equation in 
termsofthezerosa,,a:!,. . . , CYL of the associated polynomial cp(z) = 
ci”=, ziaj-, and in terms of the new unknowns tr, . . . , 8X (see Stoer and 
Bulirsch, 1980) we have 
41 
x=n 
t2 
i! * ) s1 = (a;), i = 0, 1, . . . , n + s + k - 2, j = I, 2, . . . , k, tk 
so that Sz = ~zcX~,,+s+x-l~ is the k x (n + s + k - I) transposed Vander- 
monde matrix (here we suppose for simplicity that cyi # ‘yi if i # j; other- 
wise, see Stoer and Bulirsch, 1980; Trench, 1985). 
Imposing the initial conditions (5) implies that 
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(6) 
where cRa is the k x k transposed Vandermonde matrix, IRL = 
(oj)i=o .,,,, k-t.,j=l.___, A. The last k = s + r 2 2s components of the vector x are 
given by 
CJ = n + s - 1. (7) 
Now, we are ready to present the following algorithm, which approxi- 
mates det A with any desired precision: 
ALGORITHM 2 (Approximation Algorithm). Stuge I. Approximate, up 
to within absolute error bound 2-h, the zeros CX, cy?, . . . , (YI of the 
polynomial (o(z). 
Stage 2. Solve the system (6) (with the transposed Vandermonde 
coefficient matrix Szk). 
Stage 3. Compute x,~-,~+~, . . . , x,,+,, in (7) obtaining V,. 
Stage 4. Compute det A = (- I )%I:‘~” det V,v ( V,y is a Toeplitz matrix). 
We observe that det A, as a function of ~1,, (~2, . . . , (Ye, may be 
numerically ill-conditioned; that is, a small approximation error in the 
zerosal, (Ye,. . . , ok, may imply a large error in the result. This means 
that in the complete complexity analysis of this algorithm we should 
estimate how small 2-b must be (where b is a function h = b(~, n, k)) in 
order to have absolute error at most E in the result. Here, we simply 
present the arithmetic cost of the algorithm as a function in n, k, and b. 
Algorithm 2 can be performed in O(k log n + k2 log k log(bk)) arithmetic 
operations, which may be reduced to O(k log n + k” log k log b) if the 
matrix V, is strongly nonsingular. Specifically, by using Proposition 1 and 
Table I, we obtain that we need O(k2 log k log b) operations at stage 1; O(k 
log2 k) operations to solve the transposed Vandermonde system at stage 
2; O(k log n) operations in order to compute cry for all i (by means of 
repeated squaring) at stage 3; O(k log2 k) in order to compute the product 
of the transposed Vandermonde matrix IRL by a vector, also at stage 3; 
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O(log n) for computing ~:l+~ (by means of repeated squaring) at stage 4; 
0(s2 log2 S) for computing det V,, , also at stage 4, which can be reduced to 
O(s log2 S) if V, is strongly nonsingular. 
Analogously, it is possible to check that, under the parallel arithmetic 
model of computation, the algorithm has the following arithmetic parallel 
cost: @log n + k log k log(hk)) steps with k’llog k processors. 
Finally we present our third algorithm, exploiting the expression of Bini 
and Pan (1988) for the solution of the linear difference equation in terms of 
the following k x k Frobenius matrix: 
F= r 0 I 0 . . . ... **- 0 I Ro RI  . f Xl-2 Rh-I 
g; = -u;-Au,,, i = 0, . . . , k - I. 
It is easy to check that the solution {xi} of (4) satisfying (5) can be rewrit- 
ten as 
= F%l,;‘er . 
Here and hereafter, ei denotes the ith column of the k x k identity matrix. 
Therefore, the last 2s - I components of the vector x are equal to the last 
2s - 1 components of the vector 
u = Fn+~t-I~,,;‘eh. (8) 
The computation of the vector II in (8) can be carried out by means of 
repeated squaring (as in Bini and Pan, 1988) since p(F) = 0 for the polyno- 
mial q(z) = zFZO ~;a;-,. Therefore, Fn+s-i = Jr(F) if+(z) is the polynomial 
of degree k - I such that $(z) = z”+“-~ mod p(z). Thus, we may proceed in 
the following way: first compute the coefficients of the polynomial 
h-l 
qNz) = c t&z’ = zN+“-l mod q(z) 
i-o 
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by means of repeated squaring modulo I,/&), then compute the vector II = 
a;‘ljr(F)eL. Toward this purpose, observe that Fiet = P’ea-i, i = 0, 
. . . , k - 1, where f is the lower triangular k x k Toeplitz matrix whose 
first column is (1, -gkF1, . . . , -g,)r. Consequently, 
8 = (cl-,, . . . , 8(JT. (9) 
Now, we are ready to present our third algorithm, where, for the sake 
of simplicity, we assume that n + s - I = 2”: 
ALGORITHM 3 (Exact Solution Algorithm). Stage I. Compute the co- 
efficients 6$ of the polynomial 
$4~) = c l$z,i = z”+“-‘mod cp(z) 
j-0 
by performing the following steps: 
rFlo(z) = 2, 
$i+l(Z) = +f(z)mod q(z), 
Jlk) = $/AZ). 
i = 0, 1, . . . , h - I, 
Sfage 2. Compute the vector u of (8) by solving the k x k triangular 
Toeplitz system 
where f is the lower triangular k x k Toeplitz matrix whose first column is 
(1, -as-l/a,, . . . , --~~/a,~)~ and 8 = (ok-, , . . . , 8#’ (compare (9)). 
This way we obtain the last 2s - 1 components of the vector x satisfying 
(4) and (5), which determines the Toeplitz matrix ifs. 
Stage 3. Compute (- l)“&“det V,%. 
By using the results of Section 2 we may easily check that the arith- 
metic cost of Algorithm 3 is given by: O(k log k log n) at stage 1 , O(k log k) 
at stage 2, O(log n + s2 log s) at stage 3 (reduced to O(log n + s log’ s) if 
the matrix V, is strongly nonsingular), and O(k(log k)(log n + k)) in the 
entire algorithm (reduced to O(k log k log n) if the matrix V,$ is strongly 
nonsingular). 
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Under the parallel arithmetic model of computation Algorithm 3 re- 
quires O(log k log n) parallel steps and k’llog k processors. 
Since the matrix A - Al is still a (k + I)-diagonal Toeplitz matrix, 
algorithms I, 2, and 3 can be applied to compute the value that the polyno- 
mial p(A) = det(A - Al) takes on at a point A. In this case LI(~ must be 
replaced by u. - A. Moreover, these algorithms can also be used to 
compute det(A - AB) in the algorithms for the generalized eigenvalue 
problem, Ax = ABx, where A and B are band Toeplitz matrices (in this 
case, Y and s are the greatest values of the corresponding parameters in 
the matrices A and B, and Ui must be replaced by Lii - Ah;). In both cases 
the polynomials I+(Z), cp;(z) and the matrices ? and V., depend on A. 
In the next section, we modify Algorithm 3 in order to compute the 
ratiop(A)I wherep(A) = det(A - Al), with increasing the asymptotic 
cost only by a constant factor. In this case, we let A vary (instead of 
setting A = 0), and we replace a0 by a. - A in the definition of q(z). so that 
cp(z) turns into cp(z, A) = xf=,, .&ii-,. - AZ”, and the derivative of cp with 
respect to A is -I”. 
5. EXTENSION TO COMPUTING THE RATIO~(A)/~'(A) 
ANDTO THE CASE OF BLOCK MATRICES 
Computing the ratiop(A)lp’(A), we will follow the approach of Bini and 
Pan (1988). We recall the identity 
(det X)’ = trace(Adj(X)X’), 
where Adj(X) is the adjugate (adjoint) matrix of a matrix X, and X’, is the 
matrix whose (i, j)-entry is the first derivative of the (i, j)-entry of X. 
Thus, det X/(det X)’ = I/trace(X-IX’). From (3), we have 
p(A)/p’(A) = det V,J(det V,)’ 
Therefore, the problem is reduced to the computation of the Toeplitz 
matrices V, and V,:, or, equivalently, of the vectors u and u’ (note that all 
the derivatives are with respect to the variable A and not z.) 
Now, taking derivatives at stage 2 of Algorithm 3, we obtain that 
T”’ = a,;‘@’ - T’u, 
so that the evaluation of u’, and therefore, of V,i, is reduced to: 
(a) computing the vector 8’; 
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(b) computing the product f’u, which amounts to the shift and 
scaling of the vector u (in fact, by definition, only the sth diagonal below 
the principal diagonal depends on A, therefore the matrix f’ only has 
nonzero entries on the sth diagonal filled with a,;‘); 
(c) solving a lower triangular k x k Toeplitz system. 
Adding few more operations at stage 1 of Algorithm 3, we may compute 
the coefficients Of of the derivative of the polynomial $’ = x&/ Bfz’. 
Indeed, taking derivatives at stage 1 of Algorithm 3 (recall, from the end 
of Section 4, that the derivative of cp with respect to A is --?I, we obtain 
that 
$;+I = 2$;JII - Qz”mod cp, i=O,. . . ,h- I, 
where Qi is the quotient and $i+r the remainder of the division of Jlf and cp, 
i.e., I/J! = Q;c+Y + I/J;+,. For a fixed i, assuming the coefficients of +iq $I, 
and Qi precomputed, we may evaluate the coefficients of JI(+, by using 
one polynomial multiplication and one polynomial division. When we 
arrive at the coefficients of $’ = I/J;,, the computational cost of stage I of 
Algorithm 3 is roughly doubled. Thus, the evaluation of the ratio p(X)/ 
p’(h) can be carried out for the cost that roughly doubles the cost of the 
evaluation of p(h). 
In the case where T is an n x n block matrix with m x m blocks r,i-j E 
C ‘nx’n, Algorithm 3 can be extended by means of the technique used in 
Bini and Pan (1988). The main difficulty of dealing with block entries is 
that the entries no more belong to a number field but to a noncommutative 
algebra. Thus, we have to take care of commutativity and of nonsingular- 
ity of the blocks. The transition from scalars to blocks leads to matrix- 
difference equations, which can be solved in terms of block Frobenius 
matrices by using matrix polynomials, that is, polynomials whose coeffi- 
cients are matrices. As is shown in Bini and Pan (1988), the first stage of 
Algorithm 3 still applies to block matrices, provided that we only use the 
“right” quotients and the right remainders when we perform matrix- 
polynomial division; that is, in the matrix-polynomial division, the divisor 
is kept on the right of the quotient. The extensions of stages 2 and 3 
are straightforward; it is also easy to verify the extension of the identity 
F’ek = T-& to the block case. 
By using the results of Section 2 we deduce that, in the case of block 
martices, the cost of Algorithm 3 is given by O(m3k log n + m’k log k 
log n + m3k2 log k) arithmetic operations, which can be reduced to O(m3k 
log n + m2k log k log n + m3k log? k) if the block Toeplitz matrix V,, has a 
block LU factorization. 
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6. CONCLUDINGREMARKS 
(1) If k is small, then the asymptotically fast auxiliary algorithms 
that support the bounds of Tables I and II of Section 2 become inferior to 
straightforward algorithms, which should be used in our computations in 
this case with the respective changes of the overall cost bounds, and 
similarly in the case where the computations are performed over the fields 
of constants that do not support fast Fourier transform, as well as where 
we apply the superfast algorithms of Canny et al. (1989) (dealing with k x 
k transposed Vandermonde matrices) and of Ammar and Gragg (1987) 
(computing the determinant of k x k Toeplitz matrices). The latter algo- 
rithms only involve O(k log2 k) arithmetic operations but for smaller k 
they are inferior to the algorithm of Golub and van Loan (1989, p. 122) and 
Del Sarte and Genin (1987), respectively, which use roughly 2.5k’ and 2k’ 
arithmetic operations, respectively. (In fact the O(k log? k) algorithm of 
Canny et al., 1989, is nonpractical due to the problems of numerical 
stability.) 
(2) Of our two sequential algorithms 2 and 3 for computing p(A) = 
det(T - Al), Algorithm 2 computes an approximation to p(A) in O(k log 
n + k2 log k log(bk)) arithmetic operations (where b measures the absolute 
precision of the approximation to the zeros of an auxiliary kth degree 
polynomial), and Algorithm 3 exactly computes p(h) (in infinite precision 
arithmetic) in O(k log k log n) arithmetic operations. Algorithm 3 can be 
extended to the computation of the ratio p(h)/p’(A) and to the case of 
block matrices. Due to their different natures, a more fair comparison of 
the costs of these two algorithms could be made under the Boolean model 
of computation in terms of their bit-cost, where we should consider the 
number of Boolean operations involved as a function in n, k and the 
prescribed number of correct digits in the output. Such an analysis would 
be closely related to the study of the numerical stability of the algorithms. 
(3) Another interesting open problem is to give a nontrivial lower 
bound on the complexity of the computation of det A for a banded Toe- 
plitz matrix A under the sequential arithmetic model of computation. 
Since det A is a multivariate polynomial of degree n in k -1 I variables, a 
trivial lower bound on the complexity is log2 n (compare Borodin and 
Monro, 1975). This lower bound holds under the sequential arithmetic 
model where only arithmetic operations are allowed as the unit cost oper- 
ations. We observe that the arithmetic complexity of the solution can 
even be made constant if we also assign the unit cost to more complicated 
computations such as exponentiation of the variables to the nth powers or 
computation of logarithmic and trigonometric functions of complex vari- 
able depending on n (see Trench, 1991a). This fact again suggests that the 
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Boolean model should be more appropriate in order to analyze the com- 
plexity of the problem. 
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