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SUMMARY 
The objective of this thesis is to determine whether or not a 
CDD pole can be inserted into an existing single resonance solution for 
the pion-kaon scattering amplitude without destroying postulated proper-
ties of analyticity, unitarity or crossing symmetry. For the case of 
the pion-pion interaction, a program including inelastic scattering 
was run by Bransden and Moffat and solutions with a CDD pole appeared 
with the pole always occurring close to the original P-wave resonance 
position. The effect of the pole was to split the resonance into two 
parts, one on each side of the CDD pole. This split resonance solution 
implies that the theory allows for the existence of two particles with 
identical quantum numbers but slightly different masses. It is of con-
siderable interest to verify the theoretical possibility for such a 
solution for interactions involving particles of unequal masses, par-
ticularly for pion-nucleon scattering, since it might help solve some 
of the difficulties that have been encountered in the mass formulas 
derived from SU(3) symmetry. The nucleon's spin angular momentum 
complicates the mathematics of the analysis and since the kaon has the 
same I-spin as the nucleon, the pion-kaon interaction is analogous in 
all respects except spin angular momentum. It is for this reason that 
the pion-kaon interaction is chosen for consideration here. 
A convenient set of variables for the problem is chosen and the 
Mandelstam Representation is employed to express the pion-kaon amplitude 
viii 
ix 
in terms of these variables. From this expression, the cut plane in 
which the amplitude is analytic is determined. Cauchy's Integral 
Theorem is applied to an appropriate contour in this plane and a disper-
sion relation connecting the real part of the partial wave amplitude to 
its discontinuities across the cuts is obtained. The Mandelstam Repre-
sentation is employed once again, this time to obtain equations which 
relate the discontinuities of the partial-wave amplitudes across the 
unphysical cuts to the discontinuities across the physical cut. These 
equations are usually called "crossing equations." Thus, if the dis-
continuity across the physical cut is known, the crossing equations and 
the dispersion relation determine the real part of the amplitude every-
where. Unfortunately, this quantity is not generally known. However, 
the unitarity condition leads to a simple analytic expression for the 
imaginary part of the inverse amplitude in the physical region leaving 
only the real part of the inverse amplitude unknown there. In a general 
method of solution such as the N/D or 1/A method, an iteration scheme is 
set up to generate the real part of the inverse amplitude but obtaining 
a solution to the pion-kaon scattering problem is not of interest here. 
What is important is the effect of a CDD pole on an existing single 
resonance solution. Therefore, a form of the real part of the inverse 
amplitude is assumed which produces the experimental K resonance solu-
tion. The subtraction constants are determined by requiring that the 
experimentally observed resonance position and width be unchanged by a 
calculation of the amplitude using the crossing equations and dispersion 
relation. A CDD pole is then inserted into the inverse amplitude 
function and the real part of the amplitude is calculated. The con-
sistency of the scheme depends upon the CDD pole leaving the 1 2-wave 
subtraction constants unchanged. The effects on the subtraction con-
stants for a wide range of CDD pole strengths and positions are shown 
to be quite small. It is concluded that a split resonance solution can 
be produced from a single resonance solution without violating analy-
ticity, unitarity or crossing symmetry for interactions involving 




Section 1. The One-dimensional Dispersion Relation  
Dispersion relations were first introduced in 1926-27 in the 




Both Kronig and Kramers were 
concerned with the classical dispersion of light and the relation between 
the real (dispersive) and the imaginary (absorptive) parts of the complex 
index of refraction. Kramers, whose paper was the more detailed of the 
two, showed that a specific relation between the real and imaginary 
parts, referred to as a dispersion relation, was based on the fundamental 
requirement of causality. He first showed that the dispersion relation 
followed from the requirement that the index of refraction, viewed as a 
function of complex frequency, be an analytic function in the upper half 
plane and approach unity at infinity. It was necessary to extend the 
definition of the index of refraction n(w) to include negative frequen- 
cies; thus n(-w) was defined to be n * (w). This relationship between 
n(-w) and n(w) has come to be known as "crossing symmetry." Kramers 
then showed that in a medium described by such an index of refraction, 
signals could not propagate faster than the velocity of light. 
Interest in the subject waned during the next 20 years; then in 
1946, Kronig
3  suggested that the causality requirement might be imposed 
on the S-matrix for elementary particle processes to limit its form. 
Subsequently a number of investigations were made in the form of the 
S-matrix in relativistic and non-relativistic theory. Some of these 
investigations were based on the idea of causality and others were based 
on the properties of the S-matrix stemming from customary assumptions of 
local, Hermitian interactions, unitarity and completeness. 
A new era in dispersion relations was begun in 1954 with a paper 
by Gell-Mann, Goldberger and Thirring 4  in which a quantum mechanical 
proof of the dispersion relation for the forward scattering of light was 
based on the microscopic causality condition that the commutator (anti-
commutator) of two bosons (fermions) at different points in space-time 
must vanish for space-like separations of the two points. This proof 
was based on the use of perturbation theory for the E-M interaction, but 
Goldberger 5 soon remedied that deficiency. 
The next logical step was the extension of dispersion relations 
to the forward scattering of particles with mass. Goldberger
6 
 investi- 
gated the problem theoretically and he and others applied the resulting 
dispersion relations specifically to the problem of forward scattering 
of pions by nucleons. The first real comparison of this theory with 
experiment was made by Anderson, Davidon and Kruse.
7 
This comparison 
was sufficiently favorable to continue the interest in dispersion rela-
tions for particles with mass. 
In order to obtain a more effective dynamical theory of scatter-
ing processes, a generalization of the dispersion relations from forward 
to non-forward scattering was necessary. This was done in a heuristic 
way by Gell-Mann and Polkinghorne, and independently by Goldberger, 
Nambu and Oehme (unpublished). The dispersion relations they obtained 
were in the energy variable of the problem with the Lorentz invariant 
momentum transfer held constant. These dispersion relations were 
applied to pion-nucleon scattering by Chew, Goldberger, Low and Nambu.
8 
As these dispersion relations were being applied to specific 
scattering problems, rigorous proofs were given to place the relations 
on a firm theoretical foundation. A proof for forward scattering was 
given by Symanzik 9 and general proofs were given by several authors, 
one of the first and most complex proofs being given by Bogoliubov.
10 
These proofs showed that the fixed momentum transfer dispersion relations 
were valid provided that the momentum transfer was less than some maximum 
and that certain inequalities in the masses of the particles were satis-
fied. 
From 1954 to 1958 dispersion relations were applied to a number 
of problems such as pion-pion, pion-deuteron, nucleon and Kaon-nucleon 
scattering, electro-magnetic form factors of nucleons and decay processes 
involving strong interactions as well as weak interactions. 
Section 2. The Mandelstam Representation  
Although applications of the type of dispersion relations dis-
cussed so far are still being made, the emphasis has shifted to the 
double dispersion relations given by the Mandelstam representation. 
Mandelstam11  first conjectured the double dispersion relation in 1958 
in connection with pion-nucleon scattering. The double dispersion 
relation is a prescription for extending collision amplitudes into the 
complex plane, and it attributes certain analytic properties to the 
amplitude as a function not only of the complex energy variable, but 
3 
4 
also of the complex momentum transfer. Thus the Mandelstam representa-
tion provides a much more powerful tool than the ordinary dispersion 
relations. Unfortunately, the double dispersion relations are non-linear 
integral equations which are, in some cases, singular. The strength of 
the representation rests on two general features: (a) The location of 
singularities is determined by the total "masses" of actual physical 
systems; the higher the mass the farther from the origin is the associ-
ated singularity. Now, among the strongly interacting particles there 
are none of zero mass; thus, the total "mass" of strongly interacting 
physical systems systematically tends to increase with the number of 
particles, and the singularities near the origin tend to be determined 
by one- and two-particle configurations. If there are aspects of the 
physical problem that are controlled mainly by "near-by" singularities, 
then one can make a meaningful comparison of theory with experiment 
without a complete understanding of "faraway" singularities in which 
multiparticle configurations play a role. (b) The "strength" of singu-
larities is related to physical cross sections and restricted by uni- 
tarity, so that in a limited region of the complex plane the behavior of 
an S-matrix element tends to be controlled by the closest singularities. 
More precisely, an analytic function is determined through the Cauchy 
relations by a kind of Coulomb's law for a potential due to point 
charges (poles) and line charges (branch cuts). The line-charge 
"density" is the discontinuity across the cut, which is proportional to 
physical cross sections and therefore limited in magnitude. There is 
assurance therefore that the "Coulomb's law" reciprocal dependence on 
5 
distance, which favors near-by singularities, will not be overwhelmed 
by an increasing strength of singularity with distance. From a practical 
standpoint, this feature of the S-matrix approach is of tremendous 
importance to a theory of strong interactions, permitting an orderly 
and systematic series of approximations whose validity is subject to 
realistic appraisal without any assumptions as to the magnitude of 
coupling constants. 
The range of the force in the conventional point of view corre-
sponds to the reciprocal distance from the origin in the complex momen-
tum plane of the associated singularity. This relationship is, of 
course, traceable to the uncertainty principle. The unphysical singu-
larities of an elastic-scattering amplitude correspond to the systems 
that can be "exchanged" between the particles undergoing scattering. 
Only by exchanges can a force be transmitted, and it is well known that 
according to the uncertainty principle the range of the force is pro-
portional to 1/E, if E is the total energy necessary to create the 
exchanged system. The "near-by" singularities, associated with one- and 
two-particle configurations, are the "long-range forces." The forces 
that cannot be calculated reliably (but only put limits on) are those 
of short range which involve three-particle and higher multiplicity 
exchange. Until general S-matrix elements, involving more than two 
particles can be calculated, exchange at this stage must be treated 
phenomenologically. 
There seems to be no way to avoid a discussion of low-angular 
momentum partial waves, The fundamental dynamical problem becomes the 
6 
determination of the partial-wave amplitude given the discontinuity 
across its unphysical cuts. Two approaches to the problem have been 
presented: The first by Chew and Low, 12  which was subsequently modified 
by Chew and Mandelstam, 13 and the second by Moffat.
14 
The first 
approach, now referred to as the N/D method, is based on the assumption 
that the partial wave amplitudes, A z (s), can be written as the ratio of 
two functions--a denominator function, D z , which contains only the right-
hand or "physical" cut and a numerator function, N Z' which contains only 
the left-hand or "unphysical" cut. This assumption is certainly valid 
in the case of pion-pion scattering since Omnes
15 
has written an explicit 
form of D 2. in terms of the phase shift which clearly has only the right-
hand cut and in addition, it has the phase exp(-id z ) along this cut. 
Since Az = N z/D z , and A z has the phase exp(id) along the positive real 
axis, the numerator function is real along this axis and the right-hand 
cut is absent for N. Now, the defining properties of N z and D z , to-
gether with the unitarity condition and the Cauchy integral theorem are 
used to obtain two coupled linear equations that can be converted into 
a single equation for one unknown function. If the assumption that N Q 
 vanish at co is made, the equation for Dz is a linear equation of the 
non-singular Fredholm type and can be solved by any number of standard 
methods. The second approach might be called the inverse amplitude or 
the 1/A method. In this approach, the partial-wave amplitudes are deter-
mined in terms of the unitarity condition and the known branch cuts and 
poles of the inverse amplitudes. By application of crossing symmetry,
13 
a numerical iteration scheme is set up to obtain P-wave dominant 
7 
solutions. Both the N/D and the 1/A approaches led to solutions which 
contained an ambiguity first emphasized by Castillejo, Dalitz and 
Dyson. 16 It appeared that poles along the real axis (CDD poles) could 
be added to the denominator functiop without destroying postulated 
properties of analyticity, unitarity or crossing symmetry. This 
ambiguity was fortunate in a way, since it allowed for the inclusion of 
stable or unstable "elementary" particles into the scheme by adding 
appropriate CDD poles. Each such CDD pole produces a zero in D z (s) 
close to the pole if the residue of the pole is small; and if the posi- 
tion of the CDD pole occurs on the negative real axis where D c (s) is 
real, the associated zero is also likely to be on the negative real 
axis. In such a case there would be a pole in the partial-wave ampli-
tude A t (s) that could be interpreted as a stable particle. The position 
and residue of the CDD pole correspond to the mass and coupling constant 
of the new particle. If a CDD pole is introduced on the positive real 
axis, the associated zero usually occurs away from the real axis due to 
the complexity of D z (s). If the sign of the residue is correctly chosen, 
the zero of D(s) can be made to appear on the "unphysical sheet" of the 
Riemann surface, and therefore it does not violate the postulated proper-
ties of analyticity. The corresponding pole on the unphysical sheet for 
A t (s) represents the unstable particle, which again is characterized by 
two parameters. Since the real part of the denominator vanishes some- 
where near the pole, the phase shift goes through 90 degrees and a 
resonance appears. The phase shift behavior is shown graphically in 
Figure 1. This phase shift behavior should not be confused with the 
phase shift behavior due to a "dynamical" resonance. A dynamical 
resonance is due to the intermediate states of another channel, i.e., 
the forces involved in the interaction. 
8 
s ue.  
Figure 1. The Partial-Wave Phase Shift After the Introduction 
of a CDD Pole. The Resonance Position Corresponds 
to the Mass Squared of the New "Unstable" Particle. 
At the present time, the Mendelstam representation is being 
applied to a number of scattering problems involving strong interac-
tions, and in particular, the pion-pion interaction. Pion-pion scat-
tering is experimentally elusive, but it appears that it must be under-
stood before further substantial progress is possible in the theory. 
Section 3. The CDD Pole in  
Pion-Pion Scattering Amplitudes  
The dispersion relation analysis referred to as the N/D method 
in the previous section is arbitrary to the extent of these CDD poles in 
the denominator function or the inverse amplitude, and these poles can-
not be found by numerical iteration on a computer since they introduce 
infinities in the physical region which correspond to zeros in the 
9 
amplitudes. However, in the presence of any inelastic scattering the 
elastic scattering has a lower bound which is non-zero. The CDD poles 
may still exist, but are moved off the real axis into the negative half 
energy-plane. Such poles can be treated by computer. For the case of 
purely elastic pion-pion scattering solutions exhibiting a P-wave reso-
nance were found by Bransden and Moffat.
17 A program including inelastic 
scattering was then run by Bransden, Gatland and Moffat
18 
and solutions 
with CDD poles appeared but with one peculiar property. The CDD pole 
always occurred close to the original P-wave resonance position. The 
result of this pole was to split the resonance into two parts, one on 
each side of the CDD pole, but still close together. It appeared that 
in any P-wave resonance type of solution a CDD pole could be placed close 
to the resonance position without disturbing the consistency requirements 
of the analysis, in particular, the crossing equations. The position and 
strength of the pole was not completely arbitrary, however, but was re- 
stricted somewhat by the crossing equations.
19 
Section 4. The Importance of the CDD Pole  
The split resonance solution produced from contributions of 
inelastic intermediate states implies that two particles with identical 
quantum numbers but slightly different masses can exist. This hypothe-
sis has not yet been tested for scattering amplitudes of particles with 
unequal masses. It would be of considerable interest to verify the 
theoretical possibility of such resonances for this case for two reasons. 
First, the structure of many resonances observed experimentally is nebu-
lous and it is possible that a split resonance is being observed in some 
10 
of these data. Second, the existence of two particles with the same 
quantum numbers and different masses might help to solve some of the 
difficulties that have been encountered in the mass formulas derived 
from SU(3) symmetry. 
An analysis of the pion-nucleon interaction including a CDD pole 
would be desirable since this interaction is experimentally observable. 
The intrinsic angular momentum of the nucleon, however, complicates the 
mathematics of the analysis. The Kaon has the same I-spin as the nucleon 
so that the pion-kaon interaction is analogous to the pion-nucleon 
interaction in all respects except spin angular momentum. Unfortunately 
this interaction is observable only indirectly due to the short lifetime 
of the Kaon (10 -8 sec). 
Section 5. The K Meson 
A meson resonance, the K , first reported by Alston et (xi.,
20 
appears as a peak in the irK mass distribution in reactions like 
p + R° + 
K- + p (1.1a) 
p + K- +
o 
and 
K+ + p p + Ko + + ( 1. lb ) 
This resonance has a mass of about 885 MeV, and a width, F = 50 MeV. 
The data is shown in Figure 2. The I-spin is determined to be 1/2 from 
the observation of the branching ratio 
J. 
70% K(885, 
F = 50 MeV) 
11 
R = 
F(K 	R° + 7- ) = 
1.4 ± 0.4 




which is predicted to be two if I = 1/2 and 1/2 if I = 3/2. This assign-
ment is confirmed by the absence of a peak in the 7K° spectrum in the 
reaction 
7 I- p 	E
+ 
+ 7 + K° . 	 (1.3) 




2 (K7) for 209 E
0 K+ 
7 Events at Incident Pion 
Momenta of 2.17 and 2.25 BeV/c. The Curve 
Represents a Breit-Wigner Resonance Form for the 
K" with Mass 88$ MeV and Full Width at Half-Maximum 
F = 50MeV, Weighted with Nonresonant Phase Space 
(70% 
,
30% Phase Space). This Curve Was Taken 










Gerald A. Smith et aZ. 21 present convincing evidence that the K 
has spin one and odd spatial parity based on a spin-alignment effect in 
the reaction Trp+E
o
K. In an attempt to observe the K spin-alignment 
effects, three angles are constructed, a, 3, and y, all of which are 
measured in the K rest system: a is the angle of decay with respect to 
a unit vector n normal to the production plane for the two-body final 
state; 3 is the angle of decay with respect to a unit vector I along the 
direction of the incident pion in the K rest frame; and y is the angle 
of decay with respect to the direction I x n. The experimental distribu-
tions in three angles are given in Figure 3. The curves are a result of 
a maximum-likelihood fit to a polynomial in the cosine of the angle up 
to second order. The data in cosa and cosy are fit satisfactorily with 
only terms in even powers of cosa and cosy, whereas the distribution in 
cos is essentially isotropic. If the spin of the K is assumed to be 
1 , a single K and K
* 
 exchange model, as shown in Figure 4, provides a 
satisfactory fit to these data providing a mixture of the K and K 
exchange is allowed. 
There is now evidence for nine vector mesons and it is pertinent 
to ask how these fit into the unitary symmetry scheme. The p-meson with 
Y = 0 and T = 1 and the K -meson with Y = ±1 and T = 1/2 seem like good 
candidates for an octet assignment with either the w or the (I), both of 
which have Y = 0 and T = 0, with the remaining meson perhaps belonging 
to the singlet representation. 
An application of the Gell-Mann-Okubo mass formula predicts that 
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*  
Figure 3. (a) K Decay Relative to the Normal, n, to the E0 K* Produc-
tion Plane. The Curve is an Independent Maximum-Likelihood 
Fit of the Form 1 + (1.59±0.55)cos 2 a, with a x 2 Value of 2.4 
for Eight Degrees of Freedom. (b) K4 Decay , Relative to I, 
the Direction of the Incident Pion in the K 4 Rest Frame. 
The Curve is an Independent Maximum-Likelihood Fit of the 
Form 1 - (0.11±0.21)cos 2 6 with a x 2 Value of 2.7 for Eight 
Degrees of Freedom. (c) K - Decay Relative to I x n. The 
Curve is of the Form 1 - (0.74±0.11)cos 2y with a x 2 Value 
of 12.9 for Eight Degrees of Freedom. This Curve Was Taken 
from Article by Gerald A. Smith, et al., Reference 21. 
14 







, (1. 4) 
(if, as customary for bosons, m 2 is used in the formula). The mass of 
the w is about 782 MeV and the mass of the 4, is 1020 MeV, so neither 
particle has a mass which is close to the predicted value. Sakurai
22 
 has suggested a way to save the mass formula by pointing out that since 
SU(3) is a badly violated symmetry, there will be transitions between 
the unitary singlet eigenstate and the i-spin singlet member of the 
octet. The transitions will be "medium strong" because they violate 
SU(3) but not i -spin conservation. The singlet member of the octet and 




Figure 4. Possible Diagrams Contributing 
to EK* Production 
Another approach to the problem of saving the mass formula might be to 
observe that the p and/or the K resonances might actually be split by 
the presence of a CDD pole near the dynamical resonance position. The 
mechanism by which the pole is introduced is not well understood, but it 
* 
is presumably "medium strong" in nature. The "mass" of the p and the K 
	  IL 
15 
which should be used in the mass formula is the mass associated with the 
primitive resonance position. It is also possible within the framework 
of this theory to note that the w and the (1) might be the two parts of a 
single resonance split by a medium strong interaction (CDD pole). The 
primitive resonance position would then be about 900 MeV, which offers 
a much better fit in the mass formula. It has already been shown that 
the p could be split by the introduction of a CDD pole. 18 To determine 






A FORMAL SOLUTION FOR PION-KAON SCATTERING 
Section 1. The Invariant Amplitude  
For a given scattering process a collision operator S can be 
defined such that 
P •fi 	I <fISIi > 1 2 , 
	 (2.1) 
where Pfi is the probability of a transition from a given initial state 
I i> to a final state If>. In order to insure the conservation of angu-
lar momentum, S is assumed to be a rotationally invariant operator. 
Furthermore, the fact that there must be a unit probability for the 
system to end in some state, together with the physical assumption that 
the states Sli> are complete implies that the S-matrix, <fISli>,  must be 
unitary. 




a matrix S-1 and then in addition factored out an energy-momentum delta 
function, leaving a Lorentz-invariant function of n-1 momentum variables, 
where n is the number of particles involved (incoming and outgoing). For 
the case n = 4, this reduced matrix is referred to as the "invariant 
amplitude." There is no standard normalization of this invariant ampli-
tude; therefore it will be chosen as close as possible to the "physical 
amplitude" f(0), which is defined except for a phase, by the barycentric 
 
17 
system differential cross-section formula 
da qf 
dO 	
If(0)I2. ( 2.2 ) 
Here qf and qi are the final and initial magnitudes of the momenta and 
0 is the scattering angle. Of course q f and qi are equal for elastic 
scattering. The phase will be conventional, i.e. f(0) becomes real as 
the interaction becomes weak, positive for attraction and negative for 
repulsion in the elastic case. In particular, for elastic scattering of 
particles with zero spin, 
1 	
icS 





is the phase shift in the state of orbital angular momentum P. 
Moller23 showed that the factor connecting the physical amplitude for 
zero spin to the invariant amplitude is simply W, the total energy in 
the barycentric system. Thus the invariant amplitude A is normalized 
by the formula 
A = —W  f. 
2 
(2. 4) 
This particular choice of normalization corresponds to the choice made 
by Chew and Low
12 
for pion-pion scattering. This normalization is not 
universal. In particular, Lee
24 
and later Lee and Cho
25 
chooses A = Wf 
in their papers on pion-Kaon scattering. For particles with zero spin, 
18 
the invariant amplitude A can depend only on the invariants that can be 
formed from the three independent four-momenta remaining after energy-
momentum conservation is applied. 
Section 2. Kinematics  
A scattering problem involving pions and Kaons in which there are 
two incoming particles and two outgoing particles is of concern here. 
The symbols (p l ,a) and (- p3 43 ) represent the pion momenta and isospin 
indices of the incoming and outgoing pions, respectively, and p 2 , -p4 
 represent the incoming and outgoing Kaon momenta. Three reactions, 
usually called "Channels," are possible. They are 
I. ff(p i ,a) + K(p2 ) 7(- 	43) + K( - 1D 4 ), (2.5a) 
II. Tr(p 3 ,8,) + K(p 2 ) 7(-pl ,a) + K(-p4 ), (2.5b) 
III. Tr(p i ,a) + 	ff(p 3 ,8) R(-p2 ) + K(-p 4 ). (2.5c) 
The convenient invariant variables for the double dispersion represen-
tation are the squares of the total center-of-mass energies for the 
three reactions. Thus, the following variables are defined 
(2.6a) s = (pl+p 2 )
2 = (p 3+p 4 ) 2 , 
(2.6h ) u = (p 
3 2)
2 = (p1+  
it 
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t = (P l+P 3 )
2 




These variables s, u, and t are not independent, but are related Apy 
, s + u + t = 2(M 2  +P
2 
 ), (2.7) 
where M is the Kaon mass and p is the pion mass. 
It will prove useful at times to express s, u and ,t in terms of 
the'center-of-mass variables, the magnitude of the three-momenta and 
the scattering angle. For example, for reaction I, where k is the CM 
three-momentum and 0 is the scattering angle 
s = M2 + p 2 + 2k 2 	2 ✓(k 2 I-M 2 )(k 2+1.1 2 ), 	 (2.8a) 
t = -2k 2 (1-cosh), 	 (2.8h) 
u = 2M 2 + 2p 2 - s - t. 	 (2.8c) 
For reaction III, where p and q are the CM three-momenta for the Kaon 
and pion, respectively and (I) is the scattering angle 
s = -p 2 - q2 + 2pqcos(1), 






t = 4(p 2+M 2 ) = 4(q 2  +p 2  ). (2.9c) 
Section 3. Charge States  
The degrees of freedom of charge and spin have been ignored in 
Eqs. (2.4) and (2.5). However, internal degrees of freedom may always 
be absorbed into invariant matrices whose coefficients are invariant 
functions of the s, u, and t variables only. The number of such func-
tions depends on the complexity of the internal degrees of freedom, and 
generally the vector addition rule can be used in counting. For example, 
the pion has zero spin and isotopic spin 1, while the kaon has zero spin 
and isotopic spin 1/2. For the K-K system, the total spin is zero and 
the different possible total I-spin values are 0 and 1, so two inde-
pendent invariant K-K amplitudes are required. The possible I-spin 
values for the 7-K system are 1/2 and 3/2 and the total spin is zero, 
so again two independent invariant 7-K amplitudes are required. If 
either one or both of the incoming particles has a non-zero spin the 
counting would of course be more complicated and the total number of 
invariant amplitudes would be increased. For example, in the 7-N 
system where the nucleon has a spin of 1/2, there are four invariant 
amplitudes. 
The construction of invariant spin matrices is not necessary for 
the 7-K system since both particles have zero spin. The only problem 
is the construction of charge matrices. The choice of charge matrices 
is irrelevant to analyticity properties of the amplitudes, although cer-
tain choices may be more convenient than others for calculation. 
A possible 7-K reaction including the three channels for the 
reaction is shown in Figure 5. 
P 3 
 
P1 P 2 
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Figure 5. 	The Three Possible Channels for the irK Reaction: 
I. 7 + K+ 7o + Ko , 
II. 7o + K+ 7+ + Ko , 





Now, rather than specifying the charge, the pion lines are labeled by 
the conventional isotopic vector index that takes on values 1, 2, 3. 
The index a is associated with a pion of momentum p l and an index 13 
is associated with a pion of momentum p 3 . Kaon charge degrees of free-
dom may be suppressed into initial and final isospiners, and the problem 
is then to form two charge-independent combinations of kaon isotopic- 
spin operators, T
k. 




T] = (5 	and 
I3a 
12[T v T a], the one symmetric and the other antisymmetric under pion 
exchange. In terms of this choice of matrices, the complete amplitude 
for a 7-K diagram of the type shown in Figure 1 has the form 
22 







For reaction I there are two independent isospin states, I = 1/2 and 
I = 3/2. The relations between the eigenamplitudes of total isospin, 
A1/2 and A3/2 , and the amplitudes, A (±) , are calculated in Appendix A. 
The results are 
A1/2 = A (+) + 2A (-) , (2.11a) 
A3/2 = A (+) - A (-) . (2.11b) 
For reaction II, which is related to reaction I by an interchange of 
two pions, the obvious result is 
Al/2 = A (+)  - 2A (-) , 
A3/2 A - /2 	(+) + A (-) , . 
And finally for reaction III 
B (°) 	IF A(+) , 





where B (0) and B (1) are the eigenamplitudes for the isospin states 
I = 0, and I = 1, respectively. 
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Section 4. Analyticity of the Amplitudes  
It is now convenient to state the substitution law, which in the 
present framework takes a very simple form. It is postulated that a 
single analytic function of two variables, A(x,y), describes all three 
channels of the pion-kaon interaction. The variables x and y represent 
any two of the three variables, s, u, and t defined by Eq. (2.9). 
(Recall that only two of these three variables are independent.) The 
channel is selected by merely assigning the values of the variables. 
For example, if the variables s and t are chosen, A(s,t), is the ampli-
tude for Channel I when s is the square of the CM total energy and t is 
the momentum transfer, and it is the amplitude for Channel III when s 
becomes the momentum transfer and t becomes the square of the CM total 
energy. For Channel II, this identification of these two variables is 
not quite so simple since u is the square of the CM total energy and t 
is the momentum transfer. However, s can be written in terms of u and 
t, and again the amplitude can be written as a function of the CM total 
energy and momentum transfer for this channel. Since the ranges for the 
three channels are non-overlapping, one must have a procedure of contin-
uation to give this postulate any physical content. Such a procedure is 
provided by the Mandelstam representation, which postulates a singularity 
structure permitting analytic continuation between the three physical 
regions. 
The Mandelstam representation is used for the two invariant am- 
plitudes A (+) and A (-) . This representation expresses A
(+) and A (-) as 
analytic functions of the complex variables s, u, and t except for poles 
24 
on the real axis and cuts along certain hyperplanes. The poles come 
from bound states of the system, and the cuts come from the threshold 
energies for the allowed virtual transitions. Although s, u and t are 
not independent, it is useful to keep all three variables in order to 
write the amplitudes in a form which is symmetric in the three variables. 
For the pion-kaon scattering problem discussed here, poles which 
are produced by bound states will not be included. If bound states do 
exist their effects can be taken into account at another point in the 
calculations. It is interesting to note, however, that MacDowell
26 
has 
determined the cut plane for pion-nucleon scattering which includes such 
poles. The cuts in the s, u or t-planes are found directly from the 





13 (s l ,t') 
2 
AI = + ITds' f dt' ds' 	du' 	 1 
(s'-s)(u'-u) 2 	 (s'-s)(t'-t) 
	
(m+02 (m+02 0111102 411 2 
+ 2 
J 
 du' f dt' 
7 04111102 411 2 
3
(u t ,t') 
(u'-u)(t'-t) 
(2.14) 
The spectral functions A.. are non-zero only when an argument is equal 
ij 
to the square of the mass of an actual physical system that has the 
quantum numbers of the corresponding channel. It turns out that con-
straints exist on the possible masses that can occur in intermediate 
configurations for one channel, given the mass of the intermediate con-
figuration of another channel. For example, the spectral function A 13 
will be non-zero to the right of curve C shown in Figure 6. 
H ; 
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The equation of C is calculated from pion-nucleon scattering by Mandel- 
stam
11 
on the basis of Feynman diagrams and by consistency requirements 
based on unitarity. The equation for the curve is given by 




= Es - (M+P) 2 ][s - (M-P) 2 ]/4s, 
and 




This curve approaches asymptotically the lines s = (Mtp) 2 and t = 4p
2
. 




will be non-zero in regions deter-
mined by similar curves. 
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Section 5. Singularities in the S-Plane  
The singularities which arise in the s-plane for reaction I are 
due only to zero denominators in the integrals of the Mandelstam repre-
sentation. These singularities lie on the lines of the complex s-plane 
defined by the equations 
a. s' - s = 0, 
b. u' - u = 0, 
c. - t = 0, 
(2.16) 
where s', u' and t' are parameters assuming the values within the limits 
of integration in Eq. (2.14). As s' takes on values along the real axis 
from (M+0 2 to co , the s-plane develops a cut from (M+m) 2 to co along 
the real axis. This cut is usually called the 'physical' or 'unitary' 
cut for Channel I. 
The cuts arising in the s-plane from the equations u' - u = 0 
and t' - t = 0 are determined by writing u and t in terms of s and the 
scattering angle for reaction I, 8, and then allowing u' and t' to vary 
over their appropriate physical ranges while cos8 varies from -1 to 1. 
The cuts in the s-plane due to these two equations, (2.16a) and (2.16b), 
are best handled separately, and are referred to as the cuts arising 
from the intermediate states of Channel II and Channel III, respectively. 
The Cut Due to the Intermediate States of Channel II  
In order to determine the values of s for which the equation 
u' - u = 0, recall the Equations (2.8a), (2.8b), and (2.8c) which re-
lated u and t to the CM-momentum, k, and the scattering angle, 8, i.e. 
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t = -2k 2 (1-cosh), 















)  u = 2M2 + 2p 2 - s + 	
2 	 (1-cos8). (2.18) s 
The equation u' - u is then a quadratic in s which may be written 
(1+z)s
2 





2  -p2 )2 = 0, (2.19) 
where 
z = cos°. 	 (2.20) 
The two solutions for s are easily found from the quadratic 






)] ±./[(u' -(1+z)(M 2 +p 2 )] 2 + (1+z)(1-z)(M 2-  
(1+z) 
The root when the positive sign is chosen in front of the radical is 
called s
1 
and the root when the negative sign is chosen in front of the 
2) 2 
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 = - [11` - 2(4





+u 2 )] 2 + 0  = 0. 	(2.22) 
The limit of s
1 as z approaches -1 is the indeterminate form of 0/0. 
L'Hospital's rule may be applied in this case and when the numerator 
and the denominator are differentiated with respect to z+1 the following 




2 2 2 
















The variable u' is now allowed to run from (Mill)
2 
to co to determine 
the cuts arising from this channel. From Eq. (2.22) we have the point 
s = 0, and from Eq. (2.23) we have 
2 2 2 
lim 	4 ) 0, 	 - 
u t 
(2.26) 
2 	2 2 























lim 	[2(M2+p 2 ) - 
u'-(M+p) 2 
From Equations (2.22) and (2.23) note that the root s
1 
assumes values 
between 0 and (M 2-p 2 ) 2 /u' as z varies from 1 to -1. The upper limit 
then varies from (M-p) 2 to 0 as u' runs from (M+P) 2 to co, as shown by 
Equations (2.26) and (2.27). Thus, the s-plane must contain a cut from 
0 to (M-p) 2 . The root, s 2 , assumes values from -w to 2M
2 +2p 2 -u' as z 
varies from -1 to 1 as shown by Equations (2.24) and (2.25). As u' runs 
from (M+p) 2 to co, the upper limit varies from (M-p) 2 to -co, as shown 
in Equations (2.28) and (2.29). Therefore, an additional cut which 
runs from -co to (M-p) 2 is necessary in the s-plane. 
The Cut Due to the Intermediate States of Channel III  
This cut arises when t' - t = 0. The expression may be written 
as 
, 	. t' 	2k2  kl-z) = 0, (2,30) 
where again we let z = cose. This expression is solved for k









s + = M 2  + 11
2 + 2k 2 ± 2i(M 2+k 2 )(p 2+1(2 ). (2.32) 
lim s = -CO (2.33) 
Then 
lim s = -(M2- P
2
), 
k 2-'-M2  
(2.34) 
lim s = 0, 
k2-0,-co 
and, finally 





The right-hand side of this equation varies from -co to -11
2 as t' varies 
from 411 2 to co and z varies from -1 to +1. Now k
2 
 is expressed as a 




The limit of s as k 2 approaches -co is of the form 0/0. L'Hospital's 
rule is applied here to give the result 
Thus for k 2 from -co to -M 2 , both solutions for s are real and describe 
two branch lines on the real axis from -co to -(M 2-u 2 ), and from 
-(M
2-11 2 ) to 0. Now, as k 2 varies from -M2 to -u 2 , s becomes complex, 
with the two roots 
31 
M2 	2 	2k2 (M 2 +k 2 )(11 2 +k 2 ). s + = +  ± 2ii- 
Note that in the region of complex s, 
I s ' = 042 -11 2. 
) = constant. 
(2.37) 
(2.38) 
Thus, there is a cut in the s-plane around the circumference of a 




) and center at the origin. Also note that 
lim s = ,F(M2 -11 2 ). 
k2÷-11 2 






, subtraction point 
Figure 7. The Cut s-Plane (A.J Denotes Cut) 
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Section 6. Singularities in the t-Plane  
The cuts in the t-plane for reaction III are found in a manner 
similar to that employed in the previous calculations. The equations 
which give s, u and t in terms of the CM momenta p 2 and q
2 of the kaon 
and the pion, respectively, and 0, the CM scattering angle, are 
s = -p 2 + 2pq cosh, - (2.40a) 
t = 4(p 2+M2 ) = 4(q 2+p 2 ), 
u = -s - t + 2M 2 + 2t 2 . 	 (2.40c) 
The physical cut comes from the expression 
t' - t = 0. 	 (2.41) 
This cut runs from 44 2 to co as t' varies from 4p 2 to co. 
The left-hand or "unphysical" cuts are given by 
u' - u = 0, 	 (2.42a) 
s' - s = 0. 	 (2.42h) 
By writing u and s in terms of t and 0 in the above equations and then 
letting cos0 vary from -1 to +1 and u' and s' vary from (M+p)
2 to co, 
(2.40b) 
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cuts develop from -00 to 0. The cut t-plane is shown in Figure 9, shown 
on page 39. 
It will be convenient to think of the cut s-plane as containing 
three sets of singularities: (1) the "physical" cut from (M+p) 2 to 00 
along the positive real axis, (2) the "circular" cut due to the inter- 
mediate states of Channel III, and (3) the "left" cut from -.00 to (M-1.1) 2 
 along the real axis due to the intermediate states of Channel II and 
Channel III. 
From perturbation theory it appears that a subtraction constant 
is needed for the amplitude A (+) (s,t). The subtraction point is in 
principle arbitrary, but for convenience the following conditions are 
imposed on the subtraction point: First, it must be symmetric in s 
and u, and secondly it should not overlap with the singularities of 






= M2 , 	t0  = 
2p2, 
(2. 4 3) 
s o + uo 
+ t
o 
= 2M 2 + 2p 2 . 
Other subtraction points satisfying the same criteria may be chosen in 
subsequent calculations, but the point defined above will be used unless 
otherwise noted. 
( 2. 44 ) 
azt1211SarLti21 1 12m1malLtaln 
A partial-wave amplitude for Channel I is defined by 
1 
St 	
1 Ai (s) = — f dcose P R.  (cos6) A
1
(s,t(cose)), 2  
-1 
(2.46a) A i (s) = 
2k
14" - 	 I —exp(id
I
) sind z , 
(2.46b) k 2 = Es - (M+P)
2
][s - (M- 11)
2
]i4s. 
where I can be either 1/2 or 3/2. In a certain region--including the 
physical interval s greater than (M+0 2 and cosh between 1 and -1--the 
full amplitude can be represented by the series 
CO 
A1 (s,t(cos6)) = 	(2k+1) AI(s) P z (cos6), 	 (2.45) 
k=0 
but even outside this region A I (s) may be defined by Equation (2.44). 
In fact, At (s) shall be extended to the entire complex s-plane, where 
three sets of singularities were found in A
I (s,u,t) corresponding to 
the three channels of the problem. Then A k (s) is analytic in the cut 
s-plane shown in Figure 7 on page 31. 
From Equations (2.3) and (2.4) the following expression is written 
for A(s) 
where k is the CM-momentum for Channel I and is related to the square 
of the CM-total energy, s, by 
34 
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For Channel III, it is more convenient to write the partial wave 
amplitudes in terms of A (s,t) rather than the eigenamplitudes, 
B (0,1) (s,t) by 
1 
B 	‘ ±, t 1 	1 
9, d(cos.)P 9.  (cos.) A ± (s(cos.),t), ; 	2  
(Pq) -1 
(2.47) 
where q and p are the incoming pion momentum and outgoing kaon momentum, 
respectively, and . is the CM-scattering angle for reaction III. The 
(0,1) B- (t) are related to the B ' (t) through Equations (2.13a) and (2.13b) 
and have particularly simple analytic properties which will be discussed 
in the next section. The corresponding functions for the case of pion-
nucleon scattering have been discussed in detail by Frazer and Fulco.
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The momenta p and q are related to t by the equations 
t = 4(p 2  +M 2  ) = 4(q 2+11 2 ). 	 (2.48) 
Section 8, Dispersion Relations  
A subtracted form of the dispersion relation for the partial-
wave amplitudes will be written. It is unlikely that a subtraction is 
needed for the P-wave, but a subtraction is most surely needed for the 
S-wave, so it will be included in the general form. To obtain the 
dispersion relation, Cauchy's integral theorem is applied for the con-
tour 1' shown in Figure 8. 
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(s') f 	 
Ai 	
I 	s 	M2 




( 2.49 ) 
where the subtraction point is taken to be M 2 . 
The integration around the outer circle is taken in the limit as the 
radius of the circle approaches infinity. In this limit, it is assumed 
that the integrand vanishes; therefore there is no contribution from 
that segment of the contour. If the remaining part of the contour is 
divided into sections, A
I
(s) becomes 
Az  (s) = a x + 
I 	s - 142







(M-4)2 ( '-s)(s t -M 2) 
ds' A li (s'+le) s - M s M  
27i 2 
	
7 	 (s'-s)(s'-M2) 
i 2 







m2_ 1 2 	 _(112_ 1.1 2) 
ds' A (s' above cut) s - M2 
(s'-s)(s -M 2 ) 	
2Tri 
-(M2 -p 2 ) around upper 
half-circle 
ds' A (s' below cut) 
(s'-s)(s'-M 2 ) 
(M2_1.12) around upper 
half-circle 
+ terms similar to the two above for lower half-circle. 	 (2.50) 
Now a dummy variable of integration is defined by 
. s + = 2A + M
2 
 + p2 t 211/(M -+A)( - 1-1 2 -A), (2.51) 
which takes s + around the upper half-circle and s_ around the lower 
half circle as it takes on values from -M 2 to -p 2 . Thus a change of 
variables from s' to A for the four terms involving the circular cut 












and for the lower half-circle 
2s dA 








Now, if the limit as e approaches zero is taken, the first two terms can 
be combined under one integral (-03 to (M-p) 2 ), the third and fourth 
terms can be combined under an integral from (Mi -p) 2 to 00, the fifth and 





to (M2 -p 2 ) around the upper half-circle, and the seventh and eighth 
terms can be combined under an integral around the lower half-circle. 
In addition, note that A
I
(s) is a real analytic function since it is 
real on the real axis, thus the discontinuity across the cuts along 
the real axis is just 2i times the imaginary part of AI(s). Then 






 (s (X+ie)) - Ai (s (X-iE))] = M i (s ) 
1 
2i 	2. 	+ t + ' 64.0 
(2.54a) 
(2.54b) 




The dispersion relation is now written 
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M2 	
ds' 	Az (s') s - 
A
2,
(s) = a I + s 	
2 
" I 
 04+02 (S1-5)(S I-ML ) 
+ F I (s) + F I (s*), 
where 
(M-0 2  ds'Im A(s') 
(s' -s)(s' -M2 ) 
- Co  
(2.55) 











For real s, Equation (2.55) can be rewritten by combining the last two 
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(s) + F (s*) - 	 
7 
-M 2 
Ig 1 2 
(2.57) 
where g = (s -M 2 -11
2
-2A)(s +-s)(s +-s o
). The integrand is now in the form 
of an identity for complex variables, i.e. 
thus, 
gf* g*f  
l 
2 
= 2 Re(g/f), 	 (2.58) 
p2 
2 (s -. S
o
) 	 dX 2s M i (s ) I* 	 Z 






-2A)(sf-s o )(s +-s) 
Section 9. Dispersion Relations for t-Plane  
The t-plane is less complicated than the s-plane. The cut plane 
together with a contour F are shown in Figure 9. 
\ 
t-plane 	)t. 
/ 	 R  
t F 	% 
L _ _ _ _ 4. — — 	,, _ _ Z7..--"*. — —I . 
_ .— — ..c.. — — — — I t -/— — — 4 —  	 — — 
I 	 0 
t o 
	4p2 	 I 
I / 
ill 4 
\ 	 / 
\ / 
Figure 9. The Cut t-Plane and Contour of Integration 
	  IL I. 
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The Cauchy integral is applied to the contour T. \ The integral around 
the circle vanishes in the limit as R approaches infinity provided the 
amplitudes decrease rapidly enough. Note that the Pauli principle 
admits only symmetric states for this process. For I = 0, (1), the 
two pions in the initial channel must be an even (odd) angular momentum 
state. The dispersion relations for Channel III (t-plane) derived from 
integrations around the contour are 
BR(t) = (3 - + 71- 
(t-t o ) f° dt' Im 17.5 1: (t') 	(t-t o
) 	dt' Im B:s-Et (t') 






THE CROSSING EQUATIONS 
Section 1. Crossing Symmetry  
A principle related to the substitution law, which applies when 
41 
there are two or more identical particles among the four involved in a 
particular diagram, is the "crossing symmetry." Exchanging two 
identical particles at most changes the sign of the amplitude, and such 
an interchange means switching two of the variables s, u, and t, and 
leaving the third alone. For example, suppose particles 1 and 3 are 
identical. Then, depending on whether these are bosons or fermions, 
the amplitude is either symmetric or antisymmetric under the exchange 
of pl and p 3 , that is, interchanging s and u, leaving t alone. If 
particles 1 and 3 are both incoming or both outgoing--the symmetry in 
question is just the Pauli principle. If one is incoming and the other 
outgoing, however, the symmetry cannot be so identified. In this case, 
if one starts with physical values of s, u, and t, the exchange in 
question necessarily leads to non-physical values because of the non-
overlapping nature of the energy and momentum transfer ranges. Thus 
crossing symmetry has a general meaning only when continuation of the 
amplitude into unphysical regions is possible. Such a continuation is 
of course allowed by the Mandelstem representation. 
This proposed "crossing symmetry" can be used in order to deter- 
mine the partial-wave amplitudes in any scattering problem involving two 
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or more identical particles, such as the pion-kaon interaction. 
Through crossing symmetry it is possible to relate the discontinuities 
across the unphysical cuts of the partial-wave amplitudes to the dis-
continuities across its physical cuts. Such a relation is called a 
"crossing equation." Once the discontinuities across all the cuts are 
known, the dispersion relations then determine the partial-wave ampli-
tudes to within a subtraction constant. 
In the following sections the crossing equations for the s-plane 
(the physical region for Channel I) and the t-plane (the physical region 
for Channel III) of the pion-kaon interaction are derived from the Man-
delstam representation. But first, it will be useful to exhibit the 
connection between the Mandelstam representation, Equation (2.14), and 
one-dimensional dispersion relations. First observe that in the 
physical region of Channel I, say, the only denominators that vanish 
in Equation (2.14) are those containing the factor s'-s. Remembering 
the identity 
1s 	
1   = P s' 
	
s + incS(s'-s), 





' t') A±1 
	 u' - u 
(s,u,t) = 	f du' 	 1 I dt' 
t t - t 
(M-1111) 2 	 4112 
(3. 1) 
( 3. 2 ) 
Outside this region A1 (s,u,t) is defined by the above equation and 
referred to as the absorptive part for Channel I even though it will 
m 	 + 	 co 	+ Al3 (s t ,t) 	 A- 3 	' (ul t) 
3 	 S 	s 	 U 1 - 
u At(s,u,t) = lf 	ds' • , , 
1 
+ i du' 
2 	
• (3.4) 7 -, 7  
• 	(M+0 2 	 (M+0 2 
It is then simply a matter of algebra to verify that the Mandelstam 
representation can be written in three possible ways in terms of 
+ 	+ 
Ai
'' and A3: 
At (s,u',2M 2+2p 2-s-u') 
At( s,u,t) = 7711q 	du' (u'-u) 2  
(M+p) 2 
A (s',u,2M 2+2p 2-s'-u) 
= 	ds' 	  
7 (s'-s) 
04+0 2 
A,(s,2M 2+2p 2 -s-t',t') 
co 
+ 	dt' 	  




itself become complex when one of the remaining denominators in Equation 
(2.14) vanishes. Note that for fixed s, Al is an analytic function of t 
(or u) with u (or t) determined by the relation s + u + t = 2M 2 + 2p 2 . 
In a similar way the functions A2(s,u,t) and A3(s,u,t) are 
defined to be the absorptive parts for Channels II and III, respectively, 
and are written 
co 	 co 
Ai2 (s',u) 1 	A23
(u
' t') At2 
	 S I - S 
(s,u,t) = 	ds' 	
t l - t 
+ I dt' 	 (3.3) 
(M+p) 2 4p 2 
14-14 
co 






ds' 	  
(s'-s) 
(14411) 2 
A (2M 2+21.12 -u'-t,u',t) 
co 
1 






The first form is usually called the one-dimensional dispersion relation 
for fixed s, the second for fired u, and the third for fixed t. 
Section 2. The crossing Equations for S-Plane  
In this section, an equation relating the absorptive part of the 
amplitudes, A
2,  (s), on the unphysical cut to the absorptive parts of 
(s) and B- (t) on their physical cuts is derived. The total amplitude 
as given by Equation (2.65) is in a convenient form for calculating the 
absorptive part of the partial-wave amplitudes in the unphysical region 
of Channel I. Recall the defining equation for the partial-wave ampli-
tudes 
1 
At(s) = 2 J d(cose) P (cose) A i (s,u,t), 
- 1 
(3.8) 
and the equations relating the total amplitudes for fixed I-spin for 
Channel I, A
I




(3 . 9 ) A
I
(s,u,t) = A+ (s,u,t) + C IA (s,u,t), 
where 
= (3.10) 















A2 (s ' ul ' t(s 'u')) 
J (u'-u) 
m+0 2  
00 





















If the value of s is fixed at a negative value in its momentum-transfer 
range, then the two absorptive parts of the amplitude, A2 and A; that 
occur in Equation (3.11) both correspond to scattering in a more or less 
physical region of their corresponding channels. In order to carry out 
the indicated integration over cose„ the variables u and t may be writ-
ten in terms of s and cosh with the aid of Equation (2.8) or, more con-
veniently, the variable of integration may be changed from cosO to u in 
the terms involving A2 - and to t .n terms involving A; by using the same 








k 2 = [s - (M+p) 2 IlEs - (M- 1.4)
2 Y4s. (3.14) 
The absorptive part of the partial-wave amplitude is obtained from Equa-
tion (3.11) for values of s in the unphysical region of Channel I with 
the aid of the identity 
 
1 	 = 
- z - i 	
p 
 (z'1 -z)-+ i7r(5(z'-z). (3.15) 
 
For real A2 and A 3, i.e., s 	[(M+p) 2 ,00],A
I
(s) has an imaginary part 
only when one or both of the denominators, (u'-u) and (t'-t) vanish. 
In order to discuss values of s for which this occurs, it is convenient 
to divide the unphysical region of s into three segments: (1) values 
of s from -co to 0 on the real axis, (2) values of s from 0 to (M-u) 2 
on the real axis, and (3) values of s on the circle, Isl = (M 2- 1 2 ). 
In the first segment, both u and t assume physical values as cosh varies 
from -1 to 1, thus the denominators (u'-u) and (t'-t) in Equation (3.11) 
both vanish somewhere in the integrations over cosh and u' (or t'). In 
the second segment, only the denominator (u'-u) vanishes, and in the 
third segment, only the denominator (t'-t) vanishes during the integra-
tions. Furthermore, in the physical region of u and t, the functions 
and A; are just the imaginary parts of the amplitudes for Channel II 
and Channel III, respectively. Then 
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k 	2 




(s,u,t) + E IA2 (s,u,t)] 2 
-1 
+ EA-/-3 (s l u,t) + E IA 3 (s,u,t)] 	, (3.16) 
for values of s from 	to 0 along the real axis. For values of s from 
0 to (M-11) 2 along the real axis, the absorptive part of the partial-wave 
amplitude contains only the terms involving A2 terms, in Equation (3.16), 
and for values of s on the circle isl = M 2 - p
2, the absorptive part of the 
partial-wave amplitude contains only the terms involving A3. In the 
physical region of Channel III, the functions A; are given by 
A;(s,u,t) = Im B- (s,u,t), (3.17) 
and in the physical region of Channel II, the functions A2 are given by 
'u ' t) = Ai(u ' s ' t) = ±Im A- (u,s,t), (3.18) 
where the symmetry properties of the A are used in order to relate the 
absorptive part of the amplitude for Channel II, (A 2 ), to the absorptive 
part of the amplitude for Channel I, (A
1 
 ). Equations (2.11a) and 
(2.11b) are solved for At and A to give 
A+ = (1/3)A1/2 + 	(2/3)A












 + 	= Im A
+
(u,s,t) - C i Im A (u,s,t) 
= (1/3)Im A








=- (1-E )Im A
1/2 





If a 2x2 matrix, a, is defined such that 




a1,3/2 	= 3 --(2+EI), 
(3.22a) 
(3.22h) 
it is now possible to write 
A
+
(s" u t) + EIA2 	
F 
(s ' u ' t) = 	





Note that a is a unimodular matrix. Recalling the definition of 










, 2M2 + 2p 2 - s + 4k 2  (s) 
11 (cos0=-1) 
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For the terms involving Im A I (u,s,t) in Equation (3.16), cosh is written 
as a function of u and s and the integration is carried over u instead 
of cose. In the terms involving Im B (s,u,t), cos° is written as a 
function of t and s and the integration is carried over t instead of 
cos°. Recall the equations relating the variables s, u, and t to the 
CM-momentum, k, and the scattering angle, e. 
t = -2k 2 (s) • (1-cos8), 	 (3.24a) 
u = 2M 2 + 2p 2 - s + 2k 2 (s)(1-cos8). 	 (3.24b) 
For fixed s, the change of variable of integration from cos8 to u or t 
can be made by noting that 
d(cos8) = 	dt 










= -4k (s), t
(cos0=-1) 
= 2M 2 + 2p










)  = 2M2 + 2p






For values of s in the unphysical region (on the circular or left cut), 
k 2 (s) varies from 	to -p 2 . Then, upon interchanging the limits of 
integration over t, the integral runs from t = 0 up to a number greater 
than or equal to 4p 2 . The functions Im B ± (s,u,t) are zero in the region 
from t = 0 to 4p 2 , so nothing is lost if the lower limit is moved up to 
4p 2 . In the integration over u, it is convenient to consider, first, 
values of s from 0 to (M-p) 2 . In this region, the upper limit assumes 
values from (M+p) 2 to 2M 2 + 2p 2 , and the lower limit assumes values from 
(M+P)
2 to co. The functions Im A I (u,s,t) are non-zero for these values 
of s, since u is in the physical region. Next, consider values of s 
from -co to 0. The upper limit now assumes values from 2M
2 
+ 2p 2 to co 





vanish when u is in the unphysical region, thus A
2 
vanishes. 
If the lower limit is set at the physical threshold for u, (M+p) 2 , again 
nothing will be lost since this allows the integration over all non-zero 
values of A 2 . Finally, the absorptive part of the amplitude for values 
of s in the unphysical region along the real axis can be written 
Im AI (s) = e(-s) M(s) + N k (s), 
(3.27) 
  
where the functions M k (s) and N k
(s) are given by 
50 
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-4k 2 (s) 	 (3.28) 
MI(s) - 	-1 
 




2 2k (s)1 
411 2 
m2 + 211 2 
NQ (s) = 	2 du Fft, 1 + 2M 2+2p 2 -u-s r aII' Im AI' (u,s,t). [ 





The function c(s) equals (M+p) 2  ( M- P)
2 /s for s between zero and (M-11) 2 
and (M+p) 2 for s less than zero, and k 2 (s) is given by Equation (3.14) 
Similar functions were obtained by Oehme 27  in a discussion of ¶N scat- 
1 tering. The absorptive part of A k (s) is given by Mk (s) on the circle. 
The function N I (s) is usually called the absorptive part of the partial 
wave amplitude due to the intermediate states of Channel II, and M(s) 
is called the absorptive part of the partial-wave amplitude due to the 
intermediate states of Channel III. Equation (3.27) is referred to as 
the crossing equation for Channel I. 
For low energies, only the S and P-waves are significant and the 
absorptive parts of the amplitudes Im A i (u,s,t) and Im B± (s,u,t) can be 
expanded in terms of their partial waves. If partial waves above the 
P-wave are neglected, these functions can be written 
Im B
+
(s,u,t) = 1 
	 1 
Im B°(s,u,t) = — Im B o (t), (3.30) 








Im B (s,u,t) = - Im B 1 	 3 	
2  1 (s,u,t) = Im B (t), 	(3.31) 
	





Im A I (u,s,t) 	= 
p 2 ( u ) 
Im Ai (u) + 3 
0 





Im A lo (u), (3.32) 
(3.33) 
2p 2 (u) 
(4
...1 )2)/ 4u. 
Section 3. The Crossing_Equations for t-Plane  
In this section, an equation relating the absorptive part of the 
partial-wave amplitude on the unphysical cut for Channel III to the 
absorptive part of the amplitude on the physical cut for Channel I is 
derived. This equation is called the crossing equation for Channel 
III. If the value of t is fixed at a negative value in its momentum-
transfer range in Equation (3.7), then the two absorptive parts, A l 
 and A
2 
correspond to scattering in a physical region of Channel I an  
Channel II, respectively. Thus the one-dimensional dispersion relation 
for fixed t can be written 
A -1 (s,u,t) = 	
dx Im A± (s,u(x,t),t) 	Im AI (x,s(x,t),t)  
x - s 	 x - u 
(M+0 2 
(3.34) 
where the symmetry properties of the amplitude have allowed the substi-
tution of the absorptive part of the amplitude for Channel I in place 
of the absorptive part of the amplitude for Channel II. The imaginary 
part of A (s,u,t) can be found with the aid of the identity given by 
Equation (3.15). 
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Im A± (s,u,t) = Im A ± (s,u,t) ± Im A I (u,s,t). 	 (3.35) 
The above result combined with equations (2.11a) and (2.11b) gives 
Im A± (s,u,t) = -2- 	 -1 Lim A
1/2
(s,u,t) + 	21Im A3/2 (s,u,t)]. 	(3.36) 3  
The imaginary part of the kth partial wave for Channel III is defined 
by 
1 
Im B(t) = 	1 	I d(cos0)P (cos0) Im A± (s,u,t), 
2(pq) -1 
(3.37) 
where p and q are the kaon and pion momenta and 0 is the scattering 
angle in the CM system. Equations (2.9a) and (2.9c) are used to write 
cos0 in terms of s and t and the integration is carried over s instead 
of cos4 to give 
-t/2+M 2+p 2+2/(M -t/4)(11 2-t/4) 







-M 2 -11 2 1 j 2  3 [Im A1/2 (s,u,t) 
  
+ (-1) Im A3/2 (s,u,t)]. (3.38) 
The amplitudes Im A i (s,u,t) can be expanded in terms of the partial 
waves of Channel I, and if D-waves and higher are negligible 





2k 2 (s) 	1 
(3.39) 
It should be pointed out that the results obtained in this 
section are not used in the actual analysis presented in this thesis. 
However, in a more general approach to the problem of pion-kaon scatter-
ing, the crossing equations for the t-plane would certainly be of inter-
est. These equations are not difficult to calculate once the one dimen-
sional dispersion relations have been written down; thus they are calcu-





Section 1. The Unitarity Condition  
An expression for the unitarity condition below the threshold for 
inelastic scattering for Channel I is 
Im A (s) - 2k(s) I A I (s) 2 . I 
In the case of pure elastic scattering, it is possible to write a par-
ticularly simple form of the unitarity condition by inverting Equation 
(2.46a). Thus 
where 
I 	-1 	2k(s) Im(A
k (s)) 	= (4.2 ) 
 
2k(s) _ As-M 2 -1.1 2 ) 2 	411.12p2 
( 4-. 3 ) 
Unfortunately, the unitarity condition does not take the simple 
form for Channel III as it does for Channel I. However, from unitarity, 
it follows that in the region 4u2 t < 16u 2 , the phases of the ampli-
tudes Bi(t) are given by the phase shifts of the pion-pion scattering 






elastic region f(t) may be written 
f i (t) =-exp(i6(t)) sind (t). 
I 
An expression for the partial-wave amplitude for ffff 	KK, B(t), 
(4.5) Bz (t) = El/(t-4u2)0442_ 
	 tvt]2k+1 
use of this phase condition permits the construction of a useful 
expression for Im BR(t) in the region below the threshold for four pion 
production. Consider the functions f
I
k (t) which are the partial-wave 
amplitudes for the elastic scattering process, of 7ff. 	In the 
cannot be written down using the unitarity condition since an inelastic 
channel is open well below the physical threshold for this reaction. 
Since the exact behavior of this function is not crucial to this analy-
sis, a reasonable guess will suffice. An expression might be written 
such as 
where I = 0 or 1. This expression is considered "reasonable" since it 
obviously has the same phase as the pion-pion scattering amplitude in 
the region 411 2 5 t 5 4M2 and it also has an appropriate threshold 
behavior. Since the expression 
✓(t-4u 2 )(4M 2-t)/t 
is real in the region of interest, the imaginary part of B
I
(t) in this 




(t) - Im Bk
















 = 1/2 • 
a 
 
Section 2. Effective Range Approximations  
Channel I  
In order to make use of the simple form of the unitarity condi-
tion for Channel I, it is also necessary to know the real part of the 
inverse amplitude in the physical region. These functions may be 
approximated in the low energy region from experimental data. 
A resonance has not yet been observed in the S-wave scattering 
data for the pion-kaon interaction; thus a scattering length approxima-
tion of the form 
is valid for energies well above the physical threshold. 	The left-hand 
side of Equation (4.7) is just the real part of the inverse amplitude 
as seen by inverting Equation (2.46a); therefore 
The imaginary part of the S-wave amplitude can now be found by invert- 






(s) = 	 • 





In the P-wave scattering data, a resonance called the K" has been 
observed at about 895 Mev. with a resonance width of about 50 Mev. 20 
The "width" F is, by definition, the half-width at half-maximum. The 
K has an I-spin of 1/2, an ordinary spin of 1, and negative parity. 
These resonance data permit an effective range approximation for the 
P-wave of the form 
2k
3 
1/2 	2 	1/2 	-1 	1/2 cot(5
1 
 (s) = k Re(A
1  (s)) = a1 (sr-s) 
(4.10) 
which is valid for energies up to and slightly above the resonance posi-
tion s r . The imaginary part of the P-wave amplitude is found by invert-
ing Equations (4.2) and (4.10) to give 
2k 5 
Im A i (s) = 	  1 
(ai (s -s))




This function exhibits a resonance behavior and has its maximum value at 
s = s r
, The sharpness of this resonance should be comparable to the 
sharpness of the experimentally observed irK resonance. Since s is the 
CM-total energy squared, the half-width at half-maximum of Im A I (s) 
should be on the order of F
2
. The constant a
1  of Equation (4.10) may 
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be related to r in the following manner: 
Im A
1 (sr ) = 2k(s ) ' r 
and 
2k5(s 1/2 ) 
A---- 
1 	I 	, 	1/2  
2 Im Al (sr , -  
4 




s 1/ 2 
(4.12) 
(4.13) 
where the value of s for which Im A I (s) drops to one-half of its maximum 






= r 2 . Equation (4.13) is easily 
solved as it stands for the constant a1
, however, if s
1/2 
is not too 
different from sr , s l/2 can be replaced by s r in this expression to give 






 r2 IT r 
(4.14) 
I i For r = 50 MeV, and s r = (890 MeV) 2 , the value of a 1 s approximately 
21.5. 
Channel III  
An expression for the imaginary part of the partial-wave ampli-
tude in the physical region for Channel III was derived in the previous 
60 
section, Equation (4.6). The real part of the amplitude for the reac-
tion nn nn must be known in order to make use of this expression. A 
scattering length approximation for the P-wave amplitude can be written 
down from experimental data for the pion-pion interaction at energies 
not too far above the physical threshold, i.e. less than 16p 2 . The 
( 4. 15 ) 
form 




Im(f(t)) -1 = - ✓t-4p 2 /t. 
Equations (4.15) and (4.17) are combined and inverted to give 
Imf (t) 1/(t-4p 2 )/t  
(l/bo )
2 + (t-4p 2 it) 2 
(tr  
Re(f





absence of a resonance in the S-wave allows an approximation of the 
where bo = 0.75. For the P-wave, there is a resonance at t r 
= 20.4p 2 
with a reduced width b 1 
= 19. 14 Thus, 
The imaginary part of the inverse of fi (t) can be found by writing 
Equation (4.4) in terms of the variable t. The result is 
and Equations (4.16) and (4.17) are combined and inverted to give 





C(1/b 0 ) 2 + (t-4u 2 )/t], 
3 
Im B (t) 1 






At-411 2 )/t  







Section 3. Introduction of Inelastic  
Scattering and the CDD Pole  
In Chapter I, it was pointed out that the dispersion relation 
analysis of the previous section is arbitrary to the extent of CDD 
poles in the inverse amplitudes, and if a CDD pole of appropriate 
strength and position is inserted into the inverse amplitude solutions 
it can be made to behave like a stable or unstable particle. This 
Im f 1
(t) = 	
/ 	 (t-4112 )2 v(t-4p2)/t  





1  (t -t) r 	+ 
(4.19) 
The functions given by Equations (4.18) and (4.19) are inserted into 
an expression for Im B
I (t) which was derived in a previous section using 
the approximation that the phases of the amplitudes for Channel III, 
77 -- KR, are given by the phase shifts of the 77 77 scattering in the 
corresponding angular momentum states. This expression is given by 
	12k+1 
✓et -1411 L )( 14M2-, t)  Im B9,(t/ = 	 IM fi (t). (4. 20) 
Thus, the S and P-wave amplitudes for Channel III become 
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ambiguity provides a loophole in the inverse amplitude scheme for 
introducing these experimentally observed particles. It is also con-
ceivable that CDD poles may appear in the solutions during the course 
of the analysis. However, in the case of purely elastic pion-pion 
scattering, no such poles have yet appeared. For example, Bransden 
and Moffat 17 found solutions for elastic pion-pion scattering exhibiting 
a sharp P-wave dynamical resonance at about 700 MeV. Their results are 
described by 
Im f-1 (v) = -(v/(v+1)) 1/2 , 
Re[vf
1
(v)] = A(v -v), 
(4.23) 
(4.24) 
where v is the CM momentum squared, and v R and A are the position and 
reduced width of the resonance. 	Equation (4.23), the unitary condition, 
served as input information and Equation (4.24) was obtained by a numer-
ical interation scheme based on the inverse amplitude dispersion rela-
tions and the crossing equations. There is obviously no CDD pole in 
this inverse amplitude solution. Whether or not poles would appear in 
the analysis of elastic scattering of particles of non-equal masses is 
uncertain since very little work has been done in this case. 
If contributions from inelastic intermediate states are included 
in the analysis, the results might be altered. In particular, Bransden, 
Gatland and Moffat 18  included inelastic intermediate states in the in-
verse amplitude dispersion relations for pion-pion scattering for given 
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models of the inelastic cross section. The models were calculated by 
representing the four-pion intermediate state as a combination of a 
three-pion resonance and a single pion. Interesting results were 
obtained using a small and slowly-varying inelastic cross section which 




where the real part of the 
P-wave phase shift passed through 7 in the inelastic region. The inclu-
sion of this resonant R in the iteration scheme resulted in the appear- 
ance of a second P-wave resonance. When the pion-pion coupling constant 
was approximately equal to -0.1 and the three-pion decay coupling con-
stant was approximately equal to 1, the position of the two di-pion 
resonances were about 600 MeV and 800 MeV. This result could account 
for the existence of two particles with the same quantum numbers, such 
as the C particle at 550-600 MeV and the p at 750-800 MeV, both with 
I = 1 and J = 1. 
In a later paper, Gatland and Moffat
30 
present a simple analytic 
approximation to this solution containing inelastic scattering which 
leads to the double resonance solution if the solution of the dispersion 
relations with only pure elastic scattering is known. When inelastic 
intermediate states are included, the original solution for pion-pion 
scattering is modified to read 
Im f-1 (v) = -(v/(v+1)) 
Re[vf-1 (v)] = A(vR






dv l iv'/(v 1 +1)(R-1) 
. 




Above the inelastic threshold, vT , 6 = 6R + i6 1 . Now, it is assumed 
that 6 R  passes through 7 at v = v and that 6(7) is small. Then from 
scattering theory R may be written 
(4.27) 
for the region (6
R
-7) 2 << 6
I' 
As 6
I is small, R has a resonant behavior 
and this resonance dominates the integral in Equation (4.26). Expanding 
6 I and (6R-7) in powers of (v-v 7 ) and keeping only the lower order 
terms, it follows that 
(4.28a) .7: 6 I 	
a, 
and 
- 7 = 8(V-Vw ), (4.28b) 
















R(v) - 1 = 
(6R-7)
2 + 6 2 
CO 
v 8(v-v ) 
P v 	
dv' ✓v'/(v'+1) (R-1)  
(V I -V) Q2, 




P k 1P-17 	+ a7 ) 
(4.30) 
It can also be shown from scattering theory that in this approximation, 
Re[vf-1 (v)] vanishes when v = v7
. Since the above expression also 
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vanishes at this point, it follows that A(v
R
-v) must also vanish. Thus 
v = v
R (since MO). 
The function Re[vf
-1 
 (v)] has three zeros given by 
(1) v = vn , 
1/2 
TT 






(3)= 	 71. 	a 
R2 	Tr 	SA 2 
Here (1) corresponds to 6 R = TT (a minimum in a el ), and (2) and (3) 
correspond to 6 R = n/2 and 3n/2, respectively, and give the positions 
of the two resonances in a el . The reduced width, which is the same for 
both resonances, is approximately 1/2A. Since the reduced width in the 
pure elastic case is 1/A, the total area and center of mass of the two 
resonances are approximately the same as for the single resonance. 
Thus the splitting of the resonance should have little effect on the 
inverse amplitude left cut which determines the constants v R and A. 
The analytic properties of the inverse amplitude obtained by 
this approximation are of considerable interest here. The phase shift, 
5(v), is analytic in the cut plane with the cut beginning in the elastic 
threshold vT . In view of this discontinuity, 6 1 is written 
6 1 = a = k(v-vT ) 1/2 , where k is an analytic function of v and is 
positive on the real axis. Then 
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I v 1 1/2 f-1(v) 	
v (
v R_ v ) _ i [777J 	„2 	(4.32) 
0(vR-v) - ik(v-vT)4 
1 
1 	 -1 * which satisfies the reality condition [f ' (v)]= f (v ). This func-
tion has a CDD pole on the unphysical sheet (therefore not violating 
unitarity) at v = v where 
v = v
R 
- i 	. 	 (4.33) 
The solution obtained here by the approximation technique is equivalent 
to inserting a CDD pole located on the unphysical sheet into the known 
solution of the elastic pion-pion scattering equations, providing the 
position and strength of this pole produces effects on the left cut that 
can be shown to be small. This technique, presented by Gatland and 
Moffat, for dealing with double resonances is not limited to pion-pion 
scattering, or to P-waves. All that is necessary is that there exists 
a part of the physical region in which the solution derived from the 
left cut contributions, of -1 (v), passes linearly through zero, that d I 
be small there and that the two resonances exhibited when CDD pole 
effects are added should appear as a single resonance when viewed from 
the left cut (or any other cuts which may be present). In the following 
section the particular case of interest here, pion-kaon scattering is 
discussed with this technique in mind. 
Inelastic Pion-Kaon Scattering  
Consider the P-wave amplitude A 1 (s) which assumes the form in 
the physical region 
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A (s) = y(e 21. 6 1- 1)  (2k ) (2i) 	' (4. 34) 
where 6
1 is the P-wave phase shift. 
Above the inelastic threshold sT' the P-wave phase shift becomes 
complex with Im6 1 > 0 in virtue of unitarity. The imaginary part of 
A1(s) in the physical region can be written 
tA (s%12 	ii_e-4Im6 11 
Im A (s) = + 
	
)1 2k 	4 
and unitarity implies that 
.1 	[2k 
Im (4 (s)) = -R --] , 
(4.35) 
(4.36) 
where R is the ratio of the total cross section (atot)  to the elastic 
cross section (a
el ). 
Above the inelastic threshold 6 1 is written 6 1 = 6R + i6 1 . Now, 
suppose that 6 R passes through it at s = s ir and that 6,(s) is small, 
then R can be written in the form of Equation (4.27) for the region in 
which (6 R-7) 2 << 6 1 . Furthermore, the effective range approximation 




= ff. The conditions necessary for applying the Gatland and 
Moffat approximation are fulfilled if the double resonance produced 
when the CDD pole is inserted has the same effects as the single 
resonance when viewed from the left and circular cuts. 
2k(S ) 
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(4.40) 
Analysis  
In the original discussion of CDD poles
14 
their position and 
strength were arbitrary. However, for that analysis a very simple 
form of crossing (actually direct reflection) was used. Here, as 
pointed out in the previous section, partial wave coupling in the 
crossings equations may lead to some restrictions on the CDD pole. 
To start with, Equations (4.2) and (4.10) are modified to include a 
CDD pole at s = sp  = sr - ir. Thus 
a ($ -$) 	K(s-sr ) 








2 	, 	 2 ' 
T ts-sr 
where K is the strength of the pole. 
With Equations (4.27) and (4.36) it can be shown that the imagi-
nary part of the P-wave phase shift is inversely proportional to K and 
directly proportional to T at Re 6 1 = 7, and the slope of the real part 




Equations (4.37) and (4.38) are inverted to give Im A 1 (s) on the 
physical cut and the results are inserted into the crossing equations 
to give Im A 1 (s) on the unphysical cuts. The dispersion relation, 
Equation (2.55), now determines Ai ls) for all s and, in particular, 
Re A
I
(s) on the physical cut. When Equations (4.37) and (4.38) are 
inserted into the computer program, the resulting curves shown in 
Figures 13 and 14 were obtained. The data for these curves are found in 
Tables 1, 2, and 3. 
The variable limits in the crossing equation produces a change of 
slope of Im A z (s) in theunphysical region at the reflected resonance 
position. When a CDD pole is present this gives a different behavior 
for Im A
I
(s) for 0 < s < (M-u) 2 . These changes on the left cut are not 
important in the dispersion integrals in the low energy physical region 
due to the subtractions. Their effect, if any, will be felt in the sub-
traction constants. Thus the consistency of the scheme with the CDD 
pole depends on leaving the P-wave subtraction constants unchanged. 
Gatland19 found that a pole in the inverse P-wave amplitude for 
'UTE 4' WIT has only a very small effect on the contribution to the ampli-
tudes from the unphysical cut for a wide range of pole strengths and 
distances off the real axis. In particular, for strengths ranging from 
0.01 to 1 and positions from 0.5 to 0.01, the differences in the left 
cut contribution ranged from about one thousandth of 1 per cent to about 
one tenth of 1 per cent. Since this pole also has some effect on the 
amplitudes of IrK TrK, it is hoped that the effect will be small in 
this case also. The absorptive part of the amplitude in the physical 
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region of Channel III is shown in Figure 16 with no pole and with a 
pole of strength 10 and position 0.1. The values for the contribution 
from the circular cut when the pole is included in the calculation of 
Im B
1 (t) are not tabulated but the changes are on the order of 1 per 
cent for this pole. Although the effect is much greater than it was 
for the Tiff ± TM amplitude, primarily due to the choice of functional 
form for Im B 1(t), it is still quite small. And, as a matter of 
interest, the pole used here for purposes of illustration is much 
stronger than would be necessary to account for the experimental di-pion 
resonances at about 730 MeV and 800 MeV. 
CHAPTER V 
EVALUATION OF THE SUBTRACTION CONSTANTS 
Before a scheme for evaluating the subtraction constants is pre-
sented, it will be convenient to take a closer look at the dispersion 
relation. Any computer program for the calculations necessary in the 
analysis must involve the evaluation of the three integrals which appear 












ds' 	Im A i (s') 
+ 
2 (s-M 	) 
(M-11) 2 
ds' 	Im A i (s') 2, 
7 
(s'-M 2 )(s'-s) (s'-M2 )(s t -s) 
-11
z 
dX 2s i (s ) 2(s-M 2 ) 	 +






2 )(s +-s) 
.41 2 
(5.1) 
The three integrals are best discussed separately and for convenience, 
they will be labeled in the following way: 
R(s) will stand for the integral over the physical cut. 
C z
(s) will stand for the integral over the circular cut. 
Lz (s) will stand for the integral over the unphysical cut 
along the real axis. 
The evaluation of the contribution from the physical cut is 
straightforward. The integrand of R
I (s) has a simple pole at s' = s 
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s - M2 







for values of s in the physical region. This singularity can be removed 
from the integrand by adding and subtracting a term of the form 
( s _ m 2 ) 
7 
ds' Im A k
(s) 	Im Ai (s) N - $ 
	 In 




where N is a large number. Then R
I
(s) may be written 
N 
(14+o 2 
Im A I (s) 
	
 In N - s 
7 
S - ( 11+0 
(5.3) 
   
The integrand is now an analytic function of s' even at s' = s. The 
computer, of course, cannot evaluate the integrand in this form when 
s'= s. It can, however, evaluate it for s' as near to s as the program-
mer desires. A computer program using either Simpson's rule or the 
trapezoidal rule can be employed to evaluate this integral, provided a 
conditional statement is included in the program which prevents the com-
puter from evaluating the integrand at s' = s. 
Section 1. Analytic Evaluation of the Integrals  
Over s' for the Unphysical Cuts  
Unfortunately, the evaluation of the contributions of the un-
physical cuts is not as straightforward as it is for the right cut. 









When the crossing equations are employed for evaluating Im A(s') on 
the left cut and M
I
(s +) on the circular cut, both L(s) and C I (s) 
contain double integrations. A computer program can be written to 
approximate the double integrals, of course, but the integrations over 
s' can be carried out analytically upon interchange of the order of 
integration. The calculations are shown in detail in the following 
two sections. 
The Left Cut  
When the expressions for Im A( ') from the crossing equations 
are substituted into the integral over the left cut, it becomes necessary 
to divide the integral over s' into two sections, one integral running 
from -co to 0 and the other integral running from 0 to (M-p) 2 . The 
expressions for Im A
I
(s') are given by 
  
. (42_ 11 2)2/s 
 
    






2M2+2p2-u-s r du P 1 +   	a 2, 	 II' 
2k 2 (s) 	I' 
I' 	, 
Im A (u ) 0 
    
(for 0<s<(M-p) 2 ) 
2m2+ 2 11 2 - s 
 
  
21,,1 2 1. 21.1 2-s 
  
     









It all' Im Ao (u) 
     
     
 

















s - M 2 
7 
(m.„)2 ( m 2_ 11 2)2/s , 




2 (5')(s'-M 2 )(5 1 -5) 
du P 1+ 	 
2k2 (s') 
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k 2 (s) = (5 - (m-0 2 ) (s - (M+p) 2)/4s, 
(5.6) 
Then 
p 2 (u) = (u 
- (M-02)(11 - (M+0 2)/4u, 
x Im A1/2 (u) + 3 
2M 2+2p 2 -u-s' 	1/2„ 1 + 	 Im A
1 tu) 








du P 1+ 
2M2+2P 2-u-s' 	 1  [ 
2k 2 (s') 4k 2 (s')(s l -M 2 )(s i -s) 
s-M2 
TT 
   
( m+p )2 
x Im A1/2 (u) + 3 1 + 2M
2+2p 2-u-s' 
2p 2 (u) 
Im A1/2 (u (5.7) 
   
If the following constants and functions of u are defined, the expres-
sions for Li (s) can be simplified somewhat. 
a = (M-p) 2 , b = (M+0 2 , c = M
2 
+p2 , (5. 8) 
b 	ab/s' 	 2c-s' 
li
ds'du - ds' du 
0 	2c-s' 00 
ab/u 2c ab/u 
du ds' + du ds' 
2c 
	
b 	2c -u 
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(s) = ds' 
s'[f(u)-s'g(u)] 	2s' (2c-u-s t )1 du 
(s'-M2)(s1-s)(s'-a)(st-b) F 4.(s'-a)(si-b) 
   
02c-s' 
0 	2c-s' 
s- M 2 
 
















If the order of integration is interchanged, it is possible to carry out 
the integration over s' analytically, leaving only the integration over 
u for the computer. In order to interchange the order of integration, 
the limits must be adjusted so that the same area is covered. This area 
is shown in Figure 10. It is easily verified from this figure that the 
same area can be covered with the following interchange: 
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2c-u 	2c 0 
du 	ds' 	du 	ds'. 
2c -OD b -CO 
Figure 10. The s'-u Plane. The Shaded Areas Are 
the Areas of Integration for Li(s). 
The integrations over s' can now be carried out explicitly. The results 








a ln (x-a) 
(b-a)(s-a)(M2 -a) 
(5.12) 
(s'-a)(s'-b)(s'-M 2 )(sl-s) 
(y-b) 	 (y-s) b ln (x-h) s ln (x-s) 
(a-b)(s-b)(M 2-b) 	(a-s)(b-s)(M 2-s) 
2 (y-M 2 )  
M ln, vx-M2 ) 
(b-M2)(a-M2)(s-M2) 
77 
x 	 2 (y-a) 
ds' (s')2 	a in (x-a)- I 2 (x 'y) = (s'-a)(s'-b)(s'-M 2 )(s'-s) (b-a)(s-a)(M 2-a) 
(5.13) 
	
2 (y-b) 	 2 (y-s) 	4 (y-M 2 ) b in (x-b) s ln (x_
s) M ln (x_mz) 
 n 
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Lo (s) = 	
2 s M 	
duff(u)EI1 	' (ab/u 2c-u) - I1 ' (0 -N)] Tr  
b 
- g(u)EI 2 (ab/u,2c-u) - I 2 (0,-N)]). 
2c+N 
s - M2 
duff(u),„(ab,u,o) - I 1 (2c-u,-N)] 
2c 
- g(u)[I (ab/u,0) - I 2 (2c-u,-N)]}, (5.17) 
2(s-M





(s) + 	 j du{f(u)[(2c-u)(I
3
(ab/u
' 2c-u) - o 	Tr 
b 
I 3 (0,-N)) - (I 4 (ab/u,ac-u) - I 4 (0,-N))] 
- g(u)[(2c-u)(I(ab/u,2c-u) - I
4 (0,-N)) 
+ (I 5 (ab/u,2c-u) 	I5 (0,-N))]} 
2c+N 
+ I du{f(u)[(2c-u)(I(ab/u,0) - 	(2c-u,-N)) - (I 4 (ab/u,0) 
2c 




' 0) - I 5
(2c-u-N) ]). (5.18) 
  
The integrand is a well-behaved function of u in the regions of integra-
tion, and the integrals can be evaluated by computer using any standard 
method. The limits of -co and co are, of course, replaced by -N and N, 
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where N is a cutoff consistent with the effective range approximations 
used for Im A
I
(u). A realistic cutoff should be between 50p
2 
and 6011 2 . 
Note that in evaluating the contribution from the left cut, the effects 
of Channel III are neglected. The introduction of the CDD pole does 
not affect the contribution from Channel III, and including it adds an 
unnecessary complication to the calculations. In addition, it is 
assumed that Im A 1/2 (u) is approximately equal to Im A
3/2 (u). This 
assumption is consistent with the experimentally observed evidence that 
the masses of the different charge states of the K
* 
 differ by a very 
small percentage. 
The Circular Cut 
The contribution from the circular cut, C t (s) can be evaluated 
in a manner similar to that of L
I
k (s). As in the case of L k (s), the 
function C I (s) is obtained by evaluating a double integral. The 
double integral arises when the discontinuity across the circular cut, 
Nisi. ), is put into the integral expression for C 2, (s). Before these 
integrals can be evaluated; however, the real part of the integrand 
must be found. The function, Mk (s+ ), is a complex function of s + . Its 
real and imaginary parts are given by 
  
-4X 
+ 2+m B ( ) 
Im 
B 	
+ 3 I 	  
E ve- 02 	
✓ t-4112)(4m2_0 
 
   
    
I,  Re M ts ) = + 	-4X 
 
dt P 2,  + -
-t 
2, 	2X , (5.19) 
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Then the real part of the integrand of C (s) is given by 
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F s t (ReMI(s+ ) + iImMi(s 4. )) Re 
+
_m2_11 2_ 2x)(s+_m 2 )(s+ _s) 
  
• (5.21) 
   
If a change of variables is made and the following constants are 
defined, the integrand can be simplified considerably. 
x = M2 + p 2 + 2X, 	 (5.22a) 




2 ) 2 + M  
2 2 2 
	s2 (M -p ) +  B = 
2s 2M 2 
(5.22c) 






, (5.22d) = 
4sM 2 4sM 2 
sm2 	(m2_11 2 ) 2 
_m2_112}F - E. 
4sM 
F = , G(t) = 2 2 (5.22e) 
Then the contribution of the circular cut can be written 
(m2_ 11 2) 
F Re MI(s .„(x)) (Dx-E)Im MI(s+60) 
(x-A)(x-B) 	y(x)(x-A)(x-B) (5.23) 
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When Re Mk and Im M k are substituted into the above integral equation, 
there is a double integral of the form shown below. 
(1,42 _112) 	2(C-x) 
dx 	dt 
-(,12_ 1 2) 4 ,1 2 
The order of integration may be interchanged if the limits of integra-
tion are adjusted so that the same area is covered. The area is shown 
in Figure 11. 
X --510. 
Figure 11. The x-t Plane. The Shaded Area is the 
Area of Integration for Cl(s). 
From the figure, it is easily verified that the correct limits are shown 
below. 
(M 2 -p 2 ) 2(C-x) 	4M2 C-t/2 
J dx 	dt dt I dx 
-(,42_ 11 2) 4p2 	4p2 -(M2 -p 2 ) 
With this interchange of the order of integration, C I (s) can be written 
4M 2 C-t/2 
C (s) = 
s - M2  dt J dx P k 	(C-x)J (C-x)(A-x)(B-x) 
x 
4p 2 -(M2-p 2 ) 
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dx 	1 	A + M
2  -u 2  
J
1
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-(42- 1.1 2) 
1 	B 	 2 
_ 2 1 	C + M 2 - p 2 
In In , (5.25) 
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2 
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The C I (s) can be written in terms of these functions of t. I   
 - M 2 
4M2i_ 
3 I G(t) Im B (t) 
C
o 
 (s) - 	 
f
dt 1 	o F Im B(t) + 	E 	  J1 (t) 2 1/(t-4p2)(4M2-t) 
H Im B (t) 
3 I 	1  + 	E   J (t) 	, 
i(t-4p 2 )(4p 2-t) 2 
(5.29) 
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The contribution from the circular cut is now in a convenient form for 
computer evaluation. The integrand is well-behaved in the region of 
integration, thus it can be evaluated by one of the standard methods. 
In order to introduce the CDD pole into the calculations, the 
functions, (Im A
1/2 (s)) -1 and (Re A1/2 (s)) -1 must be in the form shown 
1 	 1 
in Equations (4.37) and (4.38), i.e., 
(Im A1/2 (s)) -1 = 	
2k 	KT 
 
1 T 2 + (s-sr )
2 
1/2 	1 a1 
2 
(sr-s) 	K(s-sr ) 








These are the only changes necessary to introduce the CDD pole in the 
pion-kaon amplitude. Since Im Bo
(t) and Im B
1
(t) are not affected by 
this pole, C I (s) is also unaffected. This function is affected, however, 
by a pole in the pion-pion inverse amplitudes, and these effects may be 
determined by introducing a pole of strength n at t p = tr - 	in the 
pion-pion inverse amplitude. The real and imaginary parts of the 
inverse amplitude are then written 
(Im f(0)-1 	It-4p2 n  
















) 	E 2 + ktr-t
2) 
(5.34) 
Section 2. The Calculation of Subtraction  
Constants from Consistency Requirements  
Expressions for Im AI (s) and Im B
I
(t) were written down in Sec- 
tion 2 of Chapter IV for values of s and t above the physical threshold 
but below the threshold for inelastic scattering. Im A I (s) on the left 
cut along the real axis and Mt(s) on the circular cut are calculated from 
the crossing equations, Equations (3.27), (3.28) and (3.29) in Section 2 
of Chapter III. For these calculations, the effects of the cut along 
the real axis below s=-50p 2 are neglected. Recall from a previous 
section that the further out on the unphysical cut, the shorter the 
range of the interaction forces; thus the effects of this portion of 
the cut on the partial-wave amplitudes in the low energy physical region 
should be slowly varying with energy and easily absorbed in the subtrac-
tion constants. 
Since the discontinuities of the partial-wave amplitudes across 
the cuts are now known, the dispersion relation, Equation (5.1), can 
be employed to calculate the amplitudes for all values of s. A con- 
sistency requirement is imposed in order that the subtraction constants 
aI can be determined. The scheme is shown in block diagram in Figure 12 
on page 91. The real and imaginary part of the amplitudes for Channel I 
and the imaginary part of the amplitudes for Channel III are input for a 
computer program. The computer calculates the real part of the ampli-
tude for Channel I for s greater than (M+p) 2 . The real part of the 
(5.35) Im(A1/2 (s)) -1 	-1/(s 	
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✓(t-4112)/t 










inverse amplitude is then calculated by inverting Re A t (s) and Im A 9, (s). 
This procedure should not change the experimentally observed scattering 
length or the resonance position. This is equivalent to requiring that 
Re(Ak (s))
-1  iterate into itself. The subtraction constants are then 
determined. 
The input functions and the equations necessary for a computer 
calculation are summarized below. 
Input Functions  
IM(A1/2 (S)) 




















t 2 + (tr-0
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where a1/2 = 4.0, al
1/2 
 = 21.5, sr = 41p
2 , bo = 0.75, b l = 19, and 
tr = 20.4p
2
. The value of ao is determined by trial in the computer 
calculation. The value given here is simply the best value for which 
the calculated values of Re A o
1/2 
 (s) and the input values of Re Ao
1/2 
 (s) 
are comparable. In any case, the value of ao is of little importance 
in the final analysis. The values of a 1/2 and sr are determined from 1 
experimental resonance data from reference 20. The resonance position, 






 is dimensionless and is related to the resonance 
width, r, by 
3 	, 
1 
2k (sr ) 1/2 	1 a = 
r 2 /T- 
r 
(5.44) 
The values for b
o , the reduced width, b l
, and the resonance position, 
tr
, for the pion-pion interaction are obtained from reference 30. The 
values of K, r, p, and are set equal to zero for the evaluation of 
the subtraction constants with no CDD poles in the inverse amplitudes 
and their values are varied to observe the effects of the pole on the 
subtraction constants. If the pion-pion scattering amplitude is indeed 
a split resonance, the values of n and will be determined by the 
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desired spacing of the two parts of the resonance and the widths of 
these resonances, and they will not be variable in this analysis. The 
values of K and T are the important variables of this analysis. 
Equations for Computer Calculations 
-1 








I  (s) = 
a i 
[Re A i (s)] 
I 

















- 	) (Re A 	)-1 ) 2 (Im A 2,  (s) 





















If the subtraction constants are evaluated for many values of s, small 
variations are introduced in their values since the effects of the un-
physical cuts are not constant. The value of s for which the subtraction 
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constants are determined is arbitrarily picked to be s = s
r
. 
Accuracy of the Computer Program  
The variations in the subtraction constants produced by the CDD 
pole were found to be quite small and it was possible that those varia-
tions could have been in the same range of significant figures as the 
inaccuracies introduced by the approximation methods of the computer 
programs. For this reason, it is worthwhile to mention here some of 
the details concerning the accuracy of the computer programs. The two 
primary sources of error in the computer programs were the substitution 
of finite limits of integration for infinite ones, and the use of the 
trapezoidal rule for evaluating the integrals. Much of the error intro-
duced by the choice of a finite limit of integration was absorbed in 
the subtraction constants. The limits were extended until the error was 
reduced to less than one part in 10 for R o (s), one part in 100 for 
R
1
(s) and about one part in 200 for L (s). There are no infinite limits 
in the calculation of C (s). The larger error in Ro (s) was considered 
acceptable since the effects of the CDD pole on the S-wave amplitudes 
were not of special interest. The accuracy of the trapezoidal rule for 
evaluating the integral of a function of f(x) depends on the number of 
rectangles, N, into which the area under the curve, f(x), has been 
divided. It also depends on f(x), of course, since rapidly varying 
functions require larger values of N than slowly varying functions. 
Each computer program in this thesis in which an integral was to be 
evaluated was run with varying values of N. The value of N was increased 










Figure 12• Block Diagram for the Consistency Requirements 
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order of one part in 1,000,000. The value of N necessary to obtain this 
degree of accuracy was different for different integrals, but values 




and values from 200-500 were sufficient for most integrations involving 
Im A1/2 (s). The very sharp resonance peak in Im A
1
1/2 
 (s) accounts for 1 
the larger value of N necessary to achieve the desired accuracy. 
The effects of the computer program on the S-wave amplitudes are 
shown in Figure 13. The subtraction constants are chosen so that the 
input and output values of the S-wave amplitudes are the same at 
s = 41p 2 . The maximum variation between input and output is about 
one part in ten in the region of interest. The effects of the computer 
program on the P-wave amplitudes are too small to appear on the graphs 
in Figure 14, although they are noticeable in the tabulation of computer 
input and output data, Table 2. The subtraction constants are again 
chosen so that input equals output at s = 41p
2
. The maximum variation 
in the region of interest is about one part per 100. 
Section 3. Appendix Guide  
All computer programs used in the calculations for this thesis 
are shown in Appendix B. The primary function of the programs is the 
evaluation of the subtraction constants with and without a CDD pole in 
the inverse amplitude. Both the strength and position of the pole may 
be varied in order to observe the effects of the pole on the subtraction 
constants. It was noted previously in this thesis that a pole in the 
pion-kaon inverse amplitudes affects only R I
1
(s) and Li(s) while a pole 
in the pion-pion inverse amplitude affects only C
I (s). For this reason, 
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much computer time can be saved by dividing the program into several 
sections. An added incentive for this division is the many long and 
tedious algebraic expressions which must be included in the evaluation 
of L(s) and C t (s). 
1/2 
input 
Inthefirstprograr e evaluated 
for values of s from (M+p) 2 to about 60p 2 . This program is not changed 
by a CDD pole in either the pion-pion or the pion-kaon inverse ampli-
tudes. The next program evaluates R
1
1
/2 (s) and [Re A1input 
/2
(s)] 	for s 
in the same range. This program includes a CDD pole in the inverse 
P-wave amplitude for pion-kaon scattering. The third program evaluates 
C(s) with a pole in the pion-pion inverse P-wave amplitude. The 
fourth program and the fifth program calculate L k (s) with the pion-kaon 
pole. The contribution from the cut from 0 to (M-u) 2 is handled 
separately from the cut from -N to 0. The last two programs are neces-
sary in the calculation of the subtraction constants, and they are 
not included primarily for interest. The P-wave phase shifts are calcu-
lated from the expression 
2k
3 	-1 
cotd 1  (s) = k 2 Re(A 1 (s)) 
(5.49) 
and the absorptive parts of the amplitudes on the left cut are calcu-
lated from the crossing equations. 
A sample of the computer output from each program is included 
at the end of the program. 
CHAPTER VI 
SUMMARY OF RESULTS AND CONCLUSIONS 
It was necessary to determine the subtraction constants, a
JO 
before the introduction of a CDD pole into the inverse amplitude solu-
tions. The consistency of the scheme used in this thesis for handling 
split resonances, if a single resonance solution is known, depends upon 
the introduction of a CDD pole leaving these constants unchanged. The 
constants were calculated from the equation 
az = ReA i (s) - RI (s) 	z(s) - D(s) ' (6 .1) 
for s = s
r = 40.96. The first three terms on the right side of the 
equation, ReA
I
(s), Rk (s), and C
I
(s), were each calculated from a 
separate computer program, and the last term, Lt (s), was calculated 
from two separate programs which differed by only a few calculations. 
These programs are shown in full in Appendix B. The values of the 
subtraction constants which were obtained from these calculations are 
a1/2 = 0.8942, a 3/2  = 0.7312, 
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The CDD pole was introduced into the original inverse amplitude 
by modifying the original solution 
Re A
1 1 (s) = a(sr
-s)/k 2 , 
	
Im A-1 (s) 	
2k 
1 

























The contribution to the pion-kaon amplitude from the discontinuity 
across the circular cut, C I (s), is not affected by the introduction 
of this pole. However, a pole could be inserted into the pion-pion 
inverse amplitude, f 11(v), to account for the 	and the p di-pion 
resonances. The position and strength of the pole necessary to agree 
with the experimental data has already been determined by Gatland and 
Moffat 39 and they have shown that its effects on the contribution to 
the pion-pion amplitude from the unphysical cut are negligible. Such 
a pole was not included in the calculations since it has little effect 
on the present problem. This simply means that it is possible that the 
pion-pion scattering amplitude has a double resonance solution while 




(s), Lo (s) and L
I
1 (s), were recalculated using 
the modified form of Im Al (s). The function, Ro (s), is not affected by 
the pole in the P-wave inverse amplitude. The strength of the pole was 
varied until Im A 1 (s) showed two resonance peaks. As the strength of 
the pole increased, the single resonance decreased in height and became 
broader. At a strength of about p 2 , the resonance split, and at a 
strength of about 10 0 2 , the two resonance peaks were separated by' more 
than 200 MeV. The function, R1(s), is shown in Figure 14, both with 
and without a CDD pole. The strength of the pole is 10 p 2 for the 
example given. The imaginary part of the pole position T also has an 
effect on R1 (s). As the pole approaches the real axis the resonance 
peaks are increased in height and decreased in width. However, these 
effects are small. In any case, the point of interest here is the 
splitting effect on R 1(s). With a proper choice of pole strength and 
position it is possible to create solutions which have the masses and 
resonances widths of any pair of experimentally observed resonances, 
provided the corresponding effects on the left cut contributions, L 1 (s), 
are negligible. Poles of strengths varying from zero to 100 p 2 and 
positions, T, varying from one to 10 -5 p 2 , were inserted into the com- 
, 
puter program for L (s). The variations in L
I 
 (s) due to both strength 
1 	 1 
and position were quite small. In particular, a pole for which K =10 p
2 
and T = 10 -3 p 2 changed L1
(s) by less than one tenth of 1 per cent. The 
functions L
o
(s) and L1(s) are shown graphically,in Figure 17, but the 
effects of the CDD pole for any of the above range of strengths and 
positions are too small to appear on this scale. It is of interest to 
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note, however, that the effects of the pole increases as the pole moves 
nearer to real axis. This implies that inelastic contributions should 
be small since the imaginary part of the phase shift at Red a. = Tr, is 













In addition, the effects on L l (s) due to the pole are reduced as the 
strength of the pole, K, is reduced as expected. Since the slope of 
the real part of the P-wave phase shift is inversely proportional to K, 
the real part of the phase shift should be sharply increasing as it 
passes through ii, i.e. 
d 









In conclusion, a split resonance solution can be produced from a 
single resonance solution for pion-kaon scattering without violating 
unitarity. Since the crossing equations for the scattering amplitudes 
of any two particles of unequal masses have the same general form as 
the crossing equations for pion-kaon scattering, the technique presented 
here applies equally well to all scattering problems involving particles 
of unequal masses, provided the spin cases are the same. The technique 
should also apply for particles with non-zero spin, but until the 
effects of spin on the problem have been investigated, some caution 




















Cm Total Energy Squared (s/V 2 ) 
Figure 13. The S-Wave Amplitudes in the Physical Region of Channel I. 
The Effects of a CDD Pole in the P-Wave Inverse Amplitudes 
Are Not Apparent on This Scale. The Broken Line Shows the 



























CM Total Energy Squared (s/p 2 ) 
Figure 14. The P-Wave Amplitudes Without CDD Pole (Solid 
Line) and with CDD Pole (Broken Line) 
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100 
Figure 15a. The Absorptive Part of the S-Wave Amplitude in the 
Unphysical Region of Channel I. The Curves Are 
Calculated from the Crossing Equation. The Effects 
of the CDD Pole Are Negligible on this Scale. 
Figure 15b. The Absorptive Part of the P-Wave Amplitude in the 
Unphysical Region of Channel I. The Curves Are 
Calculated from the Crossing Equation. The Broken 
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Figure 16. P-Wave Phase Shifts with and without CDD Pole. The Value of 
s for Which the Phase Shift Goes Through 7/2 is Usually 
Defined to be the (Mass) 2 of the Resonance. The Mass-
Squared of the Resonance Position before the CDD Pole is 
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Figure 17. Contributions to the Real Part of the Amplitude from the 	 1 
Circular Cut and from the Left Cut. (The Effects of the 
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Figure 18. The Absorptive Parts of the S-Wave and the P-Wave Amplitudes 
in the Physical Region of Channel III. The P-Wave Amplitude 
is Shown with a CDD Pole in the Pion-Pion -0- Pion-Pion 
Inverse Amplitude (Broken Line) and Without the Pion 
(Solid Line). 
Table 1. S-Wave Amplitudes With and Without COD Pole 




































21 3.2630 1.5508 2.0074 0.0316 0.1170 0.2210 0.2210 3.1542 3.1542 
22 2.3059 1.9765 1.0573 0.0351 0.1273 0.2340 0.2340 2.2206 2.2206 
23 1.8046 1.9904 0.5542 0.0383 0.1368 0.2470 0.2469 1.7337 1.7336 
24 1.4966 1.9356 0.2695 0.0413 0.1457 0.2578 0.2577 1.4628 1.4627 
25 1.2884 1.8691 0.0557 0.0441 0.1539 0.2687 0.2686 1.2627 1.2626 
26 1.1383 1.8049 -0.1239 0.0467 0.1616 0.2779 0.2778 1.0949 1.0948 
27 1.0251 1.7463 -0.2416 0.0491 0.1688 0.2871 0.2870 0.9888 0.9887 
28 0.9369 1.6940 -0.3157 0.0514 0.1755 0.2956 0.2955 0.9255 0.9254 
29 0.8661 1.6475 -0.3938 0.0537 0.1817 0.3031 0.3030 0.8570 0.8569 
30 0.8080 1.6060 -0.4573 0.0554 0.1876 0.3101 0.3100 0.8024 0.8023 
31 0.7596 1.5689 -0,5261 0.0573 0.1931 0,3171 0.3170 0.7425 0.7424 
32 0.7187 1.5357 -0.5719 0.0590 0.1983 0.3232 0.3231 0.7045 0.7044 
33 0.6836 1.5057 -0.5999 0.0607 0.2032 0.3294 0.3293 0.6844 0.6843 
34 0.6532 1.4785 -0.6361 0.0622 0.2078 0.3349 0.3348 0.6552 0.6551 
35 0.6266 1.4539 -0.6783 0.0637 0.2122 0.3404 0.3403 0.6200 0.6199 
36 0.6031 1.4314 -0.7064 0.0651 0.2163 0.3453 0.3452 0.5982 0.5981 
37 0.5823 1.4107 -0.7319 0.0664 Q.2203 0.3503 0.3502 0.5790 0.5789 
38 0.5637 1.3918 -0.7468 0.0677 0.2240 0.3547 0.3546 0.5698 0.5697 
39 0.5469 1.3742 -0.7685 0.0688 0.2275 0.3592 0.3591 0.5537 0.5536 
40 0.5318 1.3581 -0.7962 0.0700 0.2309 0,3632 0.3631 0.5312 0.5311 
41 0.5180 1.3430 -0.8145 0.0710 0.2341 0.3672 0.3671 0.5180 0.5179 
42 0.5055 1.3291 -0.8245 0.0721 0.2372 0.3709 0.3708 0.5127 0.5126 
43 0.4940 1.3160 -0.8411 0.0731 0.2401 0.3746 0.3745 0.5008 0.5007 
44 0.4834 1.3039 -0.8560 0.0740 0.2429 0.3780 0.3779 0.4902 0.4901 
45 0.4737 1.2924 -0.8765 0.0749 0,2456 0.3814 0.3813 0.4740 0.4739 
46 0.4647 1.2817 -0.8898 0.0758 0.2481 0.3845 0.3844 0.4647 0.4646 
47 0.4563 1.2716 -0.8970 0.0766 0.2506 0.3877 0.3876 0.4615 0.4614 
48 0.4485 1.2621 -0.9093 0.0774 0.2529 0,3905 0.3904 0.4528 0.4527 
49 0.4413 1.2531 -0.9258 0.0782 0.2552 0.3934 0.3933 0.4400 0.4399 
50 0.4345 1.2447 -0.9374 0.0789 0.2574 0.3960 0.3959 0.4317 0.4316 
104 


























35.0 0.0230 0.0003 0.0265 -0.0321 -0.0827 0.0680 0.0173 
35.5 0.0260 0.0004 0.0295 -0.0323 -0.0832 0.0687 0.0208 
36.0 0.0297 0.0005 0.0332 -0.0325 -0.0838 0.0694 0.0250 
36.5 0.0342 0.0007 0.0377 -0.0327 -0.0843 0.0701 0.0300 
37.0 0.0398 0.0010 0.0433 -0.0329 -0.0848 Q.0708 0.0361 
37.5 0.0471 0.0014 0.0507 -0.0331 -0.0853 0.0715 0.0440 
38.0 0.0568 0.0020 0.0603 -0.0333 -0,0858 0.0721 0.0540 
38.5 0.0704 0.0031 0.0740 -0.0335 -0.0862 0.0727 0.0681 
39.0 0.0910 0.0052 0.0946 -0.0337 -0.0867 0.0734 0.0892 
39.5 0.1254 0.0100 0.1286 -0.0338 -0.0871 0.0740 0.1237 
40.0 0.1943 0.0245 0.1967 -0.0340 -0.0875 0.0746 0.1922 
40.5 0.3944 0.1075 0.3981 -0.0341 -0.0879 0.0752 0.3941 
41.0 -0.4341 1.4091 -0.4305 -0.0343 -0.0883 0.0758 -0.4341 
41.5 -0.3586 0.0892 -0.3474 -0.0344 -0.0886 0.0764 -0.3505 
42.0 -0.1993 0.0266 -0.1957 -0.0346 -0.0890 0.0770 -0.1984 
42.5 -0.1393 0.0130 -0.1356 -0.0348 -0.0893 0.0775 -0.1380 
43.0 -0.1082 0.0078 -0.1043 -0.0350 -0.0897 0.0780 -0.1063 
43.5 -0.0891 0.0053 -0.0853 -0.0351 -0.0900 0.0785 -0.0870 
44.0 -0.0763 0.0039 -0.0726 -0.0352 -0.0904 0.0790 -0.0739 
44.5 -0.0671 0.0030 -0.0634 -0.0353 -0.0907 0.0796 -0.0642 
45.0 -0.0602 0.0025 -0.0564 -0.0354 -0.0910 0.0801 -0.0569 
45.5 -0.0547 0.0020 -0.0510 -0.0355 -0.0913 0.0806 -0.0510 
46.0 -0.0504 0.0019 -0.0467 -0.0357 -0.0916 0.0810 -0.0465 
46.5 -0.0468 0.0015 -0.0431 -0.0358 -0.0918 0.0815 -0.0425 
47.0 -0.0438 0.0013 -0.0401 -0.0359 -0.0921 0.0820 -0.0391 
47.5 -0.0414 0.0012 -0.0376 -0.0360 -0.0923 0.0825 -0.0362 
48.0 -0.0392 0.0011 -0.0354 -0.0361 -0.0926 0.0830 -0.0336 
48.5 -0.0373 0.0010 -0.0335 -0.0362 -0.0928 0.0834 -0.0314 
49.0 -0.0356 0.0009 -0.0318 -0.0363 -0.0931 0.0838 -0.0294 
49.5 -0.0342 0.0008 -0.0304 -0.0364 -0.0933 0.0842 -0.0277 
50.0 -0.0330 0.0008 -0.0293 -0.0365 -0.0936 0.0845 -0.0264 
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Table 3. P-Wave Amplitudes with CDD Pole 



















35.0 0.0237 0.0003 0.0277 -0.0321 -0.0827 0.0680 0.0185 
35.5 0.0271 0.0004 0.0312 -0.0323 -0.0832 0.0687 0.0225 
36.0 0.0313 0.0006 0.0355 -0.0325 -0.0838 0.0694 0.0273 
36.5 0.0367 0.0008 0.0411 -0.0327 -0.0843 0.0701 0.0334 
37.0 0.0437 0.0012 0.0484 -0.0329 -0.0848 0.0708 0.0412 
37.5 0.0537 0.0018 0.0588 -0.0331 -0.0853 0.0715 0.0521 
38.0 0.0689 0.0029 0.0748 -0.0333 -0.0858 0.0721 0.0685 
38.5 0.0958 0.0058 0.1035 -0.0335 -0.0862 0.0727 0.0976 
39.0 0.1602 0.0164 0.1756 -0.0337 -0.0867 0.0734 0.1702 
39.5 0.5714 0.2473 0.5230 -0.0338 -0.0871 0.0740 0.5181 
40.0 -0.2077 0.0285 -0.1816 -0.0340 -0.0875 0.0746 -0.1861 
40.5 -0.0573 0.0022 -0.0502 -0.0341 -0.0879 0.0752 -0.0542 
41.0 0.0000 0.0000 0.0060 -0.0343 -0.0883 0.0758 0.0024 
41.5 0.0568 0.0022 0.0647 -0.0344 -0.0886 0.0764 0.0616 
42.0 0.1871 0.0237 0.2109 -0.0346 -0.0890 0.0770 0.2082 
42.5 -0.5157 1.2959 -0.7471 -0.0348 -0.0893 0.0775 -0.7495 
43.0 -0.2422 0.0403 -0.2211 -0.0350 -0.0897 0.0780 -0.2232 
43.5 -0.1415 0.0136 -0.1329 -0.0351 -0.0900 0.0785 -0.1346 
44.0 -0.1040 0.0073 -0.0983 -0.0352 -0.0904 0.0790 -0.0996 
44.5 -0.0841 0.0058 -0.0793 -0.0353 -0.0907 0.0796 -0.0801 
45.0 -0.0716 0.0035 -0.0672 -0.0354 -0.0910 0.0801 -0.0676 
45.5 -0.0629 0.0027 -0.0588 -0.0355 -0.0913 0.0806 -0.0588 
46.0 -0.0565 0.0022 -0.0525 -0.0357 -0.0916 0.0810 -0.0523 
46.5 -0.0516 0.0018 -0.0477 -0.0358 -0.0918 0.0815 -0.0471 
47.0 -0.0477 0.0016 -0.0438 -0.0359 -0.0921 0.0820 -0.0428 
47.5 -0.0444 0.0014 -0.0406 -0.0360 -0.0923 0.0825 -0.0392 
48.0 -0.0418 0.0012 -0.0378 -0.0361 -0.0926 0.0830 -0.0360 
48.5 -0.0395 0.0011 -0.0355 -0.0362 -0.0928 0.0834 -0.0334 
49.0 -0.0376 0.0010 -0.0336 -0.0363 -0.0931 0.0838 -0.0312 
49.5 -0.0359 0.0009 -0.0319 -0.0364 -0.0933 0.0842 -0.0292 . 
50.0 -0.0344 0.0008 -0.0304 -0.0365 -0.0936 0.0845 -0.0275 
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Table 4. Absorptive Part of S and P-Wave Amplitudes 
on the Left Cut with and without CDD Pole 
K = 10, T = 	
-3 
s Im Ao (s) 
Im Ao (s) 
With CDD Pole Im A1(s) 
Im A1 (s) 
With CDD Pole 
6.40 0.6994 0.6994 -0.0593 -0.0593 
6.10 1.7502 1.7502 -0.0785 -0.0785 
5.80 1.9421 1.9421 -0.0369 -0.0369 
5.50 1.9704 1.9704 -0.0009 -0.0009 
5.20 1.9426 1.9426 0.0264 0.0264 
4.60 1.8351 1.8351 0.0626 0.0626 
4.00 1.7139 1.7139 0.0831 0.0831 
3.40 1.5959 1.5953 0.0952 0.0958 
2.80 1.4099 1.4102 0.1350 0.1364 
2.20 1.3350 1.3375 0.0957 0.0966 
1.60 1.2527 1.2489 0.0814 0.0799 
1.00 1.1609 1.1646 0.0705 0.0732 
0.40 1.0547 1.0558 0.0509 0.0519 
0.01 0.9413 0.9413 0.0004 0.0004 
-0.01 0.0009 0.0009 0.0009 0.0009 
-0.50 0.0044 0.0044 0.0044 0.0044 
-1.00 0.0883 0.0883 0.0841 0.0841 
-2.00 0.1632 0.1632 0.1483 0.1483 
-3.00 0.2301 0.2301 0.2000 0.2000 
-4.00 0.2901 0.2901 0.2413 0.2413 
-5.00 0.3439 0.3439 0.2743 0.2743 
-6.00 0.3925 0.3925 0.3003 0.3003 
-7.00 0.4363 0.4363 0.3207 0.3207 
-8.00 0.4761 0.4761 0.3364 0.3363 
-9.00 0.5122 0.5122 0.3484 0.3484 
-10.00 0.5452 0.5452 0.3572 0.3572 
-11.00 0.5753 0.5754 0.3635 0.3636 
-12.00 0.6031 0.6035 0.3678 0.3681 
-13.00 0.6292 0.6449 0.3708 0.3862 
-14.00 0.6746 0.6708 0.3936 0.3888 
-15.00 0.7125 0.6944 0.4081 0.3897 
-16.00 0.7369 0.7352 0.4095 0.4079 
-17.00 0.7595 0.7592 0.4092 0.4091 
-18.00 0.7801 0.7795 0.4078 0.4073 
-19.00 0.7995 0.8000 0.4055 0.4021 
-20.00 0.8174 0.8172 0.4024 0.4021 
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Table 5. P-Wave Phase Shifts with CDD Pole and without CDD Pole 
K = 10 and K = 10 -3 
s 
Without CDD Pole 
6 1 (s) 
With CDD Pole 
S 1 (s) 
35.0 0.0132 0.0138 
35.5 0.0152 0.0159 
36.0 0.0175 0.0186 
36.5 0.0203 0.0220 
37.0 0.0239 0.0265 
37.5 0.0285 0.0329 
38.0 0.0346 0.0426 
38.5 0.0432 0.0598 
39.0 0.0561 0.1014 
39.5 0.0776 0.4058 
40.0 0.1205 3.0072 
40.5 0.2457 3.1047 
41.0 1.5708 3.1631 
41.5 2,8793 3.1787 
42.0 3.0038 3.2659 
42.5 3.0464 5.0935 
43.0 3.0679 6.1189 
43.5 3.0808 6.1878 
44.0 3.0894 6.2128 
44.5 3.0955 6.2260 
45.0 3.1001 6.2343 
45.5 3.1037 6.2400 
46.0 3.1065 6.2442 
46.5 3.1089 6.2473 
47.0 3.1108 6.2499 
47.5 3.1124 6.2520 
48.0 3.1138 6.2538 
48.5 3.1150 6.2550 
49.0 3.1160 6.2560 
49.5 3.1168 6.2568 
50.0 3.1174 6.2574 
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APPENDIX A 
THE CONNECTION BETWEEN A - AND Al/2 ' 3/2 
In the I-spin space of the kaon, the transition amplitude has the 
form 
1 A 	= A (+.) cS 	+ A
(-)
'ET ,T ]. 
act act 2 8 a 
(1) 
For reaction I, there are two independent isospin states, T = 1/2 and 
T = 3/2. The operator for the total I-spin has the form 
-* 	1 







T is the kaon I-spin operator and lt7  is the pion I-spin 
operator. Then, 







÷ 1(2) + 	• T . 
2 2  









( 5 ) 
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T • = -2, and for T = 	t
1.1 
 • T = 1, i.e. I
n 
• T is an 
2 1 
operator which has eigenvalues -2 and 1 when T = 1 — and 2-
' 
 respectively. 2 	2 









= T1/2 and P1/2 T3/2 = 0, P1/21/2 
P3/2T1/2 = 0 and P
3/2 T312 = T3/2 . 
These projection operators can be written as a linear combination of 
the operator • T, for example 
, 
P1/2 = a + b(t •t), 
P
1/2 
= c + d(t 
Equation (8) operating first on T 1/2 and then on T 3/2 
gives the two 
equations for a and b 
a - 2b = 1, 
(10) 
a + b = 0. 






a = 1/3 and b = -1/3. 	 (11) 
Thus, 




3 (12)  
Then we let Equation (9) operate first on T 1/2 and then on T3/2 to give 
c - 2d = 0, 
(13) 
c + d = 1. 
The simultaneous solution of these two equatiOns gives 
c = 2/3 and d = 1/3. 	 (14) 
The projection operator P
3/2 
can now be written 
-4. 	.4. 




We now need a representation for the operator t . A convenient one is 
[(t n  ) a ].. = -iE ija 
	a = 1,2,3. 	 (16) 
Then we may write 




(P1/2 )8a = (6 $a 	2 + -{T a  'T a 
 ])/3, 
and 
(P 3/2 ) aa 
= (26 8a - — [C a' T a])/3. 2  
We can now rewrite A sa as 










Rearranging the above expression we obtain 
A 	= (P 	) (A (+) + 2A (-) ) + (P)(A (+) - A(-) ). 	(20) 
Sa 1/2 aa 	 3/2 8a  
Thus, 
A1/2 = A (+)  + 2A (-)  
(21) 
A3/2 = A (+) - A (-) 
The connection between AI and A1/2 ' 3/2 for Channels II and III may be 






The Computer Program  
The computer program is divided into four parts: 
(1) the input functions calculated from experimental data, 
Re At (s) and Im At (s), 
(2) the contribution to Re A (s) from the integral over the 
right cut in the dispersion relation, R t (s), 
(3) the contribution from the circular cut, C it (s), and 
(4) the contribution from the left cut, L t (s). 
In order to keep the computer time to a minimum, the S and P-wave parts 
of RQ  (s) are programmed separately since only R 1 (s) is affected by the 
introduction of the CDD pole. The contribution from the left cut is 
also divided into two parts, the contribution from the cut from 
0 < s < (M-p)
2 and the contribution from the cut from -00 < s < O. 
The following list which shows the relationship between the 
symbols used within the body of the thesis and the corresponding 
symbols used in the computer program is helpful in following the 
program. The meaning of the many additional symbols used in the program 
should be clear within the program. 
MU = pion mass 
M = kaon mass 
BO = l/b
o
, AO = 1/a
o 
1/2 	1/2 	1/2 	1/2 
C01, CO3, Cll, C13 = C o (s), Co ( s), (s)' C1  (s) 
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R01, Rll = Ro (s), R1 (s) 
LO1 + KO1 = L o(s) 
L11 + Kll = L
1 (s) 






IMBO, IMB1 = ImBo (t), ImB 1 (t) 
AR = Re(A1  (x))
-1 
KX = Im(A 1 (x)) -1 . 
Each part of the computer program is shown as it was run on the 
computer. The language used here is Algol and only the format state-
ments have been omitted. A sample of the computer output data is shown 
immediately following each program, in Tables 6, 7, 8(a), 8(b), 8(c), 
8(d), 9(a), 9(b), 10, 11, 12(a), 12(b), 12(c), 12(d), 13(a), 13(b), 
13(c), 13(d), 14 and 15. 
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The Contribution from the Right Cut for the S-Wave  
REAL PROCEOURE FO(Y) 
VALUE Y 	• 
REAL Y 
BFGIN 
IF ABS(Y-S)< (DELTAX/4) THFN 
Fn 	(1/)*(FO(Y+OELTAX) +J- 0(Y - DELTAX)) 	ELSE 
FO + (TAAU 	IAA0s)/(y-s) 
	
ENO FO ; 





A 2 	x M 	; 
SO+ M2 	; 
mmu + 4,(A2)(AU2 
C + m2 + Au? 	; 
PI + 3.14159 
N + 500 	; 
MIN + (M+10)* 2 	; 
DELTAX + (200x4u2 	MIN)/N 
WRITE (FOUT.F02) ; 
R1 + U,25 	; 
FOR S + 21,0 STEP 1 UNTIL 51 00 
BEGIN 
SSOPI + (S 	SO)/PI 	3 
LOGS + LN((2001cAj2fS)/(S ■ MIN)) 	; 
KS + SVii((S-C)+2-MMU)/S 	; 
IMAOS + KS/(H1*2 + KS*2)x(1/(S - s0)) 	; 
INTO1 + 0 	; 
FUR J + 1 STEP 1 UNTIL N DO 
REGIN 
X + MTV + (J-0,5)x0ELTAX 	3 
K + SwRT(ABS((X-C)*2 	MAU))/X 	; 
IAA() + K/(81*2 + Ki4,2)*(1/(X-S0)) ; 
INTO1 + INTO1 + FO(X)xDFLTAX 
FAO 	; 
GUI + 0.8)(0((200•SO)/ .(200 1PS))/PI 
ROI +SSOPIx(INTO1 + IMAOS1(LOGS) + GO1 	3 
WRITE (FOUT,F01,S,R01) 	; 
ENO 




Table 6. 	Contribution from Right Cut 
Without CDD Pole (S-Wave) 
Ss 2.1U00000#+01 R01= 	2.00738610+00 
Ss 2.2U0000003 +01 R01= 	1.0573?33@l400 
S= 2,30000000+u1 R01= 	'3,54197350..01 
Ss ?,40000000+01 RU1= 	2.694476401.01 
s= 2,5000000@+u1 R01= 	5.56636234..02 
S= 2,60000000'4-01 R01='1.23943 6 84'01 
S= ,,7u000000+01 R01=•2,41649420'01 
S= 2.8000000421+01 R01=•3.1565980001 
5= 7.9V00000@+01 RU1=3,93753244 ■ 01 
SR 3.0y00000ii+O1 H01= ■ 4.5726652i0•01 
S= 3.i00000004.01 R01= ■ 5.2613068...01 
5= 3,200000001+o1 R01=-5.718714do-ul 
S= 3.3000000@+u1 R01=-5,9986942-u1 
S= 3,400000004.01 R01='6036058790 ■ 01 
3.50000000+01 R01="6.7d256:120."01 
S= 3.6U000004a+01 R01='''(.06416t15 ■ 01 
Sx 3.70000000+01 R01=0"7.31923244.*O1 
S= 3.8o00000kii+u1 Rol=-/.468285101 
S= 3.9000000@+u1 R01= - 7.685?H76-01 
S= 4,ou0000o)+01 R01=-7,923231A-01 
5= 4.10000000+01 RO1=- d.1450121(0•01 
S= 4.20000000+01 RO1=-d.24502060-01 
S: 4.3u000000+01 R01=-4.41074370-01 
, S= 4.4v0000u0+01 R01= - d.5603697-01 
S= 4.50000000+01 R01x`8.7647648i0 ■ U1 
S= 4.6u00000o+01 R01=-6,8978925@-ol 
S= 4.7u00000ti+01 R01=-d.96958590-01 
S= 4.8000000o+u1 H01=-9,09265930-01 
S= 4.9000000@+01 Ro1R-9.25828960-01 
5= 5.0000000o+u1 R01=- 9.3674108@-01 
5= 5.1u00000o+01 R01=-9,4718351@-01 
The Contribution from the Right Cut for the P-Wave Without CDD Pole 
RI AL PRUCLOuRE FILYY) 
VALUL yY 	; 
REAL Nor ) 
BEGIN 
IF AbS(YY..)< DELTAX/4 THEN 
FT + CrI(YY+DELTAX) + FI(Yy-(?EL1AX))/2 	ELSE 
FI 	(TMA1/(YY-s0) - IMA1S/(S - S0))/(YY - S) 
Ero FT 	; 
COMMENT 	N IS ASSUMFn In BE FAN 




M2 4- M x t 	; 
Al + 21.5 ; 
Sp 4. 40,90xPU2 
SO+ M2 	; 
PI + 3.1415g 	; 
M2 + MU? 
mmo 	Axm1xmU2 	; 
N 250 
OEETAx + (100*4u2 	(M+MU)*2)/(4xN) 
WRITE (10aT,F01) ; 
FoR S + 35 STEP 0.10 UNTIL 48 no 
HEGTN 
Ks 4. S0RT((s-C)*2 	mMI))/(S) 	; 
KSQ + sx(Ks+2)/4 ; 
ARs + Alx(Sp 	S) 
IMAIS 	CKSo*2)xKS/(ARS+2 + (KSxKSQ)+2) 	; 
SSOpI + (S 	50)/P1 
LUIS + INC(100xMU2 - S)/(S-(M+MU)+2)) 	; 
'Writ 4- 0 	; 
FOR j + 1 STEP 1 UNTIL 4xN DO 
REGTN 
X 	(M+MU)*2 + (J - 0.5)x0ELTAx 
AR1 + Alx(SR - X) 	; 
KX 	SQRT(ARS((x-C)*2 	MMu))/(X) 
KXSn + xxCKy*2)/4 
IMA1 + KXSQ+2xKx/(AR1*2 + (KX5QxKX)+2) 	) 
INT11 + 	INT11 + FI(x)xDELTAX 	; 
FNO ) 




Table 7. 	Contribution from Right Cut 
Without Pole (P-Wave) 
5= 3.500000010 +01 R11= 	2.6471671E4..02 
5= 3.5100000P+01 R1 1 = 	2.0047430E1 -0 
S= 3,52000000+01 R11= 	2.7639009@., 02 
5= 3.5300000(0 +01 R11= 	2.8246693@-0e 
S= 3.540000m4+01 R1 1 = 	2.8880770@-01 
3,5500000k0 +01 R11= 	20543665e1 ..0 
5= 3,56000000+01 R11= 	3.0225b89@..02 
5= 3.570 0 000(0 +01 R11= 	73.0927866efl..02 
b= 3,5800000@+01 P11= 	1.1662771E0 •02 
5= 3.590000nt0 +01 R11= 	3..2414190E4 -02 
b= 3,6000000@+01 R11= 	3.322958TP-02 
S= 3,6100000(0+01 R11= 	3.40496301 "01 
5= 3.6200000@4 01 R11= 	3.4911381@ - 02 
5= 3.6300000(0+01 R1 1 = 	3.5820330E•02 
5= 3,6400000E0 +01 R11= 	3.6748939F•02 
5= 3,6500000@+01 R11= 	3.(7300m2@-02 
b= 3.6600000@4 01 p11= 	3.6767040e-0 
5= 3,6700000+01 R11= 	3.9841344@..0e 
S= 3.66000000+01 R11= 	4.0952995@(.01 
b= 3.690 0 000E0 +01 R11= 	4.2133656E0..02 
5= 3,7000000k0 +01 P11= 	4a3389125€0 -0'l 
5= 3.71000000+0t R11= 	4.4693988@-02 
5= 3,7200000i+01 R11= 	4.6046512E0 -.02 
" 3 . 73 0 0 0 0 0@+ 0 1 R11= 4.7496218@•0e 
6= 3.7400000E4+01 R11= 	4,904/226E0 '02 
3,7500000P+01 R11= 	5.06655600 ..02 
5= 3,7600000@+01 R11= 5.2351950@ - 02 
5= 3,7(00000(0 +01 R11= 	594168445@..02 
5= 3.780 0 000@+01 R11= 	5.6132914P-5 0 
Sr 3,7900000E0 +01 P11= 	5.4192647@a, 02 
S= 4.0600000(0+01 P11= 	6.4472498t1•01 
5= 4.0900000P+01 R 11 = 504808790-01 
5= 4,100000o@+01 R11=-4.3047969P-o1 
b= 4.1100000i0+01 R11=.6,29568100 0, 01 
5= 4.120U000@+01 p1 1 =-.501380A5E1 ..01 
5= 4,1300000@+01 R11=•5,1598446@•01 
5= 4.1400000@+01 P11=-4.2215961E0 •01 
5= 4 .1500000(0 +01 p11=-3.4741387(0-01 
5= 4,1600000@+01 R1 1=- 3.003005 9 @"'01 
5 = 4.1700000(0+01 R11=-2,6795840E04'01 
5= 4 .180 0 00001 +01 p11=-2,3628217@-01 
5= 4 ,1 9 000000+01 R11=•2.13376280-01 
5 = 4,2000000@+01 R11=-1.9568556(04•01 
S= 4.2100000E0+01 01=-1.79626410).Po1 
5= 4,220000014 +01 R11=..1.6532023@-01 
5= 4 ,2300000(0 +01 R11= ,-1,5387009@•01 
5= 4,2400000E0+01 R11=-1,4440673(0,.01 
The Contribution to the Right Cut for the P-Wave With CDD Pole  
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IF AHS(YY•S)< DELTAX/4 'NEN 
FI + (FI(YY+DFLTAX) + FT(YY•DELTAX))/2 
FI + (TMA1 	IMA1S)/((YY•S)x(YY•S01) 	; 
END FT ; 
COMMENT 	N IS ASSUMED TO FIJF EVEN 	; 
WRTTE (FOOT) 
MU+1 
M+(0,4 9 5/0.14)xMU 
mU7+ MOxMU 
M2 +mxm 	; 
Al + 21,5 
SR + 40.96xmO2 	; 
SO+ 	; 
PI + 3.14159 
C + 12 + MU2 
MMO + 4xm2xMO2 	; 
TAU + 0,000001 ; 
N + 250 	; 
DELTAX + (100xMU2 • (M+MO)+2)/(4xN1 
WRITE (FouT,Fni) 
FOR I + 1 STEP 1 UNTIL 5 DO 
EGIN 
KAPPA + 10*(•T) 	1 
WRITE (FOUT,F03,KAPPA,TAU) 	1 
FOP S + 37 STEP 0.25 UNTIL 45 00 
REGTN 
KS + SQRT((S•C)*2 • MMU)/(S) 	; 
KSO + Sx(KS*2)/4 
O + KAPPAxTAU/(TAU*2 + (S•SR)*2) 
ARS + Alx(SP • S) 	; 
NAPS + ARS + Ox(S•SR)xKSQ 	) 
NKS + KS + OxTAU 	1 
TMAIS + (KSQ*2)xNKS/(NARS*2 +(NKSxKSQ)*2) 
SSOPI + (S • S0)/PT 	I 
ELSE-. 
The Contribution to the Right Cut for the P-Wave With CDD Pole  
(Continued) 
LOGS + LN(C100xMU2-S)/(S*(M+MH)*2)) 	; 
TNT11 • 0 	; 
FOR J F  1 STEP 1 UNTIL 4xN DO 
REGIN 
X .. (m+m0)*2 + CJ ..0.5)xDELTAx 	) 
0X+ KAPPAxTAU/(TAU*2 + (X*SR)*2) 
AR1 + Alx(SR-X) 
Kx 4- S 0 RT(AMS((X*C)*2 * MMU)))(X) 	; 
KXSQ + Xx(KX*2)/4 
NKx • KX + QXxTAU 	; 
NAR1 + AR1 + (4Xx(X-SR)xKXSO 	; 
TMA1 + KXs(4*?xNKX/(NAR1*2 + (KXSOW4 KX)*2) 
INT11 	INT11 + FT(X)xDELTAX 
END ; 
Rti 	SSOPTxINT11 + IMA1SxL0Gc/PT 
RE41 + SxARSx(KS*2)/(ARS42+4x(S*2)w(KS*6)) 	I 






Table 8(a). 	The Contribution from the Right Cut 
for the P-Wave with CDD Pole 
(K = 10, T = 10 -1 ) 
S= 3.10000000+01 R11= 	4. 0 P339580-02 
S= 3.7250000 0 +01 R11= 	5.17066950•07 
S= 3,75000000+01 Rti= 	5. 0 6310320-02 
S= 3.77500000+01 Ril= 	6.6938354R-02 
S= 3.80000000+01 Rti= 	7.A4253/00-0 
S= 3.8250000 0 +01 Rti= 	8. 0 1826150-07 
S= 3,85000000+01 R11= 	1,07409540-01 
S= 3.87500000+01 Rti= 	1. 1 6689020-01 
S= 3.90000000+01 Rti= 	1.4951933P-01 
S= 3,9250000 0 +01 R11= 	3.16712520-01 
S= 3.95000000+01 Rli: 	6,79397970-01 
S= 3.9750000e+o1 R11=-9.15185250-07 
S= 4.0000000e+01 R11=-1.19549770-01 
S= 4.02500000+01 R11=-6. 0 466290P-07 
S= 4.0500000 0 +01 R11 	3. 1 0990900-02 
S= 4.01500000+01 R11=-9.17788060-03 
S= 4.1000000(0+01 Rti= 	1.50964400-0? 
S= 4.1250000 0 +01 Rti= 	4,16233020-02 
S= 4.15000000+01 Ril= 	7,63062300-02 
4.1750000p+01 Rli= 	1.11044850-01 
S= 4.2000000 0 +01 R11= 208821580-01 
S= 4,22500000+01 Ril= 604327620-01 
5= 4.25000000+01 Rti= 	t.10432940-01 
S= 4.2750000 0 +01 R11=-7.17567030-01 
s= 4.30000000+ni R11=-1, 7 9543650-01 
5= 4.375on00014.01 R11=q°1.P3854300-, 01 
S= 4.35000004+01 R11=-1./0085790-01 
S= 4.375000os+01 R11=-1.03946280-01 
S= 4.40000000+01 R11=-9,17081110-0? 
S= 4.4250000 0 +01 Rti=.8,23785480-07 
S= 4.45000000+01 R11=-7.50145570-02 
S= 4.47500000+01 R11=-6. 4 9676710-02 
S= 4,50000000+01 Rt1=-6, 0 0344310-02 
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Table 8(b). 	The Contribution from the Right Cut 
for the P-Wave With CDD Pole 
(K = 10, T = 10-2 ) 
s= 3.70000004+01 RAI= 	4.0175722P-02 
S= 3.725000 -64+ni R11: 	s.40/20040-02 
S= 3.75000000+n1 R11: 	6001874601 -0 2 
S= 3.77500049+n1 R11= 	6. 7 3580930-02 
S= 3.80m00a+01 R11= 	7,A85834560 -02 
S= 3.825000.00+01 R11: 	8,96075150-02 
S= 3.8500000e+nt R11= 	107779400-01 
S= 3.87500000+01 Rti= 	1.16694980-01 
S= 3.90000000+01 R11= 	1.18880040-01 
S: 3.92500000+01 R11: 	3.165122510-01 
S= 3.95000000+01 Ril= 	R.15783300-01 
S= 3.9750000e.01 R11=-2.R6724750-01 
S= 4.00000000+01 R11=-1,59702830-01 
S= 4.02500000+n1 R11=-8. 7 3941230-07 
s= 4.05009000+01 R11=-4. 7 209970E1 -0 2 
S= 4.07500000+01 R11=-1. 0 1340180-0 2 
5= 4.10000000+01 R11= 	7. 2 3421840-01 
S: 4.12500000+01 RI1= 	3.1908728P-02 
S= 4.1500000q)+01 Rtl= 	6. 7 9338520-02 
S= 4.17500000+01 RH» 	1. 2 1183310-01 
S= 4.20000000+01 R11: 	2.15694760-01 
5= 4.22500000+o1 Rii: 	6,54828530..01 
S= 4.25000000+01 R11: - Q.R740 4 540.07 
S= 4.27500000+01 R11=-2. 0 3558490-01 
5: 4.30000000+01 R11=-102964320-01 
S= 4.32500000+01 Ri1=-1.49401630-01 
S= 4.3500000 0 +01 Ri1=-1.22984050-01 
5= 4.37500000+01 Rt1=-105621510-01 
S= 4.40000000+01 R11=-9. 2 8386500-02 
.5= 4.42500000+01 R11= - 8.1201 8 91 0- 02 
Sm 4.4500000 0 +01 R11=-7.5650'46810•02 
Sm 4.4750000 0 +01 R11= ■ 6. 0 49253610-07 
Sm 4.50000000+01 R1.1=-6,447322310-0 2 
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Table 8(c). 	The Contribution from the Right Cut 
for the P-Wave With CDD Pole 
(K = 10, T = 10-3 ) 
3.7o00000!1 +01 	Ril= 	4.93417500-0? 
S= 1.7?50o0,)A+01 R11= 	5.4?56138-o2 
5= 1.75oOln1ttf01 qii= 	6.02230/0-0? 
S= 3.7750000)1 411= 	6.7 ,i935 ,55-02 
S= 3.7i1000009+01 7.712Al25!-02 
S= 3.25(2,0004+01 Rit= 	8.99?3076q-02 
s= i.e70W0004-01 411= 	1.051550610 - 01 
S= 3,750000*+01 Q11= 	1.371332201 
S= 3.4 ,10000+J1 R11= 	1.841033 ■ 01 
s= 3.9 ) 900000+01 R11= 	3.17?4923*., 01 
s= 3. 9 5000009+01 Q11= 	9.3300422i - 01 
S= 1. 9 7500009+01 Q11=•3.12573i9@"•01 
S= 4.01.000019+01 R11= ,1.6467276-01 
S= 4.0?50000*+01 1-311=-13.9e232()341-02 
S= 4.050000+01 R11= ,..4.93196841-O? 
S= 4.0750o00+01 Q11=-1.94331'35;e ,, 02 
S= 4.10o0000(54 +01 R11= 	6.06591 	-O3 
S= 4.1250000+01 R11= 	3.27706919..02 
S= 4.1S00001@, +01 R11= 	6.671?911@•C? 
s= 4.17500(x;)*+01 R11= 	1.1972487@..01 
5= 1.2100000+01 R11= 	2.334924R(w..01 
S= 4.2?50000#+01 P11: 	6.559l235@ - 01 
S= 4.2500000@A- 01 ;11=-1.3970694*-01 
s= 4.2750000'4+01 p11=-2.)18031800-01 
5= 4.300000+01 s11=-1,9425002-01 
5= 4.37'500(1)fi+01 R11=-1.4995A08-01 
S= 4.31000000+01 R11=-1.23300 . ?5-01 
S= 4.37100019+01 Q11=•1.0567P4160.01 
S= 4.4000000(0+01 P11=-9.2991000.0 -02 
S= 4.42500000+01 P11=.'S.3334371R-02 
5= 4.4500000F+01 P11=-7.57661 .14002 
s= 4.4 7 50000@+01 R11= - 6. 9 5 9 S017F'02 
S= 4.5000000F+01. R11=...6.4,70141F..02 
Table 8(d). The Contribution from the Right Cut 
for the P-Wave with Weak CDD Pole 
(K = - 1, T = 10 -3 ) 
5= 1.70n6000v4+01 R11= 	4.39 9 1356o - 02 
S= 1.7:-"60()Okl+U1 1.01= 	4.7515023w., 02 
S= 1.7900000+ 0 i P11= 	5.15h??77 0- 0 2 
5= 3.77s1c1000o+01 P11= 	5.6224 ,1 560-02 
S= 3.800D0nin;', +01. P11= 	6.17:3308t4 ■•02 
S= 3 	h9' ( , ()x)!)&1+01 P11= 	6.8291h 4 0* - 02 
S= 3.F3'101, 000Q1 +•1 F11= 	7.622(735P - 02 
5= 3.8750n0P+01 P1 1= 	A.6144019V-02 
S= 3.9000000@i+01 P11= 	9.8619','32Ww02 
5= 1.9 9 5o00o+01 P11= 	1.14Y4 ,/29 ,0 01 
S= 3.9 ,7,o( , 004.03 p11= 	1.36v319 - 01. 
S= 1.97500000+01 R11= 	1.6679r, 98P - 01 
5= 4.000000N4+01 PH= 	2.15P14€3,- 01 
S= 4.02500n0P+01 P11= 	30'4414o61P-01 
S= /1.0900000(01+01 5.26121h8 - 01 
S= 4.07500000+01 01: 	1.405284 4-00 
S= 4.1000000+01 101= 	4.(4949000P?)-01 
5= 4.1256000(0)+01 P11= - 2,A736rOlo - o1 
S= 4.1S0000c9+01 p11=-2.9106;'45P - 01 
5= 4.1750000141 +01 14117-'02.21 4 2 04 5P -01 
5= 4.2000000(“01. Lz11r.-1.7817733o1 
5= 4.2?50000p+01 
5= 4.2 ,, 0000Ge4m R11=-1.26', 6t 69 0 - 01 
S= 11.275oo004+o1 P11=-1.10 ,14083P - 01 
S= 4.3000000@+01 P11.=-9.F5m0 9 0 94.. C, P 
5= 4.3250000P+01 R11=-8.9r)61719@-02 
S= 4.350000C+01 R11=-h.1324( , 54k - 02 
S= 4.3750000+01 Pl1=-7.4991r4f4 - 02 
S= 4.4000000+01 P11=•.6.95H3910ki - 62 
5= 4.4250000P+01 P11=-6.4971F61@ - 02 
5= 4.4500000@+C1 P11=-6.0992C88@ - 02 
4.4750000P+01 R11=-5.74C3116* - 02 
S= 4.5000000*+01 F11=•5.4447489@-02: 
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The Contribution of the Circular Cut  
(A CDD Pole in the P-wave amplitude for MC TIK does not 
alter this program; however, a pole in the P-wave of 
ffff 	irrr requires some minor changes.) 




L + LNCARS(( 2 +M2°MO2)/(R 4.C+XX/2)))/((w=p)x(R'P)) 
ENO 	 
MU+1 
44-014-4-9-51-04 - 141x-mU 
MI12+ MUxMU 	; 
kt2 + 	x- 44 ) 
80+ 1/0.(5 	; 
81 	+ 1W 
TR+ 20.4 x MU? 	; 
SO1V-142- 
PT + 3.14159 ; 
AA- c- (142-4m*U2)*2 
A + (AA + CS0*2))/(2xS0) ; 
Ce 	Me + MU2 	t- 
N + 100 	$ 
MRTTE trowwull r 
FOR S + 21.0 STU' 1 UNTIL 50 DO 
-RT-ITTN 
R + CAA + (S*2))/(2x5) 
cs+so)xAA/(4xS0x8) 
—t5/ts-01 	AAY/tiocs-Dxs, —f 	 
H+F+U ; 
ssopi -+ - 05 - SOYIPI - 
PARTul +0 ; PART03 4 0 3 PART11 
--UT• 4xtm - U1)/N 	  
            
            
            
            
u 3 PART13 + 0 
     
            
FOR I + 1 STEP 1 UNTIL N DO 
REGIN 
T + 4c4U2 	(I-u,h)xUT 	ft 
44 - (T/2-ww2-mu2)xF - E °I 
TM • (T 	4xMU2) 	ft 
-Or* SQRI(( 	T141x(4*m2 -Dv 	npr 
TM7 + TMxIM 
-ITIP41 4 S1)'(T(Tm/17 	I 
numt2 • oumixoumi ft 
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The Contribution of the Circular Cut  
(Continued) 
DUm2 	+ B-144-dix(TR-1))((+44-1) 	; 	 
TMRO F 6)Tx(uUm1/(80x13° 	DUm12)) I 
WW1 + -424440T/T* (OUMI*T-M42,MUK12*-142 4 -UUs2» 
LA + L(T,A,B,C) 	3 	Ld ♦ L(T,B,A,C) 	I 	Lc t 1.(1,C , A , d) 
B4:3m1- + LA + LH + IC 
 DINA + /MA + uxul + cxLc 
C401-+ 07*-1M80 + 6*6x-Pitt13xflum-3- 
001+ (6*Hx1M81)x0UM4 	I 
P01-+- 61-0-1--+ G20-1 	3- 
G103 + (FXIMBO + (•3 	))(GxImR1))(UUm3 
G20 	  
F03 + 0103 + G2U3 	I 
aUm5---* LA-RC-A) + Ldiefc-93-3 * (2*Ci•Aio-131-xtCi(t-OLA3*(C-b)) 
HI+ 01.45 + (4)(W1•T)/((O•A)*(C•R)*2xm2xT ) 
0111-+ -1+40*IM440 4--15*6*Tx-1-mfal * HI 
DUM6 + A*LA/(C•A) + b*LB/(C•R) 
DUM7 	+ ((C* 
G211+ (6*H*TxJW:11)*(0016 + OUM7 ) 
----F1-1-4-6-1-1-1---4 G214 	; 
G113 + (FxTxImBu -(3 	)*GxTx/MB1) x HI 	; 
---42-t-3-4.---f*-3*-H-*-T*Im81--)-*4-U04+6-- 	-04A1- 
F13+ G113 + G213 	I 
PARTU1 + PARTU1 + fOi 
 PARTU3 + PARTU3 + F03 
-PART11 ♦ -PLAR-Ttl 4-4-44 
PART13 + PART13 + 1.13 
ENE) 
CO1 + SSOeI*PAR101*UT 	I 
CO3 + SSOPI*PARLOAUT 3  
C11 + CO1 • SSOHIxPART11xpT 
0-4-4-0O3 	R SSOPI*PART13*DT 	- 3  
wRITE(FOUI,F02,S,C01,CO3,C11,C13) 
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ENt) 	• 
  
   
    
Table 9. Contribution of Circular Cut Without CDD Pole 
L= 3 3 1 
• $fis-S 
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Contribution from Cut Along Real Axis from 0 < s  






PEAL PRUULDTIRT F7T1M,VORR,WM) 






MU + 1 
TM, 4 T 
M + (0,49)/0.140)x MU 	; 
wp 	M x "Pt A 
SP # 40.9b 
	
+ $t7 	1- 
C + m2 + Min 
P1 .14159 J 
NN • 500 
k 	q- 100 
Al + 21.5 
, 	-1--- 
42 + (Pe"MU)*2 3 
0,25- 	; 
sop 4 SOxs0 ; 
AR + 42 	t2 	3 
SOA + SO • A2 ; 
SOP + -S-0--lw 132 
SOAR + SOAxSOR 
AR-1- + ARXAR 
no 	(2xC - R2)/N 	; 
of? # ( 100 - PxO)iNN 
TAU 4 1.0 	; 
KAPPA + 0 I 
WRITE (FOUT,Fn7,KAPPAATAO) 
FOR s 	21.0 STEP- -2 UNTIL 51 DO 
PEON 
S - 42 
SR 	S - b2 
SOTS 4. S-0 	S 
SAP # sAxSA 
57 	4- 5xS 
0um3 + (SxSOA/SAR 	sOxSA/SOAR)/SOS 	3' 
nUm4 • BZTAR2 + B2xSAxSO-Agg0RxsBx0T2) 
011y5 + (SxSOR/SA8 	soxSR/SoAR)/S0s 
Mime, 4 A2/4142 	A2*S8xS0R/(SOAx SAx AR2) 
Contribution from Cut Along Real Axis from 0 < s < (M-u) 2 
 (Continued) 
n11m7 + (S2x50A/s48 	$02xs4/sOAR)/SOS 
nUm8 4. -W2xT32/4B2 + 82)0321(gAi(S0A-/TS0(F6Rx-A132) 	3 
num.; 	(S2xSOR/SAB • SO2xSR/SOAR)/SOS 	J 
n11 4 10 + A2x82/482 + A2xA2xSRxS08/(SOAxsAxAH2) 	J 
00m11 + S2xSxSO4/(SAtixSOS) • SO2xS0xSA/(SOAtixSOS) 	; 
num12+ 042/482)x(A2x42 + R2X42xsAxs04/(SBx5010) 
num13 	S2xSxsOti/(SAHxSOS) • Sn2xS0xse/(SO48xSOS) 	; 
n11m14 + —TA2/AR2-)x(92x82 + 42)4A-7)(SBx-S-513/(5AxSOA); 
SSOPT + (S•S0)/Pi 	; 
sumit 4. 0 	J 	SUMO1 + 0 
Fnp T 4 1 STEP 1 UNTIL N nn 
FIF0IN 
U + R2 + (I".045)x0U1 	; 
+ -SORTCABS((C ■ U;*zio4xmpxm112))/UF- J-
KUs0 + (KU*2)xU/4 	; 
AR 4- A1x(SR 	U; 
NAP + AR +0x(0•SR)xKus0 
NKIJ + KU + QxTAU 
0 + KAPPAxTAU/(TAU*2 + (11•S8) 4, 2) 	; 
n(w T3/7))000-xxxusig—J- /cmovii-7 ofxu*Kuslc 
numt + KU/(Ri*2+KU*2) + num2x(ux(Ku+2)/2+2xO-U) 
PIA + RI(A-2,82,5,SO) 	3 	PI8 	PI(B2,A2iS,S-0; 
Plc + p1(S,S0,42,132) 3 P1S0+ P1(SOPS,A2 , 112) 	; 
01 + PlA + P18 + PIS + Ptsn 
GP + 42xP1A + R2xPlEi + SxR1S + SOxP1S0 	I 
n1 + sX15-157SAA 4 SOxPISO/sOAR 	T 
Ft 4. PlAx(DUM3 	DUM4) + R1Hx(OUM5 • 00m6) 
	
F . 42x42/(AB2xs0Ax54)x(i/(2xcioU"42) 	1/CA2xR2/U-A2)) 
Ki f 82xU2/(AR2xS08xS8)*(1/(2)(C•0•R2) • 1/(A2xR2111 ■ 112)) 
G3 	Di + Ei + J4 K1 	; 
n3 4 s2xP1sisAB + so2xPls0isoAB 	i 
F3 + Plkx(nUM7 • DUO- ) + R1nx(DUM9 • DUMB) 
G4 • 11 .2xJ1 + R2XKI + E3 + 03 
n5 + spxsxpts/sAs + so2xsoxptso/soAR 	; 
F5 + P1Ax(DUM11 • DUM12) + RiRx(DUmli • DUM14) 
G5 4. D5 + E5 + A2*2xJ1 + R2*2xl<1 	J 
Got + numixm. - DUM2XG2 
Gli + DUMixt(2x0wUJISI657O-4) •ITOM2x((2xC•U)xG4•G5) 
sUm01 + SUM01 + GO1 	; 
5Um11 + SUM1t + 011 3 
END 	; 
H01 + SUM01xnut 	; 
H11 + SUM11xDu1 3 
SUMO2 + 0 	; 	SUR-12 + 0 	; 
Fn? II + 1 STEP 1 UNTIL NN nn 
BEGIN 
II 4. 2x( + (IT•045)xDU2 
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KOS() + (KU*2)K04 	; 
Q 4. KAPPAxTAU/(TAU*2 + (0 ■ SR)*2) 	3 
- ff-A-P 4.A-R + 0x(U'SRIxKUSw 
NKII 4. KU + QxTAU 
n-irm7 + (3/2)xNKUx((US(4 - 1 /(NAR*2- + (NK0)CK0SA1I*2) 
	
+ KU/(R1.*2+KU*2) + DUM2x(Ux(Ku* 2)/2+2xC - U) 	3 
PPA + p2 -(A2,B2,5,50/ 	 P21:1 -4-= . P2(82,A2,545D) 
PPS + P2(S,SO,A2,B2) P20 4- P2(SO,S,A2,H2) 	3 
41 4 P2A + P2R +177S- + P2S0 
HP + A2xP2A + B2xP2B + Sxp2S + sOxP2S0 
np 	SxP?S/SAR + SOxP2SO/SOATI" 3 
F. + P2Ax(DUM3 	DUM4) .+ P2RXIOHM5 ■ p046) 	3 
J? + k24(42/(AB2xSakx -SA- ) -x(i/(A- 2x112/0 	-0t2) + itA2) 
10 4 82)(B2/(AR2xSOBxSB)x(1/(A2x)2/0 - 82) + 1/H2) 	; 
41—+-1772- f F2 + -Z -4` K2 	I , 	 
n4 + S2xP2S/SAB + SO2xP2S0/SOAR 	3 
GUM/ 	D:1146)+-  "17?-01- 111i M-9 —tflJM1O 
H4 + A2xJ2 + P2xK2 + 04 + E4 	; 
+ S73(Sx72STSX$--* SO2xS:oxp7S0/SO48 
F6 + P2Ax(DUH11 	DUM12) + P2Bx(DUM13 	DUm14) 
14!). 4- D6 	t6 	me*Zxje 	R7st7xx7 	T 
(O # Du4IxH1 nUM2xH2 
-DIJU24tC(7x7C-5411104-4-*451- 
SID402 4 SUMO2 + G02 	; 
SU4T2 + SO4-17 -+ 
ENO 
H02 + SUmvIxTIU2 
H12 + SUN112xn02 
L11 + -5-S-0?-rx114-101-- 	HO?) 	T 





Table 10. Contribution of Cut Along Left Real Axis for 0 < s < (M- P) 2 
 Without CDD Pole 
KAPPA= 0.000N:1004+00 TAU: 	1.00000000+00 
S. 700000000+01 LO1= 1.70 7 1218R-01 L.11= 70_04.0D74077.01 
S= 7.300000o0)+01 LOt= 1.8827975(14 01 Llls 8.7383804EP"03 
5= 7 .50°000Ni -1- 0i L01= 2 .02471 9 7 0- 01 L11= 9 .511614641 '03 
S= 7.70000000+01 L01= 2.141A026(i-o1 L11 = 1.0162425P'02 
S= 2. 9 0o0000k0 +01 Lot= 2.2 4 00653@-01 L11: 1.0717737P°07 
s= 3.1000000(41 +01 Loi= 2.3237716P-01 L11=7 1.1197128@'07 
S= 1.3000000@+01 LO1= 2.395Rt1601 -01 01 1 1.16151690q°02 
5= 3.50000(1Np -1. 01 L01= 2.4585845P-01 L11.7 1.198292702 
S = 1.70000000+01 Lot= 2.5137407@i-of L11= 1.2308960@"02 
S= 1. 9 o000000+01 L01= 2.5625898P - 01 L112 1.2599988@"02 
S= 4.1o000oot0 +01 L01= 2.6o615700-01 Lii: 1.2861362P'09 
s= 4.3o0o0000. 01 Lot= 2.6457562(0-al L11= 1.309739407 
S= 4 .5000000@+01 LO1= 2.6805422@a' 01 L11.7 1.3311 6 01@'02 
S= 4. 7 000000@+01 L0 1 = 2.7125476R-01 01 = 
• 
1,35068760'2 
s= 4 . 9 00000€1 +01 Lo1= 2. 74 17t01@mo1 L11: 1.3685622P'02 
s= 5.1000m-00 +ot Lol= 2.768392801 L11= 1.3849854@02 
Table 11. Contribution of Cut Along Left Real Axis for 0 < s < (M-p) 2 
With CDD Pole 
KAPPA= 1.000oo00@+01 yAU 	1.0.000000fvm02 
S= 2.100000041+01 L01= 1.7068244001 L11: 7$8113339@'03 
5= 7 .3000000*+01 L01= 1.8824657@'01 L11= 8.7458136(1 -03 
s= 2• 5 000000+01 L01= 2.02419 9 5 0- 01 L11: 9,506417@ ■ 03 
S= 1. 7 0000o0@+01 (01= 2.1414187@-01 L11 = 1.0170945@"02 
S= 9.9000000(0+01 01= 2.2396612W- 01 L11= 1.0726672@w02 
s= 3 .1000000@+01 L01: 2.3233001@ 1•01 L11= 1.1206418@07 
S: 3.3000000) + 01 LO1= 2.3953750(0- 01 L11: 1.1624766@s02 
S= 3.5000000P+01 LO1= 2.4581347f1 -01 Llig 1.1992791@•02 
' S= 1.7o6o000w+01 LO1= 2.513,79101 L11: 1.23f060E"07 
5= 3. 9 000000+01 L01= 2.5621178P - 01 01= 1.261029861'02 
Si 4.to000oo@+01 LO1= 2.605675501 -01 Lllse 1.28716-S8W6 02 
s= 4 .30000001 +01 L01= 2.6447663,0°01 Li1= 1.310 8 05 9 €0, 
S72.5- 0i5-00- )6-0+01 L51= 2.76-15-00446@a'01 L11: 10322417@•02 
5= 4 . 7 0000000+01 Lot= 2.712043001 L11: 1•351 78 30@'07 
Ss 4. 9 000000@+01 Lois 2.741199 20) - 01 L11= 1 , 36967020) **02 
S= 5.1000000@+01 L01= 2,76787600•01 L11: 1.3861049@'07 
132 
Table 11. 	Contribution of Cut Along Left Real Axis for 0 < s < (M-0 2 
(Continued) 
K4p02 	1.00000000)+01 	 TAU= 	1.00000001.'03 
Su 2.1000000+ 0 1 L012 1.70674190•01 L11= 7.81311501 '1'03 
Ss 2.3000000+01 L012 1.882373641•01 L11 = 8.74778540) - 03 
Sa 2.5000000+01 L012 2.02425 9 60) 1'01 L11= 9.5717682Wm03 
sme 2.7000000+01 L012 2.1413122E1aTt' L11= 1.0173199E1 18 02 
Su 2.9000000+01 L01 2 2.239549101'01 L112 1.0779034@•07 
Sa 3.10000001+01 L01 2 2.323183240'01 L11= 1.1208720-00 
sm 1.3000000+01 L01= 2.39575390)'.01 111= 1.1627299p-02 
S= 3.5000000E1+01 L012 2.45800990°'01 L11= 1.1995393E1'P02 
Su 1 . 7 000000E1 +01 L012 2.51315120°'01 L11= 1.2321722€1•02_ 
Sor 3.90000001+01 L012 2.5619869E1°01 L11; 1.26130130'02 
Su 4.1000000E1+01 L012 2.6055421E0°01 L11= 1,2874622E14'02 
Sa 4.3000000E1 +01 L012 2.6446105E16'01 L112 1.3110650)-0, 
S= 4.5000000+01 L01= 2.679906791'01 L11= 1.3325262E1"O7 
Ss 4.70000001 +01 L01 2 2.71190320 -'01 Lii= 1.3520710' - 07 
4. 9 000000@+01 L012 2.74105760.'01 tit; 1.36996130)-07 
Ss S.1000000+01 L01 2 2.7677128("01 Lii: 1.3863990P - 02 
KAPPA= 1.0000000+01 TO= 1.000W:100P-04 
S2 7.1000000@+01 L012 1.7067330p•01 Lila 7.8133074-03 
sa 7.3000000"01 LQ1 2 1.88236370 41 01 L11;_8.7479983@'03 
Ss 7 5 000000+01 L012 2.02424 880'01 Lil a 9.5219978@"03 
s= '.70o000 0 @o1 L012 2.14130071'01 01= 1.017344304'07 
7. 9 000000+01 LOls 2.2395170E11'01 Lil: 1807292890) - 02 
Sa 3.1000000'+ 01 1.012 2.32317060)'01 Lille 1.12091370) - 02 
S= 3.30000o00 4.01 LO1= 2.39528090)•01 Lli; 1.16775720)-02 
Sa 3.50oo000ti+01 L01 2 2.4579965E46'01 Lila 1.199567401-02 
S s 3 . 7 000000+01 LOis 2.513137411 ■ 01 Lit! 1.2322010'02 
3.9000000)+01 L012 2.56197280)•01 1_11 F 1.2613306(1 -07 
5= 1-42874920 4'07 4.l000o00-F+n7. CaT= 2.805S27TR'01 L11s 
Sa 4.3000000) +01 L01f2 2.6446158E1 '01 Lilo 1.3111168P-07 
S= 4.5000000@+01 L01s 2.679 89180•01 L11 1.335569p.02 
S= 4.7000000@+01 LO1= 2.7118881(46'01 L11= 1.3521021@•02 
Sa 4.90000on@+01 L01 2 2.74104230'01 L11= 1.3699928P1 07 
5= 5.l000000€4 4.0i 1.01= 2.7677170°1 01 L11Z 1.38643001 '1 02 
i lL 
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Contribution from Cut Along Left Real Axis from -00 < s < 0 
REAL PROCEOURE Pl(KoVpw , g) 
vALuE Kpv4wPR 	; 
REAL K,V. 14,R 
-Brom- 
pt 4-KKLN(ARs((30 	Kl/ 	K  
F-Nn P1; 
REAL PROCEOuRF R 2 0(0Vv , PP,WW 
v 4 LUr-KK.ovvfMtWw 	_I 
RrAL KK , Vv.RRpww 
REGIN 
P2 4 KK K LN(A 4 S((i(K- 2 1( r40)/(30+KK)))/((vv- , KW1 x (RR ■ KK) * (Wwq, KK)) 
rNO - 1371 
WRITE (FnuT,Fns) 
mu2 	1 	; 
M -(o.495/0.1/10)x Nu- 1-- 
M2 	M x M 
-SR 4r149t- 
SO 4 M' 
C 	W2 + 	 : 
PT 3.14159 	; 
-Ng 	400 	; 
N lo0 
Al 	7T■ 5 	I 
R2 4 (m+MU)*? 	; 
T1WwW,T1*-7 
0.25 	; 
SO--7 + cOwS0 I 
AR 	42 -R? 
SOA 1 S-0--•* - 12 	; 
SOR 4 SO - RP ; 
STA-R4 SOAxSUA- : 
AB? 4 ARKAR 	: 
T 
nup 4- ( 	• Pi(C)/NN 
1 
KAPPA 	0 	 ; 
WRITE (FOUT,E0f,KARPA,TAU) 
FOR S 	1.O STEPTUNfIL 51 DO 
RIGIN 
SA- 	S• AZ- J 
SR S 82 ; 
50A 4= 5TY-1*- S 
SAP 	SAxSB 	) 
c4 
OOM3 	(SxSOA/SAB 	SOxSA/SOAB)/S0s 
MUM4 1321-032 -1.-- 82xSAx-S-OW7(SORngx4B2) 	j 
GUMS 4- (SxSOR/SAB 	SOxSR/SOAH)/SOS 	) 
rifim -6 -4- -A21-4112.0 42-Itt-htx -SO-BITS-0Ax---SAIL -oar- 	t 
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Contribution from Cut Along Left Real Axis from -co < s < 0  
(Continued) 
num7 	(SxS0A/SAB - 602xSA/SOAR)/SOS 
—OUTER- -4 -X210421 	 x, •x•x 
numg 4 (s2xSOP/SAB - s02xsM/sO4R)/sOs 
oumiU 	11-?-xf477All2 	 t - 
numt1 4- s2xsxsoA/csABxsos) • so2xsnxsA/csoAbxsos) 
11-01t4124- TH-2/02)x(A2xA2 + RpxR2xsAxSOA/( -58x-5-OH)) 
nu413 	S2xSxSOl/(SABxSOS) - SO2xSnxsB/(S0AuxS0-4) 
num44 • (A2/AR7)w(u2x7 + A2xA7xStixSOR/(SAxsoA)) 
SSnpl 	(S-S0)/PI 	; 
SINT1 D 	r SUM-01- *-4 
FnP I • 1 STEP 1 UNTIL N nn 
PEGIN 
U # q2 + (I-0.5)xOU1 
JuT- 4=-S-OHIcAtis((coui*z-4xmpxmu2))/1; 	I 
An 4. Alx(SR - U) 
	
-0 4 KAFF4xTAU/(1-01-.2 	( -U-St4)421 
KUSQ 	((U*2)xU/4 	I 
tap 4- TFF-w1lx01-5firlxicusW 	T 
pool 4- KU + QxTAU 	; 
I 
numi 	KU/(R1*2+KU*2) + DuM2x(0x(Ku*2)/2+2xC"U) 
Al A 4 "Al -CA-2, FT7, -Sp-Strr 	1 	--plFr 4 P1ti3-2,A2ob,S0) 
Plc 4 plCS,SO,42,B2) ; p1so4 pi(SO,S,A2 , H2) 	I 
3 -4. -Plic -* PIA *I-S * Pts.0- 
G2 4 A9xP1A + B2xPlt3 + SxplS + snxpiso 	; 
so*Pi&o/soAp 	I 	  
F1 + PlAx(DUM3 	DUM4) + ptSx(nUMb - DUM6) 	; 
+ ti-7-x- 4?/( AP2x-S -0-AAS-Atxfil 	••- 1t(304A2))-----;- 
KI 	R2xti2/(Ap2xsoBxwx(1/(82) 	1/(30482)) 	; 
4 3 4- DI -+ El + 	f xl 	) 
n3 4- S2xP1S/SAR + S02)02 1$0/SOAR 
F3 + PlAxcD1JM7 	D(JMW) + plf3x(MFM9 	DUM1U) 
n4 + A2xJ1 + P2x1(1 + E3 + n3 	; 
715- 4. S'ex-SxPIS7SA13- 	SU2xSoXP1SOfSO AR 	I 	 
F5 + P1Ax(DUM11 DUM12) + P18x(DUm13 DIJM14) 
+ 05 T-1-5 + A2*2)(JI + R2+2xK1 
' V 
	
'- I.. I 	fo 
GOt 	DUM1xCit 	DUM2xG2 
G11 + nOm1x((7xCaru)AG3-(24) 	pum7x((?xc-u)xt,4-6 
stool 4. SuM01 + GOt 	; 
T1yIl 4- SUM11 4 	G11 --T- 
END 	; 
H11 4- SUM11x001 	I 
sumo? 	4 0 	T SUMI4 - t 0 	; 
Fnp IT 1 STEP 1 UNTIL NN no 
8EuiN 
2xC + (IT-0.5)xDU2 
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Contribution from Cut Along Left Real Axis from -00 < s < 0  
(Continued) 
AR + Alx(SR 	U) 
0 + KAPPAxTAU/(IAU*2 + (11..SP)*2) 	; 
KU + SORT(ABS((CoU)*2 4, 4xM2xMij2))/U 
KHSO + (KU*2)xU/4 	;  
NAP + AR +Qx(11..SR)-xKUSQ 	j 
NKIJ + KU + QxTAU 	,; 
nump + ( 3/2)xNKUx(KUSiii ) /(NA-R*? + ( NKUxKUS1))*2-Y-
DUM1 	+ KU/(61*2+KU*2) + fyip42x(Ux(KU*2)/2+2xC•U) 	j 
P2A + p2(A2,R2,5,50) 	I 	P2R + P2(R2,A2,5,50) ; 
P2S + p2(5,50,A2,B2) ) P2S0+ P2(SO*SPA2 , 82) 	;  
Ht + P2A + 13 2R + P25 + P2S0 	3 
H? + A2xP2A + R2xP2R + Sxp2S + s0xP2S0 	; 
np + SxP2S/SAR + SOxP70/0AR 	I 
F? + P2Ax(DUM3 • DUM4) + p?Rx(DUM5 	DOME)) 	; 	 
J7 + A2xA2/(AR2xSoAx&A)*(1/(2xC..0•A2) + 1/(30+A2) ) 
1(2 + Fi2x82/(AP2xSORxSB)x(i/(2xC+11-B2) + 1/(30+B2) )  
H3 + D2 + E2 + J2 + K2 	) 
nA + Spxp2S/SAB • S02xP250/SOAB 
F4 + ppAx(Dumi 	OUTO) + p28xTniimg 	oum10-1 
1.14 + A2xJ? + R2xK2 + 04 + E4 	; 
06 + SpxSxP25/SAB + 5O2xSoxp2SDTSO4R 
F6 + P?Ax(DUM11 	UUM1?) + P2Bx(UUM13 	DUMI4) 
H5 + D6 	+ A2*2xJ2 + R2412)(K2 
(02 + DUmixHi 	DUM2xM2 
GIP + DUmixt(2xtoUl-x13=1,410•Di1m2x((2xc-it;))(H4-K5I 	j 
Sumop + SUMO2 + G02 
SUMip + SUM12 + Of2 
END 	; 
HO/ + SUMU2x0U2 
Hip + SUM12xDU2 	; 
K01 +"*S5OPIx(H04 - H02) 
K11+ ." 2x550PIx(H11 	HI?) + K01 
WRTTE (FOUT,F06,S-iXD170K11) 
FN) 	;  
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Table 12. 	Contribution 
wAppa= 
of Cut Along Left Real Axis for s < 0 
Without CAD Pole 
0,00000000+00 	 TAU= 100000001 +00  
s= 2,100-0T)00a+ -01- K01= 5.0375161w-0Z K11= 1.033936TP ■ u 2 
S= 2.3000n00Q+01 K01= 506817440-02 Klt= 3.5269436P-02 
S= 2.5000000 0 +61 goie-6 ,-6180b100- 02 Kli z 1.-76619400"n- 
S= 2,7000°004+m1 K01= 1,29450070-02 K112 4.3603183P-02 
s= 2.9000 -000a+01 Katw to90151115-400 02 K1 104.r161436P-wo-2- 
S= 3.10000000 +01 K01= 6.46763080-02 K11= 5.03914970 - 02 
3o3000000*+n1 K01= b.9(9944e1l•02 *TA= 5..1337938@i - 02 
S= 3.5000n000 +01 Koi= 9.4509d720-02 Kit= 5.60374240-02 
S= 3.70000000.01 KO -f= 9,13-85664*F-02 K11= 5,41-5704350 ,n 
S= 3.9000°000 +°1 K01= 1.0288118(0-01 K11= 6.00125310 - 02 
4 .t0OnnO0a+n- T -frayw-T.--06-1&18 72W - at Kir= 5.21935312- 02 
s= 40000000o+n1 K01= 100099460-01 K11= 6,49072510-02 
5= 4.5AOnnona+n1 K01- 0 1 K112; --  6.674409411-1`t 
S= 4. 7 00n°000 +°1 K01= 1.16391160-01 Kli= 6.8459487P-02 
se 4.90on°00 0 4771T Kole 1,14744.56P•OT Kim T.T065264V--02- 
se 5s1oonn000+ol K01= 1.21926300 -'01 Kii= 7.1571749P - 02 
Table 13. 	Contribution of Cut Along Left Real Axis for s < 0 
With CDD Pole 
KAPPA= 	1.00000000+01 	 TAU= 	1.0000000@cm•02 
s= 7.14006(100+01 Kole 5.03004500-02 01; 3.033119aP-o2 
5= 7,30000000+01 Ko1= 5,86736610-02 K11-4 3. 5 2 5 96 92P-07 
S= 7.50000000+o1 X01= 6.61714350 - 02 Klle 3. 9 6507 11P - 07 
S= 7 • 7 000000@+01 K01= 7.79348170-02 K11: 4.35906130 - 02 
S= 7.906000b@+01 Ko1= 7 .9070122 0 -02 Kli = 4.7147398007 
S= 3.10000000+01 Ko14 8.46635010102 Kil.s 5.03764780 - 07 
S= 3;30°00000+01 K01= 8.9TR56270- 07 Kul: 5;11918f-5w-07 
S= 1 • 5 000000P+01. K01= 9.4495090.02 Klle 5.60,02690 - 09 
S = 3 • 7 000000@+01 K01g 9.1014h9720w02 Kil e 5.0502311P-02 
S= 3.90000000 4. n1 KO1g 10286 466 0 +01 Kii= 607934990•02 
S= 4.10000000+01 KO1= 1.0 66 °1000 - 01 K11= 6.29154450 - 07 
Sz 0 • 3 000000 + 01 Kol= 1-1008 13/1- 01 K11,1 
101 7 
6.48865630707 
Sr. 4.5-0000000+01 K01= 1.13330610-01 6,67726440-02 
S= 0-70000000+01 K01= 1.16371660-01 Kil = 6. 6 4373700'0, 
4 . 9 0000n0P+01 Koli 1.1 9 2 , 05 0 '01 K11= 7.00424190 - 02 
S= 5.10000000+01 K01s 1,219095 60 -01 Kll= 7.15482620-0p 
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Table 13. 	Contribution of Cut Along Left Real Axis for s < 0 
With CDD Pole 
(CQntinued) 
KAPPA= 	1.00000000+ 01 	 TAO= 	1.o0000000-03 
S= 7.1000000$001 1<01= 5.030RA09P'°02 K11= 3.03313500-02 
S= 2.3000000@i401 K 01 = 5 .867 A080 4).. 02 K11= 3.5259867@ ■ 09 
S= 2.50000001 +01 1<01=. 6.617190841..0? K11= 3.9650927@ ■ 07 
S= 26 7 000000 0 +01 1<01= 7.29351400'02 1<11.7 4.35908 2661° 1'07 
S= 2.9000000P+01 KO1= 7.90 7 06890 ..02 K11= 4.714787$@ ■ 02 
S= 3.1000000(0+01 1<01= 8.466A1080 ■ 02 K11.= 5.03767210'02 
S= 1 . 3 000000(4 +M Knim 6.97869710-n2 K11= 593322070o-02 
5= 1.5000000O+01 K01= 9,4495777o-02 K11= 5.60705350-0, 
S= 1•7000000O+01 K01= 9.8841020-02 Ktt- 5. 8 50258 8 (11 '02 
5= 3. 9 000000+01 KOI=' 1.0286540a - 01 K11= 6.0793785R'02 
S= 4,1000000o+01 K01= 1,0660217o-01 Kilt 6.2915739@ ■07 
4.1000-000R+01 KO1= 1.1008217P - 01 K11, 6.4886864o- 02 
S= 4,5000000o+01 KO1= 1„,13331430 ■ 01 K11= 6.6722953@ ■ 02 
S= 4 ,1 000000) +01 K01 -= 1.1637251e ■ n1 K11= 6.8437635E1'02 
sm 4,90000008+01 K01= 1.1927510001 K11= 7.0042740e"02 
sm 5,t000000o+01 KOt= 1.2190643@ ■.01 Ktt= 7.15485A8P..07 
KAPPA= 1,0000000o+U TAU= 	1.00000000 °04 
S= 2.1000000) +01 K01= 5.0308840R-02 K11= 3.03313606i-07 
S= 7.300000o@+01 Koi= 5.8674116Q - 02 Kil 3.529 98 77P07 
tm .2,5000000o+01 1<01= 0.61719488 ■ 02 K11= 3,9650938p-02 
Ss 2° 7 000000° 4'01 KO1= 7 .29 3143 42'02 K11m 4.3990839@-02 
S= 7. 9 000000 K01= 7 . 9 0 7 0 7 3 6 @"02 Kit= 4. 7 14 78 41 02'09 
Sm 1.1000000o+01 K01= 8.466415 8 W*02 Kl1q_900376 7 350. 02 
sm 3.3000000@+01 KO1= 8.97861246•02 Kit= 5 .3322084@'02 
St 1.5000000@+01 KOt= 9.4495833o - 02 oKtlg 5.6020590@a1 02 
- 
Ss 9.884i0sr-F-0-2-- 1. 7 0000000+n1 KiI= 5.8',0?607P^02 
S= 3. 9 000000(a+Oi K01= 1.02865469”1 KIM! 6.07938000'02 
sm 4,1000000o+01 1.0A-602 .11A..01 -101 = 6;79157-550 K01= 
S= 4.3000000@+01 K01= 1.1008223 0- 01 K11.7 6. 4 8 86 88 0E3 ' 02 
S= 4 . 5 000000 +01 K '01 - ' 1.1 3 3 3 14H° 	01 Kil= 6. 6 772 9 66W'07 
S= 4. 7 000000+01 KOlm 1.1 6 3725 80- 01 01; 6.8437650@m02 
S = 4 4 9000000 + 01 - 	1(01 2 1.07251r@ - 01 '1(117 7.0042f5641- 02 
S= %,1000000o+01 K01= 1.21906500 	01 Ktl= 7,15486040-02 
P-Wave Phase Shifts With and Without CDD Pole  
REA, 	spX,KcQ,KS,G,TA0,KAPpA,DFIT,DFLF,PI,A,B,M 
WPTTF (FOUT,F01) 	; 
WRTTF (FOUT.F02) ; 
PI 4- 3.14150 	; 
m4-(n.4(,5/0414) ; 
A 4- (M+1)*? 
A 4- (M-1)*2 	; 
KAPPA 4- 10 
TA,' 4- n,001 	; 
FUR S 4- 35 cTEP 0,10 UNTIL AR PC 
KS 4. SoRT((c-A)x(S - p))/s 
Kso 4- (S-A)y(S-A)/(4xS) 
X 4- 21,5x(Al-S)/(KSxKsQ) 
DELT 4- P1/2 — APCTAN(X) 
Q 4 KAPPA x 	(S-41)/((TAU*2+(S-41)*2)xKS) 	; 
PFLp 4- PI/2 A  APCTAN(X+Q) 	; 


























3 , 700000(50+01 
	
Table 14. 	P -Wave Phase Shifts 
wITHOHT 	PnLE 
nEtT= 	1,74809250 - 02 
DEiT= 	1,80026130-02 
DEIT= 	1,85464010-02 
DEO= 	1,91136p50 ,0 0? 
OFIT= 	1,97060240-02 
nFIT= 2,0325052Q-02 




nFLT=. ()2,38905910 - 02 
WITH 	PDLE 







HELP= 	2.3626502 0 -02 
HELP= 	2.4525783 0 -02 
DELP= 	2.54829088..02 
HELP= 2,6503966 0 -02 
3.710000nP+01 DELT= 2,47146230 - 02 HELP= 2.75959690-02 
Sr 31720000n0+0i DELT= 2,5582425e-0? HELP= 2,87670370-02 
S= 31730000mgi+01 DELT= 2,6497538p-02 HELP= 3.0026628Q-02 
3,740000n0+01 DELT= 2.7463897P-02 HELP= 3.13858340-02 
5= 3,750000n0 +01 WELT= 2.84158840 - 02 HELP= 3.p857758(0-02 
S= 31760000n 0 +01 WELT= 2,95683970 - 02 HELP= 3.4457994 0 -02 
Sr 3'770000np+01 nF1T= 3,07169250..02 HELP= 3.6205266P-02 
Sr 3 	78000Ons+01 OFIT= 3,1937642p-02 OFLP= 3.81222660-02 
5= 3.790000n0+ni DELT= 3,3237518p..02 HELP= 4.02367858-02 
Sr 31800000nP+01 DELT= 3,4624450P 0•02 HELP= 4.75832440..02 
S r 3.810000nP+01 nEIT= 3.61(17420Q-02 HELP= 4.5204838$71 -02 
S= 3:820000n@+01 DEI1= 3,76966890 - 0? HELP= 4.81565460-02 
Sr 3;830000(1P+01 nEtT= 3,94n4036P-02 HELP= 5.15095070-02 
3.840000n61+0i DELT= 4,17430440..02 HELP= 5.c3574818 -02 
Sr 3;850000nP+01 nElT= 4.32294600-02 HELP= 5.0826712P-02 
Sr 3,860000n@+01 nE[T= 4,5381649p - 02 HELP= 6.50914470.02 
5= 3,870000nP+01 DELT= 4,77211520 ■ 02 HELP= 7.13992968 -02 
5= 3;880000n@+01 DE1T= 5,0273409p-02 HELP= 7.0114607R-02 
3.890000nP+01 DELT= 5,30686820-02 HELP= 8.Q7967020-02 
5= 3,900000nE1 +01 DELT= 5,61432470.0 02 HELP= 1.01350690-01 
S= 3,910000mQ+01 lEtT= 5,9540970e-02 nELpr 1.18343430-01 
Sr 3,920000n@+01 nF[T= 6,33153960-0? HELP= 1.42741260-01 
Sr 3;930000np+01 nElT= 6.7512565p-02 HELP= 1.80906579-01 
Sr 3.940000nP+01 DELT= 7.2274878p-O? nFLP= 2.49287720-01 
S= 3;950000no+ni DELT= 7,764648s0-02 HELP= 4,05815350 - 01 
S= 3.960000n61+01 WELT= 8.37809430 ,m02 HELP= 9.95380900-01 
Sr 3;97n0n001 4.01 flEIT= 9,0852347w0 02 HELP= 2.41687350+00 
Sr 3,980000nP+01 nFiT= 9,90919n5P-02 HELP= 2.A2333120+00 
Sr 3,99(000mp+01 DEIT= 1,0Q81333p1-01 HELP= 2.94826030+00 
Sr 41000000nP+O1 nF1T= 1,20453030-01 HELP= 3.00729420+00 
Sr 4:010000m0 +01 DELT= 1,34636080-01 HELP= 3.041862261+00 
S= 4'020000(161+01 DELT= 1,5228957p-01 HELP= 3,06483480+00 
Sr 4, 030000 (50+01 DELT= 1,74847560-01 HELP= 3,n8146430+00 
Sr 4040000m9+01 DELT= 2,046460904m01 HELP= 3.094293010 +00 
Sr 4;050000n0+01 WELT= 2,49745160-01 HELP= 3.10470716400 
Sr 4,060000(10+01 DELT= 3,0580859w-01 HELP= 3.11353430+00 
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Table 14. P-Wave Phase Shifts 
(Continued) 
Ss 4;07000000+01 nEtT.T. 4.00920920-01 DELP= 3.1213087 0 +00 
Sr 4.08000000+01 DEIT= 5.6Q468890..01 HELP= 3.12840050+00 
S= 4;090000(10+01 DELT= 9,11084490-01 HELP= 3.1350861 0 +00 
Sr 4 	10000000+01 . DEO= 1.57079500+00 HELP= 1.1923452 0 +00 
Sr 4;1100000 0 +01 nEIT= 2.22392650+00 DELP= 6.5224894 0 .03 
Sr 4.12000009+01 nElT= 2.55 9 69259+On HELP= 1,32607280-02 
S= 4 1130 0 0000+0i nEIT= 2.72579089+00 HELP= 2.04282630-02 
S= 4;14000000+01 PELT= 2,81980090+00 HELP= 20427815TP-02 
Sr 4 ; 150000081 +0i DFIT= 2.87929700+00 HELP= 3.71388242-02 
Ss 4 0 160000(1P+01 nEtT= 2,92007080+00 HELP= 1.74571270-02 
Sr 4.17n000ne+01 DELT= 2.94966720+00 HELP= 5.9891247 0 -02 
S= 4;18000009+01 DLIT= 2,97209150+00 HELP= 7.5466351 2 -02 
4,19000000+01 DELT= 2.98965239+00 HELP= 9.58962590-02 
Sr 4,20000000+01 DELT= 3.003768 7 9+00 DELP= 1.24291 9 6 0 -01 
S= 4 ,21000000+01 DELT= 3.01535890+00 HELP= 1.67012330-01 
S= 4,22000000+01 DELT= 3,02504270+01 HELP= 2.3909910 0 -01 
4;23000000+01. nEIT= 3.03325300+00 HELP= 3.85929510-01 
4;240000n0+01 nELT= 3,04030140+00 nELP=6.0079698 0 -01 
Sr 4.25000000+01 nELT= 3.04641740+00 nFLP.= 1.95187330+00 
S= 4;260000(19+01 nE,T= 3,05177410+00 HELP= 2.60234770+00 
Sr 4,27000000+01 nFiT= 3,05650420+00 HELP= 2.80501449+00 
S= 4;280000o9+01 PEAT= 3,06071140+00 HELP= 2.89508390+00 
S= 4 :29000000+01 nE1T= 3,06447760+00 DELP= 2.94532720+00 
4,300000n10+01 DELT= 3.067868401+00 DELP= 2.9773131 0 +00 
4131000000+01 DELT= 3,07093730+00 HELP= 2.09947620+00 
Sr 4;32000000+01 WELT= 3,07372790+00 HELP= 3.01570060+00 
S= 4:,330000n9+01 DELT= 3,07627620+00 HELP= 3.02824990+00 
S= 4;34000000+01 PEAT= 3.07161250+00 nELP= 3.03814720+00 
S= 4:35000000+01 DELT= 3.08076200+00 HELP= 3.0461947 0 +00 
4,360000010+01 PELT= 3.08274639+00 HELP= 3.05287539+00 
Sr 4,37000000+01 DEO= 3,08458370+00 HELP= 3.05851679+00 
Sr 4;38000000+01 DEIT= 3.08628979+00 DELP= 3.06334909+00 
Sr 4,39000000+01 PELT= 3.08787812+00 HELP= 3.06753870+00 
Sr 4 , 40 0 0 0000+01 nElT= 3,08936040+00 HELP= 3.07120929+00 
S= 4,410000n0+01 nEtT= 3,09074700+00 HELP=. 3.07445399+00 
Sr 4142000000+01 DE[T= 3,09204680+00 HELP= 3.07734490+00 
Sr 4;43000000+01, DF1T= 3,09326770+00 DELP= 3.07993870+00 
Sr 4.44000000+01 )LIT= 3.09441650+00 HELP= 30)8229020+00 
S= C.45000000+01 DEIT= 3.09549960+00 HELP= 3.08440589+00 
Sr 4,460000010 +01 nEtT= 3,09652230+00 HELP= 3.08634480+00 
Sr 4;47000009+0i nEct= 3.09748950+00 HELP= 3.08812169+00 
5= 4;48000009+01 PELT= 3,09140570+00 HELP= 3.08975630+00 
Sr 4.49000000+01 DEIT= 3.09927479+00 HELP= 3.0912659 2 +00 
Sr 4 . 50000000+01 PELT= 3.10010009+00 HELP_ 3.09266472+00 
4;51000000+01 DEL T= 3.10088490+00 DELP= 3.09396480+00 
S= 4 .52000000+01 DELT= 3.10163220+00 DELP= 3.09517670+00 
S= 4 ,5300000E1 +01 DELT= 3.10234460+00 HELP= 3.09630930+00 
Absorptive Part of the Amplitudes, Im A 0 (s) and Im A1 (s)  
in the Unphysical Region of Channel I  
(This program was written in Fortran II and run on IBM 












DO 30 1=1,21 
U=I 









DO 20 J=1,N 
T=J 
X=F+(T-0.5)*DX 
Q=CAPPARTAU*TAU + (X-SR)*(X-SR)) 
PX = SQRTF((X-A)*(X-B))/X 
PX2 = PX*PX 
PXSQ = X*PX2/4.0 















Table 15. Im At(s) in Unphysical Region of Channel 
With and Without CDD Pole (The Pole Has a 
Strength, K = 10, and Position, T = 0.001) 
S Im A0 (s) 
Im A
0 (s) 






6.4 0.6994 0.6994 -0.05932 -0.05932 
5.8 1.9421 1.9421 -0.03688 -0,03688 
5.2 1.9426 1.9426 0.02646 0.02646 
4.6 1.8351 1.8351 0,06257 0.06257 
4.0 1.7139 1.7139 0.08312 0.08313 
3.4 1.5959 1.5953 0.09519 0.09582 
2.8 1.4099 1.4102 0.13496 0.13637 
2.2 1.3350 1.3375 0.09566 0.09660 
1.6 1.2527 1.2490 0.08143 0.07991 
1.0 1.1609 1.1646 0.07048 0.07319 
0.4 1.0547 1.0558 0.05091 0.05192 
-0.05 0.0044 0.0044 0.00444 0.00444 
-1.0 0.0883 0.0883 0.08405 0.08405 
-2.0 0.1632 0.1632 0.14832 0.14832 
-4.0 0.2901 0.2901 0.24134 0.24134 
-6.0 0.3925 0.3925 0.30028 0.30028 
-8.0 0.4761 0.4761 0.33641 0.33642 
-10.0 0.5452 0.5452 0.35720 0.35722 
-12.0 0.6031 0.6035 0.36779 0.36811 
-14.0 0.6746 0.6708 0.39359 0.38884 
-16.0 0.7369 0.7352 0.40949 0.40791 
-18.0 0.7800 0.7795 0.40778 0.40733 
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