Abstract. This paper proposes an architecture for distributed management of upper layer protocols and network services called Trace. Based on the IETF Script MIB, the architecture provides mechanisms for the delegation of management tasks to mid-level managers, which interact with monitoring and action agents to have them executed. The paper introduces PTSL (Protocol Trace Specification Language), a graphical/textual language created to allow network managers to specify protocol traces. The specifications are used by mid-level managers to program the monitoring agents. Once programmed, these agents start to monitor the occurrence of the traces. The information obtained is analyzed by the mid-level managers, which may ask action agents for the execution of procedures (Perl scripts), making the automation of several management tasks possible.
Introduction
The use of computer networks to support a growing number of businesses and critical applications has stimulated the search for new management solutions that maintain not only the physical infrastructure, but also the protocols and services that flow over it. The popularization of electronic commerce (e-commerce) and the increasing use of this business modality by companies, for instance, imply using the network to exchange critical data from the organization and from its customers. Protocols and services that support these applications are critical and, therefore, need to be carefully monitored and managed.
Not only critical applications require special attention. New protocols are frequently released to the market to support an increasing set of specific functionalities. These protocols are quickly adopted by network users. As a result of this fast proliferation, weakly-tested and even faulty protocols are disseminated to the network consuming community. In several cases these anomalies, as well as the miscalculated use of resources, are the cause of network performance degradation and end up unnoticed.
We believe that most of the research carried on so far try to provide mechanisms to guarantee higher availability and performance for networks (e.g. Hood and Ji work on proactive fault detection [2] ). While solutions to manage physical network infrastructure are established and tested, it is still needed to investigate ways to provide effective management of applications and protocols.
Existing management tools are not completely prepared to allow the monitoring of these new applications and protocols. Most of the tools only allow the monitoring of a closed set of them. The ability to observe new ones depends on the firmware update of the monitoring hardware (e.g. RMON2 probes [3] ) or on the programming in low level languages as the extensible probe architecture proposed by Malan and Jahanian [4] . Due to the complexity of the task, most network managers neglect this possibility.
In some approaches it is possible to recognize and count packet flows specified by simple filtering rules (e.g. tcpdump-like filters used by ntop [5]) or by descriptive languages such as SRL [6] , used by NeTraMet [7] . However, these filtering languages lack constructors that allow a rule to be defined as a sequence of packets each with specific filtering options, making it impossible to accomplish time-based or correlated analysis of flows.
Other solutions such as Tivoli Enterprise [8] are intrusive, since they require that developers insert specific monitoring procedure calls while developing applications. This approach is only suitable for applications developed in-house. It cannot be used to manage proprietary protocols (e.g. web browsers and servers and e-mail client and servers). Besides that, one must invest on personnel training to use the monitoring APIs.
Regarding the type of information gathered by monitoring engines, some approaches such as the IETF RMON2 MIB (Remote Network Monitoring Management Information Base version 2) store, for a pre-defined set of high-layer protocols supported by the probe, the number of packets sent/received by a host or exchanged by host pairs. Gaspary et al. describe in [9, 10] the advantages and limitations of the RMON2 MIB. One of the RMON2 weaknesses is that it does not store any information related to performance, but it has been discussed by the Remote Network Monitoring group at the IETF [11] .
Finally, we should point out that many management tools are limited to monitoring [5, 7] and the network manager has to take actions manually when unexpected behaviors from these protocols are observed.
In this paper we present Trace, an architecture for distributed management of enterprise networked applications, high-layer protocols and network services [12] based on the IETF Script MIB [13] . Through a graphical and textual language based on finite state machines, the network manager defines protocol traces to be observed. These specifications are readily received by one or more programmable agents that immediately start to check whether a defined trace occurs or not. The observation of these traces in the network traffic triggers actions, which are also determined by the network manager.
The paper is organized as follows: section 2 describes the language to specify protocol traces. In section 3 the architecture is presented. Section 4 illustrates
