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Resumo 
Neste trabalho estudamos o problema de validação de ações atômicas distribuídas e de 
protocolos de validação que visam resolvê-lo. Além do estudo de protocolos de validação 
<>xjstentes na literatura, propomos uma variação do protocolos de duas fases, denominada 
protocolo scmibloqueante. 
No Capítulo 1 são apresentados o conceito de ação atômica distribuída e uma motivação 
para sua utilização. Também são descritas as funções básicas de um sistema gerenciador 
genérico de ações atômicas. 
No Capítulo 2 é definido um modelo de sistema distribuído. Com base neste modelo, é 
definido o problema de validação de ações atômicas distribuídas e são apresentados forma-
lismos para descrição do funcionamento de protocolos de validação em geral. São também 
estudadas as condições necessárias para a existência de protocolos não-bloqueantes e de 
recuperação independente de processos falhos. 
No Capítulo 3 são estudados protocolos de validação de duas fases que visam a efidi>ncia 
quanto à finalização da ação. Estes protocolos são descritos com base em um conjunto de 
parâmetros definidos no início do capítulo. 
No Capítulo 4 são estudados protocolos de validação de duas fases que visam ser tolerantes 
a falhas. No início do capítulo é adotado um padrão para descrição desses protocolos. 
O Capítulo 5 descreve um conjunto de protocolos que não se enquadram na categoria de 
protocolos de duas fases. 
No Capítulo 6 apresentamos o protocolo semibloqueante, um protocolo intermediário 
entre os protocolos de duas fases e os protocolos não-bloqueantes. Durante uma execução 
sem falhas, o protocolo comporta-se como um protocolo bloqueante. Quando surgem falhas 
no sistema, o protocolo passa a funcionar como um protocolo de três fases não-bloqueante. 
A Capítulo 7 finaliza o texto com alguns comentários e sugestões de trabalhos futuros. 
Abstract 
In this work we study the atomic actions commit problem and a set of commit protocols 
which aim to solve this problem. We also propose a new two-phase commit protocol, the 
scmiblocking commit protocol. 
In Chapter, l we give the definition of distributed atomic actions. We also present the 
basic definitions of a generic atomic action management system. 
In Chapter 2, we define a model of distributed system which is used to define the atomic 
action commit problem and the formalism used to describe the operation of generic commit 
protocols. 
In Chapter 3, we describe severa) efficient two-phase commit protocols from the literature. 
The description of these protocols are based on a set of parameters which are defined at the 
beginning of the chapter. 
In Chapter 4, we describe a series of published fault-tolerant commit protocols. At the 
beginning of the chapter, we define a set of parameters which are used for the descriptions 
of these protocols. 
Chapter 5 contains a set of protocols which do not belong to the two-phase category of 
commit protocols. 
In Chapter 6, we introduce the semiblocking commit protocol which stands between the 
class of two-phase commit protocols and that of nonblocking commit protocols. During 
a failure-free execution, the protocol behaves like a blocking commit protocol. Whenever a 
fault occurs in the system, the semiblocking commit protocol begins to act like a nonblocking 
three-phase commit protocol. 
Chapter 7 doses the text with some comments and suggestions for future work. 
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Capítulo 1 
Introdução 
Sistemas de computadores distribuídos têm-se tornado comuns em diversas áreas de trabalho. 
O baixo custo e a popularidade dos microcomputadores, aliados ao desenvolvimento da 
t<•cnologia de redes locais e das telecomunicações têm permitido a utilização desses sistemas 
em larga escala. 
Um dos principais motivos que dificultam o desenvolvimento de aplicações distribuídas 
é a ocorrência de falhas aleatórias nos computadores e canais de comunicação do sistema. 
Espera-se que as aplicações continuem executando apesar de ocorrência de falhas parciais. 
Mecanismos de programação têm sido propostos e utilizados com o objetivo de tornar menos 
complexa a programação de aplicações tolerantes a falhas. Dentre esses mecanismos destaca-
se a ação atômica ou transação atômica. Este mecanismo possibilita que a execução de um 
conjunto de operações definido como uma ação atômica tenha a propriedade de que as 
alterações causadas no sistema. pelas operações de urna ação atômica sã.o todas mantidas ou 
são todas desfeitas. Esta propriedade permite que a situação existente no sistema antes da 
execução de uma ação atômica volte a. existir caso uma falha ocorra. durante sua. execução. 
Além disso, o mecanismo garante também que as alterações causadas por uma ação atômica 
não são desfeitas após sua execução caso ocorram falhas futuras. 
Uma. ação atômica pode ser distribuída., isto é, as operações que a constituem podem ser 
executadas em diferentes computadores do sistema. Esta possibilidade dá origem ao seguinte 
problema: como determinar se a ação atômica executou com sucesso, ou se todas as operações 
devem ser desfeitas devido a uma falha em uma operação? Esse problema é denominado 
problema de validação de ações atômicas distribuídas. As soluções deste problema devem 
incluir um mecanismo de troca de mensagens entre computadores que executam operações 
de uma mesma ação atômica. O controle de envio dessas mensagens é feito através de um 
protocolo que é denominado protocolo de validação. 
Este trabalho tem como objetivos o estudo do problema de validação e de protocolos 
que visam resolvê-lo, bem como a apresentação de um novo protocolo de validação de ações 
atômicas distribuídas. 
1 
2 CAt>ÍTlJ W l. INTRODlJCÂO 
1.1 Sistemas Distribuídos e Tolerância a Falhas 
Um sistema distribuído é formado por um conjunto de computadores que comunicam entre si 
apenas por tro<·a de mensagens através de um sistema de comunicação. Considera-se que cada 
computador é constituído por um prm:essador e por dois tipos de memória: memória estável 
e rnt'mór-ia volátil. A rnnnór·ia volâtil é caracterizada por perder os dados que armazena após 
a owrr(-nria de falha ou após o computador ser desligado. A memória estável continua a reter 
os dados mesmo após urna falha ou quando cessa o fornecimento de energia ao computador. 
Geralmente, o acesso à memória estável é mais lento que o acesso à memória volátil. 
Os componentes de um sistema distribuído, com exceção da memória estável, estão su-
jeitos aos seguintes tipos de falha: 
• Falha de parada- o componente apenas para de funcionar. Ele pode não se recuperar, 
pode se recuperar e voltar ao estado em que estava no momento da falha, ou pode retornar 
a um estado inicial predefinido. Há, ainda, uma variação de falha de parada em que, após a 
recuperação do componente, parte do seu estado é o estado inicial e parte é o estado existente 
no momento da falha. 
• Falha de temporiza~ão- o componente continua funcionando e gera resultados cor-
retos, porém não no prazo esperado. As falhas de temporização podem ser ainda classificadas 
em falhas de atraso e falhas por antecipação. 
• Falha de valor ou falha bizantina - o componente continua funcionando após a 
falha, porém produz resultados errados. Por exemplo, a execução de um programa que gera 
como saída valores errados ou inesperados, ou canais de comunicação que alteram o conteúdo 
das mensagens ou que criam mensagens na rede. 
É possível, ainda, ocorrer combinações dos tipos de falhas acima. Um nó, por exemplo, 
pode atrasar a produção de uma determinada saída e o valor produzido pode estar errado. 
Uma combinação de falhas de nós e dos canais de comunicação pode causar um tipo de falha 
denominado falha de partição. Quando esta falha ocorre, os nós ficam isolados em grupos ou 
partições de nós. Enquanto persistir a falha, cada nó consegue comunicar-se apenas com os 
nós que estão na partição a qual ele pertence. As falhas de partição podem ser classificadas 
em falha de partição simples e falha de partição múltipla. A primeira gera somente duas 
partições, a segunda gera mais de duas partições. Uma falha de partição é otimista se 
as mensagens enviadas são devolvidas aos nós emissores no momento da falha. A falha é 
pessimista se as mensagens são perdidas no momento em que ocorre a falha. 
Um sistema é considerado tolerante a falhas se possuir pelo menos uma das seguintes 
propriedades: 
• ter um comportamento bem definido após a falha de seus componentes, ou, 
• continuar fornecendo seus serviços mesmo após as falhas de alguns componentes. Neste 
caso, diz-se que o sistema mascara as falhas ocorridas. 
1.2 Motivação /'ara o Uso df' A(cx•s Atàmicas 
Existem diversos mecanismos de software e de hardware que podem ser utilizados com o 
objetivo de tornar um sistema tolerante a falhas. Este texto trata particularmente de ações 
atômicas ·· uma ferramenta de programação utilizada para permitir que um sistema tenha 
um comportamento hem definido após a ocorrência de uma falha. 
1.2 Motivação Para o Uso de Ações Atômicas 
Os dados de um sistema de computação podem ser classificados <Juanto ao seu tempo de 
duração em duas classes: dados temporários e dados de longa duração. Os primeiros existem 
apenas durante a execução do programa que lhes deu origem. As variáveis auxiliares e os 
arquivos temporários são exemplos dessa c:ategoria de dados. Em contrapartida, um dado 
de longa duração pode persistir no sistema, mesmo após o término do programa que o niou, 
ou dos programas que dele fazem uso. Corno exemplo dessa classe de dados podemos citar 
os bancos de dados. 
~~m sistemas de computação distribuída há sempre a preocupação em manter a con-
sistência dos dados, especialmente dos dados de longa duração. Há determinadas aplicaçôes 
que devido aos seus requisitos de segurança exigem que a execução do programa ou trecho de 
programa que as executam seja indivisível com relação a falhas e a interferências de outros 
programas. O exemplo tradicional desse tipo de aplicação é a operação de transferência de 
valores entre contas bancárias. O programa que executa essa transferência deve ser indivisível 
com relação aos seguintes requisitos: 
l. a subtração do valor de transferência da primeira conta e a adição desse valor na 
segunda conta são duas operações tais que ambas são executadas, ou nenhuma delas 
é executada. Se ocorre uma falha enquanto o valor não for adicionado na segunda 
conta, deve haver uma forma de desfazer a subtração realizada, restaurando-se o valor 
inicial da: primeira conta. Nesse caso, a operação de transferência é abortada e pode 
ser tentada posteriormente; 
2. uma operação concorrente não deve ter permissão de leitura ou escrita a nenhuma das 
contas bancárias durante a operação de transferência. Como contra-exemplo, consi-
dere que uma operação de impressão de saldo das duas contas esteja sendo executada 
concorrentemente à operação de transferência. Se a operação de impressão tiver acesso 
às contas durante a transferência, a seguinte seqüência de eventos poderia ocorrer: 
a. a operação de transferência r<'aliza a subtração do valor na conta 1; 
b. a operação de impressão imprime o valor da conta 1; 
c. a operação de impressão imprime o valor da conta 2; 
d. a operação de transferência adiciona o valor à conta 2. 
CAI,ÍTIJI,O I. INTROI>Il<'ÃO 
f: claro que os dois resultados impressos deixariam os proprietários da.'> duas contas 
surpresos e o banco em uma. situação delicada. 
Há, ainda., um terceiro rC(JIIisito importante que está. implícito nesse exemplo: 
:1. os resultados da subtração c da adição realizadas devem permanecer no sistema após 
o término da opNação de transferência. 
A terceira exigência tem uma implicação quanto aos dispositivos de armazenamento dos 
dados que representam as contas: eles devem ser armazenados em memória estável. 
O programa de tra.nsfer(>nda bancária do exemplo acima pode ser implementado por meio 
do mecanismo de ação atômica o qual garante a satisfação dos três requisitos anteriores. As 
operações de subtração e de adição são definidas como sendo parte de urna ação atômica. A 
Figura l.l ilustra uma possível codificação do programa de transferência. 
1.3 Definição de Ação Atômica 
Dado o exemplo acima, pode-se definir o conceito de ação atômica como sendo uma seqüência 
de operações que possui duas propriedades: indivisibilidade e permanência de resultado. A 
indivisibilidade abrange dois significados: primeiro, que não é possível a uma ação atômica 
A 2 ter acesso aos resultados gerados por uma operação de uma ação atômica At enquanto 
A 1 não se finalizar. Segundo, todos ou nenhum dos resultados produzidos pelas operações de 
uma ação atômica são visíveis por outras ações atômicas (mesmo quando ocorre falha durante 
a execução da ação). Quando todas as operações de uma ação atômica são executadas e os 
seus resultados podem ser visíveis, dize-se que a ação foi validada. Se os resultados das 
operações são desfeitos para que não sejam visíveis por outras ações, diz-se que a ação foi 
abortada. 
A permanência de resultados é a propriedade que garante que os resultados produzidos 
por uma ação sobre os dados de longa duração não sejam desfeitos por falhas que possam 
ocorrer futuramente no sistema. 
Neste trabalho serão consideradas ações atômicas distribuídas, que são ações cujas 
operações podem estar espalhadas em diversos nós da rede. Um programa cria uma ação 
atômica em um nó e operações locais podem ativar a execução remota de uma ou mais 
operações. Cada operação remota pode, por sua vez, ativar novas operações locais ao nó 
onde executa, ou remotamente em outros nós. 
As propriedades das ações atômicas são geralmente implementadas pelos seguintes 
módulos lógicos: módulo de controle de concorrência, módulo de gerenciamento dos da-
dos e módulo de validação. As próximas seções desse capítulo tratam de modo resumido 
cada um desses módulos. 
1.3 IJf•finição df~ Ação Atômica 











{início da transação} 
ia - lnícioTransaçà.o; 
{Subtrair da primeira conta} 
cr- verifique(ia, conta_fonte, Pont-fonte); 
se (cr <> sucesso) então 
início 
escreva("conta inválida", conta-fonte); 
Aborte Transação; 
fim 
subtrair( ia,Pont- fonte,valor); 
{adicionar à segunda conta} 
cr .._ verifique(ia, conta...destino, Pont-destino); 
se ( cr < > sucesso) então 
início 




{validar a transferencia} 
cr <-- ValideTransaçào; 
se ( cr < > sucesso) então 
escreva( "Transferência abortada"); 
senao 
escreva( "Transferência validada"); 
fim 
Figura l.l: Procedimento para transferência de valores entre contas bancária.c;. 
f) CAI'ÍTliLO l. INTROIHIÇÀO 
1.4 Módulo de Controle de Concorrência 
Na seção anterior, foi apresentado o exemplo em que as operações da tarefa de impressão 
de saldos interferia na exenJçã.o da tarefa de transferência de fundos, produzindo resultados 
finais errados. Existem inúmeros exemplos em que a interferência de urna ação na execução 
d(' outra produz resultados inconsist(•ntes. Esse problema se deve à intercalação de duas ou 
mais operaç<M~s de aç~s difer(•ntes. Se forem consideradas as duas tarefas da seção anterior 
corno duas aç<M~s, pode-se observar que se uma ação fosse executada completamente antes do 
início da execução da outra, não haveria problema algum de interferência. A execução em 
série das aç<M~s atômica.'>, entretanto, não é desejável, pois faz com que os recursos do sistema 
fiquem sub-utilizados. 
A solução consiste, portanto, em exigir que uma execução concorrente de várias ações 
seja equivalente a alguma execução em série dessas ações. Uma execução concorrente com 
Pssa característica é denominada execução seriável. 
f~ necessário, portanto, que o módulo de controle de concorrência - MCC ordene a.'> 
operações das aç~s atômicas de tal modo que a execução concorrente resultante dessa or-
denação seja seriável. 
O método de controle de concorrência mais utilizado é o controle de troncas em duas fases 
( "Two Phase Lock" ou 2PL). Neste método, cada item dado possui uma tranca associada. 
Quando urna transação vai fazer acesso ao dado, ela faz o pedido de acesso ao MCC. Se 
nenhuma transação está com a posse da tranca, o MCC libera a tranca para a ação requerente. 
Uma vez de posse da tranca, a ação pode fazer uso do dado correspondente. Se entretanto, 
outra ação estiver com a posse da tranca, a ação que a requisitou por último permanece 
esperando a liberação dessa tranca para utilizar o item dado correspondente. 
Há dois tipos de trancas associadas a cada dado x, conforme o tipo de operação realizada 
sobre esse dado. Estes tipos são: tronca paro leituro tl[x] e tronca paro grovação tg[x). Duas 
trancas são conflitantes entre si se fazem acesso ao mesmo dado e uma delas requer tranca 
para gravação. 
Define-se dois tipos de operaç~s sobre as trancas: posse da tronca tgi[x) pela ação 
Ai - P(tgi[x]) e liberoção da tronca tgi[x) pela ação Ai - L(tgi[x]). A execução das operações 
P e L são gerenciadas pelo MCC que segue o método de controle de tranca em duas fases -
2PL. 
O controle de tranea em duas fas('s baseia-se em três regras: 
Regra 1.4.1 Quando o MCC recebe um pedido de posse P(tpi[x]) de uma ação Ai, ele 
vt-rifica se existe um pedido de posse P(lqj[x]) anterior feito por uma açãoAj sobre o mesmo 
dado x. Se houver tal pedido, o MCC concede a posse da trnnca tpi[x] à ação Ai, somente 
se tpi[x] e tqj[x) não forem conflitantes. Caso contr·ário, o pedido P(tpi[x]) é mantido em 
uma fila de espero até que o dado x po.<;,o;a st. r utilizado pela ação Ai. 
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Regra 1.4.2 Após ceder a possf~ de urna lmnca tpi[xJ a uma ação Ai, o MCC não pode 
libemr urna lmnca sobre x paro outm ação conflitante, enquanto A; não realizar a operoção 
L(tp;[x]). 
Regra 1.4.3 Se o MCC executa uma operoção L(tq;[x]) paro urna ação A;, ele não pode 
atender a mais nc·nhum pedido de posse de tronca sobre nenhum dado paro ação A;. 
A Regra 1.4.1 garante que as operações são escalonadas na ordem em que as trancas são 
cedidas pelo M CC. A Regra 1.4 .2 garante que a execução das operações é feita na ordem em 
que são escalonadas. 
A Regra 1.4.3 define as duas fases do 2PL. Exjstc uma fase que corresponde à aquisição 
de trancas por uma determinada ação. Essa fa.-;e inicia-se no instante em que a ação executa 
o primeiro pedido de posse de alguma tranca e termina no momento em que a ação faz seu 
primeiro pedido de liberação de alguma tranca. A segunda fase corresponde à liberação 
da.<> trancas obtidas por uma ação. O início dessa fa.<>e ocorre quando a ação faz o primeiro 
pedido de liberação de tranca e termina após a liberação de todas as trancas adquiridas pela 
ação. Quando a ação entra na segunda fase, ela não pode mais fazer pedidos de posse de 
tranca. Todas as trancas utitizadas por uma ação são automaticamente liberadas quando a 
ação finaliza (aborta ou valida). 
Apesar de garantir execuções seriáveis, os MCCs que têm como base o método 2PL 
estão sujeitos à ocorrência de espero mútua ou "deadlock". É necessário, portanto, que o 
MCC possua também mecanismos de detecção e resolução de "deadlock". A resolução de 
"deadlock" tem como conseqüência o aborto de uma das ações para que as demais possam 
obter as trancas requisitadas, interrompendo a situação de espera mútua. 
O método de controle de concorrência 2PL é o método utitizado na maioria dos sistemas. 
Nesta seção foi apresentada a versão básica desse método, embora haja variações. Existem 
outras técnicas de controle de concorrência que não utilizam o conceito de trancas, como 
por exemplo, o método de controle pelo tempo em que a ação foi criada ("time-stamp") e o 
método certificador. Mais informações sobre o assunto podem ser obtidas em [BVHNG87]. 
1.5 Módulo Gerenciador de Dados 
Os principais objetivos do módulo gerenciador de dados são os seguintes: 
l. efetuar operações de leitura e gravação sobre dados de longa duração; 
2. executar a validação de uma ação, efetivando os valores por ela gravados; 
3. executar o aborto de uma ação, garantindo que os valores dos dados utilizados pela 
ação sejam os mesmos exjstentes antes da ação se iniciar; 
CAPÍTULO l. INTRODUÇÃO 
4. restaurar o último e~tado validado do sistema após o nó se recuperar de uma falha. 
Entende-se por último estado validado a versão mais recente do conjunto de dados do 
sistema formada apenas por valores gravados por ações validadas. 
A memória estável está conceitualmente dividida em duas regiões de dados. Em urna 
dessas regiões estão armazenados os itens de dados de longa duração. Denomina-se essa 
região de área de dados do sistema. A outra região é utilizada pelo gerenciador de dados 
para armazenar os dados necessários para execução de suas operações básicas (gravação, 
leitura, aborto, validação e recuperação). Essa região é denominada log. O log representa a 
história das execuções das ações no sistema e pode ser considerado, conceitualmente, como 
um arquivo seqüencial que contém entradas do tipo [T, x, v], onde T é o identificador da ação 
que gravou o valor v no dado x. As entradas são gravadas no log na ordem correspondente 
à execução das operações; portanto, o log corresponde a um retrato do escalonamento feito 
pelo MCC. Além dessas entradas, o log possui três listas: a lista de ações validadas, a lista 
de ações abortadas e a lista de ações em execução. 
O modo como o módulo g~renciador de dados executa as operações de gravação em 
memória estável, operações de aborto, validação e recuperação, depende da estratégia uti-
lizada por ele para movimentar os dados da memória volátil para a memória estável. Há 
basicamente duas estratégias. A primeira consiste em permitir que os novos valores sejam 
atualizados diretamente nos itens de dados situados na área de dados do sistema. Esses 
valores podem ter sido gravados por ações que estavam em execução no momento em que 
a movimentação dos dados foi realizada. Com isso, se uma ação aborta, o algoritmo de 
recuperação deve remover os valores alterados pela ação abortada e restaurar os valores que 
existiam anteriormente em cada item. Essa técnica consiste, portanto, em "desfazer" as 
alterações feitas na área de dados do sistema. Para tanto, o módulo gerenciador de dados 
deve copiar o valor do item existente na área de dados do sistema para o log antes de mover 
o valor da memória volátil para a área de dados do sistema. 
Outra estratégia consiste em copiar os dados da memória volátil inicialmente para o log. 
Se a ação aborta, não é necessário recuperar os dados na área de dados do sistema, uma vez 
que eles não tiveram os seus valores alterados. Porém, essa estratégia permite que uma ação 
seja validada sem que os itens na área de dados do sistema sejam atualizados. Se uma falha 
ocorre depois da validação da ação, quando o nó se recupera, o módulo gerenciador de dados 
correspondente deve "refazer" os resultados gerados pela ação validada, copiando-os do log 
para a área de dados do sistema. 
Quando uma ação é abortada ou validada, o módulo gerenciador de dados inclui o iden-
tificador da ação na lista correspondente e o remove da lista de ações em execução. Durante 
a operação de recuperação, o módulo gerenciador de dados consulta essas listas e, de acordo 
com a estratégia utilizada, restaura o último estado validado do sistema. 
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1.6 Validação de Ações Atômicas 
Para garantir a atomicidade de ações atômicas cujas operações estão distribuídas em vários 
nós não são suficientes apenas o módulo de controle de concorrência e o módulo gerenciador 
de dados. É necessário que o módulo gerenciador de ações atômicas do nó onde a ação 
foi iniciada se comunique com os módulos gerenciadores de dados dos demais nós onde a 
ação executa operações remotas. Essa comunicação se faz necessária para que haja um 
consenso entre todas as operações remotas sobre o aborto ou validação da ação. Mesmo que 
uma operação remota tenha sido executada com sucesso, ela deve ser abortada, caso outra 
operação remota da mesma ação tenha abortado. A ação como um todo só pode ser validada 
se todas operações, remotas ou não, forem executada.-; com sucesso. 
O módulo de validação tem como finalidade controlar a comunicação entre operações 
remota.-; de tal modo a obter um consenso de todas elas sobre o aborto ou validação da ação 
atômica à qual pertencem. O controle desta comunicação é feito com base em um protocolo 
de validação. Os protocolos de validação constituem o tema <:entrai desta dissertação. 
1. 7 Contribuições da Dissertação 
Este trabalho constitui-se de um estudo sobre o problema de validação de ações atômicas 
distribuídas em urna rede de computadores. É tratada a questão da possibilidade de exis-
tirem soluções tolerantes a falhas para o problema. É descrito e analisado um conjunto de 
protocolos de validação de ações atômicas propostos na literatura. Dentre esses protocolos, 
são considerados: o protocolo de duas fases e suas variações, protocolos com mais de duas 
fases e protocolos bloqueantes e não-bloqueantes. 
O rritério adotado para descrever os protocolos baseia-se nos seguintes itens: 1) funcio-
namento do Protocolo em execuções livres de falhas; 2) comportamento do protocolo após 
ocorrência de falhas; 3) demonstração de correção; 4) tempo de execução. 5) número de 
gravações em log1 • 
Apenas urna pequena parte dos textos onde os protocolos foram originalmente apresen-
tados adota a padronização acima. Portanto, corno contribuições desta dissertação pode-se 
citar a demonstração da correção e o estudo do número de mensagens enviadas e do tempo 
de execução de alguns dos protocolos tratados. 
Ainda como contribuição da dissertação, destaca-se a proposta de urna nova variação 
do protocolo de duas fases. A característica principal do protocolo apresentado é a sua 
habilidade em transformar-se em um protocolo não-bloqueante após a ocorrência de uma 
falha. 
Para melhor compreensão dessa característica, convém ressaltar que os protocolos de 
validação pertencem a duas categorias: protocolos bloqueantes e protocolos não-bloqueantes. 
1 Este parâmetro não é utilizado na. descrição dos protocolos do Capítulo 5. 
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Nos protocolos bloqtwantes, os processos operacionais não conseguem finalizar a ação en-
CJUanto os processos que estão falhos não se recuperarem. Nos protocolos não-bloqueantes, 
os processos operacionais finalizam de modo independente dos processos falhos. Os proto-
colos não-bloqueantes são mais tolerantes a falhas, porém o número de fases de envio de 
mensagem é maior, o que diminui a eficiência dos mesmos. 
O protocolo apresentado no Capítulo 6 funciona como um protocolo bloqueante de duas 
fases durante execuções sem falhas. Tal fato permite ao protocolo efidênda wmparável aos 
protowlos de duas fa.o;es tradicionais em execuções normais. 
Ao ser detectada uma falha, o protocolo passa a funcionar como um protocolo nã.o-
bloquPante utiUzando-se de três fases de envio de mensagens, aumentando a tolerância a 
falhas em detrimento da efici(~ncia. Devido a esse comportamento versátil, o protocolo pro-
posto foi denominado protocolo semibloqueante. 
Capítulo 2 
O Problema de Validação de Ações 
Atômicas 
A validação de aç{x>s atômicas cujas operaçôes estão distribuídas em uma rede é um problema 
complexo. Não basta que o programa criador da ação envie ordens de validação às operações 
envolvidas. Alguma operação participante pode não conseguir executar as tarefas que lhe 
foram atribuídas. Nesse caso, todas operações devem abortar as tarefas realizadas, mesmo 
que as demais tenham executado corretamente as suas tarefas. 
O problema agrava-se quando é considerada a possibilidade de ocorrência de falhas du-
rante o procedimento de validação. As operações e os nós onde elas executam e os canais 
de comunicação podem falhar de modo independente, o que dificulta a solução do problema. 
f: necessário ter mecanismos de detecção de falhas, mecanismos que permitam às operações 
isentas de falhas tomarem uma decisão quanto ao aborto ou validação da ação e mecanismos 
para garantir que todas as opNações finalizem a ação segundo a mesma decisão, após as 
falhas terem sido resolvidas. 
Um modelo genérico para estudo de validação de ações atômicas é apresentado na próxima 
seção. A Seção 2.2 apresenta o problema de validação de ações atômicas de uma forma 
geral. Um modelo formal para descrição de protocolos de validação, bem como questões 
relacionadas com tolerância a falhas e eficiência desses protocolos, são fornecidos na Seção 
2.3. 
2.1 Um Modelo Genérico de Sistema 
Nesta seção, é apresentado um modelo genérico do sistema subjacente onde as ações atômicas 
são executadas. Este modelo serve aos seguintes propósitos: 
l. fornecer subsídios para a apresentação do problema de validação; 
2. servir como padrão para descrição dos protocolos descritos nos próximos capítulos. 
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Será utilizado um sist<•rna distribuído formado por urna rede de nós onde cada nó possui 
um pron•ssador c dois tipos de memória: memória <•stávcl c memória volátil. Visando sim-
plifkar a descrição dos protocolos estudados neste texto, será considerado que cada operação 
é implementada por um processo. Os processos de urna mesma ação podem estar em um 
mesmo nó, ou distribuídos em vários nós da rNie. A <:ornunicação entre os processos se faz 
exdusivarnente por trocas de mensagens. 
A entrega de uma mensagem ao processo ao <tual ela se destina é garantida pela rede1• 
Uma mensagem pode sofrer um atra.'>o máximo entre dois processos <Juaisquer da rede. U rn 
processo aguarda a chegada de uma mensagem durante o tempo máximo, o qual é denomi-
nado kmpo de espera2 • Se uma mensagem não chega durante o tempo de espera o processo 
destino tem a garantia de que não receberá mais a<Juela mensagem. 
Em cada nó existe um sistema gerenciador de aç()(•s atômicas que possui um módulo de 
controle de concorrência e um módulo gerenciador de dados. O controle da validação de uma 
ação é feito pelos próprios processos que a constituem. 
Quando um nó se recupera de uma falha, o módulo gerenciador de dados recupera o 
último estado validado da<Juele nó. Em seguida, o sistema gerenciador de ações atômicas 
instala novamente os processos que executavam no nó antes da falha. 
O modelo de sistema apresentado acima é o modelo~base para os protocolos discutidos 
nos próximos capítulos. Alguns protocolos exigem alguns requisitos que não fazem parte do 
modelo apresentado nesta seção. Nesse caso, extensões ao modelo são acrescentadas apenas 
na descrição do protocolo que faz uso de um re<Juisito específico. 
Convém ressaltar que a.'> características do sistema que são descritas nesta seção não 
são sempre as mesmas consideradas pelos autores dos protocolos estudados neste trabalho. 
Por exemplo, alguns autores não consideram cada operação de uma ação atômica corres-
pondendo a um processo. Entretanto, a padronização adotada acima não afeta a lógica de 
funcionamento dos protocolos descritos. 
2.2 O Problema da Validação 
De acordo com a descrição do sistema dada na seção anterior, uma ação é executada por 
vários processos. Cada processo pode executar com sucesso, pode falhar, ou pode ser forçado 
a abortar pelo módulo de controle de concorrência do nó onde ele executa, conforme visto 
na Seção 1.4. No primeiro caso, diz-se que o processo concorda em validar a ação. Nos dois 
1íltimos casos, diz-se que o processo não concorda em validar a ação, ou concorda com o 
aborto da ação. Um processo que concorda em validar a ação vota SIM pela validação da 
ação; caso contrário, o seu voto é NÃO. O problema de validação de ações atômicas consiste 
em obter-s(> uma decisão quanto ao aborto ou validação da ação com base nos votos dos 
1 A entrega de mensagens não é garantida apenas em caso de falhas de partição da rede. 
2 Do inglês: "timeout". 
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processos que dela participam. Uma decisão deve satisfaz<!r as seguintes condições: 
c I. todos os processos que decidem tomam a mesma decisão; 
c2. um processo não pode mudar sua decisão após ter decidido; 
c3. a d<'cisão de validar a ação só ocorre se todos os processos possuem voto SIM; 
c4. se não ocorrem falhas e todos os processos possuem voto SIM, então a decisão é a de 
validar a ação; 
c5. se todas as falhas existentes forem reparadas e não ocorrerem novas falhas por um 
longo período de tempo, todos os processos tomam a mesma decisão. 
A condição (c I) garante o término consistente da ação em todos os processos que decidem. 
Não f. exigido que todos os processos tomem uma decisão, devido a casos em que um nó pode 
falhar e não se recuperar jamais. 
A condição ( c2) declara que a decisão de um processo é irrevogável. 
A condição ( c3) indica que a única possibilidade para que um processo valide a ação é 
que todos os processos concordem com essa validação. 
A condição ( c4) garante que a menos que ocorram falhas, se todos os valores iniciais são 
SIM, a ação deve ser validada. A condição evita a solução trivial mas pouco útil de decidir 
sempr<' abortar. A condição (c4) não necessita ser satisfeita quando ocorrem falhas, isto é, 
pode ocorrer o caso em que todos os processos possuem voto SIM, mas devido à ocorrência 
de falhas, a decisão seja a de abortar a ação. 
A condição (c5) requer que um processo ao se recuperar de uma falha termine a ação, 
ou seja, soluções em que os processos ficam bloqueados mesmo após todas as falhas serem 
sanadas, não são aceitas. 
2.3 Protocolos de Validação 
Os protocolos utilizados para resolver o problema de validação especificado na Seção 2.2 são 
denominados protocolos de 11alidação. 
O funcionamento de um protocolo de validação em cada processo envolvido em uma ação 
pode ser modelado por um autômato finito. A rede de comunicação entre os processos serve 
como fita de entrada e saída. Uma transição do autômato envolve: a leitura (recebimento) 
de um conjunto não vazio de mensagens, algum processamento local, o envio de um conjunto 
(possivelmente vazio) de mensagens e uma mudança de estado. 
Existem algumas características comuns a todos os protocolos de validação, que são 
identificadas a seguir: 
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a. o conjunto de estados finais está dividido em dois conjuntos: conjunto de estado de 
aborto A c conjunto d(' t:stados de validação V; 
b. não há transição de estados do conjunto A para estados não pertencentes a A. De 
modo análogo, não há transição de estados pertencentes a V para estados não perten-
centes a esse conjunto. Essa característica é que permite aos protocolos de validação 
satisfazerem a condição ( c2); 
c. o diagrama de estado do autômato é acíclico, o que significa que o número de mensagens 
enviadas é finito. 
Os estados de um protocolo de validação são classificados quanto à sua capacidade de 
definir a finalização do protocolo em: 
a. Estados validáveis. 
b. Estados não-validáveis; 
Um estado é dito validável se quando a ocupação desse estado por um processo significa 
que todos os processos concordam em validar a ação. Os estados que não possuem essa 
característica são denominados estados não-validáveis. 
A seguir, é apresentado como exemplo de protocolo de validação, o protocolo de duas 
fa..<;es. 
2.3.1 Protocolo de Validação de Duas Fases 
No protocolo de validação de duas fases há um processo que centraliza o controle do protocolo. 
Esse processo é denominado coordenador. Os demais processos que participam do protocolo 
são denominados subordinados. No início do protocolo todos os processos se encontram no 
estado e0 , que é o estado inicial. A primeira fase corresponde à obtenção, pelo coordenador, 
de uma decisão com base nos votos dos subordinados. O coordenador envia mensagens 
PREPARE a todos os subordinados e entra em estado de espera e 1• 
Cada subordinado, ao receber uma mensagem PREPARE, pode: 
a. enviar uma mensagem com o voto NÃo ao coordenador e entrar em estado de aborto 
a; ou 
b. enviar o voto SIM ao coordenador e mudar para o estado PREPARADO p. 
Se o coordenador recebe pelo menos um voto NÃO, ele decide abortar a ação e entra em 
estado de aborto a. Se todos os votos recebidos forem SIM, o coordenador decide validar a 
ação e entra em estado de validação v. 





nl - coordenador 
15 
112 - subordinado 
Figura 2.1: Autômatos finitos correspondentes ao protocolo de duas fases executado por 
a pena..<> dois processos n 1 e n2. 
Na segunda fase do protocolo, o coordenador envia a decisão aos subordinados. Se a 
decisão for a de validar a ação, ele envia mensagens VALIDE a todos OS subordinados. S~ a 
decisão for a de abortar a ação, o coordenador envia a decisão ABORTE a todos os processos 
cujos votos foram sim3 • 
Cada subordinado em estado PREPARADO muda para o estado final v ao receber uma 
mensagem com a decisão VALIDE, ou muda para o estado final a ao receber uma mensagem 
com a decisão ABORTE. A Figura 2.1 mostra os autômatos finitos correspondentes ao coor-
denador e a cada subordinado. O conjunto de aborto A do protocolo de duas fases é formado 
pelo estado a e o conjunto V, pelo estado v. 
O protocolo de duas fases descrito acima é classificado como protocolo centralizado. A 
comunicação se faz somente entre coordenador -subordinado. Dois processos subordinados 
não comunicam entre si. A existencia de dois autômatos finitos diferentes, um para descrever 
o funcionamento do coordenador e outro para descrever o funcionamento dos subordinados 
é uma características dos protocolos centralizados. 
Há protocolos que são distribuídos, ou seja, o controle do protocolo não está centralizado 
em nenhum processo, mas está igualmente distribuído em todos os processos. Os protocolos 
distribuídos são caracterizados por possuírem um único autômato que é executado por todos 
os processos. 
A próxima seção descreve um modelo genérico de funcionamento dos protocolos de va-
lidação quando não ocorrem falhas no sistema. 
30 coordenador não envia mensagem ABORTE aos processos que votam N . \o pois eles abortam a ação antes 
de emitirem seus votos. 
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2.3.2 Modelo de FUncionamento Sem Falhas dos Protocolos de Validação 
A seguir, é considerado o funcionamento dos protocolos de validação de um modo geral. 
Uma mnjigumção ou estado global de um protocolo de validação é constituído por dois 
conjuntos: 
1. o fonjunto formado pelos estados locais ocupados por <:ada processo; 
2. o conjunto das mensagens em trânsito na rede, isto é, mensagens emitidas e que ainda 
não foram recebidas. 
A tronsição de uma mnfiguroção se dá quando ocorre uma transição de um estado local 
em algum processo. Exceto em caso de falha, essa é a tínica situação em que uma transição 
de configuração ocorre. 
Uma configuração é dita configuroção final se todos os seus estados são estados finais. 
A configuroção inicial é aquela em que todos os processos estão em estado inicial e ainda 
não receberam nenhuma mensagem. 
Uma configuração inconsistente é aquela que possui um estado de aborto e um estado de 
validação. Um protocolo que possui uma configuração inconsistente não é um protocolo de 
validação, pois falh·a em satisfazer a condição ( c1 ). 
Pode-se obter o conjunto de configurações possíveis de um determinado protocolo, apli-
cando sucessivas transições de configuração a partir da configuração inicial. A seqüência. em 
que este conjunto é obtido corresponde ao grofo de configuroção do protocolo. A Figura 2.2 
mostra. o grafo de configuração do protocolo de duas fases para uma execução envolvendo 
dois processos: sl e s2. Cada elipse da figura corresponde a uma configuração e portanto, a 
um vértice do grafo. As elipses 1 e 2 correspondem a configurações finais do protocolo. 
Uma execução E de um protocolo de validação é uma seqüência de configurações C0 , 
Ct. ... , Cn, onde a configuração Co é a configuração inicial e cada. configuração Ci, i > O é 
resultado de uma transição da configuração Ci-l· 
Uma configuração C é alcançável, se existe uma execução E em que C é a última confi-
guração de E e Co é a configuração inicial. 
Dadas as definições acima, apresenta-se a seguir duas propriedades comuns a todos os 
protocolos de validação: 
Propriedade 2.3.1 Seja C uma configuroção alcançável em uma execução E de um pro-
tocolo de validação P em que o estado qi E C é um estado de validação correspondente 
ao processo i. Para cada processo i envolvido na ação, i possui o voto SIM e existe uma 
seqüência de uma ou mais mensagens, com origem no proces.ço i e términó no processo i. 
Essa propriedade é conseqüência da definição do problema de validação, pois de acordo com 
a condição ( c3) um processo valida a ação somente se todos os demais processos tiverem 
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Figura 2.2: Grafo de configuração correspondente ao protocolo de duas fases executado em 
dois processos. 
voto SIM. Obviamente, um processo i toma conhecimento do voto do processo j por meio 
d<> mensagens. Essa informação pode ser passada por j diretamente a i (seqüência unitária) 
ou j pode enviar mensagens contendo o seu voto a outros processos e estes por sua vez 
transmitem essa informação a i por meio de outras mensagens. 
Propriedade 2.3.2 Seja C uma configuração alcançável em uma execução E de um pro-
tocolo de validação P, em que o estado q; E C é um estado de aborto correspondente ao 
processo i. Então, existe um nó j tal que o voto de j, é NÃo e a menos que i = j, existe uma 
seqüência de mensagens tal que o emissor da primeira mensagem é o processo j e o receptor 
da última mensagem da seqüência é o processo i. 
Deve ser observado que a Propriedade 2.3.2 é valida somente em execuções normais do 
protocolo. Se ocorrer alguma falha que impeça um processo de obter o conhecimento dos 
votos dos demais processos, esse processo pode entrar em estado de aborto mesmo que todos 
os votos sejam SIM. 
De acordo com a Propriedade 2.3.1, o conhecimento completo dos votos de cada processo 
é uma condição necessária mas não suficiente4 para que um processo entre em estado de 
validação. Essa condição não é necessária e nem suficiente para um processo entrar em 
estado de aborto. Essa simetria se deve ao fato de que as condições para um processo entrar 
em estado de aborto devem ser mutuamente exclusiva às condições para se entrar em estado 
validado. 
4 A suficiência implica no conhecimento de que todos os votos são iguais a SIM. 
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2.3.3 Ocorrência de Falhas em Protocolos de Validação 
Até o momento, foram consideradas apenas execuções sem falhas dos protocolos de validação. 
f: necessário adaptar o modelo de autômatos finitos para que ele possa expressar o compor-
tamento de cada processo após sofrer urna falha. A falha de um processo, quando ele se 
encontra em um determinado estado, pode ser modelada através de uma transição de fa-
lha. De modo diferente ao que ocorre com as transições normais, a transição de falha não 
<'nvolve o recebimento de um conjunto de mensagens e nenhuma mensagem é enviada nessa 
transição. Estão sendo consideradas apenas falhas em que o processo pára de funcionar. 
Portanto, o t•stado que o processo ocupa após a transição é o mesmo em que ele se encontra 
ao recuperar-se da falha. 
É necessário que o modelo de descrição de protocolos possua mecanismos para representar 
a detecção de falhas por processos operacionais. Considerando-se que um processo detecta a 
falha d(' outro por tempo de espera (ver Seção 2.1 ), pode-se representar esse evento também 
por meio de uma transição de estados, a qual é denominada transição de detecção de falha. A 
transição de detecção de falha é disparada pelo mecanismo de detecção de término do tempo 
de espera quando uma mensagem não é recebida durante o intervalo de tempo esperado. 
Quando ocorre uma falha durante a execução de um protocolo de validação, o problema 
da validação é agravado e pode ser subdividido em dois problemas que consistem em garantir: 
a. que os processos operacionais finalizem a ação satisfazendo as condições ( cl) a ( c5) de 
modo independente dos processos falhos ou dos processos operacionais com os quais 
não podem se comunicar (caso a falha seja de comunicação); 
b. que os processos falhos ao se recuperarem finalizem a ação de modo consistente com 
os demais processos que permaneceram operacionais (condição ( c5) ). 
O problema citado no item (a) é denominado problema de finalização de ações atômicas. 
Os protocolos destinados a solucioná-lo são denominados protocolos de finalização. Os pro-
cessos operacionais interrompem a execução do protocolos de validação ao detectarem a falha 
e iniciam a execução de um protocolo de finalização. 
O problema do item (b) consiste no problema de recuperação de pr-ocessos falhos. 
As próximas duas seções tratam dos dois problemas citados acima e das condições ne-
cessárias para que hajam protocolos que possam solucioná-los. 
2.3.4 Finalização de Processos Operacionais 
Conforme visto na Seção 1.7, os protocolos de validação podem ser classificados em protocolos 
bloqueantes e não-bloqueantes de acordo com sua capacidade de permitir que os processos 
operacionais finalizem a ação de modo independente da recuperação das falhas. 
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O bloqueio dos processos operacionais não causa finalizações inconsistentes, mas 6 inde-
sejável, pois os pro(:essos operacionais bloqueados devem reter as trancas dos dados por elas 
utilizadas enquanto não obtiverem uma decisão quanto ao fim da ação. 
O protocolo de duas fases apresentado na Seção 2.3.1 é um exemplo de protocolo blo-
queante: se todos os processos subordinados votam SIM, mas o coordenador falha antes de 
emitir sua decisão, os subordinados ficam bloqueados. Não há como os subordinados inferi-
rem a decisão do coordenador, mesmo sedes interagirem entre si. Ou seja, mesmo que cada 
subordinado tenha a informação de que ele e os demais têm voto SIM, ele não pode validar 
a ação. Isto porque, o coordenador pode não ter recebido o voto de um dos subordinados e 
ter dc(:idido abortar a ação antes de falhar. 
A existência de protocolos de validação não-bloqueantes depende dos possíveis tipos de 
falhas (falhas de processos e falhas dos canais de comunicação) e das características do sistema 
distribuído considerado. Inicialmente não serão considerados esses problemas dependentes 
do sistema e se conc<>ntrará em definir as necessidades de informação que cada processo 
operac,ional deve satisfazer para terminar a ação de modo consistente. 
Um conceito importante à caracterização de protocolos não-bloqueantes é o de estados 
concorrentes. Dois estados são ditos concorrentes se eles pertencem a uma mesma confi-
guração alcançável em alguma execução do protocolo. Ou seja, se eles pertencem à mesma 
configuração do grafo de configurações correspondente ao protocolo. O conjunto concorrente 
de um estado q é o conjunto formado por todos os estados concorrentes a q. No exemplo da 
Figura 2.2, o conjunto concorrente de el é {c02,a2,p2}. 
Um protocolo pode ser identificado como não-bloqueante com base nos conjuntos concor-
rentes de cada processo. Considere o caso em que apenas um processo permanece operacional. 
Seja X esse processo e seja p um estado não final em que ele se encontra ao detectar uma 
falha. X pode abortar seguramente a ação somente se p não possuir um estado de validação 
em seu conjunto concorrente. De modo análogo, X pode validar seguramente a ação so-
mente se o estado p não possuir um estado de aborto em seu conjunto concorrente. X fica 
impossibilitado de finalizar a ação se p é um estado nã.o-validável e o conjunto concorrente 
de p possui um estado de validação. Nesse caso, X não pode validar, pois ele não sabe se 
os demais processos possuem o voto SIM, e não pode abortar, porque algum processo pode 
estar no estado de validação concorrente a p. 
Essas restrições servem de base para o Teorema Fundamental dos protocolos não-
bloqueantes proposto por Skeen, enunciado a seguir. A demonstração deste Teorema pode 
ser encontrada em [Ske81]. 
Teorema 2.3.1 Um protocolo é não-bloqueante se e somente se ele satisfaz ambas condições 
seguintes em cada processo participante: 
1. não há nenhum estado cujo conjunto concorrente possua um estado de validação e um 
estado de aborto; 
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2. não há nenhum estado não-validável cujo conjunto corworrente contenha um estado de 
validação. 
O caso em que apenas um processo permanece operacional, mostrado acima, demonstra 
a necessidade das condições do teorema. Estas condições entn~tanto, não são suficientes 
para que o bloqueio seja evitado em qualquer situação de falha. A seguir, são discutidas as 
situações em que é possível projetar um protocolo não-bloqueante. 
Proposição 2.3.1 Existe um protocolo não-bloqueante se o sistema distribuído dispõe de 
um mecanismo de bmadcast atômico. 
O broadcast atômico é um tipo de transmissão em que uma mensagem é enviada e, após 
um intervalo de tempo limitado, garante-se que todos os processos do sistema recebem a 
mesma mensagem, ou nenhum processo a recebe. 
Prova: Seja o seguinte protocolo: cada processo envia, pelo mecanismo de broadcast 
atômico, o seu voto a todos os demais processos envolvidos em uma ação. Um processo 
muda para o estado de aborto se o seu voto ou um dos votos recebidos for NÃO e muda para 
o estado de validação ao receber todos os votos iguais a SIM. 
É fácil verificar que o protocolo está correto quando não ocorre nenhuma falha no sistema. 
É descrito, a seguir, um protocolo de finalização correspondente: se um processo não recebe 
um dos votos ele entra em estado de aborto. 
O broadcast atômico garante que uma mensagem enviada é recebida por todos processos 
ou que nenhum processo recebe a mensagem. Portanto, em cada processo operacional o 
conhecimento dos votos dos demais processos envolvidos na ação é o mesmo. Por esse motivo, 
todos os processos tomam a mesma decisão especificada pelo protocolo de finalização. • 
Pode ser observado que a existência de broadcast atômico implica que uma transição 
de uma configuração Ci para uma configuração Cj durante uma execução E do protocolo 
corresponde a uma transição de estado local de cada processo envolvido na ação. 
Na prática, contudo, é muito custoso e difícil implementar mecanismo de broadcast 
atômico, pois há sempre a possibilidade de apenas uma parte dos processos receberem uma 
mensagem que deveria ser entregue a todos. Por outro lado, a não disponibilidade desse 
mecanismo implica que falhas de comunicação podem ocorrer durante a execução de um 
protocolo de validação, levando a falha de partição da rede. 
Skecn [SS83] demonstrou que não existe protocolo não-bloqueante quando ocorre falha 
de partição múltipla na rede. Demonstrou, ainda, que somente no caso otimista de falha 
de partição simples, em que as mensagens são devolvidas aos emissores é possível obter-se 
um protocolo não-bloqueante. Entretanto, apesar de não apropriado, a maioria dos autores 
utiliza o termo não-bloqueante para se referir a protocolos que obedecem as duas condições 
do Teorema 2.3.1. O protocolos que não satisfazem aquelas condições são classificados como 
protocolos bloqueantes. Neste texto também será utilizada essa classificação. 
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É possível, contudo, obter protocolos não-bloqueantes quando ocorrem apenas falhas de 
processos que não impliquem em falha de partição da rede [SS83). A suficiência das condições 
do teorema fundamental para se obter protocolos não-bloqueantes nessas circunstâncias, 
pode ser demonstrada através de um protocolo de finalização que permita aos processos 
operacionais finalizarem consistentemente a ação. Na Seção 5.1 é apresentado um protocolo 
com essa finalidade. 
2.3.5 Recuperação de Processos Falhos 
Quando um processo se recupera de uma falha, ele deve realizar uma transição, mudando 
do estado em que se encontra imediatamente após a recuperação, para um estado final que 
seja consistente com a decisão tomada pelos processos operacionais. Há duas estratégias 
possíveis para recuperação de processos falhos: 
I. Recuperação Independente; 
2. Recuperação Cooperativa; 
Na n:cuperação independente, o processo muda diretamente para um estado final, sem se 
comunicar com os demais processos. Somente as informações locais disponíveis são utilizadas 
na. recuperação. Na recuperação cooperativa, como o próprio nome indica, um processo 
que se recupera necessita de informações dos processos operacionais para finalizar a ação 
corretamente. 
A recuperação independente é interessante porque o protocolo executado por um pro-
cesso ao se recuperar é simples e eficiente, pois não há necessidade de troca de mensagens 
entre os processos. A recuperação cooperativa é menos eficiente: envolve comunicação entre 
os processos e exige que processos operacionais mantenham informações sobre ações já fina-
lizadas enquanto houver processos falhos no sistema.· Além disso, a recuperação cooperativa 
pode causar bloqueio do processo em recuperação, caso este, por algum motivo, não consiga 
obter as informações que necessita para finalizar a ação5 • Obviamente, a recuperação inde-
pendente é não-bloqueante. Infelizmente, não é possível desenvolver protocolos que utilizem 
apenas recuperação independente. A seguir, são discutidos os casos de possibilidade desse 
tipo de recuperação. 
Restrição 2.3.1 A recuperação independente pode ser utilizada em caso de falhas de um 
único processo em protocolos de validação em que para qualquer estado e1 do protocolo, o 
conjunto concorrente de e1 não contenha simultaneamente um estado de aborto e um estado 
de validação. 
Essa restrição pode ser explicada através da definição de conjunto concorrente. Seja um 
estado local e., cujo conjunto concorrente contenha um estado de aborto e um estado de 
!>Os demais processos podem estar falhos ou podem estar em partições diferentes. 
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validação. Um processo que falha no estado e1 não pode realizar a re<·uperação independente, 
pois, ao se recuperar, se ele mudar para o estado final de validação, um outro processo pode 
estar no estado de aborto e portanto o término da ação fica inconsistente. O mesmo acontece 
caso o processo falho mude de e1 para o estado de aborto e o outro processo esteja no estado 
de validação. Pode-se observar que os protocolos não-bloqueantes obedecem à Restrição 
2.3.1. 
Se um protocolo obedece à restrição acima, então a recuperação independente é imple-
mentada com base na seguinte regra: 
Regra. 2.3.1 Paro. todo estado local e não final do protOl'olo, se o conjunto concom:nte de e 
contém urn estado de validação, então a recupern.ção independente é feita aplicando-se urna 
transição de e ao estado final de validação. Caso contrário, aplica-se uma trn.nsição de e ao 
estado final de aborto. 
Deve ser notado que a Regra 2.3.1 se aplica quando apenas um processo falha. Se for 
considerado que mais de um processo pode falhar ao mesmo tempo, então é impossível o 
emprego de recuperação independente em cada um dos processos falhos sem gerar términos 
locais inconsistentes da ação atômica. Essa observação nos leva à seguinte afirmação quanto 
ao uso da recuperação independente: 
Proposição 2.3.2 Não existe nenhum protocolo de validação paro. o qual a recupern.ção 
independente possa ser utilizada quando dois ou rnais processos falham arbitrn.riarnente. 
As falhas que não são toleradas são duas ou mais falhas de processos quase simultâneas, 
que ocorrem próximas umas das outras o suficiente para que nenhum dos processos em 
recuperação consiga detectar as falhas dos outros, antes de falhar. 
A explicação para a Proposição 2.3.2 é a seguinte: suponha que P seja um protocolo que 
sempre preserva a consistência em ausência de falhas. Sejam dois processos i e j. Pode ser 
mostrado que para toda execução de P sem falha, há um ponto nessa execução em que a 
ocorrência de falha em i seguida de urna outra falha em j, leva a urna inconsistência. 
Uma execução sem falhas E corresponde a um caminho C0 , ... , Cm no grafo de con-
figurações, onde Co é a configuração inicial e Cm é a configuração final. Seja Cm uma 
configuração em que todos os estados são estados de validação. Convém lembrar que uma 
configuração consiste de um conjunto de estados locais e do conjunto de mensagens em 
trânsito na rede. Entretanto, serão levados em consideração apenas o conjunto de estados 
locais. Deve-se lembrar, também, que a transição de uma configuração para outra é causada 
por uma única transição entre dois estados locais de um dos processos. 
Pode haver dois tipos de transição de configuração, conforme o tipo de mecanismo de 
transmissão utilizado seja ponto-a-ponto ou broadcast (não atôrnico)6 • No primeiro caso, 
6 Um mecanismo de broadcast não atômico envia uma mensagem a todos os processos, mas não garante a 
entrega desta mensagem a todos os processos. 
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uma transição de configuração corresponde a uma única transição de estado local de algum 
processo. No segundo caso, numa transição livre de falhas de comunicação, todos os processos 
realizam uma transição local mudando de estado. Como esse mecanismo não é atômico, 
durante uma transmissão em que ocorrem falhas de comunicação, parte dos processos recebe 
as mensagens e realiza a transição normal esperada e a outra parte dos processos detecta a 
ocorrência de falhas de comunicação e realiza uma transição de detecção de falhas. 
Seja Ck uma configuração da execução E, constituída pelos estado locais: < q.,ek2, ... , 
CkN >,onde eki é o estado local do processo i e N é o número de processos envolvidos. Seja 
f( e) o estado final após a recuperação independente de um processo que estava no estado 
e quando uma falha ocorreu. Seja Fk a configuração resultante após a ocorrência de falhas 
nos processos i e j, quando o protocolo está na configuração Ck. Fk é portanto semelhante 
a Ck, exceto que os estados eki e eki são substituídos pelos estados /( eki) e /( eki ). 
Seja a seqüência: Fo, ... , Fm e os estados locais de i e j nessa seqüência. Pela aplicação da 
Regra 2.3.1, o par (f(eoi),f(eoj)) deve ser igual ao par (ai,aj), onde até o estado de aborto 
do processo t,i ~ t ~ j. Também pela aplicação da Regra 2.3.1, o par (f(emi),J(emj)) deve 
ser igual ao par ( Ci,Cj) na configuração final Cm da ação, uma vez que está sendo considerado 
que a ação é validada. Seja k o menor inteiro tal que se o mecanismo de transmissão utilizado 
pelo protocolo for ponto-a-ponto, /( eki) = Ci ou /( eki) = Cj e se o mecanismo de broadcast 
for utilizado, f(ekj) = Cj e f(eki) = Ci· 
No caso ponto-a-ponto ocorre a seguinte situação: 
Seqüência de validação Co, ... , Cm Configurações( Fo, ... , Fm) resultantes 
da ocorrência de falha..c; em i e j 
Co< ... , eoi, ... , eoj, ... > 
Ck-1 < ... ,ek-1,i, ... ,ek-1,i• ... > 
ck < ... , eki, ... , ekj, ... > 
Fo < ... ,ai, ... ,ai, ... > 
Fk-1 < ... ,ai,···•"i•··· > 
Fk onde f(eki) 
ou /( eki ), exclusivamente é um estado de 
validação. 
Fm < ... , Ci, •.• , Cj, ... > 
Caso o protocolo faça uso de broadcast, uma falha de comunicação pode ocorrer durante 
a transição Ck- 1 --+ Ck, de tal modo que o processo i e o processo j fiquem em partições 
diferentes, ou seja, apenas um dos dois recebe a mensagem enviada durante aquela transição. 
Essa falha de comunicação pode ocorrer próximo o suficiente das falhas dos dois processos, 
de tal modo que um deles não perceba a falha do outro e nem a falha de comunicação. Essa 
situação é semelhante àquela que ocorre quando o mecanismo ponto-a-ponto é utilizado. A 
seqüência abaixo ilustra essa situação: 
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Seqüência d(' validação Co, ... , Cm 
Co < ... , eoi • ... , eoj, ... > 
Ck-l < ... , Ck-l,i, ... , ek-l,i• ••• > 
ck < ... , eki, ... , eki· ... > 
Cm < ... ,emi• ... ,emi• ... > 
Configurações( f0, ... , f~) resultantes 
da ocorri>ncia quase simultânea de falhas de 
comunicação c falhas em i e j 
Fo < ... ,ai, ... , "i• ··· > 
Fk-l < ... ,ai, ... , "i• ... > 
H onde f(eki) 
ou f(ekj), exclusivamente é um estado de 
validação. 
f"'m < ... ,C i, ... , Cj, ... > 
Em ambas as situações, ek-l,i = eki, ou exclusivamente, ek-l,j = eki e /(ek-t,d = f(eki) 
ou f(ek-t.i) = f(ekj)· Conclui-se então que (eki = Ci e l:kj =a;) ou (eki =ai e eki = Cj) e 
que portanto Fk é inconsistente. 
Uma vez que um processo não pode detectar falhas concorrentes em outros processos, ele 
não pode determinar com segurança quando usar a recuperação independente pois corre o 
risco de gerar inconsistência. Em outras palavras, a Proposição 2.:1.2 nos permite chegar à 
seguinte conclusão: 
Nenhum protocolo de validação pode garantir recuperação independente de pro-
cessos falhos que tentem se reintegrar no sistema. 
Ou seja, sempre quando um processo falhar, um tipo de recuperação dependente deve ser 
utilizada e com isso, há necessidade de armazenar informações sobre ações já finalizadas, nos 
processos operacionais e corre-se o risco de haver bloqueio do processo em recuperação. 
2.3.6 Medidas de Eficiência dos Protocolos de Validação 
Nas seções anteriores, foram consideradas características de tolerância a falhas dos protocolos 
de validação. Outro aspecto importante na avaliação desses protocolos é a sua eficiência. 
Tolerância a falhas e eficiência são objetivos conflitantes entre si em sistemas distribuídos de 
modo geral. O problema de validação de ações atômicas distribuídas não constitui exceção. 
A maioria dos autores baseia-se nos três seguintes parâmetros para medida de eficiência dos 
protocolos de validação: 
1. tempo de execução; 
2. número de mensagens; 
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3. nÚnl<'ro de gravações no log. 
Estes parâmetros são avaliados durante uma execução sem falhas do protocolo, corres-
pondente a uma ação validada, pois essa é a situação que se espera que ocorra com mais 
freqüência no sistema. Cada um destes parâmetros é apresentado a seguir. 
Tempo de Execução 
O tempo de execução dos protocolos de validação é uma medida que depende das carac-
terísticas do sistema distribuído em que ele executa, tais como: taxa de transmissão da rede, 
tempo de execução dos processos e tipo de comunicação entre os processos (broadcast ou 
ponto-a-ponto). Torna-se, por esse motivo, difícil avaliar o tempo de execução dos protocolos 
com base nas características de sistemas reais. Para efeito de comparação entre os protoco-
los, a maioria dos autores considera modelos abstratos de sistemas distribuídos. Ramarao 
[Ram89] considera uma rede em que o tempo gasto pelos processos para processarem uma 
mensagem recebida é considerado nulo, e uma mensagem enviada em um instante t é lida 
no instante t + 1 pelo processo destinatário. 
Abaixo é dada a definição de tempo de execução utilizada por Ramarao [Ram89]: 
Definição 2.3.1 Tempo de execução corresponde ao intervalo de tempo que compreende 
o in.<~lante de início do protocolo, ao instante em todos os processos validam a ação. 
Utilizando a definição de tempo de execução dada acima, Ramarao demonstrou, formal-
mente, os limites de tempo de execução para protocolos não-bloqueantes que podem ser 
obtidos em redes ponto-a-ponto, redes broadcast e rede tipo anel. Os resultados são mos-
trados na Tabela 2.1. O conceito de tempo de execução dado acima, apesar de utilizado por 
muitos autores, não considera o tempo que os processos operacionais devem aguardar até que 
tenham garantia de que todos os processos finalizaram a ação. Essa certificação tem uma 
implicação prática: se um processo não é informado sobre a finalização dos demais processos, 
ele é obrigado a reter informações sobre a ação indefinidamente, pois a qualquer instante ele 
pode receber uma mensagem de um processo em recuperação, perguntando sobre a decisão 
tomada. 
Nos protocolos de duas fases, por exemplo, o coordenador, após enviar a decisão de 
validar ou de abortar a ação, aguarda uma mensagem especial RECEBI de cada subordinado. 
Enquanto não receber de todos os subordinados essa mensagem, o coordenador mantém na 
memória volátil do nó onde reside um registro indicando a decisão tomada. 
Uma outra definição de tempo de execução leva em conta também o aspecto de liberação 
de dados da memória após a validaÇão da ação: 
Definição 2.3.2 Tempo de execução de um protocolo de validação é o intervalo de tempo 
que compreende desde o tempo de início de execução do protocolo até o instante em que o 
processo que iniciou a ação pode remover de sua memória as informações sobre a ação. 
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Topologia N!' de Tempo 
Mensagens 
Ponto-a-ponto 2n- 1 21o8f 
Broadcast n n 
Rede em anel 2n- 1 Sn/4 
Tabela 2.1: Limites inferiores de tempo e de mensagens para protocolos não-bloqueantes. n 
corresponde ao número de processos envolvidos na ação. 
Será adotada a Definição 2.3.2 no estudo de tempo de execução de todos os protocolos 
apresentados neste texto. 
Número de Mensagens 
O número de mensagens enviadas durante a execução do protocolo é um importante 
parâmetro para avaliar a sua eficiência. De modo semelhante ao que ocorre com a ava-
liação de tempo, a contagem do número de mensagens é feita durante uma execução sem 
falhas. O tamanho da mensagem não é levado em consideração como medida de eficiência, 
pois na maioria dos protocolos as mensagens são consideradas pequenas. Obviamente, se esse 
não fosse o caso, apenas o número de mensagens enviadas não seria um parâmetro suficiente. 
Neste texto, serão considerados o tempo de execução e o número de mensagens em uma 
rede ponto a ponto em que cada nó pode comunicar-se diretamente com os demais e os custos 
são os mesmos em qualquer comunicação. 
Número de Gravações no Log 
Durante a execução de um protocolo de validação, sempre que um processo muda de estado, 
ele necessita gravar em memória estável informações que lhe permita iniciar um procedimento 
de recuperação, caso o processo onde executa sofra uma falha durante o período em que esse 
processo ocupa o novo estado. Essas informações são gravadas no log. 
O número de gravações no log é um parâmetro muito utilizado como medida de eficiência 
em protocolos que são utilizados na prática, como é o caso dos protocolos de duas fases. Isto 
se deve obviamente ao custo de gravação e recuperação de dados no log, que não pode ser 
desconsiderado em implementações de protocolos em sistemas reais. Entretanto, a maioria 
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dos textos que propõe ou analisa protocolos que não são de duas fases não considera esse 
parâmetro. Esses protocolos são mais de interesse teórico e são gmalrnentc protocolos em 
que o número de mensagens e o tempo de execução são grandes; portanto, a preocupação 
maior é em redu1.ir esses parâmetros. No Capítulo 4, que trata de protocolos que não são de 
duas fases, o número de gravações no log não será utilizado. 
2.3. 7 Modelo de Comunicação Entre Processos ou Topologia Lógica de 
Comunicação 
O modo como os processos comunicam-se entre si durante a execução de um protocolo de 
validação define uma topologia virtual entre eles. Esta topologia não depende da topologia da 
rede física que os conecta. Por exemplo, a topologia virtual de comunicação entre os processos 
que executam o protocolo de duas fases descrito na Seção 2.3.1 corresponde a uma estrela. 
O centro dessa estrela corresponde ao processo coordenador e na periferia encontram-se os 
processos subordinados. No Capítulo 3 serão apresentados protocolos derivados do protocolo 
original de duas fases que apresentam topologia virtual linear e topologia virtual em forma 
de árvore. 
Alguns protocolos descentralizados possuem uma topologia virtual que corresponde a um 
grafo fortemente conexo. O protocolo descentralizado apresentado na Seção 5.3 possui uma 
topologia que corresponde a um hipercubo de dimensão k, k = log2N, onde N é o número 
de processos envolvidos no protocolo. 
É interessante notar que a topologia virtual indica apenas a topologia física de rede 
mais apropriada para o protocolo correspondente. Por exemplo, a rede apropriada para os 
protocolos de validação de duas fases centralizado e descentralizado é uma rede de broadcast 7 • 
No protocolo linear, a disponibilidade de broadcast na rede não influência a eficiência do 
protocolo, uma vez que a comunicação do protocolo é inerentemente ponto-a-ponto. 
7 No protocolo de duas fases centralizado, o recurso de broadcast só é realmente interessante na primeira 
fase em que a comunicação dá-se no sentido do centro para a periferia da estrela. 
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Capítulo 3 
Protocolos Eficientes de Duas 
Fases 
Os protocolos de duas fases são os protocolos de validação mais utilizados em sistemas de 
ações atômicas distribuídas. São, também, os mais comumente encontrados na literatura. A 
popularidade desses protocolos deve-se principalmente aos seguintes fatores: 
• eficiência quanto ao número de mensagens trocadas entre os processos que participam 
da ação; 
• simplicidade, quando comparados com outros tipos de protocolos. 
Este capítulo trata de protocolos de duas fases que visam eficiência quanto ao tempo 
de execução, quanto ao número de mensagens enviá.das ou quanto ao número de registros 
gravados no log. 
Nas próximas três seções são descritas as características comuns à maioria dos protocolos 
de duas fases. Na Seção 3.5 é apresentada a padronização a ser adotada na discussão sobre 
cada protocolo. 
3.1 Funcionamento Genérico dos Protocolos de Duas Fases 
Os processos que executam as operações de uma ação atômica são classificados em processo 
coordenador e processos subordinados. O processo coordenador possui o controle da execução 
do protocolo. É ele o responsável por obter uma decisão quanto à finalização da ação com 
base nos votos dos demais processos que são os subordinados. 
Na maioria dos protocolos estudados neste capítulo, o processo coordenador é o processo 
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que tnJCJou a execução da ação1 • Ele geralmente é criado no mesmo nó onde executa o 
programa de aplicação que criou a ação. 
Um protocolo inicia-se quando o programa de aplicação executa o comando VALIDE-
AÇÃO. Um processo ao receber esse comando, torna-se coordenador e inicia a primeira fase 
do protocolo. 
Na primeira fase [Gra78), o coordenador coleta os votos dos subordinados e torna a decisão 
quanto ao fim da ação. Esta fase inicia-se quando o coordenador ordena aos subordinados 
que emitam seus votos sobre a validação da ação. Cada subordinado, ao receber a ordem, 
emite o voto SIM se for favorável em validar a ação, ou o voto NÃO em caso contrário. Ao 
receber todos os votos dos subordinados, o coordenador decide validar a ação se receber 
apenas votos SIM. Se receber pelo menos um voto NÃO, o coordenador decide abortar a 
ação. Ao se decidir, o coordenador finaliza a ação localmente de acordo com a decisão, isto 
é, aborta ou valida a ação. 
A segunda fase corresponde à fase em que o coordenador comunica aos subordinados a 
decisão obtida. Cada subordinado finaliza a ação de acordo com essa decisão. 
3.2 Tipos de Mensagens Utilizadas 
Os protocolos que são descritos nas próximas seções utilizam os tipos de mensagens mostrados 
na Tabela 3.1. Alguns protocolos utilizam, além desses, outros tipos de mensagens que serão 
tratados especificamente durante as seções que descrevem esses protocolos. 
MENSAGENS 
TIPO VALORES PossÍVEIS 
ordem PREPARE 
voto SIM, NÃO 
decisão VALIDE, ABORTE 
indagação PERGUNTANDO 
sinal RECEBI 
Tabela 3.1: Tipos de mensagens utilizadas pelos protocolos de duas fases. 
Mensagens com a ordem PREPARE são enviadas pelo coordenador aos subordinados para 
que estes emitam os seus votos. 
Os votos SIM e NÃO emitidos por um subordinado expressam a intenção. em, respectiva-
mente, validar e abortar a ação. 
1 Há exceções. O protocolo 02PC mostrado na Seção 4.1 é um exemplo em que o processo que inicia a 
execução da ação é diferente do processo coordenador. 
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As mensagens VALIDE e ABORTE são emitidas para comunicar a todos os processos a 
decisão obtida durante a primeira fase. 
A mensagem Pf~RGUNTANDO é enviada com o objetivo de se conhecer a decisão. Essa 
mensagem só é utilizada em situações anormais, por exemplo, quando nó onde executava 
um processo subordinado se recupera de uma falha. Dependendo do estado em que o subor-
dinado estava no momento da falha, esse nó envia a mensagem PERGUNTANDO ao processo 
coordenador com o objetivo de obter a decisão sobre a finalização da ação. 
O último tipo de mensagem, RECEBI, é enviado por um processo subordinado para indicar 
que ele recebeu a decisão e que já finalizou a ação localmente. 
3.3 Estados dos Processos 
Durante a execução do protocolo para uma dada ação, cada processo pode estar em um dos 
tipos de estado relacionados abaixo: 
a. estado DESCONHECIDO; 
b. estado PREPARADO; 
c. estado VALIDADO; 
d. estado ABORTADO; 
O estado DESCONHECIDO é o estado em que cada processo se encontra no início do 
protocolo e após a ação se finalizar em todos os processos. 
Um subordinado muda do estado DESCONHECIDO para o estado PREPARADO somente se 
ele recebe a ordem PREPARE e concorda em validar a ação. Entrar em estado PREPARADO 
significa que o processo concorda em validar a ação, mas ainda não sabe se há concordância 
dos demais processos em fazer o mesmo. Quando o processo entra em estado PREPARADO 
ele armazena no log um registro PREPARADO. O registro PREPARADO contém dados para a 
recuperação em caso de falha. Entre esses dados estão: as trancas obtidas pelo subordinado 
para executar a ação, o identificador da ação. 
A transição do estado DESCONHECIDO para o estado ABORTADO em um subordinado 
ocorre se esse processo: 
a. receber uma decisão ABORTE; 
b. receber uma ordem PREPARE, mas não concordar com a validação da ação; 
c. não receber nenhuma mensagem PREPARE durante o tempo de espera. 
O coordenador muda do estado DESCONHECIDO para o estado ABORTADO se ele: 
...... , ' . -~ 
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a. não concordar com a validação da ação; ou 
b. receber o voto NÃo de pelo menos um dos subordinados; ou 
c. não receber o voto de um dos subordinados durante o tempo de espera. 
Ao entrar em estado ABORTADO, um processo grava um registro ABORTADO no log. Esse 
registro contém: o identificador da ação, o identificador do processo, e dados para que o 
protocolo possa ter continuidade após o nó se recuperar de uma falha. 
Um processo subordinado em estado PREPARADO muda parao estado VAI,IDADO somente 
quando ele sabe que os demais processos também concordam com a validação da ação. Esta 
informação é obtida quando o subordinado recebe a decisão VALIDE. 
O coordenador muda do estado DESCON H •;c IDO para o estado VALIDADO se recebe o voto 
SIM de todos os seus filhos. 
Um processo ao entrar em estado VALIDADO grava um registro VALIDADO no log. Esse 
registro contém também informações para a recuperação do processo caso ocorra uma falha. 
O estado DESCONHECIDO não possui um registro correspondente. Os dados utilizados 
para continuidade do protocolo, gravados nos registros descritos acima, dependem de um 
protocolo em particular e serão tratados durante as seções que descrevem os protocolos 
discutidos neste capítulo. 
A gravação dos registros no log pode ser feita de dois modos: gravação síncrona ou 
forçada e gravação assíncrona ou não forçada. Na gravação síncrona de um registro, todos 
os registros que estão na memória volátil do nó são imediatamente gravados no log. Quando 
um registro é gravado de modo síncrono por um subordinado ou coordenador, o protocolo fica 
impedido de prosseguir nesse processo enquanto a gravação no log não terminar. Isto significa 
que se o nó falha após a gravação síncrona ocorrer, o registro cuja gravação foi forçada e 
todos os demais anteriores a ele estão seguramente armazenados no log. Posteriormente, 
quando o nó se recupera, esses registros estão disponíveis no log e podem ser trazidos de 
volta à memória volátil. 
Na gravação assíncrona ou não forçada, a escrita do registro no log é adiada para quando 
uma página do buffer do log (na memória volátil) ficar cheia, ou quando ocorrer uma gravação 
síncrona posterior de outro registro. O protocolo pode prosseguir nos processos responsáveis 
pela gravação assíncrona mesmo antes de ocorrer a migração dos dados para o log. Se o nó 
falha após a gravação assíncrona, o registro pode se perder se não tiver ocorrido nenhuma 
gravação síncrona entre o momento da gravação e o momento da falha. 
A gravação síncrona proporciona mais segurança aos dados, porém ela causa um aumento 
no tempo de resposta de execução da ação quando comparada com a gravação assíncrona. 
Na gravação síncrona, sempre que um registro é gravado, é necessário fazer uma acesso 
à memória estável somente para gravá-lo. Na gravação assíncrona, o número de acessos à 
memória estável é menor, pois vários registros são gravados em cada acesso ao log. Portanto, 
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uma forma de medir a eficiência de um protocolo de duas fases é verificar o número de 
gravações assíncronas que ele utiliza. 
3.4 Modelo de Comunicação Entre Processos 
Cada protocolo de duas fases apresentado neste capítulo e nos capítulos 4 e 6 baseia-se 
em um dos seguintes modelos de comunicação entre processos: hierárquico, estrela, linear e 
barramento. 
Modelo Hierárquico 
O protocolo aproveita a estrutura hierárquica criada entre os processos que participam da 
execução da ação. O primeiro processo criado para executar a ação é denominado processo 
raiz. Durante a execução da ação cada processo pode criar novos processos no mesmo nó 
ou em outros nós. Desse modo, a execução de uma ação organiza os processos participantes 
segundo uma árvore de processos. 
As referências aos componentes da árvore de processos, são feitas utilizando os termos 
empregados na descrição de estruturas do tipo árvore, tais como: processo folha, processo 
filho, processo pai, processos descendentes e processos ancestrais. Processos descendentes de 
um processo I são todos os processos que constituem a subárvore com raiz no processo /, 
excluindo o processo /. Processo ancestral de um processo 1 é qualquer processo pertencente 
ao caminho que liga 1 ao processo raiz, excluindo o processo /. Um processo que não é raiz 
nem folha é denominado processo intennediário. Um caminho na árvore é uma seqüência 
P1, P2, P3, · · ·, Pn de processos da árvore tal que o processo Pi+l é filho do processo Pi. 
Considera-se que o sistema de comunicação permite que um processo P2, ativado remota-
mente por um operação P1 , retorne a P1 o identificador de todos os processos onde P2 ativou 
operações remotas. Desse modo, as informações sobre os identificadores dos processos fluem 
em direção ao processo raiz." O processo raiz consegue então obter a estrutura correspondente 
a árvore de processos que participam da ação. A obtenção dessa estrutura não requer custos 
adicionais, pois é obtida através das comunicações normais entre as operações. 
O programa de aplicação que cria a ação executa no mesmo processo onde reside o 
processo raiz da árvore de processos que executam a ação. Quando o usuário deseja validar 
a ação criada, ele executa através do programa de aplicação um comando do tipo VALIDE-
AÇÃO. Esse comando faz com que o processo raiz torne-se o coordenador do protocolo. Os 
processos folhas funcionam como SUBORDINADOS. Os processos intermediários funcionam 
como subordinados em relação a seus pais e como coordenadores em relação a seus processos 
filhos. Durante a execução do protocolo cada processo comunica-se apenas com o seu processo 
pai e os seus processos filhos na árvore de processos. 
Modelo Estrela 
O modelo de comunicação tipo estrela pode ser visto como uma especialização do modelo 
hierárquico, em que a árvore de processos tem apenas um nível. Não há processos inter-
mediários. Um processo desempenha o papel de coordenador e os demais desempenham 
apenas a função de subordinados. O protocolo tradicional de duas fases proposto por Gray 
[Gra78] baseia-se neste modelo de comunicação. 
Modelo Linear 
O modelo linear de comunicação entre os processos também pode ser visto como uma espe-
cialização do modelo hierárquico, onde há apenas um processo folha. O coordenador e cada 
processo intermediário possui apenas um processo filho. O protocolo de duas fases linear 
apresentado na Seção 3.11 utiliza esse modelo de comunicação. 
Modelo de Barramento 
Neste modelo, cada processo se comunica com todos os demais durante a execução do pro-
tocolo. Na Seção 4.2 é apresentado um protocolo que utiliza esse modelo de comunicação 
entre os processos. 
3.5 Modelo para Apresentação dos Protocolos,de Duas Fa-
ses 
Com o objetivo de facilitar e padronizar a apresentação de cada protocolo tratado neste 
capítulo, utiliza-se um modelo de apresentação baseado nos seguintes itens: 
1. Descrição do Protocolo 
Neste item é feita uma descrição do funcionamento do protocolo em uma execução livre 
de falhas. 
2. Tratamento de Falhas 
É feita uma descrição das atividades executadas pelo protocolo em um nó ao se recu-
perar de uma falha e do comportamento de um nó operacional ao detectar falha no 
sistema. 
3. Correção do Protocolo 
Neste item, a correção do protocolo é demonstrada informalmente. Para cada proto-
colo, é demonstrada apenas a satisfação das condições ( cl) e ( c5) da Seção 2.2. Ou 
seja, se todos os processos finalizam, todos a abortam ou todos a validam e após todas 
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as faJhas se recuperarem e não ocorrem mais falhas por certo período de tempo, todos 
os processos finalizam a ação de modo consistente. Isto é, todos a validam ou todos 
a abortam. O atendimento às condições ( c2), ( c3) e ( c4) é óbvia em cada protocolo 
estudado e não será demonstrado. 
4. Tempo de Execução 
É apresentado, neste item, o tempo de execução do protm:olo, segundo a Definição 
2.3.2. 
5. Número de Mensagens 
Neste item, é estudado o número máximo de mensagens enviadas pelos processos en-
volvidos no protocolo para uma dada ação. Esse número é calculado com base em uma 
execução sem falha do protocolo, em que a ação é vaüdada. 
6. Número de Gravações no Log 
O número de gravações de registros no log é um fator importante para avaliação de 
protocolos que são implementados em algum sistema gerenciador de ações atômicas. 
Neste item é avaliado o número de gravações forçadas e não-forçadas feitas por cada 
processo no protocolo em estudo. 
Nas seções seguintes são descritos aJguns protocolos de duas fases, segundo a padronização 
apresentada a cima. Os protocolos apresentados neste capítulo visam eficiência em detri-
mento de tolerância a falhas. Protocolos que visam ser tolerantes a falhas são apresentados 
no próximo capítulo. 
3.6 Protocolo de Duas Fases Hierárquico 
O protocolo de duas fases foi proposto por Gray [Gra78]. Trata-se do protocolo de vaüdação 
mais utilizado na maioria dos sistemas distribuídos. 
O protocolo descrito nesta seção é uma extensão do protocolo original proposto por Gray, 
apücado a sistemas em que as ações são executadas segundo o modelo de árvore de processos 
apresentado na Seção 3.4. Este protocolo é apresentado em [ML83]. 
Descrição do Protocolo, 
Primeira Fase 
O coordenador inicia a primeira fase enviando mensagens PREPARE aos seus processos filhos. 
O significado da mensagem PREPARE é o de ordenar aos subordinados que emitam os seus 
votos a respeito da finalização da ação. Após enviar as mensagens PREPARE, o coordenador 
permanece aguardando os votos de seus filhos. 
CAPÍTULO 3. PROTOCOI,OS Et'ICH:NTt~S DE DUAS FASES 
Ao receber as mensagens PREPARE, os subordinados filhos do coordenador enviam men-
sagens J>RJo:PARE aos seus filhos e permanecem aguardando os votos deles. As mensagens 
I•REPARt: propagam-se até os processos folhas. Se um processo folha concorda com a va-
lidação da ação, de força a gravação de um registro PREPARADO no log. Diz-se que o 
processo entra em estado PREPARADO após a gravação desse registro. 
Após entrar em estado PREPARADO, um processo folha envia o voto SIM a seu pai e 
permanece aguardando a decisão quanto à finalização da ação. Se o processo folha não 
mnmrda com a validação da ação, ele força a gravação de um registro ABORTADO no log e 
envia o voto NÃO a seu pai. 
Cada processo intermediário I da árvore de processos obtém o seu voto a partir do 
momento em que recebe os votos de seus filhos. Se I concorda em va.lidar a ação e recebe 
todos os votos de seus filhos e eles são SIM, I força a gravação de um registro PREPARADO 
no log e envia o voto SIM a seu pai. Se I recebe um voto NÃO ou não concorda em validar a 
ação ou não recebe o voto de um de seus filhos durante o tempo de espera, 1 decide abortar 
a ação. Para tanto, ele força a gravação de um registro ABORTADO no log e envia o voto NÃO 
a seu pai. Os votos propagam-se na árvore de processos no sentido oposto ao das mensagens 
PREPARE, isto é, no sentido das folhas para raiz. 
Quando o coordenador recebe os votos de seus, filhos ele decide sobre a finalização da 
ação. Se todos os votos forem recebidos e eles forem apenas votos SIM, o coordenador entra 
em estado VALIDADO, forçando a gravação de um registro VALIDADO no log. O coordenador 
decide abortar a ação se não recebe o voto de um de seus filhos durante o tempo de espera, 
ou se um dos votos recebidos for NÃO. Ao decidir abortar a ação, o coordenador força a 
gravação de um registro ABORTADO, após o que ele entra em estado ABORTADO. Uma vez 
gravado no log o registro correspondente à decisão tomada, o coordenador inicia a execução 
da segunda fase do protocolo que corresponde ao envio da decisão a todos os subordinados. 
Segunda Fase 
Se a decisão tomada na primeira fase for a de va.lidar a ação, o coordenador envia mensagens 
com a decisão VALIDE a todos os seus processos filhos. Se a decisão for a de abortar a 
ação, o coordenador envia mensagens com a decisão ABORTE apenas aos processos filhos 
que votaram SIM na primeira fase2• Após enviar mensagens com a decisão, o coordenador 
permanece aguardando a chegada das mensagens RECEBI de seus filhos. 
Cada processo intermediário, ao receber uma mensagem valide, entra em estado VALI-
DADO através da gravação forçada de um registro VALIDADO no log do computador onde 
ele executa. A seguir, o processo intermediário envia mensagens com o sinal RECEBI a seu 
pai e mensagens com a decisão va.lide a todos os seus filhos e permanece aguardando desses 
20s filhos que vota.ra.m NÃO a.borta.m a. ação por si mesmos. Esta. é uma. otimização em relação a.o protocolo 
proposto por Gra.y [Gra.78}, onde um processo a.o votar NÃO a.dia.va. o aborto para. quando recebesse a. decisão 
ABORTE de seu superior. Assim, a. liberação da.s tra.nca.s retidas pelo processo ficava. a.dia.da.. 
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últimos as mensagens com o sinal RECEBI. Um processo intermediário em estado PREPARADO 
ao receber uma mensagem ABORT~~ entra em estado ABORTADO, forçando a gravação de um 
registro ABORTADO. Portanto, um processo intermediário pode entrar em estado ABORTADO 
na primeira fase ao decidir abortar, ou na segunda fase, ao receber a decisão ABORTE de seu 
pai. Em ambas as situações, após entrar em estado ABORTADO um processo intermediário 
envia mensagens com a decisão ABORTE a seus filhos cujos votos foram SIM e permanece 
aguardando deles os sinais RECEBI. 
Ao receber uma mensagem com a decisão, um processo folha força a gravação de um 
registro correspondente no log, envia mensagem com o sinal RECEBI a seu processo pai e 
"esque.ce" a ação, apagando de sua memória volátil qualquer informação sobre ela. 
Cada processo não-folha (intermediário ou coordenador) grava de modo assíncrono um 
registro FIM após obter os sinais RECEBI de todos os seus filhos e esquece a ação, apagando de 
sua memória volátil as informações a ela relacionadas. A gravação do registro FIM significa 
que o processo não-folha sabe que todos os seus filhos finalizaram a ação de acordo com a 
decisão e que, portanto, não é mais necessário manter informação sobre a ação. 
Tratamento de Falhas 
Após um processo recuperar-se de uma falha, ele verifica o estado em que estava no momento 
em que ocorreu a falha. Caso a falha do processo se deve à falha do nó onde ele executava, 
o sistema gerenciador de ações atômicas copia as informações referentes a ação do log para 
a memória volátil. Quando o processo se recupera, ele encontra na memória volátil os dados 
sobre a ação que ele executava. Se for encontrado apenas um registro PREPARADO para uma 
dada ação significa que o processo que o gravou era um subordinado e estava em estado 
PREPARADO aguardando a decisão de seu pai quando ocorreu a falha. O processo envia 
periodicamente mensagem PERGUNTANDO ao seu processo pai. O identificador do processo 
pai é obtido do registro PREPARADO. Ao receber urna decisão, o processo em recuperação 
finaliza a ação conforme explicado na seção anterior. 
Se for encontrado um registro ABORTADO ou VALIDADO, o comportamento do processo 
em recuperação dependerá da sua posição na hierarquia da árvore de processos. Se o processo 
for um processo folha, ele envia o sinal RECEBI a seu pai. Essa exigência é necessária, pois um 
processo subordinado envia o sinal RECEBI somente após ter gravado um registro VALIDADO 
ou ABORTADO no log. O processo em recuperação pode ter falhado antes de enviar esse sinal 
ao seu pai. Nesse caso, o processo pai não grava o registro FIM enquanto não receber esse 
sinal, o que o obriga a continuar mantendo informações sobre a ação em sua memória volátil. 
Se o processo em recuperação é o coordenador, seu comportamento dependerá da 
existência de um registro FIM correspondente ao registro ABORTADO ou VALIDADO encon-
trado. Se for encontrado um registro FIM, não há nada a fazer, o processo em recuperação 
simplesmente esquece a ação. Se, entretanto, não for encontrado tal registro, é sinal que o 
coordenador falhou quando aguardava os sinais RECEBI de seus filhos. Nesse caso, o processo 
em recuperação envia aos processos filhos do coordenador mensagens com a decisão corres-
pondente ao registro encontrado. Ao obter os sinais RECEBI desses processos, o coordenador 
em recuperação grava de modo assíncrono um registro de •'IM e apaga de sua memória volátil 
as informações sobre a ação. 
Caso o processo em recuperação seja um processo intermediário, ele apresenta os dois 
comportamentos descritos anteriormente relativos a de um processo folha e do coordenador. 
Portanto, ao encontrar o registro ABORTADO ou VALIDADO, um processo intermediário envia 
o sinal RECEBI ao seu pai e se não encontrar um registro FIM correspondente, ele envia 
mensagens com a decisão aos seus filhos e, neste caso, grava o registro de FIM ao obter deles 
os sinais RECEBI de seus processos filhos. 
Se um processo recebe uma mensagem PERGUNTANDO, ele verifica a existência de algum 
registro correspondente ao identificador da ação incluído na mensagem recebida. Se for 
encontrado um registro ABORTADO ou VALIDADO, o processo envia a decisão correspondente 
(ABORTE ou VALIDE) como resposta e aguarda o sinal RECEBI do processo que enviou a 
indagação. Se for encontrado um registro PREPARADO, o processo adia a emissão da resposta 
para quando ele receber uma decisão. Se nenhum registro é encontrado para aquela ação, 
é sinal de que o processo que recebe a mensagem PERGUNTANDO havia enviado pedido de 
votos aos seus filhos, mas falhou antes de obtê-los e, portanto, antes de gravar qualquer 
registro no log. Nesse_ caso, o processo era um processo intermediário ou o coordenador da 
ação, porém todas as informações se perderam no momento da falha. Como conseqüência, 
o processo decide abortar a ação. Ele força a gravação de um registro ABORTADO e envia a 
decisão ABORTE em resposta. 
Há duas situações em que o coordenador ou um intermediário podem detectar término 
do tempo de espera por mensagens dos processos filhos: 
1. quando ele aguarda os votos dos processos filhos; 
2. quando ele aguarda os sinais RECEBI dos processos filhos. 
Na situação {1), o processo que aguarda a mensagem aborta a ação. Ele força a gravação 
de um registro ABORTADO no log e envia mensagens com a decisão ABORTE aos seus filhos 
cujos votos foram SIM. Se o processo for um intermediário, ele envia ainda o voto NÃO a seu 
pai. 
Na situação (2), o processo deve permanecer aguardando os sinais RECEBI de seus filhos 
para que possa gravar um registro FIM e apagar de sua memória volátil as informações 
referentes à ação. 
Há também duas situações em que um processo subordinado (intermediário ou folha ) 
detecta término do tempo de espera por mensagens do seu processo pai: 
1. quando o subordinado aguarda a ordem PREPARE de seu pai; 
2. quando o subordinado está em estado PREPARADO e aguarda o voto de seu pai. 
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Na situação ( l ), o subordinado aborta a ação. Ele comporta-se como se tivesse recebido a 
decisão ABORTE, isto é, força a gravação de um registro ABORTADO e envia o voto não ao seu 
pai. Se o subordinado for também um processo intermediário, ele envia a decisão ABORTE 
a seus filhos e após receber todos os sinais U~CEBI, grava a..<>síncrono o registro FIM no log e 
apaga de sua memória volátil as informações sobre a ação. 
Quando ocorre a situação (2), o subordinado envia mensagens PERGU NTAN oo periodica-
mente ao seu pai enquanto não obtiver dele uma decisão. Ao obter a dedsão, o subordinado 
comporta-se normalmente como em uma execução sem falhas do protocolo. 
Devido à ocorrência de falhas, um processo operacional pode receber mensagens repetidas 
ou que, por demorarem a chegar, não afetam mais a finalização de ações nesse processo. 
Assim, se um processo recebe uma mensagem ABORTE ou VALIDE para uma. aÇão sobre a qual 
ele não possui informações, ele envia mensagens RECEBI ao remetente da mensagem. Essa 
situação ocorre quando o processo já havia sinalizado o recebimento da decisão anteriormente, 
mas o seu pai falhou antes de receber o sinal. Nesse caso, conforme descrito anteriormente, 
o processo em recuperação envia novamente a decisão. 
Se um processo recebe um voto correspondente a uma ação já finalizada, ou que ele não 
conhece, ele simplesmente ignora a mensagem de voto. Da mesma forma, se a mensagem 
PREPARE é recebida contendo o identificador de uma ação abortada ou sobre a qual não há 
nenhuma informação .na memória volátil, o voto NÃo é enviado como resposta. 
Correção do Protocolo 
O protocolo de duas fases é um protocolo bloqueante. Se o coordenador falha antes de 
emitir o seu voto, todos os seus descendentes que votam SIM ficam bloqueados, ou seja, 
sem poder finalizar a ação. Isto ocorre pois quando um processo subordinado está em 
. estado PREPARADO, ele concorda em validar a ação, mas não conhece os votos dos demais 
processos. Esse processo não pode finalizar a ação enquanto não receber de seu pai a decisão. 
A impossibilidade de um processo em estado PREPARADO decidir por si só abortar a ação 
fica demonstrada com os seguintes contra-exemplos: 
1. considere que o processo PREPARADO decide por conta própria validar a ação após 
detectar a falha do nó onde executava o seu processo pai. Algum outro processo pode 
ter decidido abortá-la, logo os dois processos finalizam a ação de modo inconsistente e 
o protocolo fica obviamente incorreto; 
2. se um subordinado X em estado PREPARADO decide abortar a ação por conta própria, 
ao detectar a falha do nó onde reside seu processo pai, pode ocorrer que seu processo 
pai tenha validado a ação e falhado antes de emitir a decisão VALIDE. Deve-se lembrar 
que de acordo com o protocolo, um processo ao entrar em estado PREPARADO envia 
o voto SIM a seu pai. Se todos os processos ancestrais de X e todos os seus irmãos 
concordam em validar a ação e não ocorre falha alguma pelo menos até o coordenador 
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tomar a decisão, o filho do coordenador que é o ancestral de X envia o voto SIM ao 
coordenador. Se os demais filhos do coordenador também votarem SIM, de acordo com 
o protocolo, o coordenador decide validar a ação, logo X e o coordenador finalizam a 
ação de modo inconsistente entre si. 
Conclui-se, portanto, que os processos em estado PREPARADO devem permanecer blo-
queados enquanto não receberem a decisão vinda de seus processos pais. Isto significa que o 
protocolo de duas fases pode não terminar, isto é, há casos em que um ou mais processos não 
conseguem finalizar a ação. Essa situação ocorre quando há processos em estado PREPARADO 
e o coordenador falha antes de emitir sua decisão e não se recupera mais. Entretanto, é fácil 
ver que as atividades relacionadas com a recuperação de processos falhos, descritas na seção 
anterior, urna vez eliminadas todas as falhas, permitem que todos processos finalizem a ação. 
Portanto, a condição ( c5) é atendida. 
É necessário demonstrar que a condição ( c1) também é satisfeita, isto é, todos os processos 
que finalizam a ação o fazem de modo consistente. 
Observando o protocolo, pode-se notar que há certa assimetria entre os modos corno as 
decisões de validar e abortar a ação podem ser obtidas. Qualquer processo pode decidir 
abortar a ação durante a primeira fase, porém, somente o coordenador pode decidir validar. 
Portanto, para demonstrar a correção do protocolo, é suficiente demonstrar a validade das 
seguintes afirmações: 
A l. se um processo aborta a ação, todos os processos que a finalizam também a abortam; 
A2. se o coordenador valida a ação, então todos os processos que a finalizam também a 
validam. 
A afirmação (Al) pode ser demonstrada analisando as situações em que um processo X pode 
decidir abortar a ação. Essas situações são as seguintes: 
S 1. X é um subordinado que não concorda em validar a ação; 
S2. X é um subordinado que detecta término do tempo de espera pela mensagem PREPARE; 
S3. X é um processo intermediário ou coordenador e detecta término do tempo de espera 
pelo voto de um de seus filhos. 
S4. X é um processo que está se recuperando de uma falha ou que recebe uma mensagem 
PERGUNTANDO e X encontra um registro ABORTADO ou não encontra registro algum 
correspondente à ação. 
Nas três primeiras situações, X envia o voto NÃO a seu pai. O pai de X também decidirá 
abortar a ação por receber o voto não de X ou por não receber voto algum durante o término 
do tempo de espera pelo voto de X. Pelos mesmos motivos, todos os ancestrais de X também 
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abortarão a ação. Logo o voto do processo filho do coordenador que é ancestral de X, se 
existir, será. também NÃo. Se o coordenador estiver operacional, obrigatoriamente ele aborta 
a ação por receber o voto NÃo desse seu filho ou por não receber o voto dele durante o tempo 
de espera. Conforme visto anteriormente, a decisão de validar a ação é tomada apenas pelo 
coordenador. Além disso, durante a segunda fase, a decisão ABORTE é propagada a todos 
os nós em que há registros PREPARADO correspondentes a ação. Esses nós ao receberem a 
decisão também abortam a ação. 
Para concluir a demonstração da veracidade da afirmação (A 1 ), deve-se garantir que a si-
tuação (S4) apresentada acima não causa finalizações inconsistentes. Se nenhuma informação 
com relação a uma determinada ação é encontrada no log, é porque o processo falhou antes 
de emitir seu voto, caso ele seja um subordinado, ou falhou antes que ele emitisse a decisão, 
caso ele seja o coordenador3 • O processo decide abortar a ação. Se for encontrado um regis-
tro ABORTADO, é porque o processo já. possuía a decisão. Em ambos os casos, os ancestrais 
do processo abortarão a ação por receberem o voto NÃo desse processo ou por detectarem 
término do tempo de espera por esse voto. Pelas mesmas razões, o coordenador decidirá. 
abortar a ação. Portanto, também na situação (S4), nenhum outro processo validará. ação, 
pois o único processo que pode decidir validar é o coordenador e ele aborta a ação neste caso. 
Os processos que estão em estado PREPARADO e que finalizam a ação só poderão fazê-lo se 
receberem uma mensagem com a decisão, mas essa só pode ser a decisão ABORTE. 
A afirmação (A2) também está. correta, pois o coordenador só decide validar uma ação 
após receber os votos SIM de todos os seus processos filhos. Um processo intermediário vota 
SIM somente se concordar em validar a ação e receber votos SIM de todos os seus filhos. 
Portanto, para que a ação tenha sido validada pelo coordenador, todos os subordinados 
devem ter votado SIM. Se todos os subordinados votaram SIM, então todos forçaram a 
gravação do registro PREPARADO antes de votar. Logo, não há. risco dos nós onde executam 
esses processos virem a abortar a ação por não encontrarem informação correspondente a 
ela durante a recuperação de uma falha. Os processos em estado PREPARADO (subordinados 
e processos de recuperação) finalizarão a ação somente após receberem a decisão de seus 
processos superiores, propagada a partir do processo coordenador. Esta decisão é a de validar 
a ação. Desse modo, fica demonstrada a correção do Protocolo de Duas Fases Hierárquico. 
Tempo de Execução 
No modelo de cálculo do tempo de execução descrito na Seção 2.3.6 o tempo gasto para 
emitir mensagens em paralelo é o mesmo para emitir uma única mensagem. No protocolo 
de duas fases hierárquico, há duas situações em que as mensagens podem ser enviadas em 
paralelo: 
3 Esse argumento é verdadeiro, pois de acordo com o protocolo, os subordinados gravam o registro PREPA-
RADO antes de emitir o voto SIM e o registro ABORTADO antes de emitir o voto NÃO. O coordenador, por sua 
vez, grava o registro correspondente à decisão antes de enviá-la. 
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• quando um processo não folha emite mensagens aos seus filhos e 
• quando os processos filhos emitem mensagens do mesmo tipo a seus pais. 
O cálculo do tempo total de execução do protocolo de duas fases hierárquico é obtido 
com base na. altura h da. árvore de processos. Ao todo, são ga..'itas 2h + 2 unidades de tempo: 
h para o envio de mensagens PREPAR~~. h para o envio dos votos, 1 unidade de tempo para 
o coordenador enviar mensagens com a decisão aos seus processos filhos e 1 uma unidade de 
tempo para que os filhos do coordenador enviem os sinais RECEBI ao coordenador. 
Número de Mensagens 
O número de mensagens enviadas pelo protocolo é medido como sendo o número de mensa-
gens enviados pelos N processos que estão envolvidos na ação que é validada. Portanto, o 
número de mensagens do protocolo de duas fases hierárquico é 4( N - 1) que corresponde a 
(N- 1) mensagens PREPARE, (N- 1) mensagens de votos, (N- 1) mensagens de decisão e 
(N -1) mensagens RECEBI. 
Número de Gravações no Log 
Cada processo folha força a gravação de no mínimo um registro no log que é o registro ABOR-
TADO, e força a gravação de no máximo dois registros (registros PREPARADO e ABORTADO 
ou registros PREPARADO e VALIDADO). 
Cada processo intermediário grava no mínimo dois registros: um registro ABORTADO que 
tem a gravação forçada no log e um registro FIM cuja a gravação é assíncrona. No máximo, 
cada processo intermediário força a gravação de um registro PREPARADO e de um registro 
ABORTADO ou VALIDADO e grava de modo assíncrono um registro FIM. 
O coordenador força a. gravação de um dos registros ABORTADO ou VALIDADO e grava de 
modo assíncrono um registro FIM. 
3. 7 Protocolo PA ( "Presumed Abort") 
Durante a descrição do protocolo hierárquico, foi demonstrado que quando um processo 
recebe uma mensagem PERGUNTANDO contendo o identificador de uma ação sobre a qual 
ele não possui informação alguma, ele aborta a ação. Logo, um novo protocolo pode ser 
derivado do protocolo hierárquico de tal modo que quando uma ação sejà abortada, o re-
gistro ABORTADO não necessita ter sua gravação forçada. Além disso, o coordenador e os 
intermediários que abortam a ação não necessitam aguardar os sinais RECEBI de seus filhos. 
Se posteriormente receberem uma mensagem PERGUNTANDO, eles enviam a decisão ABORTE 
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como resposta. Esse protocolo, proposto por Mohan c Lindsay[ML83), é denominado proto-
colo PA ("Presumed Abort"). Como o próprio nome indica, o protocolo PA presume que a 
ação tenha abortado quando não há nenhuma informação relacionada a ela. 
O protocolo PA obtém uma redução ainda maior do número de mensagens enviadas e 
do número de gravações no log, por tratar de modo especial as ações de leitura apenas. 
AçÕ<•s de leituro apenas não causam alteração nos dados estáveis dos nós onde atuam. São 
ainda classificadas em ações parcialmente de leituro, se apenas os dados de alguns nós não 
são alterados, c ações totalmente de leitura, se os dados de todos os nós são apenas Udos. 
Os processos que apenas lêem os dados estáveis locais são denominados processos de leituro 
apenas. 
Descrição do Protocolo 
O funcionamento do protocolo é idêntico ao do protocolo hierárquico para ações validadas que 
causam alterações dos dados estáveis dos nós onde atuam. As economias ocorrem somente 
em ca.'>o de aborto ou em ações de leitura apenas. Portanto, o protocolo será descrito somente 
para o caso de aborto e de ações de leitura apenas. 
Primeira Fase 
Um processo folha que não concorda em validar a ação entra em estado ABORTADO e após 
receber a mensagem PREPARE de seu pai, envia a ele o voto NÃO, conforme ocorre no pro-
tocolo hierárquico. Porém, ao entrar em estado ABORTADO, um processo folha executa uma 
gravação não-forçada do registro ABORTADO. Se um .processo folha é um processo de leitura 
apenas, ao receber uma mensagem PREPARE, ele envia o voto LEITURA como resposta a seu 
processo pai. Nenhum registro PREPARADO é gravado em processos de leitura apenas. Para 
um processo de leitura apenas a decisão final de abortar ou validar a ação é indiferente, pois 
ele não altera dado algum do sistema. Um processo folha comporta-se como no protocolo 
hierárquico se o seu voto é sim. 
Um processo intermediário I não grava registro PREPARADO se ele apenas lê os dados e 
recebe somente votos LEITURA de seus filhos. Neste caso, I envia o voto LEITURA a seu pai. 
Nenhum registro é gravado no log. I permanece no estado DESCONHECIDO. Por outro lado, 
· I entra em estado PREPARADO e envia o voto SIM ao seu pai se seguintes fatos ocorrerem: 
• um ou mais processos da subárvore com raiz em I alteram os dados locais; 
• nenhum dos processos subordinados a I votam NÃO; 
• o processo I concorda em vaUdar a ação ou é um processo de leitura apenas. 
Se l recebe um voto NÃo, ou não concorda em vaUdar a ação, ou ainda, não recebe 
um dos votos durante o tempo de espera, I envia o voto NÃO a seu pai e entra em estado 
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ABORTADO, porém a gravação do registro ABORTADO é não-forçada. 
O coordenador não toma decisão alguma se for um processo de leitura apenas e receber 
somente votos LEITURA de seus filhos. Nesse ca.'lo, ele simplesmente apaga de sua memória 
volátil as informações sobre a ação. Não há segunda fase do protocolo neste caso. 
Ao decidir abortar a ação, o coordenador entra em estado A HORTA DO e executa a gravação 
não-forçada do registro ABORTADO. 
Segunda Fase 
Se a decisão for a de ABORTAR a ação, cada processo não-folha envia a decisão somente aos 
filhos que votaram SIM. Neste caso, o processo não-folha não aguarda nenhum sinal de seus 
filhos. Ele simplesmente remove de sua memória volátil as informações sobre a ação4 • 
Se a decisão é a de validar a ação, mas os votos de todos os filhos de um processo não-folha 
forem LEITURA, após entrar em estado VALIDADO esse processo não-folha não grava nenhum 
registro de FIM. Ele simplesmente apaga de sua memória volátil as informações sobre a ação. 
Cada subordinado (intermediário ou folha) ao receber a decisão ABORTE entra em estado 
ABORTADO e executa uma gravação não-forçada do registro ABORTADO. 
Tratamento de Falhas 
Se um processo encontra um registro PREPARADO ao se recuperar de uma falha, ele envia 
mensagens PERGUNTANDO ao processo pai até que uma decisão seja recebida. A identidade 
do processo pai é obtida a partir do registro PREPARADO. Ao receber uma decisão, o processo 
comporta-se como em uma execução sem falha do protocolo. 
Se for encontrado um registro VALIDADO no log para uma determinada ação, então se o 
processo que o gravou é um processo folha, não há nada a fazer; o processo simplesmente 
apaga da memória volátil as informações sobre a ação. Se o processo que gravou o registro 
era um processo não-folha, então se há um registro FIM correspondente, é porque o protocolo 
já havia terminado para aquela ação. Senão, o processo envia mensagens valide para todos 
os subordinados e aguarda a chegada dos sinais RECEBI. Ao receber todos os sinais dos 
subordinados, o processo grava de modo assíncrono um registro FIM e apaga de sua memória 
volátil as informações sobre a ação. 
Ao receber uma mensagem PERGUNTANDO, um processo verifica se há informações sobre a 
ação na sua memória volátil ou no log. Se não houver nenhuma informação ou se um registro 
de ABORTADO (gravado de modo assíncrono) for encontrado , ele envia uma mensagem 
ABORTE ao processo que enviou a mensagem PERGUNTANDO. Se for encontrado um registro 
VALIDADO, o processo envia mensagem VALIDE como resposta e aguarda o recebimento dos 
40 coordenador grava de modo assíncrono um registro FIM em ações parcialmente de leitura. 
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sinais RECEBI de todos subordinados. Ao receber esses sinais, o processo grava o registro 
FIM. 
Correção do Protocolo 
Uma execução sem falha do protocolo é semelhante a uma execução correspondente do 
protocolo hierárquico de duas fases para ações que não são de leitura apenas. A diferença se 
deve ao fato de que os registros ABORTADO não têm sua gravação forçada e os subordinados 
não enviam mensagens com os sinais RECEBI aos seus pais caso a decisão recebida seja 
ABORTE. Portanto, a possibilidade do protocolo estar incorreto poderia ocorrer durante a 
recuperação de processos falhos. Será demonstrado que essa possibilidade não ocorre. 
O protocolo estaria incorreto se um processo em recuperação abortasse a ação enquanto 
os demais processos a tivessem validado, ou vice-versa. Se algum subordinado aborta a ação 
e vota NÃO durante a primeira fase, os seus ancestrais (incluindo o coordenador) também 
decidirão abortar a ação. Esses ancestrais abortam a ação por receberem o voto NÃo do 
subordinado, ou por detectarem término de espera pelo voto desse subordinado (em caso de 
falha de comunicação). Como conseqüência, os demais subordinados em estado PREPARADO 
que estão operacionais recebem a decisão ABORTE durante a segunda fase e também abor-
tam a ação. Ao se recuperar de uma falha, um subordinado em estado PREPARADO envia 
mensagem PERGUNTANDO ao seu pai, o qual irá enviar a decisão ABORTE como resposta, 
quer por encontrar um registro ABORTADO, ou por não encontrar nenhuma informação sobre 
a ação (aborto presumido). Logo, se um processo aborta a ação, todos os processos que a 
finalizam também a abortam. 
Um processo não-folha que valida a ação, grava o registro FIM e apaga as informações 
sobre a ação somente após forçar a gravação do registro VALIDADO e após receber os sinais 
RECEBI de todos os seus processos filhos. Cada subordinado, por sua vez, envia o sinal 
RECEBI somente após ter forçado a gravação do registro de VALIDADO. Logo, se um processo 
envia mensagem PERGUNTANDO ao coordenador ele irá obter a decisão VALIDE como resposta 
e, além disso, não há o risco do processo coordenador receber uma mensagem PERGUNTANDO 
após gravar o registro FIM. Portanto, se o coordenador valida a ação, todos os subordinados 
que finalizam a ação também a validam. 
Tempo de Execução 
O tempo de execução do protocolo PA é o mesmo do protocolo de duas fases hierárquico 
para uma ação em que todos os processos alteram dados. Se a ação é totalmente de leitura, 
o tempo de execução do protocolo é 2h unidades de tempo que corresponde a h unidades de 
tempo para emissão de mensagens PREPARE e h unidades de tempo para emissão dos votos. 
Se a ação é parcialmente de leitura, então o tempo de execução corresponde ao intervalo 
(2h, 2h + 2). 
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Número de Mensagens 
O número de mensagens enviadas é o mesmo do protocolo de duas fases hierárquico, se a ação 
altera os dados em todos os processos e ela é validada. Nesse caso, o número de mensagens 
enviadas é 4N- 4, onde N é o número de processos envolvidos. 
Se a ação é completamente de leitura, então o total de mensagens é 2N -2 que corresponde 
a (N -1) mensagens PREPARE e (N -1) votos LEITURA. 
Se a ação é validada mas ela é parcialmente de leitura, então se há k subordinados onde 
a ação apenas lê os dados, o número de mensagens é: 2(2N- 2- k ), isto é, N- 1 mensagens 
PREPARE, N- l votos, N- 1- k mensagens com a decisão, N- l- k sinais RECEBI, com 
O~k~N-1. 
Número de Gravações no Log 
Nenhum registro é gravado se a ação é totalmente de leitura. 
Em ações parcialmente de leitura, cada processo intermediário força a gravação dos re-
gistros PREPARADO e VALIDADO e grava de modo assíncrono o registro FIM se algum de seus 
subordinados altera dados. Se, entretanto, apenas o processo intermediário altera dados, ele 
grava apenas dois registros: PREPARADO e VALIDADO (ambos têm a sua gravação forçada). 
Se um processo intermediário e todos os seus subordinados apenas lêem os dados, o processo 
intermediário não grava registro algum em nenhuma das duas fases. O coordenador força a 
gravação do registro VALIDADO e grava de modo assíncrono o registro FIM se tiver recebido 
pelo menos um voto SIM. Se somente o coordenador altera dados, então ele grava apenas 
o registro VALIDADO, que tem a sua gravação forçada no log. Um processo folha força a 
gravação dos registros PREPARADO e VALIDADO, se ele altera os dados locais e não grava 
registro algum se for um processo de leitura apenas. 
3.8 Protocolo PC ( "Presumed Commit") 
Espera-se que a maioria das ações atômicas executadas sejam validadas. Portanto é interes-
sante que as reduções no número de gravações forçadas e no número de mensagens enviadas 
sejam feitas no caso de validação da ação. O protocolo PC, apresentado em [ML83], tem 
esse objetivo. Como o protocolo PA, o PC é resultante de algumas alterações do protocolo 
de duas fases hierárquico. 
Descrição do Protocolo 
A primeira fase do protocolo PC é semelhante à do protocolo hierárquico quando a ação 
altera os dados em todos os nós e é abortada. As economias ocorrem quando a ação é 
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validada e em ações de leitura apenas. Portanto, de modo análogo à descrição do protocolo 
PA, será descrito somente o funcionamento do protocolo em caso de validação e de ações de 
leitura apenas. 
No protocolo PC as gravações do registro VALIDADO não são forçadas, não há envio de 
sinais RECEBI e não ocorre a gravação do registro de FIM em caso de validação. O protocolo 
PC se vale também das ações de leitura apenas para. reduzir o número de mensagens e de 
gravações durante a execução do protocolo para. este tipo de ação. 
Pode-se tentar derivar o protocolo PC a. partir do protocolo de duas fases hierárquico, 
efetuando apenas as alterações citadas acima, de modo análogo ao que ocorreu com o pro-
tocolo PA. Entretanto, essa. derivação simplista. apresenta. um problema., o qual é descrito a. 
seguir. 
No protocolo de duas fases hierárquico, um processo não-folha. grava. um registro para 
recuperação somente após receber os votos de seus filhos. Se esse mesmo procedimento 
fosse adotado no protocolo PC, poderia haver finalizações inconsistentes. O processo não-
folha abortaria a ação ao se recuperar, mas responderia. VALIDE após receber uma mensagem 
PERGUNTANDO, pois não há informação no log. Logo, o processo não-folha. e os seus filhos 
finalizam a ação de modo contraditório: o primeiro aborta. a. ação e os demais a. validam. 
A solução apresentada. pelo protocolo PC para esse problema consiste na. gravação forçada. 
de um registro especial denominado registro COLETA. Esse registro é gravado por cada. 
processo não-folha antes de iniciar o envio das mensagens PREPARE aos seus filhos. O registro 
COLETA contém apenas o identificador da. ação e os identificadores dos processos filhos do 
processo não-folha. que o grava.. Ao se recuperar de uma. falha., um processo não-folha verifica. 
a existência do registro de COLETA no seu log. Se existir tal registro, a. ação deve ser abortada. 
e a. mensagem ABORTE é enviada. aos processos cujos identificadores estão no registro COLETA. 
Um processo folha que altera. os dados locais, ao receber uma. mensagem PREPARE, entra. 
em estado ABORTADO se não concorda. em validar a. ação, o que corresponde a uma. gravação 
forçada do registro ABORTADO. A seguir, envia. o voto NÃO ao seu pai. Se concorda em validar 
a ação, entra em estado PREPARADO, forçando a. gravação de um registro PREPARADO. Se 
o processo folha é um processo de leitura. apenas, ele envia. o voto LEITURA em resposta à 
mensagem PREPARE e apaga. de sua memória volátil as informações sobre a. ação. 
Um processo intermediário que não é de leitura. apenas, ao receber uma. mensagem PRE-
PARE, força a gravação de um registro COLETA e envia. mensagens PREPARE aos seus filhos. 
Os motivos que levam um processo intermediário a. entrar em estado PREPARADO ou ABOR-
TADO são os mesmos descritos na. primeira. fase do protocolo de duas fases hierárquico. Os 
processos intermediários forçam a. gravação dos registros PREPARADO e ABORTADO. Após 
entrar no estado PREPARADO ou ABORTADO, o processo intermediário envia. a. seu pai o voto 
correspondente ao novo estado (SIM ou NÃO). Se um intermediário é um processo de leitura. 
apenas e recebe apenas votos LEITURA de seus filhos, ele envia. o voto LEITURA a seu pai e 
executa a gravação não-forçada. de um registro VALIDADO. 
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O coordenador força a gravação do registro COLETA no início da primeira fase, antes de 
enviar as mensagens PREPARE aos seus filhos. O coordenador decide abortar a ação se pelo 
menos um dos votos recebidos for NÃO ou se não receber os votos de um de seus filhos durante 
o tempo de espera. A decisão é a de validar a ação se o coordenador recebe todos os votos 
de seus filhos, sendo que nenhum deles é o voto NÃO e a ação não é totalmente de leitura. 
Nesse caso, o coordenador entra em estado VALIDADO, forçando a gravação de um registro 
VALIDADO e apaga de sua memória volátil as informações sobre a ação. O coordenador não 
aguarda sinais RECEBI e não grava registros FIM para ações validadas. Se a ação é de leitura 
apenas, o coordenador executa uma gravação não-forçada do registro VALIDADO. 
Segunda Fase 
Quando a decisão é de validar a ação, cada processo não-folha envia a decisão VALIDE aos seus 
processos filhos que não são de leitura apenas e apaga de sua memória volátil as informações 
sobre a ação. Nenhum sinal RECEBI é aguardado ou enviado e nenhum registro FIM é gravado. 
Um processo folha ao receber a decisão VALIDE executa a gravação não-forçada do registro 
VALIDADO. Em caso de aborto de uma ação, o funcionamento do protocolo é semelhante ao 
do protocolo de duas fases hierárquico. 
Tratamento de Falhas 
Ao se recuperar de uma falha, um processo verifica as informações que dispõe sobre determi-
nada ação. Se for encontrado apenas um registro COLETA no log, o processo em recuperação 
força a gravação de um registro ABORTADO e envia mensagens ABORTE a todos os seus pro-
cessos filhos. Ao receber todas as mensagens RECEBI, ele grava de modo assíncrono o registro 
FIM. 
Se um processo não-folha em recuperação encontrar também um registro ABORTADO, 
mas não for encontrado um registro FIM, ele envia mensagens ABORTE a todos os processos 
subordinados e aguarda o recebimento dos sinais RECEBI. Ao recebê-los, o processo em 
recuperação comporta-se como descrito no parágrafo anterior. 
Se um processo não-folha recebe uma mensagem PERGUNTANDO referente a uma ação 
sobre a qual não possui nenhuma informação, ele envia a mensagem VALIDE como resposta. 
Se o processo folha em recuperação encontrar um registro ABORTADO, ele envia uma 
mensagem RECEBI ao seu pai e apaga de sua memória volátil as informações sobre a ação. 
Se ao se recuperar um processo encontra um registro PREPARADO, ele envia mensagem 
PERGUNTANDO ao seu processo pai e aguarda uma resposta contendo a decisão final. 
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Correção do Protocolo 
Durante uma execução sem falhas, o protocolo PC, assim como o protocolo PA, difere do 
protocolo hierárquico apenas pelo número e o modo com que os registros são gravados em 
log e pelo mímero de mensagens RJo~CEBI enviadas. Logo, é necessário demonstrar apenas 
que os processos em recuperação que finalizam a ação o fazem de modo consistente com os 
processos operacionais. 
O processo o coordenador de uma determinada ação pode encontrar os seguintes seguintes 
r('gistros ao se recuperar: 
a. encontrar um registro COLETA apenas; 
b. encontrar um registro COLETA e um registro ABORTADO; 
c. encontrar um registro COLETA e um registro VALIDADO; 
No caso do item (a), o coordenador falha antes de obter uma decisão. Nenhum outro 
processo pode ter validado a ação, pois somente o coordenador pode decidir validar. O 
coordenador decide abortar a ação e envia mensagens ABORTE aos seus filhos. Os processos 
em estado PREPARADO que finalizarem a ação a abortarão por receberem a decisão ABORTE 
de seu pai. logo, todos abortam a ação. · 
No item ( b ), o coordenador falha após decidir abortar a ação. Nesse caso, se não houver 
um registro FIM o coordenador envia mensagens ABORTE aos filhos do coordenador e como 
ocorre no item (a), todos os processos que ainda não finalizaram a ação a abortam ao 
receberem a mensagem ABORTE dos seus processos pais. Se houver um registro FIM, então 
todos os subordinados também abortaram a ação. 
No item (c), o coordenador não envia nenhuma mensagem. Ele não copia nenhuma 
informação do log referente à ação para sua memória volátil. Se posteriormente receber 
uma mensagem PERGUNTANDO para a ação, o coordenador enviará a mensagem valide como 
resposta. Todos os processos. que estão PREPARADOS permanecem enviando mensagens PER-
GUNTANDO a seus pais enquanto não receberem a decisão. Em conseqüência, após a recu-
peração, todos os processos em estado PREPARADO que finalizarem a ação a validam. 
Um processo subordinado pode encontrar as seguintes aos se recuperar: 
a. encontrar um registro COLETA apenas; 
h. encontrar um registro COLETA e um registro PREPARADO; 
c. encontrar um registro COLETA e um registro ABORTADO; 
d. encontrar um registro COLETA, um registro PREPARADO e um registro ABORTADO; 
e. encontrar um registro COLETA, um registro PREPARADO e um registro VALIDADO. 
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No item (a), o processo subordinado ao se recuperar envia o voto NÃO ao seu pai e a 
decisão ABORTE aos S<'Us filhos. Logo, todos os processos que finaJjzam a ação a abortam por 
receberem mensagens do processo subordinado ou, ainda, por detectarem término do tempo 
de espera quando esse subordinado falha. 
No item (b), o processo subordinado (intermediário) não pode tomar nenhuma decisão, 
pois (!le está em estado PREPARADO. Ele permanece aguardando a chegada de uma decisão. 
Portanto, ele não finaliza a ação de modo inconsistente ao dos outros processos. 
Nos itens (c), (d) e (e), o subordinado já havia finalizado a ação antes da falha e, portanto, 
não toma nenhuma nova decisão inconsistente com a dos demais processos. 
Tempo de Execução 
Dada a altura h da árvore de processos, o cálculo do tempo total de execução do protocolo 
PC é 2h unidades de tempo: h unidades de tempo para o envio de mensagens PREPARE 
e h unidades de tempo para as mensagens com os votos. O tempo total é o mesmo para 
ações que alteram dados ou para ações de leitura apenas. Ao obter os votos de todos os 
subordinados e decidir validar a ação, o coordenador pode esquecer a ação. Não há o tempo 
adicional para o envio das mensagens com a decisão e das mensagens com os sinais RECEBI. 
Número de Mensagens 
O número total de mensagens enviadas para uma ação validada em que todos os processos 
alteram os dados é 3(N -1) que corresponde a N -1 mensagens PREPARE, N -1 mensagens 
de votos e N - l mensagens com a decisão VALIDE. Onde N é o número de processos 
envolvidos na ação. 
Se a ação é totalmente de leitura, então o total de mensagens é 2N - 2 que corresponde 
a N- 1 mensagens PREPARE e N- 1 votos LEITURA). 
Se a ação é validada, então o número de mensagens é 3( N - 1) - k mensagens com a 
decisão, onde k,O ~ k ~ N- 1 é o número de processos cujos votos foram LEITURA. 
Número de Gravações no Log 
Durante uma ação totalmente de leitura, cada processo não-folha grava dois registros: o 
registro COLETA cuja gravação é forçada e o registro VALIDADO que é gravado de modo 
assíncrono. Os processos folhas não gravam registro algum. 
Em ações que não são totalmente de leitura e que são validadas, o coordenador grava 
dois registros: COLETA e VALIDADO. A gravação desses registros é forçada. Cada processo 
intermediário que altera dados (ou possui subordinados que alteram dados) força a gravação 
dos registros COLETA e PREPARADO e grava de modo assíncrono o registro VALIDADO. Se 
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o processo intermediário e todos os seus descendentes apenas lêem os dados, O número de 
registros gravados pelo processo intermediário é o mesmo quando a açãn é totalmente de 
leitura. O mesmo ocorre no caso de processo folha que apenas lê os dados. Cada processo 
folha que altera dados grava dois registros: o registro COLETA cuja gravaçãn é forçada e o 
registro VALIDADO que é gravado de modo assíncrono. 
3.9 NPC- "New Presumed Commit" 
O protocolo PC, conforme a Seção 3.8, objetiva reduzir o número de mensagens quando uma 
ação é. validada. Entretanto, o ntímero de gravações em log feitas pelo coordenador e pelos 
processos intermediários para ações em validação é maior que no protocolo hierárquico de 
duas fases. Esse acréscimo no número de gravações se deve à necessidade de se gravar o 
registro de coleta, o que nãn ocorre no protocolo PA e no protocolo hierárquico. 
Descrição do Protocolo 
Nesta seção, é descrita uma nova versão do protocolo PC que visa eliminar o registro COLETA 
utilizado no protocolo PC5 • 
Os objetivos do registro COLETA são: 
• identificar ações abortadas devido a falhas de um nó; 
• permitir informar sobre o aborto da ação aos subordinados de algum processo não-folha 
que poderia existir nesse nó. 
O protocolo NPC [LL93] elimina o registro de coleta por meio da obtenção de um con-
junto de identificadores de ações que podem ser abortadas devido à falha de um nó onde 
executa um processo não-folha. Esse conjunto é denominado conjunto A e corresponde a um 
intervalo estimado de identificadores de ações (ias) dentro do qual encontram-se as ações 
que estavam em execuçãn durante a ocorrência da falha. No protocolo NPC, quando um 
processo não-folha decide abortar ao se recuperar de uma falha, ele não envia mensagens 
ABORTE aos seus filhos, pois não possui registro COLETA com os identificadores dos seus pro-
cessos filhos. Esses processos filhos (em estado PREPARADO) são notificados sobre o aborto, 
após receberem a..o; respostas às mensagens PERGUNTANDO que eles enviam periodicamente 
ao processo pai. O processo em recuperação responde ABORTE às mensagens PERGUNTANDO 
contendo o identificador de uma ação pertencente ao conjunto A. O conjunto A é obtido 
pelo gerenciador de ações atômicas do nó onde reside o processo em recuperação. Para ob-
tenção do conjunto A é necessário que os ias sejam atribuídos em ordem crescente e de modo 
monotônico. O conjunto A pode ser obtido com base em dois outros conjuntos a saber: 
!>Será. mostrado posteriormente que essa eliminação não é sempre possível ou recomendável para todas as 
ações. 
• REG - O conjunto de ações recmtes no sistema no momento da falha. É formado 
por todos os ias que se encontram no intervalo delimitado por iainf e ia11up· O limite 
inf(~rior iainf indica que abaixo desse limite todas as ações já haviam finalizado antes 
da ocorrência da falha. Logo, os identificadores das ações que estavam em execução 
devem ser maiores que iainf· O limite superior corresponde ao identificador da última 
ação que pode ter sido executada antes da falha; 
REC = {ia I iainf < ia < iasup} (3.1) 
• VAL- Conjunto dos identificadores das ações validadas até o momento da falha. Ou 
seja, ações para as quais há registros VALIDA o o correspondentes no log. 
Dada as definições dos conjuntos acima, pode-se definir o conjunto A do seguinte modo: 
A= REG- VAL =REG- ( VALn REG) (3.2) 
( VA L n REG) é o conjunto de ações recentes que foram validadas. É importante notar 
que iain/ e iasup não necessitam ser identificadores de ações reais, eles são apenas limites 
cujos valores podem ser estimados. Além disso, como o intervalo por eles delimitado é um 
intervalo contínuo, nem todos os ias pertencentes a este intervalo correspondem a ações que 
realmente existiram no sistema. Logo, o que se garante é que todas as ações que existiram 
e são recentes estão em REG. 
Quando um nó se recupera de uma falha, é necessário que o sistema gerenciador de ações 
atõmicas obtenha o conjunto A para que possa responder ABORTE às mensagens PERGUN-
TANDO que possam ser recebidas indagando sobre uma ação cujo identificador se encontre 
nesse conjunto. 
O conjunto A pode ser representado pela seguinte estrutura: 
(3.3) 
São descritos a seguir os modos como os limites podem ser obtidos e como o conjunto 
( VAL n REG) pode ser representado. 
Determinando iasup 
O iasup pode ser obtido de dois modos: 
1. utilizando um~: Denomina-se ialmax o maior ia encontrado no log após o coordenador 
se recuperar de uma falha. Ou seja, ialmax representa o maior identificador de ação 
cuja finalização foi registrada em log antes da ocorrência da falha. Escolhe-se um ~ 
fixo, por exemplo, e obtém-se iasup = ialmax + ~. Obviamente, ~ deve ser grande o 
suficiente para garantir que para todo ia de ações que executavam antes da falha sejam 
tais que ia < ialmax + ~; ou 
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2. gravando ia.u,: O ia6 up pode ser obtido durante a recuperação do coordenador lendo-se 
o seu valor diretamente do log. Isto requer que o valor de ia 6 up seja periodicamente 
gravado de modo síncrono no log. Obviamente, essa solução é bem mais ineficiente (JUe 
a anterior. 
Quando o coordenador se recupera de uma falha, independente do método utilizado para 
obter ia.u,, ele deve utilizar ias maiores que o valor de iaaup para novas ações, evitando a 
reutilização de ias, o que poderia gerar finalizações inconsistentes nos diversos processos. 
Determinando iain/ 
Quando o sistema está operando normalmente é possível determinar qual ação mais antiga e 
que ainda não foi finalizada. O limite inferior Íainf é gravado no log quando essa ação mais 
antiga finalizar. Se a ação mais antiga é validada, o Íain/ é gravado no log no momento da 
gravação do registro VALIDADO da ação. Se a ação mais antiga está sendo abortada, somente 
após o coordenador receber todos os sinais RECEBI é que ele grava (de modo assíncrono) o 
novo iainf no log, no mesmo instante em que é gravado o registro de FIM. O Íainf gravado não 
corresponde necessariamente ao ia dessa ação, mas é geralmente um ia maior de uma ação 
também finalizada. O objetivo é obter um iainf• de modo que o intervalo [iainf,Ía.u,] seja 
o menor possível e, portanto, reduzindo ao máximo o tamanho do conjunto A. O próximo 
iainf será gravado no log quando a próxima ação mais antiga finalizar. 
Se um nó onde executa um processo não-folha falhar antes que o valor de iainf tenha 
ultrapassado o valor de ia de uma ação validada, esse ia se encontra no intervalo ( Íainf• ia.m,), 
mas como o seu registro VALIDADO está no log, ia pertence a (RECn VAL) e, portanto, não 
pertence ao conjunto A. Se o coordenador receber uma mensagem PERGUNTANDO contendo 
ia, ele enviará a mensagem VALIDE como resposta. Se, entretanto, o coordenador falhar após 
o valor de iainf ter ultrapassado o valor ia de alguma ação validada, então presume-se que a 
ação foi validada, pois o seu ia não está em REG. Do mesmo modo, a resposta é a decisão 
VALIDE. 
Se um nó onde executa um processo não-folha falhar antes que o valor de Íainf tenha ul-
trapassado o valor de ia de uma ação abortada, esse ia se encontra no intervalo ( iainf, ia•up ), 
mas não pertence ao conjunto (REG n VAL) e, portanto, ia pertence ao conjunto A. Se, 
entretanto, um nó onde executa um processo não-folha falhar após o valor de iainf ter ultra-
passado o valor ia de alguma ação abortada os sinais RECEBI dessa ação já devem ter sido 
recebidos e, portanto, não haverá nenhuma mensagem PERGUNTANDO para essa ação. 
Representação do Conjunto VAL n REG 
Após a ocorrência de uma falha, o conjunto VAL pode ser obtido coletando-se através da 
leitura seqüencial do log os identificadores das ações para os quais são encontrados registros 
VALIDADO. Uma vez obtido o conjunto VAL, o conjunto VALn REG é obtido trivialmente. 
f~ importante que o wnjunto VA L n R f; C seja representado de um modo bastante com-
pacto, pois ele é mantido por tempo indeterminado na memória volátil de um nó em recu-
peração. A seguir, são apresentadas duas formas para representação desse conjunto: 
l. se os ia.r; são atribuídos consecutivamente, o conjunto pode ser representado através de 
um vetor de bits. O iainf é a origem do vetor V. O tamanho do vetor V é: ial.,.a:z:-Íainf, 
pois não há nenhuma ação validada com ia maior que ialma:z:· O conjunto VALn REG 
é representado pelo vetor do seguinte modo: 
VAL n REG= {ia I V[ia- iainJ] = 1} (3.4) 
2. se os ias não são atribuídos consecutivamente6 , uma representação esparsa como lista 
deve ser utilizada. 
Funcionamento do Protocolo NPC 
A seguir é descrito o funcionamento do protocolo para açÜcs em que a gravação do registro 
COLETA não é necessária. Na próxima seção são tratados os casos especiais em que a gravação 
desse registro é requerida. 
Na primeira fase, o protocolo é semelhante ao protocolo PC, exceto que não são grava-
dos registros de COLETA. As mensagens se propagam pela árvore de processos a partir do 
coordenador e em direção aos processos folhas. 
O coordenador decide abortar a ação se não receber o voto de um de seus filhos durante 
o tempo de espera ou se pelo menos um dos votos for NÃO. Se o coordenador receber o voto 
de todos os seus filhos c nenhum deles for o voto NÃO e pelo menos um deles for o voto SIM, 
o coordenador decide validar a ação. Se os votos recebidos forem todos LEITURA-APENAS, 
o coordenador não toma decisão alguma; ele simplesmente apaga de sua memória volátil 
as informações sobre a ação. Nenhum registro é gravado no log para ações totalmente de 
leitura. 
Quando a decisão é de validar a ação, o coordenador força a gravação de um registro 
VALIDADO no log. O registro VALIDADO não necessita conter os identificadores dos subor-
dinados. O coordenador envia mensagens com a decisão VALIDE a todos os processos que 
são seus filhos. Nenhum sinal RECEBI é aguardado e nenhum registro FIM é gravado. As 
informações sobre a ação são apagadas da memória volátil. Se a ação validada é a ação mais 
antiga ainda não finalizada, um novo iainf é gravado no logo no momento da gravação do re-
gistro VALIDADO. Cada processo intermediário, ao receber a decisão VALIDE, grava de modo 
assíncrono um registro VALIDADO, envia mensagens com a decisão VALIDE a seus filhos e 
apaga de sua memória volátil as informações sobre a ação. Se a ação a ser gravada for a mais 
antiga ainda não finalizada, o processo intermediário grava junto com o registro VALIDADO 
6 Por exemplo quando "timestamps" fazem parte da composição do ia. 
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um novo iainf· Cada processo folha, ao receber a decisão VALIDE, grava de modo assíncrono 
um registro VALIDADO e apaga de sua memória volátil as informações sobre a ação. 
Se a decisão é a de abortar a ação, o coordenador força a gravação de um registro 
ABORTADO, envia mensagens ABORTE a seus filhos que votaram SIM e aguarda deles o sinal 
RECEBI. Cada processo intermediário em estado PR~:PARAI>O, ao receber a decisão ABORTE, 
força a gravação do registro ABORTADO no log, envia o sinal RECEBI a seu pai, mensagens com 
a decisão ABORTE a seus filhos e permanece aguardando destes o sinal REc~:BI. Ao obter todos 
os sinais u;cEBI, o coordenador e cada processo intermediário grava de modo assíncrono um 
registro de FIM. Se a ação abortada for a ação mais antiga ainda não finalizada, um novo 
iainf é gravado no momento da gravação do registro de •'IM. Cada processo folha, ao receber 
a rn<>nsagem ABORTE, força a gravação de um registro VALIDADO e envia a mensagem com 
sinal RECEBI ao seu pai. 
Ações Especiais 
Há determinadas ações atômicas para as quais é necessário que o coordenador e os processos 
intermediários forcem a gravação do registro de coleta no log. Nesses casos, o protocolo deve 
funcionar corno o protocolo PC. 
Abaixo estão relacionadas algumas situações em que a utilização do registro de COLETA 
se faz desejável ou mesmo necessária: 
l. quando a ação é abortada devido à detecção da falha de um dos processos subordina-
dos. Nesse caso, haverá uma demora (indeterminada) no envio do sinal RECEBI pelo 
subordinado falho. Enquanto o coordenador não obtém todos os sinais RECEBI para 
uma determinada ação abortada cujo identificador é ia, o valor de iainf não pode ser 
atualizado para um valor maior que ia; 
2. urna ação é muito longa. Enquanto não finalizar, ela impede que o iain/ ultrapasse o 
valor de seu ia; 
3. um mesmo nó pode conter um processo raiz para determinada ação e somente processos 
subordinados para outras ações. Quando contém apenas processos subordinados, o nó 
não tem controle de novos ias. Como conseqüência, um nó pode receber um valor de 
ia menor que o valor de seu iainf· 
Nos primeiros dois casos, o uso do registro de COLETA é desejável, pois a impossibilidade de 
avançar o valor de iain/ faz com que o intervalo ( iainf• iasup) seja muito grande, o que torna 
o conjunto VAL n REG grande, consumindo maior espaço de armazenamento. 
No terceiro caso, o uso do registro de COLETA é realmente necessário, pois um nó recebe 
um ia menor que o seu iainf· Essa situação pode gerar finalizações inconsistentes nos vários 
nós envolvidos na ação. Por exemplo, seja um nó N que possui um processo PNial que 
participa de urna ação cujo identificador é ia l é menor que o limite Íain/ de N. Seja PNia1 
um processo não-folha que tenha pelo menos um processo filho executando em outro nó 
da rede. Se o nó N falha quando os processos filhos estão em estado PREPARADO, ao 
se recuperar, o processo PNia, receberá uma mensagem PERGU NTAN 1>0 do processo filho 
executado remota.m('nte. Essa mensagem possui o identificador ia1. Mas o iainf obtido por 
PNia, ao se recuperar é maior que ia1. Logo N presume que a1 validou, o que pode não ser 
verdade. 
A solução utilizada nos três casos relacionados a cima é a mesma e corresponde à gravação 
do registro de COLETA pelo coordenador antes de iniciar o envio das mensagens PREPARE. 
Quando um processo não-folha recebe um identificador ia menor que o seu Íainf, ele grava 
um registro COLETA para a ação correspondente ao ia recebido. Após a gravação do registro 
<:oleta, o processo não-folha pode incrementar o valor de iainf mesmo que a ação ia ainda 
não t('nha sido finalizada. 
Ao se recuperar de uma falha, o processo não-folha copia para sua memória volátil as 
informaçÕ<>s contidas no registro COLETA obtidos do log. 
Tratamento de Falhas 
Se um processo em recuperação estava em estado PREPARADO, ele envia periodicamente 
mensagens PERGUNTANDO ao seu pai. Ao obter uma resposta, o processo em recuperação 
comporta-se como um subordinado PREPARADO ao receber a decisão em uma execução sem 
falha do protocolo. Se for encontrado um registro ABORTADO e não for encontrado um 
registro FIM correspondente, o processo em recuperação envia mensagens ABORTE a todos os 
seus filhos caso ele seja um processo não-folha. Ao obter todos os sinais RECEBI, o processo 
em recuperação grava um registro FIM e apaga de sua memória volátil as informações sobre 
a açao. 
Quando um nó se recupera de uma falha, o sistema gerenciador de ações atômicas deve 
obter os intervalos iainf e iasup e o conjunto A de ações que devem ser abortadas. 
Quando um nó em recuperação recebe uma mensagem PERGUNTANDO contendo o iden-
tificador de uma ação, ele inicialmente verifica a existência de registros correspondentes a 
essa ação. Se for encontrado um registro ABORTADO ou um registro COLETA, o sistema 
gerenciador de ações atômicas desse nó recupera o processo que gravou esse registro. O 
processo em recuperação comporta-se como no protocolo PC (ver Recuperação de Erro na 
Seção 3.8). Se não for encontrado nenhum registro, é porque a ação não é considerada uma 
ação especial. Nesse caso, o sistema gerenciador de ações atômicas envia mensagem ABORTE 
se o ia correspondente à ação pertencer ao conjunto A. Em caso contrário, a decisão VALIDE 
é enviada. 
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Correção do Protocolo 
Durante uma. execução sem falhas, o protocolo é semelhante ao protocolo de duas fases 
hierárquico, diferindo apenas quanto ao número e modo como os registros são gravados no 
log. Portanto, durante execuções sem falha, todos os nós que finalizam a ação o fazem de 
modo consistente. É necessário demonstrar que, após a ocorrência de uma falha, os processos 
operacionais e os processos em recuperação finalizam a ação de modo consistente entre si. 
Quando ocorre a falha de um nó após a decisão de um processo em abortar a ação, ou 
antes do processo entrar em estado PREPARADO, os demais processos também abortam a 
ação. Os ancestrais desse processo (caso ele não seja o coordenador) abortam por receberem 
o voto NÃo ou por não receberem voto algum. Os descendentes abortam por receberem a 
mensagem AHORT~~ desse processo, ou por não receberem a mensagem PREPARE durante o 
tempo de espera. 
Quando um subordinado está em estado PREPARADO, ele envia periodicamente mensa-
gens PERGuNTANDO a seu pai, enquanto não obtiver dele uma decisão. Quando um processo 
recebe uma mensag<>m PERGUNTANDO, relacionada com uma dada ação, o protocolo garante 
que a resposta desse processo seja consistente com o modo como ele finalizou a ação. Essa 
garantia se deve ao registro COLETA, ao conjunto A e ao princípio de validação presumida, os 
quais permitem detectar se a ação foi abortada ou validada nesse nó. Como conseqüência, a 
resposta. enviada é coerente com a finalização da ação. Logo todos os processos subordinados 
em estado PREPARADO que recebem uma decisão finalizam a ação de modo consistente com 
os demais nós que a finalizaram. 
Tempo de Execução 
Idêntica ao do protocolo PC. 
Número de Mensagens 
Idêntica ao do protocolo PC. 
Número de Gravações no Log 
É abordado nesta seção apenas o número de gravações em log de ações que não são consi-
deradas pelo protocolo como ações especiais. Para as ações especiais o protocolo funciona 
como o protocolo PC e, portanto, o número de gravações é idêntico ao desse protocolo. 
Em uma ação validada totalmente de leitura, nenhum processo grava registros. 
Em ações que não são totalmente de leitura, o coordenador força a gravação do registro 
VALIDADO. Um processo intermediário que é raiz de uma subárvore que altera dados força a 
gravação dos registros PREPARADO e VALIDADO. Se todos os processos da subárvore apenas 
l(~m os dados, o processo internH'diário raiz dessa subárvore <:omporta-se como no caso de 
ação de l<'itura apenas. Ou seja, não grava registro algum. Um processo folha que altera 
dados força as gravações de dois registros: PU~I'ARADO e VALIDADO. Nenhum registro é 
gravado se o processo folha for de leitura apenas. 
3.10 Protocolo Flexível de Validação de Duas Fases 
O protocolo Flexível [Bue89} é um protocolo derivado do protocolo hierárquico de duas fases 
em que cada processo envolvido em uma ação tem a liberdade de iniciar o protocolo assim 
que terminar a sua execução em favor da ação. Os processos subordinados não necessitam 
aguardar a mensagem PREPARE para emitirem os seus votos. Assim que um processo obtém 
o seu voto ele o envia a seu pai. 
Descrição do Protocolo 
O protocolo flexível de validação de duas fases permite a independência entre a tarefa de 
iniciar e a tarefa de coordenar o protocolo. Qualquer processo subordinado que terminar a 
ex~cução da ação pode dar início a execução do protocolo. Para isso, basta que esse processo 
envie o seu voto a seu nó pai assim que as operações relacionadas forem concluídas. Um 
subordinado, portanto, não necessita aguardar a mensagem PREPARE de seu nó pai para 
enviar seu voto. 
O protocolo flexível se baseia na árvore de processos para a emissão das mensagens de 
modo parecido ao que ocorre no protocolo hierárquico de duas fases. O protocolo se difere 
desse último no que diz respeito à primeira fase. A seguir, é apresentada a primeira fase do 
protocolo Flexível. 
Primeira Fase 
Cada processo subordinado intermediário N executa os seguintes passos: 
1. ao terminar de executar a ação localmente, um processo intermediário N envia a men-
sagem PREPARE aos seus processos filhos, mesmo que ainda não tenha recebido a 
mensagem PREPARE de seu pai; 
2. N aguarda a chegada das mensagens contendo os votos de seus filhos; 
3. se todos os votos recebidos forem SIM e N concorda em validar a ação, ele entra em 
estado PREPARADO, forçando a gravação de um registro PREPARADO no log do nó onde 
N executa e envia a mensagem com o voto SIM a seu processo pai. Se N não concorda 
E'm validar a ação, ou recebe um voto NÃO de um de seus filhos, ou não recebe um ou 
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mais votos durante o tempo de espera, ele força a grav-c:tçã.o de um registro ABORTADO 
e envia mensagem com o voto NÃo a seu pai. 
Um processo folha envia o seu voto ao nó pai ao terminar a sua execução local da ação. 
O processo raiz, o coordenador, executa os passos (2) e (3) descritos para os processos 
intermediários, exceto que no passo (3) ele não envia voto a nenhum processo. 
O protocolo flexível possui as seguintes vantagens: 
I. adaptação ao tipo de aplicação - em algumas aplicações distribuídas, os pra<:essos 
folhas terminam primeiro; logo, a ativação do protocolo se dará a partir dos nós folhas 
em direção à raiz, podendo-se ter dois ou mais nós folhas iniciando o protocolo ao 
mesmo tempo; 
2. número de mensagens - pode-se obter uma redução do número de mensagens envia-
das durante a execução do protocolo, evitando o envio de mensagens PREPARE. Um 
processo não-folha N não necessita enviar mensagem PREPARE a um processo filho 
F, se já tiver recebido de F o seu voto. A eliminação por completo das mensagens 
PREPARE pode ser obtida fixando-se os processos-folhas corno iniciadores. Desse modo, 
o protocolo inicia-se diretamente com· o envio das mensagens de voto. 
O protocolo flexível funciona como uma generalização do protocolo de validação de duas 
fases, com relação ao início do protocolo. O protocolo Flexível pode ser ainda otimizado, 
através da técnica de aborto presumido ou validação presumida e através de tratamento 
diferenciado de ações de leitura apenas. Assim, pode-se derivar um protocolo PA Flexível 
ou PC Flexível a partir desse protocolo, objetivando diminuir o número de mensagens e o 
número de gravações no log. 
Tratamento de Falhas 
A recuperação de nós falhos e as medidas executadas por cada processo ao detectar falha 
de outro processo são semelhantes às do protocolo hierárquico de duas fases, exceto que um 
subordinado aguarda a mensagem PREPARE de seu pai para emitir o seu voto. Portanto, o 
subordinado não aborta a ação por não ter recebido essa mensagem, como ocorre no protocolo 
hierárquico de duas fases. 
Correção do Protocolo 
A lógica de execução do protocolo Flexível é semelhante a do protocolo hierárquico de duas 
fases, portanto, argumentos semelhantes podem ser utilizados para demonstrar sua correção. 
()0 
Tempo de Execução 
O melhor ca.'io ocorre quando todos os subordinados terminam a execução antes que qualquer 
mensagem PRI-WA RE seja enviada. Nesse caso, considerando h a altura da árvore de prQ(:essos, 
o tempo de execução é h unidades de tempo a menos <JUe o tempo de execução do protocolo 
hierárquico de duas fases. Ou seja, 4h- h. 
O pior ca.'>o é semelhante ao tempo de exec:ução do protocolo hierárquico de dua.o; fases e 
corrcsponde a uma execução em que todos os nós não-folhas emitem mensagens PREPARE. 
Número de Mensagens 
No melhor ca.'>o, são enviadas 3(N- 1) mensagens. No pior caso, o número de mensagens é 
o mesmo do protocolo hierárquico de duas fases, ou seja, 4( N - 1) mensagens. 
Número de Gravações em Log 
O número de gravações em log é o mesmo do protocolo hierárquico, para cada processo. 
3.11 Protocolo Linear 
Descrição do Protocolo 
Primeira Fase 
No protocolo linear os processos são enumerados em ordem crescente. Seja K o menor 
número dentre os processos envolvidos na ação, e seja M o maior número. O processo de 
número K inicia o protocolo enviando o seu voto ao processo K + l. O voto de cada processo 
de número I, K < I < M é uma combinação do voto que o processo I recebe do processo 
I- 1 com sua concordância ou não em validar a ação. O processo I vota SIM, se receber o 
voto SIM do processo I-l e ele (processo/) concordar em validar a ação. Nesse caso, I força 
a gravação do registro PREPARADO e envia o voto SIM ao processo I+ l. Se o processo I não 
receber o voto do processo I - 1 ou receber e ele for NÃo ou se o processo I não concordar 
em validar a ação, I força a gravação do registro ABORTADO e envia o voto NÃO ao processo 
I+ l. 
O processo de número M decide validar a ação se concordar em validá-la e receber do 
processo M - 1 o voto SIM. Nesse caso, o processo M força a gravação· de um registro 
VALIDADO. O processo M aborta a ação se receber o voto NÃO do processo M- 1, ou não 
receber dele nenhum voto durante o tempo de espera, ou se M não concorda em validar a 
ação. Ao decidir abortar a ação o processo M força a gravação de um registro ABORTADO. 
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Segunda Fase 
O processo M inicia a segunda fase enviando mensagens com a decisão ao processo M - 1 
e aguarda dele o sinal RECEBI. Ao receber o sinal RECEBI, o processo M grava de modo 
assíncrono o registro FIM e apaga de sua memória volátil as informações sobre a ação. Cada 
processo I, K < I $ M - 1 ao receber a decisão,_ executa os seguintes passos: 
l. força a gravação de um registro correspondente à decisão (i.e., ABORTADO ou VALI-
DADo); 
2. ~nvia mensagem com a decisão processo I- 1; 
3. envia mensagem RECEBI ao processo I+ 1; 
4. aguarda mensagem REC.EBI do processo I- 1. 
5. ao receber o sinal RECI<~BI, o processo l- 1 grava de modo assíncrono um registro FIM 
e apaga de sua memória volátil as informações sobre a ação. 
O processo K, ao receber a decisão de K + 1, executa os passos 1 e 3 e apaga de sua 
memória volátil as informações sobre a ação. 
Cada processo /, K < I $ M, ao receber um sinal RECEBI, grava. de modo assíncrono, 
um registro FIM. 
Tratamento de Falhas 
Um processo X pode detectar a falha de outro processo nas seguintes situações: 
1. X aguarda. o voto de X- 1; 
2. X aguarda a. decisão. de X + 1; 
3. X aguarda o sinal RECEBI de X - 1. 
Na. situação (1 ), X comporta-se como se tivesse recebido o voto NÃO de X- 1, ou seja, 
aborta a. ação e envia. o voto NÃO a X+ l. 
Na situação (2), X está. em estado PREPARADO. Ele não pode sair desse estado enquanto 
não receber a decisão. X envia periodicamente a mensagem PERGUNTANDO a X +1, enquanto 
uma. decisão não for obtida. Ao obter a decisão, X comporta-se conforme descrito na segunda 
fase do protocolo. 
Na situação (3), X aguarda o sinal RECEBI de X - 1. Enquanto não receber esse sinal 
X deve manter informações sobre a ação em sua memória volátil. X envia, periodicamente, 
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mensagens com a decisão a X - l, enquanto não obt(~r o sinal RECEBI. Quando o sinal é 
r<'n'bido, X grava de modo assíncrono um registro FIM. 
Quando um processo Y se recupera de uma falha, se ele encontrar um registro VALIDADO 
ou ABORTADO, mas não for encontrado um registro FIM correspondente, então, X envia 
mensagem com a decisão ao processo X- 1, se X > K e envia o sinal RECEBI a X+ 1, se 
X < M e grava um registro de FIM. Se for encontrado um registro FIM, o processo apaga de 
sua memória volátil as informações sobre a ação. Se for encontrado um registro PREPARADO 
gravado por um processo X, esse processo envia periodicamente mensagens PF.RGUNTANDO 
ao processo X + 1. Ao obter uma resposta, X age como o processo X agiria, na segunda 
fa.<;e do protocolo. 
Se um pro<:esso uma mensagem PERGll NTANOO referente a uma ação sobre a qual ele não 
possui nenhuma informação, ele envia a mensagem ABORTE como resposta. 
Se um processo envolvido no protocolü (coordenador, subordinado) recebe uma das men-
sag<'ns: RECEBI, SIM, NÃO, ABORTE, ou VALIDE, correspondente a uma ação sobre a qual ele 
não possui nenhuma informação, ele apenas despreza a mensagem. 
Correção do Protocolo 
o protowlo ünear pode ser visto como um ca.<;O particular do protocolo Flexível mostrado 
na Seção 3.10, em que o processo raiz da árvore corresponde ao processo M e há apenas 
um processo folha que é o processo P. Cada processo processo I da árvore tem apenas um 
processo filho que é o processo I- 1. Portanto a demonstração da correção do protocolo 
é semelhante à do protocolo Flexível quando a árvore de processos possui a forma linear 
descrita acima. 
Tempo de Execução 
Cada processo envia uma mensagem após ter recebido uma mensagem do processo anterior 
(ou posterior, dependendo da fase considerada). Logo, o tempo gasto é 3N- 3, onde N é o 
número de processos. 
Número de Mensagens 
O número de mensagens enviadas durante a execução do protocolo ünear é 3N- 3, onde N 
é o número de processos envolvidos na ação. 
Número de Gravações em Log 
O processo K força a gravação dos registros PREPARADO e VALIDADO. 
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O processo M força a gravação do registro VAI,IDADO e grava de modo assíncrono o 
registro FIM. 
Cada processo/, K < I < M força a gravação dos registros PREPARADO e VALII>ADO e 
grava de modo assíncrono o registro FIM. 
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Capítulo 4 
Protocolos de Duas Fases 
Tolerantes a Falhas 
Neste capítulo são descritas algumas variações de protocolos de duas fases que visam conti-
nuar sua execução mesmo em presença de falhas no sistema. 
É adotado o mesmo modelo utilizado para a apresentação ~os protocolos descritos no 
capítulo anterior. 
4.1 Protocolo 02PC ("Operi Two-Phase Commit") 
O protocolo apresentado nesta seção foi proposto por Rothermel e Pappe (RP90] para siste-
mas distribuídos cujos nós podem ser nós confiáveis ou nós não confiáveis. Os nós confiáveis 
são aqueles que em algum instante se recuperam de uma falha. Os nós não-confiáveis são 
aqueles que ao falharem podem não voltar a fazer parté do sistema. Um exemplo de sistema 
com esta característica é um sistema em que alguns nós da rede são permanentes, como os 
nós servidores. Estes nós são considerados confiáveis, pois espera-se que eles se recuperem de 
falhas e voltem a participar da rede em um intervalo de tempo considerado pequeno. Nesse 
sistema, entretanto, computadores pessoais podem se conectar e se desconectar da rede im-
previsivelmente. Esses computadores são considerados não-confiáveis, pois ao falharem eles 
podem ser retirados definitivamente da rede. 
O protocolo 02PC utiliza o modelo hierárquico de comunicação entre processos. Os 
processos que executam em favor de. uma ação são denominados processos confiáveis se eles 
executam em nós confiát,eis. Em caso contrário, são denominados processos não-confiáveis. 
Processos não-confiáveis podem ativar processos confiáveis e não-confiáveis, mas processos 
confiáveis ativam apenas processos confiáveis. Desse modo, todos os descendentes de um 
processo confiável na árvore de execução de uma dada ação são também confiáveis. Um 
processo confiável é denominado processo de entrada se o seu superior na árvore de execução 
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for um processo não-confiável. 
Descrição do Protocolo 
Após o término da execução da ação, o nó que a IniCIOU (que é o nó raiz da árvore de 
execução) transfere o controle da finalização ao processo coordenador que reside em um nó 
confiável. Essa transferi~ncia é necessária apenas se o processo iniciador da ação residir em 
um nó não-confiável. Consumada a transferência, o coordenador passa a executar o protocolo 
de validação. O protocolo 02PC está, portanto, dividido (logicamente) em duas etapas: a 
etapa de transferência do controle e a etapa de validação da ação que é executada através 
do protocol genérico ( 02PCg). Inicialmente, é descrito o protocolo genérico de validação e, 
a seguir, são descritos os métodos para transferir o controle do protocolo do processo raiz da 
árvore de execução para o processo coordenador. 
O Protocolo Genérico 02PCg 
O protocolo genérico 02PCg opera com base na árvore de terminação que é a árvore de 
processos obtida a partir da árvore de execução após o controle ter sido transferido do 
in-iciador da ação para o coordenador. A árvore de terminação é basicamente uma versão 
reestruturada da árvore de execução em que o processo raiz não é necessariamente o iniciador 
da ação, mas sim o coordenador do protocolo. Todos os processos que participam da árvore de 
execução também participam da árvore de terminação. O mesmo ocorre com cada aresta que 
liga dois processos, embora essas arestas possam ter sentidos opostos na árvore de terminação. 
O formato da árvore de terminação depende do método de transferência utilizado. 
O protocolo 02PCg é obtido a partir do protocolo PA (Seção 3.7). No protocolo 02PCg 
todas as mensagens com a ordem PREPARE contém o identificador do coordenador. Cada 
nó subordinado ao entrar em estado PREPARADO, inclui no registro PREPARADO o valor 
do identificador do nó onde reside o processo coordenador. Essa alteração é necessária 
pela seguinte razão: sejam A e B dois processos da árvore de terminação. O processo A 
não confiável é pai do processo confiável B (processo de entrada). Considere que B esteja 
PREPARADO. Se A falha definitivamente1 antes de propagar a decisão ao processo B, esse 
último fica bloqueado para sempre. Essa situação pode ser evitada, fazendo-se com que B, 
ao detectar a falha de A, envie mensagens PERGUNTANDO diretamente ao coordenador. O 
coordenador envia a decisão ao processo B que pode finalizar a ação. 
A alteração apresentada acima causa a necessidade de se alterar novamente o protocolo 
PAno que diz respeito ao envio de mensagens RECEBI. No protocolo PA, um processo inter-
mediário l, ao receber uma mensagem VALIDE, entra em estado VALIDADO, envia a mensagem 
VALIDE aos seus filhos e o sinal RECEBI a seu pai. Por questão de simplicidade será consi-
derado que o processo I seja filho do coordenador e que I executa em um nó não-confiável 
1 A falha definitiva de um processo não confiável significa que ele não mais se recupera após a falha. 
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N. Se N falhar após I enviar o sinal RECEBI a seu pai, os processos filhos de I podem, por 
algum motivo, não rec.eber a decisão. -Esses processos cmcst.ado PREPARADO, de acordo com 
a alteração proposta no parágrafo anterior, irão enviar mensagens PERGUNTANDO direta-
mente ao coordenador. O coordenador já deve ter esquecido a ação após obter as mensagens 
RECEBI de todos os seus filhos, inclusive de/. Como conseqiiência, o coordenador presumirá 
a ocorrência de aborto e sua resposta será ABORTE. Logo, os filhos de I abortarão a ação, 
sendo que os demais processos a validaram. Para evitar essas finalizações inconsistentes, no 
protocolo 02PCg é exigido que um processo intNmediário adie o envio do sinal U~CERI para 
quando obtiver os sinais RECEBI de todos os seus filhos. Desse modo, quando o coordenador 
recebe os sinais RECEBI de todos os seus filhos, tem-se a certeza de que todos os d(!Scendentes 
de cada filho do coordenador já haviam re(:ebido a decisão VALIDE e haviam validado a ação. 
No protocolo PA, o coordenador, ao receber os sinais RECEBI de seus filhos, grava um 
rPgistro de •'IM e apaga de sua memória volátil as informações sobre a ação. No protocolo 
02PCg se um dos filhos do coordenador for um processo não-confiável, pode ocorrer que o 
mordenador nunca receba um sinal desse processo filho. Nesse caso, ele ficaria armazenando 
informações sobre a ação indefinidamente. Esse armazenamento não é conveniente na prática, 
pois torna a execução dos processos mais lenta. A seguir, é apresentada uma solução para o 
problema do armazenamento indefinido dessas informações. 
Após entrar em estado VALIDADO ou ao encontrar um registro VALIDADO ao se recuperar, 
o coordenador executa o seguiiÍte procedimento: 
1. envia a decisão VALIDE a todos os seus processos filhos e aos processos entrada; 
2. aguarda a chegada dos sinais RECEBI dos processos mencionados no item anterioq 
3. enquanto não receber os sinais RECEBI dos processos de entrada, envia novamente a 
decisão a esses processos sempre que detectar término do tempo de esp~ra. 
O procedimento descrito acima envia mensagens com a decisão apenas uma vez aos filhos 
não-confiáveis do coordenador. Se o coordenador não obtém deles o sinal RECEBI, ele assume 
que esses filhos falharam definitivamente e continua exigindo os sinais RECEBI apenas dos 
processos de entrada. Uma vez· que cada processo de entrada sinaliza o recebimento da 
decisão, o coordenador tem a garantia de que todos os processos confiáveis irão validar a 
ação2• . , · .. 
É necessário que o coordenador conheça o identificador de todos os processos de entrada 
envolvidos na ação, para que o procedimento descrito anteriormente possa ser executado. 
Essa informação pode ser obtida durante a primeira fase. Cada processo de entrada inclui 
o seu identificador na mensagem que contém seu voto. Cada processo confiável ou não, 
ao emitir seu voto, coleta os identificadores que recebem com os votos de seus filhos e os 
2 Essa garantia é devida ao fato de todos os processos descendentes dos processos de entrada serem também 
confiáveis. Logo, se um desses descendentes falha, em algum instante após se recuperar ele receberá decisão 
do seu pai., 
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inclui no voto que irá enviar ao seu processo pai. Desse modo, no final da primeira fase 
o coordenador conhece os identificadores de todos os processos de entrada. O coordenador 
deve incluir no registro de VALIDAÇÃO esses identificadores. Ao receber os sinais RECEBI 
de todos os processos de entrada, o coordenador grava um registro de FIM e apaga de sua 
memória volátil as informações sobre a ação. 
Embora o procedimento do processo de recuperação descrito acima garanta a finalização 
consistente dos processos confiáveis, o mesmo não é verdade para os processos não-confiáveis. 
Ao se recuperar de uma falha, um processo não-mnfiável pode vir a abortar de modo in-
consistente uma ação. Esse fato ocorre, pois o coordenador após receber os sinais RECEBI dos 
processos de entrada grava o registro de FIM e apaga de sua memória virtual as informações 
sobre a ação. Ao receber uma mensagem Pf~R<ilJNTANDO postNiormente, para esta ação, 
o coordenador responde ABORTE uma vez que não encontra informações sobre ela em sua 
memória volátil. 
A solução para esse problema, apresentada em [RP90], consiste em utilizar um processo 
arquivo. O coordenador cria um processo arquivo ao detectar término do tempo de espera 
pelo sinal de um de seus filhos não-confiáveis. O processo arquivo tem como finalidade 
armazenar em memória estável uma indicação que a ação validou e foi esquecida pelo processo 
coordenador. Esse processo é utilizado apenas para atender a mensagens PERGUNTANDO 
vindas dos nós não-confiáveis. Após receber os sinais dos processos de entrada, o processo 
mordenador grava um registro de FIM e apaga de sua memória volátil as informações sobre 
a ação, como descrito anteriormente. 
Ao receber uma mensagem PERGUNTANDO sobre a qual não possui informação, o co-
ordenador verifica inicialmente se a mensagem vem de um nó mnfiável. Se vier, ele envia 
a mensagem ABORTE como resposta. Se a mensagem PERGUNTANDO vem de um nó não-
confiável, o coordenador ativa o processo arquivo para verificar se a ação foi esquecida. Se o 
processo arquivo encontrar um registro para a ação, o coordenador envia a mensagem VALIDE 
como resposta. Em caso contrário, a mensagem ABORTE é enviada. 
Resumindo, o protocolo 02PCg pode ser obtido a partir do protocolo PA pelas seguintes 
alterações: 
AI. as mensagens PREPARE incluem o identificador do coordenador. 
A2. os registros PREPARADO devem incluir o identificador do coordenador. 
A3. as mensagens com os votos de cada processo devem incluir os identificadores dos pro-
cessos de entrada que o processo conhece. 
A4. um processo de entrada em estado PREPARADO envia mensagens PERGUNTANDO dire-
tamente ao coordenador ao se recuperar de uma falha ou ao detectar t~rmino do tempo 
de espera por uma decisão. 
A5. um processo intermediário, ao receber a decisão VALIDE de seu processo pai, força a 
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gravação de um registro de VAI.IDAÇÃO no log, envia a decisão aos seus filhos e aguarda 
deles as mensagens com os sinais RECEBI. Somente após receber os sinais RECEBI de 
seus filhos, o processo intermediário envia esse sinal ao seu pai, grava um registro de 
FIM e apaga da memória volátil as informações sobre a ação. 
A6. Para uma dada ação validada, mas para a qual ainda não há um registro FIM corres-
pondente, o processo coordenador envia , periodicamente, mensagens com a decisão aos 
processos de entrada e envia uma única mensagem com a decisão aos seus filhos que são 
processos não-confiáveis. Ao obter o sinal RECEBI de todos os processos de entrada, o 
coordenador grava de modo assíncrono um registro FIM. Se detectar término do tempo 
de espera por um sinal RECEBI de um processo filho não-confiável, o coordenador ativa 
o processo arquivo. 
A7. Ao receber uma mensagem PERGUNTANDO para uma ação sobre a qual não há in-
formação na memória volátil, o coordenador pode: 
l. enviar mensagem ABORTE se o nó que pergunta for confiável; 
2. ativar o processo de arquivo para verificar se a ação foi esquecida. Se houver uma 
indicação da validação, o coordenador envia a mensagem VALIDE, caso contrário, 
a decisão ABORTE é enviada. 
Métodos de Transferência do Controle do Protocolo 
Quando o processo iniciador da ação recebe um pedido da aplicação para validar a ação, 
ele deve transferir o controle do protocolo para um processo, de entrada caso ele seja um 
processo não confiável. Essa transferência se dá de processo a processo através do caminho 
de tmnsferência que é definido como o caminho da árvore de execução que inicia no processo 
raiz e termina em um processo de entrada. Para cada ação pode haver mais de um caminho 
de transferência. Com exceção dos processos de entrada, os processos que constituem o 
caminho de transferência são não-confiáveis. Técnicas de otimização podem ser aplicadas na 
escolha do melhor caminho. Não serão considerados estas técnicas na descrição do protocolo. 
Assume-se que o processo raiz da· árvore de execução transfere o controle através de um 
caminho de transferência previamente escolhido. 
Método de Transferência Explícita 
No método de transferência explícita, a função de coordenador é transferida explicitamente 
em uma fase separada que precede a execução do protocolo genérico 02PCg. O nó raiz não 
confiável, ao receber um pedido da aplicação para validar a ação, envia a mensagem especial 
TRANSFERÊNCIA para o seu filho que faz parte do caminho de transferência. Quando um 
processo do caminho de transferência envia a mensagem transferindo a função do coordenador 
para o seu sucessor, a aresta que os liga tem o seu sentido invertido, ou seja, o processo 
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<JUe envia a. m<•nsa.gern TRANSFI<:R~:NCIA pa.'>sa a ser o filho do processo que a recebe. Um 
processo, ao receber a rn<>nsagcm TRANsn:R~:NCIA, verifi<:a se a açãn nãn abortou no nó 
onde ele reside. Se a açãn tiver sido abortada, o processo envia uma mensagem ABORTE 
ao remetente da. mensagem TRANsn:RÊNCIA. Desse modo, a <:ada transferência entre dois 
processos a árvore de execução vai se transformando na árvore de terminação. Quando a 
mensagem TRANsn:RÊNCIA atinge o processo de entrada, este se torna a raiz da árvore 
de t<~rminação c o coordenador que irá iniciar a execução do protocolo 02PCg. Obtém-se, 
a.'isim, a árvore de tcrrninaçãn. 
Método de Transferência Implícita 
No método que é descrito a seguir, a transferência de função do coordenador é feita implici-
tamente, durante a. primeira fa.'ie do protocolo genérico 02PCg. 
Quando o programa de aplicação decide validar a ação, o processo iniciador envia mensa-
gens PREPARE a todos os seus filhos que não estejam no caminho de transferência escolhido 
e aguarda pela chegada de seus votos. Se os votos chegarem e forem todos SIM, o processo 
iniciador envia mensagem PREPAREt ao seu filho que pertence ao caminho de transferência. 
Se, ao contrário, o processo iniciador não receber um dos votos durante o tempo de espera., 
ou receber o voto NÃO, envia a decisão ABORTE a todos os seus filhos cujos votos foram 
diferentes de NÃO (inclusive ao filho pertencente ao caminho de transferência) e esquece a 
açao. 
Ao receber a mensagem PREPAREt, um processo P do caminho de transferência envia 
mensagens PREPARE a todos os seus filhos que não pertencem ao caminho de transferência 
e aguarda os votos deles. Se todos os votos forem SIM, P decide validar a ação se ele for um 
processo de entrada, ou envia mensagem PREPAREt ao seu filho pertencente ao caminho de 
transferência, caso P seja um processo não confiável. Se, ao contrário, P recebe um voto 
NÃO, ou não recebe um dos votos, ele envia a decisão ABORTE a todos os seus filhos cujos 
votos foram diferentes de NÃo e apaga de sua memória volátil as informações sobre a ação. 
A alteração da primeira fase do 02PCg descrita acima não considera os votos de leitura 
apenas. A seguir, são descritas extensões necessárias no protocolo para torná-lo mais eficiente 
em ações de leitura apenas. 
Se o processo iniciador apenas lê os dados estáveis locais e todos os votos recebidos 
forem votos LEITURA, o processo iniciador envia a mensagem LEITURA-PREPAREt ao seu 
filho que pertence ao caminho de transferência. Essa mensagem indica ao destinatário que os 
descendentes do remetente apenas lêem dados e, portanto, aqueles processos não necessitam 
participar da segunda fase do protocolo. 
Um processo não confiável P do caminho de transferência envia a mensagem LEITURA-
PREPAREt ao seu sucessor no caminho de transferência, somente se P for um processo que 
apenas lê dados e recebe somente votos de leitura de seus filhos. Se um processo de entrada 
recebe uma mensagem LEITURA-APENASte ele também é um processo de leitura apenas, e os 
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votos de seus descendentes forem todos LEITURA, o processo de entrada simplesmente apaga 
de sua memória volátil as informações sobn~ a ação. Não há. segunda fase do protocolo nesse 
caso. 
No protocolo 02PCg, a mensagem PREPARE contém o identificador do coordenador do 
protocolo. Logo, o processo iniciador deve saber quem será. o coordenador e qual o caminho 
de transferência antes de enviar mensagens PREPARE aos seus filhos. É necessário, portanto, 
que o processo iniciador da ação conheça o identifkador de cada processo de entrada e os 
rarninhos que incluem cada um deles. De posse dessa informação, o processo iniciador pode 
d<~cidir qual processo de entrada será. o coordenador. Essa informação pode ser obtida de 
diversos modos. Urna alternativa seria obter essa informação durante a fase de execução da 
ação. Os identificadores dos processos podem ser enviados junto com os processos envolvidos 
na árvore de execução. Outra alternativa seria criar urna nova fase após a execução da 
ação. Antes de iniciar o protocolo 02PCg, o processo iniciador envia mensagens do tipo 
QUEM-PROCESSO-ENTRADA aos seus filhos. Essas mensagens se propagam por todos os nós 
intermediários até os nós folhas. As respostas contendo os identificadores dos processos de 
entrada viriam em sentido contrário. Cada processo intermediário acumularia as respostas 
recebidas de seus filhos e enviaria um conjunto de identificadores de processos de entrada 
ao seu pai. No final dessa nova fase, o processo iniciador teria o conhecimento de todos os 
caminhos de transferência possíveis. 
Método de Transferência a um Processo Dedicado 
No método de transferência a um processo dedicado, um processo é criado em um nó confiável 
para ser o coordenador do protocolo 02PCg. O mesmo processo pode ser o coordenador de 
mais de uma ação. 
Em [RP90) são citados dois métodos distintos em que, a transferência pode ser feita a 
um processo dedicado. O primeiro deles, menos eficiente, consiste no seguinte: ao receber 
um pedido do programa de aplicação para validar a ação, o processo iniciador transfere 
explicitamente a função de coordenador ao processo dedicado. Essa transferência é feita 
explicitamente antes da execução do protocolo 02PCg. O processo iniciador envia uma 
mensagem TRANSFERÊNCIA ao processo dedicado e esse passa a executar o protocolo 02PCg 
como coordenador. A árvore de terminação é formada pela árvore de execução acrescida do 
processo dedicado que se torna a raiz. 
No segundo método, os autores sugerem que a transferência seja feita implicitamente 
durante a execução do 02PCg. O processo iniciador da execução também é o processo 
iniciador do protocolo. Ele envia mensagens PREPARE aos seus filhos e aguarda deles os seus 
votos. Ao receber todos os votos, o processo iniciador obtém o seu próprio voto como ocorre 
no protocolo PA. A transferência é feita através do envio do voto do processo iniciador ao 
processo dedicado, porém essa transferência só ocorre se o voto for SIM. Se o voto for NÃo, o 
processo iniciador envia uma mensagem ABORTE a seus filhos e esquece a ação. Se o voto for 
LEITURA, o processo iniciador simplesmente esquece a ação. Esse método de transferência 
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implícita é mais eficiente que o anterior, pois E~conomiza mensagens entre o processo iniciador 
e o processo dedicado. 
Correção do Protocolo 
Pode-se verificar a correção do protocolo 02PC em duas etapa.c;. Inicialmente, é verificada a 
correção do protocolo genérico 02PCg. Postcriornwnte, anatisa-se a correção dos métodos 
de transferência da função de coordenador. 
Durante uma execução sem falha.c; do protocolo 02PCg, seu funcionamento se mantém 
semelhante a do protocolo PA, exn•to pelo envio de mais informações junto com os votos 
e wm a ordem PREPARE, e pelo fato de que o envio dos sinais RECEBI serem enviados por 
um nó intermediário somente após ele ter também recebido esse sinal de seus filhos. Logo, 
durante uma execução sem falhas, a justificativa de correção do protocolo são as mesmas 
aplicadas ao protocolo PA. 
São anatisadas a seguir as diversas situações em que um nó detecta a falha de outro: 
1. o coordenador falha antes de emitir as mensagens PREPARE; 
2. um nó subordinado falha antes de emitir o seu voto; 
3. um subordinado em estado PREPARADO falha antes de receber a decisão; 
4. o coordenador falha antes de emitir a decisão. 
Na situação (1), o procedimento adotado pelos filhos do coordenador ao detectarem a 
sua falha é semelhante ao adotado pelo protocolo PA e consiste em abortar a ação. O 
coordenador, ao se recuperar, também a aborta. Portanto, nesse caso, todos abortam a 
ação. 
Na situação (2) o nó superior, ao detectar a falha do nó filho, aborta a ação e envia o 
voto NÃO ao seu pai (se for um subordinado) e a decisão aborte a todos os seus filhos. Logo, 
todos os nós que finatizam a ação a abortam. 
Na situação (3), os nós em estado PREPARADO ficam bloqueados enquanto o coordenador 
não se recuperar, porém, corno o nó coordenador é um nó confiável, espera-se que em algum 
instante ele se recupere e finatize a ação. 
Na situação (4), de acordo com a alteração (A6) do protocolo PA, o coordenador, ao 
encontrar um registro VALIDAÇÃO para o qual não há registro FIM correspondente, perma-
nece enviando mensagens VALIDE aos processos de entrada enquanto estes não enviarem os 
sinais RECEBI (o processo coordenador conhece esses identificadores graças a alteração ( A3) ). 
Ao obter todos os sinais RECEBI dos processos de entrada, o coordenador ativa o processo 
arquivo caso não tenha recebido o sinal de um de seus processos filhos não-confiáveis. Uma 
vez que cada processo subordinado envia o sinal RECEBI somente após forçar a gravação 
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do registro de validação e após rec<!ber os sinais RECEBI de seus filhos, tem-se a garantia 
que o coordenador não receberá mais nenhuma mensagem PERGUNTANDO de um processo 
de entrada. Além disso, o processo arquivo é ativado sempre que o coordenador receber 
uma mensagem PERGUNTANDO de um processo não confiável e não encontrar nenhuma in-
formação na memória volátil para a ação identificada na mensagem. Logo, não há risco do 
processo coordenador responder" ABORTE a uma mensagem P•~RGUNTANDO correspondente a 
uma ação que tenha sido validada. Os processos subordinados em estado PREPARADO per-
manecem enviando mensagens PERGUNTANDO diretamente ao coordenador. Eles possuem 
o identificador do coordenador que é recebido com a ordem PREPARE e incluído no registro 
PREPARADO. Conforme demonstrado anteriormente, a resposta vinda do coordenador é co-
erente com as finalizações anteriores. Logo, ao receber a decisão do coordenador, o processo 
subordinado finaliza a ação de modo consistente. 
Fica, portanto, demonstrado que todos os nós que finalizam a ação o fazem de modo 
consistente. Além disso, como o coordenador é um nó confiável e como todos os nós em 
recuperação consultam o coordenador, nenhum nó fica em bloqueio infinito. 
Foi demonstrada a correção do protocolo genérico 02PCg. A demonstração completa 
da correção do protocolo 02PC inclui, ainda, a demonstração da correção dos métodos de 
transferência. 
O objetivo dos métodos de transferência da função de coordenador é o de garantir que o 
coordenador seja um nó confiável. Para que esses métodos estejam corretos, é necessário que 
eles garantam que se ocorrer uma falha de comunicação ou de nó ao longo do caminho de 
transferência, os subordinados em estado PREPARADO não fiquem em situação de bloqueio 
infinito. A seguir, é demonstrado que essa situação não ocorre em nenhum dos três métodos 
apresentados. 
Correção do Método de Transferência Explícita 
Se o protocolo 02PC for obtido a partir da aplicação desse método, pode-se garantir que 
os subordinados em estado PREPARADO não ficam em bloqueio infinito. Essa afirmação se 
deve ao fato de que a transferência da função de coordenador é feita em uma fase extra que 
antecede a fase de execução do protocolo 02PCg em que os processos entram em estado 
PREPARADO. Portanto, durante essa fase não há nenhum processo em estado PREPARADO. 
Se ocorre uma falha durante a transferência que impeça que a função de coordenador seja 
entregue ao processo de entrada, todos os nós irão abortar a ação, pois irão detectar término 
do tempo de espera pela ordem PREPARE. Logo, o protocolo 02PC que utiliza o método de 
transferência explicita está totalmente correto. 
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Correção do Método de Transferência Implícita 
Nesse método, o processo iniciador da. ação ou um processo intermediário não confiável 
entra. em estado PREPARADO após receber os votos SIM de seus filhos não-confiáveis que não 
pertencem a.o caminho de transferência.. Após entrar em estado PREPARADO, esse processo 
envia a. mensagem J>REPAREt a.o seu filho pertencente a.o caminho de transferência. 
O envio da. mensagem PREPAREt corresponde à transferência. da função de coordena-
dor. Quando um processo de entrada recebe a mensagem ele se torna o novo coordenador. 
A mensagem PREPARE, enviada a todos os subordinados não pertencentes a.o caminho de 
transferência., inclui o identificador do processo de entrada. que deve ser o novo coordenador. 
Se a. função de coordenador chegar a. ser transferida. a. esse processo de entrada., ele se torna 
o novo coordenador e passa. a. executar o protocolo 02PCg. 
Se ocorrer uma falha. durante a. transferência. e as mensagens não chegarem a.o processo de 
entrada., os processos em estado PREPARADO não ficam em bloqueio definitivo, pois possuem 
o identificador do processo de entrada. que deveria. receber a. função de coordenador. Esses 
processos em estado PREPARADO enviam mensagens PERGUNTANDO a.o referido processo de 
entrada. que aborta. a ação e envia. mensagens ABORTE como resposta.. Desse modo fica 
demonstrado que não há risco dos processos subordinados em estado PREPARADO ficarem 
em bloqueio infinito. 
Correção do Método de Transferência a Um Processo Subordinado 
Conforme descrito anteriormente, a. transferência. da função de coordenador a um processo 
dedicado pode ser feita. de dois modos: modo impücito e modo expücito. No primeiro, o 
processo iniciador do protocolo transfere explicitamente a função de coordenador através da. 
mensagem TRANSFERÊNCIA. Logo, a. demonstração da. correção nesse caso é semelhante a. 
do método de transferência expücita.. 
No modo impücito, a função de coordenador é transferida. juntamente com o voto SIM 
do processo iniciador. Se não ocorrer nenhuma. falha. durante a. transferência, o processo 
dedicado passa. a. executar o protocolo genérico 02PCg. Se entretanto, ocorrer uma fa-
lha. durante a. transferência., os processos subordinados, a.o detectarem término do tempo 
de espera., enviam periodicamente mensagens PERGUNTANDO a.o processo dedicado que se-
ria. o coordenador {os processos su bordina.dos são informados do identificador do processo 
dedicado através da. mensagem PREPARE). O processo dedicado, a.o receber uma. mensa-
gem PERGUNTANDO, envia. a. decisão ABORTE como resposta por não receber a função de 
coordenador. 
Logo, em ambos os modos de transferência, garante-se que não ocorre o bloqueio infinito 
dos subordinados em estado PREPARADO. Fica. demonstrada., assim, a. correção do protocolo 
02PC. 
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Figura 4.1: Estrutura da árvore de processos correspondente ao tempo mínimo de execução 
do 02PCe. 
Tempo de Execução 
O tempo de execução do protocolo 02PC depende do método de transferência utilizado. 
Serão adotadas as siglas: 02PCe, 02PCi e 02PCd, para significar execuções do protocolo 
que utilizam respectivamente os métodos de transferência externa, interna e a um processo 
dedicado. ' 
O cálculo do tempo de execução do protocolo 02PC depende, ainda, de duas variáveis: 
h e d, onde d corresponde ao número de arestas do caminho de transferência da árvore de 
execução e h corresponde à altura da árvore de execução. Nas variações 02PCe e 02PCi, o 
tempo de execução depende também da árvore de execução. Para esses protocolos é calculado 
o tempo mínimo e o tempo máximo de execução. 
Convém lembrar que, de acordo com a Definição 2.3.2, o tempo de execução corresponde 
ao intervalo entre o início de execução do protocolo até o instante.em que o processo que o 
iniciou possa remover de sua memória volátil as informações sobre a ação. Nos protocolos 
descritos anteriormente, tal processo era o coordenador do protocolo. Conforme visto nesta 
seção, no protocolo 02PC, o iniciador da ação e o coordenador do protocolo não necessitam 
ser o mesmo processo. 
A seguir, são descritos os cálculos dos tempos de execução desses protocolos. 
02PCe 
Para o protocolo 02PCe, o tempo de execução mínimo é obtido se o valor da altura (ht) da 
árvore de terminação é o máximo entre d e h - d. O tempo mínimo é obtido em árvores de 
execução em que o caminho de transferência pertence ao maior caminho que liga o processo 
iniciador da ação (processo raiz) a um processo folha, conforme mostra a Figura 4.1. 
O tempo mínimo de execução para uma ação que não é de leitura apenas, constitui-se 
76 CAPÍTuLo -1. PRoTocoLos IH~ DuAs FAs~:s ToL~:RANn~s A FAI,IIAS 
.... 
Figura 4.2: Estrutura da árvore de processos correspondente ao tempo máximo de execução 
do 02PCe. 
de d unidades de tempo para o envio de mensagens de transferência, max( d, h - d) unidades 
de tempo para o envio de mensagens PREPARE, max(d,h- d) para o envio de mensagens 
de voto, max( d, h- d) para envio de mensagens com a decisão e max( d, h - d) com o envio 
de mensagens RECEBI. O tempo mínimo de execução do protocolo 02PCe é, portanto, 
d + 4max(d,h- d) unidades de tempo. 
Em uma ação de leitura apenas o cálculo do tempo mínimo é parcelado do seguinte modo: 
d unidades de tempo para o envio de mensagens de transferência, max( d, h - d) mensagens 
PREPARE e max(d, h- d) mensagens de voto, perfazendo um total de d + max(d, h- d) 
unidades de tempo. 
O tempo é máximo nos casos em que a altura (ht) da árvore de terminação corresponde 
a h+ de cada processo do caminho de transferência é raiz de uma subárvore a qual possui 
algum processo cuja distância ao processo raiz é h. A Figura 4.2 exemplifica esta situação. 
Nestas circunstâncias, para uma ação .que altera dados, são gastas d unidades de tempo com 
mensagens de transferência, h+ d com mensagens PREPARE, h+ d com mensagens de voto, 
h+ d com mensagens contendo a decisão e h unidades de tempo com os sinais RECEBI. Ao 
todo, o tempo máximo gasto pelo protocolo 02PCe é 4d + 4h. 
Em ações de leitura apenas, o tempo máximo execução do protocolo é dado por d unidades 
de tempo com mensagens de transferência, h+ d com mensagens PREPARE e h+ d com 
mensagens de voto, perfazendo um total de 2h +3d unidades de tempo. 
02PCi 
No protocolo 02PCi, o tempo mínimo de execução ocorre quando cada processo não confiável 
do caminho de transferência possui apenas um descendente. Esta situação é mostrada na 
Figura 4.3. 
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Figura '1.3: Estrutura da árvore de processos correspondente ao tempo mínimo de execução 
do O:lPCi. 
Em uma ação que altera dados, o tempo mínimo de execução do protocolo é calculado 
do st>guinte modo: h unidades de tempo para o envio de mensagens PREPAREt, h- d para 
o envio de mensagens PREPARE, h- d para mensagens com os votos e d unidades de tempo 
para a.-; mensagens com a decisão chegarem ao processo iniciador da ação. Portanto, o tempo 
máximo corresponde a 2h unidades de tempo. 
Em uma ação de leitura apenas, o tempo mínimo do protocolo é calculado de forma 
semelhante ao caso de uma ação que altera dados, exceto que não há. o envio de mensagens 
com a decisão. Portanto, o tempo mínimo de execução para ações de leitura apenas é 2h- d. 
O tempo máximo de execução do protocolo ocorre quando a altura (ht) da árvore de 
terminação é h + d e cada processo do caminho de transferência é raiz de uma subá.rvore 
que possui algum processo cuja distância ao processo raiz da árvore de execução é h. Esta 
situação é idêntica àquela ilustrada na Figura 4.2. 
No caso de uma ação que não é de leitura apenas, o tempo máximo de execução do 
protocolo é calculado do seguinte modo: o envio de mensagens PREPARE leva h+ (h- 1) + 
(h - 2) + · · · + (h - d) unidades de tempo. O envio de mensagens contendo os votos consome 
h+ (h- 1) +(h- 2) +···(h- d) unidades de tempo. o envio de mensagens PREPAREt ao 
longo do caminho de transferência consome d unidades de tempo. O envio de mensagens 
com a decisão consome h+ d unidades de tempo. O tempo gasto para o envio de mensagens 
RECEBI é h unidades. O tempo máximo total de execução do protocolo é 2hd + 4h- d2 + d 
unidades de tempo. 
Em uma ação de leitura apenas, o cálculo do tempo máximo é semelhante ao descrito 
anteriormente, exceto que não há o envio de mensagens com a decisão e de mensagens RECEBI. 
Nesse caso, o tempo máximo total é de 2hd + 2h- d2 unidades de tempo. 
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02PCd 
O tempo de execução do protocolo 021)Cd para uma ação que altera dados é 4h + 2 que 
corresponde a h unidades de tempo para o envio de mensagens PREPARE, h unidades de 
tempo para o envio dos votos, 1 unidade de tempo para. o envio da mensagem com o voto 
do processo iniciador, l unidade de tempo para o envio da decisão ao processo iniciador, 
h unida(les de tempo para o envio de mensagens com a decisão pelo processo dedicado aos 
subordinados, e h unidades de tempo para o envio de mensagens recebi ao processo dedicado. 
No caso de ações de leitura apenas, o tempo de exemção do protocolo é 2h que corres-
ponde a h unidades de tempo para o envio de mensagens PREPARE pelo processo iniciador 
do protocolo e h unidades de tempo para o envio dos votos pelos processos subordinados. 
Número de Mensagens 
O número de mensagens enviadas durante o protocolo 02PC depende do método de trans-
ferência utilizado. A seguir é descrito para cada método de transferência, o número de 
mensagens em termos do número N de processos envolvidos na ação e em termos do número 
d de processos que constituem o caminho de transferência.. São utilizados os termos: 02PCe, 
02PCi e 02PCd para significar P.rotocolos 02PC que utilizam respectivamente os métodos 
de transferência: expücita, impücita e a um processo dedicado. Será considerado apenas o 
modo impücito do protocolo 02PCd, por ser mais eficiente que o modo explicito. 
02PCe 
O número máximo de mensagens do protocolo 02PCe é 4N - 4 + d, que corresponde a 
d mensagens TRANSFERÊNCIA, (N- 1) mensagens PREPARE, (N- 1) mensagens de voto, 
( N - 1) mensagens com a decisão e ( N - 1) sinais RECEBI. 
02PCi 
O número máximo do protocolo 02PCi é 4N- 4- d que corresponde a (N- 1) mensagens 
PREPARE e PREPAREt. (N -1-d) mensagens de voto, pois os votos dos processos do caminho 
de transferência estão impücitos nas mensagens PREPAREt, ( N -1) mensagens com a decisão 
e ( N - 1) sinais RECEBI. 
02PCd 
O número máximo do protocolo 02PCd é 4N - 1 que corresponde a ( N - 1) mensagens 
PREPARE, (N - 1) mensagens de voto 1 mensagem de voto do processo iniciador, 1 uma 
mensagem com a decisão enviada ao processo iniciador, (N- 1) mensagens com a decisão 
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enviadas aos subordinados, 1 mensagem RECEBI enviada ao processo iniciador e (N - 1) 
mensagens RECEBI enviadas aos processos subordinados. 
Número de Gravações no Log 
O protocolo 02PC executa o mesmo número de gravações que o protocolo PA em execuções 
normais. Há, entretanto, uma gravação adicional executada quando o processo arquivo é 
ativado. 
4.2 Protocolo Distribuído de Duas Fases 
No Protocolo Distribuído de Duas Fases, cada processo envolvido no protocolo executa o 
mesmo algoritmo, pois o controle do protocolo fica igualmente distribuído por todos os 
processos. 
Para a utilização do protocolo considera-se que o sistema gerenciador de ações atômicas 
mantém duas tabelas que são utilizadas pelo protocolo. Uma das tabela, a tabela volátil 
de ação (TVA) é mantida na memória volátil do nó. Esta tabela esta dividida em duas 
regiões. Na primeira, são armazenadas informações sobre os processos locais envolvidos na 
ação. A segunda região contém informações sobre os processos remotos participantes da 
ação, conhecidos pelo gerenciador local. Cada entrada da primeira região da TVA contém 
os seguintes campos referentes a um processo local: identificador do processo, seu estado 
(DESCONHECIDO, PREPARADO) e um vetor de identificadores que contém o identificador do 
processo que o ativou e dos processos por ele ativado, ou seja, os processos diretamente 
ligados a ele. 
Uma entrada da segunda região da TVA contém para cada processo remoto os seguintes 
campos: o identificador do processo e o estado do processo. 
~ 
A outra tabela mantida pelo subsistema gerenciador de ações atômicas contém os mesmos 
dados da primeira região da TVA. Esta tabela é denominada Tabela Estável de Ação (TEA) 
e é mantida na memória estável do nó. 
Descrição do Protocolo 
Ao receber um pedido do processo de aplicação para validar a ação, o sistema gerenciador de 
ações atômicas cria um identificador para a transação e aloca espaço para as tabelas TVA e 
TEA, insere em TVA o identificador do processo de aplicação e modifica o campo de estado 
para ativo nessa tabela. 
Ao receber um pedido de execução de uma operação, um nó cria um processo P que irá 
executar a operação, aloca espaço para as tabelas TVA e TEA, se já não tiver sido alocado 
anteriormente e insere a entrada: < P,DESCONHECIDO,- > na TVA local. 
XO 
Ao terminar a execução da operação o processo criado para executá-la entra em estado 
PREPARA DO através da execução da primitiva pr-epare-validação do gerendador local de ações. 
Esta primitiva tem como parâmetros de entrada o identificador da ação, o identificador do 
processo e a lista de processos participantes da ação diretamente ligados a ele. 
A primitiva prepare-validação quando ativada por um processo P executa as seguintes 
tarefas: 
a. atualiza em TVA o estado de P para PREPARADO; 
b. se todos os processos locais na TVA estiverem em estado PREPARADO, copia as entradas 
da TVA correspondentes a esses processos na TEA; 
c. cria uma entrada< Pi, DESCONHECIDO,- > na segunda região da TVA para todos os 
processos participantes remotos Pi ligados a P e não conhecidos anteriormente (pai, 
ou filhos de P que executam em outros nós); 
d. se todas as entradas em TVA estão em estado PREPARADO então a primitiva: 
d 1. valida a ação localmente; 
d2. envia mensagens PREPARADO( ia, processos-ligados-a-P) todos os processos envol-
vidos na ação. 
e. se ainda houver alguma entrada cujo processo está em estado ativo, então, a primitiva 
executa o seguinte: 
el. copia a entrada da TVA correspondente a P em TEA; 
e2. envia mensagens PREPARADO( ia, P, lista-de-processos-ligados-a-P) a todos os nós 
conhecidos e que estão envolvidos na ação; c 
e3. para cada processo local Pi, em estado PREPARADO, envia mensagens 
PREPARADO(ia, Pã,lista-de-processos-ligados-a-Pi) aos nós que ainda não eram 
conhecidos. 
O envio das mensagens PREPARADO é utilizado para informar aos demais nós conhecidos pela 
primitiva os processos por ela conhecidos (locais ou não) que estão preparados para validar. 
O conhecimento desses processos varia ao longo do tempo à medida que as mensagens são 
enviadas entre os nós. Por esse motivo, sempre que um processo entra em estado PREPARADO, 
em um nó N, é necessário informar aos nós envolvidos na ação que ainda não eram conhecidos 
por N sobre todos os processos que N conhecia e que estão PREPARADOS. 
Nesse protocolo, seguindo a otimização proposta por Anciloti, quando tim processo entra 
estado PREPARADO, ele não necessita gravar nenhum registro PREPARADO correspondente 
no log. Na verdade, apenas o campo de estado da TVA correspondente a esse processo é 
modificado para PREPARADO. A indicação de que os processos de um nó estão em estado 
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PRlWARADO só é gravada em memória estável quando todos os processos locais criados no 
nó entram em estado--t>REPA"RADO.- Portanto, essa gravação pode se dar mais de uma vez 
para uma dada ação, pois um novo processo pode ser criado localmente em favor da ação. 
Esse processo, está inicialmente em estado DESCONHECIDO. Quando ele entrar em estado 
PREPARADO e como os demais processos já se encontram nesse estado, uma nova gravação 
da TEA é feita no log. 
Um processo que pretende abortar a ação executa a primitiva ABORTE que faz com que 
o subsistema gerenciador de ações atômicas locais execute os seguintes passos: 
1. desfaz as alterações causadas pela ação nos dados locais; 
2. envia mensagens ABORTE contendo o identificador da ação a todos os nós; 
3. apaga de sua memória volátil as informações sobre a ação. 
Quando o gerenciador de ações atômicas de um nó envolvido na ação recebe uma men-
sagem PREPARADO, ele executa os seguintes passos: 
1. modifica em TVA o estado do processo cujo identificador está incluso na mensagem 
para PREPARADO; 
2. cria nova entrada na tabela TVA para cadá processo participante não conhecido an-
teriormente e cujo identificador está na induso na mensagem PREPARADO recebida. 
Atribui o estado DESCONHECIDO a cada um destes processos incluídos na TVA; 
3. se todos os processos da TVA estiverem com estado PREPARADO, efetiva as alterações 
feitas pela ação nos dados estáveis locais e grava um registro VALIDADO; 
4. se nem todos os processos estiverem em estado PREPARADO, para cada processo Pi em 
estado PREPARADO envia mensagens PREPARADO( ia,Pi,lista-de-processos-ligados-a-Pi) 
aos nós envolvidos na ação e não conhecidos anteriormente. 
Ao receber uma mensagem ABORTE contendo o identificador de uma ação, um nó aborta a 
ação localmente _e apaga de sua memória volátil as informações sobre ela, inclusive a TVA. 
Tratamento de Falhas 
Quando um nó se recupera de uma falha, um processo recuperador é criado para recuperar 
informações do log e as tabelas TEA das ações em execução no momento em que ocorreu a 
falha. 
Se um nó em recuperação recebe uma mensagem referente a uma ação sobre a qual ele 
não possui nenhuma informação, ele aborta a ação. 
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Quando o processo recuperador encontra uma TEA para uma determinada ação, ele 
verifica para cada entrada correspondente a um processo local a P a existência de processos 
locais em estado D~~scoN H EC IDO ligados a P. O processo recuperador descobre que cada 
processo P1 local estava executando quando o identificador de P1 aparece na lista de processos 
ligados a um processo P2 em estado PREPARADO, mas não há entrada na TEA correspondente 
a P1• Se cxistir algum processo que estava em estado desconhecido no momento da falha, o 
processo rccuperador aborta a ação. 
Se urna TEA é encontrada contendo todos os processos locais registrados em estado 
PREPARADO, o processo recuperador cria urna nova TVA, copia os dados da TEA para 
a TVA e insere na TVA urna nova entrada para cada processo remoto obtido da TEA. Os 
cstados destes processos remotos são iniciados com o valor DESCONHECIDO na TVA. A seguir, 
o processo recuperador coloca em funcionamento um relógio e envia uma mensagem especial: 
TEMPO-ESPERA a todos os nós conhecidos. Essa mensagem contém o identificador da ação, 
e uma lista contendo os identificadores dos processos remotos que estão ligados diretamente 
a processos locais ao nó em recuperação. 
O processo recuperador permanece aguardando mensagens dos nós aos quais ele enviou 
a mensagem TEMPO-F.SPERA. Se não obtiver urna resposta de um dos nós durante o tempo 
de espera, o processo recuperador reinicia o relógio e envia novamente a mensagem TEMPO-
ESPERA a esse nó. O relógio também é reiniciado sempre que o processo recuperador recebe 
uma mensagem PREPARADO. 
Ao receber urna mensagem TEMPO-ESPERA, um nó comporta-se do seguinte modo: 
l. envia uma mensagem VALIDE corno resposta, se a ação tiver sido validada ou; 
2. envia uma mensagem ABORTE como resposta, se a ação tive sido abortada ou; 
3. envia uma mensagem PREPARADO para cada processo local envolvido na ação que esteja 
em estado PREPARADO e cujos identificadores estejam na mensagem TEMPO-ESPERA 
recebida. 
Quando um nó se recupera de uma falha e encontra todos os processos locais em estado 
PREPARADO, não significa que havia somente esses processos executando no momento da 
falha. Um processo local pode ter sido criado por outro processo remoto. Nesse caso, tal 
processo local podia estar executando quando o nó falhou. Esse processo não está registrado 
na TEA, pois não estava em estado PREPARADO e não estava ligado a nenhum processo local. 
Na verdade, quando o nó se recupera ele não tem corno saber, de imediato, sobre a existência 
de tal processo. Durante a fase de sua recuperação, o nó recebe mensagens PREPARADO do 
nó que havia criado esse processo que estava em execução no momento da falha. Somente 
ao obter tal mensagem, o nó em recuperação descobre a existência desse processo e decide a 
abortar a ação. Os demais nós são informados sobre a decisão e também a abortam. 
Esse protocolo não possui mecanismos para evitar acúmulos de informação sobre as ações, 
tais corno, mensagens RECEBr utilizadas nos demais protocolos, as quais permitem a um nó 
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apagar informações sobre determinada ação finalizada. O protocolo assume a existênCia de 
um mecanismo de coleta de lixo para esta finalidade. 
Correção do Protocolo 
Inicialmente, será..dcmonstrada a correção do protocolo durante execuções em que não ocor-
rem falhas. 
Quando um nó envolvido na ação a aborta, os demais nós envolvidos também a abortam. 
Um nó, ao abortar uma ação, apaga de sua memória volátil todas as informações sobre a 
ação e envia mensagens ABORTE a todos os nós do sistema. Logo, todos os nós envolvidos 
abortam a ação. 
Será demonstrado que se um nó valida a ação, então todos os nós que a finalizam também 
a vaHdam. A demonstração é feita por contradição. Seja um nó N em cuja tabela TVA todos 
os processos estão em estado PREPARADO. Nessa circunstância N vaHda a ação de acordo 
com o protocolo. Considere que haja algum processo P; participante da ação e que não 
esteja incluído na TVA de N. Essa suposição poderia dar origem a uma inconsistência, pois 
N validaria a ação de modo independente e os demais nós poderiam abortar ou validar a 
ação, de acordo com a decisão de P;. Porém, se P; participa da ação, ele está diretamente 
conectado a algum outro processo Pk (que pode ser pai ou filho de P; ). Se o identificador de 
Pk pertence à tabela TVA de N, é porque Pk está em estado PREPARADO. O estado de Pk 
torna-se PREPARADO em N quando P; executa a primitiva prepare-validação (caso Pk seja 
local a N) ou quando N recebe uma mensagem PREPARADO para o processo Pk (caso Pk) 
seja remoto. Em ambos os casos, os identificadores dos processos diretamente conectados a 
Pk são passados como parâmetros; mas está sendo considerado que N não conhece P;, logo 
Pk não pode estar em estado PREPARADO. Porém todos os processos da TVA de N estão 
em estado PREPARADO. Logo, conclui-se que o identificador de Pk também não pode estar 
na TVA de N. De modo análogo pode-se concluir que todos os processos ligados a Pk, e por 
conseguinte todos os processos envolvidos na ação também não podem pertencer a TVA de 
N, o que é obviamente uma contradição. 
Será. considerada, a seguir, a correção do protocolo em situações em que podem ocorrer 
falhas. 
Quando um nó X aguarda o recebimento de mensagens dos demais nós ele pode detectar 
término do tempo de espera por essas mensagens. X pode proceder de dois modos distintos 
conforme os estados de seus processos locais: 
• se todos os processos locais estiverem em estado PREPARADO, X periodicamente envia 
mensagens TEMPO-ESPERA a todos os nós que ele conhece. Nesse caso, X fica bloque-
ado enquanto não receber mensagens dos demais nós que lhe permitam prosseguir a 
execução do protocolo; 
• se houver algum processo local em estado ATIVO, X aborta a ação localmente. Não há 
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risw dessa decisão ser inconsistente, pois os demais nós ou não possuem o identificador 
desse processo ativo em suas TV As ou possuem mas ele está em estado ATIVO. Logo, 
nenhum outro nó outro irá validar a ação. 
Portanto, quando um nó detecta a falha de outro nó, ou a falha na transmissão de uma 
mensagem, se ele finaliza a ação, ele o faz de modo consistente com os demais nós. 
Quando um nó Y se recupera de uma falha, wnforme mostrado na Seção 4.2, se ele 
não possui TEA para uma dada ação, ele irá abortar a ação. Deve-se demonstrar que nesse 
caso nenhum dos demais nós envolvidos na ação podem tê-la validado. Um nó valida a 
ação somente quando possui na sua TVA todos os processos envolvidos na ação e eles estão 
em estado PREPARADO. Porém, nenhum outro nó pode estar com sua TVA nessa situação, 
pois, nesse caso, todos os processos locais a Y estariam no estado PREPARADO c portanto 
haveria uma TEA para a ação no nó Y uma vez que um nó grava dados na TEA sempre 
que todos os seus processos locais ficam todos em estado PREPARADO. Portanto, os demais 
nós devem estar executando a ação, ou alguns de seus processos locais estão em estado 
PU~PARADO. Cada um desses nós irá abortar a ação por receber de Y a mensagem ABORTE 
em resposta a uma mensagem TEMPO-ESPERA, que o nó possa ter enviado caso ele também 
esteja se recuperando, ou por detectar término do tempo de espera por uma resposta a uma 
mensagem PREPARADO que ele possa ter enviado a Y. Portanto, nesse caso, todos os nós 
que finalizam a ação a abortam. 
Se o processo recuperador do nó Y encontra a TEA para uma dada ação com todos 
os processos preparados, ele periodicamente envia a mensagem TEMPO-ESPERA a todos os 
nós que ele wnhecia no instante da falha. Se os demais nós tiverem finalizado a ação, eles 
respondem às mensagens TEMPO-ESPERA a decisão correspondente à finalização executada, 
ou seja, ABORTE ou VALIDE. Se os demais nós não haviam finalizado a ação quando Y 
se recupera, Y continua a execução do protocolo, enviando mensagens TEMPO-ESPERA e 
atualizando as suas tabelas locais (TVA e TEA) sempre que receber mensagens PREPARADO 
como respostas às mensagens TEMPO-ESPERA. Nesse caso, se Y finaliza a ação ele também 
o faz de acordo com a finalização dos demais nós. 
Tempo de Execução 
O protocolo distribuído de duas fases tem o menor tempo de execução em relação aos demais 
protocolos de duas fases. Todas as mensagens podem, pelo menos teoricamente, ser enviadas 
paralelamente em urna única unidade de tempo de execução do protocolo, considerando uma 
execução sem falhas em que a ação é validada. 
Número de Mensagens 
O número de mensagens enviadas pelo protocolo é N(S - 1) durante urna execução sem 
falhas em urna rede ponto-a-ponto para uma ação que é validada. N é o número de processos 
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envolvidos na ação e S é o número de nós em que esses processos são executados. Quando 
há somente um processo por nó, S = N e o total de mensagens é N(N - 1). Obviamente, 
quanto maior o número de processos concorrentes por nó envolvidos na ação, menor é o 
número de mensagens trocadas entre os nós. 
Se o protocolo é executado em uma rede de broadcast, então, o número de mensagens 
enviadas é S. 
Número de Gravações no Log 
Durante uma execução sem falhas do protocolo em que a ação é validada, cada nó força a 
gravação de um registro PREPARADO sempre que os seus processos locais ficam todos em 
estado PRJ-;PARADO, e força a. gravação de um registro VALIDADO quando a ação é validada 
no nó. Portanto, o total de gravações em um nó é tot = L:i=t Wi + s, onde .<J é o número de 
nós envolvidos na ação e Wi é o número de vezes em que os processos locais do nó entram 
em estado PREPARADO. 
4.3 Protocolo de Validação com Substitutos Para o Coorde-
nador 
Nesta seção é apresentado um protocolo de quatro fases derivado a partir dos protocolos de 
duas fases. Esse protocolo é utilizado como parte do sistema de banco de dados distribuídos 
SDD-1 [HS80]. O protocolo foi projetado para executar em uma rede particular denominada 
RelNet, a. qual é um subsistema do SDD-1. A RelNet possui as seguintes facilidades além 
daquelas citadas na Seção 2.1: 
1. ordenação das mensagens enviadas de um nó a outro; 
2- um nó A pode, através de uma primitiva, ordenar a outro nó B para que se comporte 
como se estivesse falho. Quando isso ocorre, o nó B simula uma situação de falha, 
apagando de sua memória volátil todos dados e iniciando as rotinas de recuperação; 
3. há um mecanismo que permite a um nó A ser avisado quando um nó B muda do estado 
funcionando para. o estado falho, ou vice-versa. 
Os processos criados por uma ação utilizam os bancos de dados distribuídos pelos nós da 
rede. Um processo pode ativar um ou mais processos locais ou remotos em favor da ação. 
Descrição do Protocolo 
O Protocolo de Validação com Substitutos para o Coordenador visa diminuir as situações de 
bloqueio do protocolo de duas fases original por meio de cópia do processo coordenador em 
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mais de um nó da rede. O protocolo estende o protocolo original de duas fases para quatro 
fases, as quais estão descritas a seguir: 
Primeira Fase 
O pro<:esso coordenador cria remotamente m processos que irão funcionar como seus substi-
tutos caso ele falhe. Inicialmente, o estado desses substitutos é o estado de ABORTO. Sejam 
8 1, .'h,···, Sm estes processos, cada um dos quais ativados em nós distintos da rede. Ao 
criar o processo Si, o coordenador o informa sobre os identificadores dos demais processos 
substitutos e dos processos subordinados que participam da ação. 
Após requerer aos nós remotos a criação dos processos substitutos, o coordenador aguarda 
a chegada de mensagens desses nós indicando a criação dos processos. Se alguma mensagem 
não chegar durante o tempo de espera, o coordenador envia uma mensagem ao nó em atraso, 
forçando-o a se comportar como se realmente tivesse falhado. 
Segunda Fase 
A segunda fase corresponde à primeira fase do protocolo original de duas fases, ou seja, 
é quando o coordenador envia mensagens PREPARE aos subordinados e grava um registro 
ABORTADO ou VALIDADO. 
Os subordinados também comportam-se como na primeira fase do protocolo original de 
duas fases. 
Terceira Fase 
O coordenador envia mensagens com a decisão a todos os substitutos e aguarda uma men-
sagem de cada um deles indicando o recebimento da decisão. Se o coordenador não receber 
a mensagem de algum substituto durante o tempo de espera, ele envia mensagem forçando 
esse substituto a se comportar como se tivesse falhado. 
Cada substituto ao receber uma mensagem com a decisão VALIDE muda do estado de 
ABORTO para o estado de VALIDAÇÃO. A mudança de um estado para outro não requer 
nenhum tipo de gravação em memória estável; o substituto apenas grava em sua memória 
volátil uma. indicação que está em um do dois estados. Quando um nó que continha processos 
substituto se recupera de uma falha, ele deixa de fazer parte do mecanismo de substituição. 
Quarta Fase 
A quarta fase corresponde à fase em que o coordenador envia mensagens contendo a decisão 
a todos os subordinados. O funcionamento do protocolo nessa fase é o mesmo do protocolo 
de duas fases tanto no nó coordenador como em cada um dos subordinados. 
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Os processos substitutos são ativados somente se ocorrer a falha do coordenador ou de 
outros substitutos. Cada substituto i, 1 < i $; m permanece observando o funcionamento 
do substituto i- l. Essa observação é feita através do mecanismo que permite a um nó ser 
avisado quando outro nó muda do estado funcionando para o estado falho. O substituto 1 
observa o funcionamento do coordenador. Um processo substituto ao detectar a falha de seu 
predecessor, passa a observa~: o processo que o predecessor falho observava. Quando o coor-
denador falha, o substituto que o observa assume o controle do protocolo e finaliza a ação de 
acordo com o estado em que se encontra neste instante. O mecanismo de observação garante 
que somente um processo substitua o coordenador em um dado instante. A explicação para 
esta afirmação é a seguinte: seja A um substituto tal que A observa B que é o observador de 
um processo C (que pode ser o processo coordenador). Se A detecta a falha de B antes de 
passar a observar o processo C, A força a falha de B. Desse modo, fica garantido que cada 
processo seja observado por apenas um processo por vez. 
O protocolo, como foi descrito acima funciona corretamente se o substituto do coorde-
nador não falhar durante o envio da mensagem com a decisão. Se ele falha, há o risco do 
substituto que o observava estar em um estado diferente e, portanto, irá enviar uma decisão 
diferente. O risco dos substitutos estarem em estados diferentes ocorre porque o coordenador 
pode ter falhado durante a terceira fase, quando as mensagens com a decisão são enviadas aos 
substitutos. Assim, alguns substitutos podem ter recebido a decisão VALIDE e mudado para 
o estado de VALIDAÇÃO, enquanto outros não á receberão, permanecendo no estado inicial 
de ABORTO. Com o objetivo de evitar esse risco, quando um substituto assume o controle do 
protocolo, ele primeiro envia a decisão aos substitutos de identificadores mais altos, aguarda 
mensagens deles indicando o recebimento da decisão e só então inicia o envio da decisão aos 
subordinados. Desse modo o substituto do coordenador garante que se ele falhar os seus 
possíveis substitutos continuarão transmitindo a mesma decisão aos subordinados. 
Tratamento de Falhas 
Em [HS80], onde o protocolo é descrito não há referência sobre o procedimento de um nó 
ao se recuperar de uma falha. Entretanto, como o controle do protocolo pode estar com o 
coordenador ou com um dos substitutos, quando um subordinado em estado PREPARADO se 
recupera, ele deve enviar mensagens PERGUNTANDO ao coordenador e se este não responder, 
então, mensagens PERGUNTANDO devem ser enviadas sucessivamente aos substitutos até que 
uma decisão seja recebida. 
Se o processo coordenador se recupera de uma falha e se ele encontra um registro VALI-
DADO no log, mas não encontra um registro de FIM para uma dada ação, então é necessário 
que ele consulte os substitutos, pois pode ocorrer que ele tenha falhado após gravar o registro 
VALIDADO, mas antes de enviar as mensagens com a decisão aos subordinados. O processo 
que o substituiu estava em estado de ABORTO e portanto esse processo deve ter enviado a 
decisão ABORTE aos subordinados. Neste caso, é necessário o coordenador desfazer os efei-
tos locais da ação. Portanto, o coordenador, nestas cirtunstâncias, não pode responder a 
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nenhuma mensagem PERGU NTAN I>O vinda de um subordinado enquanto não se certificar da 
decisão que os substitutos podem ter tomado. 
Correção do Protocolo 
A correção do protocolo é garantida, desde que não ocorra falha de partição da rede. Em 
caso de execução sem falhas do protocolo, o coordenador controla a execução do protocolo 
até o final. Portanto, nesse caso, a execução do protocolo é semelhante ao do protocolo de 
duas fases hierárquico e portanto os argumentos utilizados para sua correção são os mesmos. 
Quando o coordenador falha, os processos substitutos são unãnimes quanto à decisão a 
ser tomada, ou seja todos que assumem o controle do protocolo tomam a mesma decisão, 
conforme foi mostrado acima. Quando o coordenador se recupera de uma falha, há apenas 
um caso em que ele pode ter tomado uma decisão divergente dos substitutos, que é a situação 
em que ele valida a ação, e falha antes de emitir a decisão aos substitutos. Conforme foi 
mostrado, nesse caso ele acata a decisão dos substitutos. Desse modo, os subordinados 
ao enviarem mensagens PERGUNTANDO ao coordenador e aos substitutos obterão a mesma 
resposta de todos eles. 
Quando ocorre falha de partição da rede, entretanto, o protocolo pode causar finalizações 
inconsistentes. Seja a ocorrência de uma falha de partição da rede durante a terceira fase 
do protocolo e que a decisão do coordenador tenha sido a de validar a ação. O coordenador 
envia mensagens VALIDE a todos os substitutos, porém apenas aqueles que se encontram na 
mesma partição as recebem. Se o substituto de menor número estiver em uma outra partição, 
ele pode não receber a mensagem VALIDE3 • Esse substituto irá observar falhas de todos os 
substitutos e inclusive a falha do coordenador, logo ele irá assumir o controle do protocolo 
naquela partição. Porém esse substituto ainda não tinha recebido a decisão VALIDE do 
coordenador antes da ocorrência de falha de partição, portanto ele está no estado de ABORTO. 
Como conseqüência ele irá enviar mensagens ABORTE a todos os subordinados da partição à 
qual ele pertence. Obviamente, os processos que estão em partições diferentes terminarão a 
ação de modo diferente, o que é uma inconsistência. Logo, apesar do protocolo tolerar mais 
situações de falhas do que o protocolo hierárquico, por exemplo, ele é inconsistente em caso 
de falha de partição da rede. Essa inconsistência não ocorre nos demais protocolos de duas 
fases estudados, pois na falta do coordenador, o protocolo simplesmente fica bloqueado. 
Tempo de Execução 
O valor h corresponde à altura da árvore de processos que participam da ação. O tempo 
total do protocolo em unidades de tempo é 4( h+ 1 ): 1 para o envio de mensagens ordenando 
3 Apesar da rede garantir a entrega da mensagem através da duplicação de "buffers", pode ocorrer que 
os nós onde estão esses "buffers" não estejam na mesma partição na qual se encontra o processo substituto 
em questão. Como conseqüência, a entrega da mensagem só é garantida quando não há falha de partição da 
rede. 
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a criação dos processos substitutos, l para o recebimento das mensagens avisando da criação 
dos processos, h para o envio de mensagens PREPARE aos subordinados, h para o envio 
dos votos dos subordinados ao coordenador, l para o envio da decisão do coordenador aos 
substitutos, l para as mensagens dos substitutos acusando o recebimento da decisão, h para 
o envio da decisão aos subordinados e h para o envio dos sinais RJo:C~~BI dos subordinados. 
Número de Mensagens 
Considerando Mo número de processos substitutos e No número de processos subordinados, 
o número de mensagens enviadas é 4M +4N -4, que corresponde a M mensagens para criação 
dos processos substitutos, M mensagens de respostas indicando a criação desses processos, 
N- l mensagens PREPARE aos processos envolvidos na ação, N- l votos, M mensagens com 
a decisão enviadas aos substitutos, m mensagens dos substitutos indicando o recebimento 
da decisão, N - l mensagens com a decisão aos subordinados envolvidos na ação e N - 1 
mensagens RECEBI enviadas pelos subordinados. 
Número de Gravações no Log 
O número de gravações em log do protocolo é o mesmo de um protocolo hierárquico em 
que a árvore de processos possui altura um. Portanto, o coordenador grava dois registros: o 
registro VALIDADO cuja gravação é forçada e o registro FIM que é gravado de modo assíncrono. 
Cada subordinado força a gravação dos registros PREPARADO e VALIDADO e grava de modo 
assíncrono o registro FIM. 
4.4 Prq~ocoló BPA- "Byzanti:q.e Presumed Abort" 
Nesta seção é descrito o protocolo apresentado por Mohan, Strong e Finkelstein. (MSF83) 
que utiliza um protocolo de consenso tolerante a falhas bizantinas como parte da segunda 
fase. O BPA é resultado de alterações feitas no protocolo PA apresentado na Seção 3.7. 
Descrição do Protocolo 
O protocolo BPA a ser descrito nesta seção assume que o sistema subjacente seja constituído 
por uma rede de clusters. Um clusler é um conjunto de processadores ligados em rede, cujo 
objetivo é o de fornecer alta disponibilidade de dados. A conectividade e a taxa de trans-
missão entre os processadores de um mesmo cluster é considerada alta, quando comparadas 
com a conectividade e taxa de transmissão entre processos de clusters diferentes. 
As ações são executadas segundo o modelo de árvore de processos, corno nos protocolos 
anteriores, porém uma ação pode ter processos executando em processadores de diferentes 
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Figura 4.4: Exemplo de árvore de processos em que alguns dos processos pertencem a um 
cluster 
clusters. O cluster que contém o processo raiz da árvore (ou coordenador) é denominado 
cluster-raiz. A figura 4.4 mostra um exemplo de árvore de processos em que o processo C é 
a raiz e os processos B,C, D, F e G pertencem ao cluster-raiz. 
As redes internas aos clusters e a rede que os interliga garantem a entrega de mensagens, 
desde que não ocorra falha de partição. Considera-se a existência de um mecanismo capaz 
de detectar falha de partição de um cluster e de um subsistema que inclui um protocolo 
para obtenção de consenso entre os processadores de um cluster. Esse protocolo de consenso 
deve ser tolerante a falhas bizantinas. Esse subsistema deve manter e gerenciar um log 
para const·nso que contém a história dos consensos obtidos. O protocolo para obtenção de 
consenso é utilizado apenas entre processadores de um mesmo cluster. Ele não é utilizado 
entre clusters distintos por dois motivos [MSF83]: 
I. a conectividade entre processos de clusters distintos não é considerada alta suficiente 
para se obter tolerância satisfatória a falhas bizantinas; 
2. o custo para obtenção de um consenso a nível do sistema como um todo seria muito 
alto; 
Antes de iniciar a primeira fase do protocolo, o processo coordenador estima com base na 
altura da árvore de processos o tempo máximo de duração da primeira fase. A seguir, 
descreve-se o funcionamento do protocolo durante as duas fases. 
Primeira Fase 
Durante esta fase, o protocolo BPA é semelhante ao protocolo PA, exceto quanto ao tipo 
de informações passadas junto com a ordem PREPARE e com os votos. Junto com a ordem 
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PRF.PAU~ é enviado o valor máximo estimado para duração da primeira fase e junto com o voto 
SIM de um processo X é enviada uma lista de identificadores conhecidos por X de processos 
que executam no cluster-raiz. Cada processo subordinado obtém essa lista a partir da união 
das listas recebidas junto com os votos SIM de seus filhos. Se esse processo subordinado 
também pertence ao cluster-raiz, ele insere o seu próprio identificador na lista resultante. 
A nova lista é incluída na mensagem contendo o voto SIM a ser enviada ao processo pai do 
subordinado. Na figura 4.4, assumindo que todos os processos votam SIM, B envia junto 
com seu voto o seu identificador e o identificador de F. Desse modo, ao receber os votos de 
seus filhos, se eles forem todos SIM o coordenador tem conhecimento de todos os processos 
que pertencem ao seu cluster e que participam da ação. 
Cada processo pertencente ao cluster-raiz que vota SIM ativa um relógio logo após emitir 
o seu voto. Esse relógio dispara sinal quando o tempo máximo estimado para obtenção do 
consenso expira. Se o consenso sobre a validação da ação é obtido antes do sinal do relógio, 
o processo valida a ação. Se o tempo expira, então, o processo aborta a ação. 
Ao final da primeira fase, o coordenador decide quanto à finalização da ação com base 
nos votos recebidos. Se todos os votos forem SIM o coordenador decide validar a ação e 
inicia um protocolo para obtenção de consenso. Se, entretanto, a decisão é a de abortar 
a ação, o coordenador grava um registro de aborto mas não envia a decisão a nenhum 
processo que pertence ao seu cluster. Esses processos abortarão a ação quando os seus 
relógios internos dispararem. Portanto, somente os processos em estado PREPARADO que não 
pertencem ao cluster-raiz ficam bloqueados quando ocorrem falhas do seus processos pais. 
Se o coordenador decide validar a ação, ele comporta-se como um subordinado, forçando a 
gravação de um registro PREPARADO no log. O coordenador insere o seu identificador na 
lista de identificadores recebidos durante a primeira fase e inicia o protocolo para obtenção 
de consenso sobre a validação da ação. Esse protocolo envolve todos os nós do cluster-raiz, 
mesmo aqueles que não possuem processos participando da ação. Quando o protocolo de 
consenso termina e a decisão de validar a ação é obtida, o coordenador força a gravação 
de um registro VALIDADO no log. Cada nó do cluster-raiz informa aos seus processos que 
participaram da ação que a decisão de validá-la foi obtida. Ao ser informado sobre a decisão 
de validar a ação, cada processo do cluster-raiz força a gravação de um registro VALIDADO 
somente se tiver processos filhos que não pertençam ao esse cluster. · 
Segunda Fase 
A segunda fase existe apenas se houver processos envolvidos na ação que executam em nós 
não pertencentes ao cluster-raiz. Nesse caso, a segunda fase é semelhante a do protocolo PA, 
exceto que ela inicia somente em cada processo do cluster-raiz que possui processos filhos 
não pertencentes a esse cluster. Assim, no exemplo da figura 4.4, se os processos A, D e 
E tivessem votado SIM durante a primeira fase, na segunda fase somente esses processos 
receberiam a mensagem com a decisão final. Os demais processos que participam do cluster-
raiz são informados da decisão final pelo próprio protocolo de consenso. 
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Tratamento de Falhas 
f:m [MSF83) onde o protocolo BPA é descrito são dadas apenas algumas idéias sobre as 
operações a serem executadas durante a recuperação de um cluster: os dados alterados pelo 
duster devem ser recuperados e os logs devem ser lidos para garantir que, se um dos nós 
tenha finalizado a ação, os demais também a finalizem de modo consistente. 
Quando um nó se recupera de uma falha, se ele não pertence ao cluster-raiz correspon-
dente a uma dada ação, ele executa as mesmas operações de recuperação executadas por um 
processo subordinado no protocolo PA. Se o nó pertence ao cluster-raiz, ao se recuperar de 
uma falha sua, ou de uma falha de partição do cluster em que ele pertencia à partição mino-
ritária, ele copia o log de consenso de t nós e obtém o seu próprio log de consenso com base 
na união dos consensos desses t logs ( t é o grau de confiabilidade do protocolo de consenso). 
Quando ocorre falha de partição do cluster, somente os nós que estão na partição majoritária 
continuam executando suas tarefas. Os nós da partição não majoritária, ao detectarem que 
estão nessa partição, suspendem suas operações com relação a transações distribuídas até o 
instante em que voltam a participar da partição majoritária. A partir desse momento, eles 
iniciam as medidas de recuperação apresentadas acima. 
Correção do Protocolo 
A correção do protocolo BPA deve ser analisada sob o aspecto dos tipos de falhas consideradas 
pelo protocolo. Dentro do cluster-raiz o protocolo deve tolerar qualquer tipo de falha. 
Fora do cluster-raiz, considera-se que apenas falhas de parada possam ocorrer, visto que 
os nós externos ao cluster-raiz executam o protocolo PA. 
A correção do protocolo pode ser demonstrada, portanto, com base nas seguintes 
afirmações: 
a. dentro do cluster-raiz, o BPA tolera qualquer tipo de falha, incluindo as falhas bizan-
tinas, dentro do grau de confiabilidade t do protocolo. 
b. fora do cluster-raiz o BPA tolera qualquer número de falhas de omissão. 
A demonstração de correção da primeira afirmação pode ser feita por contradição. Sejam 
dois processos p e q ambos situados no cluster-raiz. Suponha uma situação em que o processo 
p valida a ação e o processo q a aborta. No protocolo BPA, o processo q pode validar uma 
ação somente se: 
1. q obtém o consenso para validação da ação dentro do cluster-raiz, ou; 
2. o nó onde o processo q executa, ao se recuperar de uma falha, copia os logs de consensos 
dos demais processadores e os os conteúdos deles indicam a obtenção do consenso em 
validar a ação. 
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Uma propriedade de um protocolo de consenso tolerante a falhas bizantinas é que se 
o consenso aparece no log de um nó, ele aparece nos logs dos demais nós envolvidos no 
protocolo. No BPA, todos os nós do cluster-raiz são envolvidos no protocolo de consenso, 
portanto o log do nó onde executa o processo p também possui o consenso sobre a validação 
da ação. Além disso, o consenso é obtido antes que o relógio de p dispare. Portanto, p não 
pode ter abortado a ação. 
Pode-se demonstrar que a afirmação (h) está correta pelo fato de que a comunicação 
entre os nós que estão fora do cluster-raiz e a comunicação deles com os nós dentro desse 
cluster se faz através do protocolo PA. Portanto, a correção da afirmação (h) se reduz à 
demonstração da correção do protocolo PA, a qual já foi apresentada na Seção 3.7. 
Tempo de Execução 
O tempo de execução varia de acordo com o número de subordinados que pertencem ao 
cluster-raiz. A seguir são apresentados os limites de tempo de execução para ações de leitura 
apenas e ações de escrita. Te é o tempo de execução do protocolo de consenso, N é o número 
de processos envolvidos na ação e h é a altura da árvore de processos. 
O tempo de execução de ações totalmente de leitura é 2h (h para mensagens PREPARE e 
h para as mensagens com o voto LEITURA). Nesse caso, não é necessário ativar o protocolo 
de consenso. 
O tempo mínimo de execução de ações que alteram os dados é 4h, o que corresponde à 
execução apenas do protocolo PA e ocorre quando não há processos subordinados no cluster-
raiz. O tempo máximo de execução é de 2h + Te. 
Número de Mensagens 
O número de mensagens é calculado como a soma do número de mensagens do protocolo 
PA com o número de mensagens do protocolo de consenso utilizado. Ne é o número de 
processos envolvidos e que executam no cluster-raiz. Ne é o número de mensagens enviadas 
pelo protocolo de consenso e N é o número de processos envolvidos na execução da ação. 
Em ações totalmente de leitura, o número de mensagens é 2N - 2 ( N - 1 mensagens 
PREPARE e N- 1 mensagens COM VOTOS LEITURA) 
Nas ações em que todos os processos alteram dados, o número de mensagens é 4N -
2N- 2Nc + Ne. Esse valor corr~sponde a N- 1 mensagens PREPARE, N - 1 mensagens de 
voto, N- Ne mensagens com a decisão, N- Nc sinais RECEBI e Ne mensagens do protocolo 
de consenso. 
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Número de Gravações no Log 
O número de gravações no log é idêntico ao do protocolo PA, não contando, no entanto, as 
gravações feitas pelo protocolo de consenso. 
Capítulo 5 
Protocolos coin Mais de Duas 
Fases 
Neste capítulo, são apresentados outros protocolos de validação que não se incluem na cate-
goria de protocolos de duas fases. 
Será utilizada a padronização abaixo l!a descrição dos protocolos apresentados: 
. l. descrição do Protocolo; 
2. tratamento de Falhas; 
:1. correção do Protocolo; 
4. tempo de Execução; 
5. número de Mensagens. 
A primeira seção apresenta o protocolo de três fases [BVHNG87). A seção 5.2 descreve o 
p'rotocolo proposto por Duchamp [Duc88). A seção 5.3 descreve o protocolo ODCP [YA91) 
e as duas últimas seções descrevem protocolos tolerantes a falhas derivados do protocolo 
ODCP. 
5.1 Protocolo de Três Fases 
Na Seção 2.3.4 foi mostrado que o protocolo de duas fases é bloqueante porque não satisfaz 
às condições do Teorema 2.3.1. 
A seguir é apresentado o protocolo de Três Fases, que é um protocolo não-bloqueante 
se ocorrem apenas falhas de nós e essas falhas não impedem a comunicação entre dois nós 
operacionais. 
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Quando um subordinado detecta término do tempo de espera por uma mensagem do 
coordenador, de ativa um protocolo de finalização caso esteja em um estado que não lhe 
permita decidir de modo independente. Através do protocolo de finalização, os subordinados 
interagem entre si na busca de uma decisão. 
Descrição do Protocolo 
Primeira Fase 
O coordenador inicia o protocolo enviando mensagens PREPARE a todos os subordinados. 
Nessa mensagem são incluídos os identificadores de todos processo que participam da ação. 
A primeira fase do protocolo é semelhante à primeira fase do protocolo de duas fases, diferindo 
desse último apenas nos seguintes aspectos: 
• as mensagens PREPARE contém os identificadores de todos os processos que participam 
da ação; 
• se os votos obtidos pelo coordenador forem todos SIM, ele não decide validar de imediato 
a ação. Nesse caso o coordenador entra em um estado intermediário denominado PRÉ-
VALIDADO através da gravação forçada em log de um registro PRÉ-VALIDADO. 
Esse registro contém os identificadores da ação, do coordenador e dos subordinados. 
Fase Intermediária 
Para obter-se um protocolo não-bloqueante derivado do protocolo de duas fases é necessário 
que o protocolo derivado satisfaça as seguintes exigências: 
a. quando um processo está em um estado final (ABORTADO ou VALIDADO), nenhum 
processo pode estar em estado final diferente; 
b. quando um processo está no estado VALIDADO, os demais estão em estado VALIDÁ VEL. 
A exigência (b) pode ser satisfeita graças à inclusão do estado PRÉ-VALIDADO citado 
anteriormente, o qual corresponde a uma nova fase. Essa fase é intermediária entre a primeira 
e a segunda fase do protocolo de duas fases. 
Após entrar em estado PRÉ-VALIDADO, o coordenador inicia a fase intermediária, envi-
ando mensagens do tipo PRÉ-VALIDE a todos os subordinados. Ao obter uma mensagem 
PRÉ-VALIDE, cada subordinado entra em estado PRÉ-VALIDADO, forçando a gravação de um 
registro correspondente e envia como resposta a mensagem PRÉ-VALIDADO ao coordenador. 
Ao obter todas as mensagens PRÉ-VALIDADO, o coordenador entra em estado VALIDADO, 
forçando a gravação do registro VALIDADO. Encerra-se, assim, a fase intermediária. 
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Pode-se observar que essa solução também satisfaz a exigênda (a), pois se um processo 
está. em estado VALIDADO, os demais estão em estados VALIDÁVEIS (i.e. estados VALIDADO 
ou PRÉ-VALIDADO). Logo, nenhum processo pode estar em estado ABORTADO. 
Terceira Fase 
A última fase do protocolo corresponde à segunda fase do protocolo de duas fases, em que o 
coordenador envia a decisão a todos os subordinados. Ao receber a decisão, cada subordinado 
envia o sinal RECEBI ao coordenador. 
Tratamento de Falhas 
Existem cinco situações em que um nó operacional pode detectar término do tempo de espera 
durante uma execução do protocolo: 
a. quando o subordinado está. aguardando mensagem PREPARE do coordenador. É o caso 
semelhante ao que ocorre nos protocolos de duas fases. Se detectar término do tempo 
de espera, o subordinado aborta a ação; 
. b. quando o coordenador está aguardando votos SIM (NÃO) dos subordinados. Nesse caso, 
também semelhante ao do protocolo de duas fases centralizado, o coordenador aborta 
a ação; 
c. quando o subordinado está. em estado PREPARADO aguardando a decisão ABORTE ou a 
mensagem PRÉ-VALIDE do coordenador., Nessa circunstância, o subordinado não pode 
tomar nenhuma decisão unilateral caso detecte a falha do coordenador. Portanto, um 
protocolo de finalização deve ser ativado; 
d. o coordenador está. aguardando mensagens PRÉ-VALIDADO dos subordinados. Nesse 
ponto, o coordenador já recebeu os votos SIM de todos subordinados, então, valida a 
ação e envia mensagens valide a todos os nós, mesmo após detectar termino de espera; 
.e. o subordinado está. no estado PRÉ-VALIDADO, aguardando a mensagem valide. Nessa 
situação, o subordinado não pode validar a ação pois, pode haver um outro subordi-
nado que está em estado PREPARADO. Essa é uma situação sutil, mas que pode ser 
explicada através do seguinte exemplo: suponha que o coordenador envie mensagem 
PRÉ-VALIDE a um subordinado X e falhe antes de enviá-la a outro subordinado Y. X 
está. portanto, no estado PRÉ-VALIDADO (validá.vel), enquanto}'' permanece no estado 
PREPARADO (nã.o-validá.vel). Se X valida a ação localmente, o protocolo deixa de ser 
bloqueante, pois X muda para o estado de validação enquanto Y permanece em es-
tado nã.o-validá.vel. Portanto, X só pode validar a ação quando tiver certeza de que os 
demais nós estão pelo menos em estado PRÉ-VALIDADO. Qu<~,ndo ocorre falha do coor-
denador nessa situação, o protocolo de finalização deve ser ativado pelo subordinado 
para que uma decisão possa ser obtida pelos subordinados operacionais. 
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A seguir, descreve-se o protocolo de finalização que permite que o protocolo de três fases 
ser não-bloqueante quando ocorrem falhas de nós apenas. 
Protocolo de Finalização 
O protocolo que é descrito a seguir baseia-se na eleição de um coordenador para continuar 
o processo de finalização. Uma vez eleito, o coordenador envia mensagens do tipo: QUAL-
~:STADO aos demais processos que tornam-se seus subordinados. Cada subordinado responde 
uma mensagem correspondente ao tipo de estado em que se encontra (ABORTADO, VALI-
DADO, PRÉ-VALIDADO, ou PREPARADO). O coordenador ao obter as respostas dos processos 
subordinados, toma a decisão quanto ao término da ação com base nas seguintes regras: 
Regra 5.1.1 Se alguma resposta foi ABORTADO, o coordenador decide abortar a ação e envia 
mensagens ABORTE a todos os processos subordinados; 
Regra 5.1.2 Se algum processo respondeu VALIDADO, o coordenador decide que a ação deve 
ser validada e envia mensagens VALIDE a todos subordinados; 
Regra 5.1.3 Se todas mensagens recebidas foram PREPARADO, o coordenador aborta a ação 
enviando mensagem ABORTE a todos subordinados; 
Regra 5.1.4 Se algum subordinado respondeu PRÉ-VALIDADO, mas nenhum respondeu VA-
LIDADO, o coordenador não pode validar a ação de imediato pois, alguns outros subordinados 
podem estar em estado PREPARADO. O coordenador nesse caso, envia uma mensagem PRÉ-
VALIDE a todos os processos que responderam PREPARADO e espera essas respostas,do tipo 
PRÉ-VALIDADO. Após receber essas respostas, o coordenador envia mensagens VALIDE a to-
dos os subordinados. Caso um subordinado falhe antes de emitir a mensagem contendo o 
seu estado, o coordenador ignora o subordinado e baseia sua decisão nos estados dos subor-
dinados operacionais. Se todos os subordinados estiverem falhos, o coordenador decide com 
base no seu próprio estado somente. 
A tolerância a falhas do protocolo é garantida do seguinte modo: se o coordenador 
falha quando os subordinados estiverem aguardando mensagens dele, qualquer subordinado 
que detecta a falha (por térniino de espera), ativa o algoritmo para eleição de um novo 
coordenador. 
Um algoritmo de eleição pode ser obtido com base em uma seqüência dos endereços dos 
processos que executam a ação atômica. Pode-se, por exemplo, considerar .que em caso de 
falha, o processo com endereço de valor menor seja o eleito. Uma vez que cada processo 
contem os identificadores dos demais1 , a eleição pode ser feita por um processo assim que ele 
1 Esses identificadores fazem parte da. lista. transmitida. com a. mensagem PREPARE. 
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detectar a falha do coordenador. Cada processo mantém um conjunto F de processos que 
ele considera que estejam operacionais. Ao detectar a falha, o processo retira o identificador 
do coordenador falho do conjunto F e verifica qual o menor valor de identificador entre os 
processos que permaneceram no conjunto. Se o identificador obtido for o seu, ele se elege o 
novo coordenador, senão, envia mensagem NOVO-COORDENADOR ao processo de menor valor 
de identificador, informando-lhe da sua eleição. 
Devido à possibilidade de dois subordinados quaisquer detectarem a falha do coordenador 
em tempos diferentes, um deles pode eleger um novo coordenador mais rápido do que o outro, 
com isso, o outro subordinado pode receber mensagens do novo coordenador antes mesmo 
de detectar a falha do coordenador anterior. Se o identificador de coordenador embutido 
em uma mensagem recebida por um processo for maior que o identificador que o processo 
considera ser do coordenador atual, significa que esse último falhou. 
O novo coordenador reinicia o protocolo, enviando mensagens qual-estado aos demais 
processos operacionais. 
O coordenador baseia sua decisão somente nas mensagens com os estados dos subordi-
nados. Portanto, os subordinados que falham antes de enviarem mensagens são desprezados 
pelo coordel,lador. 
Protocolo de Recuperação 
Quando um processo se recupera após ter falhado em estado ABORTADO, VALIDADO, ou antes 
de entrar em estado PREPARADO, ele não necessita se comunicar com os demais processos. 
Nos dois primeiros casos, o processo em recuperação havia finalizado a ação antes da falha. 
No último caso, ele pode abortar a ação, pois não chegou a emitir o seu voto ao coordenador 
na primeira fase do protocolo de validação. 
Os casos de recuperação em que o processo se encontra em estado PREPARADO ou PRÉ-
VALIDADO são mais complicados devido à possibilidade de ter ocorrido uma falha de todos 
os processos. 
Seja P um processo que falhou quando estava em estado PREPARADO ou PRÉ-VALIDADO. 
P, ao se recuperar, não pode tomar uma decisão de modo independente e não pode ativar o 
protocolo de finalização de imediato. Essa proibição ocorre pois os processos que falharam 
por último podem ter finalizado a ação. Esses processos podem continuar falhos, após a 
recuperação de Pede outros processos que falharam anteriormente. Se o grupo de processos 
recuperados ativar o protocolo de finalização, ou decidir unilateralmente finalizar a ação, a 
decisão pode ser diferente da decisão tomada pelos processos que continuam falhos. 
O processo P em recuperação deve enviar mensagens PERGUNTANDO a todos os processos. 
Se algum processo tiver decidido e estiver operacional, ele envia a decisão e P, ao recebê-la, 
finaliza a ação. 
Há, entretanto, a possibHidade de que todos os processos tenham falhado sem que uma 
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dedsão tenha sido tomada. Nesse caso, o protocolo de finalização deve ser ativado. Porém, 
de acordo com a explicação anterior, um prm:esso em recuperação pode ativar o protocolo de 
finalização somente após a recuperação de todos os processos que falharam posteriormente a 
ele. Os processos que falharam posteriormente a um processo P estão contidos no conjunto 
F do processo P. Portanto, a partir do momento em que P recebe mensagens PF.RGUNTANDO 
de todos os processos que pertencem ao seu conjunto F existente no momento da falha, P 
pode ativar o protocolo de finalização. 
É necessário que cada processo armazene o seu conjunto F no log. Esse conjunto pode 
ser armazenado sempre que um registro tiver sua gravação forçada no log. 
Correção do Protocolo de Três Fases e do Protocolo de Terminação 
Deve-se demonstrar que o protocolo sempre termina quando não há falha total de processos 
e que a ação atômica termina em todos os processos de modo consistente. 
Se não ocorre nenhuma falha do coordenador após iniciado o protocolo de finalização, 
o coordenador toma uma única decisão com base nos estados enviados pelos subordinados. 
Essa decisão não conflita com nenhum estado local dos processos envolvidos. Essa afirmação 
é verdadeira, pois está sendo considerado que o protocolo de finalização é ativado após a 
interrupção do protocolo de validação, portanto, no estado global do protocolo de validação 
existente no momento em que ocorreu a falha, não coexistem estados validados e estados 
nã.o-validáveis. Como conseqüência, o coordenador utiliza para sua decisão uma única regra 
dentre as Regras 5.1.1, 5.1.2, 5.1.3 e 5.1.4. Desse modo, numa execução sem falha do proto-
colo de finalização, o protocolo termina e todos os processos abortam ou todos os processos 
validam a ação atômica. 
Quando ocorrem falha sucessivas, a menos que todos o processos falhem, o protocolo 
sempre termina pois a cada nova falha, um novo coordenador é ativado. Se somente um 
processo permanecer operacional, ele termina a ação localmente com base no seu estado 
local. Se for um estado diferente de PRÉ-VALIDADO ou VALIDADO a ação é abortada. Em 
caso contrário ela é validada. 
É necessário mostrar que a ação termina de modo consistente em todos os processos 
mesmo após sucessivas ativações do protocolo de finalização. 
Deve-se notar que em qualquer ativação do protocolo de finalização, os processos que 
terminam a ação localmente tomam a mesma decisão quanto ao término. Isso se deve à 
inexistência de estados conflitantes quando da primeira ativação do protocolo e à utilização 
de uma única regra de terminação pelo coordenador, conforme discutido anteriormente. 
É suficiente, portanto, mostrar que se houverem processos que terminam a ação local-
mente em uma ativação do protocolo de finalização, eles o fazem de modo consistente com as 
terminações feitas por outros processos em ativações anteriores e de modo consistente com 
as terminações feitas no protocolo de validação. 
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Deve-se mostrar que essa consistência se mantém qualquer que seja a regra de terminação 
utilizada pelo coordenador. 
Regra 5.1.1: A aplicação dessa regra em uma ativação i significa que os processos que 
terminarem, abortarão a ação. O coordenador utiliza essa regra quando pelo menos um dos 
processos operacionais subordinados S está no estado de aborto. S pode estar no estado de 
aborto por um dos seguintes motivos: 
l. S estava no estado ABORTADO no início da primeira ativação do protocolo de finalização, 
ou, 
2. S ·recebeu uma mensagem ABORTE do coordenador na ativação anterior: i- 1. 
No primeiro caso, nenhum processo pode estar no estado de validação, pois todos os 
estados locais são resultantes da execução de um protocolo não-bloqueante. 
No segundo caso, o coordenador da ativação i - 1 só pode ter enviado a mensagem 
ABORTE a n se tiver recebido uma mensagem ABORTADO. Mas o coordenador na ativação 
i- 1 só recebe uma mensagem ABORTADO se: 
a. tiver ocorrido uma ativação anterior i- 2 em que algum processo operacional m estava 
no estado de aborto ou (e) 
b. não existe ativação anterior a i - l (i - l é a primeira ativação), mas existia algum 
processo m no estado ABORTADO quando o protocolo de validação foi interrompido. 
Assim, de modo recursivo, se há algum processo que aborta a ação em uma ativação i 
do protocolo de finalização é porque houveram outros processos que abortaram a ação em 
ativações anteriores ou (e) quando o protocolo de validação foi interrompido algum processo 
estava no estado ABORTADO. Em ambos os casos, iodos os processos que terminaram a ação, 
abortaram. 
Regra 5.1.2: O coordenador de uma ativação i utiliza essa regra quando recebe uma 
mensagem VALIDAÇÃO. Isto significa que na ativação i ex..iste um processo n que está no 
estado de validação. De modo análogo ao caso da Regra 5.1.1, n está nesse estado por um 
dos seguintes motivos: 
1. n estava no estado de validação quando o protocolo de validação foi interrompido; 
2. n mudou para o estado de validação após receber uma mensagem VALIDE do coorde-
nador da ativação i - 1, (i > 1 ). 
De modo recursivo, em todas as ativações anteriores ou antes da primeira ativação, todos 
os processos que terminam a ação a validam. 
Regra 5.1.3: quando o coordenador utiliza essa regra em uma execução i do protocolo 
de finalização, todos os processos que terminam a ação em i abortam. Deve-se mostrar 
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que em nenhuma execução anterior nenhum processo tenha validado a ação localmente. 
Será mostrado, que se isso ocorre, não há como existir processos em estado PREPÀRADO na 
execução i. 
t~m uma execução anterior j,j < i, possivelmente parcial, do protocolo de finalização, 
alguns processos podem ter validado a ação somente se o coordenador enviou a mensagem 
VALIDE a eles durante j. O coordenador pode tomar essa decisão somente nos casos em 
que se aplicam as Regras 5.1.2 e 5.1.4. Se a R(~gra 5.1.2 for utilizada, como vimos, todos 
os processos operacionais estão em estado VAI,IDADO ou em estado PRÉ-VALIDADO. Uma 
vez que o processo entra em estado validável ele não volta a um estado não-validável em 
execuções posteriores do protocolo, portanto na execução i todos os processos estarão em 
estado PRÉ-VALIDADO ou em estado VALIDADO, o que é uma contradição. 
Se a Regra 5.1.4 for utilizada na execução j, então os processos que estavam em es-
tado nã.o-validável irão mudar para o estado validável após receberem a mensagem PRÉ-
VALIDAÇÃO. Posteriormente, dentro da mesma execução i (caso o coordenador não falhe 
nesse intervalo), os processos que mudaram para o estado validável receberão uma mensagem 
VALIDE. Portanto, nas execuções subseqüentes (inclusive na execução i) todos os processos 
que permanecerem operacionais irão validar a ação o que é uma contradição. Logo, se a 
Regra 5.1.3 for usada em uma execução i do protocolo de finalização, não podem existir 
processos qu.e validaram a ação em execuções anteriores. 
Regra 5.1.4: quando essa regra é aplicada em uma execução i do protocolo de finalização, 
todos os processos que terminam a ação a validam. Será mostrado novamente por contradição 
que nenhum processo pode ter abortado em uma execução anterior. Suponha que algum 
processo tenha abortado a ação em alguma execução j,j < i. Foi visto que processos 
terminam consistentemente a ação em uma execução e foi mostrado para o caso da Regra 
5.1.1 que quando um processo aborta a ação em uma execução, todos os processos que 
terminarem a ação nas execuções seguintes também a abortam. Portanto, se um processo 
aborta a ação na execução i, todos os processos que terminam a ação na execução i também 
abortam, o que contradiz a suposição da Regra 5.1.4. 
Conclui-se portanto, que o protocolo de finalização centralizado termina consistentemente 
em todos processos. 
A execução conjunta dos dois protocolos apresentados nesta seção evita que os nós ope-
racionais fiquem bloqueados. Entretanto, a demonstração da correção dos protocolos dada 
acima vale apenas quando ocorrem falhas de nós que não impossibilitem a comunicação 
entre dois nós operacionais. O seguinte exemplo ilustra a possibilidade de finalizações in-
consistentes, caso ocorra falha de partição no sistema. Suponha que ocorra uma falha de 
comunicação e que o sistema fique divido em três partições: A = {coordenador}, B = 
{subordinados preparados} e C= {subordinados pré-validados}. Um ou m~is subordinados 
pertencentes às partições B e C ativam o protocolo de finalização. Um novo coordenador 
é eleito em cada uma das partições B e C. De acordo com a descrição do protocolo de 
finalização, o coordenador de B decide abortar a ação e o coordenador de A decide validá-la. 
5.2 l'rotocolo d(• VudJêtirip 
Os protocolos descritos acima não se aplicam na prática, pois não é possível a'um pro-
cesso dedu~ir através da detecção de término do tempo de espera se houve urna falha de 
<·omunica.ção ou se a mensagem não chegou devido a falha do processo emissor. Portanto, 
há scmpr<~ o risco de finalizações inconsistentes. 
Proto<·olos mais realistas podem ser obtidos a. partir do protocolo de trôs fa.o;es, 
sanilicando-S<' a rPsisH~ncia ao bloqueio, ma.s ga.ra.ntindo qu<' as finali~açõcs seja.m todas 
consistent<•s entre si. Na. próxima. seção é apresentado um protocolo com essa.-; características. 
Tempo de Execução 
Uma <'Xecução sem falhas do protocolo pa.ra uma a.ção que é validada possui no rnaxuno 
seis etapa.-; de envio de mensagens: 1) envio de mensagens I'U~PARE; 2) envio dos votos; :J) 
<'nvio de mensagens l'lli~-VALII>I<: do coordenador; ti) envio de mensagens PR~-VALIDAI>O dos 
subordinados; 5) envio das mensagens VALIDE, 6) envio dos sinais REC~~HI dos subordinados. 
Logo, o tempo de ex<'cução corresponde a cinco unidades de tempo. 
Número de Mensagens 
SPja. N o u•ínu·ro de processos envolvidos na execução da aç;.i.o. O número de mensagens 
euviadas pelo protocolo durante urna execução sem falhas do protocolo em que a ação é 
va.lida.da. 0 fi( N - I) que corn•sportdc a: N - l mensagens PIU~I'Aill·~, N - l mensagens de 
votos, N- l mensa.g<·us 1'11~-VAI,IIH~, N- l rnensageus I'R~:-VALII>ADO, N- I mensagens 
VALIIH: e N- I mensag<'IIS llECEHI. 
5.2 Protocolo de Duchamp 
O problema de dedsô<•s inconsist.<•nt.cs surge quando dois ou mais coordenadores coexistem 
<'m partiçôes distinta.-;. 1:: necessário garantir que dois coordenadores que decidem tomem 
a, nu•sma decisão. A solução para esse problema consiste em permitir que um coordenador 
tome urna decisão somente se ele puder se comunicar com um quorum mínimo de processos2 • 
O protocolo de Duchamp [Duc88], apresentado nesta seção, utiliza dois t.ipos de quorum: 
um quorum para validaçào e um para o aborto. A execução do protocolo requer três fa.o;es. 
A primeira e a 1íltima fases são semelhantes às do protocolo de duas fa.<>es. A segunda fase 
(. a fa.s<• de oht<•nçã.o de q uorums. Não ó utilizado um protocolo de li nali;t,ação s<~parado. Os 
subordinados operarionais que mio podem finali~ar a ação de modo independente ativam 
novamente o protocolo na tentativa de obterem uma decisão. 
2 11 ma Y<Lri;u.;ào dessa solução cor responde a u lilizar o limilc mínimo como sendo a maioria, em vez de 
quorum. 
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Descrição do Protocolo 
Primeira Fase 
A primeira. fase do protocolo de Ducha.m pé se mel h ante à do protocolo de tr(~s fases dPscri to na. 
seção anterior. Entretanto, o coordenador envia também na mensaJ!;em I'IIEI'AIU: o ta.ma.nho 
dos quorums de aborto e de validação. O registro PRI·:PARADO, tanto dos subordinados corno 
do coordenador, deve contN: os id<>ntificadores de todos os processos envolvidos na. <u;a.o <' 
os tamanhos dos quorums. 
Ao obter os votos dos subordinados, o coordenador entra em estado I'RI::-VALIDAI>O se 
todos os votos forem SIM; caso contrário ele entra em estado I'IU~-AHORTADO. Ern ambos os 
casos, o coordenador força a gravação de um registro correspondente ao seu novo <•stado. A 
seguir, o coordenador inicia a fase intermediária, ou fase de replicação. 
Fase Intermediária ou Fase de Replicação 
N<•sta fase, o coordenador t.Pnta. formar um quorum correspondente a.o <•st.ado <'111 <pl<' se 
encontra; isto é, um quorum de aborto se estiver em estado I'IU~-AHOitTADO ou um quorum 
de validação se estiver ern estado l'tt~-VALIDADO. O coord<'na.dor inicia. <•st.a fase <•mitindo 
mensagens-convite do tipo I'RÉ-VALIIH~ ou PRI~-AHOitT8, de acordo com o estado que ocupa. 
Cada. subordinado preparado ao receber uma mensagem PRlo:-VALIDE (I'RI~-AHORTE), 
entra. no estado correspondente, forçando a. gra.va.<;ão de um registro I' RÉ-VALIDA DO (I' 111~­
A HORTA DO). Dessa forma, o subordinado se declara. participante do quorum correspo1ul<•nt.e a. 
esse estado. Em seguida., o su hordinado envia. a. mensagem I' RI~-VALIDA DO (I' nr::-A HO HTA DO) 
ao coordenador. 
Se um processo participa. na. formação de um quorum, ele não pode participar d<' quo-
rum oposto durante a execução do protocolo para a. mesma. ação. Ao obter as lll<'nsa.gens 
contendo os estados dos subordinados, o coordenador tenta. obter um quorum de a.hort.o ou 
de validação, incluindo na contagem o seu próprio estado. Se N {> o ntímero dP processos 
envolvidos na ação, ;\ ó o mírnero de processos requerido para. formar o quorum d<~ aborto<' 
V o ntímero requerido para formar o quorum de valida.çã.o, a. seguint<• n•la.<;ã.o d<we pr<'va.IP<·er 
entre ess<~s parâmetros: 
V + !\ = N + 1 , V, ;\ > l . (!i. I ) 
Se a relação 5.1 é satisfeita, não há a possibilidade dos dois quorums coexistirem para. 
uma mesma ação. 
Se o coordenador obtém um quorum, ele toma a decisão correspond<•nte ao quorum obtido 
e finaliza a ação entrando no estado final correspondente. 
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Terceira Fase 
A I.N<'<'ira fas(• é sPmPihante à segunda. fase do protocolo de duas fases, porém, algumas 
a.lteraçôes são nec-essárias. Os subordinados não podem êtpaga.r de sua memória volátil as 
informaçôes refen•ntes a ação logo após terem enviado o sinal IU~c~:HI ao coordenador. 1:~ 
rwcess:-irio que os subordinados mantenham dados sobre a ação em sua memória volátil 
enquanto houv<'r a. possibilidade de existir outro coordenador tentando obter quorum. Essa 
n•strição é n<'cessária para garantir que o protocolo seja consistente. Se assim não fosse, um 
subordinado que tenha apagado informações sobre uma ação após validá-la pode vir a receber 
urna rrwnsag<•m do tipo I• RÉ-ABORTE de um outro coordenador. Corno esse subordinado não 
tem mais in formações sobre a ação, de passa a participar do quorum de aborto, gravando 
um registro 1•1u~-AHORTADO, o que pode causar a formação de um quorum de aborto. Nesse 
caso, o outro coordenador torna uma decisão diferente da primeira. 
Para evitar o probl<'rna acima, os subordinados mantêm informações sobre a ação na 
rrwmória volátil até que recebam urna mensagem EsquEÇA do coordenador. 
Ao ren•ber todas mensagens llEC~;JJI, o coordenador apaga de sua memória volátil as 
infórm<tçües sobre a ação c envia mensagem Esqu~;çA a todos os subordinados. Ao receber 
lllPIIsa.p;pns H EC I·: HI de todos os subordinados, o ('oordcnador salH' que todos os pron•ssos 
(•uvolvidos na açã.o a liuali;~;ararn e, portanto, não há mais a possibilidade haver outro coor-
dPuador t<'ntaudo obter quorum. 
Tratamento de Falhas 
Quaudo o (·oonh•nador detecta término do tempo de espNa pelo voto de um subordinado 
ua primeira fase, ele comporta-se corno se tivesse wcebido o voto NÃO daquele subordinado. 
Quando urn subordinado detecta término do tempo de espera por uma mensagem do ro-
onh•na.dor, ele S(~ transforma em um novo coordenador, mantE~ndo-se no estado em que estava 
ao dPt.ectar a falha. A seguir, o novo coordenador tenta fazer com que os demais processos 
liquem no mesmo estado em que ele está. Assim, se o novo coordenador estava preparado 
quando ddectou a falha do coordenador anterior, ele envia mensagens PllEPAilF. a todos os 
procesHos. Se (•stiver em estado I'RÉ-VALIDADO (I'RÉ-AHORTADO), o novo coordenador envia 
mPnsag<•m I'RI~-VALIDE) (PRÍ<:-AHOIITE) a todos os subordinados. A comunicação do novo 
coordenador com os dPrnais proc<•ssos é possívd graças a lista de identifkadores <Jtie cada 
prOCPSHO fPCPbe ('0111 as mensagens PIU;PAIU:. 
U 111 processo também se torna coordenador se ele se recupera de uma falha. Nesse caso, 
o pron•sso em renq>Nação comporta-se como no caso de um subordinado operacional que 
S<' transforma ern coordena.dor3 • 
Se a.o se recuperar urn subordinado não encontra registro correspondente a urna ação ele 
:I No caso específico em que um processo falha antes de entrar em estado PIU~PARADO, ele muda para o 
<'Stado l'lt~>ARORTAI>O ao se recuperar e torna-se um coordenador. 
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a aborta. Se for encontrado um rPgistro VALIDADO ou ABOilTADO, o procPsso <'lll renrper;u;ào 
comporta-se como um coordenador c <mvia mensagens com a. d<~dsão eorresp<>ll<knte ao Sl'll 
estado aos demais processos. 
Devido à. ocorrônda de falhas pode haver, em qualquer instante, dois ou mais coonkna.-
don~s para uma mesma açã.o. A presença de vários coordenadon~s ô r<' ferida por Ducha 111 p 
como um dudo entre coordenadores. Para os subordinados, a preseru;a de coonlen<LdorPs 
dudi~.;tas tem como conseqiiência apenas o recebimento de mensagens duplicadas ou de nu~n­
sagens que não afetam o estado do processo receptor. Por exemplo, se um subordinado <'111 
estado PRÉ-VALIDADO recebe uma mensagem PREI'ARF. ele apenas envia o voto SIM, mas <·on-
tinna no estado PR.I~-VALIDAOO. Se um processo em estado l'RÉ-VALII>AD<> (PRÉ-ABOit'I'ADO) 
recebe urna mensagem PRI~-ABOit'rE (I'RÉ-VALID~~), ele permanece no estado Plt~-VALIDADO 
(PRI~-ABORTAOO) e envia a mensagem PR~~-VALII)AOO (PRÉ-ABOitTADO) corno resposta. Os 
estados possíveis em que um subordinado fica aguardando urna mensagem do coordenador 
são: PltEPARADO, PRÉ-VALIDADO e PRÉ-ABORTADO. 
O tratamento dado por um coordenador a mensagens rcn•bida.s de outro coordenador f. 
um pouco mais complicado e dep<~ndc dos estados o<·upados pelos coord<'n<ulores duelistas. 
S<' um coordenador que recebe uma mensagem está. em um estado mais wliaulmlt/1 rom 
relaÇão ao estado do coordenador emissor da mensagem, o coordenador receptor ignora. a 
mensagem c continua tratando o emissor corno se de fosse um subordinado. Se o coordena-
dor receptor está. menos adiantado que o emissor, ele comporta-se corno um subordinado do 
emissor, mas continua. sendo um coordenador. Vejamos o exemplo de um coord<•nador em 
estado PR~~I'AR.ADO que recebe urna. mensagem VAI,IDE de outro coordenador. O <·oord<~na.dor 
receptor valida a ação, envia o sinal IU<~C~~J-H ao emissor c volta a atuar corno n>ordena.dor, 
enviando mensagens VALIDE a todos os seus subordinados. Se ambos, receptor e emissor, 
estão igualmente adiantados, então o receptor responde como se fosse um subordinado. Por-
tanto, se um coordenador em estado VALIDADO recebe urna mensagem VALIIH~ ele envia uma 
mensagem RECEBI corno resposta. 
Correção do Protocolo 
Todos os processos que finalizam aça.o o fazem segundo a mesma dedsào. As justifinüiva.s 
para <'ssa a.firmaçào se devem-se aos seguintes fatos: 
I. uma decisão é obtida. somente se um dos quorums (de aborto ou de valida<;ão) for 
obtido; 
2. os tamanhos dos quorums obedecem à. relação 5.l. Portanto, se em um dado instante 
um quorum de validação (aborto) é obtido por um coordenador, um quorum diferente 
não pode ser obtido por outro coordenador duelista; 
4 lJm estado pé mais adiantado que um estado q, se p está mais próximo de um estado fin;ll do que q. 
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:J. a participação de um processo em um quorum é definitiva, ou seja, urna vez que 
um processo entra no estado Plti~-VALIDADO (PRÉ-ABORTADO), ele não muda para 
o Pstado oposto( l'll~-AHORTADO (I'RÉ-VALIDAD<>)). Esse fato é garantido pelo uso 
de rrwn:-mgens ~:SQIH:<;A, conforme descrito na seção anterior, c pelos registros I'RI~­
A BO llTA DO c I' RI;;- A BO HTA DO gravados no Jog. 
Os tri~s fatos garantem que se um quorum é formado, ele é tínico durante a execução do 
protocolo para uma dada ação c que a dedsão tornada é de acordo com esse quorum. 
O protocolo de Ducharnp é, contudo, bloqueante quando ocorrem falhas de nós ou falhas 
de partição que impedem a obtenção de um quorum. 
Tempo de Execução e de Número de Mensagens 
Uma execução S<'m falhas do protocolo de Duchamp é semelhante a urna execução do pro-
tocolo de tri•s fases. Portanto, o t<'rnpo de execução correspondc a cinco unidades de tempo 
<'o ntímero de mensagens é 6(N- l), onde N é o número de processos que participam da 
a.çao. 
5.3 Protocolo de Validação Descentralizado e 
{ODCP) 
Ótimo 
Os prof.o('()los apresPntados nesta c nas próximas seções diferem bastante dos protocolos dcs-
rritos ant.Priormente. Tratam-se de protocolos distribuídos em que o modelo de comunicação 
<•ntre os processos é urn hipercubo. 
Nesta seção é descrito o protocolo ODCP que utiliza o núnwro mínimo de mensagens 
possÍvPl <'rn um protocolo distribuído. O ODCP assume que o número de processos da rede 
s<'ja N = '2k, para algum k E N. A cada processo X é associado um endereço que é um 
ntÍIIH'ro binário com k dígitos da forma: (xt. x 2, ... xk)· Se o número N de processos da rede 
não{> uma potôncia de dois, utiliza-se o menor m'irncro M > N, com M = 2k, para algum 
na. tu ral k <' trata-se o sistema como urna rede formada por M processos lógicos com alguns 
processos físicos correspondendo a dois processos lógicos. 
Na dPsrrição do proto('()lo S<'rá utilizada a seguinte definição: 
Definição 5.3 .1 Pam ('(Ula fl7'occs:;o X, O < X < N 1, cujo o endereço é 
(r~.x2 , ... x;, ... xk), tÜ:nomina-se complemento i-ésimo de X o processo X i cujo euder·pço 
t: (:r. 1,x2 , ... x;, ... xk)· 
O protocolo é caraderizado por várias etapas ( round.s) de trocas de mensagens entre os 
proc<'HHOH. A id{>ia central do protocolo é a seguinte: na etapa i, I ~ i~ k, todo processo X, 
O~ X ~ N troca mensagem com o processo = Xi. 
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O diagrama de estados do autômato do OOCP Nn cada proc<~sso est<i mostrado na Fi~ura 
5.1. 
Descrição do Protocolo 
As açôes executadas em cada estado no processo X são as seguintes: 
s::t 
: 
Figura. 5.1: Autômato Finito Correspondente ao ODCP 
No estado inicial (estado q), após terminar a execução local de parte da. ação, o processo 
X decide se concorda com o aborto ou validação da. ação. Se a deeisão for de abortar, X 
envia urna. mensagem NÃo, a.o processo X 1 e move para o estado AHOHTAD0 1. Se concordar 
em validar, X envia mensagem s 1M 1 a.o processo X 1 e move para o estado I' lU·: I' A 11 A DO 1 . 
No <•sta.do PR~; I' ARA IH> i, I $ i $ ( k - I), se X recebe uma rnNJsa.g<•m SIM i, )\" i 11 iria 
a. etapa de mensagens i+ l, enviando rrl<'nsagem SIM i+ I a.o processo X i+ I c muda. pa.ra o 
estado I'REPARAD<>i+l· Se X recebe urna mensagem NÃo;, inicia. a etapa de mensagens i+ I, 
enviando mensagem NÀ<>i+l ao processo Xi+I c muda para o estado AHOit'I'AD<>i+l· 
Se X está. no estado I'IU:I'ARADOk, então, se ele recebe urna. mensagem SIMk, de muda 
para. o estado final VALIDADO e efetua a validação da. ação localmente. Se uma. rnPnsagcm 
NÀOk for recebida, X aborta a. ação localmente e muda para o estado ABOit'l'ADOk· 
No estado ABORTADOi, 1 ~ i ~ (k- 1), o processo X envia urna mensagem NÀOi+l ao 
processo X i+t e muda para o estado ABORTAD<>i+t, qualquer que seja o tipo de rnPnsag<•rn 
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recebida. 
Os <'.stados AHOilTADOk e VAI,IL>ADOk são os estados finais de aborto e validação, res-
pectivamente. Ao entrar em um novo estado, um processo X grava no log um registro 
<·orrespondent.e a esse estado (ABORTADO, VA l,li)ADO, r•u;rAitADO ). 
Correção do Protocolo ODCP 
O O J)( ~ P S<'lll prc tPrrnina quando não ocorrem falhas de nenhuma espécie. Pode-sç mostrar 
a veracidade dessa ali r mação com base na dernonstraçiio dos seguintes fatos: 
a. se um pron•sso está. em um estado AHORTAL>O ele irá. por fim, abortara ação; 
b. se um proc<'sso não muda para nenhum estado ABORTADO, de irá. validar a ação. 
No ntso (a), quando urn processo X está. em um estado AHOilTADOi, 1 ~ i~ (k- 1), 
a 1Ínica transição possíw~l em cada etapa j, i ~ j ~ k é enviar mensagens NÃO c mudar 
do <'stado A HO IITA DO j para o estado t\ IJO RTA I> O 1+ 1• Corno está. sendo considerado que não 
o<·orr<>lll falhas durant.<' as k <'l.a.paH, na k-ésirna etapa X mudará. do estado AHORTAD<>k-l 
para. o <'stado AHOHTAD<>k, que é o estado final de aborto. 
No caso (h), S<' 11111 pron•sso X nunca muda para um estado t\ HORTA DO durante a execução 
do protocolo, é porque quando X está. no estado q na primeira etapa ele envia mensagens 
SIM a X 1 <'muda para o estado PIU:I'ARADOt. Além disso, corno está. desconsiderada a 
ocorr(•ncia de falhas e como pelo protocolo todos os processos enviam mensagens em cada 
<'tapa. i, 2 ~ i ~ k, na etapa k, X está. no estado J>REPARADOk e ao receber urna mensagem 
SIMk de X k-l, irá para o estado VALIDADO<', portanto, validará. ação. 
Deve-s<' mostrar tamb{>rn que as terminações em cada procpsso são consistentes entre si, 
isso é: 
I. se um processo aborta a ação, todos os processos irão também abortá-la; 
~. se nenhum pron•sso dedde abortar a ação, todos os proeessos irão finalmente validá-la. 
Antes da. demonstração da afirmação (I) acima, será apresentada a definição a. seguir que 
auxiliará na. demonstração: 
Definição 5.3.2 /'am loflo 1n·occsso X,O ~X ~ N- l, define-se G(X,i) como sendo o 
nmjunlo df· !J1"0f"f'.-;:-;o.<; cujo.'i cruü·1·r·ços siio da for·ma: (*, ... , *,xi, ... , Xk), onde l ~ i ~ k f; o 
f·ndtTq·o do JJT'O("f's.-;o X t:: {xt. x2, .•. ,Xi-h X i, ... xk) c l ~ i~ k. 
Em outras palavras, o conjunto G(X,i) para um dado processo X(xt,Xz,···,Xi,···,xk) 
é o conjunto formado pelos processos cujos i- l primeiros bits dos seus endereços pertencem 
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ao conjunto rcsultant<~ de todas perrnutaçix~s dos bits (x 1,x·2,···,x;_,) e os hits rPsl.anl.<~s 
são do endere<;o: ( x i, · · ·, x k. 
Deve-se notar que para todo processo X, O < X < N - I, G( X, i) <~ a 
união de G(X,i- I) e G(X;_ 1,i- 1). Se for considerado que o proces:-;o X pos-
sui o endereço: ( x 1, x 2 , ••• , x;_" x;, ... x k ); então o proe<•sso X i-t possui o endPreço: 
(xt,x2,···,Xi-t·X;, ... ,Xk). Urna ve~ que os processos em G(X,i) possuem os <~ndPr<'<;os 
da forma.: 
i-l .---...... 
( *• ... , *• Xj, ... , Xk) 
que inclui endereços da forma: 
i-2 
(~,x;_,,x;, ... ,xk) = G(X,i- I) 
ou endereços da forma: 
i-2 
( ....--"'--.. - ) ("'(V . *•···•*,Xi-J,Xj, ... ,Xk = 1 ·"i-t.'t-1) 
G(X, i) é um subconjunto de G(X, i-1)UG(Xi-t, i-1). Como, G(X, i-1) eU( X i-t, i-1) 
são subconjuntos de G(X,i),G(X,i) e igual a união de C( X, i- I) e C:(X;- 1 , i- 1). 
Quanto à demonstração das afirmações ( l) e (2) acima, a. primeira. pode sN mostrada 
por indução. A hipótese indutiva é a seguinte: 
Hipótese Indutiva: Se um processo X decide abortar a ação, todos os rnocPssos em 
G(X, i+ 1) recebem uma mensagem NÃo após a i-ésima etapa de envio de mensagens onde 
I ~i ~ k. 
Cmw /Jase: i = 1, 011 seja, X está no <'stado q e decide abortar. X <'!I via m<'nsag<'!ll 
NÃOt a Z = X 1 e muda. para o estado ABOilTA00 1 • Z = X 1 e11via me11sagem a. X cujo 
contetído depende se Z está em ABOilTADOt 011 l'llEJ>AllAI><>t. Qualquer que seja o co!ll.etído 
da rrwnsagcm recebida, o processo X muda para o estado ABOIITAIH>2 • Ap6s r<'cl'hN a 
mensagem NÃo 1 de X, o processo Z muda para o estado AHOIITAD0·2· Port.a.ut.o, a.pús a. 
primeira etapa, X, = (xt,x2, ... ,xk) c Z = X 1 = (x1,x2, ... ,xk) est.arã.o ambos (qll<' 
constituem G(X, 2)) em estado ABOR'I'AD0 2• 
Passo da /nduçiio: 
Suponha que a hipótese seja verdadeira para i =L- 1, onde l ~ k. Logo, ap6s a. (l- I)-
ésima etapa de mensagens, todos os processos de G( X, l) cujos cndcr<~ços são da. forma 
(•, .•. ,xl,···•xk) terão recebido mensagens NÃO e estarão em um estado AHOHTADO d<' ---......--.. 
1-1 
!J.:J l'rot.omlo d(' Validação Vcscentralixado c Ótimo (ODCI') 111 
acordo com a hipótese indutiva. Portanto, durante a etapa l, cada processo de C( X, l) enviará 
mPnsagPns NÃo a um a um processo correspondente de G(X1, l) cujos endereços são da forma: 
(*, ... ,*,XI, ... ,xk)· Logo, ao final da etapa l, todos os processos em G(X,l)UG(X,l), 
e portanto G(.Y,l + 1), estarão em algum estado AHORTAI>Oi. Urna. vez em um estado 
AHOH'I'AD<>i, um processo entrará na etapa k no estado final ARORTADOk. • 
A alirrn;u;ão (2) pode ser demonstrada pelos mesmos argumentos utiJi.,ados na demons-
tração do <'aso (h) referente à demonstração do término do protocolo, vista anteriormente. 
Tempo de Execução 
O tempo de execução corresponde ao núnwro de etapas do protocolo. O número de etapas do 
ODCP é igual ao ntÍmero de dígitos binários que compõem os endereços dos processos. Para 
N processos, N = 2k, para algum inteiro positivo k, o número de etapas será. k = log2 N. 
Número de Mensagens 
Em uma etapa, cada processo envia uma mensagem, portanto, são N processos que enviam 
IIIPnsag<•ns em log2 N <•tapas, logo o n ú nH•ro total d<• mensagens é N log2 N. l•:m [YA87] 
f. dPmonstrado que o ODCP é um protocolo distribuído ótimo com relação ao número de 
liiPnsag<•ns Pnviadas. 
Propriedades do ODCP 
Apesar de não suportar nem mesmo uma única falha de nó, o ODCP possui duas propriedades 
que permitem estPndê-lo de modo a obt<~r-se protocolos que oferecem tolerância a falhas. 
Propriedade 5.3.1 Se dois pr·occsslNJ X e Z tnx:arn mensagens na etapa i ~ l, então eles 
enviar·ào a.'~ tru'snuzs mensagens e irão para estados idênticos nas etapas subseqüentes. 
Esta propriPdade pode ser demonstrada por indução no número de etapas de envio de 
JJH'nsagens. ( ~onsideremos dois processos X c Z que trocam mensagens entre si durante a 
Pl.apa i. Do protocolo ODCP, X= Zrn e Z = X rn· 
1/ipôlt:.w· bululiva. 
Na dapa j > i os processos X e Z enviam mensagens idônticas e mudam para estado 
idi•nticos. 
/Jww da iwlttçâo j = i + l. 
Se X c Z enviam mensagens NÃO na etapa. i, então pelo ODCP eles irão para. o estado 
A HO ttTA I><>;+ 1 e <•nviarão mensagens NÃo na etapa i+ l. De modo análogo, se ambos enviam 
mensagens SIM na etapa i, passarão para o estado PREPARADOi+l e enviarão SIM na. etapa 
i+ I. 
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Passo da Indução. Suponha que a hipótese SE~ja. válida. para toda etapa m, i< m ~ /. Na 
<!tapa m, o processo X tro<:a. rnensagmn com o pro<:t~!lso X m c o pr·on•:-;so :!; troca IIH'IIHéi.J!;t'lll 
eom o prot:ü!IIIO Zm. Urna vez que o prot:ctJMO X m troca llltliiHag<'lll com o proc:tlsso Z.,. na 
etapa i, i< m :S L, então, pela hipótese indutiva, a nrenMagern ren!hida pdo JH·ocesso X sPrá 
a mesma recebida pelo processo Z da etapa i + I à etapa L. Os dois pron!ssos enviaráo, 
portanto, a mesma mensagem e irão para o mesmo Pstado na <'tapa L+ I. • 
Propriedade 5.3.2 Paro lodo rn·ocesso X,O :S X::; N- L, lodo:; o.'! pr·of·fssos em U(X,i) 
enviam a mesma mensagem e movem paro o mesmo eslmlo rw dapa i, l ::; i :S k. 
Essa propriedade é conseqüência da propriedade .5.:L l e pode ser demonstrada também por 
indução no ntírnero de etapas. 
llituJtc.w~ lrttlulit~fl. Para todo proeesHO X, todos os prot:essm; <'111 (,'(X, L) <•nvia.m a. lllPSIIIiL 
rncnsag<'m <! mov<'m para. o m<•smo estado na. etapa. I, ond<• I ~ I. 
/Jw;e da induçiio l = I. 
Nesse ca.so G(X,I) =X, a. hipótese é verdadeira.. 
Pa.r.;.•;o da Indução. 
Considere que a hipótese seja. verdadeira. para todo i ::; /. Todos os pron•ssos <'111 (,'(X, l) 
enviam a. mesma mensagem e mudam para o mesmo estado na etapa /. Do mesmo modo, 
todos os processos em G( X, l) enviam a mesma mensagem e mudam para. o mesmo estado na 
etapa/. Como cada processo em G(X, l) troca mensagem com um processo corr<!sporul<•nte 
em G(X, l) na etapa. L, de acordo com a propriedade 1, e corno C( X, l + l) = (,'(X, l)U(,'( X, l), 
todos os processos em G(X,I +I) enviarão a mesma mensagem e mudarão para o rrH'smo 
estado na etapa l + I. Portanto, pa.ra cada. processo X, O ::; X ::; N - 1, todos processos ('111 
G( X, i) enviam a mesma. mensagem e muda.rn para o m<~srno estado na etapa i, I ::; i ::; /.;. • 
A obtenção gra.d ual de consenso é a base para a construção de protocolos toiPra.n tPs a 
falhas a. partir do O DCP. Cada. elemento de um conjunto G( X, i) de pron•sHos que <·oru·ordam 
entre si serve corno substituto, caso algum outro elemento dentro do mesmo conjunto falhe 
durante urna etapa do protocolo. Desse modo, a execução do protocolo não é interrompida 
quando um nó falha, pois na próxima. etapa o substituto envia. urna rnensag<•m pa.ra. dois 
processos: o processo para o qual ele deveria enviar c o processo para o qual o processo falho 
deveria enviar a mesma mensagem. 
O protocolo descrito na próxima seção utiliza a idéia de se usar um processo substituto 
para a obtenção de tolerância a falhas. 
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5.4 Protocolo de Validação Distribuído e Tolerante a Falha 
(PVDTF) 
O protocolo PVDTF utilir.a, em cada. processo, a. variável término-espera e o vetor substituto. 
A variávPI th·mino-L<J])(Tll contém o número de V<'í'.CS que o processo detecta. término do 
tempo d<' <'spera durante uma ex<•cução do protocolo. O valor inicial de térrnino-f:spera é 
í'.<'rO. O wtor substituto, em um processo X, arrnar.ena. os endereços dos processos que X 
<•st.á substituindo. Quando X detecta a falha de um processo Y, ele soma um ao valor 
lf:t·mirw-r,.;pcm e insNe o Pndere<;o de Y na próxima. posição livr<' do V<'tor sub.r.;tituto. 
Os seguintes tipos de mensag<•ns são utiliír.ados ern adição àqueles empregados no proto-
colo ODCP: 
l'I·:R<HJNTANDo(X,i): Quando um processo X detecta. um término de espera. na etapa. 
i, de envia uma nwnsa.gern I'ERGUNTANDo(X,i) para descobrir o estado ern que o processo 
falho Psta.va. 
RECIJI'ERANDO(X): Ao se recuperar de uma falha, um processo X pode enviar urna 
mPnsa.gern ln:cUI'I·:RANI><>(X) para descobrir a decisão final quanto a.o término da ação. 
VALIDE: Um processo, ao r<'c<'her uma mensagem IU:Cill'ERANI><>(X), envia uma rrwnsa-
g<'m VALIDI·: caso a dedsão final tPnha sido a. de validar a ação. 
AHOIITE: Um pron~sso, ao recPher urna. mensagem IU:CtJI'I·:JtANI><>(X), envia urna men-
sagem A Hon:n; caso a decisão final tenha sido a de abortar a ação. 
A idf-ia básica. do protocolo é a seguinte: Em uma etapa i, 2 ~ i ~ k, se um processo 
X detecta a. falha. do processo X;, então X insere no vetor substituto o endereço X i e 
envia mensagens l'I•:IWUNTANDO(X,i) a todos os processos em G(Xi,i) com o objetivo de 
saber q ua.l mensagem X iria receber de X i na etapa i. Ao receber alguma resposta, X passa 
enviar as mensagens que X; iria enviar nas etapas subseqüentes. Esse procedimento funciona 
soiiH'nte se a seguinte restrição for satisfeita: 
Restrição 5.4.1 S'f: um pt·ocesso X com endereço (x 1, x2, ... , Xk) falha na etapa i, i > 1, 
rnlâo, pelo mnws um tios TJr()(~f:.r.;.'ios em G( X, i) devem estar funcionando na etapa i. 
O proton>lo PVDTF, descrito a seguir, gara.nt<' tolerância a múltiplas falhas, desde que 
sPja obededda. a. restrição 5A. L. 
Descrição do Protocolo 
U 111 processo X no estado inicial emite o seu voto após terminar a execução local da ação. 
S<' .\' nào concorda <'rn validar a ação, ele envia mensagem NÃo para o processo X 1 e muda 
para o estado AHORTAI><> 1. Se concordar em validar a ação, X envia a mensagem SIM1 para 
o procpsso X 1 e muda para o estado I'RI~I'ARAD0 1 • Se falhar, a.o recuperar-se muda para o 
estado d<' aborto ABORTADOk. 
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No estado I'REI'ARAD0 1, ao detectar término de espera, X atribui Lh·mirto-f'sfHTa = I 
e substituto[\]= X 1, envia mensagem NÃo ao processo X 2 e ao pron~sso subsliluto[l]:.!, e 
muda para o estado ABORTAI>o2 • Ao re<:elH'r urna mensagem SIM 1, envia uma IIH!nsag<'m 
SIMz ao processo Xz c muda para o estado I'IU:I'ARAI>02 • Ao rccelwr uma mensa.g•~m NÃo,, 
envia urna mensagem NÃO".! ao processo X".! e muda pat·a o est;ulo AHOil'I'ADo2 . Se falhar, 
ao recuperar, envia urna mensagem IU:cUI'I·:RANI>o(X) aos demais procPssos e muda para o 
estado especial REC!J P~:RAN DO. 
No <!stado PIU:I'ARADOi, 2 ~ i ~ (k - 1), a.o detectar término de Pspera., X atri-
bui túmirw-espcra = ténnino-espf:ra + I e substituto[ ténnirW-f'.'ilH:m] = X i e envia IIIPII-
sa.gem PERG!JNTANDO(X, i) a todos processos em G(X;, i). Ao receber uma mensagem 
I'I·:H.<i!JNTANDO(Z,j), envia uma. rrl<'nsagem SIMj a. Z. Ao receber uma nwnsagem SIMj, 
envia. urna mensagem SIMi+l ao processo Xi+l (se ténnino-l:spem >O, envia, tamh<-m, JJI('Jl-
sa.gem SI Mi+t para os processos substihüo[j]i+ 1, j = l, 1, ... lénnino-espt:m) e muda para o 
estado I'R~:PAH.ADO;+I. Ao receber uma mensagem NÃO, envia uma mensagem NÃ<>i+l a.o 
processo Xi+l (se término-espera> 0, envia, também, mensag<'rn NÃ<>i+l pa.ra os processos 
sub.c;tituto[j]i+l ,j = l, 2, ... tb·mino-esrJl:ra e muda. para o estado AHOH.'I'AD<>i+t· Ao s<• rt'('ll-
perar d(~ uma falha, envia nwn,sagem IUjClJJ>~:RANDO(X) ao,s domais pt·o<:esso,s e muda para 
o estado RECU l'l•:RAN DO. 
No estado I'RJ<:I'ARADOk. ao d<'t<'dar 11111 término de espet·a., X envia IIH'nsagPtll 
l'l•:Jt<;UNTANI><>(Xk,k) a todos os proc<!ssos em G(X,k). Ao r•'ceher 11111a m••nsagPm 
J> E llG uNTA N no( Z, j ), X envia uma. mensagem SIM j a Z. Ao r<~n~her uma IIH'nsa.gem SIM k. 
muda para o estado VALIDADO. Ao reccbN uma nl<'nsagern NÃo, muda para o <•sta.do 
ABORTADOk. Quando falhar, ao recuperar, envia mensagem RI~C!JI'J<:RANDo(X) aos dPmais 
processos c muda para o estado IU:cuPERANDO. 
No estado ABORTA D01, ao detectar término de espera, X atribui tàmino-f .'ipt'm = I 
e substituto[ término-espera] = X 1, envia mensagem NÃo 1 a.o processo X 2 e ao pron•sso 
.c;ubslituto[ 1]2 e muda para o estado ABORTA DOz. Ao receber uma mensagem de q ualq H<'r 
tipo, envia urna mensagem NÃO ao processo X 2 c muda para o estado A BOitTA no2 • Ao sP 
recuperar de urna falha, muda para o estado ABORTA DOk. 
No estado ABORTADOi, 1 ~ i ~ (k- I), a.o detectar um t.érmi11o de espera, .\' atribui 
tl:r·mino-t;spem = término-espcr·a + I e suln;tituto[ ténnirw-f:spt·m] = X i. Ao ren'lwr uma 
mensagem I'I~RG!JNTANDO(Z,j), envia uma. mensagem NÃO a Z. Ao r<·<·dwr urna IIH'IIsagem 
SIMi ou NÀOi, envia IIIJia mensagem NÃOi+l ao processo Xi+l(se l{nuiuo-<:spnn > 0, •~n­
via, também, mensagem SIMi+l para os processos substituto[l]i+l ,j = I, 1, ... tln11itto-cspnn) 
e muda para o estado ABOR'l'AD<>i+l· Quando falhar, ao recup<'rar muda. pa.ra. o Psta.do 
ABORTADOk. 
No estado ABORTADOk, ao receber uma mensagem PEH.GlJNTANDo(Z,j), X <'llvia uma 
mensagem NÃO a Z. Ao receber uma mensagem RECUP~;RANDo(Z), envia urna. mensagem 
ABORTE ao processo Z. 
No estado VALIDE Ao receber uma mensagem l'~:n.GUNTANDo(Z,j), X envta uma HH'II-
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H<t!?;<'Ill SIMj ao processo Z. Ao receber urna mensagem REClii'I!:RANDO(Z), envia urna rnen-
sag<'lll VALIDE ao processo Z. 
No estado RECIJI'ERANDO, ao receber urna mensagem VALIIH:, X muda para o estado 
VALIDADO. Ao recPbN uma mensagem AHOilTI•:, muda para o estado AHORTAI>Ok. 
Correção do Protocolo PVDTF 
Qua.udo uã.o omm•m falhas, o PVDTF é idêntico ao ODCP, portanto é necessário analisar 
sua correçã.o apenas quando ocorrem falhas. 
O PVDTF <; toiNante a nuíltiplas falhas, desde que a restrição 5.4.1 seja respeitada. 
Essa a.lirmaçã.o pode ser demonstrada do seguinte modo: quando o processo X detecta a 
falha do processo X;, na etapa i, ele enviará mensagens 1'1-:H.Gl!NTANDO(X,i) para todos 
os processos de G( X i, i). Desde que a restrição seja mantida, pelo menos um processo irá 
responder ao processo X. Pelo protocolo, todos os receptores subseqüentes de X i receberão 
dP X a lli<'Sma lll<'nsa.pprn q uc X; enviaria se estivesse operacional. Se X também falhar, 
X i+ 1 d<'t<'<·tar<Í. a f ai h a de X na etapa i+ l. Desde que a restrição ainda seja satisfeita, X i+ 1, 
a.p<ls <•uviar l'l•:tu;u NTAN Do( X i+ I, i+ I) a todos os processos pertencentes a G(X, i+ l) = 
(,'( .\", i)U(,'( X;, i), iní r<'<"<•IH'r pelo lll<'IIOH uma. resposta.<) o protocolo podmá. Hcr tontinua.do, 
com os proc<'ssos OJ><'raciouais terminando a ação consistentemente. 
Os JH"O<"<•ssos falhos, ao se recuperarem, abortam a ação imediatamente, ca..'lo esteja em 11111 
dos estados q ou AHOilTADO;, (I ::Si:::; k). Se estiverem em algum estado PIU~I'ARADOi, 1 ::S 
i :::; A:, enviam mensagens R~:Cl!l'~jRJ\NDO a. todos os processos e mudam para. o estado 
RECUI'EHANDO. Desde q1w a restrição 5.4.1 tenha sido observada, os processos operacionais 
<•starão no III<'SIIIO estado final c portanto enviarão mensagens idênticas em resposta..'> às 
m<'nsa~?;ens 1u;c li I' ERA N DO. Logo, os processos em recuperação mudarão para o mesmo 
<•stado em que os processos operacionais estão, após a chegada da resposta. Fica mostrada 
assim a <·orr<'ção do protocolo. 
Al(•m de ser tolerante a múltiplas falhas quando é obedecida a restrição 5.4.1, o PVDTF 
ainda funciona corretamente, bloqueando, quando a restrição não pode ser satisfeita; isto é, 
quando X det<'ct.a uma falha de X; na etapa i, e todos os processos em C( X;, i) estão falhos, 
o protocolo não funciona de modo errado, mas permanece bloqueado até que algum processo 
pertencente a. G(Xi,i) ou o próprio X; se n•cupere e possa responder a X 5 • 
Em [YA!H] <~ proposta uma alt.mação do protocolo PVDTF com o objetivo d<! Lol<lfiLr 
algumas situaçü<~s de falhas de partição. O protocolo é obtido retirando-se as operaçõ<~s 
'•1:; ft'ita uma Jlt'lfUena ressalva com relação a essa propriedade mostrada por Yuan e Agrawala ([YA91]): 
para que o protocolo possa continuar após o bloqueio, é necessário que o processo X saiba, de algum modo, 
<'111 que estado os processos G( X,, i), estão para que X possa pross<~guir o protocolo e terminar a ação. Essa 
informação pode ser passada a X pelos processos que estavam falhos, através da mensagem RECIIP~:RANI>O, 
incluindo nela os estado em que estavam quando falharam. Como essa mensagem é enviada a. todos os 
processos, X também a receberá e poderá então se desbloquear. 
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de recuperação existentes no protoeolo PVDTF. Ap<ls uma falha dP part.içáo, o prot.omlo 
continua a. funcionar desde que em cada partição haja pdo menos 11111 processo ern r:( X;, i) 
quando a. falha. ocorn~ durante a etapa i de envio de mensagens. 
Capítulo 6 
Protocolo de Validação 
Semi bloqueante 
Confi:>rnw mostrado na Seção 2.3.4, nos protocolos de duas fases os subordinados em estado 
PIU:PAitADO ficam bloqueados quando o coordenador falha antes de tomar uma decisão. 
Por outro lado, os protocolos ditos não-bloqueantes não são muito utilizados em sistemas 
g<>rPn<·iadon•s de açôes atômicas. O pouco uso desses protocolo deve-se principalmente a dois 
faton•s: 
• tais proto<·olos sempre requerem três ou mais fases em qualquer execução e, portanto, 
o t<'mpo de execução e o número de mensagens enviadas é maior do que nos protocolos 
de duas fases, mesmo em execuções sem falhas; 
• não <•xistem protocolos não-bloqueantes se há a possibilidade de ocorrer falhas de 
partição nníltipla na rede. Logo a tolerância a falhas desses protocolos não compensa. 
a. sua ineficiimcia. 
Neste <·apítulo é proposto um protocolo intermediário entre os protocolos de duas fases e 
os protocolos não-bloqueantes. Durante uma execução sem falhas, o protocolo comporta-se 
como um protocolo de duas fases. Quando surgem falha..'> no sistema, o protocolo pa..'>sa a 
funcionar <·omo um protocolo não-bloqueante. Devido a esse comportamento intermediário, 
o protocolo é denominado protocolo scmibloquenante. O protocolo semibloqueante apresen-
tado ru~st<• trabalho é uma extensão do protocolo descrito em [RA9:3]. 
O protocolo proposto baseia-se no modelo hierárquico de comunicação entre processos. 
O protoeolo reduz as situações de bloqueio e em determinadas circunstâncias tolera falhas 
d<• partição da rede. O modelo hierárquico é utilizado para copiar, nos descendentes c 
nos ascendentes de um processo, a intenção desse processo em validar ou abortar a ação. 
Tais cópias permitirão ao protocolo tolerar diversas situações de falhas, incluindo falhas do 
roordenador e falhas de partição da. rede. 
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Durante uma execução sem f ai h as do protocolo, o n1í HINO dP m<·u:-;a~PIIs ('111 i tidas <' 
comparável ao do protocolo de duas fases hierárquico desnito na S(•(ão :Ui. 
6.1 Descrição do Protocolo Sernibloqueante 
6.1.1 Visão Geral do Protocolo 
O coordenador ( rair. da árvore de processos) inicia a exe<:ução do protocolo cnvia.udo ordens 
aos seus processos filhos para que votem pelo aborto 011 validaçiio da a<;ão (primeira fa.s<' ). 
Ao receber a ordem de voto de scn processo pai, um processo intermediário propaga 
a ordem a seus processos filhos se ele concorda em validar a a<;ã.o. O voto do pron•sso 
intermediário, a ser enviado a seu proc<>sso pai, será o voto SIM, se Pie concorda em validar a 
ação c todos os seus processos filho1-> votarem SIM. Se o processo iutPrrn<•diá.rio não concorda 
em validar a ação 011 recebe votos N,\o de S<'IIS lilhos, ele Pmite o voto NÃo a. S<'ll pron•sso 
pai e a decisão AHORTI•: a seus processos filhos. A deci:,iiio AHOitTE <'uviada. pelo pron•sso 
intermediário propaga-se até os processos folhas .. · 
Cada processo folha., ao receber urna ordem de voto, euvia. o S<'U voto a seu pron~sso pai. 
Se r<~cetwr 11 ma d<~cisão A HO ll'l' Jo:, o processo folha. aborta. os efeitos locais da a.<;ãn. 
O coordenador torna. urna decisiio ao recelwr os votos dos processos ipw são seus li lhos. A 
decisão é a de abortar a. ação se pdo menos um dos votos recebidos <'o voto NÃo. Se todos os 
votos são SIM, o coordenador decide validar a ação. Em seguida., o coordenador comunica aos 
seus processos filhos a decisão tornada (segunda. fase). M<•nsagens rorn a decisão propagam 
do coordenador em direção às folhas da árvore de processos. 
A descrição do protocolo apresentada acima. corresponde a uma <'X<'Cu<;iio em qu<• nã.o 
ocorre nenhuma. falha de processo ou falha. de comunicação. Corno pode ser constatado, 
uma execução sem falhas do protocolo semihloqueantc é semelhante a. do protocolo de dua.s 
fases hierárquico apresentado na SPçiio :Ui. 
As maiores diferenças entre o protocolo sernihloqueante e o de dua.s fa.ses tradicional 
estão na capacidade do primeiro em tolerar falhas. A orga.ni;,a.ção hi<'r<Írquica. dos proc('ssos 
c a informação implícita. ern cada. voto permitem a.o protoeolo blo(JIJ<•a.nt.e s11portar v<Í.ria.s 
situações de falha •. <;. Particularmente, permitem inferir, ern determinadas sit.ua.çó<'s, o voto 
dos' processos subordinados falhos e a decisão do coordenador. 
Se um processo intermediário l falha antes d<~ emitir seu voto, este pode ser inferido com 
base nos votos dos filhos de /. Se há. algum processo filho de l com voto SIM, é porque I 
concordaria em validar a ação. Se todos os filhos de I têm voto SIM, o voto de I com cNteza 
seria SIM. Obviamente, se o voto de pelo menos um dos filhos de l for NÃo, ou se uni <l<•les 
tiver abortado a ação, o voto de l deveria ser o voto NÃo. Essa in fcr(~llcia pode ser ainda 
aplicada de modo recursivo para. tentar descobrir qual seria o voto de um processo falho que 
é filho do processo l. O voto de l representa, portanto, urna combinação das intcnçô<'s de 
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cada processo pertencente à subá.rvore com raiz; no processo I. Por isso, o voto de I pode ser 
considerado como sendo a resposta dessa subá.rvore à ordem de voto. A definição completa 
de tT ... po:;la fÜ: uma subârvm·c é dada na Seção ().1.'1. 
Quando u rn processo (coordenador ou subordinado) detecta uma falha, o protocolo passa 
a funcionar de modo semelhante a um protocolo de três fases. O processo (l'Ie detectou a. falha 
t.Puta. obter, com base uas respostas da.s su bá.rvores cujas raíz;es são filhos do coordenador, 
uma intençii.o quanto à finaliz;ação da açáo. Devido à ocorrência de falhas, é possívd que 
dois proc<'ssos obt.<•n ham i nt.enções diferentes q ua.nto a fi na.liz;ação da ação. Para. transformar 
uma intenção em dedsii.o, um processo deve obter urn conjunto mínimo de processos que 
concordam com essa. intenção. Esse número mínimo de processos deve ser obtido de tal 
modo que não sPja possível obter um outro conjunto com número mínimo de processos que 
concordem com uma intenção contrária. Um conjunto com esse número mínimo de processos 
é d<'nominado qum·um. Existem, portanto, dois tipos de quorum: quorum de aborto~ quorum 
df: valülaçâo. 
Uma tentativa de obter urn quorum de um tipo pode ter corno resultado, a. obtenção 
de um quorum do tipo inten<:ionado, ou de um quorum do tipo oposto, ou ainda, pode não 
obtN quorum aiJ?;um. 
lJ 111 pron•sso i uterllH•diário em estado P IU:PA RA DO que detecta término do tempo de 
PspNa pdo voto de um de S<'US filhos tenta obter um quorum de votos fa.voní.vcl a.o aborto 
da. a.çii.o. Caso consiga obter algu 111 q uoru rn, o processo in termediá.rio decide fi na.liz;ar a. 
a.<;ào de acordo com o tipo de quorum obtido. Em seguida, o processo intermediário envia 
IIH'nsa.g<•ns com a dPcisão a. seus pron•ssos filhos. Se náo conseguir obter um quorum o 
J>rorpsso int.PI'IIH~diá.rio perma.ne~:e a.gua.rda.ndo que algum outro processo tome urna decisão. 
Um pron'sso subordinadoS com voto SIM, ao detectar término do tempo de espera pela. 
d<•<·isão qiH' d<'VCria ser enViqdé1 pelo seu processo pai, tenta., ele rnesrno, obter Uma. decisão. 
S tenta inferir a decisão que o coordenador teria tomado, tentando obter a.s respostas das 
su h árvores cuja.s ra.íz;cs são filhos do coord<•na.dor. Se todas a.<> respostas das subá.rvores forem 
SIM, S tPnta obtN um quorum para validação da ação. Se pelo menos uma. das resposta.'> for 
NÃO ou i\HOit:n~, S aborta diretamente a ação. 
O caso em que o processo subordinado com voto SIM não consegue obter a resposta de 
uma das su bárvon•s é mais rom plexo e será tratado com mais detalhes na próxima seção 
(ver Regra P F I O). 
O roordenador, ao ddect.ar t.<-rrnino do tempo de espera pelo voto de um de seus filhos, 
t .. uta. oht. .. r a rPsposta da suhárvore cuja raiz; corresponde a Psse proc<'sso filho. Ao obter uma 
n'sposl.;t, o coordeuador tenta obter um quorum correspondente ao aborto ou à validação da. 
a.ça.o. 
Ao ohi.N um quorum despjado, o coordenador ou u rn subordinado efetiva a decisão cor-
l'<'sporl(knl.<' ao quorum obtido. 
O protocolo proposto tolera ta.mhérn alguns tipos de falha de partição da rede. Se em 
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uma partição há prot.:<'HHOH operacionais sulici<•nt.m; para inferir as rPspost.a.s da.s sub:í.rvon~s 
cujas raízes sáo processos lilhos do coordenador e se ;dgum tipo de quorum pode s<'r obtido, 
então todos os processos operacionais dessa partiçáo finalizam a. ;u;a.o. 
6.1.2 Estados dos Processos 
No protocolo semibloqueante, a.lúm dos estados: IH~SCON li ECI DO, I'REI'A RA DO, A HOJri'A DO 
E VALIDADO, utilizados também no protocolo de duas fases hierárquico, existem os estados 
PRÉ-VALIDADO e PRÉ-ABORTADO. Um processo entra em estado I'RI~-VALIDADO s<~ concordar 
em participar de um quorum para validaçáo da ação. De modo análogo, urn processo que 
concorda em participar de um quorum para aborto da ação entra em estado I' lU~- A HORTA DO. 
Um processo em estado PRÉ-VALIDADO não muda parao es_tado I'RÉ-AHOR'I'ADO. O contrário 
também não ocorre. Ao entrar ern estado PRI~-VALIDADO (ou l'lt~-ABORTADO), um processo 
força a gravação no log de um registro correspondente a esse novo <•stado. 
Os registros possivelmente encontrados no log sáo os seguintes: I' R E PA 11 A IH>, A BO ltTA DO, 
PR~-VALIDADO, l'lli~-ABORTADO e VALIDADO. 
6.1.3 Tipos de Mensagens 
Durante a execução do protocolo sernibloqueante são utiliímdos os tipos d<• mensag<'ns da 
Tabela :l.l. Além daqueles, quatro novos tipos de mensagens são utilizados: 
• aordem ESQUf~ÇA; 
• o voto PREPARADO; 
• o convite PRÉ-VALIDE; 
• o convite I'RÍ->ABOJrl'F:; 
e o sinal RJ.:CU PF:RA N DO. 
A ordem ESQ u E<;A indica. a. 11 rn processo que ele nào necessita mais a.rma.z<'nar i 11 form<uJ>es 
sobre a açào. A necessidade dessa rnensag<'rn será. melhor explicada na. S<•<;ã.o fi.l. 7 qu<' 
descreve a segunda fase do protocolo. 
O voto PREPARADO é emitido por um processo intermediário que concorda em validar a 
ação, mas que ainda nào tem recebido os votos de seus filhos. O voto I'REI'A RA DO é 11111 voto 
particular de I e não pode ser considerado corno resposta de urna su bárvore co111 r ai :.r, <'111 /. 
Um processo intermediário emite o voto PREPARADO somente ap<ls receber urna. nwnsagern 
com a indagaçào PERGUNTANDO. 
A mensagem PR~-VALJI)E é utilizada pelo coordenador ou por nrn subordinado com voto 
SIM na. tentativa de obter um quorum para validaçào da açào. Ao receber uma. rnensag<'m 
().I /)!'scri(<to do /'rotom/o Semibloqrwante 1~1 
I'IU::-VALIDE, um subordinado entra em estado !'RÉ-VALIDADO se já. não se encontrar nesse 
estado ou no estado rRÉ-ABORTADO. Ao entrar em estado I'RÉ-VALIDADO, um subordinado 
Pnvia uma rrH•nsag;<•rn l'll~:-VALIDADO ao remetente da mensagem PltÉ-VALIIH:. Um processo 
<'111 estado PRI;:-VALIDADO não muda de estado ao n•ceber uma mensagem Pllé-AROH.TE. 
A nH•nsagem PIU;;-AHOitTI<: é utilb:ada pelo eoordenador ou por um subordinado com voto 
SIM na tPntati va de obter um quoru 111 para aborto da ação. Ao receber uma mensagem I' RÉ-
A HO RT 1·:, u 111 su hordinado entra em estado I' Ré-ARO RTA DO se já. não se encontrar nesse estado 
ou no <•stado l'ld:-VALII>ADO. Ao entrar em estado PRé-AHORTADO, um subordinado envia 
urna m<'llsa.gPIII I'IU;:-AH<>RTADO ao remetente da nwnsag<>rn 1'11.1::-AHORTI<~. Urn proc<>sso em 
<•stado l'ld>AHOHTADO uão muda de estado ao receber urna mensagem PRÉ-VALIDE. 
A m<•nsa.gPm l'llEI'ARI<: do protocolo sernibloqueante é semelhante à mensagem PIU:I'Atu: 
do protocolo hierárquico, mas contém urna informação adicional que é a árvore de processos 
qu<' participam da ação. Essa informação é necessária para que os processos subordinados 
possam tPntar obter urna decisão em caso de falha do coordenador. 
A mensagem I'I·:R<;UNTANDO é enviada a um processo com o objetivo de se obter o voto 
ou dedsão desse pron•sso. Essa mensag<•m é utiüzada apenas em situações anormais. 
A IIH'nsag<•m ltJo:Clll't•:ltANDO é enviada somente por um processo intermediário que se 
r<'<'UIH'ra dP uma falha. Essa IIH'nsagern é enviada apenas se o processo interm<•diá.rio estava 
1'111 <•sta.do I'REI'ARAI>O e se tiver recebido urna rnensag<'m 1'1-:IWUNTANDO após se rec~q>erar. 
A d<>sni<;iio das d..ruais mensagens é idêntica à aquelas apresentadas na Seção :J.2. 
6.1.4 Resposta de Uma Subárvore 
A 7'(·spo.<;la d(' uma .-;ufuir·vor·F com raiz em um pr·or·csso P indica a intenção dos processos 
p<>rt<'nn~nl.<>s a. <>ssa subárvóre quanto ao aborto ou validação da ação. A resposta pode 
corrPsporul<>r ao voto de P, ou a urna decisão de P e é obtida com base nas mensagens 
<>nviadas p<>los processos que constituem essa subárvore. 
J•:xist.<>m dois modos de se obter a resposta de uma subárvore com raiz em um processo 
/
1
• O primeiro deles corn•sponde a uma mensagem emitida por P durante urna execução 
sem falhas da primeira fase do protocolo. Essa mensagem corresponde ao voto de P. A 
mensagem em i tida. por P cor responde a uma resposta da su bárvorc, pois é com patív<>l com 
os votos dos descendentes de P recebidos durante a primeira fase. 
O s<>gundo modo ó utili.,;.ulo quando não se pode oht<'f a resposta da subá.rvore direta-
meu!.<> do proc<'sso /'. Essa situação ocorre devido a três possibilidades: 
a .. o processo /' ou os canais de comunicação sofrem falhas; 
h. o pron•sso P não r<'cehe o voto de um de seus filhos e, portanto, o seu voto é !'REPA-
RADO; 
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c. a mensagem emitida pelo processo I' é RECIJ Pt·:ttAN DO. Esta lll<~nsa.g<•rrt {• erilit.ida 
se P for um processo i ntermediá.rio em estado I' tu: I' ARA DO e r<'c<'he urna lll<'IIS<t~<·m 
PERGUNTANDO ao se recuperar de uma falha1• 
Nesses casos, a resposta da subárvore com raiz em I' é obtida de modo recursivo, com base 
nas respostas das su bárvores cujas raízes siio processos filhos do processo P. {) rn pron•sso 
X que nã.o consegue obter urna resposta diretamente de P envia mensagens t• t·:R<: 11 NTA N DO 
aos processos filhos de J> com o objetivo de obter as respostas das subárvor<'s da.s quais <'Jps 
sã.o as raízes. A resposta da subárvore com raiz em P pode ser in ferida pdo proc<•sso X <·orn 
base nas respostas dessas su bárvores e pode corresponder: 
a. ao voto SIM, se as respostas de todas sttbárvores forem SIM; 
b. ao voto NÃO, se pelo menos uma. das respostas das subárvores for NÃo; 
c. à decisão ABORTE, se pelo menos urnas das respostas for AHOtrn:; 
d. à decisão VALWE, se p<'lom<•nos umas das respostas for VALIDE. 
O segl,!ndo modo de se obter a resposta de urna subárvor<', descrito acima,{~ tttilizado pelo 
processo X de forma recursiva, enquanto, existir um processo em algum camiuho entre I' e 
um nó folha, do qual X nã.o recebe urna mensagem, ou recebe urna nwnsa.gern t'HEI'ARADO, 
ou urna mensagem RF:CU P~~RAN DO. Se esta recursão dtega a um procPsso folha e <~ste tamb<'•m 
não responde à mensagem Pt·:HGIJNTANDO, o processo X conclui <pH~ a r<'spost.a da suhárvor<' 
com raiz no proc<•sso /' nã.o pod<' s<>r obtida. 
Exemplo 
A Figura 6.1 ilustra a. obtenção da resposta <h~ urna suhárvore eorn raiz no 1u·on•sso /'. Na 
figura, o processo intermediário X corn vot.o SIM detecta t.érmiuo do t.<•mpo de <•spNa p<•la 
decisão do coordenador (Fig. ().la). X tenta oht<'f, de modo r<~cursivo, as respostas das 
suhárvores cujas raízes sã.o processos filhos do coordenador. Portanto, X <•nvia IIH'nsag;<•m 
PERGUNTANDO ao processo P (Fig. ().Ih). Ao detectar término do l<'IIIJ)() de espera J><•la. 
resposta de J> (Fig. 6.1c), X envia mensagens l'~:lt<iUNTANDO aos processos filhos de I' (Fig;. 
6.1d). Porém, um desses processos, o processo 8:1 também está falho (Fig. 6.1<•). X t<•nta 
obter a resposta da su bárvore com raiz em 8;1, enviando mensagens aos descend<•n t<•s d<•sse 
processo (Fig. 6.1f). Com base nas respostas dos processos filhos de S:1, o processo X eonclui 
que a resposta de S:s é SIM. Como as respostas de s, e s'}. fora.m SIM, X cons<'g;IH' oht.<•r a 
resposta da subárvorc P que é SIM. 
10 voto PREPARADO e a. mensagem ltECUP~~RANOO não servem como resposta. de uma subárvore com rai~ 
em P, pois indicam apenas que Pé um processo intermediário em estado I'REPA RA I>O que concorda em validar 
a. a.ção, ma.s não tra.z IH!nhuma informação sobre a.s intenções dos descendentes do processo /'. 
f)./ /)(•scri~·iio do l'rotocolo Sf•mib/oqueante 
a) b) c) 
d) e) f) 
g) 
Fip;ura 6.1: EXPillplo dP oht<•nção de n•sposta de urna subárvore após a oc.orr(•ncia de falhas 
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A Fi{!;ura. fi.2 ilustra. urna situaçã.o em que a resposta <h' uma sub;irvore com raiz 110 
processo I' não podo ser' obtida.. No ex<~mplo da. figura. tenta-se obter de modo n•rur·Hivu a 
resposta da subárvore S:h mas um dos processos folha dessa suhárvore t.arnbi>rn está falho. 
Não é possível obter-se a resposta da subcí.rvore .'h e, corno conseqii(•ncia, não ó possív('l 
obter-se uma. resposta para a su h<irvore com miz em P. 
Obs.: Um processo X pode receber mensagens PR~:-VALIDi\DO ou I'IU:>AHORTi\DO <'lll 
respostas às inda{!;açôes I'~: RG li NTA N DO por ele enviadas. Essas mensa.{!;ens funcionam como 
um convite para participação ern algum quorum. Nesse ca.o..;o, X interrompe a tentativa de 
obter a resposta da su bárvore e passa a pertencer ao q uoru rn correspondente à pri lll<'i r a 
dentre as mensagens PRÉ-VALIDADO ou I'IU~-ABORTADO recebidas. 
6.1.5 Primeira Fase do Protocolo 
Primeira Fase Quando Não Ocorrem Falhas 
A prirn<'ira fase do protocolo é a fase em que os votos são coletados e urna decisão quanto à 
li na.liza.çã.o da. ltçio t'\ obtida.. 
A descrição é feita por meio de um conjunto de regras ordenadas segundo a sPqiit•ncia. 
lógica de execuc;ão do protocolo. 
Regra PF 1 O com·clenador· ao iniciar· a pr·irncim fww cnlm em estado I'IU<:PARADO l' l'7Wta 
mensagt~ns com a or·dnn I'REPAR~: a seus filhos. 
Regra PF 2 Um JH'ON'.<;.r.;o ittllTm('(li&rio l t·ntm em eslwlo P R E I' ARA no st· l: .•wuJ.t'ull· !;(' 
T'l·r·cber· a or·dcm I' REPA lU~ dt· seu pai c cmu·ot'flar· t'm validar· a açâo. Nt:.-;.w: ('fl-"O, dl· nwia 
nu:nsagl·ns com a or·dem I' R r, I' A R E aos seus filhos. 
Regra PF 3 Se um rn·orcs.<;o iulermcdiár·io l ao r·t·ccbt:r a or·dnu PH E I' A H I•: niio l'01Wonlm· 
em validar· a a~·ão, de f'nlm un l~!·ilado ABORTADO, t·nnia o voto NÃO ao .<;('U pai t' a d('(·iúio 
A BO RT E a seus filhos. 
O voto NÃO de l corr<'sponde à resposta da subárvore com ra1z em /. 
Regra PF 4 Um pmcl:sso folha F t:nlm em t:.slado P REI' ARA DO .w: e sonwnk .'i(' nt·eblT a 
or·dcm I'RF,PARE de st:u pai c coru:onlo.r· t:rn validar· a açiio. Nc.<;.-;e l·aso, F owia o voto SIM 
a :;cu proces:;o pai. Se não concordar l:m valillar a açiio, F l:ttlm nn t::;lado A HO HTA no (: 
l'nvia o voto NÃo a seu procf·sso pai. 
O voto de um processo folha. F corresponde à resposta da subárvore unitária com raiz 
em F. 
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a) b) c) 
d) e) f) 
g) 
Fi?;u r a (i.2: Ex<'lll pio <'111 que não é possível ohtN a resposta de urna das su bárvores. 
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Regra PF 5 Um fJT'ON'H.<;o inl('1'1ltl:diârio f nwia o noto s 1M a .<Wil pai :·w t' 807/H'Hit .<w I 
l'slivo· em c.o;tado I'R~~I,ARADO 1: rvxcbt_·r· o.o; voto.o; dt: loflm; os Sf"Us filhos c du; fon·m SIM. 
Se um processo intcrmcdiâr·io I em estmlo PREPARADO n·cdJt' o voto NÃO d1~ alymn dt· 
sens filhos, ele entr·a em e.'>lado AHOitTADO, envia o voto NÃO a st.'1t pai t' t·rwia a dN·i:-uio 
A HO R.T E a sens filhos cujos votos foram difrTt'ntes de NÃo. 
O voto de I representa a. resposta. da. subá.rvore cuja nu;, ô o pron'sso /. Os votos 
propagam-se no sPntido folha.s-rai;, na árvore de JHOC<'ssos. 
Regra PF 6 O coo1'llr:nadm· toma uma dcci.'>iio ao obtn· as r·co.;po!ila.<~ da.<~ :mluírvm·t·!; t"tt)as 
raízes .c;iio st·tts filho!i. Tais ·rt'!;po.o.;la.o.; t·or·r·t~spondem aos volo.c; tÜ:s.w:s rn·ot·t~.c;so.c;. A tln·i.wio 1: 
a de validar· a açiio se todas as r·c.c;poslas for'l:m sIM c St'T'fÍ a ti e abor·tar a ariio ,c; f: pdo mt·rw . ., 
uma das re.<~posta.<~ for NÃO. 
Por enquanto, está sendo considerada. uma. execução sem falhas do protocolo, port<wt.o, 
o coordenador não recebe nenhuma. resposta do tipo VALIDE, AHOitTE, PR~:-VALIJ)AI>O ou 
PRÉ-ABORTA DO. 
Exemplo 
1\ Figura 6.:J ilustra um <'Xernplo de funcionamento sem falhas da primeira fa.s<' do protocolo 
para urna ação que envolve oito proe<•ssos. Na Figura (i.:~a., de acordo com a. Regra PF I, o 
coordenador C envia mensagens t>ltEI'AU: a seus filhos ft, F'1 e f.J. Na Figura fi.:Jh, conforrtH' 
a R<'gra. PF 2, o processo interm<'diário / 1 entra. ern estado PltEI'A RADO. /\o Pnt.ra.r <'lll esta.do 
I'R~:PARADO, / 1 envia ordens I'Rt·:J>AIU: aos spus filhos /•}. e /•;1 e permanece a.gua.rda.ndo S('IJS 
votos pará que possa emitir o seu próprio voto a C. O pron•sso / 2 não concorda <'111 validar 
a ação, logo, p<'la regra PF :J, <'le entra em <'st.a.do AHOitTADO, envia. o voto NÃO a. :>('11 pa.i <' 
a decisão aborte a seus filhos f1 c f's. /\inda na Figura f).:Jh, o proc<•sso folha /•'1, li lho do 
coordenador não concorda com a validação da. ação. De acordo com a H <'gra P F 1, <'le <'n t ra 
em estado AHOHTADO e envia. o voto NÃO a seu pai. Na. Figura fi.:k, os filhos de / 1 n•t·<'l><•m 
a. ordem I'REI'AIU: <'ambos concordam com a validação da. ação. Como /•}. e J.;1 são pron•ssos 
folhas, eles emitem diretamente o voto SIM a / 1. Pela. Regra PF !), ft envia o voto SIM a (.'.• 
Primeira Fase Quando Ocorrem Falhas 
Durante a primeira fase, pod<'m ocorrer falhas de processos e dos ca.nats de I'OIItunica.<)io. 
/\s falhas de um pron•sso bem corno as falhas de comuniraçào sào det<~ct.ada.s por t.(•rmino 
do tempo de l:'spcra. U rn processo operacional O aguarda. a. dwga.da. de uma mensagt•m dP 
um processo N durante o tempo de <'spera. Se a mensagem nào chegar tll'sse int.t•rva.lo tk 
tempo, O assume que ocorreu uma falha em N ou no canal de comunica<;ào que liga. O a. N. 
Durante a primeira fase existem as seguintes situa.çôes em que um processo a.gu<~rda. a 
mensagem de outro e que porta.n to pode ocorrer térrn i no do t.ern po de <'SI><' r a: 
6./ /)(•scriçii.o do Protocolo Semibloqueant.c 1~7 
a) b) 
e) 
Figura f>.:J: llust.ra.ção do funcionamento sem falha da primeira fase do protocolo. 
Figura ().t1: Ilustração do funcionamento do protocolo quando a. nH•nsagellt l'llEI'A 1t E niio 
chega. durante o tempo de espera.. 
a. cada subordinado em estado IH:SCONIIECIDO aguarda a. mensagem I'IUo:I'AIIE de sPu 
pai; 
b. cada. processo intermediário em Psta.do PREPARA no aguarda os votos de seus fi lhos; 
c. um ~mbordina.do em estado I'R~:I'ARADO e com voto SIM aguarda a. <1<-cisáo que dPVP 
vir de seu pa.i; 
d. o coordenador aguarda. os votos de seus filhos. 
Quando ocorre o término do tempo de espera na. situaçáo dPscril.a. no it.<~m {a.), o protocolo 
utiliza. a seguinte regra.: 
Regra PF 7 Se um pr-ocesso subonlirw.do t:m t:.-;lwlo D l·:sco N 11 ECI DO nâo n:txbt· a onlnn 
Pll~~I'ARE dumnle o tempo de cHpcm, de cnlm em estado ABORTADO e t·nvia o volo NAO a 
seu paz. Sl: ele fm· tambún um pr·oa1<so inlt·t"TIU:diârio, de nwia a dt:t·ú;âo A HO ltT E a .w:us 
filhos. 
Exemplo 
A Figura. (:)..1 ilustra. o comportamento dos subordinados quando ocorre término do tempo de 
espera Psta.ndo eles em estado D ESCO N 11 ECI DO e aguardando a chegada de uma rn<•nsag<•m 
do processo pai. O processo folha F, ao d<•tectar término do tempo de espera., de acordo 
<·orn a Regra PF 7, entra em estado ABORTADO e envia o voto NÃO a seu pai. O 111·ocpsso 
intermediário I, ao detectar término do tempo de espera, entra em estado A HOIITA DO, <'H via 
o voto NÃO a seu pai P e a decisão aborte a seus filhos F, e /•2. • 
Quando ocorre término do tempo <h~ espera na situação do item (h) o pron•sso intPr-
mediário utiliza a seguinte regra: 
(j, I /)l'scrif;;-io do /'rol.oco/o Semib/oqueanl.e I:.!!) 
Regra PF 8 S'f: os votos dos filhos de um pmccsso int(Tnt('(liliT·io f ern e.<Jtado PIU~I,ARADO 
ruio dwyam dumnif' o tempo fie espera, l entra em f',o;lado 1>1U~-AHORTADO e inicia uma 
lntlaliva pam obter um quorum de abor·to da ação. Caso consig(j obter um quonnn, l 
finaliza a açiio de aconio com o tipo de quorum obtido e inicia a execução da segunda fa.<;c 
fio Jn·otocolo. S'c urn quorum niio for obtido [ [Je7'Tnanf:ce ayuardando a chegada de algunw 
dn·i.o;ii.o. S'f• apá.o; ll'T' iuif'iado a tentativa de oblf:nção fif• um qtwr·um de aborto I reabt:r os 
volo.o; (lzlm.wulo.o;) fÜ' .w:us pr·oct>ssos filhos, I os ignor-a c continua a tentativa se eles forY'Tn 
lodo.-; votos s 1M . Se alyum dell:s for o voto NÃo, f inlermmpe a tentativa de obtenção de 
quonun f' dn·idc abm·lm· a açào. No tillimo ca.-;o, o pt'f)('(:.o;so I inicia a exccuçiio da .w:gurula 
fa.o;c do pmlocolo. 
Regra PF 9 Um pt'Of'f'Hso inlcnm~diâr·io I que ainda não lenha n:c(:biflo os votos de seu.o; 
Jillws, ao t'l'f'r·bf·t· uma tiU'U.W.L!J('Tn I>ER<:lJNTANDO, n·sporule: 
a. o volo l'ltEI'ARAI>O ,<;f! aiwla nii.o livn· dl!ln:tado té7'1nirw do tempo de cspcm; 
b. o voto I' 111~:-A HO HTA DO, .w· jâ. tivfT inicimlo uma ll·nlaliva de obter qum·um de abor·to. 
l~'m ambo,o; o.o; casos, Sf' I t'l'alx· o.o; votos de .<u·u.o; filho.r; após ler· r·esfJOndido a uma nu:n.wz-
ynn I' E R< :tJ N TA N DO, I m; iynom, .o;c des foron t()(Jos volo.o; s 1M. lslo significa que I nâo lcr·â. 
volo SIM ru:.c;.w.· f·aso. Sf• um dos votos for NÃo, f decide abortar a a~:ão c inicilz a execução 
da .wgurula fw;l:. 
Na sit.uaç<'io PSJH'eilicada no item (c) acima, um processo subordinado em estado PREI,ARADO 
e com voto SIM aguarda a decisão que deve vir de s<'u pai. A r<'gra abaixo indica corno (~Ss<~ 
subordinado procede quando el(~ não recebe a decisão durante o tempo de espera: 
Regra PF 10 Se um .o;ubm·dinado 8 em estado I>REI'ARADO mm voto SIM não r·ecebe uma 
df'f'Í.wio ale: o Ll1'1niuo do tempo de espnn, ele mesmo if'nla obter· uma decisão. S lenta oblf:r· 
a 7'f'HTJ08la fia âr·vorc de pmcl:ssos cuja miz é o coor·dcnador· atmvés do envio de nwnsagens 
I' E 11 <;uNTA N DO. Ca.o;o o f'fXJ1'fÜ'nadm· l'slfja inacf'.<;.<;ívcl, a rrsposta da âr·vor·c de fJT'fX:r.o;.';oH 
f'07'T'f'.'~Jl07UÜ: a uma f'ombinaçiio das r·csrJoslas das subár·vores eujas mízes sii.o proecssos filhos 
do f'Oonlnuulm· f·onfonnr explicado na sq:iio 6.1.4. Ao obtl'T' as r·c,<;poslas dl;ssas !mbár·vor·c.o;, 
,',' dl'f'Ílir: abol'lm· a açiio Sf~ pdo meno.o; uma das t·r·.o;po.c;lo.s for· NÃO ou ABORTE. St~ alguma 
n·sposla for VALIDE, S fÜ'cúlc valúün· a açâo. Se todas as rv;postas for-em SIM, S tenta obter· 
um q1wr·um pam validaT' a açiio. 
,C.,'(. S Tn'l'bc uma uu:n.o;aycm lio tipo I>RÉ-AHORTADO ou PRÉ-VALIDADO, ele entra no 
(·.o;lado f·m·r·csJxJrulntlc a pt·imcim mrn.o;agern recebida. Ca.o;o niio rl'C('ba poslet·iormente nc-
Tt!wma 1'(·sposla VALIIH:, AHOI!.TF. ou NÃO, S tenta oblf·r· um quor·um cor-respondente ao seu 
l'.o;lado (PR~:-AHOitTAI>O ou I>IU~-VALIDADO). 
Ao oblt·r uma df·f·i.wio, S inicia a ('Xecução da .'i('gttrula fase do p7'0tocolo. Cm;o S rwo 
f'mtsiya obter a rf·.r;po.o;la fÜ: uma das subâr·voTY's, 8 inicia uma tentativa de obtenção de 
t:Hl CA PÍTll Lo fL PnoTocoLo DE VALI DA<.~Ão S1·:M 1 H LOQlii·:A NTI·: 
quorum dt: abor·lo somente .'i(' li ver n·r·ebido pdo mt.·rws um voto I'REI'A ltA DO dmmtlf· a 
lt:nlali'Va dt: obter as re.o.;pm;la.s. S'c rui o li VtT 1'f-'('(·:bido nenh urn voto I' lU: I' ARA DO (i. t . , os 
votos nxebido . ., foram apt:rws votos SIM), o pr·oce.o;so S' nâo lt:nla fonnar quorum alyum; 
apena8 permanece aguanlarulo o nxcbimcnlo tlc alguma dc('isiio. 
Na situação corresporuh•nte ao item ( d ), o coordenador aguarda os votos de S<'Us (H'OCPssos 
filhos. C:1<-:o um dos votos não sPja. r<'cebido durante o tempo de <'S(H~ra, o coonl<-na.dor 
procede conforme descrito na regra abaixo: 
Regra PF 11 S't~ o ('Oordnuulor em t:slado I'Rio:PARADO uiio recdw o volo dt· 11111 tlt- -'Wit.'i 
jilho.o.: ([uranle o tempo tle t:spt:m, {:Ü: lt:nla obter a r·t·sposla da ,<;u/uírvon: cuja a rai:: / t sM· 
pmN·sso. O coordcnatlor cn'Via mt:nsagcns I' E RG lJ N TA N DO ao.o.; dt 'S('t·ndcnlt:.o; dc.o;.w·,.; Jn·or·t· ..... wJ.'< 
ronfo1'Tne explicado na Sn;iio 6.1.4- Se a resposta dessa subánwn: niio pudtT 1wr· oiJtida, o 
coordt:nador inicia uma lntlali·11a {Jam oblt'rt<·iio df: um qtw·r·um th· alwr·lo tla açáo. Ht· o t·om·-
dowdm· consegu(: obter· as 1'f:spo.-;la.-; de lmla.o.; as subtir·vorcs e das fornn SIM, o f'oonlnuulor 
inif'ia uma lenlali'Va de obll!r· um q1wr·um pam validaçiío tla açtio. Sr· pdo mnwH uma tias 
TY~spo..,tas for NÃO ou ABORTE, o coonlnwdor decide abor·tar· a ação. 
Se o ('Oonlenador T'f:'('(:bt• 1mw nwn.-;agem do tipo I'IU::-ABORTADO ou I'RI·>VALII>AI>O, rk 
cnlm no (\'<lado crn·r·t:.o.;pondntlc ao tipo da pr·inu:im HU:rt.o.;aynn r·t·cdJida. ('aso rtiio n·n·IJlL 
1JoslrTionnntlc ru·nhuma n:spo.o.;la VALIDE, A BO RT 1·: ou NÃo, o r·oonlnuulor lntla oblt'1' um 
quor·um cof'T'f'.<~porulenlt· ao seu estado {I' R 1~-A BO nTA DO ou I' R~:- VALI DA DO). ;\ p!Í.o.; obltT uma 
dn:isáo, o coor·dcnador passa a cxN·ulm· a .w-guwla fa.w· do pmlr)('olo, almvf:s ria apli('(tçâo ria 
/lf•gra ,C,'F I mt lkgm SF ::!. 
Cww rttio consiga obter· a rt·sposla de uma da.o; fÍT'1JOT'C.o.:, o f'oonft-wulor· lntla oblt'l' WIL 
q1wrnm dr· abo·r·lo pam a açiio alt: que t·on.o.;iya uma rlf'f'i.wzo. 
6.1.6 Fase de Obtenção do Quorum 
A tentativa de obtenção de um quorum corresponde a urna fase intermediiÍ.ria à prinwira <' 
à segunda fases do protocolo. 
A fase de obtenção do quorum é necessária pois dois ou mais processos podem I. <'I' in-
tPnções diferentes quanto ~t finaliza<;ão da. a.ção, ao final da primeira fas<~. devido a ororr(•ncia 
de falhas. 
Um exemplo é dado na Figura f).!), ond<~ o processo intPrmediá.rio / 1 possui voto SIM I' 
detecta término do tPm po de espera pela decisão do coordenador. De acordo com a H Pgra. 
PF 10, o processo J, tenta obtPr a resposta da subéirvorc com mií': <~m J.1.. O pro<·<·sso / 1 
não consegue obter a resposta dessa subárvorc, pois /2 está. em estado l'lt~:I'AitADO mas 
não possui voto e a comunicaçã.o entre I, e o processo folha 1-;1 não é possível. Portanto, a 
intenção de lt é a de abortar a ação. Contudo, I, não pode abortar diretamente a a<;<l.o, pois 
outro processo pode obter a decisão de validá-la. Por exemplo, conforme ilustra. a Figura 
fi.l /)esrriçiio do l'rot.ocolo Sc>mi/Jioqueante 
().!)b, o coord<'na.dor ao detectar término do tempo de espera pelo voto de 12 , tenta obter 
a resposta da sub;.í.rvore com rai;~, em [ 2 , enviando nH•nsa.gens aos processos folhas 1•;1 e /•4. 
A comunica<;ão entr<' o coordenador e esses processos não está interrompida, portanto, o 
coordenador obtém o voto SIM corno resposta da subárvore [ 2 c a sua intenção será a de 
validar a açào, uma V<'7. que de recebe o voto SIM de f1. 
Para garantir que apenas um tipo de decisão seja tomada, um processo deve garantir a 
exist(~ncia de um quorum dP pron~ssos que concordem com sua intenção de fi nali;~,a.r a ação 
a.nt.<•s qlH' uma dPeisão possa sN tomada. 
Algoritmo para Obtenção de Quorum 
O protocolo sPmibloquPante utili;~,a para obtenção de quorum o algoritmo proposto por Agra-
wal <' Ahha.di [AA91]. O algoritmo baseia-se nas definição de coltTic que é dada a seguir. 
Un1a ('Oln·it· (,'{>um conjunto de conjuntos onde cada conjunto _q é denominado quonlTn. 
Os quorums dP uma. coterie C obedecem às seguintes condições: 
• l'mpri('(Lwü· lÜ' lrtln·.w·çlio: se _q c h são q uoru ms em C, então g n h f.: {}. 
• l'mpr·i('(Lfld(' lÜ' Miuimalilüuü:: não há dois quorums g e h em C tais que g é um 
superconjunto d<• h. 
CotNiPs podem ser utili;~,adas para obtPnção de exclusão mútua em sistemas distribuídos. 
Por ex<•mplo, paras<' obter acesso mutuam<•nte exclusivo a um recurso da rPde, um processo 
I' d<'V<' n·q uerPr permissão de um quorum g d<' proc<•ssos para n•ali;~,ar tal acesso. Se todos 
os JH"O<'<'ssos d<' !/ nmcordarem, o processo P pode u tili;~,a.r o ren~rso. Uma vez qu<• qualq U<!r 
par d<• quorums l.<•m p<'lo menos um proeesso em comum, a exclusão mútua fica garantida. 
O algoritmo de AgrawaJ e Abbadi é utilizado para obtenção d<' quorum em árvore de 
pron•ssos. Para simplificar a apresentação do algoritmo, será considerado que a árvore de 
pr<H'<'ssos (• uma <Í.rvore binária completa. Posteriormente, o algoritmo será estendido para o 
caso dP árvon•s g<'n<;ricas. 
A Figura. fi. 7 descr<•ve o algoritmo de obtenção de quorum em árvore binária.. Para 
t<•ntar obter 11111 quorum um pron•sso chama a função recursiva ObterQuorum passando o 
idPntifi('ador do IH"O<'<'Sso rai;~, da árvor<' de proc<'ssos como parárnetro. A função Consulta 
assume valor verdad<'iro se um processo consultado concorda em participar do quorum e 
assHill<' valor falso caso o processo não cmu:orde em sPr um membro do quorum ou não 
responde à eonsulta. 
O algoritmo l.<•nta construir um quor11m formado por processos que pertençam a algum 
<·a.minho qu<• iuicia ('Oill o processo rai;~, <' tNmina. com algum processo folha. Na árvore da 
Figura{).(;, os q uorums possíveis segundo essa estratégia seriam {I, 2, 4}, { l, 2, 5}, { l, :!, ()} e 
{I, :J, 7}. ObsNve que os quorums satisfazem as propriedades de interseção e minimalidade. 
Caso um pron•sso I'i d<' um caminho esteja. falho ou impossibilitado de se comunicar com o 
(:AI'ÍTIILO (). PROTOCOLO DE V.\LID,\<,:Ão SEMIHI.Oqlii<:ANTE 
a) 
b) 
Fi~ura. fi.5: Exemplo <·m que um subordinado e o eoordena.dor obt(~m int<•n<;il<>s opostas 
quanto à finalização da ação. 
fi. I /Jc•scri(iio do l'rotoc-olo Sem i hloq uean te 
Figura 6.6: Exemplo de árvore de processos. 
pron•sso <JIH' tc•nta obter o quorum, o algoritmo tenta substituir Pi por dois caminhos com 
inícios nos dois nós filhos de Pie términos em nós folhas. Por exemplo, na Figura 6.6, se não 
fóssp possívc•l a <·.omunicação com o processo I (processo rai:r.), então os seguintes conjuntos 
sNiam q uoru IIIS válidos: { 2, ;J' :J, {j}' { 2, !), :J, ()}, { 2, ;J' a, 7} c { 2, 5, :J, 7}. Se os processos 
2 <' :J c•stivess<'m inéu·<•ssÍv<'is, os s<•guintes quorums seriam válidos: { l, 1, 5} ou { l, 6, 7}. Se 
ambos os tu·orPssos I <' 2 estivessPIII falho~> ou isolados, os quorurns possíveis seriam: {-1, !), :J, 
fi} <~ {'1, !), :J, 7}. De modo semelhante, se ambos os proecssoH l c :J estivessem iuacessíveiH, 
os quorums poH~->ÍveiH seriam: {2, 'l, (), 7} c {2, 5, (:), 7}. Finalmente, se os processos l, 2 c :J 
<•st.iveHsem incomunicáveis, o único quorum possível seria {4, 5, 6, 7}. 
O <·onc<'il.o de cot.Prie podc ser utili:r.ado tarnb<-m com o objetivo de se obter exclusão 
1111ÍI.ua quanto à. dPrisão de finali:r.ar a ac;ão: se um quorum de processos concorda com 
um tipo de dPcisã.o, a propriedade de interseção garante a impossibilidade de existir outro 
quorum que con<·onle com um tipo de finali:r.ação diferente. 
O algoritmo da Figura 6.7 pode ser adaptado para atender a esse objetivo. Tal adaptação 
é feita utilizando-se as funçôes OhterQuorumAborto e ObterQuorumVaüdação em substi-
tuição à. func;ã.o Obter-Quorum. 
O algoritmo <·orrPspondente à. função OhterQuoru rnA horto é mostrado na Figura 6.9. A 
funçào OhterQuorurn Validação é semelhante à. furu;ão ObtNQuorumAborto, exceto q11<• a 
fu nçào de consu lt.a é a função Consulta Validação. 
A função Consulta Validação convida um processo a participar da formação de un~ quorum 
de validação, através do envio de mensagem J>R~-VALIIH: a esse processo. De modo análogo, 
a funçào ConsultaAhorto tenta obter um participante para um quorum de aborto, enviando 
uma IJt<•nsa.g<'lll PIU~-i\HOit:n:. 
O tipo quorums ut.ili:r.ado pelas funções ObterQuorumAborto c ObterQuorum VaHdação 
é mostrado na Figura f:i.X. 
A mbaH a.s funçô<'s de consulta podem d<wolver trôs tipos de resultados: TÉRM INO-TI·:M PO-
I·:SI'ERA, PIII~-Vi\Lli>ADO <' I'H~-i\HORTADO. Essas funçôes possibilitam maior versatilidade 
CA I'ÍTU LO 6. PROTOCOLO IH: VALIDA( ÀO SI•:M I HLOQII I•: A wn; 
Função ObterQuorum( 1ir·vore: Á H.VOIU:): conjunt.o_proepssos; 
v-ar r'sq1u-rrla, direita: conjunto_pron~ssos; 
inído 
se va:~.ia( án1or·e) então r<'torne( {} ); senão 
se Consulta(árvon~f.proces.~o) então 
retorne( { lÍrvore f .pr·occsso} U OhtcrQuoru m( lÍn.,or·r f.suh-ti7·1wr·e_esq); 
Oll 
retorne( { lÍrvoref .pr·occsso} U Obt.erQuorurn( IÍT'voref.sub_ánJor·r_dir); senão 
início 
esquerda +-- ObterQuorurn( án,oref .. ~ub_árvore_csq); 
dir·eita +-- ObtcrQuorum( árvore f .sub_árvore_dir·); 
se (esquerda = {} ou direita = {}) então 
(* Não foi possfvel obter um quorum*) 
termine; senão 
rcl.orne( esquerda U dircila); 
flm 
firn 
Figura 6.í: Funçáo para obter quorum em éÍ.rvore I'Hl um sÍHtema distribuído. 
tipo 
quorums = registro conjunto-ahort.o, conjunto-valiJação : conjunto-processos firn 
Figura 6.R: Ddini1;áo do tipo quorurns. 
(j.f /Jf•scri(ào do l'rotocolo ScmiiJioqrwallt<' 
Função Ohl.erQuorumAhorto(ár·vor·e: ÁH.VOIU:, ref qabm·to, ref qvalidaçào: lógico); 
var 1"(·.~ullwlo : cmunwração { pn~-validado, pn)-abortado, término-tempo-espera} 
:1:, y : quorums; qvalidaçào_e.~q. qaborto_e.~q: l<lgico; 
iuído 
se vazia( àn1or·e) entiio 
iuíc:io 





1"('SUllado +-- Consult.a.Aborto( án101'C r .pro('(:sso ); 
se n~sullado 'I térrnino-ternpo-c~(H~ra então 
iuído 
x +-- Oht.PrQuorurnAborto( árvorcf .('squcr·da, qaborto, validação); 
se ((nsultculo = pré-validado) e (não qvalidação)) ou (resultado= pré-abortado) e 
(não qaborlo)) então 
iníc:io 
!I +- ObterQuorurnAborl.o( cír·vore f direita, qaborlo, qvalidação); 
x. ronjunto_nboT"lo +-- x. conjunto_aborto U y. conjunto_abor·to; 
1:. conjunlo-valid(lÇcio +-- x. conjunto_vnlidação U y. conjunto_validaçào; 
fim 
se ( 1"('stlilado = prc!-valida.do) C! qvalidação então 
iuíc:io 
qabo1"lo +-- falso; 
x. conjunlo_validaçào +-- x. conjunto. validação U { árvor·cf .processo}; 
fim 
se mão se ( r·c.~ullado = pn;-<tborta.do) e qaborlo então 
iníc:io 
qt•alidaçào +-- falso; 
1:. conjunto_aborto +- x. conjunlo_aborto U { árvor·c f .proccs.~o}; 
fin1 




x +- Obt.erQuorurnAborto( ár·vor·cl .rsqw:rda, qabor·to...csq, qvalidação_e.~q); 
y ,__ Obl.erQuorurnAborto( árvor·cf .direita, qaborlo, qvalidaçào); 
se ( ( qvalidaçào_c.~q e qaborto) ou ( qaborto_e.~q e qvalidação)) então 
qvalidação +-- qaborlo +-- falso; 
senão iníeio 
fim 
x. conjunto_validação +- x. conjunlo_validação U y. conjunto_validação; 
x. conjunto_aboT"lo +-- x. ronjunlo_aborlo U y. conjunto_aborto; 
retorne ( x); 
Fip;11ra ().!): Função Obt<•rQuorurnAborto. 
CAPÍTIILO (). PI!.OTOC:OLO IH: VALIDA<,'.\0 SEMIHLOQIIEANTI•: 
ao protocolo semihloqueantc, pois permitem a um J>rore:o;so oht<'r um tipo dP quorum opo:,;to 
ao que ele pretende obter. Pot· exemplo, um processo i' em estado I'REI'ARAI>O c <:<>111 voto 
SIM pode tentar obter um quorum de aborto para a ação que esti1 sendo executada. O 
processo J> pode chamar a função Obt.erQuornmAhort.o atra.vé:,; do He!!;uinte ('Otllando Q = 
ObterQuorurnAborto(árvor<', qvalida.<;ão, qabort.o). Q.n>njuntoAbort.o con:,;l.il.ui um quorum 
de aborto se o pa.rãrnetro qa.bort.o, passado por r<'f<'r{~ncia., contiver o valor v<•rdadei r o. llm 
quorum d<• valida<;ão corrcspondc a. Q.('(mjuntoVa.lida.çào :,;e qva.lida<;ào for VPrdad<'iro. A 
impossibilidade de obten<;ão de qualquN quorum é identilica.da quando qva.lida<;ào = qa.horto. 
Uma vez obtido urn quorum (de aborto ou validação), o procP:o;so J> decide fi naliz<u· a 
ação de acordo com o tipo de quorum obtido. Em seguida., o pr<H'<'Sso /' inicia a S<'!!;Urula. 
f<1sc do protocolo sPmibloqucant.e para propagar a decisão obtida. 
Correção do Algoritmo de Obtenção de Quorum em Árvore 
Demonstrar a correção das funçôes dE~ obtenção de quorum consi:o;tc em demonstrar que o quo-
rum em árvore resultante da execução possui as propriedades de intersccçã.o c minima.lidatk. 
Essa demonstração é dada através da prova de corrcçào do Teon•ma abaixo, apr<'S<'Iltada por 
Agrawa.l e Abaddi [AA91]: 
Teorema 6.1.1 O qtwr·um f m lÍrvor·f· sali.o.;fa:: a.'l fJT'OfJI'Íf·filuü· .... fÜ: i1tlt·r·:·wçtio f' mi~timalúlwk 
df~ f'Olf'1'Ü:. 
Prm,a. A prova é por i ruiiH;iio na altura da árvore bi n<iria. q 11<' rorn•spond<• i1 ;Í.rvon• d<• 
processos: 
JJase. S<~ja uma árvore binária de altura I, isto é, a árvor<' ront<'lll ap<'na.s urn prot·<'sso 
.o.; I. Um quorum de aborto igual a {si} possui as propriedades de mirtimalidad<' e int.<•rs<'<:ão. 
Igualmente, um quorum de validação possui as duas propri<~dades a.rirna n.f<'l'ida.s. 
llipóle.o.;e Jrululiva: considera-se que o enunciado do Teorema. S<'.ia. verdadeiro para á.rvon•s 
de altura h. 
Passo da Indução. Seja urna árvore binária de altura h + I. S<•ja ,o.; l a ra.iz dPssa árvon•. 
Pode-se verificar pelo algoritmo da Figura ().9 que qua.lquN quorum de aborto da árvon• 
p<•rtenn~ a uma das tri•s da.ssPs: 
l. {.•d }U{mernbros do quorum de aborto da. subárvore esqu<'rda}; 
2. {.o.; l }U{ membros do quorum d<' ahorto da suhá.rvon• dir<'it.a} ou 
:3. { mcrn brm; do quorum de a horto da su hcirvore esq U<'rda.} U { nt<'lll hrm; do <t uorr1m dt• 
aborto da subá.rvore dir<~ita}. 
Pela. hipótese indutiva os quorums das subárvorcs direita e PS<prerda possuem as duas 
propriedades de coterie. Além dbso, pode ser verificado que os quorums da classe I posstwm 
fi./ /)l'scri(ito do l'rot.ocolo Semihloqu<'antc I :J7 
uma. inh•r:;Pçào nã.o va:r.ia com os quorum:; da:; clas:;es 2 e :J. Poróm, nã.o são todos os meinbros 
da da:;:;e I que JH'rt<'nn•m tambórn à.s da:;ses 2 c ;J. Condiçôes senH'Iha.ntcs ocorrem para 
a.s cla.ssPs 1 e :J. Logo, o conjunto de quorums de aborto construído para urna árvore de 
altura h+ I ó uma coteric. Argumentos semelhantes podem ser utilizados para demonstrar 
que os quorums d<' validação obtido pela função ObterQuorurnValidação tarnbórn possui 
as propriedade:; de interseçã.o c minimalidade. Portanto, as propriedades de cotcrie sao 
satisfPita.s por u111 quorum em árvore obtido de uma. árvore binária de altura qualquer. 
Comentários 
O ntí IIH'ro d<' pro<·Pssos nPcessários para S<' obt.N um quorum é u rn fator importante, pois 
i nllu<•nda. no eusto d!' <'xecuçã.o do algoritmo, já q U<' o rní mero de mensagens é proporcional 
ao tamanho do quorum. 
0 a.Jgorit 1110 de obt<•ru.;ã.o de q HOI"UIIl em éÍ.rvore req UN no melhor caso r Jog2nl processos 
pa.ra. formar<'m um quorum. l•:sse valor pode ocorrer Nn duas situações: 
I. quando o quorum eorresponde a. um ea.minho que inicia no processo rai:r. e termina crn 
um pron•sso folha, ou 
2. quando um proe!'sso no nível superior ao do processo folha. está falho. 
O algoritmo pode tolerar falhas de n - r log:.~nl processos específicos. Por exemplo, 
na Figura ().(i, o quorum {1,1,:J,'1} pode ser formado, mesmo que os processos 2,:!,6 e 
7 estPjam falhos ou tenham intenção contrária quanto ao tipo de finalização intencionada 
pPios proeessos dess<' quorum. 
Coufórm<' d<•moustrado em [AA91], no pior ca:;o são necessários r(n + 1)/21 processos 
pa.ra oht<·nç;l.o dP u 111 q uoru rn. Esse caso ocorre, por ex em pio, quando apenas os processos 
folhas estã.o ativos<' eoncordarn ern participar do quorum. 
O algoritmo proposto por Agrawa.l e Abbadi apresenta., portanto, a propriedade de dc-
gnula~·âo compor·t(l(lfl ( "gracefuU degra.dation" ), o que significa que seu custo é considerado 
baixo qua.udo uã.o O('Orrem fa.Jhas (apenas r Jog2nl llll'!lSagens) C aumenta COIH O acréscimo 
de o<·orr(•ucias d<' falhas. 
J•:rn alguns casos, o algoritmo e mcapa:r. de obter um quorum após a falha de apenas 
r log:.!nl pron~ssos. Por exemplo, se os processos I, 2, ·1 Na. Figura f).() estã.o falhos não Í.\ 
possíwl ohf.<'r-s<' rwnhum quorum em árvore. Entretanto, se outro método fosse utili:r.a.do, 
por <'X<'IIl pio o de obi.Pnçã.o de q uoru rn por maioria., um q uoru rn formado pelos processos 
:J, !), (), 7 rest.ant<'S podPria. ser obtido. 
C.\ PÍTIII o (). PnoTflcor,o DE V:\ u ll.'\<;,\o Sr·:M IHLOQIJ EANTE ---------------------------- -------
Extensões 
O algoritmo de obtenção de quorum em árvore pode ser estendido para árvon•s não hinária.s. 
Qualquer nmjunto de processos que contém um caminho da raiz. a ur11 processo folha forma. 
urn quorum. Se um processo /)desse caminho est<:Í. falho ou nào concorda em participar do 
quorum, então um quorum deve conter os processos pertencentes aos ca.minhos que iuicia.m 
nos filhos de P e terminam em processos folhas. 
O algoritmo também pode ser <•stendido para ser utilizado com árvores nã.o <"Oiltpl<'tas. 
Um processo pode ter um número arbitrário de processos filhos. Um quorum em árvor<' pode 
ser obtido, desde que um processo falho ou que niio participa do quorum seja substituído 
por todos os caminhos possíveis que tenham início nos proc<'ssos filhos desse pr·ocesso e qtu• 
terminem em processos folhas. 
A ültima extensão proposta acima faz com que a propricda.d<~ de minirnalida.d<~ seja 
violada. Por exemplo, considere uma árvore formada por dois processos P1 e 1'2 • O processo 
P2 é filho do processo P1• De acordo com o algoritmo, a coterie correspondente a. esta. 
árvore seria. { { P1, P2 }, { P2}}. Obviamente, os q uortrrns mio satisfazem à. propri<•<lcul<' dP 
minimalidade. Entretanto, essa propriedade é nóccssária para redu;,ir custos de <>nvio dP 
mensagens, ma.s nã.o ó necessária para garantir a <~xclu.sã.o n11ítua. 
Se a minimalidade deve ser garantida (por questiio de efiri(•nria.), podP-S<' a.lter;u· a.s 
ftrn<;ô<~s de obt.ençã.o de quorum para qtre retornem uma. indic;u;ào de erro quando ocorT<' a. 
falha d<' um processo que possui ap<'ll<t.s til ti descendente. 
6.1. 7 Segunda Fase do Protocolo Semibloqueante 
A segunda fase do pwtocolo tem início com o envio de mensagens contendo a <IPci.são quanto 
à. fi nalizaçào da açiio. J~ssas mensagens são en viada.s pelo coordenador <'/ou por algum 
subordinado que tenha tornado uma derisáo. 
As primeiras duas regra...<; descrevem o início da segunda fase quando de ocorr<• no <·oor-
denador. 
Regra SF 1 Se o coordenador dr·ódl' abo1"lm· a a<·iio, df· entra nn u;lado A HORTA DO f' 
envia a dccisiio A HO RT~; a todos os .w·w.: filho.'l cujo.o; 11oloH fomm flijfTf ntu; fÜ' NÃo ou q1u· 
ainda niio abortmnm a açiio. Cww o NJordenador tf:nlw enviado nu:n.wtgr·n_.; I' E 11 <; u N 'L\ N Do 
ou knha iniciado a fase df: oblntçiiu de quorum, de f:nvia mf'rt,<;agt·n.c; a lodo.<; o.'i Tn·or·t·.'i.wJs 
f'Ujas n:.<iposla.'i foram flifnv·nh·.<; dt: A HO ltT E ou NÃo. 
Regra SF 2 Se o coordenador· dccidl' validar· a açiio, elt: f'nvia a flcâ.wio VALIDE a /()(los 
os seus filhos que ainda niio validaram a açâo c a todo.o; os pr·or:eHsO.'i que T"f'.'~potulnnm ús 
mensagens PERGUNTANDO que o eoor·denadm· possa ter feito. Ao oblu a.-; mntsagnu.; RECEBI 
de todos O.'i seus filho.r::, o mm·denadm· entra em estado OESCONllf:CIDO f: f·ntJia a uu·n.wty(fn 
ESQlH~ÇA a eles. 
fi. I /)c•sc riç<io do I 'rol. oco/o Sem i h/oq ueanl.e 
SP 11111 subordinado inicia a. segunda fase, ele o faz segundo a.s as duas regras abaixo: 
Regra S F 3 /!m subonliruulo H q1u· lf:nha rif'Cidido abm·tm· a ação pmcedc do 8CfJUÍrtlf~ uuxlo: 
I. se S for· um fH'Of'f',r;so interm('(liâr·io, df: envia rru~nsagl'rts abor·te a lodos os seus filhos 
r·ujos votos fomm difnrnlc.<; rlf~ NÃo c que ainda não dccidira.m aborlfLr a ação; 
"' .'i f'nvia mcn,~;aycns f'Ont a dn~i.wio A HO RT~; aos pr·of:essos que l?nviaram respo,~;las às 
indagaçiif:s J> E RG uNTANDO e aos pr·ocl~ssos que enviamm mensagens durante a fww 
de oblntçiio df: quorum. As mensagens com a decisão ABORTE são enviadas apenas 
àqudt·s {JT'Ot:t'.o;.<;o.<; que enviamm rm:n.<Jagens difer·entcs de NÃo ou ABORTE. 
Regra SF 4 lhn submrliruulo S q1u· lntlw decidido validar a ação procede do sf:guintc modo: 
• se .'i for· um pmres.<;o inler·rm:diário, ele envia a decisão VALI IH~ a lodo.<; os seu.r; filhos. 
/~'m .wguida, S ayuanla o.r; sinai.r; RECI·:HI de seus filhos e a onif:m ~:SQU~:<;A de .<;ettJHli; 
• .'i nwia a tÜ'f'Í.o;iio VA 1.1 IH: ao.r; pr·tx·c.r;.'.;os que rrwiamm 1'f!sposlas dumnlc a fase tlf: 
oblcnçáo do qum·um. 
Os processos intermediários ao rec:cbcr<•rn a. decisão comportam-se do seguinte modo: 
Regra SF 5 Cada. JJt'OCf'.<;.';o inlcnn('(liáT'io f ao r·cccbcr a det:isâo: 
• t·nlm rm f:sl(J(lo A H<> RTA DO .w~ a decisão for A HO RT~:. Nesse caso, enma mrn.wLyrns 
A HO RT ~; a ,r;f~Us fil/ws; ou 
• t·nlm nn l'.'llado VALIDADO ,r;c a deci.o.;ão for VALIDI<:. Nes.'le cww, f executa os Sl'!JUÍnles 
JHl8.'iO,<;: 
nwia a tlcf'i.wio VALIIH: a .'ir.w; filhos, 
t'TtVÍfl o sirw/IU:CI·:HI a .'it'1l pai r, 
ayuanla a onlf'Tn ~<:sq lii·:<,~A de .w·u pai f' o~; .<;ir tais Ju.:c 1•: H I tÜ> !if'U.<; filhos. 
Regra SF 6 Cada Jl1'0t'f'8.WJ folha ao n:ccbrr tmw deci,o;ão AHORTI<: cnlm em estado 
AHOiri'ADO. S'e 1'f'fTbn· uma dcci.<;à.O VALIIH:, enlm Pm C.';lado VALIDADO, envia O sinal 
IIECEHI a .<wu pai f' ay1ulnla deste a onlcm ~:sQu~:çA. 
Regra SF 7 Um pr·of'f·sso inlcrmediâr·io ao r·eceber· os .o;Íruzi.o; RECEHl de seus filhos e a onüm 
I·:SQ 11 Jo:<;A dr seu pai, f'Ttlm f'Tn estado D F:SCO N 11 ECI DO F rnvia mensagens ESQ u ~~ÇA a Sl'US 
jillws. 
(:1() CAI'ÍTIILO (). J>HOTOCOLO IH~ VALII>:\<).o SEMIHLOQIIEANTE 
Regra SF 8 Um 1n·occsso folha, em f'.';[ a do VALI DA o o, cnlm ( m t'."lado 1> ~-:se o N 11 EC II>O ao 
receber· a ordem ~~squ EÇA 
Após finalizar a ação, um procPsso pode ainda receber irllla.f,!;<t<;ÜI'S I'ER<;tJNTANDO. l•:ssa.s 
indaga<;&~s podem vir dP um processo <'111 recupera<)io, ou de urn processo que esteja t<~nta.ndo 
decidir sobre a finalizaçào. Em qualquer caso, a s<'guint<~ r<'gra 1; utili;~,ada: 
Regra S F 9 Um pron~s.•;o nn co.;lwlo A HO HTA Do, ao rn·dJ(T uma indagaçiio I' E lt<; uNTA N I H', 
envia a lÜ~ci.<;ão A HO RT~: como rr:spo:·da. Se f',<;livn· em e.<; lado VALIDA no, T't·.<;pmuÜ': VA L 1 1> E. 
llá. urna situação em que o coordenador inicia. o protocolo diretamente pda segunda fa.sP. 
N<~SH<~ <~a.so ele não <:or~t:orda. com a. validação da. <tçào t~ a sua dedsão n<i.o dopende dO!; demais 
processos. Nesse ca..'>o, o coordenador age segundo a regra. abaixo: 
Regra SF 10 Se o roorlÜ~nador ('slâ em estado D r,sco N 11 ECI DO e wio corwonla ('Til validar· 
tl açrio, ,.[,. cntm em t!Htt~do A HO ll'l'A DO. A Ht'!Jttir, f'll~ ínidfJ tlir·ctanu·ntf' a .'ll·yumlu fww 
enviando a lkci.9ilo ARO RT E a .w·us filhos, muforrlw a llcgm S' F 1. 
No protocolo semihloqueanl.<', o est.a.do DESCON lll·:cmo nii.o possui um r<'f,!;ist.ro corri'S-
porulent.e no log. Para. evitar que haja confusão <•ntn• <'SH<~ <'St.ado <' o Pst.a.do A IIOltTA DO 
presumido, as rnensa.g<•ns RECEHI e I•:SQU E<; A sào utili1.adas. 
As mensagens RECEHI s;io importantes para qtu• o coordPnador e os procPssos int.Pr-
rnediá.rios S<tiba.rn até quando e!Ps devem manter em suas IJH•mórias vol;í.t.Pis as inforrn;u;ii"s 
sobre uma. ação validada. Enqu;wt.o nào recebm·em de S<'IJS filhos llH'nsa.g<'ns com o sina.l 
RECEHI, tais processos não podem rnuda.r para o estado DESCON III•:CIJ)O. Essa <•xigi•ncia é 
necessária pois um processo pode ter falhado antes de receber a. mensagem com a. decisào 
VALIIH~. Esse processo, ao se recuperar, envia mensag<·ns J>Eit<;UNTANDO a.o (H'OC<'sso pai con-
forme s<~r<Í mostrado na próxima se<;iio. Se o processo pa.i est.i wsse no <•st.ado 1> ESCO N 11 EC 1 DO, 
ele nào possuiria nenhuma inforrna.<;ão sobre a. açào. Logo, de enviaria a dPcisã.o A HOHTE 
ao seu filho em recupcra<;ão. Obviamente, tal situação geraria uma inconsist.i•ncia na fina-
lizaçào da ação. Portanto, um processo nào folha. nã.o pode Pnl.rar em <•stado IH:scoN 11 EC IDO 
cnqua.nt.o nã.o receber os sinais IU:cEHI de todos os seus filhos. 
A mensagem l•:squ E<,:A é ll<'cesscíria., pois mais de um JH·ocesso subordinado pode t.Pnt.a.r 
decidir sobre a finalizaçào em tempos diferentes. Suponha que um subordinado SI entra <·rn 
estado D 1-:SCON III•:CI DO antes que t.odos os pron•ssos t.en harn validado a <u;ã.o. Posl.<•riorrrH'Il 1.1~, 
um subordinado S'2 pode enviar rnensa.g<'ns 1>1-:R<:UNTANDO a. S'l. Como SI nào mais possui 
informações sobre a a<;ão, ele ir<Í. responder com uma mensagem cortt(~ndo a dPcisáo A HOitTE. 
Isto, obviamente, gera finalizações inconsistentes em S 1 c 82. Portanto, cada. subordinado 
deve manter, em sua memória volátil, informaçües sobre a. açã.o a.té receber a ordem ESq 11 E<,: A 
do seu processo pai. Essa. ordem indica. que o processo pai sabe que todos os d<•rnais pro<"essos 
validaram a ação c que, portanto, não é mais necess;í.rio a.rrnazena.r dados sobre a a.<;ào. 
().I /)('scriçáo do f'rotoco/o Semih/oqueante 1·'11 
6.1.8 Recuperação de Processos Falhos 
Ao :>c I'<'<'IIJH'ra.r d<• 11 ma falha, u rn proces:>o lô os r<'gist.ros armazenados no log e acu rn ula <'111 
sua llH'IIIÚria volátil as informaçôes sobre o estado de cada. ;.u;ão existente antes da ocorri~ncia 
da fa.lha .. 
As regras almixo deHcrevern o com portament.o do coord<•mtdor apÓH ler o log: 
Regra R 1 ,','(. ao s(' r·er·urK:mr, o coonlr·nadm· f:ru·ontmr apena.~ um regi.'lt7'0 I'IU~I,AitADO, 
de n·ittir·ia a ('Xf'f'urão da primeira fase do pmtOf:olo a paT'lir· da !lf:gm P F 11 . 
• '-ir· f'nnmlrm· um 1'('gistm Plt~-AHOitTADO, ou [>ltÍ.;-VAI,IDADO, o coordenador inicia uma 
lntlativa tÜ' oblr'r· um quontm cor·r·csporulcnte ao n:gistm encontrado. 
(.'as o ('tu·onlr·r· um rrgislm VALI DA DO, o coonlnwdor· cxt·cuta as r-egras do coordenador 
na .. wyuuda fww do pmlocolo. 
Regra R 2 O ('Oordnuulrn· nn J'('(:upemçiio, ao r·ecebcr uma rru•nsag(:m 1> I·; H.< i uNTANDO, po(ie 
tntyit· dos .•wyuitt/('.<; modos: 
I. .<;(' o t'tJOnlnuulm· ('tu·mttr·m· flfJ('IW.'I um r·cyislt·o J> 1t E I' ARA DO no loy fKlT'(J a aç(io, df' 
adia o nwio tÜ.· uma 1'('SfJOsta atr: que uma dn:i.w"io Mja obtida; 
"J .w· cw·oulmr· um 7'f'fjist·m l>lt~-VALII>ADO ou 1lrrt rrgist1'0 PRI~-AHOil.TADO, O coor·rif:Tta(Jor 
('ttvia ('OUW T'l',.,posta uma mensagem cor-rcspondotle ao TY.'gistm encontmdo, Ü;lo é, 1> IU~­
VALIDADO, ou PR~-AHORTADO; 
:J. .w· 11âo c·rwortlmr um T'f'!JÍslm algum no log corr·cspondenk a ação, o coonlcnador· cuvia 
a mcusaynn A HO RT ~~ como n~sposto.. 
,f. .w· o r·tmnkruulm· jfí ftm,irl validado a a~·rio a7/.lf'.'l d(' Of~m·r·f•r· a falha, df! f'Twin a Tnf'U.'Ia-
ynn valide COTTW T'C,'iTJOSlfl. 
Regra R 3 Sr· um JH'O('(',<;,<;o subonliwulo ao se rr·cupcmr f'Ttr:ontm a[Jr:nas um n·gistro I> RE-
I' ARA DO, dt· nwia uu·nsaynts P I•;R<i lJ NTA N DO a .w·u ]JT'O(~c·sso pai r:nquanlo niio r·eccbcr· uma 
dn·i.'ifi.o . 
. 'i(' ('1U'01tlmr um ngÍ!;tr·o I>JtÍ.>AHORTADO ou Pld;-VALIDADO, o suboT'dinmlo mu:za uma 
lntlaliva tÜ' oblr·n~·ti.o de~ quonun NJTTf'SJiortdcnle ao r·c·yistm f'Tteonlmdo. 
Um TJT'O('t·sso .<;ubonliwulo, ao nwonlmr·um r·r·yislro VALIDADO, erwia auu·n.wlgcm ltJo;CEHI 
a .•wu pai. .'ic: o subonliruuio foT' também um proces:.;o intcrmcdirír·io, ele envir1 rnt:nsagcns 
VA L 1 1> E a lodos os sctt.'i filhos. l~'m seguida o rn·oct:sso c:xec:uta a Regm SF 7 se for um 
fJT'O('('sso iuftTm('(lidrio, ou a llcym SF 8 se for um pr·or·e...;so folha. 
Regra R 4 Sr: um ln·or·c·H.<;o f~m r·.~.~tr.ulo VALIDADO T'f:f'ebf• uma mcwmgnn J>IU~-VALIIH:, I'Jt(;-
AHOJrn; ou I'EIUiiJNTANDO, de r:rwia a mensagem VALIDE l'Tlt 1Y'.'i[KJ.':Ila. 
1·12 
Regra R 5 S'c um [J1'0('(',<;,o;o inlt:r·rn('(litirio f~m c H lado I' R E I' AnA DO nf't /)(' uma tTU Ttsayu11 
I' ~:RG UNTANDO ao .<;c 1'CCU]H'1'(11', de uwia a mt·wmgl'm H. EC lJ I' l•:ltA N DO t'OTIW ruqJOsla. 
Regra R 6 .'h~ um pmccH.<;O folha em l'Hlado I'REI'ARAI>O rn·t !Jt' uuut 1/!f'U.WiYf~Ht I'I·:R<;ll N-
TA N ()() ao .<;C 1'f'CUJ)(:1'fl1', dl: f:T!VÍfl a TTU'WUl!]t'Tn SIM f~omo 1'f·.<;posla. 
Qualquer processo em estado PR~-VALIDADO ou I'RI~-AHOitTADO, que r<'<'Phe uma. 111<'11-
sa~ern I'ER<;UN'I'ANDO, envia men;;agem corr<'spon<knl<' ao estado ern que se encontra. 
6.2 Correção do Protocolo 
Uma execução sem falhas do protocolo sem i bloqueante é semelhante à. do protocolo de duas 
fa.'les hierárquico. Os mesmos argumentos utili...:a.dos para. aqu<'le protocolo se aplicam ao 
protocolo sornibloquoante om uma execução Í!,l()nta. do falhas. 
A demonstração da. corn•ção do protocolo em execuções em que ocorrem falhas {• f<•ita 
com base na análise das silnfu;Ôl's tÜ: conflito. Denomina-se .... il1w~·iio de f'O'It}lilo a. possi-
bilidade de dois processos di f(~r<'n t<•s tomarem decisôes a. pós a ocorrí'~ll<·ia d<• falha l'rll uma. 
expcuç<i.o do protoeolo. Os processos <'nvolvidos em um<t sitmu;ã.o de conllit.o sã.o ditos TJT'O-
f'C.'ISO.'i t·onflilanln;. As sit.Ha<;Õ<•s de conflito podem ser id<•ntifica.das Vl'l'ifi<·a.ndo-s<~ os casos 
em q uc os processos podem vir a tomar decisões a.pôs uma ocorri•m·ia dP fa.lha do protocolo. 
Esses casos são os Sl'guintes: 
caso 1 o coordenador decide sem t<'f detectado a falha. Ocorre q11a.ndo o 1·oordena.dor t.orua. 
uma. decisão antes do su rgirnento da. falha (ver Regra. P F fi); 
caso 2 o coordenador recebe mensagens NÃo ou AHOit.T~: eru resposta a urna tentativa de 
obtenção de respostas das subárvores rujas raí...:es são se11s processos filhos ( v<'r Regra 
PF 11); 
caso 3 o coordenador tenta obter um quorum - ocorre quando o coord<•nador tPIII.a oh-
ter as respostas das subárvores cujas raí...:es são seus pron$SOS filhos e receh<· aJwna.s 
rnonsagens SIM, I'RI~-VAI,II>ADO ou Plti~:-AHOitTADO ou I'IU~PAitADO (v<'r Regra. PF li); 
caso 4 11111 processo subordinado com voto SIM tenta oht.er um quorum ocorn~ quando um 
processo subordinado com voto SIM te11t.a. oht.er as n•sposl.a.s das suh;í.rvores cujas ra.Íz<'S 
são processos filhos do coordenador e recell<~ apenas mensagens SIM, I' 1t ,:;_VALIDA no ou 
PRF.PARADO (ver Regra PF 10); 
caso 5 um processo intermediário em estado apenas I'IU~PARADO tenta. oht.er um quorum 
de aborto após detectar término do l.<'m po de espera p~>.lo voto de um de seus pron•ssos 
filhos (ver Regra PF R); 
fi.:! ( 'orn•(iio do l'rol.orolo 
caso 6 um IH·on•sso subordinado com voto SIM recebe alguma mensagem NÃo ou AHORTE 
durantl' a tPntativa de obter respostas das subárvorescuja.s ra.Í7.es são processos filhos 
do coonknador (ver Regra PF 10). 
Os casos acima são os tínicos em que urn proc<'sso pode tomar d<•cisão após a. ocorr(•nria 
de llllléL f;tl h a .. 
Uma situação de conflito corresponde ~L ocorrôncia sirnultãnea d<• dois dos casos apresen-
tados a.dma. Portanto, as situações de con!lito possíveis são as seguintes: 
Situaçô<•s em que o coordena.- { 
dor deddc sem detectar falha. 
( <·a.so I ) 
Situ;u;ôl's em que o coorde-
na.dor r<'n~be urna rrwnsa.gern 
NAO ou AHOln'E (caso 2) 
Si t uaç()('s <'m que o coordena-
dor t••nta. oht<•r um quorum 
Situaçôes que envolvem ape-
nas os subordinados 
{ 
{ 
situação 1: ca..'io X caso 4 
situação 2: caso X caso 5 
situação 3: ca..'>o x caso () 
situação 4: caso 2 x caso t1 
situação 5: caso 2 X caso 5 
situação 6: caso 2 X caso() 
situação 7: caso :l X caso ,1 
situação 8: caso :l x caso !) 
situação 9: caso :l X caso 6 
situação 10: caso t1 x caso t1 
situação 11: caso 4 x ca..<;o .~ 
situação 12: caso t1 X caso 6 
situação 13: ca..<;o .~ X ca..'>o 5 
situação 14: caso 5 x caso 6 
situação 15: caso (j X caso 6 
Para dernonsl.rar qH<' todos os pron•ssos que decidem após a ocorrôncia de uma falha 
tomam a IIII'SIIIa d<'cisào, é necessário e sulici<'nte d<•rnonstra.r que em nenhuma das quin:w 
situ;u;ô<'s d<• conllito os IH'o<·essos tomam decisôes diferentes entre si. 
As situ;u;ô<'s c11ja.s dernonstraçô<•s de corre<;ão mais complicadas são aquelas que envoi-
VI'III o caso I. Nas situ;u;ô<'s I e 2, o coordenador decide s<'rn obtN quorum, enquanto urn 
subordinado I.Prtl.a ohi.N um quorum para tornar dedsã.o. /\ prindpio, pode-se supor que a 
nào H<'<"<'ssidadl' d<' obter um quorum por parte do coordenador poderia fazer com que um su-
bordinado<' o coord<'nador tornassem decisões diferentes. Entretanto, pode ser demonstrado 
q tre isto nã.o oco r r<'. 
O coord<'nador d<'cide abortar a ação somente se recebe um voto NÃO de um de seus filhos, 
pois <'StiÍ. s<•ndo consid<•rado qtJ<' a falha ocorre após o coord<'na.dor ter decidido. Portanto, 
todo subordinado que tenta obter as respostas das subárvores cujas raízes são pron•ssos 
filhos do coordenador obtém uma resposta NÃO, AHORTE, ou nã.o obtém a resposta d(' urna 
das suhárvores. No IÍII.imo caso, de acordo com a Regra PF 8, o subordinado tenta obter 
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um quorum de aborto da ;-u:ão. Garante-se as~;irn, que ap<•nas quorums de aborto potl<-rn 
ser formados. Logo, todos os su hordi na.dos que esl<•jam no:-; t·a:.;os ·I, 5 e (i que dt•t·idi r<'lll, o 
fazem abortando a <u:ão. 
Considere a ocorri'•ncia do caso I <'111 que o coordenador dt•citk validar a a<:ã.o a.ul.t•s da. 
ocorri'mcia. da falha.. Nesta. condi<:iio, tem-s<~ a ga.ra.ut.ia. dt• que a sit.ua<Ji.o :~ não ot·orTP, pois 
não há emissão de TTH'nsag;ens N;\0 ou AHOitT~; por n<'nhum processo envolvido no protoeoln. 
Al<~m disso, não existe nenhum processo subordinado que esteja apPnas <'111 estado I'IU·:I'A-
RADO (isto ó, sem voto SIM). Nect'ssariarnent.e, todos os subordinados possuem voto SIM, 
logo a. situação 2 ta.rnb(•m náo ocorre. A sil.ua<:áo 1 pode ocorrer, eutr<'l.<tnl.o um subordiua.do 
com voto SIM tentaria. obter um quorum de aborto apenas no caso em que não cons<'gtH' obt.Pr 
as respostas de uma das su h<irvor<~s cujas raízes são processo:; filhos do coordenador. O h v i-
amente, a possibilidade desse processo nào obter a. resposta de urna. das subárvores t•xiste. 
Porém, o protocolo garante quo uma tentativa de obtenção de um quorum de aborto nào 
ocorre. Esp<•cifica.rnentc, a Regra PF 10 assegura. que um subordinado com voto SIM t<'nta. 
obter um quorum de aborto somente se receber uma mensag<'lll l'ru;PAitADO duranl<' uma 
tentativa de obter as respostas dessas su bárvores. Corno todos o:; processos nen':>sa rianwn tt• 
possuem voto SIM, a tentativa. de obter um quorum de aborto nào ocorre. 
Pode-se ronduir que nas situaçôes qu<' <'nvolvern o caso I, isto é sit.u<uJ><~s I, 2 <' ;~, os 
(HOC<'ssos que d<•ridPm t.orua.m a mesma dt•cisão. 
As situações de conllito qu<• não <'nvolvt'lll o ra:;o 1 (ou que nií.o <'rtvoiV<'IIl o eoor<kna.dor) 
podem ser classilicadas nos s<•guintes grupos: 
Grupo 1: formado por sitmu;ões em qu<' os dois prot·t•ssos ronllitant.<•s n•cdwm lll<'nsag<'ns 
NÃO ou AHOit:J'I<; (situaçÔ<'S (i e I!)); 
Grupo 2: formado por situaçÕ<'S em que um dos procpsso:; tenta. oht.er um quorum<' o outro 
r<'ccbc uma mensagem NÃO ou AHORTE (situa.çôcs ·1, 5, 6, !), 12 e 1·1); 
Grupo 3: formado por situaçôes em que ambos os procpssos conflil.a.ntes t<•ntam obt<•r um 
quorum (situat;ões 7, ~' 10, 11 e t:l). 
l 
Nas situa<;ôes do grupo 1 ambos os processos conflitantes linaliza.m ét a<;ão do lll<'SIIIo 
modo, isto é, abortando-a. 
Nas situações do grupo 2, o processo que reechc a nrerrsagcm NAO, ou AHOI!TI·: a.hort.a 
a a<;ã.o. Não Irá a. po:>sibilidade de que o proecsso conllitante tent<' oht<~r um quorum dP 
va.lidaçã.o. pois pelo lll<'nos uma das respostas das sub;í.rvon~s nrj;ts ra.Ízt•s sào prot·<•s:;os 
filhos do coordenador é NÃo ou ABOit:l'E. Nas situaçôc:; que envolvem o caso 5, o (H·on•sso 
conflitante tenta sempre obt<·r um quorum de aborto, de acordo com a. H.t•gra PF X. S<• o 
processo conflitante não consegue obter a resposta de uma. da..'> suhárvores cuja raiz é lilho do 
coordenador, ele tenta. obter um quorum de aborto de acordo com as R<'gra.s P F I O e Regra 
PF 11. Logo, em todas as situa.çôcs do grupo 2, todos os prores:;os que deddern ahort.a.rn a 
ação. 
(j.:J Ol.imixar;ôPs 1·1!) 
O ~rupo :~ é constituído por situações ern que cada. processo de um pa.r de processos 
conllitant<'S tPnta obt<'r um quorum. N<~sta.s situações, uma. decisão é tornada. apenas se 
um dos processos conlli tantes obtiver um quorum. Conforme demonstrado na. Seção ().l.{), o 
a.l~oritmo d<' obtenção de quorum em árvore utiljza.do pelo protocolo semibloquea.ntc ga.ra.nte 
a impossibilidade de se obter dois quorums de tipos diferentes. Portanto, se dois processos 
Plll qualquer u111a. das situa.çôes do grupo:~ tornam <h~cisÕ<'S, essas <h'cisões são a.<; mesmas. 
Os ar~UIIH'ntos acima. demonstram que ern qualquer execução do protocolo sernibloque-
a.n t<', com ou sPm fa.l h a., todos os proc<'ssos que li nalir.a.m a. ação o fa.zern do rnesrno modo, 
ist.o (., todos a validam ou todos a. abortam. 
6.3 Otimizações 
NPsta. Sl'<)i.o sã.o propostas algumas otimiza<;ões com vistas a tornar o protc><:olo S<'rnibloque-
a.nl.<' mais eficiente. 
6.3.1 Economizando Mensagens em Processos de Leitura Apenas 
PudP-S(' r<'dnr.ir o lltÍiltnfO d<~ IIWIIHti.Jl;('IIH <'IIVia.da.H dura.nl.<' a. H<'gunda ra .. <;(' do prnt.n<·nlu ('111 
casos de a.çô<'s de kitura apenas ou ações parcialmente de leitura. O coordenador c os proces-
sos int<'f'lll<'diá.rios nã.o Pnvia.m a. decisão a. processos que apenas lt'elll os dados. Também não 
IH'C<'ssit.a.m sN <'nviadas as mensag<'ns Esqu~:<;A c RECEHI. Votos do tipo (,g(TURA-AI>~<:NAS 
dPV<'Ill s<'r i 11 t. rod uzidos no protocolo pa.ra identifica. r pron'ssos pari. i c i pant<'s da. ação que náo 
a.ll.<'r;uu dados. 
As S<'~uint.es adapl.a.<;ôes dev<'fn ocorrer no protocolo para. qu<' o mesmo possa. tirar pro-
V<'it.o das ;u;ôes de leitura. apenas. 
I. se um processo intermediário I recebe somente votos LEITURA-AI'~~NAS e I não altera. 
nenhum dado localm<'nte, ele envia o voto LEITURA-API·;NAS a.o seu processo pa.i. Se 
o pron'sso I ou algum de seus processos lilhos altera os dados, o voto emitido pelo 
proc<'sso I é obtido com base na.s intenções desses processos que não são de leitura. 
apenas, ou seja, o voto u;ITURA-Al>[.;NAS não influencia. o voto do processo I neste 
caso. 
2. sP o coor<h'nador recebe somente votos d<' LEI'I'PRA-AI'ENAS de seus processos filhos 
e o coordenador não altera nenhum dado local, a.o receber os votos de seus processos 
filhos, <'le simplesrn<'nte apaga. a.s inforrna.çÕ<'s sobre a. a.<;ão de sua. memória. local. Nã.o 
<'xist.e segunda. fase do protocolo neste caso. Se o roordena.dor altera. os dados locais 
ou al~uns d<' S<'US filhos não são processos de leitura ap<'nas, Pie torna. urna. decisã.o com 
has<' nas inl.<'n<;Ú<'S d<'sses processos, ou seja os votos LEITU RA-AI,ENAS não influenciam 
na derisã.o. Neste caso, mensagens com a. decisão são enviadas apenas aos procPssos 
cujos votos foram diferentes de r.EI'l'URA-APENAS. 
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:t processos subordiuados dP leitura apena.s, a.o entrarem em c•sta.do I'HEI'ARAIH> for<;a.m 
a. grava.çáo de um tipo c~srwci<tl de registro no log. Esse registro cotll/•m <IJH'tta.s a 
identificação da açào e uma indicac;ã.o de que Pia nào altera chulos n<-tquc•le pron~sso. 
As ações de leitura. apenas, ap<'sar de propiciarc•m uma redução de• envios d<• IIH'IISa!.>;t•ns, 
não evitam a. gravação forçada no log do estado I'IU:PA RA DO. Esta gra.vac;ã.o se faz necc•ss;íria 
para garantir a. correção do protocolo. Se nenhuma. gravac:iio fosse executa.da., c·omo ocot-rl' 
no protocolo PA, um J>rOC<'sso <to se recupera r poderia não saber identificar S<' <'I e <'r a um 
processo de leitura. a.pc•nas ou se d<' havia abortado a. ac;ão a.nt<•s da falha. ocot-r<'l'. Essa. dtívida. 
ocorre tanto no protocolo seulil)loquea.nte quanto no protocolo PA, por<-m, no último, Pia 
não afeta a. concção do protocolo, pois não h<i a possibilida.clc do processo <'llt recuJH'ra<:ào 
receber urna. mensagem I'ERGUNTANDO dt~ um subordinado. No protocolo sPruihloqtH•a.ntl', 
entretanto, um processo de~ leitura apenas pode, ao se rc•c·tqH'rar, recl'her urua IIH'IIsa.g<•m 
I'I·:RGU NTAN DO de um suhordimulo com voto SIM. Nesse caso, é necessário qw~ o pro<'l'sso 
tenha alguma informaçáo indicando que ele em cl<' leitura apenas. S<• assim u;i.o fiH·, o pmc·<·sso 
em recuperac;ão assume que havia a.bort.aclo, caso nã.o <'ncoutre ueuhuma informac).o solnl' 
a. ação no log. l~sta situaçã.o pode fa.,er com que o coordeuador e um subordinado com 
voto sim tomem decisô<•s diferentes. O coord<•n<ulor pode validar a a<;iio ao rc~wlH•r <IJH'IIas 
votos SIM e o voto LEITURA-AI'ENAS de urn processo antes de sua falha.; o suhordiua.do c·om 
voto SIM aborta a ação ao r·eceher urna mensagem aborte dPsse nH'smo procc•sso após <·le sc• 
recuperar da falha. Portanto, devido à cara.derística de presumir o aborto quando niio há 
informação sobre a ação, o protocolo sNnibloqueant.e nã.o pode <•vita.r a. grava<:ã.o do Psta.do 
I'RF:PARADO em processos de lPitura apenas. 
6.3.2 Envio de Mais de Uma Mensagem em Uma Mesma Transmissão 
( "pigbacking") 
Pode-se reduzir uma Pta.pa de <'li vi o de mensagens no p rot.ocolo sem i bloq uea.n te, I' Vi ta.ndo-sP 
transmissôes exelusivas para o transporte de rnensagc•ns 1-:SQlJ ~-:(;A. O <'llvio d<•ssas IIH'nsa.gens 
pdo coordenador ou por u 111 processo intermediário não necessita. sN i rrwdiataiii<'B te• após 
esse processo receber as mc~nsagens RECEHI de seus processos filhos. O coordPna.dor ou um 
processo intermediário podem adiar o envio da mensagem ESQlJ I•:(;A ~~ insNi-la no contl'tído da 
próxima mensagem a ser enviada ao processo filho ao qual ela d{'ve s<~r <'nviada. Dessa. forma 
pode-se obter uma redução no ntímem de transmissôes, através do aumento d<' tamanho da. 
próxima. mensagem a ser enviada. 
6.3'.3 Utilização de Balanceamento da Árvore de Processos 
A árvore de processos que constituem a. ação pode não ser urna. árvore completa.. N<•st<• caso, 
pode-se obter urna nova estrutura a partir desta. árvore, visando diminui r o tempo d<' <'XC'cuc:ão 
do protocolo e o niÍmero de mensagens enviadas. Antes de iniciar a. ex<'cuçào do protocolo, o 
(i.'l E/idôncia do l'rotocolo Durante• Execuçôes Isentas d(• Falhas 
processo rai1. da. árvore de processos obtém urna. a. árvore balanceada. correspondente h.quela. 
árvon•. i\ <Í.rvor<' balanceada tem corno rai:~. o mesmo processo que era rai:~. da. árvore original. 
i\ <'X<'nu.;ào do protocolo s<'rnibloqu<•a.nte passa. a tornar corno base a árvore balanceada 
obtida. i\ árvore balanceada. é propagada. aos diversos processos envolvidos na ação através 
de sua inclusão nas nu•nsa.g<•ns Plli~I,ARE. 
6.4 Eficiência do Protocolo Durante Execuções Isentas de 
Falhas 
S<•rã.o utili:~.a.dos na avalia<;ão da performance do protocolo semibloqueante os nwsmos 
nit.!•rios estahel<'cidos na. Seção 2.3.6. A seguir, são feita a.va.liaçôes do protocolo quanto 
a.o t<•mpo de execuçào e quanto ao nümero de mensagens enviadas. 
6.4.1 Tempo de Execução 
No modPlo de cálculo de tempo de execuçào descrito na Seçào 2.:3.6, o tempo gasto para 
emitir mensap;ens em paralelo é o mesmo para. mnit.ir urna tínica mensagem. Portanto, o 
t<•mpo d<• <'X<'cuçào do protocolo para. uma. ação executada. por urna. árvore de processos de· 
altura h é !)h que corresponde a h unidades de tempo para o envio de mensagens PIU:PAIU: 
até os nós folhas, h 11 nida.des de tempo para o envio de votos até o coordenador, h unidades 
d<• tPmpo para o envio de mensagens com a decisão, h unidades de tempo para o envio de 
mPnsa.p;Pns HECEHI <'h unidades de tempo para o envio de mensagens gsqUEÇA. 
6.4.2 Número de Mensagens 
O n tÍ 111<'1"0 d<• m<•nsap;<•ns en via.das d urantc uma execução do protocolo é medido corno sendo o 
ntÍIIH'ro d<• m<•nsa.g<'lls Pnviada.s pelos N processos em urna ação que é validada. Considerando 
a. ut.ili:~.açào da técnica de "pigbacking" para o envio das mensagens ~~SQU EÇA, o total de 
m<'nsa.p;ens (• 'I( N- I) que rorresponde a N- l mensagens PRI•:PAU:, N- I mensagens de 
votos, N - I mensap;<•ns com a. decisão e N- I rnensap;ens RECEHI. 
6.4.3 Número de Gravações no Log 
Dura.nte uma execução sem falhas do protocolo sernibloqueante, cada pro(·esso executa a 
p;ravaçã.o forçada. do registro I>R~:PARADO, e do registro VALIDADO, caso a ação seja validada. 
O n·p;istro d<• aborto ó gravado caso a açào seja abortada., mas a sua gravação não é forçada 110 
lop;. Em uma <'X<'<'U<;ào com falhas, cada procPsso força. a gravação d<• no máximo trôs registros 
110 lop;: o r<•gistro I>HEPARADO, o registro VALIDADO e llfll dos n•gistros: I'R8-VALIDADO ou 
l'llfo:-AHOHTADO. 
1·11'3 CAt'ÍTIILO 6. PrtoTO<'oLo nE VALIDA<.~Ão SEMIHLOQIIE:\N'n: 
Capítulo 7 
Conclusão 
O ohjetivo inicial do nosso trabalho era o de fazer um estudo detalhado do problema de 
validação d<' ações atômicas, bem como dos principais protocolos publicados que procuram 
resolv(•-lo 1• Em nossa opinião, esse objetivo foi realizado e tem como resultado os capítulos 
~' :J, 1 e !) d<'sta dissertação. 
Acreditamos que proporcionamos ao leitor urna visão detalhada do problema de validação 
dP açii<'s atômicas e dos protocolos que visam solucioná-los. Além disso, adotamos urna 
pa.drouiza.çào ua desnição dos protocolos estudados que acreditamos ser útil para estudos 
futuros, por ex<•mplo, para urna a.nális<~ comparativa dos protocolos estudados. 
O <•studo dos protowlos de validação também serviu de subsídio para a proposição de 
urn novo protocolo, o protocolo semibloquea.nt<', que acreditamos ser a segunda contribuição 
deste trabalho. 
Este capítulo está divido em duas seções. A Seção 7.1 faz uma. breve análise sobre as 
abordagens da.s soluções do problema de va[jdação de ações atômicas discutidas neste texto. 
A S<•ção 7.~ encerra o texto com algumas sugestões de trabalhos futuros. 
7.1 Comentários 
O Capítulo~ apresenta o problema. de validação de ações atômicas distribuídas, descrev<' um 
mod<•lo formal de funcionamento dos protocolos de validação e apresenta [jrnitações quanto 
it soluçii.o do problema após a ocorr()ncia de falhas de partição do sistema. A conclusão 
pri uci pa.l q tH' SI' podP ohtN do Capítulo 2 rpfere-s<' à i m possi hilidade de haver protocolos de 
va.lida<:ão ni"io-hloqtwantes quando há falhas de partição ou d<• protocolos que permitem a 
reetq><'ração ind<'pendente de processos após uma falha deste tipo. 
10 nosso estudo se restringe a ações atômicas de propósito geral. Não sà.o abordados os casos de ações 
atlunica.-; para sistema de tempo real e ações atômicas de longa duração. 
I ,1 !) 
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As limitações dos protocolos de validaçiio quanto à toleráucia a. ra.lh<LS fi'm ('X<'I"Cido iu-
fhu~ucia sobre os projetistas de sistema ... '> gen~ncia,dores de ações at.ômica.s. l•:spNa-sP qui' a 
ocorrêucia de falhas em um sistema distribuído seja urna <'XC<'<:ã.o; portanto, uã.o <'~ cOIIIJH'II-
sador utili~ar um protoeolo do tipo nã.o-hloqueant<• como protocolo principal para valid;u)io 
de ações atômicas no sistema. 
Soluçô<'s alternativas tôrn sido pesquisa.da.s e utili~ada.s. A rmus comum ha.sPia.-s<' na. 
prioriza.çã.o da cficii•ncia <'lll detrimento da tol<'ráncia a falhas. O Capítulo :l desneve 11111 
conjunto de protoeoloH que a.dota.rn <1sta. mltra.t,l-gia.. Sã.o protocolos de duas fasPs qtw vi-
sam diminuir o ntírnero de mensagens a ser·em enviadas e o número d<• grava<~ôes em log. 
Deste modo, consegue-se obter maior vazão ("throughput") de a<i>es finali~adas. Entretanto, 
quando ocorre urna falha no sistema, o comportamento destes protocolos é bem simplista: 
<lles apenas abortam a a<;ão. A grande desvantagem desta abordag<'m ::;e deve à possibilida.de 
de haver abortos desnecessários. O custo destes abortos geralmente é alto, PSJ><'cia.lmente no 
caso de açôes que alteram vários itens de dados. 
Alguns autores visam uma soluçiio mais arru•na, utili~ando um protocolo de duas fa.sPs 
com alguns recursos extras, de modo a permitir nm aumento de toiNáncia a falhas s<'lll 
desca.racteri~ar o aspecto de duas fas<~s do protocolo. Os protocolos dcsni tos rro Capítulo ·1 
utilizam-se desta solução. Sob o a::;pecto de tolerâ.ncia a falhas esta aborda.g<•m <'• gera.lm<•nt.e 
pouco eficaz, pois os proto<·olos de duas fases são i nen•ntemente hloq uea.nt.<•s. ( ~on tudo, 
algtrnH protocolos tonseguern bastante rohuster. ao <:usto de urn a.um<'nto excessivo do lltÍIIII'I'O 
de mensagens. I~ o que ocorre, por exemplo, com o Pmtorolo de Valida<;ào com Substitutos 
para o Coordenador (Seção -1.:l) e com o Protocolo BPA (S<•ção '1.·1 ). 
Outra solução, proposta por Duchamp [Duc:HH], sugere a utiliz<u;ã.o de dois protocolos: 
um protocolo de duas fases otimizado e um prot.on>lo náo-bloqueant.<•. O pm~ramador t<•m 
a opção de escolher previamente qual protocolo a ser utili~a.do conform<' a.s ru•n•ssida.d<'s da. 
aplicação. O protocolo não-bloqueante proposto por Ducharn p ú <ksnito no Capítulo !l, b<'m 
como outros protocolos q uc nií.o são de duas fases. 
A solução proposta neste texto consiste em utilizar u rn protocolo clicien te hloq tl<'a.n t<', PU-
quanto niio ocorrem falhas no sistema.. A partir do monH•nto em qtw uma. falha <'• dPIPda.da, o 
protocolo transforma-se em urn protocolo nã.o-bloqueante c uma. tNe<'ira fa.s<', int<•rm<'di;íria. 
entre a primeira e a segunda fases, (. adicionada. Devido à. ca.pacida.d<' de sofrN a. trans-
formaçã.o eitada acima, o protocolo proposto <'• d<•nornina.do protoeolo sPmibloquPa.nte. 
Esta nova estratégia para tratar o pmblerna de validação (pelo nwnos nã.o se con h('("(' 
outro protocolo que utiliza a mesma abordagem) possibilita ao proto<·olos sernihloquea.nt<' 
<'fi<:iência e robustez em situa<;ões apropriada:;. Durante execu</><'H sem fa.lha, o protocolo 
possui eficiência comparável à de protocolos de duas fases. Contudo, <•m <•xecu<J><·s com 
falhas, o protocolo sernibloqneante possui robustez de protocolos não-bloqu<'<Lnl.<'s. 
A versatilidade do protocolo semibloqueante é obtida pela organizaçào lógica., em forma 
de árvore, dos processos que participam da ação. Esta <'struturaçào permite aos d<'sn•ndent.<•s 
c ann•strais de um processo terem informaçôes sobre a int<'nçiio desse pron•sso quanto à. 
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finaHzação da ação. 
O protocolo possui a propriedade de "degradação bem comportada" ("gracefull degra-
dation"). Isto significa que o protocolo possui custos baixos de comunicação em execuções 
sem falhas. Com o aumento do número de falhas, aumentam os custos de comunicação. 
O protocolo semibloqueante, contudo, possui tempo de execução maior do que o do 
protocolo de duas fases hierárquico, pois as mensagens mensagens RJo~CEBI devem ser enviadas 
pelos processos filhos do coordenador somente após eles receberem mensagens RECEBI de seus 
filhos. Esta exigência não ocorre no protocolo de duas fases hierárquico e nos protocolos dele 
derivados (protocolos PC, PA, NPC, protocolo flexível e protocolo 02PC). Nestes protocolos, 
um processo filho do coordenador pode enviar mensagem RECEBI ao coordenador logo após 
entrar no estado correspondente à decisão recebida. 
7.2 Sugestões para Trabalhos Futuros 
Os capítulos 3, 4 e 5 apresentam descrições de protocolos, tomando como base o modelo de 
sistemas proposto no Capítulo 2. São feitas demonstrações das correções desses protocolos e 
avaliações com relação ao número de mensagens enviadas e o tempo de execução. Contudo, 
não é feito um. estudo da probabilidade de bloqueio dos protocolos estudados. Também 
não foi feito este estudo para o protocolo semibloqueante proposto. Como um trabalho 
futuro, sugerimos um análise das probabilidades desses protoçolos virem a se bloquear após 
a ocorrência de falhas. 
Seria interessante que, em um trabalho futuro, o protocolo semibloqueante fosse imple-
mentado como parte de um sistema gerenciador de ações atômicas. Esta implementação 
seria importante para se obter uma avaliação realística da robustez e eficiência do protocolo 
proposto e também para possibilitar comparações mais efetivas com outros protocolos já 
implementados. 
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