Abstract-In this paper, the arrival of new calls and handoff calls to a personal communications services (PCS) network is modeled by a Markov arrival process (MAP) in which we allow correlation of the interarrival times among new calls, among handoff calls, as well as between these two kinds of calls. A new call will retry again if the first attempt is blocked. The PCS network consists of homogeneous cells and each cell consists of a finite number of channels. Under the general conditions that all random variables involved have general phase type (PH) distribution, we develop the explicit expression of the infinitesimal generator matrix of the Markov chain governing the network and find its complexity. This has been a difficult matrix to obtain, judging from the works in the literature. It is very complex to develop and has not been previously obtained by other researchers. Some methods to find the stationary probability of the network are discussed. Particularly, we introduce an effective method, from which we can obtain the new call blocking probability and the handoff call failure probability. Also, the busy period of the orbit is introduced. This is an interesting measure from the viewpoint of network provider; its distribution and expectation are then obtained. The results presented in this paper can be used to provide some guidelines to performance evaluation for PCS network design.
I. INTRODUCTION

P
ERSONAL communications services (PCS) network is a system that has a set of functionalities that allows some combination of terminal mobility, personal mobility, and service profile management. In the system, the service area is populated with base stations. The coverage area of a base station is called a cell. The development of analytically tractable models to compute teletraffic performance characteristics of mobile wireless cellular networks has been the thrust of recent work (see [1] - [4] , etc.). In the past, most of the wireless calls on cellular systems, were charged based on the call holding times and these systems could be appropriately modeled with the exponential call holding time distribution [5] . However, in a good proportion of PCS systems today, flat-rate billing programs are being used. Thus, it is very important that we follow the wireline telephone network engineering approach, that is, use a more general distribution to present the call holding time distribution [6] . Not only does call holding time vary with the new applications, also the time a mobile user stays or dwells in a cell, which is called the cell residence time, will depend on the mobility of the customer, the geographic situation and the handoff scheme used and, therefore, needs to be modeled as a random variable with more general distribution. All of the interesting performance measures in PCS networks depend on the user's mobility, which in turn can be characterized by the cell residence time. Thus, in order to appropriately characterize the performance measures, such as new call blocking probabilities, handoff call blocking probability and channel holding times [2] , etc., it is necessary to have a good mobility model for the cell residence time. One approach to model the cell residence time can be by assuming that a cell has specific shape, e.g., fictitious hexagonal cell or ideal circular cell [7] . When combined with specific distributions of speed and movement direction of a mobile user it then becomes possible to determine the probability distribution of cell residence time ( [8] - [10] ). However, in practical systems, cell shapes are irregular and the speed and direction of mobile users may be hard to characterize. It is therefore more appropriate to directly model the cell residence time as a random variable with more general probability distribution to capture the overall effects of the cellular shape and the user's mobility patterns. This approach has been adopted in the past by a few researchers. The appropriate probability distributions include the negative exponential distribution for cell residence time as reported in [8] , [11] - [13] , and [14] , the sum of negative exponential distributions [12] , the sum of hyperexponential distributions [3] , [4] , or the hyper-Erlang distribution [1] . The authors in [2] , [6] , and [15] considered the general distribution and particularly obtained the handoff rate formula [2] based on the input parameters of the new call arrival process, new call blocking probability and the handoff failure probability. Gamma distribution [10] was also used to model cell residence time. However, it does not have the required memoryless property and can not be Markov framework. In some other studies mobility was modeled as a random walk [16] . An extension of this to characterizing user movement as a diffusion process is given in [17] . An overview of other mobility modeling techniques is given in [18] . One other relevant and recent study was reported in [19] , in which the authors have simulated a cellular communication network using a variety of probability density functions as cell residence times. The increasing number of customers and network complexity, customer behavior in general and retrial phenomenon 1536-1276/02$17.00 © 2002 IEEE in particular, have all had significant impact on the network performance. The modeling of repeated attempts has been a subject of numerous investigations dealing with the performance analysis of switching systems and communication networks. Under overload conditions, caused by the retrial phenomenon, a snowballing effect of call arrival processes can occur, which leads to dramatic degradations of the call completion performance of single switching systems and subsequently of the whole network. There is a large number of papers dealing with customer repeated attempts; most of them model retrials in conventional wireline telephone networks. The literature on retrial queues is summarized in [20] and [21] . Significant early references on the retrial effect are [22] and [23] . Performance analysis of the systems are treated in [24] and [25] . Recently, as the applications of an algorithmic solution to recursively tridiagonal linear equations in [26] , two retrial models in communications with mobilities were investigated and also in [27] retrial model was considered with Poisson arrivals, exponential service times, and exponential inter-retrial times.
Nowadays, with mobile handsets, redialing of blocked fresh calls is only a matter of pushing one button. The time spent by users before starting a retrial becomes shorter compared with the conventional telephone systems. These retrials, of course, will have a negative influence on fresh calls being connected at their first attempt and on handover requests as the offered load of the system becomes higher. In this paper, we focus on the effect of the new customer retrial phenomenon on the quality-of-service (QoS) in a PCS network. Here, the new calls which arrive to find at least channels busy will go into a orbit. From the orbit they retry for channels after a random interval. We model both the cell residence time and requested call holding time as general phase type (PH) distributions ( [28] ), respectively. Inter-retrial times are usually closer to being deterministic than exponential. A PH distribution is more likely to be a better respresentation of it than exponential. We also consider a more general correlated arrival process for new calls and handoff calls. The arrival of calls, i.e., new and handoff calls, in the network are modeled by a continuous time Markov arrival process (MAP). This process allows correlation of the interarrival times among each new calls and each handoff calls, as well as between these two kinds of calls. With web supporting coming to PCS system, we have to consider correlated arrivals. In [29] , the authors considered a PCS network with Markovian call arrival process, splitted channel scheme, and the exponential assumptions for other input random parameters. In another paper [30] , the authors considered MAP arrivals and phase type cell residence and requested call holding times. Under certain conditions, we showed in that paper that the residence time is phase type. One special case of the MAP is the Markov modulated Poisson process (MMPP), which is a doubly stochastic Poisson process where the rate process is determined by the state of a continuous-time Markov chain and which has been extensively used to describe superposition of packet streams whose interarrival times are known to be correlated ( [31] , [32] ). Future PCS is going to support data services and data stream was field proven as correlated MMPP. For more information about MAP see [33] , [34] , and [35] . Now there are models for estimating parameters for MAP (see [36] ). Our contribution is organized as follows. A detailed description of the PCS network with retrial phenomenon is given in Section II. In Section III, by transforming the situation of a cell into a Markov process, we obtain the explicit expression of the infinitesimal generator matrix governing the network. This is one of the most important achievements in this paper. Some methods to find the solution of the network are discussed. We introduce an effective method. Based on this new method, in Section IV, we find the new call blocking probability and the handoff call failure probability, respectively. Also, the busy period of the orbit is introduced. This is an interesting measure from the viewpoint of network provider; its distribution and expectation are then obtained explicitly.
II. MODEL DESCRIPTION
In this paper, we consider a PCS network with priority given to the handoff calls. We assume with general phase type cell residence time and general phase type requested call holding time (a valuable method to obtain the probability distribution for both of the above measures is given in [37] ). A PH distribution is usually represented by an dimension row vector and an subgenerator matrix , such that , where is also an dimension column vector of all ones. For more details about PH distributions see [28] . The new call will redial again after a random duration if the first attempt is blocked. The system is assumed to be homogeneous [11] , i.e., the underlying processes and parameters for all cells within the PCS networks are the same, so that all cells are statistically identical. Each cell has channels assigned to it and can, therefore, support at most calls simultaneously. A cutoff priority scheme [3] is used to give handoff calls priority over new calls. For this purpose, ( ) channels in each cell are reserved for calls that arrive to the cell as handoffs. Individual channels are not reserved, just the number. The overall effect is that new calls that arise in a cell will be blocked if more than channels are in use, while handoff calls will always be served if there are idle channels which are not in use. Some other detailed assumptions are as follows.
1) The vehicular mobility is characterized by the cell residence time of a vehicle in a cell, which is a random variable, and is assumed to have a general PH distribution with representation ( ) and with dimension , i.e., , where and . The residual residence time is, thus, a phase type with representation ( ) and dimension , where and .
2) The requested call holding times, say , of new calls, are the duration of the requested new calls connection to a PCS network and are also referred to as the uncumbered call holding times [6] or the unencumbered session times [3] . They are assumed to be independent and identically distributed (i.i.d.) and possess general PH distribution with representation ( ) and with dimension , i.e., , where and . The residual call holding times are, therefore, also phase type with representation ( ) and dimension , where and . 3) New calls which arrive to find at least servers busy will go into what is called the orbit. An orbit is an imaginary space where all retrying calls go into while waiting to make retrials. From the orbit they retry for channels after an interval , which is of PH distribution, represented by ( ) with dimension , i.e., , where and . 4) If we define the actual service time of a new customer in a cell as , then which is the minimum of the holding time and the residual residence time. It is known from Neuts (1981) that is also a PH distribution with the representation and dimension . Similarly, if we define the actual service time of a handoff customer in a cell as , then , which is the minimum of the residence time and the residual holding time. is therefore also a PH distribution with the representation and dimension . Note that is the kronecker product and is the kronecker sum. 5) A new call which is in the orbit will keep on retrying until it is successful in obtaining a channel or it leaves the cell. Consider a random variable . It has a PH distribution and represents the interval to the next retrial or departure from the cell, whichever happens first. However, this phase distribution has two absorbing states-one absorbing state representing the state of retrial and the other representing the state of departure from the cell. has a representation . Absorption to the state of departure from the cell has rates given by the vector and absorption to the state of retrial has rates given by the vector . Hence, . 6) Total call's arrival process (including new call arrival process and handoff arrival process) to the PCS network are modeled by a continuous time MAP in which we allow correlation of the interarrival times among each new calls and each handoff calls, as well as among these two kinds of calls. More precisely, let be the irreducible infinitesimal generator of a -state Markov process, the sojourn time in state is exponentially distributed with parameter , . At the end of the sojourn in the state , three kinds of transitions can take place: a) with probability , ( ), a transition occurs to the state , without any kinds of call arrivals; b) with probability , ( ), a transition occurs to the state , with a new call arrival; c) with probability , ( ), a transition occurs to the state , with a handoff call arrival. Obviously, for each fixed the sum of all the probabilities above over all possible values of equals one, i.e., where 
III. PROBABILITY ANALYSIS
Blocking probabilities, e.g., new call's blocking probability and handoff call failure probability are two important measures in design and optimization of the updated PCS communications. By using the general sum of hyperexponentials (SOHYP) for the cell residence times to characterize the mobilities of the portables, Orlik and Rappaport in [3] and [4] proposed useful analytical models for mixed users and mixed services. They described the driving processes and the transitions in details. The case of mixed users and/or mixed services is so complicated that they have to limit the work to scalar case. That method did not achieve the explicit expressions of the interesting performance measures. Here, we consider the general phase type cell residence time and use the matrix analytic method. In terms of the results in previous section, by transforming the cell's state into a multidimensional Markov process, we find the explict iterative expressions of the steady-state probabilities first and then those of the new call blocking probability and handoff call failure probability. In fact, we could find more interesting performance measures of the networks after the steady-state probabilities are obtained.
Since the PCS network considered in this paper is a homogeneous network, every cell in the network can be considered to be statistically identical and independent of each other [38] . Thus, by analyzing the performance of a single cell, the performance of the whole network can be approximately characterized. First, define the set with and with . Let be a stochastic process for a given cell on the following state space:
where ( ) represents the states with new calls in the orbit; calls receiving service, where is the number of the new calls in the system receiving service, with their services in the set of phases and the remaining is the number of the handoff calls in the system with their services in the set of phases ; the new calls in the orbit are in the retrial mode or departure mode from the cell in the set of phases ; and the MAP is in phase . The stochastic process is indeed a Markov process with discrete space and continuous time. The generator matrix, , describing this Markov chain, is given as
It is immediately obvious that the dimensions of the block matrices , and tend to infinity as tends into infinity.
We are thus faced with computational problem. There are three alternative approximations that can be considered.
1) A method due to [39] , which assumes that once the number of calls in the orbit exceeds , then only calls do retry. This method leads to a matrix-geometric solution with large boundary. The result of this approximation is an upper bound for the queue length. 2) A method due to [40] , which assumes that once the number of calls in the orbit exceeds , then the servers are never idle-in our case this implies at least channels will be busy. This approximation also leads to matrix-geometric solution with large boundary. It gives a solution which is a lower bound for the queue length.
3) The third method, which we used in the end, assumes that the number of calls in the orbit does not exceed . This assumption is based on the fact that calls are mobile and thus have a finite life in the cell. This method results in a finite Markov chain. Going with this third approximation, let be a stochastic process in a given cell on the following state space:
The stochastic process is indeed a Markov process with discrete space and continuous time. The generator matrix, , describing this Markov chain, is given as . . . . . . . . .
In order to proceed with the analysis conveniently, we introduce the following notations first.
Definitions:
• is an identity matrix of dimension . The blocks of the matrices in are given as follows. represents no change in the number of new calls in the orbit. This could be because there are no successful retrials by new calls in the orbit, or new calls arrive to find less than channels occupied. Under these we have the first equation at the bottom of the page and with the second equation at the bottom of the page for , of • represents the case with calls in service and under this category, we have: -representing the case with of the calls in service being new calls. represents a reduction, by one, of the number of calls in the orbit-this could be due to a successful retrial or a departure from the cell. Under this category, we have the equations at the bottom of the page.
• represents the case where the reduction in the number of calls in the orbit is a result of a departure from the cell because of residence time, with calls in service.
represents the case where of the calls in service are new calls.
• represents the case where the reduction in the number of calls in the orbit is a successful retrial, with calls in service.
IV. PERFORMANCE EVALUTION
A. Blocking Probability
In this section, we will first consider the stationary probability of the Markov chain and then obtain the retrial probability of new calls and the blocking probability of handoff calls, respectively. Denoted by , the steady-state probability of the system in the equilibrium case when the system is in the state ( ). Let be the steady-state probability vector of the system in the equilibrium case and be ordered in the lexicographic order based on the state ( . A future step in our research work is to develop an efficient procedure for computing . It suffices to say that it is feasible to compute .
By letting , we will know that is the steady-state probability vector when there are calls being processed.
From these results, we will directly obtain:
• the handoff calls failure probability as
• the probability that a new call has to retry as . . . . . .
. . .
• the total carried traffic (TCT), which is defined as the average number of channels occupied by the calls [4] as
B. The Busy Period of the Orbit
In this section, we introduce a new performance measure, i.e., the duration for which the orbit is busy. This measure is defined as the stationary time period starting from the epoch that one call starts to retry to the first epoch that the orbit is empty. Intuitively, this performance measure is interesting and is a practical measure for the network provider. Based on this information, the network provider may design a system which allows a particular number in the orbit for the retry calls.
Denote by a stochastic process on the following space:
where is an absorbing state, which means there are no calls in the orbit and the meaning of the other states remain the same as in Section III. By the assumption of the system, it is easy to prove that is indeed a continuous time Markov process with the following infinitesimal generator matrix: By transforming the situation of a cell into a Markov process, we found the explicit expression of corresponding transition rate matrix and then we obtained the expression for the two key performance measures, i.e., new call blocking probability and the handoff call failure probability. Also, an interesting measure from the viewpoint of the network provider, referred to as the busy period of the orbit, is introduced; its distribution and expectation are then obtained explicitly.
As pointed out earlier, one of the most significant achievements in this paper is the development of the infinitesimal generator matrix . Based on the observations of the works in [3] and [4] , it is apparent that this in itself is a very critical step in developing methods to determine the performance of PCS when more realistic cell residence times and requested call holding times are considered and more importantly when retrial is considered as part of such a model. Our resulting -matrix is level-dependent. Any method used to obtain the steady-state for this system is going to be a Gaussian elimination based one. The complexity of the computations depends on the dimension of the matrix . Hence, the complexity is, we have pointed out that the method by [41] can be used and so could the method by [26] . We will pursue the idea of investigating the use of these two methods and other methods in a more extensive work in the future.
