made for the case of non-uniform spacing. Another generalization, in which the approximating function takes the form N f(k) = ai)-i* + airk + ■ ■ ■ + aNrNk = Yj a,rk, <=i where the r¿ are completely arbitrary real numbers, can also be made. The a, can be determined by a modification of the method described in this paper, however the procedure is extremely cumbersome and very decidedly offers no advantage over the obvious Cramer's Rule solution. Abstract. The algorithm described in this paper is essentially a Jacobi-like procedure employing Householder and Jacobi orthogonal similarity transformations successively on a real symmetric matrix to obtain, in the limit, a diagonal matrix of eigenvalues. The columns of the product matrix of all the orthogonal transformations, taken in the proper order, form a complete orthonormal set of eigenvectors.
1. Introduction. In this paper we describe a Jacobi-like procedure for diagonalizing a real symmetric matrix by means of orthogonal similarity transformations. The earliest such procedure was proposed by Jacobi in 1847 which involved the use of plane rotations, but required a computer search for the largest off-diagonal element, in absolute value. Later, procedures were proposed in which the offdiagonal elements were annihilated in sequence. The latter method, known as the cyclic Jacobi method, was discussed by Forsythe and Henrici (1). They showed that convergence of this method would only take place if the angle of rotation lay in a closed interval properly contained in the open interval (( -|)x, (+j)x). The method described here employs successive Householder and Jacobi orthogonal similarity transformations in a sequential fashion to obtain, as in Jacobi methods, in the limit, a diagonal matrix of eigenvalues. The columns of the product matrix of all the Householder and Jacobi transformations employed form a complete set of orthonormal eigenvectors. Throughout this paper we will confine ourselves to the consideration of real symmetric matrices. metric matrix A = (ailc) of order n, we perform successive Householder and Jacobi orthogonal similarity transformations on A so that in the limit we obtain a matrix, orthogonally similar to A, of the form (as a partitioned matrix) (2.1) (e,\ 0\
where Ai is a symmetric matrix of order n -1 and e\ is an eigenvalue of A. Then A is reduced, and the same procedure is applied to A\, etc. until a diagonal matrix of eigenvalues and a complete orthonormal set of eigenvectors is obtained. We need only describe the reduction of A to a matrix of the kind (2.1) since all other parts of the reduction will be identical. We now describe a general ¿th step in the iteration designed to reduce the matrix A to one of type (2.1). One step consists of two orthogonal similarity transformations: first, a Householder transformation which annihilates n -2 off-diagonal elements in the first row of A ; and second, a Jacobi plane rotation which annihilates the remaining off-diagonal element in the first row of A. At the beginning of a typical step the first row of A appears thus:
After the Householder and before the Jacobi plane rotation the first row appears thus:
Then after the Jacobi plane rotation the first row again has the appearance of (2.2). We now take the following definitions and notation : let M be any real matrix or vector. Then we define (2.4) || M ||2 = sum of the squares of all of the elements of M.
Let A(t_1) = (a^_1)) denote the matrix A and its elements before the ¿th step of the iteration. We may write Ai%) in partitioned form:
where Ai^ is a symmetric matrix of order n -1 and SM is a column vector of order n -1. Let Bw = (b(/k) be the matrix A and its elements during the ith step, after the Householder transformation and before the Jacobi plane rotation. BM may also be written in partitioned form:
(2-6) B _^wj--T-j where B[x) is a symmetric matrix of order n -1 and VM is a column vector of order n -1. Also, we let /" be the identity matrix of order n. The Householder transformation HM used during the z'th step may be written as follows:
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where Wll)t is a row vector of order n -I with elements (Wj^) j = 2, ■ ■ ■ , n, and (2.8) w^'W™ = 1.
The Jacobi plane rotation J(l) may be written as follows:
where c(", s(,) are real numbers satisfying:
(2.10) c(,)2 + s(*')2 -1.
Finally we let t{i) = c{i)/s(i).
3. Proof of Convergence of the Algorithm. We first collect the following obvious results:
|| A"-" || = || Bli>\\ -|| Aw || = || A ||;
Il -S'1'"" || = || F(<) || ; || B? || = || AF° II ; ofí"" = bl¿\ from which follows:
then it readily follows (2) that (3.8) oij' = 0. Now we may state the principal theorem of this paper.
Theorem: Let ffw be defined by (3.2) and (3.3) and «7M &e denned 6?/ (3.6). Then Hence the limiting form of A will be of the type (2.1). Proof: With t(i> defined by (3.6) the equation for aii is:
This shows that ail' ^ ail_1) ; we have strict inequality if bu ¿¿ 0. This shows that the aii form a monotonically increasing sequence of numbers bounded from above by || A ||. This implies (3.9) which, together with (3.4) and (3.11), implies (3.10).
We note that condition (3.8) holds if the minus sign is chosen in front of the radical in the definition of tr) (3.6). We may then state a corollary to the theorem.
Corollary: // the minus sign in front of the radical in the definition of t{%) (3.6) is always chosen, then the conclusions of the theorem, (3.9) and (3.10), still follow.
Proof: The formula for ail' (3.11) in this case will have a minus sign in front of the radical. This shows that the a[í form a monotonically decreasing sequence of numbers bounded from below by -1| A ||. Hence the conclusions of the theorem readily follow.
It appears, at present, difficult to estimate the convergence rate of this algorithm. Some knowledge of the convergence rate may be obtained as follows. If we let (3.12) Uli) = S(i)/\\ Sli) || then it can easily be shown that:
The quantity inside the brackets may be estimated as follows:
where ë is the eigenvalue of Ait,_1) with largest absolute value. The inequalities follow from the fact that /"_i -tj^-»tj<-*-U' js a projection onto the subspace of all n -Ia* order vectors orthogonal to U('~1), along £/<I_1). The first inequality of (3.14) will be an equality if Ai(,-1) has two eigenvalues ê and -ë of maximum absolute value with corresponding normalized eigenvectors Xi and X2 and
The last inequality of (3.14) will be an equality if and only if t/(!~1) is an eigenvector of AiU-I>. If this is the case, then we have
where e is an eigenvalue of Ai(l 1J corresponding to the eigenvector U1' ". We note that ail-1 = 0. In particular (3.17) Ê ait» air" = 0. ', c(,_1) are both not zero. So if (3.14) approaches zero as i approaches infinity, the algorithm causes the off-diagonal elements in both the first and second columns to approach zero. Thus, in this case the matrix A will be reduced to a direct sum of a second order diagonal matrix and a matrix of order n -2. In general, it should be noted that although || SM || approaches zero as i approaches infinity, the || (S(,) || do not necessarily form a monotonically decreasing sequence. Finally, we may make some remarks about the order in which the eigenvalues are computed. The algorithm appears, in most cases, to compute the eigenvalues in the order of algebraic magnitude, the algebraically largest being computed first, the next largest being computed second, etc., if i(1) is defined by (3.6). There certainly is no theorem to this effect, however; the most that can be said is the following. Let d , e2, • • • , e" be the eigenvalues of A in the order in which they are computed, e¡ ¥" en for j ¿¿ k, and 6í2' ^ 0 for all i. Then the eigenvalue set e¡ ; 1 = j = n -1 will not contain the smallest eigenvalue. The reason for this is the following. From (3.4), (3.6), (3.10) we can conclude (3.21) Lims(<) = 0.
t-*0O
From (3.7) and (3.21) we must have for sufficiently large i, and bil} ?¿ 0 (3.22) 622} g ait» < ai? < ei.
The formula for 622' is :
Because the eigenvalues of A are distinct, the eigenvalues of Ai(,_1) are also distinct and properly separate the eigenvalues of A. From this and (3.23) we can conclude:
(smallest eigenvalue of A) < (smallest eigenvalue of Ai(,-1)) (3.24) = 6^' = (largest eigenvalue of Ai(i-1)) < (largest eigenvalue of A).
The first inequality of (3.24) and (3.22) show that ex cannot be the smallest eigenvalue of A. A similar argument can be applied to e2, e3, etc. The reduction of the n -1st column and row places the larger of the two remaining eigenvalues in the n -1st row and column if i(,) is defined by (3.6).
4. Conclusions. This method appears to be attractive for use in the problem of calculating all eigenvalues and a complete set of orthonormalized eigenvectors for the following reasons :
(a) Like the cyclic threshold Jacobi method, there is no search for largest pivotal elements.
(b) Unlike the cyclic threshold Jacobi method there is no limitation on the angle of rotation in the Jacobi rotation as Forsythe and Henrici (1) showed was necessary for convergence.
(c) Each iteration creates n -1 zeros at the cost of 3 square roots as compared to one zero in the Jacobi method at the cost of 2 square roots.
