ABSTRACT. We consider a compact CR manifold with a transversal CR locally free circle action endowed with a rigid positive CR line bundle. We prove that a certain weighted Fourier-Szegő kernel of the CR sections in the high tensor powers admits a full asymptotic expansion. As a consequence, we establish an equivariant Kodaira embedding theorem.
INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
The goal of this paper is to study the equivariant embedding of CR manifolds with circle action. The embedding of CR manifolds in general is a subject with long tradition. One paradigm is the embedding theorem of compact strictly pseudoconvex CR manifolds. A famous theorem of Louis Boutet de Monvel [4] asserts that such manifolds can be embedded by CR maps into the complex Euclidean space, provided the dimension of the manifold is greater than or equal to five.
In dimension three there are non-embeddable compact strictly pseudoconvex CR manifolds (see e. g. Burns [7] , where the boundary of the non-fillable example of strictly pseudoconcave manifold by Grauert [12] , Andreotti-Siu [2] and Rossi [29] is shown to be non-embeddable). However, if the manifold admits a circle action, then it is embeddable, by a theorem of Lempert [22] . In the study of CR functions, which would eventually provide an embedding, The first author was partially supported by Taiwan Ministry of Science of Technology project 104-2628-M-001-003-MY2 and the Golden-Jade fellowship of Kenda Foundation.
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it is natural to look to the orthogonal projector on the space of square integrable CR functions, called Szegő projector. The Schwartz kernel of this projector is called Szegő kernel. In this spirit, a proof based on the Szegő kernel of Lempert's embedding theorem was given in [20] . Using the Szegő kernel of the Fourier components it was recently shown in [13, Theorem 1.2] that there exists an equivariant embedding of strictly pseudoconvex CR manifolds with circle action.
Leaving the territory of strictly pseudoconvex CR manifolds, the natural idea arrises to embed CR manifolds into the projective space by means of CR sections of a CR line bundle of positive curvature [11, 13, 15, 16, 17, 18, 20, 21, 25, 27] . This is the analogue of the Kodaira embedding theorem from complex geometry. In the case of CR manifolds we have to use an analytic method, while Kodaira's original proof relied on cohomology vanishing theorems. Analytic proofs of the Kodaira embedding theorem for Kähler and symplectic manifolds, based on the Bergman kernel asymptotics, were given in [6, 23, 30, 32] . In this paper we will use Szegő kernel analogues on CR manifolds of the Bergman kernel asymptotics on Kähler or symplectic manifolds [8, 19, 23, 24, 30, 32] . A motivating example is the quadric
which is a CR manifold possessing a positive line bundle and a circle action. In [6, 30, 32] the Szegő kernel on a strictly pseudoconvex CR manifold with trivial line bundle [5] (see also [20] ) was used to study the Bergman kernel on a Kähler manifold, while here we study the Szegő kernel for tensor powers of a CR line bundle. We are thus led to the problem of equivariant Kodaira embedding of CR manifolds with circle action, which will be the subject of this paper. We will prove that a certain weighted Fourier-Szegő kernel admits a full asymptotic expansion and by using these asymptotics, we will show that if X admits a transversal CR locally free S 1 -action and there is a rigid positive CR line bundle L over X, then X can be CR embedded into projective space without any assumption of the Levi form. In particular, when X is Levi-flat, we improve to C ∞ the regularity in the Kodaira embedding theorem of Ohsawa and Sibony (see Corollary 1.4).
Let us now formulate our main results. We refer to Section 2 for some standard notations and terminology used here. Let (X, T 1,0 X) be a compact CR manifold of dimension 2n − 1, n 2, endowed with a locally free S 1 -action S 1 × X → X, (e iθ , x) → e iθ x and we let T be the infinitesimal generator of the S 1 -action. We assume that this S 1 -action is transversal CR, that is, T preserves the CR structure T 1,0 X, and T and T 1,0 X ⊕ T 1,0 X generate the complex tangent bundle to X. In our paper we will make systematic use of appropriate coordinates introduced by Baouendi-RothschildTreves [3] . Namely, if X admits a transversal CR locally free S 1 -action, then for each point p ∈ X there exist a coordinate neighborhood U with coordinates (x 1 , . . . , x 2n−1 ), centered at p = 0, and η > 0, ε 0 > 0, such that, by setting z j = x 2j−1 + ix 2j , j = 1, . . . , n − 1, x 2n−1 = θ and D = {(z, θ) ∈ U : |z| < η, |θ| < ε 0 } ⊂ U, we have x X for each x ∈ D, where φ ∈ C ∞ (D, R) is independent of θ. We call (x 1 , . . . , x 2n−1 ) canonical coordinates, D canonical coordinate patch and (D, (z, θ), φ) a BRT trivialization.
A vector bundle is called rigid (resp. rigid CR) vector bundle if there is a family of trivializations which cover X such that the entries of the transition matrices are functions annihilated by T (resp. CR functions annihilated by T ), see Definition 2.5. The corresponding frames are called rigid frames. A Hermitian metric on a rigid vector bundle is called rigid if for every rigid frame {f 1 , . . . , f r }, the inner products of f j and f ℓ are annihilated by T for any j, ℓ.
Let L be a rigid CR line bundle over X and let L k be the k-th power of L. Let
be the tangential Cauchy-Riemann operator with values in L k . For every m ∈ Z, put
and
Since X is a compact manifold we have for every m ∈ Z (see [17, Theorem 1.23] and also Theorem 3.7)
For λ > 0, put
We assume further that L is endowed with a rigid Hermitian metric h. The curvature of (L, h) at a point x ∈ X is denoted by R is positive definite at any point x ∈ X. The Hermitian metric on L k induced by h is denoted by h k . The bundle CT X is rigid and we can take a rigid Hermitian metric · | · on CT X such that
and u |v is real if u, v are real tangent vectors (see Theorem 2.13). We denote by dv X the volume form induced by · | · . Let ω 0 ∈ C ∞ (X, T * X) be the real 1-form of unit length annihilating T 1,0 X ⊕ T 0,1 X and satisfying ω 0 (T ) = −1. The Levi form L x at a point x ∈ X is the Hermitian quadratic form on T
be the orthogonal projection with respect to ( · | · ). We have the Fourier decomposition
We first construct a bounded operator on L 2 (X, L k ) by putting a weight on the components of the Fourier decomposition with the help of a cut-off function. Fix δ > 0 and a function
(1.9)
For every λ > 0, we consider the partial Szegő projector
which is the orthogonal projection on the space of equivariant CR functions of degree less than λ. Finally, we consider the weighted Fourier-Szegő operator
The Schwartz kernel of P k,δ with respect to dv X is the smooth function
(see Lemma 4.1) and these representations are independent of the chosen orthonormal basis. If should be noticed that the full Szegő kernel
h k doesn't admit an asymptotic expansion in general, hence the necessity of using the cut-off function F k,δ , see the discussion after Corollary 1.2. In order to describe the Fourier-Szegő kernel P k,δ (x, y) we will localize P k,δ with respect to a local rigid CR frame s of L on an open set D ⊂ X. We define the weight of the metric h on L with respect to s to be the function Φ ∈ C ∞ (D) satisfying |s| 2 h = e −2Φ . We have an isometry
The localization of P k,δ with respect to the trivializing rigid CR section s is given by
be the Schwartz kernel of P k,δ,s with respect to dv X , defined as in (1.12) . The first main result of this work describes the structure of the localized FourierSzegő kernel P k,δ,s (x, y). 
) is a phase function such that for some constant c > 0 we have
ϕ(x, y, t) = 0 and ∂ϕ ∂t (x, y, t) = 0 if and only if x = y,
and for x ∈ D 0 and |t| < δ we have
We refer the reader to Section 2.2 for the notations in semi-classical analysis used in Theorem 1.1. The determinant of a Hermitian quadratic form R x on T 1,0 x X is defined by det R x = λ 1 . . . λ n−1 where λ 1 , . . . , λ n−1 are the eigenvalues of R x with respect to · | · .
From Theorem 1.1, we deduce the asymptotics of the kernel P k,δ (x, y) on the diagonal. Note that P k,δ (x, x) = P k,δ,s (x, x).
Corollary 1.2. In the conditions of Theorem 1.1 we have as
where b j (x) ∈ C ∞ (X), j = 0, 1, 2, . . . , and
. We now give a simple example to show why we need the L 2 cut-off function F k,δ . Let (L, h) be a positive holomorphic line bundle over a compact complex manifold M of dimension n − 1. Then X := M × S 1 is a Levi-flat CR manifold of dimension 2n − 1 with transversal CR S 1 action e iθ and the pull-back of (L, h) by the projection M × S 1 → X is a positive CR
r k be an orthonormal basis of the space H 0 (M, L k ) of global holomorphic sections with values in L k . By the asymptotic expansion of the Bergman kernel of L k [8, 32] (see also [23, 24] ) we have for x ∈ M,
where [kδ] denotes Gauss' symbol of kδ. The difficulty comes from the fact that the function δ → [kδ] does not admit an asymptotic expansion in k. To get asymptotic expansion, we consider
From Fourier analysis, we can check that
We have therefore an asymptotic expansion of (1.22) in k. This is the idea of introducing the
We define now the Kodaira map. Consider an open set D ⊂ X with
and let s : D → L be a local rigid CR trivializing section on D.
By the proof of [17, Lemma 1.22] there exist an open cover of X with sets D satisfying (1.23). Thus we have a well-defined global map
We are thus led to consider weighted diagonal S 1 -actions on CP N , that is, actions for which there exists (m 1 , . . . , m N , m N +1 ) ∈ N N +1 0 such that for all θ ∈ [0, 2π), (1.27) , that is,
In particular, the image Φ k,δ (X) ⊂ CP d k −1 is a CR submanifold with an induced weighted diagonal locally free S 1 -action.
In [16] , it was proved that if X admits a transversal CR locally free S 1 -action and there is a rigid positive CR line bundle L over X, then X can be CR embedded into projective space under the assumption that condition Y (0) holds on X. In Theorem 1.3 we remove the Levi curvature assumption Y (0) used in [16] . Moreover, the embedding theorems established in [16] are not S 1 -equivariant. As a consequence of Theorem 1.3 we obtain an embedding result for Levi-flat CR manifolds. 
equivariant with respect to weighted diagonal actions.
Ohsawa and Sibony [26, 27] constructed for every κ ∈ N a CR projective embedding of class C κ of a Levi-flat CR manifold by using ∂-estimates. The first and third authors [21] gave a Szegő kernel proof of Ohsawa and Sibony's result. A natural question is whether we can improve the regularity to κ = ∞. Adachi [1] showed that the answer is no, in general. The analytic difficulty of this problem comes from the fact that the Kohn Laplacian is not hypoelliptic on Levi flat manifolds. Corollary 1.4 shows that one can find C ∞ CR embeddings of Levi flat manifolds in the equivariant setting.
When X is strongly pseudoconvex, it is known [28] that there is a rigid positive CR line bundle over X. We deduce from Theorem 1.3: We illustrate Corollary 1.3 in Example 4.9. This paper is organized as follows. In Section 2 we recall the necessary notions and results from semiclassical analysis and theory of CR manifolds with circle action. In Section 3 we prove the asymptotics of the Fourier-Szegő kernel (Theorem 1.1 and Corollary 1.2). Section 4 deals with the Kodaira embedding theorem.
2. PRELIMINARIES 2.1. Some standard notations. We use the following notations: N = {1, 2, . . .}, N 0 = N ∪ {0}, R is the set of real numbers, R + := {x ∈ R; x ≥ 0}. For a multiindex α = (α 1 , . . . , α m ) ∈ N m 0 we set |α| = α 1 + . . . + α m . For x = (x 1 , . . . , x m ) ∈ R m we write
Let z = (z 1 , . . . , z m ), z j = x 2j−1 + ix 2j , j = 1, . . . , m, be coordinates of C m , where x = (x 1 , . . . , x 2m ) ∈ R 2m are coordinates in R 2m . Throughout the paper we also use the notation w = (w 1 , . . . , w m ) ∈ C m , w j = y 2j−1 + iy 2j , j = 1, . . . , m, where y = (y 1 , . . . , y 2m ) ∈ R 2m . We write
∞ orientable paracompact manifold. We let T X and T * X denote the tangent bundle of X and the cotangent bundle of X respectively. The complexified tangent bundle of X and the complexified cotangent bundle of X will be denoted by CT X and CT * X respectively. We write · , · to denote the pointwise duality between T X and T * X. We extend · , · bilinearly to CT X × CT * X. Let E be a C ∞ vector bundle over X. The fiber of E at x ∈ X will be denoted by E x . Let F be another vector bundle over X. We write F ⊠ E * to denote the vector bundle over X × X with fiber over (x, y) ∈ X × X consisting of the linear maps from E x to F y .
Let Y ⊂ X be an open set. The spaces of smooth sections of E over Y and distribution sections of E over Y will be denoted by 
, is linear and continuous. The Schwartz kernel theorem asserts that, conversely, for any continuous linear operator
The distribution A(·, ·) is called the Schwartz distribution kernel of A. We say that A is properly supported if the canonical projections on the two factors restricted to Supp A(·, ·) ⊂ Y × Y are proper.
The following two statements are equivalent: (a) A can be extended to a continuous operator A :
If A satisfies (a) or (b), we say that A is a smoothing operator. Furthermore, A is smoothing if and only if for all N ≥ 0 and s ∈ R, A :
Let A be a smoothing operator. Then for any volume form dµ, the Schwartz kernel of A is represented by a smooth kernel
Then A can be extended as a linear continuous operator A :
N and let E and F be complex Hermitian vector bundles over W 1 and W 2 respectively. Let s, s ′ ∈ R and n 0 ∈ R. For a k-dependent continuous function
where · s denotes the usual Sobolev norm of order s. We write
We write in this case
The localization of A k (with respect to the trivializing rigid CR sections s and s 1 ) is given by
if for all local rigid CR frames s, s 1 on D and D 1 respectively, we have
We recall the definition of the semi-classical symbol spaces [10, Chapter 8]:
, where m j ց −∞, and let a ∈ S m 0 loc (1). We say that
loc (1). For a given sequence a j as above, we can always find such an asymptotic sum a, which is unique up to an element in S
The set of all classical symbols on W of order m is denoted by S
is given by the oscillatory integral
We shall identify A k with A k (x, y). It is clear that A k has a unique continuous extension
2.3. CR manifolds with circle action. Let (X, T 1,0 X) be a compact CR manifold of dimension 2n − 1, n ≥ 2, where T 1,0 X is a CR structure of X. That is T 1,0 X is a subbundle of rank n − 1 of the complexified tangent bundle CT X, satisfying
We write e iθ to denote the S 1 -action. Let T ∈ C ∞ (X, T X) be the global real vector field induced by the S 1 -action given by
Definition 2.3. We say that the
Moreover, we say that the S 1 -action is locally free if T = 0 everywhere.
Denote by T * 1,0 X and T * 0,1 X the dual bundles of T 1,0 X and T 0,1 X respectively. Define the vector bundle of (0, q) forms by 
denote the differential map of e iθ 0 : X → X. Since the S 1 -action is CR, we can check that
(2.10)
be the pull-back map of e iθ 0 , r = 0, 1, . . . , 2n − 1. From (2.10), it is easy to see that for every q = 0, 1, . . . , n,
(See also (2.18).) For every θ ∈ [0, 2π) and every u ∈ C ∞ (X, Λ r (CT * X)), we write u(e iθ x) := (e iθ ) * u(x). It is clear that for every u ∈ C ∞ (X, Λ r (CT * X)), we have
be the tangential Cauchy-Riemann operator. Since the S 1 -action is CR, it is straightforward to see that (see also (2.19))
Definition 2.5. Let F be a complex vector bundle over X. We say that F is rigid (resp. CR, resp. rigid CR) if there exists an open cover (U j ) j of X and trivializing frames f
on U j , such that the corresponding transition matrices are rigid (resp. CR, resp. rigid CR). The frames f
are called rigid (resp. CR, resp. rigid CR) frames.
If F is a rigid vector bundle, we can define the operator T on Ω 0,q (X, F ). Indeed, every u ∈ Ω 0,q (X, F ) can be written on U j as u = u ℓ ⊗ f ℓ j and we set T u = T u ℓ ⊗ f ℓ j . Then T u is well defined as element of Ω 0,q (X, F ), since the entries of the transition matrices between different frames f Example 2.6. Let X be a compact CR manifold with a locally free transversal CR S 1 action. Let {Z j } j be a trivializing frame of T 1,0 X defined in (1.2) in the BRT trivialization. It is easy to check that the transition functions of such frames are rigid CR and thus T 1,0 X is a rigid CR vector bundle. Moreover, det T 1,0 X the determinant bundle of T 1,0 X is a rigid CR line bundle.
Then X is a compact CR manifold with a globally free transversal CR S 1 action. Let E be a holomorphic vector bundle over M. Then the restriction of the pull back π * E| X on X is a rigid CR vector bundle over X.
From now on, let L be a rigid CR line bundle over X.
We fix an open covering (U j ) j and a family (s j ) j of rigid CR frames
k is rigid, we can also define T u for every u ∈ Ω 0,q (X, L k ) and we have (2.14)
We denote by Φ j the weight of h with respect to s j .
Definition 2.8. Let L be a rigid CR line bundle and let h be a Hermitian metric on L. The curvature of (L, h) is the the Hermitian quadratic form
Due to [18, Proposition 4.2] , R L is a well-defined global Hermitian form, since the transition functions between different frames s j are annihilated by T . 
From now on, we assume that (L, h) is positive. In view of Lemma 2.11 we can and will assume without loss of generality that h is rigid. There is also a notion of rigid Hermitian metric for vector bundles of arbitrary rank, which we recall now. Definition 2.12. Let F be a rigid vector bundle over X. Let · | · F be a Hermitian metric on F . We say that · | · F is a rigid Hermitian metric if for every local rigid frame f 1 , . . . , f r of F , we have T f j | f k F = 0, for every j, k = 1, 2, . . . , r.
For the following result we refer to [9, Theorem 2.10].
Theorem 2.13. On every rigid vector bundle F over X there is a rigid Hermitian metric · | · F .
Baouendi-Rothschild-Treves [3] proved that T 1,0 X is a rigid complex vector bundle over X. By Theorem 2.13, there is a rigid Hermitian metic on T 1,0 X. From now on, we take a rigid Hermitian metric · | · on CT X such that
The Hermitian metric · | · on CT X induces by duality a Hermitian metric on CT * X and also on the bundles of (0, q) forms T * 0,q X, q = 0, 1 · · · , n − 1. We shall also denote all these induced metrics by · | · . For every v ∈ T * 0,q X, we write |v|
The Hermitian metrics on T * 0,q X and L induce Hermitian metrics on T * 0,q X ⊗ L k , q = 0, 1, . . . , n. We shall also denote these induced metrics by
2.4. Expression of T and ∂ b in BRT trivializations. In a BRT trivialization (D, (z, θ), φ), we have a useful formula for the operator T on Ω 0,q (X) defined by (2.12). It is clear that
is a rigid frame of T * 0,q X on D so for u ∈ Ω 0,q (X) we write
Then we can check that
Note that on BRT trivialization (D, (z, θ), φ), we have
SZEGŐ KERNEL ASYMPTOTICS
In this section, we will prove Theorem 1.1. We first introduce some notations. Let
be the formal adjoint of ∂ b with respect to ( · | · ). Since · | · and h are rigid, we can check that
From (2.14) and (3.1), we have
b,k be the orthogonal projection (the Szegő projector).
Fix λ > 0 and let Π k,≤λ be as in (1.10).
be a continuous operator. We say that Π k,≤λ is k-negligible away the diagonal with respect to A k on D ⋐ X if for any χ, χ 1 ∈ C ∞ 0 (D) with χ 1 = 1 on some neighborhood of Supp χ, we have
where (I)
, ∀s ∈ N 0 , where
is a classical semi-classical pseudodifferential operator on D of order 0 with
and for every
is as in (1.18) , where P k,δ,s is given by (1.15).
In view of Theorem 3.3, we see that to prove Theorem 1.1, we only need to prove that (I) , (II) and (III) in Theorem 3.3 hold if δ > 0 is small enough. Until further notice, we fix δ > 0 small enough so that R L x − 2sL x is positive definite for every x ∈ X and |s| ≤ δ. We first prove (I) in Theorem 3.3 holds.
3.1. Small spectral gap of the Kohn Laplacian. For m ∈ Z, let
be the orthogonal projection with respect to ( · | · ). Let τ δ ∈ C ∞ 0 ((−δ, δ)) be as in (1.7). Similar to (1.9), let F (q) k,δ be the continuous operator given by
. It is not difficult to see that for every m ∈ Z, we have
Since the Hermitian metrics · | · and h k are all rigid, it follows as in [15, Section 5]:
By elementary Fourier analysis, it is straightforward to see that for every
We will use the following result. 
where c 1 > 0 is a constant independent of k and u. Now, we assume that δ > 0 is small enough so that (3.12) holds. For q = 0, 1, . . . , n − 1, put
We will write
b,≤kδ to denote the restriction of
with Dom
b,≤kδ u is defined in the sense of distributions.
Lemma 3.5. We have Dom
b,≤kδ . We only need to prove that Dom
The lemma follows.
Theorem 3.6. The operator
Hilbert space adjoint of
Then, by definition of the Hilbert space adjoint of
b,≤kδ , it is easy to see that
b,≤kδ and
b,≤kδ . The theorem follows.
Let Spec
≤kδ denotes the spectral measure for 
Proof. Fix λ > 0. We claim that Spec 
b,≤kδ − T 2 is a second order elliptic operator, there is a constant C δ > 0 independent of j such that
where · 2 denotes the usual Sobolev norm of order 2. From (3.18), we can apply Rellich's theorem and find subsequence {f js }
. This is a contradiction to the fact that {f j ; j ∈ N} is orthonormal. Thus, Spec
and therefore Spec
is continuous. We get a contradiction. Hence r is an eigenvalue of
b,≤kδ u = νu . We can repeat the argument before and conclude that E
. We have u = m∈Z,|m|≤kδ u m . We can check that
From (3.19), we can apply some standard argument in partial differential operator and deduce that
be the orthogonal projection. For µ = 0, it is clearly that Π k,≤kδ,0 = Π k,≤kδ , where Π k,≤kδ is given by (1.10). We have
Theorem 3.8. With the assumptions and notations above, if ǫ
b,≤kδ , 0 < µ ≤ kǫ 0 , and
We claim that for every µ ∈ Spec
. From (3.9) and (3.12), we have (3.24)
where c 1 > 0 is a constant independent of k and u. It is easy to see that
From (3.24) and (3.25), we conclude that if ǫ 0 > 0 is small enough then
From (3.26), the claim (3.23) follows. We get (3.20) .
≤kδ (X, L k ) be the orthogonal projection. From (3.22) and (3.23), if ǫ 0 > 0 is small enough, then 27) for every u ∈ C ∞ (X, L k ). From (3.27), (3.21) follows.
Theorem 3.9.
(0)
b,k has a O(k −n 0 ) small spectral gap on X with respect to F k,δ .
It is easy to see that
From (3.28) and (3.21), the theorem follows. 
Proof. We also write y = (y 1 , . . . , y 2n−1 ) to denote the canonical coordinates x. It is easy to see that on D,
where
be the continuous operator given by
By using integration by parts with respect to η 2n−1 , it is easy to see that the integral (3.31) is well-defined. Moreover, we can integrate by parts with respect to η 2n−1 and y 2n−1 several times and conclude that (3.32)
Now, we claim that
. From (3.29) and Fourier inversion formula, it is straightforward to see that
From (3.34) and (3.31), we have
Note that the following formula holds for every m ∈ Z, where the integral is defined as an oscillatory integral and δ m is the Dirac measure at m. Using (3.30), (3.36) and the Fourier inversion formula, (3.35) becomes
From (3.37), the claim (3.33) follows. From (3.33) and (3.32), the lemma follows.
From Lemma 3.10, we see that the condition (III) in Theorem 3.3 holds. Lemma 3.11. Let D ⊂ X be a canonical coordinate patch of X. Then, Π k,≤kδ is k-negligible away the diagonal with respect to F k,δ on D.
It is well-known that (see Theorem 2.4 in [17] ) there is a constant C > 0 independent of k and u such that
Let ε > 0 be a small constant so that for every (x 1 , . . . , x 2n−1 ) ∈ Supp χ, we have (3.40) (x 1 , . . . , x 2n−2 , y 2n−1 ) ∈ {x ∈ D; χ 1 (x) = 1} , ∀ |y 2n−1 − x 2n−1 | < ε.
. Put
It is clear that on D,
By using integration by parts with respect to η 2n−1 several times and (3.38), we conclude that for every N > 0 and m ∈ N, there is a constant C N,m > 0 independent of u and k such that
Similarly, by using integration by parts with respect to y 2n−1 several times and (3.38), we conclude that for every N > 0 and m ∈ N, there is a constant C N,m > 0 independent of u and k such that
We can check that
From (3.40) and (3.47), we deduce that
From (3.44), (3.45), (3.46) and (3.48), we conclude that for every N > 0 and m ∈ N, there is a constantĈ N,m > 0 independent of u and k such that
From (3.38) and (3.49), it is not difficult to see that
. From (3.50), the lemma follows.
From Theorem 3.9, Lemma 3.10 and Lemma 3.11, we see that the conditions (I) , (II) and (III) in Theorem 3.3 holds. The proof of Theorem 1.1 is completed.
Proof of Corollary 1.2.
We use the same notations as in Theorem 1.1. On the diagonal x = y, by (1.17) we have ϕ(x, x, t) = 0. From (1.16) we have
Combining with (1.18), there exist
Let D 1 be another canonical coordinate neighborhood and s 1 be another local rigid CR frame of L on D 1 . Then from Theorem 1.1 and the above argument, on D 1 we have
, for all j ∈ N 0 , and we get the conclusion of Corollary 1.2.
Properties of the phase function.
In this section, we collect some properties of the phase ϕ in Theorem 1.1. We will use the same notations as in Theorem 1.1.
In view of (1.17), we see that Im ϕ(x, y, t) ≥ 0. Moreover, we can estimate Im ϕ(x, y, t) in some local coordinates. 
For the proof of Theorem 3.12, we refer the reader to the proof of Theorem 4.24 in [16] . In Section 4.4 of [16] , the first author determined the tangential Hessian of ϕ(x, y, t). We denote as usual x = (x 1 , . . . , x 2n−1 ) = (z, θ), z j = x 2j−1 + ix 2j , j = 1, . . . , n − 1, canonical local coordinates of X. We also use y = (y 1 , . . . , y 2n−1 ), w j = y 2j−1 + iy 2j , j = 1, . . . , n − 1. 
where λ j (t 0 ) > 0, j = 1, . . . , n − 1. Let s be a local rigid CR frame of L defined in some small neighbourhood of p such that
where f is smooth in a neighborhood of (p, p, t 0 ) and f (0, 0, t 0 ) = 0
EQUIVARIANT KODAIRA EMBEDDING
In this section, we will prove Theorem 1.3. Let
Lemma 4.1. We have
In particular, (1.13) holds.
From Theorem 1.1, we have
Lemma 4.2. Let δ > 0 be a small constant. Then there exist constants C 0 > 0 and k 0 ∈ N such that for all k ≥ k 0 and all x ∈ X we have
Moreover, there is a constant c 0 > 0 and k 0 ∈ N such that for k ≥ k 0 and every x ∈ X, there exists j 0 ∈ {1, 2, . . . , d k } with
Proof. Theorem 1.1 immediately implies the first assertion. We only need to prove the second. It is well known [17, Theorem 1.4 ] that there is a constant C 1 > 0 such that
where C 1 > 0 is a constant independent of k. From (4.4) and (4.2), we have for every x ∈ X,
From this, (4.3) follows.
In view of (4.3), we see that Φ k,δ is well-defined as a smooth CR map from X to CP d k −1 . We wish to prove that Φ k,δ is an embedding for k large enough. Since X is compact, a smooth map is an embedding if and only if it is an injective immersion.
Theorem 4.3. The map Φ k,δ is an immersion for k large enough.
To prove Theorem 4.3, we need some preparations. Fix p ∈ X and let s be a local rigid CR frame of L on a canonical coordinate patch D, p ∈ D, |s| 2 h = e −2Φ , with canonical local coordinates x = (x 1 , . . . , x 2n−1 ) = (z, θ). We take canonical coordinates x and s so that (3.55) hold. We identify D with an open set in R 2n−1 . For r > 0, put
From (3.56), we can check that
and there exists a constant C > 0 such that
] and χ(t) = χ(−t), for every t ∈ R. From (4.9), (4.10) and (4.11), we deduce that there is a ǫ 0 > 0, ǫ 0 small, such that
Assume that p ∈ D 0 ⋐ D. We need Lemma 4.4. With the notations above, there is a K 0 > 0 independent of the point p such that for all k ≥ K 0 , we can find
where C 0 > 0 is a constant independent of k and the point p, ǫ k is a sequence independent of p with lim k→∞ ǫ k = 0.
Proof. Let χ ∈ C ∞ 0 (R) and ǫ 0 > 0 be as in (4.12). Put (4.14)
where w = (w 1 , . . . , w n−1 ), w j = y 2j−1 + iy 2j , j = 1, . . . , n − 1, and m(y)dy
In view of Theorem 1.1, we see that on D 0 , (4.15)
From (4.6), (4.7), (4.15) and (4.12), we can check that
From (4.16) and notice that X is compact, it is easy to see that there is a k 0 > 0 independent of the point p such that for all k ≥ k 0 , we have
where A 0 > 1 is a constant independent of k and the point p. From now on, we assume that k ≥ k 0 . From (3.56) and (4.15), we can check that 18) and for j = 1, . . . , n − 1,
From (4.18), (4.19) and (4.20) , it is easy to see that
where δ k is a sequence independent of the point p with lim k→∞ δ k = 0. Put
.
In view of Theorem 1.1, we see that
= e ikϕ(x,y,t) g(x, y, t, k)
From (4.23), it is easy to see that there is a constant E 0 > 0 independent of k and the point p such that (3.56 ) and (4.12), we can check that 25) and for j = 1, . . . , n − 1,
From (4.25), (4.26) and (4.27) , it is easy to see that there is a k 1 > k 0 independent of the point p such that for all k ≥ k 1 , we have 28) where B 0 > 0 is a constant independent of k and the point p andδ k is a sequence independent of the point p with lim k→∞δk = 0. From now on, we assume that k ≥ k 1 . Put
From (4.17), (4.21), (4.24) and (4.28), we see that there is a constant k 1 > 0 independent of k and the point p such that
where C 0 > 0 is a constant independent of k and the point p, ǫ k is a sequence independent of p with lim k→∞ ǫ k = 0. Fix j ∈ {1, 2, . . . , n − 1}. Put
From (4.30), it is easy to see that there is a constant E 1 > 0 independent of k and the point p such that
Moreover, from (3.56), (4.12) and (4.30), we can repeat the proof of (4.28) with minor changes and deduce that there is ak 0 > 0 independent of the point p such that for all k ≥k 0 , we have 32) where B 1 > 0 is a constant independent of k and the point p and δ k is a sequence independent of the point p with lim k→∞ δ k = 0. Put
From (4.17), (4.21), (4.31) and (4.32), we see that there is a constantk 1 > 0 independent of k and the point p such that
where C 0 > 0 is a constant independent of k and the point p, ǫ k is a sequence independent of p with lim k→∞ ǫ k = 0. From (4.29) and (4.34), the lemma follows.
Proof of Theorem 4.3. We are going to prove that if k is large enough then the map
is injective. Fix p ∈ X and let s be a local rigid CR frame of L on a canonical coordinate patch
, with canonical local coordinates x = (x 1 , . . . , x 2n−1 ) = (z, θ). We take local coordinate x and s so that (3.55) hold. From Lemma 4.2, we may assume that 
. . , n. From (4.13) and (4.35), it is not difficult to see that there is a K 0 > 0 independent of the point p such that for all k ≥ K 0 , we have
where ε k is a sequence independent of the point p with lim k→∞ ε k = 0. From (4.37), (4.38) and some elementary linear algebra argument, we conclude that there is a K 1 > 0 independent of the point p such that for every k ≥ K 1 , the linear map
is injective. Hence the differential of the map
From this and some elementary linear algebra arguments, we conclude that the differential of the map
In the rest of this section, we will prove that for k large enough, the map Φ k,δ : X → CP
is injective. We need some preparations. Let (D, (z, θ), φ) be a BRT trivialization. We write x = (z, θ) = (x 1 , . . . , x 2n−1 ), x ′ = (x 1 , . . . , x 2n−2 , 0), z j = x 2j−1 + ix 2j , j = 1, . . . , n − 1. We need . By Fourier inversion formula, we have 
Lemma 4.5. With the notations above, for every
Proof.
where x ∈ D ′ . Since χ(y 2n−1 ) = 1 for every (y ′ , y 2n−1 ) ∈ D ′ , we can integrate by parts with respect to η 2n−1 several times and deduce that
From (4.39) and (4.41), we have
since Supp u k D = ∅. From (4.42) and (4.43), the lemma follows.
We need the following CR peak sections lemma.
Lemma 4.7. Let p = q two points in X and let {x k }, {y k } be two sequences in X with
Proof. Let (D, (z, θ), φ) be a BRT trivialization with p ∈ D and q / ∈ D. We may assume that p = (0, 0). As before, let
Since
we conclude that
) and (4.47), we can check that
Form Kohn's estimates, it is straightforward to see that for every s ∈ N 0 , there are N s ∈ N, C s > 0 independent of k such that (4.49)
where · s,k denotes the standard Sobolev norm of order s on the Sobolev space H s (X, L k ). From (4.49), by using induction and the estimate
it is straightforward to see that for every s ∈ N, there are N s ∈ N, C s > 0 independent of k such that
From (4.47), (4.48) and (4.50), we deduce that
and thus
for each k and χ = 1 on Supp χ. We can repeat the proof of (3.50) with minor change and deduce that (4.53)
where C > 0 is a constant independent of k. Note that Supp v k ⊂ D and q / ∈ D. From this observation and Lemma 4.6, we deduce that
From (4.52), (4.54) and (4.55), the lemma follows. Proof. We assume that the claim of the theorem is not true. We can find
, for k large. We get a contradiction. Thus, we must have p = q.
This implies that (4.59)
We will show that (4.59) is impossible. Write
Without loss of generality, we assume that
Case I: M ∈ (0, ∞]. First we assume that M = ∞. From (3.4) we have
Combining with (4.60) and the fact Imϕ(x y , y k , s)
This is a contradiction with lim 
for some positive constant c. On the other hand lim
This is a contradiction with (4.59). Thus we have M = 0, that is
Recall that
Case II:
First we assume N = ∞. From (3.4) we have
. By the second property in (1.17) we have
(4.67)
Note that
where ǫ k → 0. From (4.67), (4.68) and the assumption N = ∞ we have
Substituting (4.67) to (4.66), by (4.69) and integrating by parts with respect to t we have Since e iN t g 0 (p, p, t)dt < g 0 (p, p, t)dt = lim k→∞ k −n P k,δ,s (y k , y k ), combining this with (4.59) and (4.71) we get a contradiction. Thus we have N = 0.
Case III: . By Schwartz inequality, we have 0 ≤ H k (u) ≤ 1. Since H k (0) = H k (1) = 1, then there exists a u k ∈ (0, 1) such that H ′′ k (u k ) ≥ 0. By direct calculation,
. By Theorem 3.3, we have (4.75) α k (u) = e ikϕ(ux k +(1−u)y k ,y k ,t) g(ux k + (1 − u)y k , y k , t, k)dt + γ k (u),
where γ k (u) = O(k −∞ ). Write β k (u) = e ikϕ(ux k +(1−u)y k ,y k ,t) g(ux k + (1 − u)y k , y k , t, k)dt and then By direct calculation we have that By Hölder's inequality, tg 0 (p, p, t)dt 2 < t 2 g 0 (p, p, t)dt · g 0 (p, p, t)dt, so by combining (4.80) and (4.81) there exists c 1 > 0 such that
(4.82)
By direct calculation we have that
Combining (4.82), (4.83) and (4.76) there exists c 2 > 0 such that (4.84) lim sup
It is straightforward to see that lim sup 
have T f j = im j f j . Then for any θ ∈ [0, 2π) we have f j (e iθ p) = e im j θ f j (p). Example 4.9. Let (X, T 1,0 X) be a compact CR manifold of dimension 3 with a transversal CR locally free S 1 -action. Assume that X admits a rigid positive CR line bundle L. For example, if X is strongly pseudoconvex, there is a rigid positive CR line bundle over X. Take Z ∈ C ∞ (X, T 1,0 X) such that Z x is a basis for T 1,0
x X, for every x ∈ X. Let h be a distribution on X with T h = 0 and Zh smooth (note that it is possible that there is a non-smooth function h such that Zh is smooth). Hence, Zh ∈ C ∞ (X). ConsiderT 1,0 X := span Z + (Zh)T . Then, (X,T 1,0 X) is a compact CR manifold of dimension 3 with a transversal CR locally free S 1 -action. Moreover, L is still a rigid positive CR line bundle over (X,T 1,0 X). To see this, let s be a rigid CR frame with respect to T 1,0 X and |s| 2 = e −2φ . Then s is still a rigid CR frame with respect toT 1,0 X. Let∂ b be the tangential Cauchy-Riemann operator with respect toT 1,0 X and∂ b its conjugate. Then the curvature of L is given byR L = 2∂ b∂b φ. Sincê ∂ b φ = (Z + ZhT )φ = Zφdz we have∂ b∂b φ = ZZφ dz ∧ dz = ∂ b ∂ b φ > 0. From Theorem 1.3, we deduce that there exists smooth CR embeddings Φ k,δ of (X,T 1,0 X) in CP d k −1 which are S 1 -equivariant with respect to weighted diagonal actions.
