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:r. 
Introduction. 
L'évolution dans la gestion des organisations et sa complexité crois-
sante ont rendu nécessaires, ces dernières années, la conception et la 
réalisation d'outils permettant aux gestionnaires de disposer d'informa,-
tions utiles à leur t!ohe d'analyse et de décision. Dans la gestion d'une 
organisation, les syatèmes d'information et plus particulièrement ceux qui 
sont automatisés peuvent etre considérés oomme indispensables dans la 
mesure où ils assurent la communication entre le système opératoire, (co!'-
respondant aux interactions de flux de biens et de services), le système 
de gestion (associé aux comportements décisionnels) et l'enid.ronnement. 
Nous retiendrons comme définition d'un système d'information celle de Ne 
C. CHURCHILL, C.H. KRIEBEL .et A.C. STREDY citée dans (LEM,73) s 
Un système d'information est une "combinaison formalisée de res-
sources humaines et infomatiques résultant de la collecte, de la 
mémorisation, de la recherche, de la communication et de l'utili-
sation de données en vue de permettre un management efficace des 
opérations au sein d'une organisation". 
En dépit de nombreuses tentatives, il existe très peu de méthodes assurant 
une conception, une réalisation et une exploitation effectives d'un système 
d'information. La difficulté réside dans le fait qu'il faut appréhend'er 
un sujet qui relève à la fois des sciences exactes, des sciences humaines 
(en ce compris des facteurs soaio-éoonomiques et organisationnels), et qui 
en outre, est tributaire de l'évolution extr&n.ement rapide des moyens tech-
niques disponibles. 
Les facteurs d'échec que l'on peut rencontrer reflètent bien cette variétéJ 
nous nous contenterons d'en énumérer quelques-uns s 
la conception du système ne répond pas aux besoins en informations 
des utilisateurs de manière satisfaisante, 
la conception de système ne tient pas compte de certaines con-
traintes dictées par l'existant; 
la mise en place du système reflète une mauvaise compréhension 
des desiderata des ut i lisateurs, 
la partie automatique du système offre des temps de réponse trop 
longs (en raison par exemple d'une mauvaise architecture des 
traitements ou des données); 
les délais de mise en oeuvre du système automatique sont trop 
longs (en raison par exemple de trop nombreuses erreurs de pro-
grammation); 
la maintenance du système face à une évo luti on de la technologie 
ou des besoins des utilisateurs est trop codteuse. 
Ces différents facteurs d'échec proviennent d& différents types d'erreurs 
commises lors des différentes étapes constituant le cycle de vie d'un 
projet informatique. Une classification de ces étapes pourrait ltre la 
suivante (voir, par exemple, (BOD,8I)) 1 
objectifs, besoins et contraintes des utilisateurs 
Etude d'opportuni~ 
I 
cadre général d'une solution 
! 
Analyse fonctionnelle 
spécification fonctionnelle détaillée 
! 
Analyse de programmation 
représentation abstraite des algorithmes et des 
structures de données 
! 
Implémentation 
programmea exécutables 
Installation et maintenance 
3. 
Notons en passa.nt que les deux premières étapes fournissent comme résultats 
des descriptions à la fois des parties automatiques et manuelles du système 
d'information. Les étapes ultérieures, quant à el~es, ne concernent plus 
que la partie automatique du système. Cette volonté, au départ, de décrire 
le système d'information sans le limiter à sa partie automatique vise à 
éviter le danger décrit par (LEM,73), à savoir la tendance dans le chef 
de responsables d'organisations à réduire le système d'information au sys-
tème informatique et ainsi à démissionner devant les informaticiens. 
Dans le cadre de l a démarche d'analyse décrite ci-dessus , le présent tra-
vail portera sur les étapes d'anal yse f onctionnelle , d'analyse de progra~-
mation et d'implémentation; l'effort majeur s•est cependant centré sur 
l'analyse fonctionnelle. En effet, il e&t indispensable de disposer d'une 
description du système d'information qui soit précise, cohérente et complète 
avant de passer à sa réalisation. Une mauvaise analyse fonctionnelle se 
répercute sur chacune des étapes ultérieures: 
dans la plupart des cas, les utilisateurs sont mécontents du 
fonctionnement du système car celui-ci ne répon~ pas~ leur 
attente; 
lors de l'analyse de programmation et lors de l'implémentation, 
des difficultés surgissent et des choix sont à faire, lesquels 
auraient dft @tre réglés lors de l'analyse fonctionnelle; 
il devient illusoire de concevoir des plans de test significatifs 
en vue de valider le système; 
les coftts et délais de maintenance du système deviennent pro-
hibitifs. 
Si, dans de nombreuses organisations, l'analyse fonctionnelle est sommaire, 
voire inexistante, cela peut s'expliquer: 
par le fossé qui existe entre, d'une part, les demandeurs qui 
désirent un "bon" système mais souvent sont incapables de définir 
ce qu'ils entendent par "bon" et, d'autre part, les responsables 
., 
4. 
de la réalisation qui ee contentent de ce flou et ee préoccupent 
avant tout de réaliser un système qui " t ourne". 
par le manque de méthodes et d 'outils permettant de poser le 
problème dè manière systémati que t out en aidant à le comprendre 
et à le maîtriser. Dans l e cas par ticulier de l ' i nformatique de 
gestion, la difficult é de mattriser le problème ne provient pas 
tellement des éléments du système pris séparément (ceux-ci sont 
en général relativement faciles à appréhender), mais plut6t du 
nombre de ces éléments et des i nterrelat ions qui existent entre 
eux. 
Ce mémoire a pour but: 
de proposer une démarche permettant de spécifier un système 
d'information de manière méthodique, compréhensible et maîtri-
sable; 
de suggérer un cadre formel sous-jacent; 
de montrer comment une telle démarche peut être structurée avec 
les étapes d'analyse de programmation et d'implémentation; 
de montrer l'applicabilité de cette démarche et de son articu-
lation par leur mise en oeuvre sur une application non triviale 
de gestion de ventes par correspondance. 
Là base de notre travail est constituée par la "méthode déductive" dévelop-
pée à Nancy par c •. -Pair et son équipe (PAI,79), et utilisée par J-P. Finance 
aomme méthode de spécification dans le cadre de la construction du premier 
énoncé d'un problème purement informatique et libre de toute contrainte 
organisationnelle. Les idées de base de cette approche sont les suivantes 
(FIN,79): 
commencer par spécifier le résultat qui se trouve généralement 
décrit dans l'énoncé initial; 
essayer d'exprimer le résultat en fonction de données de "départ", 
en introduisant éventuellement des données "intermédiaires"; 
décomposer la spécification du pr oblème en isolant des sous-
problèmes indépendants: l'introduction d 'un intermédia i re 
constituant un nouveau sous-problème; 
structurer la spécificati on en utilisant la séparation entre l es 
concepts d ' "univers" (ensemble de données et de leurs propriétés) 
et d'"énoncé" (ensemble des f onctions d'accès définies en uti-
lisant les propriétés des données du problème) . 
Pour étendre la méthode déductive de la spécification d'un programme à 
l'anal yse fonctionnelle d ' un système d 'informat ion , nous avons déci dé de 
travailler au niveau de 1 111applica.tion" au sens d& (BOD,81) : il s'agit 
d' un problème ayant une existence "quasi-autonome" (au sens de (SIM, 74)), 
un flux homogène d'informations, une certaine permanence dans le temps , et 
communiquant avec d ' autres applications par échange d'agrégats ( i nformations 
r epr ésentant des propriétés d'état du système d'informat ion)~ Cette appli-
cat ion représente l'unité de, base de conception et de mise en oeuvre d'un 
pro jet informatique; en particulier, elle devrait constituer l ' unité de 
base minimale d'une analyse fonctionnelle (BOD,8I). 
Pour f aire de la méthode déductive , une méthode apte à décrire une appli-
cation , nous avons dft: 
- enri chir la méthode en prenant en compte l'envir onnement organisationnel. 
En effet , la méthode déductive permet de présenter une sorte de noyau du 
système , reprenant l a logique inhérente à l 'application à traiter, mais ne 
permet pas nécessairement d'appréhender un certain nombre des caractéris~ 
tiques propres à l'envi r onnement organisationnel considéré ( cer tains trai-
tements propres à l ' organi sation étudiée, des enchaînements particuliers 
entre traitements , de s i nterfaces avecl'envi ronnement du système automatique). 
- assurer la prise en compte des contraintes globales de performance atten-
due par le demandeur; 
- déve l opper un cadre formel pour exprimer la description des différents 
él éments constituant l ' application. Ce cadre permet de présent er, en par a! -
6. 
lèle, une description en langue naturelle et une description formalisée 
du problème et des sous-problèmes traités; 
- nous donner un outil de représentation graphique des relations entre les 
différents sous-problèmes traités. 
Nous avons voulu juger de l'effectivité de la démarche proposée en montr ant 
comment nous pouvions l'articuler sur les étapes ultérieures d'analyse de 
programmation et d'implémentation I d'une part, à partir de la description 
de la structure des données, nous pouvons dériver le modèles des accès 
nécessaires,et d'autre part , à partir de la descri ption de la structure 
des traitements, nous pouvons définir une architecture des programmes basée 
sur une mod.ularisation de type suivant: 
modules fonctionnels. Ils concernent les différents traitements associés 
aWG· sous-problèmes. 
modules interactifs . Ils gêrent les interactions avec l'extérieur du 
système informatique (saisie et diffusion de données). 
- modules gérant la concurrence éventuelle. Ils règlent les interférences 
entre différents modules. 
modules d'entrée-sortie et d'accès. Ils cachent les particularités du 
matériel èt du logiciel de communication et de stockage des données. 
Enfin, nous avons bmvement décrit les liens assura.nt le passage de l'analyse 
de programmation à l'implémentation des programmes et du modèle d'accès. 
Ce travail est organisé de la manière• suivante. 
Un premier chapitre présente un état de l'art sur les méthodes de spécifi-
cation. Après avoir défini l'activité de spécifier et argumenter sur sa 
nécessité, nous passons en revue quelques méthodes existantes. 
Le deuxième chapitre constitue le coeur du travail, il expose la démarche: 
- au niveau fonctionnel, en décrivant la spécification selon une analyse 
déductive (§I), en adaptant celle-ci à l'environnement organisationnel (§2) 
et en mentionnant les contraintes globales de performance (§3); 
• au niveau organique, en définissant une architecture· des traitements 
et des données (§4) puis en passant à la programmation et à la dérivation 
d'un modèle d'accès aux données (§5), 
- au niveau de l'implémentation des programmes et du modèle d'aceès (§6). 
Un troisième chapitre est consacré au développement d'une application de 
gestion de vente par correspondance suivant la démarche décrite. 
8. 
Chapitre I. 
ETAT DE L'ART SUR LES METHODES DE SPECIFICATION. 
9. 
Dans ce premier chapitre, nous passerons en revue quelques consi-
dérations concernant l'activité qui consiste à spécifier un système d'in-
formation. 
Dans un premier para.graphe, nous nous préoccuperons d'une définition de 
cette tâche. 
Le second para.graphe explicitera la nécessité et les raisons d'une "bonne" 
spécification. 
Dans le troisi~e paragraphe, nous verrons,pour une spécification,les con-
traintes liées à son audience variée. 
Au cours du quatrième paragraphe, nous essaierons de mettre en évidence un 
code minimal de bonne conduite concernant le contenu d'une spécification. 
Le paragraphe cinq passera en revue respectivement les défauts et les qua,-
lités caractérisant les spécifications trouvées. 
Enfin, le paragraphe six, à travers l'étude de trois méthodes de spécifi-
cation, mettra l'accent sur les attributs du langage de description employé 
mais aussi sur les critères qui guid'ent le spécificat'Ulrdans son approche dù 
problème. 
IO. 
Avant de nous plonger dans l'exposé des problèmes posés par la spé-
cification d'un système d'information, il est fondamental de savoir ce que 
l'on entend exactement par cette activité. Pour essayer de mieux s'en rendre 
compte, nous allons présenter quelques définitions parmi tant d'autres et 
souligner leurs caractéristiques. 
Commençons par celle donnée par le Larousse. 
"Spécifier quelque chose, c'est le déterminer, l'exprimer d 'une 
manière précise". (LAR, 71) 
Complétons-la par quelques définitions données par des "hommes du métier". 
"Spécifier un problème, o•est fournir un cadre précis pour cons-
tituer sous une forme fiable et rigoureuse, pouvant éventuellement 
8tre traitée automatiquement, l'exposé du problème que l'on envi-
sage de résoudre". (DEM, 79) 
"Une spécification est l ' ·e:xposé précis des exigences auxquelles 
un produit doit satisfaire". (BAR, 77) 
"Spécifier un problème informatique, c'est le poser aussi préci-
sément que possible en s'interdisant de penser prématurément à 
sa solution". (MEY, 80) 
Il est assez remarquable de trouver dans ces trois définitions le mot "pré-
cis". Cela met bien l'accent sur la dli.fférenoe qui existe entre un problème 
et sa spécification ainsi que sur la difficulté de passer d'une description 
imprécise à une autre bien précise. Cependant, quant à la manière de spé-
cifier, on peut constater une signification distincte entre le La.rousse et 
les informaticiens. En effet, si pour le premier, la représentation binaire 
d'un programme constitue une expression précise du problème, pour les se-
conds, celle-ci ne peut convenir car elle constitue déjà une solution du 
problème. 
Il. 
Cette distinction problème-spéoifioation-solution est importante . D'une 
part , a priori, passer du problème à une solution est difficile car c'est 
à la fois définir d'une manière non-ambigu@ et rigoureuse le problème à 
traiter (quoi faire?) et prendre en compte des idées de sa réalisation 
et de son exécution. D'autre part, comme le souligne l a t r oisième définition J 
comment pourra-t-on rendre compte que le produit auquel on a abouti satis-
fait entièrement aux exigences requises par l'utilisateur ai celles-ci na 
sont pas précises et explicites au préalable? 
I.2. Pourouoi snécifier? 
==• a ==•=•=•===~a===•cr=am 
Spécification, développement et maintenance. 
La spécification d'un système d'information ne servir a pas seulement 
a pos teriori pour s'assurer que l'implémentation a bien répondu aux besoins, 
mais,a .priori, constituera un document qui sera à la base du contrat liant 
le demandeur et les réa lisateurs du système d'information. Pour cela, il 
faudra donc qu'il soit clair, non-ambigu et compréhensible pour les deux 
parties. De plus, parce que les besoins évolueront dans le temps; la spéci-
fication devra permettre de refléter facilement des modifioations et, en 
tout oas , beauooup, pl us clairement que les programmes eux-m@mes qui eux, 
présenteront des complexités supplémentaires dues aux optimisations réali-
sée s ( BAL, 79). 
Spécificat ion et validation. 
Si, dans ces dix dernières années, nous avons vu naitre un ensemble 
de t ermes tels que "programmation structurée", "programmation modulaire", 
"analyse descendante", "analyse ascendante", ce n 1 ést Mrement pas par ha-
sar d,et cela reflète les préoccupations du monde de l'informatique concer-
na.nt la conception, la réalisation et la maintenance de logiciels. Ces 
méthodes, cependant, ne font que résoudre une partie du problème car elles 
n 'interviennent qu'au niveau de l'analyse organique et de l a programmatio~. 
I2 .. 
Or , si on se limite à prendre uniquement en compte ces étapes dans le 
déve loppement d'un logiciel, il va être très difficile, .~oire impossi-
ble, de vérifier l'adéquation entre le programme et le problème qu'il 
est oensé résoudre. En effet, il ;s'agira de donner la preuve de la 
validité du programme par rapport à des concepts et des propriétés qui 
ne sont c l airs, dans le meilleur des cas, que dans l'esprit d'une ou 
plusieurs personnes •. Il va de soi qu'une telle validation ne peut @tre 
elle-m@me que peu fiable. De plus, cette validation sera compliquée: 
par la présence œ•un trop grand niveau de détails (par exemple 
la définition de fichiers, messages, transactions obscurcit la notion 
d'objet n1ogique" dans l'esprit du demandeur) , 
-par l'aspect dynamique (procédural) de 1' enchaînement d.es tâches., 
Une telle at titude est donc· à rejeter, excepté peut-@tr& dans le cas de 
la réa l isation personnelle de petits logiciels à son propre usage comme 
l'indique la. figure I. 6n peut, cependant, objecter à une telle présen-
tation le pourquoi de spécifications inutiles dans le cadre de petits 
logiciels et la manque ru~ erreurs de programmation pourtant fréquentes 
lors de la réalisati on de gros l ogiciels • 
utilisateur ... réalisateur + réalisateur 
docwnentation minimale importante 
validati on minimale indispensable 
cg!t de . m 1f 1cat1on faible élevé 
spécifications . inutiles nécessaires 
informat ion tout dans la t@te très répartie 
erreurs de pr ogrammation de spécification 
PETITS LOGICIELS GROS LOGICIELS 
PERSONNELS 
figure I. Différences entre petits et gros logiciels (d'après (GER,80)). 
----------- -- - --------------------- -----i 
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Par contre, en informatique de gesti0n, où la masse de données à traiter 
est très importante, la. nécessité de validations plus systêma·tiq_ues est 
indispensable. Une possibilité consi ste à introduire une spécification 
intermédiaire entre le problème et sa résolution (LIS,75a)~ Si cette 
spécification possède tout un ensemble de propriétés que nous décrirons 
ultérieurement dans le para.graphe 1.5, dbnt la principale est une défi-
nition précise du problème, on peut se dr;mner des moyens systématiques 
de vérification de la cohérence des programmes par rapport à leur spéci-
fication . La diffioulté consiste à se donner une méth dologie de spéci-
fication permettant de décrire totalement le problème. A nouveau, se 
ooü.vaincre de cette aomplétude ne peut ~e faire que d'une manière infol'-
melle maie sera plus facile si la spt cification est aisément aompréheneible . 
Impact· des spécifications dans le développement d'un projet (BOE,76). 
Sur la figure 2, on constate qu'à travers les années,si les coüts 
du matériel ont continuellemem; baissé, les coüts du logiciel ont suivi 
exactement la courbe inverse; c'est ainsi qu'en 197;, 250) milliards de 
franes fran9ais ont été investis en infomatique dont à peu près 200 
sont des coüts de logiciel, 
IOO 
80 
60 
40 
20 
MATERIEL 
LOGICIEL (MAINTENANCE) 
1955 1970 
Figure 2. Coüt du logiciel (d'après B.W. BOEHM) • 
Quand on sMt que 50 % des coüts sont des coüts de correction d'erreurs, 
il convient d'en voir la répartition comme indiquée da.ns la figure 3. 
Eri-eurs de 
spécification 
Erre.11rs 
de coda.ge '> 
Figure 
40 ~ -
( 
Erreurs de 
programmation. 
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On constate que les erreurs de spécification et de programmationirepré-
sentent 70 % du nombre total d' erreurs, mais ce qui est plus grave,c' est 
le o-o1lt des erreurs c.omme l'indique la :figure 4. 
Type 
Spécification 
Prograwnation 
Codage 
% du nombre 
total et' erreurs 
4Œ % 
30 % 
30 ·% 
Codt de correction % du codt de 
unitaire relatif correction 
total 
5 
2,5 
I 
66 % 
25 % 
9 % 
Figure 4. Coüt des erreurs •. 
Ca. tableau montre' clairement que le c:odt des erreurs de spécification 
représente en moyenne 2/3 du coüt total de aon-ection, soit le tiers du 
ooüt total du logiciel (270 milliards de francs français en 1975). Le 
aodt relatif des erreurs de spécification est très important car ces 
erreurs sont les plus tenaces parce que la plupart sont détectées au moment 
ou après la livraison du logiciel, ce qui signifie ùn retour en arrière 
importani.t et par conséquent très codteuxr. 
Nous avons montré jusqu'ici le r6le nécessaire et critique de la spéci-
fication dans la r éalisation d'un logicie l; nous avons également esquissé 
quelques critères caractérisant une bonne définition (précision,rigueur, 
non-ambigutté, compréhensible et complète). Pour approcher d'autres qua-
lités d'une spécification, il faut au préalable nous poser les questions 
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de savoir à qui elle est destinée et ce que l'on va précisément y mettre. 
!:~: ~2~~=~~!m!f~~!!!2;=! 
L'audience d'une spécification dépasse largement celle de ceux 
qui les écrivent pour s'adresser à tout un ensemble de personnes dont 
les attentes et les nécessités sont bien différentes . Ainsi: 
-le demandeur devra pouvoir décider ai les spécifications correspondent 
à ses besoins. Il lui faut donc · un document qui expliquera clairement ce 
que sera et ce que fera le système décrit, éventuellement oe qu'il ne f&ra 
pasJ 
-les utilisateurs non-informaticiens devront, à partir de s spécifications, 
trouver une défini tion non-ambigu@ des t!ches qu'ils doivent réaliser 
ainsi que des interfaces qui existeront entre eux et la machine; 
-le chef de projet devra disposer d'une définition aussi complète que 
po0sible des attributions et des interfaces du système sous étude; 
- le responsable de la réalisation du logiciel devra, à partir des spé-
cifications, pouvoir évaluer les coftts, les délais d'implémentation et 
éventuellememt désapprouver certaines spécifications; 
-l'équipe de la réalisation devra mettre en oeuvre utj.e structure du sys-
tème permettant de réalisen· les fonctions spécifiées et faire le design 
de la structure de données décrite., Elle assurera ensuite la programmation 
et la constitutio~ des fichiers nécessaires tout en .vérifiant, à tout 
moment, que ce qui a été réalisé répond exacteme?it à ce qui a été spécifié; 
-les responsables de la maintenance, lors d;•erreurs ou d'évolution dans 
les spécifications, devront pouvoir juger de l'importance et des con-
séquences de telles modifications par rapport aux spécifications exis-
tantes;.. 
Il apparaît donc . que, vu le nombre important ne personnes qui ont besoin 
des spécifications et vu leurs attentes parfois fortemeht différentes, 
la spécification devra posséder de nombreuses qualités.Cependant, il 
n'est pas évident que toutes ces qualités soient compatibles entre elles. 
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Ainsi la lisibilité des spécifications attendue par les utilisateurs 
non-informaticiens et les demandeurs peut @tre un obstacle face à l'uti-
lisation d'un langage formel (par exemple, le langage mathématique) per-
mettant d'exprimer les choses. De telles incompatibilités vont nous 
amener à juger les qualités des spécifications à leurs possibilités, 
telles quelles, vues sous différents angles (en effet,le niveau de détail 
requis n'est pas le même suivant les différentes personnes concernées), 
de satisfaire les besoins des différents individus; si ce n'est pas le 
cas, à la facili té, à partir des descriptions, de r édiger les documents 
nécessaires et répondant aux exigences des différentes personnes. 
Comme nous l'avons d~jà signalé dans le paragraphe I.I., spécifier, 
au sens informatique du terme, c'est décrire un probl~me en répondant à 
la question: "que faut-il réalisell"?", cette question s'opposant à celle 
de "comment le réaliser ?" • Souvent., en effet, l'analyste du système pro-
duit une conception approximative (une idée de réalisation du système). 
Cette distinction étant faite, il s'agit de savoir quel sera le contenu 
d'une spécification. A ce sujet, plutôt que de relever toutes les alter-
natives que l'on peut répertorier dans la volumineuse littérature concer-
nant le" Software Engineering", nous avons opté pour la présentation et 
la comparaison du contenu des spécifications trouvées dans trois méthodo-
logies différentes. Celles-ci donnent un assez bon aperçu de tout ce qu'on 
peut trouver dans d'autres techniques. 
Commençons par la description des spécifications que l'on trouve dans les 
travaux de F.BODART et de son équipe de Namur (BOD, 79a). 
- Spécification de la structure conceptuelle des données. 
Ella se fera à l'aide du modèle entité-association dont les concepts 
de base sont les entités, les associations, les propriétés et les con-
traintes d'intégrité. 
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Spécification de la structure de traitements. 
Décomposition dea traitements sur base d'une nomenclature hiérar-
chique (aystàme,sous-système,application,phase,fonction). 
Chacun des traitements sera décrit: 
+ d'une manière statique: entrées,sorties (messages),collections 
d'informations et spécification pour les traitements d'une fonc-
tion sous forme de règles à respecter. 
+ d'une manière dynamique: le modèle dynamique des traitements est 
basé sur les concepta de 
processus ( attaché à chaque exécution d'une procédure). 
évènement (changement d'état du système connu par un message). 
point de synchronisation. 
Parnas et Heninger (HEN, 80b), lors de la réécriture des spécifications 
du logiciel utilisé par l'avion A-7, ont donné la description suivante. 
Pour chaque input et output du système, on donne les caractéristi-
ques suivantes: 
+ attrd.bution d~un nom symbolique: nom mnémotechnique identifiant 
la donnée. 
+ les valeurs pouvant être prises. 
+ la séquence d'instruction permettant d'acquérir la donnée. 
+ les valeurs d'encodage montrant comment les valeurs prises par 
les variables ayant un nom mnémotechnique peuvent être transformées en 
des représentations binaires spécifiques. 
+ la représentation des données montrant la location d'une valeu~ 
dans ~ ~e 16 bite ~ 
En: outre, pour chaque donnée~réaultat, on décrit les fonctions 
portant sur elle. 
- Chaque fonction est spécifiée par: 
+ ses effets externes visibles. 
+ une indication indiqua.nt si la fonction est modifiable ou pas 
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et les éventuels changements auxquels elle devra pouvoir faire 
face. 
+ des contraintes de temps. 
+ la description des évènements associés à l'exécution d'une fonction. 
+ les données de sortie. 
+ l'expression des conditions caractérisant les valeurs des outputs. 
+ les réponses face à des évènements non désirés. 
Chez SADT (Structured Analysis and Design Technique) (Ros,77), on trouve: 
les actigrammes. 
Ils sont composés: 
+ de boîtes où l'on décrit les traitements de manière informelle 
(texte),les inputs, les outputs et les fonctions de contrôle 
définissant les conditions d'activation des traitements. On in-
dique également le processeur exécutant cette t!che. 
+ de flèches reliant les boîtes et exprimant les contraintes rela-
tionnelles en termes de flux de dnnn4es entre les boîtes. 
les datagrammes. 
Ils sont composés: 
+ de bottes où l'on décrit les do)Jllées d'une manière informelle 
ainsi que les fonctions de création, d'utilisation et de con-
trôle de ces données •. on indique également le support de mémori-
sation. 
+ des flèches indiquant les différents traitements utilisa.nt des 
données pour en créer d'autres. 
Au vu de ces différentes teohniqa&s, nous pouvons définir un code minimal 
en matière de spécifications qui sera: 
~, - une définition et les propriétés caractérisant l'ensemble des concepts 
liés au problème. 
j - une description de la structure des traitements. 
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Cette définition devrait se présenter sous la forme d'une hiérarchie 
de fonctions pour lesquelles on donnerait les données d'entrées, de 
sortie et les collections d'informations (informations présentant un 
caractère permanent et nécessitant une mémQrisation) manipulées.On spéei-
fierait également l'effet de la fonction; cependant, 011 :se. cil•nrAnde 
si une deacription externe, comme le fait Parnas, suffit. En effet, une 
description uniquement en termes de données d'entrées et de sorties 
accompagnée d'une brève explication concernant les traitements réalisés 
suffit-elle pour pouvoir identifier de manière non-ambiguë plusieurs 
fonct ions ayant un effet équivalent et pouvant être paramétrisêe? Pour 
chacune des fonctions, il faudra en outre, décrire les interfaces ainsi 
que les conditions d'activation des traitements. La réponse face à des 
évènements exceptionnels et le type des modifications probables seraient 
également des éléments intéressants à prendre en compte. 
){ - une description de la structure des données. 
Le système devra @tre décrit non seulement sous la fo rme de traitements 
mais également sous la forme des données manipulées. En effet, celles-ci 
présentent des propriétés, des interrelations qu'il est important de dé-
finir en vue de choix de représentations ultérieures. En outre,comme la 
possibilité est offerte chez SADT, la présentation des fonctions travail-
lant sur chacune des données permet d'avoir une vue synthétique et complète 
(notion de type abstrait au sens de (LIS,75a) et (GUT,77) ). 
4(- une description des co~traintes matérielles et logicielles de réali-
sation ainsi que des performances requises du point de vue de l'utilisation 
et de l'environnement externe. 
Remarque. 
On peut s'étonner, au niveau de la spécification de A-7, du grand 
nombre de détails hardware trouvés . Cependant,ceux-ci ont leur place au 
niveau fonctionnel car pour ce type de problème d'avionique, les caracté-
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ristiques matérielles sont connues dès le départ et ne peuvent donc être 
considérées comme des choix de réalisation. Cela montre, en partioulier, 
qu'au niveau des spécifications, d'après le type de problème à traiter, 
les besoins et les attentes peuvent être différents. 
Dans les paragraphes précédents, nous avons soulevé quelques pro-
blèmes liés aux spécifications, et de là, donné de premières idées concer-
nant les qua l ités d'une définition telles que la précision, la non-ambi-
guité , la complétude quant à son contenu, la compréhensibilité pour dif-
férentes catégories de personnes. Avant d'essayer d'en formuler d'autres 
caract éri sant un'bon" énoncé initial, il serait intéressa.nt de présenter 
une classi fication des éèueils couramment rencontrés dans un cahier de 
charge et de l'illustrer par quelques exemples. 
Pour B.Meyer, (MEY,80), on peut détecter, chez le spécificateur, six 
"péchés capitaux"• 
I 0 ) Le silence. 
Il s'agit d'éléments non spécifiés du problème. Ces erreurs sont très 
graves car si elles ne sont pas découvertes, cela signifie simplement 
• 
qu'au stade de la réalisation, on devra faire des choix qui auraient dn 
être réglés au cours de la définition; de plus, il est à peu près sŒr que 
les solutions r etenues ne correspondront pas à l'attente du demandeur. 
Exemple. 
Une spécification trouvée dans (CLA,79) pour un problème est la 
suivant e. " Compter combien de fois apparaît un mot dans un texte (on fait 
l'hypothèse qu'un mot n 'est jamais coupé sur deux lignes)"• 
Les silences proviennent souvent du fait que pour le spécificateur,quand 
il est pro~~e du demandeur, certaines caractéristiques paraissent éviden-
tes et ne doivent pas être explicitées. Ainsi, on n'a pas défini précisé-
ment ce qu' éta ient un t exte,une ligne, un mot, c'est-à-dire les concepts 
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de ·base lié• au problème. Tout a.u plus, peut-on comprend e qu'un texte 
ainsi qu'une ligne sont formés ne mots. 
Il s 'agit d'éléments de la spécification n'apportant pas de nouvelles 
informations sur le problème. En part iculier, des variantes de oe bruit 
sont la redondance et le" repentir" (des caractéristiques propres à un 
élément n'apparaissant pas lors de sa définition mais bien lors de l'une 
de ses uti lisations). 
Exempla. 
La spécification d'un problème de traitement de texte donné par 
( GOD,76) dit, entre autre: 
" ••• Un mot est une suite non vide de caractères non de sa•t • Un saut est 
une suite de un ou plusieurs caractères de saut ••• La sortie du programme 
doit être ••• et au début du texte de sortie, s'il existe ••• "• 
Les bruits ne sont pa.s forcément g~nants dans une spécification à condition 
qu'ils ne servent pas à redire la même chose dans des termes différents , 
ce qui a.mène aloDs le lecteur à se poser des questions. Ainsi, dans les 
deux premières lignes de l'énoncé, après réflexion, Dn· se rend compte 
qu'une" suite non vide "de caractères est en fait "une suite d'un ou 
plusieurs caractères". 
Un exemple de repentir se trouve dans les deux dernières lignes où l'on 
définit ce qui est la sortie du programme, tout en signalant plus loin 
la possibilité qu'il n'y ait pas de texte de sortie; cette caractéristi~ue 
ayant dü apparaître beaucoup plus tôt car elle constitue u~ attribli.t esser1-
tiel de le définition de la sortie. 
3°) La surspécification. 
Il s'agit d'éléments de la spécification qui sont des caractéristiques 
d 1u.ne solution possible plutôt que des caractéristiques du problème.Typi-
quement ,il s'agit d'erreurs reflétant une confusion entre le "quoi" et 
le"comment". 
! 1 
• 
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Exemple. 
La spécificat ion de la "Daisy Chain" donnée par (J AC ,75) dit:" • • • La car-ta 
contient trois champs- FI,F2 et F3. PI doit être nwnérique et compris en-
tre I et 99; si c'est le ca s , i l peut être utilisé po~r retrouver une 
entrée à partir de la table. L'e:gitrée contient deux valeurs limite:s et 
un multiplicateur. Si F2 est à l'intérieur des limites, il peut être 
multiplié par le multiplicateur pour donner l'adresse sur le disque . 
L'article à l'adresse du disque cont ient un string de caract èr es. F3 doit 
être égal à un aous-str i ne de ce s " ring ,,. ca.ra,..1 tè s. Si ç est le .. s, ce 
préfixe dans le string doi t être i mprimé • • Il y a , pr ocessus qu i ~ r en-
nent en charge respectivement FI ,F2 et F3 
PI retrouve l'entrée dans la table , 
P2 accède à l'article sur le dis~ue, 
P3 imprime le préf i xe de F3 dans l e s tring de s caractères Il ... 
La surapécification provient i ci du fait que l'on ne se contente pas de 
définir le problème, mais, en outre, on dit comr.1ent le résoudre en préco-
nisant un enchaînement des tâches beaucoup trop algorithmiques pour ce 
niveau, et de plus, en introduisant les notions de processus nécessaires 
à la réalisation du système. 
4°) La contradiction. 
Ils 'agit d'éléments de la s pécification Qui définissent de façon 
incompatible une même caractéristique du problème. 
Exemples. 
Toujours dans la spécification de Goodenough et de Gerhart (G00,76), on 
trouve deux définitions distinctes de la donnée d'entrée. En effet,d'une 
part, elle est définie comme "un flot de caractères" et d'autre part,comme 
"une suite de mots et de sauts". 
On passe ainsi de la notion d '' une sui te de caract ères à ce lle d •une sui te 
de suite de caractères . 
Un autre exemple est celui de la f onction "mise-à-jour-plus-du-stock" 
l 
1 
1 
1 
r -
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dans la spécification du cas Petitpas (BOD,79b). 
" •• • le message d 'entrée est Produit-réapprovisionné ••• " et la règle 2 dit 
" ••• pour chaque produit pour lequel on vient d'enregistrer une livraison ••• " 
On est amené ici à se demander si le message d'entrée conoerhe-bien un 
produit réapprovisionné ou plusieurs . 
Il s ' agit d ' éléments de la spécification qui autorisent deux interpré-
tations ou plus . 
Exemple. 
Dans la spécification du cas Petitpas (BOD,79b), on trouve comme 
premiàre règle pour la f onction de "vérification pour l'identité du client": 
" ••• tout clieDt est identifié soit par son numéro de client, soit par ses 
nom et prénom •••"• Cette spécification aurait été ambigu!, car on ne sait 
quelle priorité donner si on possède à l a fo i e les deux identifiante,si 
elle n'avait été complétée plus loin par la troisième r ègle disant: 
" ••• 
les nom,prénom, adresse inscrita par l e c l i ent sur le bon de comman-
de ont toujours priorité sur le numéro inscrit par le client sur son bon 
de commande lors d'un essai d'identification ••• ". 
De manière générale, l'emploi dea opérateurs logi ques tels que "et","ou", 
"soit ••• ,soit•••" entraî ne fréquemment une certaine ambigutté. 
6°) La référence en avant. 
Il s'agit d'éléments de la spécification utili sant des çaractéristi-
ques du problème définies plus loin dans le texte . 
Exemple . 
Dans la spécification donnée par Balzer,Go ldman et Wile (BAL,77) d'un 
système automat i que de messages dans des bureaux, on trouve dans le pre-
mier paragraphes "Les messages reçus du "AUTODIN-ASC" sont traités pour 
8tre assignéa ~:·par une distribution a.utoma.tique" . Et c• est seulement plus 
loin, à partir du sixième paragraphe que l'on définira la technique 
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d'assignation. De manière générale, ce sont ces références qui empêcheront 
une lecture séquentielle de la spécification. 
A c8té de ces différents défauts qui caractérisent souvent une spécifica-
tion, celle-ci peut être également jugée sur un ensemble de cri t ères re-
présentatifs d'une bonne définition du problème. La. liste de ceux-ci 
n'est pas exhaustive mais nous avons choisi de retenir ceux que l'on re-
trouve le plus souvent chez la plupart des auteurs tels que (PAR,72), 
(LIS, 75a) (nm,1, 79), (FIN, 79). 
La première quali té d'une spécification est qu'on n' y trouve pas t r ace des 
six "péchés capitaux" qui viennent d'@tre définis. En particulier, on 
veillera à ce qu'il n'y ait pas de contradictions, de silences ni de 
surspécifications, ce qui assurera respectivement la cohérence, la complé-
tude et la minimalité de la spécification. 
Cohérence (consistance). 
Un énoncé sera cohérent s'il ne contient pas de contradictions au niveau 
des définitions des objets manipulés. 
Il faut remarquer que fréquemment un énoncé informel est incohérent, no-
tamment lorsqu'il comporte de nombreuses définitions conditionnelles (com-
ment s'assurer que plusieurs cas identiques de combinaison de condi tions 
n'ont pas entraîné des traitements différents?) • 
La. complétude. 
Une spécification doit décrire complètement le problème, c'est-à-dire 
définir précisément toutes les relations possibles et nécessaires entre 
les résultats et les données du départ. 
La minimalité. 
Il s'agit de construire des spécifications qui présentent les propriétés 
intéressantes des concepts rencontrés et rien d'autre. En particulier ,on 
décrira ce que doivent faire les prog~ammes sans dire comment ils seront 
réalisés. Si l'énoncé était surspécifié,cela restreindrait les possibilités 
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de résolution tout en augmentant la complexité de la vérification du 
programme en accroissant le nombre de propriétés à prouver. 
D'autres qualités pouvant caractériser une bonne spécification 
seront: 
la constructibilité. 
Il doit @tre possible de construire les spécifications d'un problème 
sans grande difficulté. Pour cela, il s'agit d'avoir une méthode aidant 
le spécificateur dans sa tâche. S'il existe un langage particulier de 
description, il faut que celui-ci soit facilement assimilabl e, ne 
conduise pas à un surcrott de travail fastidieux et puisse s'appliquer à 
la description d'une large classe de concepts. 
la fidélité. 
Il s'agit d'une qualité non formalisable car elle exprime l'adéquation 
de l'énoncé initial au problème donné. Comme le souligne (FIN,79), on ne 
pourra se convaincre qu'intuitivement de cette adéquation et la formali-
sation de l'énoncé sera d'autant plus convaincante qu'elle sera proche 
de l'énoncé informel. Cela constitue une raison supplémentaire de non-
surspécification de l'énoncé. 
la compréhensibilité. 
L'énoncé devra être compréhensible pour l'informaticien ainsi que pour 
la personne qui pose le problème. La spécification devra être claire et 
pas de trop grande taille pour rester facile à comprendre. A la limite, 
comme le signale (LIS,75), il pourrait être souhaitable d'avoir un énoncé 
de dimension plus petite que le programme qu'il spécifie. 
l'extensibilité. 
Il est désirable qu'un changement minimum dans le problème résulte en 
un changemeut minimum dans la spécification. 
Remarque: de la formalisation des spécifications. 
Pour plusieurs auteurs, la seule manière d'échapper à beaucoup de défauts 
d'une spécification est de l'exprimer à l'aide d'un langage formel qui 
26. 
permettra d'e~liciter les concepts développés d'une manière précise et 
non-~~bigu~. En particulier, la formalisation s'avère nécessaire lorsqu'on 
veut utiliser les spécifications en conjonction avec des outils de preuve 
de programme , de vérification d'lquivalence de spécification,etc ••• 
Par contre, comme le souligne (BAL,77) , une description informelle pré-
sente,aussi,bien des avantages: l a concision (car seulement une partie de 
la spécification est explicite), la communicabilité, une maintenance plus 
aisée (moins de complexité que la spécification formelle ). En outre, la 
non-ambigu!té peut être également assurée si la spécification informelle 
est faite avec suffisamment de rigueur et de précision . 
Pour concilier les représentations informelles mieux adaptées aux deman-
deurs et les représentations formelles plus recherchées par les programmeurs , 
il faudrait la possibilité de techniques capables de transfo rmer l'une 
en l'autre grâce à la connaissance du ·contexte. 
A côté de tous ces critères caractérisant une "bonne" spécification, 
les différents formalismes employés peuvent encore être comparés au point 
de vue: 
- des environnements qu'il offrent, en particulier, concernant des fins de 
documentation automatique ou de contrôles élémentaires de cohérence; 
- des supports graphiques possibles; 
de l a compétence requise de la part des personnes qui spécifient (non-
informaticiens ou informaticiens); 
- de la généralité du domaine d'application de la technique de spécifica-
tion. 
Enfin, dans la description des problèmes de taille importante (spécifica-
tion de système d'information), il est fondamental de disposer d'une 
démarche méthodologique qui nous guidera dans la rédaction des spécifica-
tions. C'est sur l'importance d'une telle démarche que nous insisterons 
dans le paragraphe suivant. 
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On peut constater que la spécification de problèmes de taille 
relativement modeste, tel que la gestion d'une pile, a été particuliè-
rement réussi par plusieurs spécificateura et présente lea qualités requi-
ses. Cependant , si pour un problème bien délimité, l'application directe 
de tel ou tel langage de spécification est immédiate et ne pose pas de 
difficultés, par contre, face à des problèmes de dimensions importantes 
tels que la description de systèmes d'information, la langage de spécifi-
cation ne suffit plus et il faut se définir une démarche méthodologique 
permettant de structurer l'approche du problème et par conséquent sa 
spécification. En effet, spécifier un problème, ce n'est pas seulement 
l'expliciter, mais c'est encore le structurer. 
Dans cette partie, nous allons passer en revue quelques moyens 
récents d'aide à la spécification et nous jugerons chacun d'entre eux sur: 
la qualité de la spéèification obtenue, 
- la démarche méthodologique suivie. 
On peut classifier les systèmes existants, comme le fait (GER,80), en 
deux catégories: 
-les systèmes passifs. Il s'agit d'un ensemble d'outils intégrés autour 
di.'u.ne base de données et gérés par un système exécutif. 
- les systèmes actifs. Ils reposent sur l'utilisation d'une base de con-
naissances permettant, par un dialogue interactif avec le demandeur, d'a-
boutir à une spécification formelle tout en étant parti d'une définition 
infonnelle. Un tel scénario présuppose une certaine intelligenae du sys-
tème au niveau des questions posées à l'utilisateur. 
Les systèmes du second type sont apparemment plus sophistiqués, ce qui 
explique que leur réalisation complète ne sera pas assurée avant plusieurs 
années. Quant à ceux du premier type, il s'agit de méthodes que l'on 
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trouve depuis quelques années sur le marché et pouv lesque ls on dispose 
de données concernant les expériences connues par les utilisateurs lors 
de leur emploi. Parmi les systèmes dits "passifs", nous décrirons celui 
qui eat commercialisé par Sbftech appelé S.A.D.T. et celui étudié par 
F. Bodart et so~ équipe à l'Institut d'Informatique de Namur. Comme 
exemple de système actif, nous prendrons le système français Zaide. 
I.6.I. S.A.D.T. (Struotured Analysis and Design Technique)(Ros,77 ),( SOF ,76). 
Cette méthodologie prend en compte le modèle fonctionne l des trai t e-
ments que le système doit réaliser aussi bien que la modèle organique 
concernant l'implémentation de ces fonctions. Dans l'analyse qui suit , 
nou• nous intéresserons ùniquement à la vue fonctionnelle. 
Comme nous l'avons vu dans le chapitre 1.4., SADT repose sur une décompo-
sition stncturée d'éléments complexes en ses parties constituantes. Au 
départ, on considère le problème comme un seul "module" représenté par 
une boîte. Celle-ci pourra être décomposée en un certain nombre de boîtes 
plus détaillées (au moins trois, pas plus de six), chacune d'entre elles 
représentant une fonction contenue dans la botte initiale . Ensuite, cha-
cune des boîtes introduites est à son tour décomposée pour mieux décrire 
l'information impliquée dans les boites jusque là décrites. De plus,pour 
chaque "module", on définit ses relations avec d'autres "modules" au 
moyen de flèches les interconnectant. Une démarche "top-down" ainsi appli-
quée permet de ne pas devoir appréhender un trop grand nombre de détails 
trop vite. 
Il est important de signaler la dualité qui existe, à chaque niveau de la 
décomposition, entre les diagrammes de traitements a,ppelée "actigrammes" 
et les diagrammes de données appelée, "datagrammes". 
Chaque boîte de traitement est décrite de la manière suivante: 
-1 
-- -- ---- - - - ---- - --- - - ---- - -
données d'entrée 
données de contr8le 
i 
--~'\ 1 Aa:ti vi té J--~ 
't processeur 
données de sortie 
Chaque boîte de donnée est décrite de la manière suivante: 
activités de contrôle 
,i 
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activité de création ~ 1 Donnée] ) activités de consultation 
outils de 1némorisation 
Les étapes de l'analyse fonctionnelle seront les suivantes: 
• établir les diagrammes des activités et des données caractérisant 
le système, 
• vérifier la dualité données/traitements, 
• compléter éventuellement les activités ou donnéès· manquantes, 
• analyser les séquences dans lesquelles l'activité peut survenir, 
.identifier les mécanismes q_ui permettront d'implémenter les fonctions 
et ce qui servira de point de départ pour passer à l'analfF1e organique. 
Par rapport aux critères éno~cés dans le chapitre 1.5. caractérisant 
une bonne spécification~ on peut dire que le langage utilisé par SADT 
présente les originalités suivantes: 
- la constructibilité. Il em.ste une méthode permettant une déoomposition 
descendante basée sur une structure hiérarchique de fonctions ou d'objets. 
- la consistance. Le contrôle de la cohérence de la descr~tion repose sur 
celui des interfaces à chaque niveau de décomposition. Dans les variantes 
du système telles que celles développées par I.T.T. (BAs,78),il existe des 
possibilités de vérifications automatiques. 
- la compréhensibilité. La représentation graphique très claire et faci-
lement communicable constitue le point fort de la méthode. 
-l'aspect formel. Au niveau de l'expression de l'organisation entre les 
différents modules, on a la possibilité d'une description formelle grâce 
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aux possibilités graphiques qui prêsenten~ quarante enchaînements 
possibles. Malheureusement, ce formalisme n'intervient que pour décrire 
la structure du système et les relation8 entre les éléments constitu-
tifs (traitemen1sou données). Au niveau du rôle et de la signification 
de ces éléments, on doit se contenter de l'exprimer à l'aide d'un texte 
rédigé dans un langage naturel. 
-l'extensibilité. Du fait de la décomposition arborescente et de la 
description des interfaces, il doit @tre possible de pouvoir localiser 
et voir les conséquences d'un changement. 
Au niveau de la démarche qui va nous permettre de construire un systè-
me struo:turé de spécifications qui reflète bien la réalité du problème, 
la difficulté est de savoir exactement ce que c'es t qu'une boite (trai-
tement ou donnée). A ce sujet, les auteurs donnent relativement peu de 
renseignements précis. Tout au plus, signalent-ils qu'il s'agit de la 
phase la plus critique et la plus coüteuse en temps et qu'il faudra 
interviewer de nombreux experts (personnes qui ont la compréhension de 
la réalité), cette démarche étant de plus itérative. 
Une telle approche signifie que le spécifiatui-ne disposera a priori 
d'aucun moyen pour identifier les différentes fonctions et, d'autre part, 
comme il s'aQ.ressera à plusieurs personnes différentes, il se peut que 
des fonœtions qui lui paraissent distinctes soient en fait les mêmes. 
N'y aurait-il pas intér@t,dês le départ, à établir un consensus entre 
les différents utilisateurs afin d'éviter des retours en arrière éven-
tuels? 
Un autre point intéressant est de savoir à quel moment arrêter la décom-
position des bottes. Il n'est rien dit à ce propos, excepté que cela 
doit convenir au demandeur, ce qui est dangereux car celui-ci connait 
très bien le contexte du problème et ne jugera peut-@tre pas utile de 
décomposer certaines fono~ions qui lui paraissent suffisamment explicites; 
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en conséquence, . par la suite, les fonctions obtenues seront-elles égale-
ment compréhensibles pour les informaticiens? 
En1 conc.lusion, nous pouvons dire qu'un tel système présente 
l'avantage de manipuler des concepts apparemment simples mais,malheu-
reusement, dont l'utilisation parait moins évidente. 
I • .6.2. PSL/PSA et l'approche de Namur (TEI,77), (BOD,BD·)~ 
Cette approche est celle proposée aux étudiants en informatique des 
F.N.D.P. de Namur. Elle repose sur une série de travaux réalisés par F. 
Boda.rt, :e,. Chen et D~ Teichroew .. Nous mettrons ici 1' accent sur la partie 
concernant l'élaboration des spécifications fonctionnelles. 
O~tte démarche, comme nous l'avons déjà mentionné dans le chapitre I.4., 
r epose sur l'élaboration 
d'une spécification du modèle des données, 
d'une spécification du modèle des traitements. 
La représentation du modèle conceptuel des données sera exprimé à l'aide 
du modèle entité-association. 0n en trouvera une définition dans (BEN,76) 
et (BO:o,8I). 
La modélisation des traitements se fera en trois étapes: 
décomposition des traitew.ents en fonction d'une nomenclature 
hiérarchique donnée (Système, Sous-système, Application, Phase, 
Fonction). Une explicitation de ces différents composants se 
trouve da.ne (BOD,81). 
description statique des traitements. 
Pour chaque fonetion, ·on décrit les inputs (messages en entrée), 
les outputs (messages en sortie), les collections d'information 
manipulées et le traitement proprement dit à l'aide de règles 
exprimées en langage naturel. 
description d.)namique des traitements. 
Le système est modélisé comme un ensemble de processus ( une 
32. 
occurenae de processus est crééeà chaque exécution d'un trai-
tement correspondant à une fonction); ces processus interagissent 
par des messages. Tout événement (correspon~ant à la production 
d'un message) modifie l'état du système. La. description dynami-
que est assurée par la spécification des enchaînements des pro-
cessus et des synchronisations entre les processus ( via les 
points de synchronisation). 
La démarche méthodique proposée est la suivante: 
I. Décomposition onctionnello des t r ai-te1umts . 
2. Pour chaque phase, 
i - spécification du sous-schéma conceptuel et constitution du dic-
tionnaire de données, 
définition des messages œ'entrée-sortie. 
3. Intégration des sous-schémas en un sohéma conceptuel et complètage du 
dictionnaire de données. 
4. Pour chi.que niveau de la structure des traitements, description de la 
statique des traitements. 
5. Description de la dynamique d~s traitements. 
Ces différentes spécifications seront exprimées à l'aide du langage PSL 
développé à l'université de Michigan dans le cadre du projet Isdos (TEI,77) 
et fondé sur les concepts de types d'objet s, de relation entre types d'ob-
jets et de propriété associée à un type d ' objet ou à une relation. 
Confrontons cette approche avec les qualités énumérées ci-dessus. 
- constructibi lité. Au niveau de la spécification au sens large ("spécifi-
cation in the largen), la description des traitements et des données peut 
@tre facilitée par la modélisation du système d'information qui est pro-
posée (sous-système, application, phase). Par contre, au niveau des cri-
tères permettant d 1 identifier une fonction ainsi qu'au niveau de la des-
cription d'une fonction ("specification i n the small"), il n'existe pas 
de guide méthod.blogique véritable. 
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- cohérence. Certains contr6les de cohérence de type syntaxique sont ef-
fectués s correspondance entre les objets déclarés, vérification de la 
définition d'un objet avant son utilisation, ••• .De plus, la cohérence 
des règles au niveau de la spécification statique d 'une fonction peut 8tre 
contrôlée manuellement à l'aide d'une table de décision. Par contre, rien 
n'assure la cohérence entre les règles se trouvant dans différentes fonc-
tions. 
- compréhensibilité. Au niveau de la structure globale du système d'in-
format ion, le nombre d concepts pr oposés na.r le m<· ~èle n' e , t pas t ès 
élevé, il est dès lors facile de communiquer aisément avec l e spéciû,ate.41~ 
Par contre, au niveau local de la spécification d' une fonct ion (en parti-
culier, si celle-ci a été mal définie), le nombre et la complexité des 
règles peut entraîner une mauvaise compréhension de l'effet du traitement. 
- fidélité. Il est envisagé actuellement de développer un générateur de 
maquet te de système permettant à partir de la spécification d'évaluer le 
caractère effectif des règles de traitement. 
- extensi bilité. Du fait de la décomposition liérarchique en système, sous-
-système, application, phase basée sur des critères précis et rigoureux 
ainsi que de la spécification non-ambigu~ des interfaces, il est possible 
de localiser facilement les modifications. Il,est à remarquer que cela 
se~aié moins le cas pour les fonctions où l à, les critères d'identification 
sont moins précis (sémantique simple, objectif élémentaire, résultat cons-
tituant un message significatif). 
Remarque au sujet de l'aspect formel de la spécification. 
Au niveau des interfaces et des communications entre les différents objets 
introduits, la syntaxe est formalisée ce qui permet un certain nombre de 
contrôles automatiques et d'outils permettant de tester la faisabilité des 
spécificat ions (simulateur). Par contre , au niveau de l'expresaiôn du con-
tenu des traitements, le principe des règles exprimées en l angue naturelle, 
s'il n'est pas appliqué avec pr écision, rigueur et minimalité peut conduire 
34. 
à une description fastidieuse et ambiguU. 
Dans l' élaboration des spécifications, la méthode de Namur présente un 
guide méthodologique dans la décomposition des traitements au niveau du 
sous-système, de· 1' application et de la phase. C • est en effet à partir de 
celle-ci qu'on élaborera la structure conceptuelle des données et qu 'on 
décrira les différentes fonctions utilisées. La phase est définie dans le 
contexte d'une cellule d'activité, centre d'activité homogène dans l'es-
pace et dans le temps , doté de ressources et pourvu de règles de compor-
t ement nécesaail,es à. son fonctionnement. Le critère d'identification d'une 
application repose quant à. lui sur le principe de quasi-décomposabilité 
i ntroduit par (SIM,74). Le sous-système ,lui, regroupe des applications 
non-indépendantes dans le cadre des interactions d'exécution (flux phy-
siques) et de gestion (flux de décisions). Ces notions sont fondamentales 
car e lles assurent la l iaison entre le système informat ique, le système 
d'allocation de ressources et 1~ système d'organisation. 
I.6.3. Le Système Zaide (ABR,78), (DEM,79), (DEM,80'). 
Le l angage Z est un formal isme utilisé pour la spécification, la con-
ception et l ' écriture de programmes. Plus pr écisémen~, il existe deux ni-
veaux de langage I ZO "orienté spécification" et ZD "orienté programmation> 
ainsi qu 'un cata logue de règles de t ransf ormat i ons permettant le passage 
de ZO à ZI . C'est sur l'aspect SJ)écification, qui a d'ailleurs été le plus 
dével oppé jusqu'à maintenant , que nous allons porter notre attention. 
La spécification obtenue· est caractérisée par: 
un& description t otalement indépendant~ d'une implémentation 
éventuelle; 
par un développement par raffinements successifs; 
par l'aspect stat ique (on se onntente de décrore les re~ations 
existant entre les données et les résultats); 
par l'utilisation d'un formalisme mathématique basé sur les 
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concepts et les notations de la théorie des ensembles. 
La structure d'une spécification en Z est la suivante i 
- à partir du cahier de charges, formalisation du document par 
l'écriture de "clauses" Z; 
ces clauses peuvent être de trois sortes i 
+ les clauses, de "type" introduisant différentes sortes d'objets:;. 
+ les clauses de "relation" qui définissent des fonctions entre 
les·· types définis ( synta.."'Ce du système). 
+ les clauses d"'ass-ertion" qui expriment les lois logiques du 
du système (sémantique du système ). 
quand: on a fini d'exploiter le cahier des charges, on dispose 
d'une première version de la spécification. Celle-ci sera amé-
liorée par un ensemble de transformations parmi lesquelles on 
trouve: 
+ groupement de relations en une relation dont le domaine est 
le produit cartésif3n des domainns initiaux ("me:t"ge"). 
+ l'élimination éventuelle de la récursivité. 
+ le choix d'une méthode d'accès particulière pour les éléments 
d'un certain type. 
+ eto ••• 
Après chaque transformation, on obtient une nouvelle version de 
la spécification formelle. 
La démarche proposée pour aboutir à une telle spécification est la suivante: 
dans une première étape, lecture des différents ~l~ments du ca-
hier de charges, ce qui permet d'aboutir à l'identification des 
types de base du problème, de quelques relations et de quelques 
assertions. 
- dans une deuxième étape, relecture du cahier des charges qui 
permettra d'obtenir presque tous les types et quelques nouvelles 
relations et assertions. 
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nouvelles lectures permettant d'affiner les types d'objets, les 
relations et les assertions. 
L'arr8t de ce processus itératif correspond~ du moine s'il converge, à 
l'obtention d'une spécification complète du problème. De plus , au cours de 
cette démarche, des questions peuvent se poser à chacune des étapes et 
doivent recevoir une réponse au moment où elles sont apparues afin de s'as-
surer une compréhension complète du problème. 
Un premier prototype du système Zaide d'aide à la construction de spécifi-
cations écrites en langage Z existe sous f orme inter active; il permet de 
réaliser les fonctions d'analyse, de vérification, d'archivage, d'édition 
et de visualisation des spécifications·, 
Au niveau de la qualité des spécifications obtenues, il faut d 1 abord~mettre 
l'accent sur le fait que la démarche nous a permis de décrire des types 
abstraits de données (LIS,75a), (GUT,77). Ceux-ci représentent de s outils 
d'écriture de grands logiciels (D~'R,79) caractérisés par: 
une description d'un objet reposant sur la séparation entre, 
d'une part, les propriétés intrinsèques de cet objet et les opé-
rations abstraites définieni-d.esaus, et d'autre part, les détails 
de représentation de l'objet. Cette insensibilité vis-à-vis de 
représentations particulières permet une amélioration sensible 
lors de la maintenance des programmes. 
le cadre des types abstraits permet, en principe, de s'assurer 
plus facilement que la description d'une structure de données 
est cohérente, complète et minimale (voir (GUT,78) pour de telles 
techniques de vérification). 
les types abstraits se prêtent bien à une utilisation dans n'im-
porte quel genr& de problème. 
enfin, ils constituent des aides au processus de construction 
d'un programme correct en introduisant différents niveaux de 
décisions de design (explicitation en un algorithme en introdui-
----
-----
-,,,.., 
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sant de nouvelles fonct i ons de base et transformation de l'al-
gorithme abstrait en un algorithme concret). 
pour un certain nombre de langages, l'utilisation de types ab-
straits est essentielle (voir, pa.r exemple, CLU (LIS,75b), ADA. . 
(BAR,80), ALPH.ARD (WUL,75)). 
Confrontons le langage Z aux critères qualitatifs repris ci-dessus: 
- constructibilité. Une fois bien assimilés les concepts du langage, ce 
qui n'est peut-être pas évident pour une personne habituée à un tel for-
malisme , il est possible de oonstruire la spécification d'une manière r é-
pétitive et en se posant toujours l e m@me genre de questions pour chacune 
des clauses définies. 
- cohérence et complétude. Des contrôles tels que la détection d'incohérence 
entre types, des références manquantes et des erreurs syntaxiques sont pos-
sibles et automat i sés dans Zaide. 
- compréhensibilité. Dans le formalisme tel qu'il est, les spécifications 
sont communicables à très peu de personnes. Une possibilité envisagée est 
d'introduire un "médiateur" entre le spécificateur et les demandeurs qui 
assurerait la communicabilité. 
- aspect formel de la spécification. Z repose sur une mixture de notations 
mathématiques de type ALGOL et LISP et relationnelles à la Cod.di; les pro-
priétés de telles notations assurent une définition rigoureuse tant sur le 
plan de la syntaxe que sur celui de la sémantique. 
- minimalité. L'utilisation de notions proches des types abstraits assure 
une description assez indépendante de n'importe quelle idée de réalisation. 
- extensibilité. Un changement dans les spécifications est facilement lo-
calisable en fonction de l'objet sur lequel il porte. 
Au niveau de la méthode employée, il est difficile de porter sur elle un 
jugement valable; en effet, Z a été uniquement employé à la spécification 
de systèmes informatiques de gestion sur une échelle relativement modeste. 
En particulier, si cette méthode permet de structurer les objets rencontrés 
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en présentant différents types, il serait également intéressant de fourni r 
une vue structurée des traitements à effectuer (cfr. dual i t é t raitemAnts/ 
données chez SADT) qui est loin d'@tre obtenue par la démarche actuelle 
consistant à écrire les _spécification:J directement à par tir du cahier de 
charge.sen le suivant ligne par ligne. En outre, dans la description de 
systèmes d'information relatifs à des organisations, on peut se demander 
comment rendre compatibles les fonctions avec leur environnement organi-
sationnel, comment décrire les interfaces entre le monde extérieur et le 
système informatique, •••? 
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Cha.pitre 2. 
PRINCIPES DE LA DEMARCHE. 
40. 
Dans le premier chapitre, après avoir suggéré certaines qualités 
d'une spéoifioation, nous avons étudié quelques méthodes existantes. Si 
la plupart de celles-ci présentent un effort au niveau du langage de des-
cription employé, seulel'une d'entre elle$(l'approohe de Namur) présente 
un certain guide méthodologique permet tant au spécificateur d'appréhender 
le problème posé, du moins, au niveau de la structure globale du système 
d'information. En effet, au niveau de chacune des fonctions, nous avons 
souligné le manque de rigueur au niveau de sa spécification. 
Dans ce chapitre, nous allons présenter une démarche alternative s'atta-
chant d'abord! à une description logique du système sous étude par raffi-
nements successifs, avant de prendre en compte les contraintes de l'envi-
ronnement organisationnel. De plus, afin de juger le caractère effectif de 
la méthode proposée, nous passerons à la réalisation et à l'implémentation 
de la partie informatique du système ainsi spécifié. 
Ce deuxième chapitre se composera de ~inq para.graphes-·. 
Dans le premier paragraphe, nous verrons comment utiliser la "méthode dé-
ductive", développée au CRIN de Nancy, comme outil de spécification pemet-
tant d'obtenir une vue logique des traitements et données nécessaires, 
abstraction faite des contraintes organisationnelles. 
Le deuxième paragraphe montrera comment complèter la première spécification 
en prenant en compte les différentes contraintes liées à l'environnement 
organisationnel dans lequel le système se trouve. 
Le troisième paragraphe sera consacré à l'expression des performances 
globales du système attendues par le demandeur. 
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Dans le quatrième paragraphe, nous traiterons de la réalisation de la partie 
informatique du système en définissant une architecture de programmes pour 
les traitements et un premier modèle d'accès pour les données. 
Le oinquième paragraphe présentera la manière dont les programmes seront 
réalis~s ainsi que le modèle des accès effectivement nécessaires pour les 
données. 
Enfin, le sixième paragraphe montrera comment implémenter les programmes 
et la structure de données. 
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2.I •. I. La construction de programmes par méthode déductive . 
Depuis la fin des années 60, des auteurs, de plus en plus nombreux, 
se sont préoccupés des problèmes de la programmation. Jusqu'à cette époque, 
l'empirisme qui était de règle dans la résolution de ces problèmes avait 
eu comme résultats des programmes non conformes aux spécifications, con-
tenant de nombreuses erreurs, mal documentés et illisibles. Cette anarchie 
intolérable a condhit petit à petit à l'avènement d' un certain nombre de 
méthodes de programmation, (DAH,72), (WIR,73) , (J:.lc·,75), (DIJ,76), visant 
la construction de "bons programmes". La réflexion menée à Nancy, depuis 
I973, parc. Pair et son équipe (PAI,79) n'est certainement pas indépen-
dante de ces travaux regroupés fréquemment sous le vocable de "programma,-
tion structurée". L'approche de Nancy, baptisée "programmati on déductive", 
est basée sur la décomposition de l'activité de construction d'un program-
me en un certain nombre d'étapes permettant de réduire ainsi le nombre de 
questions à se poser à tout moment. 
a) la définition du problème. 
Cette première étape consiste à définir le plus précisément possible le 
problème à traiter. En effet, de manière générale, un problème n'est ja,-
mais tout-à,-fait défini et il s'agit d'en donner une explicitation claire, 
correcte et complète que l'on appellera l'énoncé. 
b) la construction du programme,. 
Cette seconde étape sera assurée par le choix de structures de données 
~équates et par le passage d'un énoncé non-procédural à une forme procé-
durale par des compositions itératives, conditionnelles et séquentielles 
d'actions de base. 
c) le codage dh programme. 
Il s'agit enfin d'exprimer l'algorithme dans la forme requise par le 
langage de programmation retenu. 
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Dans le cadre de notre travail, nous allons nous intéresser plus spécial• 
ment à la construction de l'~noncé, c'est-à-diire à la première spéeifioa.-
tion du problème. 
Cette analyse se fera d'une manière déductive en définissant, d'abord.J, les 
données "résultats" puis-:en caractérisant celles-ci en fonction de données 
"intermédiaires" considérées comme résultats de sous-problèmes et en appli-
quant itérativement cette démarche jusqu'à ce qu'on n'ait plus comme don-
nées "intermédiaires" que des données "de départ" du problème. 
Les idées essentielles sous-jacentes à cette démarche sont les suivantes 
(BEL,78), (FIN,79) : 
A. On part de la définition des données "résultats". Dans toute proposition 
de problème, elles sont, en effet, généralement décrites assez précisément, 
on peut donc partir de cette base comme spécification initiale. 
B. Il est rarement possio~e d'exprimer directement les résultats à partir 
des dbnnées "de départ" (que nous appelerons dorénavant "arguments"), on 
est donc cond.ilit à introduire et à définir des données "intermédiaires". 
Cette approche permet de se poser les sous-problèmes (liés à la définitiom 
des; intermédiaireg) aux bons moments. D'autre part, elle permet de dresser 
petit à petit un inventaire de toutes les données qui sont amenées à jouer 
un rôle dans la spécification du problème. 
c. Pour chacune des données intermédiaire-a introduites, on réitère cette 
démarcha· jusqu'à ne plus avoir comme données que les arguments du problème 
initial. Cette méthode est structurée car elle décompose à tout instant le 
problème en sous-problèmes correspondant chacun à un des intemédiaires 
introduits. 
D. La description du problème et des sous-problèmes- sera à tout moment fol'-
melle et informelle. Ces définitions sont ainsi compatibles avec une spé-
cification de bonne qualité (cfr. la discussion sur le caractère formel 
ou informel d'une spécification dans le paragraphe oinq du premier chapitre). 
Remarque . 
1 
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Lorsqu'on applique une méthode dite "déductive", il ne s'agit certainement 
pas d'un raisonnement purement déductif (qui,en particulier, ne tiendrait 
pas compte des arguments du problème initial) mais plut8t d'une indication 
de la direction dans laquell~ le raisonnement doit avoir lieu (PAI , 79) . 
Cette méthode est donc caractérisée par: 
- une démarche induite par l'objectif à réali ser , c'est-à-dire allant des 
résultats vers les·· arguments. En effet, en général, on connait mieux les 
résultats que l'on cherche à obtenir que les dbnnées "de départ" (DIJ , 76 ). 
- un ordre d'étude totalement i ndépendant de l'ordr e d'exécution ( f r.les 
langap:es f onctionnels (HEN,80a}. 
- une méthode induite par certains langages de très haut niveau vo i sins 
de cette approche (cfr. exemple de BDL (HAM,77)). 
On trouvera, à titre d'exemple, la spécification d'un problème à la figure 
5. Il est à remarquer que cette description n'est en rien algorithmique 
car elle se contente de présenter une définition pour :hac1tne de u données 
rencontrées sans définir un ordre de prise en compte de ces définitions. 
a: salaire net d'un ouvrier 
sb: salaire brut 
ras: retenue sécurité sociale 
sbs40 s salaire brut pour plus 
de 40 heures de travail 
sbm40: salaire brut pour 40 
heures de travail ou moins 
s = ab - ras 
sb = & nh) 40 
alors sbs40 
sinon sbrn40 
rss = sb t 0,06 
sbs40 = nh JC shs40 
sbm40 = nh X shm40 
nh s nombre d'heures de travail nh: argument 
shs40: salaire horaire pour plus shs40: argument 
de 4o heures de travail shm40: argument 
shm40: salaire horaire pour 40 
heures de travail ou mo ins 
où: 
-------
----
-------
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la partie gauche de la table constitue la description informelle 
appelée lexique; 
la partie droite de la table constitue la description formelle; 
le résultat est s; 
- les arguments sont nh, shs40, shrn40; 
les intermédiaires sont sb, sbs40, sbm40, rss. 
figure 5. Spécification d'un calcul de salaire. 
La méthode déductive utilisée dans la construction de programmes semble 
dono: posséder l' ensemble des qualités r equ· ses pour n faire une méthode 
de construction d ' un énoncé de système d 1 information, excepté peut-être le 
manque de desoriptiomprêcise des dbnnées ( résultata, arguments, intermé-
diaires). En effet, si on a bien mis en évidence l'ensemble des données 
nécessaires, la plupart des propriétés de ces données ont été sous-enten-
dues. 
Exemple . 
Dans la figure 5, il n'est pas dit sis, sb, sh sont des entiers, 
des réels, ••• , d'autre part, nous ne savons pas si les valeurs 
prises peuvent @tre strictement négatives, nulles, •••• 
Or, par la suite, la connaissance de ces propriétés sera indispensable dans 
la résolution du problème, il convient donc de les mettre en évidence dans 
la spécification. 
Nous verrons dans le paragraphe 2.I.2. en quoi la méthode de construction 
d'énoncé que nous venons de présenter va pouvoir nous servir, en l'adaptant, 
dans la spécification de systèmes d'information. 
2.I.2. La construction des spécifications d'un système d'information par 
méthode déductive. 
Comme nous l'avons vu dans l'introduction, le système d'infonnation 
est composé d'un ensemble de données et de traitement s. Notre but va @tre, 
à l'aide de la méthode déductive décrite précédemment, de fournir des 
--------
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spéoifications les "meilleures possibles" (au sens du paragraphe 1.5) de 
chaoun des composants du système d'information. Cependant, comme nous le 
verrons par la suite, la méthode utilisée ne nous permettra pas de don-
ner une description complète du système et il faudra enrichir celle- ci 
dans une deuxième étape en prenant davantage en compte les contraintes 
dictées par l'environnement organisationnel • 
.§.1..!. Prés_!n!ation_gfnér~le de_l!!; méth.2,de .!UJ:.vie.:. 
Si la construction systématique et méthodique de programme à partir 
d 'u..?J. énoncé est une tâche abordée depuis plusieurs années dé jà, il n en 
va pas de m@me pour la construction du premier énoncé qui reste un t r avail 
relativement empirique, com~e nous l'avons vu lors de l'étud~ de quelques 
méthodes de spécification (cfr. paragraphe I.6.). Comme l'indique (FIN,79), 
le problème de la spéoification est en fait le suivant: 
"Etant donné un problème énoncé de manière imprécise, en donner une spé-
cification précise à partir de laquelle on puisse en dériver une solutien". 
Dans le cadre particulier de la spécification de systèmes d'information, 
"le problème énoncé de manière imprécise" sera le document résultant 
d'une analyse d'opportunité et donnant le cadre général d'une solution. 
A partir de là, il conviendra de donner une description rigoureuse et dé-
tailllée du système d'information à réaliser. Celle-ci devra prendre en 
compte aussi .bien les traitements que les données et devra satisfaire aux 
critères d'une" bonne" spécification. Le problème est de nous donner 
une démarche 
• permettant d'aborder la description du problème d'une manière progres-
sive, descendante et structurée, 
• présentant une rigueur telle que nous soyons amenés à nous poser les 
questions aux bons moments, 
• prenant en compte aussi bien la description de la structure de traj-
tement que,· celle des ~ionnées, 
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• nous permettant d'écrire à tout moment de "bonnes" spécifications 
(au sens du chapitre 1.5.). 
Sur base de ces constatation,, nous aboutissons à une méthode de spécifi-
cation. basée en partie sur le "méta-algorithme de spécification" de 
(FIN,79) qui consistera à décrire le système d'information à l'aide d'un 
ensemble de pavés. 
h Concepts et définitions. 
Les pavés seront de deux types: ceux décrivant la structure de traite-
ments et ceux décrivant la structure de données. 
- Les pavés relatifs à la spécification des traitements seront struc~urés 
sous forme d'une arborescence que l'on appelera "l'arbre déductif". 
Au sommet de cet arbr,, on trouvera le pavé "pr:Lncipal" qui décrira le 
rapport qui existe entre les arguments ( données de '~départ") et les résul-
tats (données "résultats") à l'aide de fonctions et éventuellement en in-
troduisant des données intermédiaires. Ces fonctions ( appelées ainsi 
par abus de langage car il s'agit pl utôt de relations au sens mathématique 
du terme) auront comme domaine des données qui pourront être des arguments 
ou des intermédiaires,et comme codomaines, des données qui pourront être 
des intermédiaires ou des résultats. 
Les différents noeuds de l'arbre déductif seront constitués par des pavés 
développant les fonctions introduites dans les pavés du niveau supérieur 
et qui correspondent à différents sous-problèmes dont les résultats et 
les arguments sont respectivement les codomaines et domaines des fonct ions 
explicitées. D'une manière itérative, ces nouveaux sous-problèmes seront 
décrits par l'introduction. de nouvelles fonctions et données intermédiaires.,, 
Les feuilles de l'arborescence déductive de description des traitements 
seront constituées par des fonctions correspondants à des sous-problèmes 
pour lesquels les relations entre résultats, arguments et éventuels inter-
médiaires introduits pourront s'exprimer à l'aide de fonctions terminales, 
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c'est-à-dire de fonctions que nous ne trouvons plus nécessaire et perti-
nent d'expliciter dans un nouveau pavé de traitement. 
Par raffinements successifs, on est donc amené progressivement à intro-
duire de nouveau:a. pavés pour chacune des fonctions non-terminales à rem-
plir; on arrive ainsi à organiser la spécification des traitements en 
une série de niveaux distincts et ordonnés en introduisant une hiérarchie 
de type "utilise" entre les différents pavés (nous dirons que le pavé A 
"utilise" le pavé B si le fonctionnement correct de A dépend de la dis-
ponibilité d'une implémentation correcte de B, (PAR,74)i 
- D'autre part, parallèlement à la description de la structure des trai-
tements, on spécificiera des pavés de description des données (arguments 
et résultats du problème de départ, intermédiaires); cette spécification 
inclura la définition des fonctions terminales qui y sont associées. 
b Représentation. 
La re1,1•ésentation d •un pavé est consti tuéa de trois parties : '· 
le 1,e~ig_u~ qui décrit informellement les différents identificateurs 
(données ou fonctions). 
- le ;e_r9..fil_ qui définit le type des données manipulées dans le pavé ainsi 
que les domaines et codomaines de chaque fonction associée ; 
le type d'une donnée est l'ensemble des données caractérisées par les 
même propriétés. 
Les types du domaine et codomaine d'une fonction sont respective,nent les 
types des arguments et des résultats de cette fonction. 
la descri~tion formelle qui caractérise 
+ pour les pavés de traitement: les arguments, les résultats, les éven-
tuels intermédiaires et les fonctions portant sur ces différents objets. 
+ pour les pavés de données: les différents types de données, les inva-
riants qui les caractérisent et les fonctions de base portant sur eux. 
Nous reviendrons dans les paragraphes qui suivent sur une description un 
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peu plus précise et un peu plus riche des pavée de traitements et de 
données, mais dès à présent, nous pouvons relever quelques caractéris-
tiques inhérentes à cette démarche (FIN, 79). 
- Structurations conjointes des pavés de traitements et de données. 
-·PréBence d'un guide méthodologique (le profil) qui, à tout instant, 
nous signale les intermédiaires et les f onctions non-terminales qu'il 
reste à développer. 
- Regroupement de toutes les fonctions terminales portant sur les types 
de données (notion de "types abstraits" (LIS,75a),(GUT,77) ). 
- Possibilité de se convaincre de l'adéquation de la spécification au pro-
blème par des justifications pas à pas. 
-Possibilités de discussion avec le demandeur er~ce à la présence de des-
criptions informelles en langue naturelle (lexique). En particulier,il 
est possible, à l'aide de spécifications formelles et du lexique, de reve-
nir, en langue naturelle mais structurée, à une vers ion du problème. 
Remarque I. 
Comme nous venons de le voir, le principe qui nous guidera dans la 
démarche de structurat"ion, des traitements sera l'approche déductive à 
partir des résultats •. Cette approche est sensiblement différente de celles 
étudiées dans le premier chapitre (cf.par. I.6.) et assez similaire à 
l'approche induite par BDL (HAM,77). En effet, nous nous éloignons d'une 
démarche en terme de "flow control" (flux de contr61e) basée sur une découpa 
selon les fonctions à effectuer successivement sur les processeurs; et 
les ressources disponibles, discutées dans le para.graphe I.6., pour nous 
orienter vers un modèle "data flow" (flux des données), basée sur une dé-
coupe des traitements dont le description est non-procédurale et où tout 
séquencement non dicté par la dépendance entre les données du problème a 
été éliminé. Certains argumentent que cette optique se rapproche davantage 
du rpenohant des utilisateurs qui préfèrent exprimer leurs procédures en 
termes de flux de données plutôt que de flux de contr6le (MIL,74). 
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Ainsi l'exemple donné par (GOL,75) et inspiré par l'analyse de Miller 
concernant la difficulté pour les non-programmeurs de spécifier le 
flux de contrôle à l'intérieur d·'une fonction est significatif: le 
le non-programmeur préférera spécifier" mettre les choses rouges dans 
la boîte" plutôt que "pour chaque chose, si la chose est rouge,la mettre 
dans la boite". 
Cependant , il est assuré que, t8t ou tard, nous devrons tenir compte de 
ce flux de contrôle, ne serait-ce que pour distinguer la partie auto-
matique de la partie manuelle du système d'information, mais à ce stade, 
nous préférons nous limiter uniquement à une description de la découpe 
des traitements dictée par le flux de do1uiées du problème et ainsi, dans 
un premier temps, conserver une spécification la plus indépendante possi-
ble des choix inhérents à l'environnement. 
Remarque 2. 
En outre, cette méthode de spécification pourrait être à la base de 
la construction d'un certain nombre d'out ils de spécification que nous 
décrirons brièvement dans le quatrième paragraphe. Auparavant, nous allons 
présenter de manière plus détaillée les pavés de traitements et de don-
nées constituant la définition du système d'information • 
.§.2. La. struoture des traitements. 
Nous allons maintenant, sur base de l'exemple de la figure 6, intro-
duire,de manière précise, les différents concepts que l'on peut trouver 
dans urn pavé de traitement. 
Remarque préalable sur le langage de description. 
Tous les mots soulignés font partie du langage de base que noue 
nous donnons pour la description des spécifications et ne nécessitent pas 
d'explicitations. Dans le langage de base, nous trouverons également un 
certain_nombre de notations mathématiques et informatiques habituelles: 
les types simples: entier, booléen, réel••• ainsi que les opéra-
teurs arithmétiques et logiques. 
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- .·les fonctions d'un domaine E dans un codomaine F que nous indique-
rons: E-+ P. 
-·des symboles tels que celui de l' ensemble:{} 
du produit cartésien: X 
a)~ titre. 
Nous indiquerons le nom de la fonction décrite par le pavé (dans 
l'exemple, NOM-FONCTION). 
b) La description formelle. 
On définit les données en entrée et en sortie de pavé. 
On distinguera les données internes et externes. 
+ les données externes d'un pavé sont en provenance (a_!"gu.ments 
externes) ou à destination (résultats externes) d'un pavé de niveau égal 
ou· inférieur dans la hiérarchie "utilise". 
Ces données externes correspondent dans l'approche de Namur (BOD,80) 
aux messages d'input et d'output et chez BDL (NAM,77) aux documents d'in-
put et d'output. 
+ les données internes d'un pavé correspondent à un ensemble 
d'informations présentant un caractère permanent dü au fait qu'elles sont 
utilisées dans différents pavés n'ayant pas de liens hiérarchiques entre 
eux ou qu'elles doivent persister entre différentes activations du pavé • 
Ces données internes correspondent dans l'approche de Namur aux 
collections d'information et dans BDL aux fichiers. 
b2. Les fonctions. 
-----~ 
Dans le cadre de la spécification du lien entre les résultats et les 
arguments, on peut être amené à introduire différentes fonctions (cfr 
"fonction I", "fonction 211 , ••• ) ainsi que différentes données intermé-
diaires (cfr 0 int" ). 
La réalisation de la fonction décrite peut ~tre conditionnel le et 
soumise alors à l'évaluation d'un prédicat (fonction booléenne). 
k 
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Chaque fonction sera définie par un domaine (partie droite) et un codomaine 
(partie gauche) : 
+ dans le domaine, peuvent figurer des arguments ou des intermédiaires 
(à condition que ces derniers se trouvent également dans les codo-
maines d'autres fonctions). 
+ dans le codomaine, peuvent se présenter des résultats ou des intertI1é-
diaires • 
Lorsque la fonction ( rappelons que la not ion de fonction introduite ne 
corresvond pas toujours à la définition mathématique du terme) entre le 
dbmaine et le codomaine n'est pas bijective, nous spécifierons la relat ion 
existante entre les arguments et les résultats (cf. clauses de connextivité 
dans la spécification du schéma conceptuel donné par (BOD,80». 
Exemple. 
A partir de la spécification de la figure 6, on peut déduire que 
"fonction 2" est bijective; par contre, on a: 
Vint €. INT, 3! arg ( ARG 3 
(int) = fonction 3 (arg) 
maie 
V arg € ARG, 3 int € INT 3 
(int) = fonction 3 (arg) ( V . pour tout, . 
3! : il existe exactement un, 
3 : il existe au moins un 
La fonction 3 dite "de base" correspond à une fonction terminale dans 
11 arb.orescence déductive des traitements. 
Nous pouvons définir une condition ou un ensemble de conditions que 
doivent remplir les arguments à l ' entrée du pavé; nous i~troduisons ainsi 
) . 
l a notion de fonction gardée par un prédicat ( au sens d'une commande gardée 
(DIJ,75) ). Dans l'exemple de la figure 6, la garde nprédicat" est associée 
à la fonction" nom-fonction" et se décompose en" 2 gardes "prédicat · I" et 
54. 
"prédicat 211 qui sont associées respectivement aux fonctions s"fonction I" 
et "fonction ·2","fonction 3" au niveau du raffinement suivant. 
Pour l'ensemble des fonctions définies dans un pavé, nous pouvons 
définir une structure à l'aide des opérateurs logiques El!, ~x' .!! 
et pour tout connectant leurs définitions. Ainsi, les opérateurs ou et 
ou indiqueront que les réalisations des fonctions pourront s'exécuter 
--ex 
respectivement d'une manière sélective non-déterminis te ou déterministe, 
tandis que l'opérateur.!! permettra une exécution de ces réalisations 
dans un ordre quelconque ou non suivant la disponibilité des arguments, 
Exemple. 
et "déterminé": 
a= f(b) _tl b = f(c). 
et "indéterminé" : 
a= f(b) ~1 c = f(d). 
Quant à l'opérateur pour tout, il caractérisera une fonction dout la 
réalisation se déroulera d'une manière répétitive sur chaque élément 
d •une sui te., 
Il est à remarquer la grande similitude qui existe entre ce type de 
struQturation de fonctions et celui introduit par Jackson (JAC,75) pour 
ses composants. En effet, Jackson décrit trois types de structure qui 
sont celles de la programmation structurée (DAH,72) : 
r- la structure séquentielle, 
' - la structure conditionnelle, 
- la structure itérative. 
Nous retrouvons, dans notre démarche, ces trois techniques de décompo-
sition accompagnées, cependant, dans le cas des deux premières d'une 
notion de déterminisme ou de non-déterminisme dans le choix et dans la 
séquena.e. Cette possibilité de non-déterminisme est exclue dans une 
structuration à la ''Jackson",, alors que Dij)stra (DIJ, 75) a montré 
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l'intérêt rl'une telle possibilité au niveau de la structuration des 
traitements. 
Noua pouvons également structurer les prédicats en les décomposant à 
l;aide des connecteurs logiques ou , ou et et en des prédicats plus 
--ex - -
élémentaires qui interviendront à leur tour comme gardes de nouvelles 
fonctions •. Cette déc:omposition prendra fin lorsque les fonctions "gardées" 
seront terminales; les prédicats pourront alors @tre explicités à l'aide 
de fonctions "terminales" (de base) à résultats booléens qui seront spé-
cifiées dans les pavés de données relatifs à leurs arguments. 
Remarque. Cette structuration des prédicats revient à définir un arbre 
des prédicats. L'utilisation de celui-ci pourra servir.lors de la véri-
fication de la complétude. 
Revenons sur la notion de fonction "terminale" qui va nous guider 
dans notre choix pour arrêter ou développer davantage l'arborescence des 
fonctions et des prédicats. 
Une fonction terminale(~ base) est une fonction que nous ne trouvons 
plus nécessaire ni pertinent de décomposer et que nous décidons de décrire 
dans les pavés de la structure de données correspondant aux domaines et 
codomaines (cf. la structuration des données au §3) . 
Exemple. 
Soit (a)= fonction (b),une fonction terminale. Cela veut dire que 
l'on t rouvera la description de cette fonction dans le pavé se rapportant 
à la donnée a (en termes: de fonction de création) et dans le pavé se rap-
portant à la dbnnée b (en termes de fonction de consultation). 
Le problème est définir ce qu'on entend par unon-nécessaire" et •non-pe:r--
tinent" de décomposer. A ce sujet, la littérature est très abondante mais 
malheureusement, on ne peut pas dire qu'elle offre des solutions universel-
les en la matière. 
Nous allons, quant à nous, nous baser sur quelque~ critères que nous il-
lustrerons sur l'exemple suivant. 
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Exemple. 
Les résultats et les arguments d'un problème de facturation sont: 
résultats: externe. Une facture dont la structure hiérarchique des 
données est la suivante: 
factures (date-facture,identification-client- facture (nom-client-
facture, adresse-client-facture), ligne-de-facture (numéro-pro-
duit-facturé, nom-produit-facturé, quantité-facturée), renseigne-
ments-facture( ••• ) ). 
interne. Une documentation produit (doc.prod') telle que 
polll chaque produit, on trouve les renseignements suivants: 
produit= (nom-produit, numéro-produit, quantité-stock-produit, 
prix.-unitaire-produit). 
argumente externes: 
a) une commande telle que: 
commande_ c (identification-client-commande ( nom-client-commande, 
adresse-client-commande), ligne-de-commande (nwnéro-produit-com-
mandé, quantitê-produit-oommandé) ). 
b} une date-du-jour. 
interne: doc.prod: la documentation produit décrite telle 
que ci-dessus. 
Si on suppose que la commande est correctement libe llée, il s'agit 
de calculer la quantité de produit livrable, de mettre à jour la quantité 
de produit en stock et de prépare·r la facture. 
Les-~critères retenus pour la mise en évidence des fonctions terminales 
seront les suivants. 
(i) Ne pas définir de fonctions te~ninales ayant à la fois des effets 
(création,mise-à-jour, ••• ) sur plusieurs objets (résultats externes,internes; 
arguments externes,internes) si11TUltanément, c'est-à-dire faire en sorte que 
le codomaine d'une fonction terminale porte sur un seul objet. 
Exemple. 
Dans notre problème, les objets sont la facture, la documentation 
1 
· I 
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produit, la commande et la date du jour. 
Une fonction qui ne sera pas terminale est, par exemple: 
(facture, doc.produit')= construction-facture (commande, date-
-du-jour, doc.produit) (I) 
Une fonction qui sera terminale est, par exemple: 
(doc.produit')= mise-à.-joul'-st ock (doc.produit, ligne-de-com-
mande} 
Ce critère assure que tous les effets d'une fonction terminale seront li-
mités à un objet (argument, résultat, intermédiaires). 
(ii) Ne pas définir des fonctions terminales dont le nombre d'objets im-
pliqués dans le domaine de la fonction soit trop grand. 
Exemple. 
La fonction définie en (I) possède déjà un domaine de taille rai-
sonnable (trois objets différents}, il ne faudrait pas qu'il soit 
plus grandi. 
Ce critère assure aux fonctions tenninales une certaine lisibilité et une 
certaine transparence,c•est-à,...dire qu'il est relativement aisé de comprendre 
leurs effiets rien qu'en regardant leur codomaine et domaine· vu la taille 
réduite de celui-ci. 
Cependant, il faut remarquer que ce critère n'est pas toujours applicable; 
ainsi, il se pourrait que la relation entre les données soit complexe et 
ne permette pas une "factorisation" dans les arguments. 
(iii) Raffiner successivement les fonctions et leurs prédicats jusqu'au 
moment où les données dU domaine de la fonction correpondent aux données 
sur lesquelles porte la garde. 
Exemple. 
La fonction suivante ne sera pas terminale: 
ligne-livrable-totalement (ligne-de-commande, doc.produit) 
tl (identification-client-facture, numero-produit-facture, 
- -------- ----
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quantité-facturée)• construotion-facture-pour-oommande-en-
-tièrement-satisfaite (identification-client-commande, numero-
-produit-oommande, quantité-prodù.it-oommandée). 
La fonction.sui vante pourra @tre terminal e : 
ligne-livrable-totalement (ligne-de-commande, doc.produit) 
.!.!, (numéro-produit-facturé, quantité-facturée) • oonstruction-
-ligne-faoture-pour-ligne-commande-entièrement-satisfaite 
(numero-produit-~ommande, quantité-produit-commandée). 
Pour la première fonction, seule une partie du traitement est 
concernée par le prédicat (en effet, la construction de l'identi-
fication sur la facture n'est pas concernée par le fait que le 
prodù.it soit livrable totalement ou partiellement). 
Grâce à ce troisième critère, nous isolons miewc· ainsi les parties critiques 
(soumises à la vérification d'une ou de plusieurs conditions) de la spé-
cification. 
Remarque. 
Il va de soi que ces quelques critères ne doivent pas être suivis d'une 
manière totalement rigoureuse et ne constituent pas un référentiel pour 
tous les cas. Ils constituent uniquement un guide pour le spécifioateur 
qui connaît bien sa tâche et les objectifs qu'il veut atteindre. 
c) le profil. 
~• let!_ t;yyes..t 
Pour chaque donnée manipulée dans la descriptioa formelle (résultats, 
arguments, intermédiaires), nous en donnerons l~ type, c'est-à-dire le 
nom attribué à l'ensemble des données (auquel celle considérée appartient) 
caractérisées par les, mêmes propriétés. 
c2. ~s_yrédiC~f!: 
Il s'agit de fonctions (domaine~ booléen) dont le domaine est cona-
ti tué par le produit cartésien (X) des types des données auxquels les ar-
guments appartiennent. 
--------------------- ---- - - -- - ~--- - ---- --~ ---
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c3. les fonctions. 
Nous décrirons les domaines et codomaines des f onctions ( domaine-'> 
codomaine) à l' aide des produits cartésiens des t ypes de données aux-
quels les arguments et les résultats appartiennent. Rappelons que l es 
fonctions terminales ("de basett) sont décri t es dans les pavés de donnée. 
d) le lexique. 
dI. les ..,.!"ésu~a!:1: 
Nous définirons en langue naturelle l es résultats du pavé et les liens 
qui existent ent re ceux-ci et les arguments . 
Pour tous les types introduits dans le prof il, nous en donnerons une 
brève description en langue naturelle. 
Nous préciserons, de manière informelle, la fonction remplie par chacun 
des prédicats rencontrés dans le profil. 
Remarque. 
Les fonctions sont décrites par la connaissance des t ypes des arguments et 
des résultats; il s'~it donc d'une descri ption externe en termes d ' entrées 
et de sorties. 
Représentation graphique de l'arbre déductif. 
Au niveau de la présentation des différents pavés de traitement obtenus 
par raffinement s successifs, nous avons retenu le fa?mla lisme employé dans 
figure 6. Le développement en para llèle du lexique, du profil et de la 
descri ption forme lle permet une de scription précise , sans ambigu!té, et 
compréhensible par une personne non complètement famil iarisée à l'aspect 
formel de la s pécification; d'autre part, le fait que les différentes co-
lonnes se trouvent c6te à c6te permet à t out moment de vérifier l' adéqua-
tion de l'énoncé formel à l'énoncé informel . 
Concernant l a représentation de l'arbre déductif des pavés de traitements , 
nous avons opté pour une description graphique basée directement sur les 
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primitives introduites pour structurer les fonctions (cf.b4 ci-dessus ). 
C'est ainsi que nous trouverons les présentations suivantes. 
Soient A, B, c, D des noms de pavés de traitements, on peut avoir: 
pour le -2:!!.t,c, 
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pavé A (de la fonction A) sera soit 
le résultat du pavé Bou soit le résultat du pavé c. 
- pour le -2:!! , 
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ce qui signifie que le résultat du pavé A sera le résultat du pavé Bou 
(non-exclusif) le résultat du pavé C. 
- pour le et avec ordre, 
A 
__ I > _I _c _____.~~o~ 
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ce qui s i gnifie que le résultat du pavé A sera obtenu par le résultat 
du pavé B, du pavé Cet du pavé D, la réalisation du pavé B se faisant 
avant celle du pavé C qui se fait elle-m@me avant celle de D. 
- pour le et sans ordre, 
A 
ce qui signifie que le résultat du pavé A sera obtenu par le résultat 
du pavé B, par le résultat du pavé Cet par le r ésul tat du pavé D, la 
réalisation des pavés B, c, D se faisant sans contraintes de séquence. 
pour le pour tout, 
A 
B 
ce qui signifie que le résultat du pavé A sera obtenu par l'appli cation 
itérative du pavé B. 
Remarque. 
Si nécessaire, on pourra expliciter dans l'arbre déductif qu'un prédicat 
"pred" garde un pavé A en utilisant, par exemple, la notation: 
1--A- 011 
La garde est attachée à l'arc du graphe joignant A au pavé qui 
l'utilise (au sens de la hiérarchie "utilise" (PAR, 74)). 
62. 
f3..i. La_s,i~C,ill;!:e_des_d.2,naé!.S.!. 
Jusqu'ici, nous avons décrit la structure des pavés prenant en dompte 
les t raitements, mais conjointement, nous avons aussi introduit progres-
sivement un certain nombre de données et de fonctions portant sur celles-ci. 
Il s'agit maintenant de décrir&, ces données en terme de leurs propriétés 
dont la plupar1; seront celles des fonctions terminales introduites. 
Notre approche déductive du problème nous a permis de mettre en évidence 
trois sortes d'objets: 
les argumente du problème; 
les résultats du problème; 
les intermédiaires permettant la description du problème. 
A chacun de ces objets, nous allons faire correspondre un type (nom attri-
bué à l'ensemble des données cariGérisées par les mêmes propriétés) et un 
pavé de description. Toutes les fonctions terminales que nous avons décri-
tes ne manipulent pas toujours ce type mais bien parfois, des parties de 
celui-ci; nous sommes donc amenés à construire pour chaque type, si c'est 
nécessaire, une structure de sous-types. 
Les di fférente constituants d'un pavé de données seront les suivants 
(on trouvera un exemple d'un tel pavé à la figure 7) 
~) le titre. 
S.I. indiquera qu'il s'agit d'un pavé de donnée jouant un r8le dans le 
système d'information. 
"TYPE" est l'identificateur du type décrit dans le pavé • 
.Pl la description formelle. 
"TYPE" 1 il s'agit du nom du type décrit dans ce pavé. Cette donnée pour-
ra être un des arguments du problème, un des r ésultats du problème (éven-
tuellement les deux à la fois, s'il existe un résult~t et un argument du 
même type), ou un des intermédiaires du problème. 
"TYPE I,TYPE 2, •••": le type décrit ci-dessus peut être décomposé en 
un ensemble hiérarchique de sous-types formant une arborescence. Sous les 
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feui l les de celle-ci ( sous-types non décomposés ),nous en donnerons l e 
format .. 
La· description de la structure sera f aite à l'aide d'une structure de 
parenthèse. 
les i nvar iants: il s ' agit de propriétés qui doivent ê t r e vérifiées avant 
et après tout e opération défini e sur toute donnée d'un type ou sous-type 
concer n é . 
Exemples . 
s i un t y pe e st une sui t e d' é l ément s t , on peut do er des contr a in-
tes de cardinalité sur cet te suite ( l e nombre d ' occurrence des 
éléments t dans la suite). 
on peut donner pour les types él émentaires (non-décomposés) des 
contraintes d'intégrité sur le (ou les) domaine(s) de valeurs qui 
peuvent être prises par les occurrences de ces types. 
)f' Les fonctions: ces opérations correspondent à des fonct ions tenninales 
("de base") introduites dans les pavés de t rai tement. Elles auront la 
forme génét>a le: 
fonction ( argument) résultat 
et la description de la fonction se fera en caractérisant: 
1-la pré-condition associée à l'argument; - la post-condition associée au résultat. 
Ce genre de caractérisation axiomatique est utilisée par (HOA,69 ) depui s 
les travaux de (FL0,67). 
On pourra distinguer différentes sortes de fonct i ons de base: 
fonctions de création et de mise à jour. 
Les r ésultats de ces fonctions seront de s occurrences des types définis 
dans ce pavé de données ..  
fonct i ons de consult ation. 
Ces fonctions auront: 
~~ ~~ ah ~r~ 
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+ soit un résultat réduit au couple de valeurs (faux,vrai) . Il 
s'agit alors de fonctions qui interviennent dans l' évaluation 
d'un prédicat ( décrit dans le§ 2 ). 
+ soit pas d'argument et un résultat qui est une occurrence du 
type défini dans le même pavé de données. 
Cette fonction joue alors le rôle d'une fonction d'extraction, de 
l'information. Le nom de cette fonction sera obtenu en juxtaposant 
le mot "accès" et le nom du type de donnée auquel on veut accéder. 
Exemple. 
Soit une fonction de ba s e décrite dans un pavé de trai-
tement et ayant la forme suivante: (a)= fonc tion (b) 
dont le profil est: fonction: B ~A. 
Au niveau des pavés de données, nous trouverons les spécifi-
cations suivantes: 
pour le pavé où se trouve le type A, on aura une fonction 
de "création et de mise à jour" de la forme: 
avec le profil: fonction :B --4 A 
fonction (b)a 
-pour le pavé oû se trouve le type B, on aura une fonction de 
"consultation" de la forme: accès B ( ) B 
avec le profil: accès B: ~B. 
tl le profil. 
Pour toutes l es1 données utilisées dans l'expression des inva-
riants ou des fo~ctions, nous en donnerons le type. Si ce type n'est pas 
un de ceux définis dans le m~me pavé, nous le ferons suivre de S.I., oe 
qui signifiera que ·sa description se trouvera dans un autre pavé de données. 
Pour les fonctions, nous définirons leurs domaines et codomaines à l'aide 
de produits cartésiens des types de données respectivement arguments et 
résultats •. Il est à remarquer la redondanc_e de cet te description qui 
pouvait être déduite de la spécification des types. 
.!!l le lexig,ue. 
Nous donnerons une description en langue naturelle 
- des types de données manipulée, 
-des invariants et des fonctions définies. 
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La représentation de la spécification d'un pavé se fera de la même manière 
qu'à la figure 3 (§2), c'est-à-dire en ~résentant la description formelle, 
le profil et le lexique en parallèle. Ce graphisme aura les mèmes avan-
tages que dans le cas du pavé de traitement (cf. §2,la structure des 
traitements)A 
L'introduction de ces pavés de données permettent: 
le regroupement en un point de la spécification des fonctions portant 
sur un même type et dispersées dans plusieurs pavés de traitements 
' (fonctions de base et fonctions d'accès déduites). 
une description des propriétP-s des types qui, excepté les invariants, 
sont les propriétés des fonctions portant sur ces types. Une telle 
démarche pennet de conserver un maximum d'abstraction, en ne prenant en 
·compte aucun détail concernant la, représentàtion, des donnêes·et l'im-
. pl~mentation 4es opérations associées. 
Une telle approche nous a permis de définir ce qu'on appelle communément, 
dans la littérature, des types abstraits (LIS,75a). On trouvera dans le 
premier chapitre (cf.I.6., description du langage "Z") une discussion 
des nombreux avantages procurés par des pavés de données reposant sur un 
tel concept • 
.§. .4.. Conclusions sur cette méthode. 
La méthode déductive de spécification que nous avons employée nous 
a permis de décrire les différents traitements d'une manière arborecente 
et hiérarchisée et de construire conjointement la structure des données 
sous la forme de" types abstraits" incluant la description des traite-
ments terminaux dans l'arborescence. Nous allons maintenant tenter d'éva-
• 1 
67. 
luer une telle approche en considéra.nt une "bonne" spécification (cf. 
chapitre I.5.). 
a) Co~structibilité. 
Par une démarche descendante, par une découpe en différents pavés hié-
rarchisés, une meilleure maîtrise de la complexité dans l'élaboration 
de la spécification d'un systèmP. d 'information devrait être favorisée. 
b) Cohérence et complétude. 
Il est possible de faire un certain nombre de contr8les tels que: 
- s 1 assurer si toutes les données sont définies en t ermes d~ types, 
vérifier si toutes les fonctions (de base ou non) ont été explic i tées, 
contrôler si tous les prédicats sont exprimés à l'aide de fonctions 
de base à résultats booléens, 
s'assure~ que l'ensemble des cas a bien été traité en vérifiant que 
toutes les combinaisons de conditions ont é té prévues, 
vérifier la cohérence des traitements et des prédicats à l'aide de 
techniques du genre de celles que l'on utilise dans le cadre des 
tables de décision. 
On, verra des exemples de ces contrôles dans le troisième chapitre 
(cf. 3.I.) 
c) .A,spect formel. 
La description formelle de la spécification par l'utilisation d'un 
langage proche du langage mathématique devrait encourager une certaine 
rigueur dans l'élaboration des spécifications. 
d0 Compréhensibilité. 
Grâce à la description informelle, on pourrait très bien reconstruire 
toute la spécification· d'une manière structurée et en langue naturelle. 
e ) Fidélité . 
L'adéquation de la spécification au pr oblème est toujours difficile à 
prouver. Cependant, le développement structuré et progressif de la spê-
oification au niveau de chaque pavé devrait favoriser, et donc faciliter, 
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l e travail de vérification d'une telle adéquation. Au niveau de l'en-
semble des pavés, \me technique consisterait à vérifier a posteriori 
que les solutions cDrrespondant à certaines valeurs de données sont 
bien celles que l'on attendait (FIN,79). 
I l faut souligner que la rigueur de la méthode peut bien souvent 
soulever des points mal définis ou ind~finis dans le problème initial. 
Ainsi, dans l'ap?lication traitée dans le troisième chapitre, une ana-
lyse en profondeur de la proposition d'automatisation nous a convaincu, 
par exemple , de la mauvaise déf inition de la not i on d 'expédition et 
du manque de définition de l a notion de frais de transport. 
f) Minimalité. 
De telles spécifications s'attachent à décrire l e "quoi" d'une fonction 
plut6t que son "comment" sans introduire de détails d'implémentation 
ou de représentations concrètes pour les données (cfr. types abstraits). 
' gJ Extensibilité. 
Comme toutes les décisions concernant les fonctions et les données sont 
enferiaées dans des pavés définis à l'aide d'une décomposition hiérar-
chique et descendante du problème, des chan~ements ultérieurs dans les 
spécifications doivent pouvoir @tre facilement localisés aux pavés con-
cernés. 
Il semble donc que la méthode définie présente un certain nombre des qua-
lités requises; il faut cependant nuancer ce jugement, car au lieu de parler 
de la fidélité de la spécification au problème, il eut été plus adéquat de 
parler de fidélité à des parties du problème. En effet, comme nous allons 
le voir dans le paragraphe suivant, un certain nombre de sous-problèmes 
(données et traitements manquants, enchainements dictés par l'environnement 
organisationnel, ••• ) n'ont pu @tre pris en compte dans notre spécification 
déductive; il s'agit, dès lors, d'introduire de nouveaux outils permettant 
de caractériser complètement la définition du problème. 
~~~~ !~~~~:~~2~=~~=1~-~~!~~!!~~l!~~=~~=~l!!~~~=~:!~!~~~!!2~:~ 
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Dans le premier paragraphe de ce second chapitre, nous nou s sommes 
donnés une méthode permettant d'aboutir à une première défini tion du sys-
tème d'information en présentant, d'une part, les fonctions et leurs i nter-
relations (arborescence déductive) et d'autre part , l es données manipu lées 
et leurs propriétés (types abstraits). Ce premier schéma généra l de spé-
cification a permis de présenter une sorte de noyau du système, r eprenant 
la logique inhérente à l'appl ication à t rai ter , telle qu 'on a pu l a déga-
ger d'un processus déductif. 
Il reste cependant un certain nombr e de caractéristiques qui sont propres 
à un environnement organisationnel particulier et qui ne peuvent être dé-
gagées d'un processus déductif; celles-ci doivent en quelque sorte se 
"greffer" sur le noyau logique. C'est à l'approche et à. l'intégration de 
ces contraintea; organisationnelles que nous allons d'abord: nous consacrer. 
C'est ainsi que nous essaierons de traduire ces oontraintes organisationnelles 
sous forme de traitements e·t de données manquants·, sous forme d' enchaîne-
ments entre traitements et sous forme de traitements d'interface entre le 
système d'information et l'environnement organisationnel. 
Ensuite, nous nous poserons pour la première fois la question du "comment" 
afin de pouvoir distinguer les parties manuelles et automatiques du sys-
tème d'information en vue des étapes ultérieures de développement du sys-
tème. 
Enfin, nous tirerons les conclusions et quelques perspectives d'une telle 
démarche. 
2.2.I. Traitements et données organisationnelles • 
.§.I. §_p{cification des traitements et données man.9.uants. 
a) Au départ de notre raisonnement, nous avons considéré le système d'in-
formation à décrira• comme une "boîte noire" produisant un certain nombre 
de données de sortie (résultats) à partir d'un certain nombre de données 
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d'entrée (arguments). Si nous avons différencié certains arguments et 
certains résultats, c'est parce.que les éléments d'information correspondants 
requéraient une telle différentiation. 
Exemple. 
Si la sortie d'un S.I. de gest ion de commandes est une facture de la 
forme suivante i 
un ensemble de lignes de commande livrables et un montant total; 
un ensemble de lignes non livrables. 
On définira par la mé t hode,non pas un, mais bien deux ésu ltat s : 
la partie livrable de la commande; 
la part i e non-livrable. 
Si cette approche permet de mettre en évidence la logique sous-jacente au 
problème, elle ne convient cependant pas nécessairement à l'utilisateur 
qui peut vouloir appréhender ces résultats et ces arguments sous une autre 
forme (par exempl e, dans ce cas-ci , la facture). Nous allons décrire dès 
lors un certain nombre de traitements et de données additionnels qui per-
mettront de faire le lien entre les ob jets logiques considérés jusqu'ici 
et ceux attendus par l'utilisateur. En l'occurrence , dans l'exemple, l'ob-
tention d'une facture sera assurée par un traitement de regroupement des 
parties livrable et non-livrable. 
b) Ces pavés ne sont malheureusement pas les seuls qui manquaient dans notre 
spécification. En effet, il se peut que l'arborescence déductive de s trai-
tements et des données n'ait pas permis de décrire toutes les opérations 
et toutes les informations nécessaires à une organisation particulière. 
C'est ainsi, qu'à côté du noyau logique qui a été obtenu, il existe des 
décisions purement organisationnel l es propres au système étudié , qui ont 
été introduites pour des raisons particulières d'efficacité ou bien qui 
sont la conséquence d'une structure d'organination bien spécifique qu'il 
ne nous appartient pas de remettre en cause . 
Exemples. Une procédure d'ordonnancement spécifique à un agencement en 
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magasin donné, un trait~ment de contrôle et de recouvrement d'erreur, ••• 
Pour pouvoir les mettre en évidence, nous allons relire le texte constituant 
le cadre de la solution fournie par l'analyse d'opportunité et nous allons 
vérifier si chacune des informations de ce texte a sa contrepartie dans la 
spécification; si ce n'est pas le cas, on introduira de nouveaux pavés de 
traitements et de données associés à ces informations dans un cadre d'ex-
pression analogue à celui utilisé jusqu 'ici. Une fois construits ces no,1-
veaux pavés, il restera à les "greffer" sur l'arbre déductif en modifiant 
éventuellement certains a rguments et résn ltnts . 
Au niveau de la représentation graphique ùe la nouve l le structure, la 
rupture d'une relation logique entre deux pavés de l'arbre due à l'intro-
duction de traitements dits "organisationnels" sera indiq_ué par une croix 
(x). 
Exernple. 
Soit l'arbre déductif suivant: 
lr!J 
.· ·. 
et soit un pavé 11 011 de traitement "organisationnel" dont les arguments 
sont les résultats de D et de F et dont les résultat s sont les argument s 
de E et G. Nous représenterons la rupture de séquence par: 
m 
-------
-----
---
------
----
---------
et 
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ces relations indiquent d'où proviennent les arguments 
et où vont les résultats du pavé 110 11 • 
On trouvera des exemples de cette rupture de séquence dans le paragraphe 
2.I. du chapitre 3. 
Jusqu'à maintenant, les interrelations que nous avons construites entre les 
différents pavés de traitement étaient uniquement dJctées par une dépendance 
entre les donnée$. Cependant, pour rendre notre spécification compatible 
avec les contraintes organisationnelles, il faut tenir compte également 
d'enchainements rendus nécessaires par celle-ci. C'est ainsi qu 'au niveau 
de la spécification et de la représentation graphique de l'arbre des 
fonctions, nous ajouterons de nouveaux séQuencements. 
Exemple. 
Soit une fonction d'analyse d'une facture se subdivisant en une fonction 
de vérification de l'identité du client et une autre de vérification du 
montant de la facture. Ces deux dernières fonctions pourraient s'exécuter î 
dans un ordre quelconque, ce qui d'une manière graphique se représen-
terait pars 
vn1Flt"Tlc,N 
AWIU.YSé 
FAlTV A. ( 
VE'/llFILATto,v 
HoUTAAIT' 
Si une contrainte organisationnelle stipule que chaque facture est prise 
en charge par un employé qui vérifiera d'abord l'identité avant le mon-
tant, on aura la modification graphique suivante: 
• 1 
Vêi:llFlt.lil'tloAJ 
Mou'T~111T 
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Chaque pavé de tra itement décrit est caractéris é par un ensemble de données 
en entrée (les argumente) et un ensemble de données en sortie (les résultats). 
Pour chacun de ces éléments, il s' agit d 'examiner s ' il n'intervient pas à 
la fois dans le système d 1 i nfomation et dans l'environnement organisation-
nel, auquel cas un pavé d'interface sera associé à cet élément. 
C'est ainsi que l 'on sera amené à distinguer les pavés d'interface de saisie 
de données pour les arguments et les pavés d 'interface de diffusion de don-
nées pour les r ésultats. Dans ces pavés, outre l a description des procé-
dures d'acquisition et de diff usion de données, 1~ déf ini ti~n du .. format 
~s informations manipulées (layout) et l a spécification de différents coµ-
t r ôles de validation des informations, on peut associer à chaque pavé d'in-
terface des traitements additionnels spécif i ques auxque ls les données doi-
vent souscrire. 
Les traitement s d 'interface seront s péci f iés dans le formalisme habituel 
rencontré jusqu'ici; quant aux autres éléments, i l s s er ont spécifiés le plus 
précisément possible à l .'aide de la langue natur e lle et éventuellement, 
pour éviter la lourdeur de la spécification de f ormats de documents, on 
pourra recourir à une description graphique à l'aide de dessins de borde~eaux, 
de grilles d'écran, 
Exemple. 
• • • • 
Soit un pavé où l'argument est un "text e" et un sous-arbre à partir de 
ce pavé où l'on trouve à un niveau i un pavé de traitement avec une 
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"phrase" comme argument et à un niveau j (avec i<j) un pavé dont l'al'-
gument est "mot". S'il est dit dans le cahier de chargesissu de l'étude 
d'opportunité que le texte sera introduit, par exemple, phrase par phra-
se au terminal par un opérateur, alors on décrira un pavé d' i nterface 
qui sera adjoint au pavé de traitement de la phrase. Dans ce pavé d'in-
terface, nous mentionnerons la manière de rentrer une phrase au terminal, 
différents contrôles de validité quant aux caractères rentrés e t éven-
tuellement un format dans lequel la phrase doit être rentrée . 
Remarques. 
En général, ces interfaces assurent le contact entre l'utilisateur et le 
système d'information,mais il se peut que pour certains problèmes où , dès 
la phase de conception, on annonce l'utilisation d'un certain "hardware" 
(par exemple, deux ordinateurs), on soit amené à spécifier des interfaces 
entre le système d'information et le matériel existant (voir, par exemple, 
les spécifications en avionique de (HEN,80)). 
Lorsque le pavé de traitement et la garde associée (cfr. définition chaµitre 
2.1.2., §2) sont réalisés à l'aide de processeurs différents (hommes ou 
machines, nous reviendrons sur cette notion dans le chapitre 2.2.2.), nous 
pouvons @tre amenés pour les arguments intervenant à la fois dans les fonc-
tions de la garde et dans celles du pavé de traitement à décrire des pavés 
d'interface de saisie de données distincts pour la garde et le pavé de 
traitement car les procédures d'acquisition de ces informations peuvent 
être différentes. 
2.2.2. Distinction entre les systèmes d'information manuels et automatiques. 
Jusqu'ici, la spécification que nous avons donnée s'est toujours ef-
forcée de prendre en compte la description du "quoi" avant celle du "com-
ment". Toutefois, en introduisant les pavés d'interface entre le système 
d'information et l'environnement organisationnel, nous avons déjà pu être 
amenés à recourir à la notion de moyens nécessaires au traitement de l'in· 
formation. 
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Comme le fait (DUF,80), nous pourrions, en fait, classifier cea différente 
moyens comme é t ant 1 
~ les moyens actifs de traitement (ou processeurs). 
Un traitement ne peut être réalisé sans l'usage d'au moins un de ces moyens . 
Ces processeurs peuvent être: 
matériels. Il s'agit d'organes capables de fonctionner de ma-
nière autonome, au moins pendant un ce r tain temps pour effectuer 
un traitement. 
humains. Il s'agit des personne s pouvant prendre en charge des 
traitements. 
G') les moyens passifs de traite ment de l ' infor mation. 
Il s'agit d'éléments indispensables au traitement de l' i nformation mais 
qui ne peuvent être jamais utilisés sans un moyen actif de traitement dont 
ils sont souvent considérés comme des constituant s (par exemple, une machine 
à écrire, une ligne téléphonique, un termina l à écran , une imprimante, •• • ). 
Pour compléter notre description du système d 'information et pour commencer 
à. préciser certains aspects du "comment " ri e sa réalisation, nous allons 
affecter les traitements aux différents proc€sseurs disponibles. Cette af-
fectation s'avère d'autant plus nécessaire que, dans l a su ite de not r e 
travail, il va falloir distinguer le système informatique du système d ' in-
formation et par là même, cerner la tâche de l'informaticien. Il aurait 
été malsain d'introduire une telle séparation dès l ' étude d 'opportuni t é 
(cfr. étapes de l'analyse dans l'introduction) car elle aurait contribué 
au "mythe" du s.r. réduit au système informatique, ce qui , comme le sou ligne 
(LEM,73), est une des confusions qui "obèrent la conception d'un système 
d'information" en risquant de ne plus pr@ter d'attention aux autTes élé-
ments du système (réseaux de communication, hommes, ••• ). 
La prise en compte des différents processeurs se fera de la manièr e sui-
vante. Pour chaque pavé de traitement constituant une feuil le de l'arbre 
construit par la méthode déductive, pour chaque pavé "organisationnel" , 
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noua allons mentionner le ou les processeurs nécessaires à la réalisat ion 
des fonctions de base (aussi bien ceux intervenant dans l' éva luation de la 
garde que ceux intervenant dans le traitement proprement di t) . C'est ainsi 
que l'on mentionnera l'utilisation d'un ordinateur, d' une ou plusieurs 
personnes appartenant à des services déterminés, etc . 
2.2.3. Discussion de cette approche. 
Dans les paragraphes I et 2 de ce second chapitre, nous nous sommes ef-
forcés de présenter une méthode de construction des spéc i ficat i ons d'un 
système d'informat ion. Cette approche a été caractérisée par deux grandes 
étapes: 
a) Utilisation d'une démarche descendante et déductive permettant de structu-
rer le problème à l'aide de fonctions logiquement découpées et résultant 
en un arbre déductif des traitements; expression de la structure des don-
nées sous forme de "types abstra·ts". 
b) Enrichissement de la structure des traitements et des donnée s par la 
prise en compte des contraintes organisationne lles particulières: intro-
duction de nouveaux pavés propres à l'organisation , adaptation des pavés 
existants, description des interfaces. 
Ayant déjà mis l'accent dans le paragraphe 2.1.2. sur les avantages procu-
rés par la démarche déductive, nous allons maintenant signaler quelques 
caractéristiques inhérentes à la méthode dans son ensemble et envisager 
quelques possibilités d'extension. 
a) Tout d'abord!, cette approche en deux étapes a permis de réduire la com-
plexité de l'analyse du système sous étude en nous pennettant de construire 
en premier lieu un noyau (cfr. supra) de la spécification du S.I. avant de 
nous attaquer à la spécification des aspects plus particulièrement orga-
nisationnels du s.r •. En revanche, il n'est peut-être pas toujours aisé de 
percevoir, en l'absence de critères précis, ce qui est, d'une part, pro-
prement organisationnel et, d'autre part, logique intrinsèque de l'appli-
cation considérée. 
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b) D'autre pa.rt, outre le fait qu'elle permet de structurer notre descrip-
tion du système, cette méthode va plus loin en nous permettant de distin-
guer et d'isoler des contraintes propres à l'organisation considérée. Une 
te~ localisation assure une maintenance plus aisée du système f ace aux 
fréquentes modifications de l'environnement qui ne manqueront certainement 
P.as de survenir. 
c) En outre, cette approche, par sa rigueur et par son caractère méthodi-
que, permet d'amener le spécificatwrà poser au demandeur de bonnes questions 
aux bons moments concernant différents choix rendus possibles par le "fJ.ou 11 
entourant parfois le cadre général de la solution retenue à l'issue de 
l'étude d'opportunité, voire même certaines contradictions ou incomplétudes. 
A titre d'exemple, dans le traitement de l'application proposée dans le 
troisième chapitre, nous avons dft définir avec précision certaines données 
et traitements (frais de transport, numéro-commande, constitution d'une 
expédition, ••• ) et prêter beaucoup d'attention à la spécification des 
pavés d'int erface. 
d) Enfin, la spécification du système d'information obtenue de la sorte 
peut être à la base du dialogue avec toutes les personnes concernées dans 
la réalisation d'un projet (cfr. paragraphe I.3. du premier chapitre ) : 
- avec le demandeur. · On pourra lui remettre l'ensemble des documents obte-
nus spécifiant clairement ce que fera le S.I •• Eventuellement, s'il n'est 
pas habitué au formalisme employé ( en parti.culier, la présentation en 
trois colonnes), un texte rédigé entièrement en langue naturelle pourra 
~tre obtenu d'une manière systématique. On pourrait également concevoir des 
outils qui, à partir de cette spécification, permettraient de construire 
une maquette du s.I. et par là juger de sa faisabilité en terme de dispo-
nibilité de ressources, d'efficacité des règles de décisions et de perfor-
mances. Il faudrait cependant, dans ce cas, pouvoir fournir davantage de 
renseignements concernant les ressources (processeurs automatiques ou hu-
mains, données, quantifications, ••• ) et se donner un modèle précis d'ex-
- ------------------ - --
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pression de la dynaaique dea traitements (BOD,79c), (DUF,801). 
- avec les utilisateurs. Un dboument indispensable,que nous pourrions cons-
truire à partir de la spécification et remettre à ceux-ci, eat un graphe de 
circulation. En effet, celui-ci a comme mérite de donner une vue globale 
du S.I., de mettre en évidence les processeurs, les tâches à accomplir, 
les liaisons entre elles et les informations qui circulent (données tempo-
raires ou permanentes). Nous verrons ultérieurement , à partir d'un exemple 
de spécification (cfr. paragraphe 3.2. du troisième chapitre) comment cons-
truire un graphe de circulation de type CORIG {MAL,71). 
Un autre document facilement réalisable à partir de l a description des 
pavés d'interface sera celui spécifiant clairement les interfaces entre le 
système informatique et les utilisateurs. 
- avec les rédacteurs des spécifications. Ils auront à leur disposition 
des documents faciles à contrôler et à modifier. En particulier, la repré-
sentation graphique de l'arbre dédua~if facilite grandement la localisation 
d'un traitement, son but et ses interrelations avec les autres traitements. 
- avec les responsables de l'analyse de programmation. Ils auront des spé-
cifications qu'on espère compréhensibles et non-ambiguës de la part ie du 
S.I •. qu'ils ont à automatiser. 
Avant de porter notre attention sur le travai l d'analyse de programmation 
et en particulier sur le prolongement de la méthode en vue d'exploiter au 
mieux les spécifications dans le développement dU système informatique, 
il convient au préalable d'aborder un dernier ensemble de spécifications 
relatives- aux performances globales du système. 
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2.3. Sgécification des contra j_ntes ~loba les de ner formance. 
=== = ==-=========================-===========~=========== 
Jusqu'ici, dans les deux premiers par agraphes de ce second 
chapitre,après avoir dégagé par un processus déductif un noyau constituant 
une première définition du système d 'information, nous avons ap '.)réhendé 
un certain nombre de caract éristiques propres à l'environnement organi-
sationnel, qui sont venues se "greffer" sur le noyau logio_ue de base. 
Cependant, ces deux premières 8tapes ne por me t tent pas de définir tous 
les aspects d'une spécification; en effet, l e demandeur, après que son 
étude ait été réalisée lors de l'ana lyse conceptuelle, émet souvent cer-
taines considérations quant aux performances qu'il ~ttend de son :::i:vstème. 
- le t emps de réponse et la durée du cyc le de traitement de l' i n-
formation dans des circonstances normales et dans les périodes de pointe, 
le temps de r éponse pour une consultation, 
la sécurité du sys t ème f ace à de s incidents, 
la confidentie,li té de certaines informat ions . 
Ces contra intes sont importantes à mentionner car elles auront de sérieuses 
répercmssions au niveau à.e l'ana lyse de proer ammation où l' architecture 
logicielle conçue devra respecter ces contraintes. 
Dans le cadre des applications que nous envisageons dans ce travail, nous 
sommes amenés à décrire des systèmes multiutilisateurs pour lesquels les 
temps de r éponse doivent être les plus brefs possibles. 
L'étude de tels systèmes entraîne l'int roduc tion de différentes notions 
dont celle d'interférence entre pavés de traitement. Nous dirons que 
deux pavés (ou deux parties de pavé) interfèrent si le premier pavé (ou 
une partie de ce pavé ) ne préserve pas l a sémantique de l' autre et vice 
versa. 
A partir de là, nous pouvons défi~ir le s notions de parallélisme entre 
pavés de tra itement, c'est-à-dire l'exécution possible de pav~s (ou parties 
80. 
de pavé) qui ,n'interfèrent pas et de mutuelles exclusioraentre pavés de 
traitement lorsque ceux-ci ( ou Qea parties de ceux-ci) interfèrent. 
Pour obtenir un degré de parallélisme satisfaisant, il y a lieu d''assurer 
un grain d'atomicité (traitements mutuellement exclusifs) l e plus fin 
possible. 
De plus, des règles de concurrence additionnelles peuvent ê tre a j outées 
( priorités, préemptions, ••• ). 
Exemple. 
Soient une fonction A et une fonction B s'exoluant mutuellement 
et à réa liser par un processeur X déterminé •. Une r è~le souhaitée 
peut @tre la suivante: "donner l a priorité à la r éalisation 
de la fonction B par rapport à la fonction A". Cela signifie que 
le processeur X ne pourra jamais se consacrer à l'exécution de 
la tâche A tant qu'il restera une tâche B à accomplir. 
Au niveau de la spécification, il s'agira donc d'exprimer de s relations 
d'exclusion mutuelle, de paral l é lisme, de pr iorité, ••• entre les pavés 
(ou parties de pavé) de traitement. 
De telles relations pourront s'exprimer dans notre modèle de deux ma-
nièrei=i: 
-
•. si la relation porte sur des fonctions qui ne sont pas di tes de "base" 
ou dont les codomaines portent sur des types d·1 objets différents, on ex-
primera le comportement désiré au niveau des différents pavés de traite-
ment correspondant à la description des fonctions • 
• si la relation porte sur des fonctione qui ont été décrites comme étant 
de "base" et dont les codomaines portent sur le m~me type d'objets, alors 
on exprimera le comportement désiré au niveau du pavé de donnée correspon-
dant à l'ob jet considéré (type abstrait). 
La spécification de ces relations se fera à l'aide de clauses exprimant: 
- par une notation, la possibilité de parallélisme ou d'interférence. 
BI. 
Exarpple. 
Soi ent les fonctions de "base" de réservation de places d'avion 
e t de libér a tion de places s'excluant mutuelleme~t et à réaliser 
par un processe~r X dét erminé . 
Au niveau du t ype "pl ace-avi on", nous indiqueroms pour les fonc-
t ions concer nées: RESERVATION'h(LIBERATION. 
Par contre, si le par allé l isme avait ét é possible, nous aurions 
indiq_ué: RESERVATION // LIBERA!!'ION. 
d'une manière i nformelle, en l angue naturelle, les clauses additionnel-
le s de concurrence •. 
Remarq.ue. 
En: général , lorsque nous n'indiquerons pas d8 0lauses de concurrence 
pour une fonc t ion , c'est Qu'il n' y a pas d'int erférence possible entre 
cette f onction et d ' autres •. 
Nous oommes cons cients que le tra itement de la concurrence au sein de 
notre spécification est loin: d'ê t re t otalement satisfaisant et qu'il 
devrait, par la suite, être trait é avec beaucoup plus de profondeur et 
avec une plus gr ande rigueur ~ Cependant, si nou~ avons introduit dans 
ce par agr aphe ces quelques é l éments, c ' est parce que nous les considé-
rons comme devant jouer un rôle fondamenta l dans les choix qui eui-
deront l' ana l yse de programmation. 
2.4. Définition d'une architecture des trait ements et des données. 
=== =====~==~===========================================~==~===== 
A partir de l'analyse fonct i onnelle concernant la partie auto-
mat i que du système d'information, , il s ' agit de réaliser l'analyse de 
progr ammation suivant deux axes: 
(i). pour les traitements : dans le _cadre d ' un système où,-pour obtenir 
des t emps de r éponses les plus br efs possibles, on a introdùit la 
notio_n__de para llélisme entre les traitements ( cf . 2.3.),il s'agit 
----
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de s'orienter vers un système de ges tion en temps réel, composé 
d'une architecture de traitements sous forme de processus com-
mun:i.c,ants : il s I agit d'un ensemble de processus ( correspondant 
chacun à une exécution particulière d'un programme) dont cer-
tains peuvent @tre simultanément actifs et qui communiquent et 
se synchronisent par échanges de messages. Ces ~essages sont 
des représentations des données du système (HOA,78). 
(ii). pour les données: on suppose disposer d'un système de restion de 
fichier ou de base de données. 
Au niveau de la spécification des traitements, on a procédé de manière 
déductive, des r ésulta ts vers les ar guments. Au niveau de l'implément a-
tion, il s'agit de revenir à une démarche indu.et ive, des are,uments vers 
les r ésul t e.ts; en effet, les concepteurs de compil;s,teurs uour lanp;ar,es 
déductifs (voir, par exemple, BDL (HAH,77) ) se butent encore actuelle-
ment à des problèmes majeurs d'optimisat ion de code . Ces problèmes sont 
essentiellement liés à de trop erandes redondance s t ant dans les données 
que dans les traitements. Citons, entre autres, les problèmes suivants 
(LAM, 79a) : 
- des bouclages trop nombreux sur les r1.r r:-:ur:1ent s . En effet, avec un 
langage inductif "classique", une seule boucle est exécutée sur les 
données d'entrée, ce qui n'est pas le cas d 'un langage déductif où 
les arguments seront considér és plusieurs fois. 
- tous les areurnents externes d'entrée d'un "pavé" cessent d'exister 
après l'exécution de ce pavé, ce qui, dans une implémentat ion grossière, 
entraînerait des recopies fréQuentes pour la création de r ésultats 
différant peu de données contenues dans les arguments. 
- absenoe de concept de procédure, absence de contr~intes de séquence-
ment (except é celles requises par J.es données). 
Au niveau ae la structure des donn ées, la spécification a été 
fa,i te en terme d'objets logi ques connus uniquement par l'intermédiaire 
des fonctions qui les manipulent (types abstraits). Une partie de ces 
objets constitueront des messages entre les différents pavés, d'autres 
serviront de documentations et seront stockés dans des fichi ers ou dans 
la base de données. Cependant, autant la notion de type abstre,i t a été 
utilisée pour la spécification de problèmes, autant on trouve peu de 
traces,dans la littérature, de son: utilisa tion lors de la conception de 
bases de données., 
En ce qui concerne la structure de données, nous passerons de la des-
cription par typ~s abstraits à u~e description à l'aide du modèle rela-
tionnel binaire. Cette structure intermédiaire nous permettra de cons-
truire facilement un modèle d' acèès aux données •. 
Pour établir une architecture des trai tements, avant de passer à un choix 
d··•une décomposition physique des tra.i tements en uni tés d'exécution ( pro-
grammes), il s'agit de structurer le système en un ensemble de composants 
appelés modules. 
2.4..r. St ruoturation, des traitements et dérivation d'un modèle relation-
nel bina ire. 
2.4..I.I. Dérivation d'un modèle relationnel bimdre._ 
En ce QUi comerne la structure de données, nous nous en sommes tenus 
jusqu'à maintenant à une représ,entation en termes de types abstraits. 
Cette description, correspondant au niveau conceptuel figurant dans le 
rapport ANSI-SPARC (ANs,75), permet d'e~primer d'une manière rigoureuse 
les propriétés des objets manipulés dans le système d'information; elle 
se prête néanmoins mal à une description logi que (en termes d'accès logi-
ques) de l'information à mémoriser et à son implémentation (description 
des accès physiques). 
En effet, la description sous forme de types abstraits n'exprime pas les 
liens logiques entre les informations (ces liens se t rouvent décrits au 
niveau des traitements) et n ' offre pas d'outils (opérateurs) perr.1ettant 
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de travailler sur ces données~ 
Pour l'ensemble des informations, nous passerons de la description par 
types abstraits à une description, à l'aide du modèle relationnel binaire 
(ABR,74). On trouvera une description détaillée du modèle relationnel 
binaire da.ns (HAI,8Ia); nous en reprenons ici les principales caracté-
ristiCl_ues. 
Ce modèle est une restriction du modèle relationnel généralisé (HAI,80) 
où I) il n'y a que des relations binaires ( associations biunivoques). 
2) les relations sont définies sur un domaine entité au moins. 
La représentation graphique est la suivante . . 
~ R cp 
C D E 
où un domaine simple (c'est-à-dire un domaine (ensemble d'information) 
désigna.nt des propriétés) est représenté par une suite de caractères 
(C, D, E) indiquant son nom; 
un domaine entité (ou complexe,c'est-à- di re un domaine désignant 
un objet autonome du monde réel) est repré senté par une suite de caractères 
(A, B) indiquant son nom et fieu,rant dans un rectangle·; 
une relation (ensemble de toutes les associations de même nature) 
ea;t; indiquée par un arc entre deux domaines, cette relation porte éventuel-
lement un nom (R). 
Pour une relation, nous pouvons indiquer: 
a) sa connectivité (expression de la dépendance fonctionnelle ~ontenue dans 
la relation). 
relation connectivité représentation 
R (A,B) n-n A J4 l B 
R (A,,!!) I-n A <1 R B 
R (,!,B) n-I A I'..~ B 
R (,!,B) I-I A B 
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b) une contrainte d'existence d'un domaine entité. 
Si la relation R(A,B) est telle que R(A)= A (projection de la relation R 
sur A, c'est-à-dire la relation obtenue en ne conservant de la relation 
initie.le que les va.leurs de A), cela signifie que chaque oocurrena.e "a" 
du domaine entité A intervient dans un "tuple" de la relation R. 
De manière graphique, cette relation dite "forte" pour A s'exprimera: 
m-,----ŒJ 
c) un identifiant multi-domaine. 
Une relation appartenant au modèle relationne l généralisé de la forme 
R(AJB,c), où A, B, C sont des domaines entités, s'exprimera dans le forma-
lisme binaire de la manière suivante: 
A 1 :s ] 
/ 
tels que: à chaque tuple de la relation R correspond une occurrenc~ 
du domaine RAB et R = SiT~UCA,B,C]. 
Le nouveau domaine RAB perrnet d'exprimer que les domaines A et B 
constituent un identifiant du domaine c. 
Nous pouvons aussi exprimer des · contraintes au niveau d'une relation ou 
d'un ensemble de relations à l'aide d'opérateurs classiques tels que la 
jointure, la composition, la projection, ••• • 
Au niveau des types abstraits, nous avions une représentation pour les 
données de chaque pavé de la forme suivante: 
A ( B: ( C: chaîne numérique(IO]; 
D: chaîne alphabétiqu.e(20}) / 
Cette structure, s'il n'y a pas d'autres propriétés exprimées par des in-
variants, pourra s'exprimer sous la forme d'un modèle binaire de la manière 
suivante: 
C D 
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où les domaines entités correspondent aux données 
décomposables et où les données simples corres-
pondent aux données élémentaires. 
2 .4 .I .2 • .§.t~1E_tE}°!!tioE. _!!e_! .!,r!!i!e!!!.e!!_t.!• 
Comme le préconise (LAM,8I), on peut structurer les traitements d'un 
système d'information par niveaux hiérarchiques d'abstraction; à chaque 
niveau , les détails d'implémentation de e nivea x inférieurs sont non per-
tinents et cachés. La relation définie entre deux niveaux hiérarchiq.ues 
est la relation "utilise" (PAR,74) : un composant A de niveau supérieur 
utilise un composant B de niveau inférieur si le fonctionnement correct 
de A dépend de la disponibilité d'une implémentation correcte de B. 
En suivant une telle démarche, nous pouvons structurer ]es traitements en 
cinq niveaux: hiérarchiques du type "utilise". 
Niveau cinq • Nous trouvons ic:i des composants q_'l...e nous a.ppelerons ' rr,odule 3 
fonctionnels" et "modules inetra.ctifs". 
Chaque module fonctionnel est dérivé soit d'une fonction 
(correspondant à un pavé de .traitement), soit d'une composi-
tion de plusieurs fonctions (correspondant à plusieurs pavés 
de traitement), mais jamais d'une décomposition plus fine 
d'une fonction dite de "base 11 , ce qui ferait perdre tout 
aspect de fonctionnalité. Ch~e module interactif est dérivé 
~oit d'un pavé d'interface, soit d'une composition de plu-
sieurs pavés d'interface. 
Niveau quatre. Nous plaçons ici les modules d'entrée-sortie et d'accès. 
Chaque module d'entrée-sortie peut @tre utilisé, au sens 
défini ci-dessus, par les modules interactifs afin d'assurer 
des opérations telles que saisie de données, validation de 
données, édit ion de données, gestion d'écrans, ••• • 
Chaque module d'accès peut être utilisé par un module fonction-
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nel ou interactif afin d'assurer des opérations relatives à la 
structure d'accès aux fichiers ou à la base de données. 
Niveau trois. Nous trouvons ici les éventuels modules de gestion globale 
de la concurrence. Ces modules s'avèrent parfois nécessaires 
pour garantir au système un comportement satisfaisant aux con-
traintes globales de performance spécifiées (cfr. 2.3.). 
Niveau deux. Nous plaçons ici certains modules du système d'information 
(par exemple, les logiciels de communication entre programmes) 
et nu oyntème de gest ion de fi chier .. ou ')ase èe c:1 · nné~ s ; ce i; 
modules ne sont visibles aux ni1reaux supêrieurs ~ue par do s 
interfaces bien définis. 
Niveau un . Nous trouvons ici les modules du syRtème d'exploitation (~1-
location de ressources, gestion des programmes, ••• ), ceux-ci 
ne nous concernent pas directement ici. 
Le programmeur d'application n'est concerné que ~ar les trois nivea.nx supé-
rieurs de la structure et n'a connaissance des modules de niveau inférieur 
que par le biais de procédures avec des paramètres. 
cw est à l' é t ude détaillée de ces modu le s supérieurs q_ue nous allons main-
tenant nous consacrer. 
61 Identification des modules fonctionnels dans l'arbre déductif. 
~++ ++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++ 
Au niveau des traitements, nous avons suivi une démarche descendante dans 
l'analyse du problème. C'est ainsi q_ue pour expliciter le problème initial, 
nous avons été ~~enésà introduire des sous-problèmes à résoudre et ainsi 
de suite jusqu'au moment où les: sous-problèmes correspondaient à des fonc-
tions de "base" sur les données. On a ainsi construit un arbre des trai-
tements à réaliser (appelé arbre déductif) sur leq_uel se sont greffés des 
traitements propres à l'organisation. 
En vue d'identifier un certain nombre de modules fonctionnels , on pourrait 
choisir la solution immédiate consistant à faire correspondre un tel mo-
dule à cha cune des fonctions de base. Ce choix risque en général d'@tre 
__j 
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inapproprié car on aurait alors: 
- une taille d.e module très réduite, donc une f aible cohésion interne 
(degr é d 'interdépendance faible au sein du module). 
- un couplage important entre modules,c'est-à-dire un deeré d'inter-
dépendance fort entre traitements de modules différents. 
- de la r edondance dans l'exécut ion de certains trait ements et dans 
l' évaluation des prédicato. 
Les critères qui nous guideront dans cette modularisation seront l es 
suivants: 
I) Ces modules do ivent refléter, à des fins r1.e transparence ot d' nd.apti-
bili t é, les pavé s de traitement décrits. C' est pour cela que nous 
opterons pour une structuration des ruodules fonctionnels ~ forme 
de processus communicants (cf. (HOA 78) ). 
2) Chaque module "cachera" un maximum d' i nform :3,tion aux autres modules 
( mode de r éalisation d 'un trai tement , ••• ). 
3) Chaque module devra être caract ,§rioé pa,r un faible couplage et une 
forte cohésion interne (cf. définitions ci-dessus). 
'4) Dans le cadre d 'une application temps r éel, afin d'obtenir un degré 
de para llélisme satisfaisant, il y a lieu d' assurer un grain d'atomi-
cj.. té le plus fin possible en définissant des modules contenant le 
moins de traitements possibles hormis les sections r éellement critiques. 
Pour assurer le respect des conditions énoncées ci-dessus, il s'agira de 
tenir compte des é l éments suivants dan s no t re identification des :nodu-
les au sein de l'arborescence déductive: 
I) Fusion des pavés de traitements identiçues ( ou très semblables) 
portant sur des objets différents. 
Il est à remarquer que la fusion d.e tels tra itements aurait déjà pu 
se f aire dès la spécification en introdu i sant des "pavés paramétrés". 
L'élimination prématurée des redondances aurait cependant conduit à 
une compréhension ~oins cl.Rire et à une maintenance plus difficile 
( i l suffit par exemple de considérer le cas où le traitement sur un 
dos objets paramétrés change). 
2) Ne pas choisir comme module fonctionnel un pavé de trai tement A de 
niveau i s'il existe un "sous-pavé" B de niveau j (j) i ), appartenant 
à l'arborescence dont A est la racine, qui présente une i nteraction 
avec l'environnement manuel du système automatique; 
par interaction, on entenn.: 
soit que le traitement inhérent au pavé B est réalisé par 
un processeur humain; 
- soit que la garde du pavé Best évaluée manuellement ; 
soit que le pavé Best un pavé sur lequel est greffé un pavé 
d'interface (saisie ou diffusion de données). 
3) Regrouper en un module les pavés AI, A2, ••• ,An se trouvant dans 
différents chemins de l'arborescence et présentant le s car actéristi-
ques suivantes: 
a) arguments (AI) c argumants (A2)= ••• = arguments (An). 
b) garde (AI) U garde (A2) U ••• U garde (An)= vrai avec 
garde (Aj)=f vrai V j (garde étant une fonction booléenne) 
Exemple. 
Soit une fonction de construction d'une ligne de commande cor-
recte dont la garde est ligne-correcte et une fonction de construction 
d'une liene de commande incorrecte dont la garde est non ligne-correcte. 
Ces deruc: traitements peuvent être fusionnés car: 
les arguments des deux pavés sont une ligne de commande; 
la réunion des gardes donne assurément un résultat vrai car 
une des gardes est la négation de l'autre. 
En fait, ce critère a pour but d'éviter les redondances dans l'éva luation 
des gardes en plusieurs endroits différents ou encore d' éviter l' i ntroduc-
tion d'un module d'aiguillage vers les différents pavés Aj suivant 
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évaluat ion des gardes (Aj) respectifs. Nous pourrions définir de la 
sorte un module à bonne cohés i on interne, dans la mesure où le degré 
d'interdépendance entre conditions et actions au sein du module est 
é levé . 
Dans d ' autres cas, ce critère pour rait nous conduire à un module d.e 
taille t r op élevée; nous he l ' appliquerons dès lors que dans les si-
t uations où i l produit un module à bonne cohesion interne et à faible 
dimens ion apr ès d' éventuelles opt i misations (cf. 2.4.2). 
4) Hise en évidence de pavés dont les fonctions présentent d_es interfé-
rences mutue l les décri te s dans les spécifications d_es performances 
globales e t qui requièrent dè s lors l a mise en oeuvre de ::nécanismes 
d 'exclusion mutue lle et de synchronisation . De tels moàules pourraient 
être des par t ies d ' autres modules (A est partie de B si l a descrir,ti.on 
de A f i gur e dans la descript ion cle B) . Cette séparat ion permet de met tre 
en évidence l e s parties crit i ~u es du point de vue de la concurrence. 
5) Dans la mesur e du possibl e , afi n de limiter le niveau d'imbrication 
de modules, nous regrouperons des pavés de :,ianière à n'avoir q_u 'une 
entrée et qu ' une sortie par module: celles-ci corres~ondant resnecti-
vement à des ar guments et r ésu l t ats externes n ' appartenant chacun q_u' à un 
t ype d'ob jet (ar gument s du prolJ l ème, intermédiaires introduits, r ésul-
tats du problème). 
Pour chacun de ces modules, nous exprimerons l eur caract érisation à l' aide 
de spécifications qui prendront l a fo rme d ' as sertions dans le style de 
( H0~,69) et (FL0,67). 
La s pécification d 'un module es t a insi donnée par une paire de prédicats: 
une précondition exprimant l a condi tion d ' ap?licabilité du module; 
une postcondition caractérisant l'eff et d 'une ap~lication du module. 
Ces pr é/pos t conditions d'un module fonct ionnel seront facilement cons-
tructibles à part i r des pré/post caractér isant chacune des fonctions de 
base regroupées dans ce module foncti onnel . Rappe l ons que les pré/post 
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de chacune des fonctions de base sont données au niveau de la descr iption 
du type d'objet sur lequel elle p~rte (cf. description du pavé de donnée s 
dans le chapitre 2.I.2, §3). 
En particulier, pour les modules qui présentent des interférences 
mutuelles, la spécification de cette concurrence peut s e faire à l'aide 
de la notation employée par (LAM,78b). Nous a llons a i ns i exprimer que 
deux module s A et B sont atomiques et mutuellement exclus i fs de la ma-
nière suivante: ( B) 
Le fait q_ue ces modules peuvent êt re cyclic:tues par: 
REPEAT ( A ) , REPE!AT ( B ) 
La concur r ence entre modules cyclic_Lu es est flX:primée par une synchronisa-
tion au moyen de conditions: 
REPEAT ( BI ----~ A ) , REPEAT ( B2 - -----,. B ) 
où les transitions ( condition ----) modulo ) :peu·. ent ~tre int er-
prétés comme étant " ( attendez jusqu' au moment où l a. condition ,~s t 
vrr1,ie ) 11 
De telles spécifications présentent l'avantaee de car act éri ser un module 
sans donner d'algorithme, donc, de bien mettre l' accent sur le "o.uoi" 
avant le "comment"; en outre, elles portent sur les objets formels mani-
pulés par l'algorithme à développer, se prêtant ainsi à d ' éventuelles 
techniques de dérivation de programmes corr ects par construction (DIJ,76). 
Cette spécification des modules fonctionnels devra éventuellement être 
transformée en cas d'optimisations ultérieures tenant compte de l 'élimi-
nation de l a redondance et de l'utilisation de moyens techniques de 
réalisation particuliers (ordinateur centra li sé , r éseau de micro-ordina-
teurs, gestionnaire de S.G.B.D., ••• ). 
S-2 .. Identification des modules interactifs, 
-i!+ ++++++++++++++++++++++++++++++++++++++-t-
Dans le chapitre 2.2.I. (§3), nous avono décrit des pavés "d' inter -
face" gérant la saisie et la diffusion de données, éventuellement , à l ' aide 
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de .t. r.aitements aclditionnels spécifiq_ues ., Lors de l'identification d.es 
modules fonctionnels par regroupement de pavés , un de nos critères a 
été d'écarter les pavés de trai tement s sur lesq_uels étaient greffés des 
pavés d'interfane. 
Pour chacun de ces pavés d'interface, nous donnerons une description: 
des formats des données à saisir ou à éditer (cette description 
pourra éventuellement ~tre graphiq_ue ), 
des différents contr6les cle va lidation aux,n:..elr-i les données nojvent 
souscr."re, 
sous f orme pré/post, des différents traitements spécifiques. Cette 
spécification, comme celle des inodules fonctionnels, pourra être tran~-
form ée ult érieurement lors des optimisations r ,falisables. 
Identification des modules d'entrée-sortie et d ' âcoès. 
+++++++++++++++++++++++++++++++++++++++++4++++++++++++ 
Les modules dëcrits ju squ' ici reflètent des décisions prises 
au niveau fonctionnel.. A côt é de cel les-ci, il y a. des décisions concer-
nant la nature du matériel et du logiciel permettant la saisle ou la dif-
fus ion de données a insi que l' accès aux clonnées per:na.nentes ( arguments 
ou r ésultats internes) •. 
Pour bien mettre en évidence et loca liser de tels choix, la meilleure so-
lution est cl ' nenfermer" ces décisions dans des modules spécifiques qui 
sont de deux types: 
- modules d'entrée-sortie •. Ces modules vont gérer l'acquisition et la 
diffusion de données en provehance ou à destination de l'environnement 
du système automatique (par exemple, gestion a.es écrans, édition, ••• ); 
ils peuvent en outre assurer un ensemble de contrôles élémentaires de 
validation de s données traitées. 
modules:: d'accès. Ces modules vont gérer tous les accès (consultation, 
créa·bion, mise à- jour, ••• ) à des données per:nanentes fi gur ant clans 
des documentations (fichiers, ba.se de données, ••• ). 
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Le fait d'isoler de tels choix'. dans des modules distincts permet d'assu-
rer une plus grande portabilité au système automatique, ainsi qu'une 
maintenance plus aisée, en localisant au maximum les dépendances par 
rapport aux supports logiciels et matériels existants. 
Concernant les modules d'accès, il faut remarquer ce pendant que leur 
identificateur dans une structuration du système n'est pas toujours 
rendue possible. En effet, certains logiciels de com:nunication peu per-
formants (lenteur, taille réùuite des messages, non-st1ucturation des 
données du message) rendent impossible l'utilisation de tels modules., 
6 A, Identi f ication des modules de ,gestion de la concurrence 
~+-i--t- ++++++++++++++++++++++++++++++::f+++++++++++++++++++++++++ 
Lors des spécifications des contraintes globales de performance du 
système, nous avons été amenésà formuler les possibilités de parallélisme, 
d'exclusion mutuelle entre les différents pavés de traitement ainsi que 
d'éventuelles règles de concurrence additionnelles (priorité, préemption, 
••• ). L'implémentation de ces contraintes peut se faire: 
au sein des modules correspondant aux pavés de traitement (cfr.§2.) ; 
à l'aide des utilitaires existants (s.G.B.D., ••• ) qui correspondent 
aux modules de niveau 2; 
au sein des modules d'accès; 
à l'aide de modules spécifiques garantissant au système un comporte-
ment dynamique qui est celui attendu. 
C'est cette dernière catégorie de modules que nous appelons "de gestion de 
la concurrence". Un exemple d'un module pouvant appartenir à cette catégorie 
est constitué par le moniteur ( au sens de (HOA , 74 )). 
Un moniteur est l'associationd'une structure locale de données, de procé-
dures et fonctions d'accès ou de modificationsde ces données, qui sont ap-
pelées de l'extérieur par des programmes. Les (fonctions) procédures ont 
pour but d'accèder ou de modifier les données locales depuis l'extérieur. 
L'exécution des appels de ces {fonctions) procédures est faite en exclusion 
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mutuelle. Les moniteurs sont utilisés pour décr ire des allocateurs de r es-
sources et pour exprimer la synchronisation de processus parallèles. Pour 
ce faire , ils utilisent un mécanisme de condit ic,n. Une condition est une 
file d'attente déclarée à l'intérieur d' un monheùr clans l aquelle on peut 
bloquer des processus. Nous verrons dans l e troisième chapitre (cfr. 3.4. 
I.2.) un exemple d'utilisation du moniteur. 
2.4.2. Simplification des données et des modu l es de traitement par 
unification . 
Jusqu'ici, les spécifi cations et l' identi fication deo modules fonct i on-
nels et inter act ifs ainsi que l a déri vation du Modèle binai re ont reflété 
uniquement des choi x de natur e fonctionnelle concernant l a structure des 
traitements et des données. A ce stade , on peut constater qu'i l existe 
au niveau des données et des traitements une certaine redondance. Les 
sources de celle- ci peuvent @tre: 
- au niveau fonctionnel. En effet, l ' introduction d 'objets équivalents 
redondants peut être inhérente à la méthode déductive; 
- au niveau organique. Il arrive un moment où la connaissance des 
outils techniques disponibles permet de faire des choix en vue 
d'éliminer certaines redonda...~ces et de r éduire la complexité des 
modules. 
L'élimination de cette redondance se fera grâce à un processus d'unification 
qui sera guidé essentiellement par l'analyse de la structur e des données. 
2 .4. 2. I. Qn,ifio,2: tio!! ,9;e .:!. ,9;onnée!_. 
Concernant la structure de données, nous avons, dans le paragraphe 2.4.1.I., 
assuré le passage entre la description des types abstraits et une descrip-
tion équivalente à l'aide du formalisme du modèle relationnel binaire. 
Si nous avions n structures de types abstraits (correspondant aux structures 
des arguments et résultats du problème, des i ntermédiaires et des documen-
tations internes), nous avons, après la dérivation du modèle, n structures 
binaires. 
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A ce stade, il faut remarquer que certaines de ces structures binaires 
ne sont plus pertinentes à conserver comme telles et qu'elles peuvent 
@tre remplacées par d'autres jugées sémantiquement et syntaxiquement équi-
valentes. 
Exemple. On peut ainsi "unifier" des structures de données caractérisées 
par les m@mes fonctions de base, les mêmes invariants, les m@mes clauses· 
d'interférence et des fonctions regroupées dans les m~mes modules et 
fournissant les m@mes résultats. 
Ce processus d'unfication de données, comme nous l e verr ns plus t ard 
(cfr. 2.4.2.2.) est fortement imbriqué avec celui d 'unificat ion des trai-
tements . 
Cette première unification visant à éliminer des structures de données 
sémantiquement et syntaxiquement équivalentes (redondantes) est faite d'une 
manière totalement indépendante des outils logiciels à notre disposition. 
De ce fait, l'analyse faite jusqu'à présent est valable quel .que soit le 
type de configuration, aussi bien c.entralisée q_ue répartie. Cependant, il 
arrive un moment où la connaissance des outils techniques disponibles 
permet de faire de nouveaux choix en vue d'éliminer certaines redondances 
et de réduire la complexité des modules. Ainsi, en ce qui concerne les 
structures de données et plus particulièrement lea documentations, des 
unifications peuvent se faire d'après leG outils de support d'information 
disponibles. 
Exemple. 
Supposons que nous ayons une documentation sur les commandes dont les 
lignes portent sur des produits épuisés et une documentation sur les 
commandes dont les lignes portent sur des produits en différé telles 
qu'on trouve, dans les deux documentations, des renseignements communs; 
supposons que l'on dispose d'un outil de gestion intégrée et centralisée 
de fichiers (base de données). On pourrait alors, par des transformations 
sur les structures de données des documentations, éliminer toute.redon-
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dance en unifiant certaines données sémantiquement et syntaxiquement 
équivalentes. 
Remarque. Lorsqu'on parle ioi de documentations, il s' agit d'une part des 
documentations internes identifiées lors de l'analyse fonctionnelle ( ar-
tu~ents et résultats internes) et d'autre part de messages abstraite (argu-
menta et résultats externes) que nous sommes amenés à mémoriser. Nous 
reviendrons sur cette notion dans le paragraphe qui suit (cfr. 2.4.2.2.)e 
Nous n'allons évidemment pas entrer ici dans le détail des unifications 
possibles se lon un contexte matéri e l et logiciel particulier; nous n 
verrons un certain nombre dans l'exemple traité dans la troisième partie. 
Contentons-nous ici d'en montrer la logique ainsi que les transformations 
qui les rendront possibles. 
Entre les différentes structures de données qu'il nous faut mémoriser, on 
pourra établir certaines relations entre elles d'après les traitements 
qui leur sont cassociés. 
Exem"f?le. 
Si nous avons dans un pavé de fonction la spécification suivante (dont 
la séman-tique est expliquée dans le paragraphe 2.I.2.) t 
prédicat (b) !?,l a= fonct (b) 
il existe un ou plusieurs aû 
si les structures de données de A et de B sont les suivantes: 
~ 
C d 
Alors nous pourrons créer une relation "fonct" entre les données A et B: 
où 
I> ~ 
c d 
la relation 11 fonct 11 est f orte pour le domai ne entité A car chaque 
entité A intervient dans un tuple de la relation "fonct" ; 
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- la relation "fonct" est faible pour le domaine entité B car chaque 
entité B n'intervient pas nécessairement dans un "tuple" de la rela-
tion "fonct" (car la fonction "fonct" est soumise à la réalisation 
d'un prédicat); 
la connectivité de la. relation "fond" reflète le fait que, pour une 
occurrence du domaine entité B, peut correspondre plusieurs occur-
rences du domaine entité A). 
A partir des différentes relations que nous aurons pu ainsi dégager entre 
les différents types, nous allons appliquer différentes transformations 
rendues possibles par l'utilisation du modèle relationnel binaire, dans 
le but d'éliminer un certain nombre de redondances ex:istantes tout en ren-
dant notre modèle binaire compatible avec le système de gestion des don-
nées à notre disposition. On trouvera pour ces transformations une descrip-
tion précise dans (HAI,8Ia); mentionnons-en cependant deux que nous utili-
serons couramment: 
a) l'introduction ou la suppression d'un domaine entité. 
Exemple. 
V<n,b) 1: P. 
~J\.~MS 
<.MÛ: lQ,"-) ~ AA. 
w.iA lb,11.l ~l\R 
b) la migration d'une relation 
bI 
SC&1 ~ P.<\ Ca] 
S C~l ~ l\i C~) 
Î1-:. R." 0 S 
Tl :: ._2 0 S 
=====~ 
RAS 
oC: 
ÏA cq ~ r, cc1 
T-, oTi ' l\."01"1 
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Jusqu'ici, les modules fonctionnels et d'interfaces ont été structurés 
sous la forme de processus communic ·ants (HOA,78). Leurs interfaces 
étaient faits de messages implémentant les messages abstraits de l'ana-
lyse fonctionnelle (arguma.nts et résultats externes). Par la suite et 
parallèlement à l'unification des données, les modifications de ce 
modèle vont ~tre les suivantes: 
- après la première unification concernant l'élimination de structures 
de données redondantes inhérentes à la spécification déductive, nous 
sommes amenés à une unification des .traitements portant sur les struc-
tures de données unifiées. La conséquence est donc la disparition, dans 
notre modèle initial,de processus communi-cants , de modèles fonctionnels 
et d'interface dont les traitements sont redondants avec d'autres. 
- la seconde unification de données concernait les structures de données 
q_ui nécessitaient une mémorisation. Ces structures sont 
+ celles correspondant, dans l'analyse fonctionnelle, aux docu-
mentations internes ( arguments et r ésultats internes). 
+ celles correspondant, dans l' analyse fonctionnelle, à certai~s 
messages abstraits ( arguments et résultats externes). En effet, de tels 
messages (que nous avions considérés jusqu'ici comme étant les messages 
circulant entre les processus communic~nts) ne sont pas toujours compati~ 
bles avec des logiciels de communication particuliers (nous en verrons 
un exemple dans l'application traitée au troisième chapitre) et il est 
préférable que ces messages se restreignent,dans la mesure du possible, 
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à des données é lémentaires identifiantes des messages abstraits qui, 
eux, seront mémorisés temporairement. 
La nature de ces nouvelles informations à mémoriser est différente de 
celles déjà décrites (documentations internes: arguments et résu1ia ts 
internes). En effet, ces dernières doivent persister entre l'exécution 
de plusieurs modules ou entre plusieurs activations du même, t andis que 
les messages abstraits mémorisés ont une durée de vie l imitée au moment 
où un module les crée et un autre les exploite; chacun est donc écrit 
et lu une seule fois. 
Du fait des transformations de la notion de message entre modules et 
de l'élimination de la redondance au niveau de l'information mémorisée, 
nous sommes amenés à réécrire les spécifications de nos différents 
modules , cette fois dans l'optique de l'utilisation de logiciels bien 
spécifiques. 
2.4.3. Choix d'une décomposition physique des traitements. 
Une fois élaborée notre structuration et notre spécification des dif-
férents modules, il s'agit de définir une identité "physique" pour chaque 
module: unité d'exécution indépendante (programme), unité de compilation 
indépendante (sous-programme), ••• • Ces choix qui doivent satisfaire aux 
exigences de performance de l'utlisateur (en particulier dans les sytèmes 
temps réel) sont fortement liés à l'environnement logiciel disponible. 
A titre d'exemple, nous pouvons citer les critères suivants: 
- faire en sorte qu'il y ait un maximum de parallélisme possible, ce qui 
est fondamental dans· une application temps réel; 
- ne pas regrouper des modules dont l'un interfère avec d'autres dans 
d'autres programmes, on risquerait alors de bloquer le déroulement de tout 
un programme uniquement à cause d'un module; 
- ne pas séparer un module en plusieurs programmes ou ne pas regrouper 
des modules effectuant des tâches tout-à-fait différentes ou asynchrones 
aux autres, cela ferait perdre l'interdépendance fonctionnel]e au sein 
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d 'un progra.mrne ; 
- permet t re à l'utili sat eur de contrô l er sa t r ansact ion jusqu'au moment 
où elle est validée , c' es t - à-dire i soler les module s de saisie e t de 
contrôle de validité des données. 
2.4 .4 . Dérivation d 'un premier modèle d'accès aux données . 
A partir du modèl e relat i onnel binaire r epr ésent ant l 'information à 
mémoriser, nous pouvons dériver d 'a bo ttd une prem:i.Àre struct ure d ' accès 
possible. Cette première s tructur P- vi se J.a c l arté et la simplicité tant; 
du schéma. q_ne d(.s algor i t hme ::; que nou a c]ç'.;d:rons rl.a.ns le chapitre 2~5- .. 
Elle ne pr endra, par conséquent, pas en oompte <les critères tels que la 
perfo mance l a Aêcurité, la concur~en0e ~ 
Le modèl e d'accès va permettre d'exprimer l es structures de donnée s dans 
des t erme s f ami l i ers pour l es programmeurs de l' application. Lee données 
seront décr ites en termes de base de données, fichiers , a r t icles , valeurs 
d'item , identifiant d'un type d ' ar ticle, clé d'accès (d':item vers art i c l es ) , 
chemi n d' accès (d'article à art i cles ) •• •• On trouvera l a s pécification 
exacte de tous ces concepts dans (HAI,79a). 
La transf ormation du modèle conceptuel r elat i onnel binaire en modè le d'ac-
cès se fera aisément en suivant les règl es suivantes (HAI,79b). 
I. A tout type de domaine entité,est associé un type d ' article. Chaque 
entité étant représentée par un artic le . 
2. A tout doma ine simple, est associé un item . 
3. A toute relation sérna.ntique,sont associées deux relations d'accès équi-
valentes à la première , inverses l ' une de l'autre. 
4. Un accès séquentiel est prévu pour tout t ype d 'artic l e (relation du 
Système vers le type d'article). 
Il va de soi que cette première structure d' accès n'est pas défini tive . 
L'é l aboration d'une structure des accès uti l isés ne pourra se fai re qu'a-
près avoir analysé et quantifié les accès requis par les traitements (ana-
lyse algorithmique des opérations sur la structure des données). 
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2.5.I. Programmation. 
Jusqu'ici, la descriptiondes différents modules intervenant dans les 
programmes s'est faite uniquement en termes non-algorithmiques . Nous nous 
sommes contentés de poser les sous-problèmes en termes de pré/post con-
ditions. En effet, il était déjà assez difficile de formuler ce que 
chaque module doit faire que pour encore nous préoccuper de dét ail ler, 
à l'aide d'un algorithme, comment il le fait. De plus, donner a priori 
un, algorithme pourrait conduire à des spécifica t i ons implicites ou entrai-
ner des choix d'implémentation prématurés. 
Il s'agit donc maintenant de construire les différents algorithmes réa-
lisant les pré/post conditions que l'on a spécifiées. Nous ne suivrons 
pas de méthode particulière pour les construire; nous pensons que ce t 
aspect sort du cadre du présent travail~ 
Pour exprimer les algorithmes, nous utilisons un pseudo-langage re-
prenant les éléments suivants: 
a) les structures algorithmiques class i ques de t ype Algol . 
Les constructions de base sont l'affectation , la composition s équentie l -
le, la conditionnelle, l'itération et l'appel de procédure. 
On peut donner une définition axiomatique de la s émantique de chacune 
de cee constructions de base en termes de pré/post conditions (HOA,68); 
de tels axiomes s'avèrent très utiles si l'on veut valider l'algorithme 
eu égar~ à ses spécifications. 
b) les structures de données. 
On · peut utiliser des types simples et des types structurés, par exemple 
de type Pascal. 
o) les opérations sur la base de données. 
Il s'agit des opérations d'accès (simple, sélectif, itératif, à partir 
d'une donnée "origine" vers une donnée "cible" via un certain chemin) 
et d'opérations de modification (création,suppression, mise à jour). 
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d) les struct ures de s~chronisation ( attendre, signaler la vali-
d1tê d'une condition ou la survenance d'un évènement). 
e) les structures de communication (envoi, réception de messages 
entre programmes). 
f) les opérateurs d'entrées/sorties (saisir, éditer des données). 
On peut trouver une description de ce langage dans (LAM,80) . 
L'approche "pseudo-code",que nous suivons ainsi, a comme principaux 
avantagea: 
d'exprimer les traitements à réaliser et leur composition uniquement 
en termes d.e structures algorithmiques sans devoir se soucier des 
caractéristiques particulières d'un langage de programmation: on 
i1stingue donc lè ·travail inventif de programmation du travail cléri-
cal d.e codage. 
2 .. 5..2. Modèle des accès utilisés. 
Avec les algorithmes décrits, nous avons pu mettre en évidence 
les différents accès et modifications de la base de données qui sont 
nécessaires dans notre application. D'autre part, ~râce à des quantifi-
cations (élaborées au stade conceptuel) de l'application, nous pouvons 
calculer une estimation d.u nombre d'ac t ivat ions de ces différentes opé-
rations. Nous pouvons dès lors choisir un schéma des accès nécessaires 
(sous-ensemble du schéma des accès possibles) e t présenter un document 
spécifiant les types d'opérations sur la base de données et leurs quan-
tifications. 
- ----- --
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2.6.I. Implémentation de la struature de données. 
A partir du document produit iors de l'étape précédente et des 
caractéristiques propres au logiciel disponible, nous pouvons proposer 
quelques implémentations possibles de la structure de données. 
Ces différentes implémentations devront @tre jugées en termes de 
volumes (longueurs et nombre d'occurrences de chaqµe type de données 
et de leurs relations), 
temps d'accès, 
degré de concurrence possible entre les différents programmes travail-
lant sur les mêmes données, 
sécurité et capacité de reprise en cas d'incidents légers ou graves, 
adaptabilité face à des modifications ou des extensions. 
Pour l'implémentation retenue, nous passerons au réglage des 
paramètres caractéristiques des mémoires (taille des pages, ••• ) et du 
SGBD ( taille des tampons, partage de tampons , •• • ) puis nous évaluerons 
une dernière fois cette implémentation, ciui tte à revenir éventuellement 
à une autre parmi les implémentations possibles si la première s'avère 
peu performante au niveau "physique". 
2.6.2. Implémentation de la structure des traitements. 
Il n'est guère difficile de coder de manière syst ématique , dans le 
langage de programmation retenu pour l'application, les parties de pro-
gramme n'ayant pas trait aux opérations sur la base de données; on peut 
pour cela appliquer des règles de transcription. Il reste donc à assurer 
la traduction des opérations d'accès et de modification de la base de 
données en ordres de langage de manipulation de données imposé par le 
logiciel disponible, puis à intégrer ces ordres dans le code déjà obtenu. 
De tels ordres peuvent également être obtenus en appliquant des règles 
systématiQues de traduction; un exemple de ces règles, dans le cas 
' 
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d'un SGBD répondant aux normes CODASYL, es t donné dans (HAI,8Ib). 
Noue verrons ult érieurement, dans l' étude de cas, quelques exempl es de 
codages basés sur de telles règles (cf . chapitr e 3.6.) ~ 
Cha.pi.tre 3. 
VIISE EN OEUVRE DE LA DEMARCHFl SUR UNE APPLICATION DE 
GESTION DE VENTES PAR CORRESPONDANCE . 
105. 
I06. 
Le second chapitre proposait une démarche intégrant la spéci-
fication et la réalisation d'un système d'information; nous voulons main-
tenant juger du oaraotàre effectif de cette démarche en l'utilisant pour 
développer une application de traitement des commandes clients dans une 
société de vente par correspondance. Ce t rois ième chapitre sê composera 
de six paragraphes correspondant aux six étapes de la démarche proposée. 
Chacun des paragraphes sera illustré par des exemples en provenance de 
la documentation que nous avons réalisée sur l'application. 
Le premier paragraphe est consacré à l a spécification descendante de 
l'application. 
Dans le deuxième paragraphe, nous introduisons la description des contrain-
tes particulières liées à l'environnement organisationnel. 
Le troisième paragraphe est consacré à la description des contraintes 
globales de performance attendue par le demandeur. 
Le quatrième paragraphe présente une architecture des traitements et un 
premier modèle d'accès possibles au..~ données. 
Dans le cinquième paragraphe . sont présentés les programmes et le modèle 
des accès nécessaires aux données. 
Enfin, le cinquième paragraphe montre comment coder les programmes et 
la structure de données en fonction des logiciels disponibles. 
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Le point de départ de la spécification est constitué par la proposi-
tion d'automatisation qui résulte de la phase d'analyse d'opportunité. Un 
exemplaire de cette proposition se trouve en annexe I. Nous en retiendrons 
l'application relative à la gestion des commandes clients. Il est à rema~ 
-
quer que la première description fournie par ce genre de proposition est 
souvent fort incomplète; nous trouvant dans ce cas, nous avons dft faire des 
choix supplémentaires lors de notre spécification. Un certain nombre de 
ces choix sont ceux retenus dans les spécifications réalisées à l'Institut 
d'Informatique de Namur par (BOD,79c). Dans une situation réelle, on aurait 
dft procéder à un inventaire des choix à opérer et soumettre celui-ci au 
demandeur. 
Au niveau des traitements relatifs aux commandes clients et aux commandes 
fournisseurs, on peut distinguer deux problèmes ayant chacun une existence 
quasi-autonome (au sens de (SIM,74)), un flux homogène d'informations, une 
certaine permanence dans le temps et communiquant entre eux par l'échange 
d'agrégats : il R 1 agit d'une. part du traitement des commandes clients et 
d'autre part du traitement des commandes fournisseurs. La nature des in-
teractions entre les deux applications est la suivante: 
du traitement des commandes clients an traitement des commandes four-
nisseurs. On signale qu'il y a un produit pour lequel la quantité 
commandée sur une ligne du bon de commande du client est insatisfaite 
(partiellement ou complètement). 
du traitement des commandes fournisseurs au traitement des commandes 
clients. On signale, par le passage d 1un agrégat, qu'il y a un produit 
pour lequel on vient d'enregistrer un réapprovisionnement en stock 
ou qui est décrété "épuisé". 
Da.ne l'application qui nous intéresse (celle du traitement des commandes 
clients), on peut distinguer des inputs et des outputs bien définis: 
- en entrée: le bon de commande du client 
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- en sortie 1 - le bon de commande du client jugé erroné ainsi qu'un nou-
veau bon de commande vierge et un document d'explication; 
- une facture et/ou un justificatif de non-livraison (pour 
produits différés ou épuisés), figurant tous deux sur le 
m@me bordereau. 
Au niveau de notre première spécification, nous ne retiendrons, pour pouvoir 
appliquer la méthode déductive, comme données "résulta.te" que les outputs 
qui ont un lien direct, par l'information contenue , avec le bon de 
commande du client. C'est ainsi que nous distinguerons le bon de commande 
annoté, la facture et le justificatif de non-livraison. 
De la proposition d'automatisation, il ressort directement qu'on doit tenir 
compte 
d'une part, de la distinction qui existe entre la première livraison 
et les livraisons différées; 
d'autre part, parmi les produits non-livrés, de la distinction entre 
ceux qui sont épuisés et ceux qui sont différés. 
Pour la donnée "de départ" constituée par un bon de commande du client ( 
notée CON-CLI1), on considèrera dès lors comme données "résultats", les 
objets logiques suivants: 
- une facture lors d'une première livraison (BON-PACTURATION); 
une facture lors d'une livraison différée (BON-FACTURATION'-DIFFEREE); 
- un bon de commande non-valide (COM-CLI-REFUSEE); 
un justificatif de non-première livraison pour produits épuisés (JUSTIFI-
-CATIF-NON-PREMIERE-LIVRAISON-PRODUITS-EPUISES); 
un justificatif de non-première livraison pour des produits dont la li-
vraison est différée partiellement ou complètement (JUSTIFICATIF--NON-
PREMIERE-LIVRAISON-PRODUITS-DIFFERES); 
un justificatif de non-livraison différée pour les produits différés 
qui restent différés après le réapprovisionnement ou la déclaration 
"épuisé" d'un produit manquant (JUSTIFICATIF-NON-LIVRAISON..;DIFFEREE-
-~ 
1 
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-PRODUITS-DIFFERES); 
- un justificatif de non-livraison différée pour un produit différé qui 
est devenu épuisé (JUSTIFICATIF-NON-LIVRAISON-DIFFEREE-PRODUIT-EPUISE). 
Remarque. D'après la politique retenue par l'entreprise, il y a au plus 
une première livraison tandis qu'un nombre quelconque de livraisons dif-
férées est permis. D'autre part, du fait que le message de réapprovision-
nement ou de non-réapprovisionnement (épuisement) d'un produit en provenan-
ce de l'application de gestion des commandes fournisseurs ne concerne qu'un 
seul produit à la fois, le BON~FACTURATION-DIFFEREE et le JUSTIFICATIF-
-NON-LIVRAISON-DIFFEREE-PRODUIT-EPUISE ne porteront jamais que sur un seul 
produit. 
I,1 reste maintena.nt à mettre en évidence les do1mées "intermédiaires" entre 
les données "résultats" et la donnée de "départ!'. Pà.r une approche déduc-
tive, nous pouvons mettre en évidence: 
- un bon de commar1de client qui a été vérif ié, éventuellement complété et 
corrigé , et accepté (COM-CLI-VALIDE) auquel, lors de l'enregistrement, on 
aura affecté la date du jour et un numéro de commande (COM-CLI-COMPLETEE); 
- une partie du bon de commande complétée dont les lignes de commande sont 
livrables (partiellement ou totalement) dès la première livraison (COM-
-CLI-COJllPLETEE-LIVRABLE); . 1 
- une partie du bon de commande complétée dont les lignes de commande portent 
sur des produits épuisés lors. de la première livraison (COM-CLI-COMPLETEE-
-EPUISEE); 
- une partie du bon de commande complétée dont les lignes de commande sont 
différées (partiellement ou totalement) lors d.e la première livraison · 
( COM-CLI-COMPLETEE-DIFFEREE); 
- une partie d'une commande différée dont une ligne est livrable (partiel-
lement ou totalement) après la rentrée en stock du produit (COM-CLI-COM-
-PLETEE-DIFFEREE-LIVRABLE) ; 
- une partie d'une commande différée dont une ligne de commande n'est pas 
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livrable à la suite de l'épuisement d'un produit (COM-CLI-COMPLETEE~ 
-DIFFEREE-EPUISEE)J 
- une partie d'une commande différée q~i reste différée suite à la pro-
duction d'une COM-CLI-COMPLETEE-DIFFEREE-LIVRABLE ou d'une COM-CLI-COM-
-PLETEE-DIFFEREE-EPUISEE (COM-CL~COMPLE'l'EE-DIFFEREE-DIFFEREE). 
Remarque. Dans le cas de la gestion des commandes différées, l'objet 11 
commande différée" (,COM-CLI-DIFFEREE) représente en fa.i t des lignes de 
la commande qui sont encore différées a.près 
une première livraison, ce qui correspond, alors à des COM-CLI-COM-
-PLETEE-DIFFEREE; 
une livraison différée, ce qui correspond· alors à des COM-CLI-COMPLETEE-
-DIFFEREE. 
Comme nous le verrons plus tard, cette commande différée appartiendra en 
fait à une documentation concernant toutes les commandes se trouvant en 
différé à un moment donné. 
Les liens existant entre les données "résultats", "de départ" et "inter-
médiaires" sont schématisés dans la fi6U,re 8. 
Ayant fait un inventaire des données qui constitueront les arguments, les 
résultats et les intermédiaires externes de chacun des traitements, il 
s'agit de m~ttre en évidence les documentations (arguments et résultats 
internes) regroupant des informations qui doivent persister entre différents 
traitements non directement consécutifs dans le temps ou entre différentes 
activations d'un même traitement; noue aurons ainsi: 
- la documentation client regroupant tous les renseignements concernant 
les clients de la firme (DOC.CLIENTS); 
- la documentation produit regroupant tous les renseignements concernant 
les produits commercialisés par la firme (DOC.PRODUITS); 
- la documentation comptable regroupant l'ensemble des mouvements comptables 
inhérents aux différentes factures (DOC.COMPTABLE), 
- la documentation sur les parties de commandes clients en attente de 
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livraisons différées (:OOC.COMMANllES-CLIENTS-DIFFEREES)J 
- la documentation sur la date du jour (DA'l1E ) . 
Ayant fait · l'inventaire des différentes données du problèmes que oonati-
tueront les résultats, les arguments et les interm~diaires, on peut passer 
à la spécification des traitements. 
Pour cela, nous construisons d'abord l'ar br e déduct if des différents pavée 
de traitement obtenus par raffinements sucoessifs ainsi que les relations 
entre ces différents pavés. Nous uti l isons à cet effet le graphisme intro-
duit à l a page 59 et qui permet d'exprimer c l a i rement cette spécificat i on. 
Après avoir présenté la structure de l 'arbre déduct if, nous allons donner 
la spécification de chaque fonction (c•es·t· à · di re de noeuds dans cet ar-
bre). Parallèlement, nous construisons la spécifi cation de chaque pavé de 
donnée. 
On trouvera, en annexe 2, la représentation de l' arbre déductif de l'ap-
plication traitée ainsi que des exemples de spécif ications de pavés de 
traitement et de dbnnée. 
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Nous nous attacherons dans ce paragraphe à complèter la spécification 
obtenue jusqu' i ci, en prenant en compte les différents traitements et 
données "organisationnelles", puis en considérant pour une première fois 
les moyens dont nous disposons pour assurer la réalisation des traitements 
(processeurs "humains" et "matériels") . 
3.2.I. Traitements et données "organisationnelles" • 
.§.r.!. .§l>éci:_ficatio_!! ie~ irai1e_p_eE_t!!_ _!t_d.2,fl!!é~s_m,!?1.9.~ .!s..:. 
Une première catégorie de traitements et de données qui nous manquent 
proviennent de fonctions spécifiques permettant de faire le lien entre 
les objets logiques considérés jusquâmaintenant (résultats et argumenta 
du pavé constituant la racine de l'arborescence déduct'ive) et ceux attendue 
par l e s demandeurs . Sur la figure 9, nous rappelons l'entrée et les sorties 
du pavé initial et, pour être complets, nous ment ionnons dans un cercle 
les documentations utilisées (ré.3ultats et argumenta internes). 
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Si on relit la proposition d'automatisation (cfr. annexe I), on se rend 
compte que t 
- en ce q_u:i. concerne les commandes erronÂes ( CŒl-CLI-REFUSEE), il existe 
un traitement des cas litigieux qui tente de les recycler en COM-CLI et 
qui, s'il ne le peut, renvoie la commande au client en l'accompagnant d'un 
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bon de commande vierge et d'une lettre d'explication; 
- les justificatifs de produits différés ou épuisés (construits lors d'une 
première livraison ou d'une livraison différée) ne sont pas envoyés im-
médiatement mais sont expédiée lors de l'envoi d'une facture (différée ou 
pas); ceci requiert 
+ des traitements d'archivage des justificatifs de produits di fférés ou 
épuisés; 
+ un traitement postérieur à l'établissement de la facture (différée 
ou pas), qui associe à ce document le r1 informat ions r e l aU ,es aux 
produits différée ou éyn i..sés. 
En tenant compte des nouveaux trai tements ainsi que des donnée s ( externes 
ou internes) ainsi introduites, la figure précédente peut être complétée 
de 
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Il ·est bien entendu que ces nouveaux pavés de traitement et de donnée 
devront @tre également spécifiés. 
A c6té de ces traitements se situant en dehors de l'arbre déductif, il en 
existe d'autres qui eux sont internes à celui-ci. En effet, il y a des 
décisions purement organisationnelles propres au système étudié et qui 
ont été introduites pour des raisons particulières d'efficacité, ou bien 
qui sont la conséquence d'une structure d'organisation bien spécifique. 
- 1 
1 
-1 
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C'est ainsi que dans la spécification du pr oblème traité, il faut intro-
duire les notions relatives s 
à l'ordonnancement. Ce traitement, propre à chaque organisation, con-
siste à regrouper plusieurs commandes livrables (différées ou pas) et 
à spécifier le parcours en magasin le plus adéquat pour aller chercher 
les produits livrables. 
au prélèvement des commandes en magas in. Ce traitement a pour but de 
tenir compte du fait que le stook phyaique d ' un produit peut être 
i nfér ieur au stock informatique ; si c' est l e cas, i l s'agit de réajus-
ter la quantité du produit expédi é au client, à en différer la dif-
férence et à rectifier le stock informat ique . 
Pour tenir compte des traitements re l atifs à l'or dbnnancement, l'arborescen-
ce déductive gui se présentait de la manière suivant e: 
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II6. 
Remarquons la différence que noue avons faite concernant la première 
expédition et l'expédition différée, elle suit la logique qui nous a ame-
née jusqu1ioi à différen'Cier ce qui est différé de ce qui ne l'est pas. 
Concernant les traitements relatifs au prélèvement des commandes en maga-
sin, nous modifierons 11arborescenee suivante, 
(,ov>ta.c,G,n.oM-
FAC.,TU .. ilÎ 
pour en faire, 
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ce qui indique bien que dans certains cas nous pourrons passer à une 
facturation immédiate,tandis que dans d'autres, il faudra au préalable 
rectifier la quantité de produit expédiée . 
Il va de soi qu'outre la spécification des nou~.rea:ux pavés de traitement et 
de donnée ainsi introduite, il s'agira d'adapter la spécification obtenue 
de manière déductive en modifiant les relations entre pavés, les arguments 
et les résultats de certains pavés en amont et en aval de la "greffe" 
organisationnelle, ••• 
Remarque. Les nouveaux types de données introduits dans ce complètage de 
la spécification sont les suivants: LISTE-ORDONNANCEMENT, BONS-CASIERS, 
BON-P A.lt-SERIE, DOC-EXPEDI'l1IOl~S, EXPEDI TION-PREïUERE, EXPEDITION-DIFFEREE. 
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Jusqu'ici, les interrelations décrites entre les pavés de traitement 
et de donnée étaient uniquement dictées par des dépendances entre les don-
nées. Cependant, pour rendre la spécification cohérente avec l'organisation, 
il faut éventuellement tenir compte d'encha1nements requis par celle-oi. 
Reprenons, à titre d'exemple, les traitements inhérents à la vérification 
du bon de commande tels qu'ils sont décrits dans la proposition d'automa-
tisation: on se rend compte que les traitements liés à la vérification 
de la signature, de l'identification du client et du corps de la commande 
sont exécutés séquentiellement dans cet ordre et que, dès qu'une vérifica-
tion ne peut se faire, on abandonne les contrôles suivants. Par exemple, 
si le bon de commande n'est pas signé, il n'est pas nécessaire de faire 
les autres vérifications. De telles contraintes de séquenoement dues au 
fait que ces contrôles sont faits par le même individu entraînent les 
surspécificationa suivantes au niveau des enchaînements relatifs à la 
construction de la commande valide. 
A la place d'un indéterminisme entre les traitements suivants: 
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on aura un encha.!nement reflétant la décision organisationnelle de vérifier 
d 1abordi l'identification du client avant le corps de la commande: 
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De mGme, pour la "construction-commande-client-refusée", il s'agit de 
remplacer l'indéterminisme par une sélection déterministe pour prévenir 
l'abandon du traitement de contrôle dès la découverte d'une erreur • 
.§.3..!. ~éoific_!tio.!!. ~e.!. ,ir_!iie~e.!!,t,! _!tyavés_d_:int_!rfa2_e..!. 
Il s'agit maintenant de mettre en évidence les pavés d'interface et 
les éventuels traitements qui assureront le contact entre l'environnement 
organisationnel et la machine ou entre les différentes parties de l'envi-
ronnement organisationnel. 
Ces pavés d'interface seront relatifs: 
à la saisie de données constituant les arguments d'un pavé existant; 
à la diffussion de données constituées par les résultats d'un pavé 
existant. 
Par exemple, toujours dans le cadre de la vérification de la commande d'un 
client, l'opératrice est amenée à introduire les informations d'un client 
au terminal en vue de leur acquisition et de leur contrôle~ Ces informations 
constituent l'argument externe des pavés de traitement "construction-iden-
tification-client" et de "construction-erreur-identification-client". Il 
nous faudra par conséquent décrire, pour ces deux pavés de traitement, un 
pavé d'interface de saisie de données dont la description informelle sera 
Pavé d'acquisition des données relatives au client: 
"L'opératrice introduit au terminal l'identification du client (nom, 
prénom, adresse et numéro) figurant sur le bon de commande qu'elle 
traite." 
Toujours en rapport à ces deux pavés, nous aurons deux pavés distincts 
de diffusion de données. Ainsi, pour le pavé de "construction-erreur-iden-
fication-client", on aura: 
Pavé de diffusion de "erreur-identification-client" s 
"L'opératrice inscrit, sur le bon de commande qu'elle traite, le 
motif d'erreur concernant l'identification du client apparue au 
terminal." 
II·9• 
Quant au pavé de diffusion de données associé au pavé "construction-iden-
tification-client , il ne décrit pas uniquement la procidure de diffusion 
liée à l'"identification-client" ma.is il doit spécifierune fonction sup-
plémentaire. En effet, le résultat "identification-client" se compose du 
nom, prénom, adresse du client identifié; ces renseignements suffisent 
dans le cadre des bordereau:x;.. que l'on enverra au client, mais par contre, 
ils ne seront pas suffisants pour l'opératrice car celle-ci désire en plus 
connaître le numéro identifiant du client. Il faudra donc décrire une 
fonction supplémentaire qui fourni.ra le numéro du client. 
Pavé de diffùsion de "identificati on-client": 
i) ''·L'opératrice vérifiera la concordance entre les nom, prénom, 
adresse et numéro apparus au terminal et ceux figurant sur le bon 
de commande., En cas de non-concordance, elle barrera les zones non-
-identiques sur le bon de commande et les remplacera par celles ap-
parues au terminal." 
ii) fonction: recherche-numero-client. 
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Nous trouverons de semblables pavés d'interf~ce de saisie de données pour. 
les pavés de trai tement suivants : construction--erreur-signature et 
signature et montant, construction-ligne-produit et construction-erreur-
-ligne, recyclage-commande-refusée et construction-explicatif-refus, 
correction-expédi tion-différée et preparation-facture-différée, 
correction-première-expédition et préparation-facture. 
Une interface de diffusion de données de même type sera nécessaire pour 
chacun des pavés de traitement suivants: construction-erreur-signature, 
I 
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signature, construction-erreur-ligne et construction-ligne-produit {aveo 
ioi une fonction supplémentaire relative au calcul du montant pour une 
ligne de commande), préparation-facture et préparation-facture-différée, 
ordonnancement. 
Cette approche qui nous permet de mettre en évidence les pavés d'interface 
nous paraît très importante. En effet, d'une part, elle permet de mieux 
structurer les traitements en évitant de mêler des descriptions qui ne 
doivent pas se trouver sur le même pied et, d'autre part, elle amène le 
spéoifioateur à consacrerplus d'attention à la description des interactions 
entre le système et son environnement organisationnel, ce qui souvent n'est 
pas spécifié très clairement. 
3.r.2. Distinction entre les systèmes d'information manuels et automatiques. 
Pour compléter la description du s.r., il s'agit maintenant de décrire 
les différents processeurs (moyens actifs de traitement) et de les affecter 
aux différentes t~ches à réaliser. Cette prise en compte des moyens ca-
pables d'effectuer les traitements et fournis par l'organisation va nous 
pernu~ttre : 
de distinguer la partie automatique de la partie manuelle du S.I.,. ce 
qui est fondamental par la suite pour délimiter la tâche de l'infor-
ma t:lc:i.en; 
de distinguer, dans la partie manuelle, les différents services et ca-
tégories de personnel affectés aux différentes tâches et ainsi de 
faire le lien avec les différents composants de l'organisation. 
Cette présentation des différents processeurs sera faite : 
- pour chaque feuille de l'arbre ainsi que pour les traitements introduits 
lors de la spécification des éléments organisationnels manquants; 
pour chaque feuille de l'arbre des prédicats; 
pour chaque pavé d'interface. 
Exemples. Pour le pavé 11 oonstruction-identification-olient", nous indique-
rons que: 
le traitement est assuré aut omatiquement; 
l e prédicat est évalué automatiquement. 
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Pour les pavés d'interface de saisie et diffusion de données relatifs à 
ce pavé de traitement, nous indiquerons que 1 
le pavé d'acquisition des données relat i ves au client est assuré par 
19opératrice du service d'enregistrement et de contrôle des bons de 
commande des clients; 
pour le pavé de diffusion de "identi f icat i on-client", la fonc t ion de 
"recherche- nwnero-client " est automatique tandis que le reste du t rai-
tement est assuré par l'opératrice du service d' enregistrement et de 
contrôle des bons de commande des clients. 
Remarque. 
A partir de l'ensemble des documents que nous avons réalisée jusqu' ici, 
il est possible de constituer un graphe de circulati on. Si celui-ci ne 
permet pas d'exprimer tous les détails, il présente cependant l' avantage 
de fournir une vue synthétique et c l aire aux utilisateurs. 
Ainsi, la méthode CORIG (MAL,71) permet de décrire la circulation d ' infor--
mations par des "procédures" définies comme des réponses de l'organisation 
à des événements. Une procédure est représentée par un schéma qui met en 
évidence des "interventions" (rectangles) accomplies par diff érents "agents 
d'activité", elles sont liées par un cheminement d'information (flèches) 
ou par l'intermédiaire de "documentations" manuelles (bottes) ou automa-
tiques (cercles). 
A partir des spécifications, nous pourrons identifier: 
les "interventions" qui sont constituéeŒ par les pavés de traitement et 
d'interface, 
les"agents d'activités" qui sont les processeurs décrits ci-dessus, 
le cheminement d'information qui correspond, à la transmission des argu-
ments et résultats externes; 
- , .... nnr.nmAntations constituées des arguments et résultats internes. 
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L'étude d'opportunité réalisée propose, pour résoudre le problème de 
l'entreprise Petitpas, une solution infomatisée basée sur un système cen-
tralisé, à savoir un mini-ordinateur central auquel seront reliés des 
terminaux répartis en différents endroits pour permettre une informatique 
transactionnelle. 
Un tel système temps réel implique, pour garder des performances accep-
tables, la possibilité d'exécution des traitements en parallèle. 
Ce pai'allélisme est cependant limité en ce qui concerne la geation des 
stocks; en effet, les traitements de mise à jour des stocks sont mutuel-
lement exclusifs et il y a, en outre, des règles de priorité à respecter. 
La mutuelle exclusion entre les fonctions de mise à jour des produits peut 
8tre spécifiée au niveau du pavé de donnée DOC.PRODUITS. Elle s'exprime 
au niveau des fonctions de base de la manière suivante: 
'IJ. MAJ--QUANTITE-PRODUIT-LIVRAISON ( MA,T moins première livraison) 
if.. MAJ-QUANTITE-PRODUI'11-LIVRAISON-DIFFEREE (MAJ moinsdli,rraison ) fteree 
1f-. ,!AJ-REGTIFICATIVE--QUAf 'l'ITI!!-PRODUIT-EKP.BDIEE (MAJ moins rectificative) 
La. règle de concurrence additionnelle est la suivante: 
la fonction MAJ-RECTIFICATIVE-QUANTITE-PRODUIT-EXPEDIEE est priori-
taire sur la fonction MAJ-QUANTI'l'E-PRODUIT-LIVRAISON-DIFFEREE qui est 
elle-m@me prioritaire sur la fonction MAJ-QUANTI'l'E-PRODUIT-LIVRAISON. 
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A partir de l'analyse fonctionnelle faite dans les trois premiers para-
graphes de oe chapitre, nous allons passer à l'analyse de programmation 
relative à la partie automatique du système d'infomation . Nous commen-
cerons, pour les traitements, à établir une architecture des programmes 
~e présentant sous la forme d'un réseau de processus communicants puis, 
pour les dbnnées, à dériver un premier modèle d'accès. 
3.4.I. Structuration des traitements e.t dér ivat i on d 'un modè l e re l at i onnel 
binaire. 
Pour l'ensemble des informations o·ontenues dans les pavés de donnée, nous 
passons, au niveau de chaque pavé, de la description ~u type abstrait à 
une description à l'aide du modèle relationnel binaire. On trouve les règles 
de cette transformation dans le deuxième chapitre (cfr. 2.4.1.1.). 
Exemples. 
Pour la DOC.CLIENTS, on obtient le modèle suivant: 
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Pour la COM-CLI-COMPLETEE, on obtient l e modèle suivant: 
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&~, Identification des modules fonctionnels dans l'arbre déductif, 
~TT +++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++T 
En appliquant les critères énoncés aux pages 88, 89 et 90 dans le para-
graph& 2.4.I., nous avons identifié dans la spécification des traitements 
(incluant l'arbre déductif et les traitements greff és ainsi que les 
fonctions intervenant dans l'évaluation des gardes) les modules fonction-
nels suivants s 
- "Identification du client" qui regroupe les pavés "construction-i denti-
fication-client-connu" et "construction- erreur-identification-client 
~ritères 2 et 3). 
- "Construction d'une ligne de commande" qui regroupe les pavés "construc-
tion-ligne-produit" et "construction-erreur-ligne" (critères 2 et 3). 
- "Calcul montant total" qui correspond à. la fonction "montant-calcul é" 
intervenant dans le prédicat "montant-correct" lié à l'acceptati on d'une 
commande (critère 2). 
- "Complétage d'une commande correcte" qui regroupe les pavés de "adjonc-
tion-date-commande" et "adjonction-numéro-commande" (critère 2). 
- "Analyse d'une commande complétée" qui regroupe les pavés de "prépara-
tion-commande-complétée-livrable", "préparation-commande-complétée-épuisée" , 
"préparation-commande-complétée-différée" et "construction-doc-épuisée" 
(critères 2 et 3). 
- "Ma.j-stock" dont la description fait partie du module précédent. Il 
correspon~ à. la fonction "maj-quantité-produit-livraieon" qui est isolée 
du fait de son interférence possible avec d'autres fonctions portant sur 
le stock (critère 4). 
- "Sélection commande complétée différée" qui correspond au pavé de "sé-
lection-commande-différée" ( cri tèrei 2 et 5). 
- "Analyse commande complétée différée" qui correspond aux pavés de "pré-
para tion-commande-complét ée-dif f érée•• livrable" , "préparation-commande-
-complét ée-diff érée-épui sée", "préparation-commande-complétée-différée-
r25. 
-différée" et "construction-doc-épuisés" (critères 2 et 3). 
- "Maj-différée" dont la description fait partie du module ci-dessus. Il 
correspondt à la fonction "maj-quantité-produit-livraison-différée" qui est 
isolée du fait de son interférence possible avec d'autres fonctionsportant 
sur le stock (critère 4). 
- "Constitution sériet1 qui correspond au pavé "constitution-série" ( cri-
tère 5). 
"Ordbnna.ncement" qui correspond au pavé ''ordonnancement" (critères 2 et 5). 
"Corr ection expédition" correspondant aux pavés ''correct ion-première-
expédi tion" et "correction-expédition-différée" (critères I et 2). 
- "Maj-rectificative" qui correspond. à la fonction "rectification-quantité--
produit-expédiée". La description de ce module fait partie de celui qui 
précède; ce module a été isolé , du fait de son interférence avec d'autres 
fonctions portant sur le stock (critère 4). 
- "Facturation" qui regroupe les pavés de "construction-facture", "cons-
truction-facture-différée", "enregistrement-fa.et.ure", "enregistrement-
-facture-différéen et "construction-bon-livraison" (critères I et 5). 
- "Construction documentation sur les différés" qui correspond au pavé 
"construction-doc-différés" (critères 2 et 5). 
Les spécifications par assertions de ces différents modules seront facile-
ment constructibles à partirdtpr.jpost caractérisant chacune des fonctions 
de base intervenant dans la description du type d'objet sur lequel elle 
porte. A titre d'exemple, voici la pré/post qu'on obtient ainsi pour le 
module relatif à l'analyse d'une commande complétée: 
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62, Identification des modules intèractifs, f+T ++++++++++++++++++++++++++++++++++++++T 
A partir des pavés de saisie et de diffusion de données décrits dans le 
paragraphe 3.2.2., nous pouvons identifier des modules interactifs qui 
assureront la liaison entre les modules fonctionnels et les utilisateurs 
via les périphériques. 
Nous pouvons obtenir de cette manière un module gérant le dialogue avec 
l'opératrice dans le service d'enregistrement des commandes et un autre 
gérant le dialogue avec le magasinier dans le service d'emballage et de 
facturation. Comme exemple, voici le module interactif gérant le dialogue 
avec l'opératrice lors de la tentative d'enregistrement d'une commandes 
128 . 
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- saisie-ok est une condition qui peut @tre évaluée à la suite d'un certain 
nombre de contrôles élémentaires effectués par des modules d' entrée-sortie 
sur les données. Ces contrôles portent sur les formats, la synta:ll8'~ les 
différentes valeurs acceptables; 
r29 . 
- client-identifiable, ligne-produit-identifiable et ident-cli-com-valide, 
ligne-cmde-oom-valide , montant-total-calculé , erreur-ident-cli-com-cli-
-refusée, erreur-ligne-com-cli-refuaée sont respectivement les gardos et 
les résultats des modules fonctionnels "identification-client", "oonstru.o--
tion-ligne-commande" ,et "calcul-montant-total". 
- accord~ontant est la condition dont la valeur est définie par la réponse 
de l'opératrice lorsqu'elle a pu comparer le montant calculé à partir des 
lignes acceptées et celui figurant sur le bon de commandeo 
6-:t, Identification des modules d' entrée-sortie et d'accès. #-t--. +++++++ 1 t 1 1 +++++++++++++++++++++++++++++++++++++++++++ 
Nous pouvons identifier comme module d'entrée-sorti.e les modules relatifs 
à la saisie de l'information au service d'enregistrement et de con-
trôle de la commande client et au service d,emballage et de facturation; 
à l'édition des documents d'ordonnancement et des bons de livraison. 
Nous aurions pu également identifier et isoler des modules d'accès aux 
informations stockées dans différentes civcumenta.tions (modul'9s accès doc= 
clients, doc. produits, ••• ). Cependant, une telle configuration aurait 
accru considérablement le nombre de communicat·ons entre les différents 
modules, ce qui n'est pas acceptable, comme nous le verrons plus tard·, en 
raison de l'inefficacité du logiciel a.ont nous disposons pour la gestion 
des mesAages. 
6AM Identification du module de gestion de la concurrenc~ , 
.f.++ ++++++++++++++++++++++++++++==F+++++++++++++++++++++++-t--t-
Nous avons exprimé dans le paragraph~ 3.3. l' interférence qui existe 
entre les fonctions de mise à j our du stock. C0tte interférence nous a 
guidés dans l'identification de trois modules correspondant à ces fonctions. 
L'exclusion mutuelle entre la réalisation de ces modules pourrait être 
assurée au niveau du gestionnaire de la base de données. Ce n'est cepen-
dant pas suffisant car il faut encore respecter la règle de priorité qui 
existe entre ces modules. 
La solution que nous avons retenue est l'introduction d'un module de gestion 
de la concurrences le moniteur produit. 
I.30. 
A chacun dea modv las oorrespondant aux fonctions de mise-à-jour du stock, 
nous associons un compteur qui, manipulé dans le moniteur, permettra de 
vérifier la règle de priorité . 
3.4.2. Simplification des données et des modules de traitement par 
unificat ion. 
_g_•!•!•l• .![nific_!tio_a de_! · ~,anfe.!• 
Une pre~re unification possible, indépendante du contexte matérie l et 
logici el, est celle qui consiste à éliminer les structures de données 
séma.ntiquement et syntaxiquement équivalentes avec d'autres. Ainsi, dans 
l'application traitée, on remarque la redondance qui existe entre ndoc. 
commandes-c lients-différées" et "doc.cmdes-dif féréee". On gardera doré-
navant un seul de ces objets ("doc.commandes-clients-différées") et les 
traitements portant sur celui éliminé se reporteront sur celui conservé. 
Par le m@me raisonnement, disparaîtront également: 
le "bon-facturation-différée" dont le traitement est pratiquement 
identique (exeepté le calcul des frais de transport) à celui portant 
sur le "bon-faotu.ra.tion"; 
l' "expédition-différée" dont le traitement est identique à celui por-
tant sur !'"expédition-premièr e" . 
La seconde unification possiblA peut avoir lieu lors de la prise en compte 
des moyens techniques à notre disposition. Ainsi, pour l'application trai-
tée, nous utiliserons s 
le logiciel Traffio-20 de gestion d'écran et do communication entre 
programme s (DIG,79); 
le logiciel DmtS-20 de gestion de base de données (DIG,77). 
Le logiciel de communication de messages est caractérisé par 
sa lenteur; 
la taille réduite des messages admis; 
la non-structuration des données du message~ 
L'utilisation de la base de donnéeo, danG une configuration centralisée, 
I3I. 
va nous permettre de réduire la tai lle et la complexité de certains des 
messages en ne passant, dans la mesure du possible, que des identifiants 
de ces messages, lesquels permettront d'accéder aux messages stockés dans 
la base de données. D'autre part, nous pourrons profiter des informations 
déjà mémorisées et donc ne plus devoir mémoriser de nouvelles informations 
qui s eraient redondantes. 
A titre d'exemple, on trouvera une application de la technique employée, 
dans l ' annexe 3, lors de la mémorisation d'une "com-cli-complétée". 
A l a suite de la première unification de données, on peut i 
supprimer le module "construction-documentation-sur-les-différés" car 
l e traitement réalisé est le même que celui que subit"doc.commandes-
-clients-différées" dans d'autres modules; 
siml)lifier les pré/post des moduleo suivants: "constitution-série", 
"ordonnancement", "correction-expédition", "maj-rectificati vet1 et 
"factu:r:-at ï_on". 
De l a même manière, après la seconde unification, nous simplifierons la 
spécification de ohaque traitement décrit dans les modules fonctionnels et 
d' int erface, ce qui nous amenera à profiter pleinement de la propriété de 
non-redondance offerte par la base de données tout en réduisant au maxi-
mum la complexité des messages. 
On trouvera ci-dessous, à titre d'exemple, la nouvelle spécification du 
module "a.nalyse-commande-complétée"; il est intéressant de remarquer sa 
simplif ication par rapport à celle décrite précédemment (cfr. 3.4.I .2.,§I). 
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sible. Les crit ·.res au1 nm.i.s • · dent sont ceux énoncés dans le -paragraphe 
2.4.3 •• A ceux-ci, ·1 faut ajout er notre désir de contrecarrer la lenteur 
du logiciel de F,est i on des com:nunications en mini.misant le nombre des mes-
sa~es par le regroupement de plusieurs moclules en une seule unité d'exé-
cntion. 
On trouvera à l a fi gure Il 1 ' ;: rchi tect :t'E: des r op;r amme s obtenus ain si 
q_ue l'indica tion de la natu r e des communications entre les différents 
programmen. 
3.4.4. Dérivation d'un pre,m_ier modèle d' accès aux données. 
A partir du modèle rel atiGn11e l ·binai l'e représentant l'information à 
mémoriser, nous pouvons tlé1· i ver une nremii'ire s tructure d'accès poss ible. 
Les règles prés i dant à cette transformation sont celles décrites dans le 
paragraphe 2.4.4 .. 
La structure d'accè s obtenue sera celle présentée à la figure 12. 
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3.5.I. Programmation. 
Jusqu'ici, la description des dif:trér ents modu les i ntervenant dans les 
programmes s'est faite uniquement en termes non-algorithmiques par des 
spécifications pré/post. 
Nous allons maintenant construire· les différents algori thmes et les ex-
primer dans un pseudo-langage (une brève description de celui-ci se trouve 
page IOI). Concernant les opérations sur la base de données, elles portent 
sur le schéma des accès possibles décrit à la f i gure 12 . 
On trouvera divers exemples de l'utilisation du pseudo-code dans l' annexe 
4. 
3.5.2. Modèle des accès utilisés. 
A partir des algorithmes décrits ci-dessus et du schéma des accès pos-
sibles, nous pouvons mettre en évidence les différents accès et mises à 
jour nécessaires à l'application. On pourra alors déduire l e schéma des 
accès utilisés avec les opérations requises tel qu'il est présenté à l a 
à la figure I3. 
Remarque. 
Pour @tre complet, il aurait encore fallu spécifier un ensemble de quan-
tifications, comme le fait (HAI,79b), concernant les types d'informations 
et les opérations portant sur eux. 
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3.6. Implémentation. 
==== ==============a 
3.6.I. Implémentation de la structure de données . 
A partir du schéma des accès utilisés et des quantifications, il est 
posrible de proposer quelques implémentations de la structure de données 
en DBtiiS-20 ( DIG, 77) • 
L'implémentation choisie a été retenue en fonction de divers critères mis 
en évidence par (HAI,79b). 
Ce choix est provisoire et devrait peut-être, être modifié en fonction d'une 
étude plus approfondie portant sur les aspects de sécurité et de concur-
rence sur le logiciel DBMS-20; ces aspects n'ont pas été traités plus en 
détail dans ce travail car ils nous semblent sortir de l'objectif que nous 
nous sommes assignés, c'est-à-dire de montrer la faisabil ité de notre 
démarche d'analyse fonctionnelle · et d'analyse de progr~~mation. On trouvera, 
en annexe 5, le schéma de la base de données retenu . 
3.6.2. Implémentation de la structure des traitements. 
Par des règles de transcription, on peut coder d& manière systématique 
en COBOL (langage de programmation retenu pour l'application), les parties 
du programme n'ayant pas trait aux opérations sur la base de données. 
De plus, il est également possible d'assurer la traduction des opérations 
d'accès et de modification de données en appliquant les règles de traduc-
tion données par (HAI,8Ib). 
Un exemple de codage systématique relatif au programme d'"analyse d'une 
a.ommande complétée" se trouve en annexe 6. 
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Conclusion. 
La conception, la réalisation et l'exploitati on des systèmes 
d'information sont devenues des tâches nécessaires pour assurer au sein 
des organisations un fonetionnement cohérent, respecter les objectifs 
assignés et permettre de maîtriser la complexité croissante des inter-
actions possibles •. Cependant, force noua est de constater qu'il existe 
peu de méthodes permettant de décrire et de développer ces systèmes 
d'information de manière effective~ Une étape cruciale concerne la des-
cription des besoins exprimés par les demandeurs. En effet,le manque de 
spécifications précises entraîne indubitablement la réalisation d'un 
système ne répondant pas exactement aux attentes des utilisateurs, ainsi 
des coftts de développement et de maintenance prohibitifs. On trouve des 
cahiers de charge souvent énormes, complexes, imprécis, incomplets et 
difficiles à contr6ler; il existe en effet peu de démarches permettant 
de répondre à la multiplication des questions posées par une descriptions 
comment comprendre et décomposer le problème? 
que faut-il mettre dans une spécification? 
pour qui faut-il spécifier? 
quelles sont les qualités et les défauts d'une spécification? 
Pour tenter de répondre à ces questions, nous avons proposé une démarche 
permettant de décrire un système d'informations par raffinements succes-
sifs, tout en tenant c_ompte des contraintes de 1' environneront organisation-
nel. Résumons brièvement cette démarche. 
Nous étendons la "méthode déductive" développée au CRIN de Nancy (PAI,79) 
et utilisé comme outil de spécification de programmes (FIN,79) à la 
spécification d'un système d'information. 
6ette approche déductive à partir des résultats permet , d'une part, de 
présenter une découpe en traitements dont la description est non-procé-
durale, tout séquencement étant dicté par la dépendance entre données, 
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et, d'autre part, une décomposit i on de la structure des données utilisées. 
Ce premier schéma général de spécification s'est attaché à caractériser 
un "noyau logique" inhérent au type d'applicati on envisagé ; il ne permet 
donc pas d'appréhender un certain nombre de concepts et de contraintes 
propres à l ' environnement organisationnel considéré. L'approche et l'in-
tégration de ceux-ci dans la première spécification conduisent à une 
spécification complète du système en étude. 
Celle-ci se présente sous forme d'un ensemble de pavés: 
certains assurent une description des traitement s correspondant aux 
fonctions du système à ~éaliser; 
- d'autres assurent une description des données sous forme de types 
abstraits; 
d'autres encore assurent une description des interfaces entre le sys-
tème d'information et l'environnement organisationnel. 
Ces descriptionssont données à la fois sous forme de texte en langue na-
turelle, en vue de vérifications possibles par le demandeur, et sous 
forme de propri~tés fonctionnelles formalisées, en vue des étapes ulté-
rieures de réalisation. 
Nous avons ensuite proposé un mode d'articulation entre cette analyse 
fonctionnelle et les étapes ultérieures de réalisation. Dans un premier 
temps, on identifie et on spécifie un certain nombre de modules de diffé-
rents types: modules reflétant directement l'analyse fonc tionnelle ( nous 
montrons que leur spécification se déduit de la spécification fonctionnel-
le), modules enfermant des décisions de programmation , et modules enfer-
mant des caractéristiques propres au matériel et au logiciel utilisés . 
Parallèlement à la description de ces modules, on établit, à partir des 
pavés de spécification des données et à l'aide du formalisme binaire, la 
structure de l'information qui devra @tre mémorisée . Dans un second temps, 
on procède à une découpe physique des traitements en programmes et on 
dérive un premier modèle d'accès aux données. 
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On passe alors à la programmation dans un pseudo-langage et à la 
détermination des accès nécessaires. Il reste enfin à traduire ce,-pro-
grammes et ce modèle d'accès en code, et ce, en fonction des caracté-
ristiques de logiciels et matériels disponibles. 
Tâchons maintenant de voir en quoi la démarche proposée 
permet de répondre à certaines des questions qui se posent dans le 
travail de spécification_ et qu ' on a rappelée en début de chapitre. 
La démarche proposée a les caractéristiques suivantes: 
- analyse descendante et déductive à partir de s résultat s; 
- décomposition en structures de données et en structures de traitements; 
- description non-procédurale des traitements; 
distinction en "specification in the large" et "specification in the 
small"; 
enrichissement progressif de la spécification "logique" par la prise 
en compte de l'environnement organisationnel; 
utilisation de types abstraits dans le cadre de la spécification d'un 
problème de taille relativement importante. 
Voyons maintenant les avantages de ces caractéri stiques : 
la démarche descendante et déductive permet de structurer le problème 
à l'aide de fonctions logiquement .découpées et amenant un arbre déduc-
tif de traitements; de plus, on part de la description des résultats~ 
qui sont généralement mieU% connus; 
- l'utilisation des types abstraits permet de décrire les objets ren-
contrés par leurs propriétés et les opérations définies à leur sujet 
sans introduire de détails de représentation; 
- la découpe des traitements est basée, dans un premier temps , uniquement 
sur le séquencement entre les données du problèmeJ 
- la démarche proposée semble pouvoir guider le s pécificateur dans son 
activité en lui permettant de ne devoir se préoccuper que d'un nombre 
restreint d'éléments constitutifs de la spécification, 
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- une maintenance plue facile par la localisation des t rai t ements dans 
l'arbre déductif et dans les 'greffes "• 
Comme nous l'avons montré, un autre avantage de la démarche est 
qu'elle se pr@te de manière assez systématique à un pro longement au 
niveau de la réalisation informatique; l a vérificati on qu'un tel pro-
longement conserve la sémantique des spécifications nous par aît plus 
aisée que dans bon nombre d'autres méthodes. On peut, en effet, s e 
convaincre facilement que la sémantique des spécifications des pavée 
de traitement, de données, d·' interface et d'expression de l'interfér ence 
est conservée dans les pré/post conditions des modules fonct ionnels, 
interactifs et de gestion de la concurrence. De même, l a sémantique des 
relations entre pavés de traitement et spécification de propriétés de 
données se retrouvent dans le modèle binaire. Ensuite , les pré/pos t con-
ditions des modules sont transformées en algorithmes de traitement tandis 
la modèle binaire l'est en un modèle d'accès. La vérification de l' équiva-
lence sémantique entre pré/post conditions et algorithmes n'est évidem-
ment pas chose aisée; cet aspect constitue un domaine très actif de 
recherches ( (FL0,67), (HOA,68), (DIJ,76), etg ••• ). Au niveau de l'implé-
mentation enfin, toujours selon le principe d'équivalence sémantique, le 
schéma des accès logiques est transformé en base de données tandis que 
les algorithmes de traitement sont transformés en code. 
Nous pensons dès lors qu'une démarche comme celle décrite ci-dessus peut 
assurer la réalisation et l'exploitation d'un système informatique répon-
dant scrupuleusement aux attentes da l'utilisateur, en permettant la 
vérification de l'exactitude de ce qui a été implémenté pa.r rapport à 
ce qui a été spécifié (SPI,78). 
Mentionnons, pour terminer, qu'au niveau dé la démarche dans son ensemble, 
l'effort apporté au niveau des spécifications, et, dans une moindre mesure, 
à celui des premières étapes de l'ana.lyse de programmation, a permis 
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un développement plus rapide des algorithmes et de leur codage. Ainsi, 
dans le cadre de l'application traitée, la programmati on de modules 
fonctionnels en pseudo-code a pris un jour et demi et lors du codage 
de quelques-une de ces modules, les seuls obstacles qui sont apparus 
ont relevé des caractéristiques ( ou des anomalies?) des l ogiciels 
employés. 
Le présent travail comporte bien entendu un certain nombre de limites. 
Parmi les aspects qui nous semblent requérir une étude plus approfondie, 
citons les points suivants: 
a).:.Au niveau des fonctions t~rminales, nous avons ··dd nous contenter de 
donner quelques "recettes" pour déterminer la "profondeur" de décom-
position des fonctions; il serait intéressant d'investiguer davanta-
ge cette notion en tâchant d'énoncer des critères plus précis pour 
raffiner ou s'arrêter. 
b) Au niveau des traitements, nous. avons distingué le noyau de traite-
ments "logiques" et l'ensemble des traitements "organisationnels"; 
existe-t-il certaines caractéristiques dans les traitements qui per-
mettraient leur identification dans une classe plutôt que dans 
l'autre? 
c) Au niveau de la structure des données, nous n' avons éliminé la redon-
dance des informations qu'au niveau de l'analyse de programmation; on 
aurait pu procéder plus t6t à cette ~limination, en utilisant, au 
niveau des types abstraits, les notions de "constructeurs" et d' "ex-
tension" ainsi que les possibilités offertes par les types paramé-
trés (DER,79). 
d) Plut6t que d'enrichir progressivement la structure des données au fur 
et à mesure de la construction de la spécification, ne serait-il pas 
préférable, dès le départ, de prendre en compte, comme le suggèrent 
par erernple (JAC,78) et (BOD,BI ) , la r éalité à modéliser et ensuite 
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d:e superposer les fonotions· sur ce modèle, ou encore de s'orienter 
vers une approche unifiée combinant ces deux points de vue. 
e) Dans le contexte d'une application temps- rée l , nous avons déjà men-
tionné (cf.2.3.) le traitement peu sati s faisant des aspects de con-
currence: comment spécifier ces aspects, à quel niveau? 
f) Dans le cadr e dé la description d ' un système de.taille raisonnable, 
la tâche du spécificateur devient rapidement fastidieuse du fait de 
la ~ultiplication des pavés de données et de traitement; des aides 
automatiques pour maitriser cette complexité nous paraissent indis-
pensables. 
L'applicabilité de la démarche à un problème" en vraie grandeur" n'a 
été jugée que sur base du problème traite dans le troisième chapitre; 
une expérience plus étendue dans le trai tement d 'autres problèmes s' avère 
nécessaire pour tester le caractère eff ecti f de la méthode et pour pro-
poser un certain nombre de raffinements et d'ajustements. 
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Annexe I 
====-,=-:==== 
PROPOSITION D'AUTOMATISATION DE L'ENTREPRISE PETITPAS . 
1.0 MODifl CATI • N DEL~ PJLITI]Ut OE LIVP~rsn~. 
Dans le cadre de la politique de li~itation des ruptures de stocks et de 
l'amelioration du service a la clientele, 13 fir me a de=ije de ne plus li miter 
1 e no :n b r e :i ~ J i f f e r e s par c o :n ,n a n d e • 
En e ff et , l'anal yse de la nouvelle sol utio n a permis de ~ettre en ev! de nc e 
que, co ~pte tenu de l'a~elioration atten 1ue de la g~stio n jes sto c ks et des 
clauses j e contrats de transport avec la s~:e et la Peqie des Postes, 11 sera i t 
com merclal en1 e~t avantageux pour la firme j'ad Ti ettr~ a priori pour une c omm ande 
un no ~bre illi mite je differes. Les livraisons s'effectueront au fur et a 
mesure des r~approvisionnements; la co~ m3nje ne sera ar:hivee ou 'ao r e s son 
apurement complet ou ePuise ment co ~plet des articles restant a l i vrer. 
Le paie ment par che1ue entrainant des couts adm1nistr3tifs eleves, la fir me 
a decide 1e le SU?Priœer et de ~eneraliser 1e s ysteme d' expeji t ion contre 
rembourse ment 
2.0 NOU VELL~ ORGANISATIJ N DE LA fIRME. 
La gest i on en te~ps reel des stoc~s ( enr egi strement 1e s =o Tim 3nd~s cl i e nt et 
des livr a isons fo urnisseurs) a provo quP la reor ganisat i on s ulvaite de l a firm e : 
1. La Di re =t i on Gene r dle et les 1epa r te ments Co m~ erc ial, Fi~an c i e r, et du 
Pe r s onn e l restent inchan ge s. 
2 . Le jepartemen t de Pr oj uc tion se ra orga nise commu suit : 
2.1 service d' e nregistrement de co~man ~es orocedera a l'aide de ter mi na ux 
- au cont r ole des com~andes 
- a la mi s e a jour du "fic~Ier" des Ajresses-cli ent 
- a l'enregistr e ment de comma~oes 
2.2 Le service de preparat1on des co m~andes procedera a la r eche rc he at a 
l'enlevement de s produits par X series je Y commandes . 
2.3 Le service e~balla~e et expen!tion procedera a l'aiJe de terminaux 
- a la reconstitution de la commande 
- au lancement de la facturation 
- a l'em~all~Je et a l'expedltlo" du colis 
2.4 Inventaire perma~ent 
r9us les_ ven1red!s ~ljl les services de precar3tion des o ~ d ~ e To oalla~e et j expedition cessent leur travail h~oituel et gr~c~~e~~'a 
un inv~ntt1re Permanent. Ils rangent les rayons comptabilisent le 
noTibre d articles de cnaque rayon et signalent 1'etat des stocks a un 
1estionnalre jes stocks ~ui corrige eventuellement la quant!te en stock jans le "fichier d'Etat des stocks. · · 
3. Departement Ach~ts et fournisseurs. 
Ce de~3rtement n'est plus constitue que du seul service des acnats qui s e 
cnarge i'etfectuer 1~ qestion des fo~rnisseurs: choix jes fournisse urs, 
cum~an 1e s aux fournisseuri, suivi des co~nan des et des livraisons, analyse 
de l'Etat des stocks et des com mandes client. Ce servi ce est egale ment dote 
de ter'Tlinaux. 
4. Departement d'entr~posage. 
Ce jep~rte rn ent s'occupe de 13 rece~tion des livraisons foJr~isseurs, ne leur 
controle et de leur enreJ!Strement par terminal. 
Il est aussi responable au rangement dans les magasins jes march andis e s 
recues. 
S. Un sys teme informatique, base sur un mini-ordinateur ou ün reseau de micro• 
ordinateurs executera: 
l · en liaison te~ps reel avec le service d'enreq!strema~t des commandes 
client, le contro1es et l'enre1istrement de ces comnandes 
2• en liaison te~ps reel av~c le service d'entreposa;e, le centrale et 
l'enregistrement des livraisons fournisseur 
3· en liaison temps reel avec le service d'emballaJe 
l'edition de t ous les documents d'expedit!on 
factu re 
4- en liaison te mo s reel avP.c le service des ac~ats, 
prepa ratlon des com mandes fournisseur 
et d'expedition, 
en ce co~pris la 
une aide a la 
Co]Pte tenu jes liaisons avec les autres servic~s, 11 ass um era egalemen t 
les tra!te~ents suivants: 
1- mise a jour de l'etat des stocKs et des resso~rces 
2- gestion des com mandes dif!erees 
3- optimisation des recherches en ma1as!n (ceci afi ~ d'optimiser les 
parcours). 
3.0 LES MJ UVELLES PROC SDUR~S 
3 .1 . 1 ?REPARA TI O'.I D! l BOf.i DS CD~l"'A~i)F.: -
A c naque arr iv ee de cou r ri er, ce poste recoit les bons de com mande 
Cin cha nges par r app ort a la sol ut i on manuelle). Il dec1chete les enveloppes et 
s 'a s sure que le s bon s s ont si gne s . 
Le s bons de com~and e non sign e s , sont trans~is a la cellule j~ traitemen t des 
cas litigieux, les autres so"t diriges vers les operatrices 1 'e~reg!strement des 
com11andes . 
H 
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3.1.2 8UREGISTRE~ENT ET CON?RDLE DES 8JNS JE CJMMANDE CLIENTS. 
c~ Poste se compose de quelques oDeratrices qui sont en liaison directe 
avec l'or~inateur qrace a un terminal a ecran. Le principe est de composer 
a l'ecran le bon de co~mande controle et eventuellement corr1Je. 
C'est seulement si cette operation a re~ssi que le bon je commande est 
enregistre et que s'effectureront les mises a jour du "fichier" ~dresse-client. 
En cas d'echeci 1~ bon de commande client est trans~is a la cellule de traite~ent des cas 1tigieux. 
L'oPeratr!cP. effectue dans l'ordre les o~erations suivantes: 
A• IDENTIFICAîIJN DU CLIENT. 
On distingue ieux cas, selon que le bon ~e cc~man1e posse1e un nu~ero de 
client non Prospect preimprime ou selon que ce numero n'existe pas. 
Dans le premier cas l'operatrice orocedera a une re:herche dans le 
"ficnier" A~res~e-ctfent pour verifier l'existence de ce numero et la 
concordance des adresses si ce nu~ero existe. 
Si le n1J~ero n'existe Pas, elle eftectuer3 une recherche sur les nom, prenom 
et ajresse afin de verifier une eventüelle concordance. 
Dans le second cas, l'operatrice procedera a une recherche sur nom preno m et 
adresse. 
B- co:1STir :JTI'JtJ Dl) CORPS DE LA CD~:1,1 ;~T')E 
L'oper3 tr1ce co~stitue la co~illande liJ ne par ligne. 8lle a pour objectif 
d'interpreter au mieux le bon de comTiande 1u client afin de perdre le moins 
de comTiande possible. Pourtant s1 elle ne pewt interpreter une ligne, elle 
abanjonne entiere~ent 11 commanje. L3 re1le d'interoretati,n est d'accorder 
la prlorite au libelle d1J produit Par rapport au nu~ero 1e reference. 
On distingue jeux cas, selon que la li~ne possede ou non un numero de 
Produit. L'operatrice proce1e a l'identification d'une liqne par une 
analyse j e concordance des libelles. 
Pour un produit identifie, en l'aosence d'une quantite coTI~andee mentionnee 
par le client, l'ordinateur aff!cnera la ~uant!te Par defaut. 
Si la commande ne Peut etre acceptee, l'o~eratrice maroue la ou les liqne(s) 
litiJieuse(s) sur le bon de com=nande et ei<Pedie celui-ci a 13 cell11l e de 
traitement 1es cas lit!Jieux. 
Si toutes les lignes du bon de co~Tiande ont pu etre interpretees, l'ordinateur affiche alors 1~ orix total a payer par le client. 
L'ec3rt entr~ le total calcule et celui du bon de com~an~e est aoprecie oar 
l'operatrice, qui 1ecide d'enr~g!strer ou de refuser la CJ~~an1e auquel cas 
cette com~anje est expediee au service jes cas litigieux. 
H 
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3.1.3 TRAiîEMENT DES CAS LITIGIEUX. 
Ce oureau examine cor1sciencieusement les bons de com~an~e refuses et tente 
de les recvcler. A defaut, 11 envoye au client son bon de conman1e annote, un justificatif de refus et un nouveau bon de conmande vier~e. 
3 • 2 PREPARAT I 011 ET E ~REGIS 1' RE: ME: NT D f. S CO '.•f ~ANDES A 1J X FOUR ~JI SS SURS • 
QuotidJennement, le service des achats aux fournlsseJrs consulte le 
"fichier" d Etat des stocks. Cette 1nterroJat1on fournit une liste des stocks a 
reapprov1s1onner sur base des Cdlculs suivants: . 
Niveau jes ressourc~s = Quantite e~ stock+ Quantite en com~anJe chez les fournisseJrs -
Guantite due pour les commandes d!fferees. 
Si le niveau des ressources est< ou = au Point de :onmande, 11 v a 
dec1s1on de redporovisionnment. La quant1te a commander joit etre le plus pètit 
multiple de la Quantite ecor1omique de comnande superieur a la j1fference entre 
le point de co~~,an,e et le niveau des ressources. Connaissant ces informations, 
le service d~s acnats cons111te eventuetle,,ent le "fichier" ::ies fournisseurs et 
celui jes :o~~anjes fournisseurs en cours, contacte les four,1sseurs et etablit 
un bon 1e co~~anie dll fournisseur selectionne. 
Par fournisseur le ~estionnaire jes achats possede 
r en se 1 q ~ e 1:1 en t s sui van f s relatifs aux pro j u i t s : notarriment les 
- prix unitaire 
- delai de livraison 
- c~~acite de livr~ison 
- pourcentage 1e remise 
- coucs de transport. 
Chaque co~~anje adressee a un four~isseur , possede un numero de commande 
attribue par co~posta~e. 
Ce hon je co~~ande est alors enreoistre jans le "fichier " des Co~manies fournisseur en cours, et po•1r ch3que nrojuit commande la quantite commandee est 
ajoutee a la Juantite en coTirnanie ju "fichier" Et9t des stocks. 
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3.3 RECEPTIJ~ DE LA COMMANDE f • URMISSEJR. 
Le service d'entreposa~e recept!onne les livraisons en gr ovenance des d1fferents fournisseurs. Il effectue le controle de la ~arcnan11 s e: 
A- En consultant en te~ps reel le "fichier" ctes Com~anctes fourni sseur en 
cours, il veritie que la livraison correspond en tout ou en oartie a une 
co~~ande chez ce fournisseur. 
B- 2n s'assurant aue la marcnandise est confor me aux nor~es de qualite 
ex1:;iees. 
Au fur et a mesure des manipulations je la marcnan iise ce lle-c i est 
achernin ee vers les rdyonna~es dans le m~gasin. Ensuite, !1 met a jour le 
"ficn!er" des Com~andes fournisseurs en cours cen apurant les co~~andes les Plus 
anciennes). 
3.4 ~1S~ ~ JOUR JE L'ETAT DES STJCK S. 
3 • 4 • 1 r R A I J' ë: M E 'H [) F: S P. ~i T R f. CS E: 1 S ,. J C' i< < 'i ~ J t > • 
ce trJitement est active 
reapprovision~e" est creee par 
fournisseur. 
cha~11e fols qu'une tra '.1S3Ct1 on 
1e traite~ent de receptio'.1 des 
"Produit 
commandes 
La qu an tite en1maq3sinee ( Quant!te livree - Ju3ntite refusee) est ajoutee a la 
quantite disp~niole en stoc K et soust raite de la quantite en com~ande aupres du 
fournisseur. 
Apres la mise a jour du stoc~, l'ordinateur procede a la select ~n de s com~andes 
d1ffe rees dont une ligne au moins est relative a un Produit re a~prJv islonne. 
3.4.2 rRAiîEMf~T DES SORTIES DE STOCK <~AJ•> Er ORDOJNANCE~E~T. 
Ce traitement est active par deux types 1e trans3ctions : 
soit une commande enregistree par le servic e d'enre7istre~ent des commandes 
s o 1 t u n e c o ,il rn an d e rl 1 f f e r e e s e l e c t 1 c, n n e e • 
Les corn~1ndes Jifferees selectionnees soit traitees en priorlte par rapoort 
aux co~~anjes normales. 
Ce traitement effectue les operations decrites dans les ta DleS de ctec!sions 
qui suivent, ligne de commande par ligne de comman~e. 
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A- pour une comm3n1e enr~1istree 
1 
, ____ __ ___ _ 
lstK epuise 
1 
1 1----------
lstk#epuise 
1 et 
.::~:--~~!!:::: .... 1-=~~:-~.!~:=~~:: ____ ,_::~:-~~-~~~=~----
0-> qte due I E-> indic. epu1se 
l O-> qte livree 
1 ~te c~d~e-> 
1 qte restant due 
-------------------1-------------------- ------------------1 
1 
1 
1 lqte en stk >ou= lqte c md ee O-> 1te due O-> 1te restant jue qte en st k= qte en 
1 qte c mdee-> stk - qte livree 
1 qte 11vree 
,---------- ------------------- ----------------·---
' lstK#epuise 1 et 
lqte en stk 
l<qte c .ndee qte due= qte cmdee qte livree = 
1 - qte en stK qte en stk 
1 qte res tant jue = 
1 qte cmdee - qte 
l---------- 1-------------------1------·-----!:~::: __ ' ' 
~----·---- -- ------ 1 
1 
1 
O-> ~te en s tk 1 
qte diff: qt e diff 1 
+(q te cTi j ee - 1 
qte livree ) 1 
. 1 
------------------1 
Pour cha~ue projuit commanje, l'exist~nce d'une quantit e ~ livrer engendre 
une REJUISlilO~. Les requisitions relatives a une com~ande s~~t regroupees en 
une transaction appelee "oon ~e requlsition", La date du jour figure dans un 
bon ~e re~uisition. On notera que s1 un produit est epui se, un ~essage est 
enregistre 1ans le syste~ e. 
H 
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• 
B- pour u~e co~manje differee selectionn~e. 
l~--------- -~~~!--~!!!!~!! ____ ,_~:~!-~.!~~~~~!~----1-~~!~-~~-~~~~~----1 
lstK epuise O-> 1te doe 1 ~-> ln~ic. eouise 1 1 
1 1 o-> qte livrèe l 1 
1 qte ::lue •> 1 
1 qte restant due 1 1 
, __________ -------------------1-•------------------1---------- -- ------1 
1 1 1 1 
lstk#ePüise 1 1 1 
1 et · 1 1 1 
lqte en stk 1 1 
1 > Oll : 1 1 l~te ùue I o-> ~te due o-> ~te restant duel1te en stk=1te en 
1 1 qte due -> 1 stk - qte livree 1 
1 1 l qte l!vree l~te diff:1 t e d!ff 
1 1 1 - ote llvree 1----------1-------------------1--------------------1--~---------------l 1 1 1 stl<#epu1sel 1 1 
1 et 1 1 1 
lqte en stKI 1 1 l<qte due 11te due= ~te due ~te livree = 0-> ~te en stk 
1 - qte en stk I qte P.n stk lqte diff =ot e diff 
1 1 1 qte restant due= 1 - qt~ 11vree 
1 1 1 qte due - qte l(qte d1ff vaut o 
1 1 1 11vree I si elle est < o 
,----------1-------------------1--------------------1------- --- -------
Les re~les ,e requ1s1t1on, ainsi aue le traitement des pro1uits epulses 
sont ~nalojues nu cas de l'enregistrem en t d'une co~mande client. on notera que 
pour la ~ise a jour du stock: 
- 13 <MAJ+> a pr1or1te sur la <~AJ-> 
- les co~~ondes differees ont priorite sur les co~manjes ,or~ales. 
1-f 
\Jl 
~ 
• 
En puisant dans le casier et en suivant a l'ecran, 11 reconstit~e le colis. 
S'il peut reconst1tt1er ce colis entiere~ent, 11 enclen cne 1a facturation 
c'est-a-dire: 
- l'impression d'une facture ~t d'un justificatif de non livraison 
- l'l~~ression j'une etiquette de colisage 
- l'i~?ression J'un oorjeredu SNCB ou Poste s uivaGt le on ids total du colis. 
Cett e facturation genere un nouvement co~ptable qui lra s'ar:h iver sur le 
"fichiertt jes mouve~ents comptables. 
S'il ne peut reconstituer le colis entierement, 11 met mom entaneMent cet te 
comman1e en suspe~d et poursuit avec les autres commandes nu :asier. 
Quand toutes les corn~andes du casier ont ete passees en re vu e, 11 Prend en 
charge la oQ les com~andes restees en susp enj. Un magasinier, travaillant sous 
ses ordres, replace dans les rayo~s les ~arch 3ndises restees ja~s le casier et, 
profitant de ce parcours en ~agasin, essaye de cornpleter la ou 1es commandes 
incompletes. 
Si 1e co~pleta1e reusslt tot3le,nent, . le Pr~pose a l'emballaJe se retrouv e dans 
le cas n~r~al et enclenche la factur~tlon. 
Si ~algre ces rec~erc1 es en rayons, le colis reste incomplet, 11 decide de 
l'envoyer tel quel au client mai s de corriger a l'ecran les qua~tites reellement 
livrees. 
Apres cette correctlon, 11 peut enclencher la 
poursuivre par une serie .!'operations rectifi:atrices: 
factùr3tion mais doit 
- effectuer une ~ise a jour du stocK pour le pro1uit incompletement livre, 
c'est•a•iire: 
mettre a o la Quantite en stocK 
ajouter a la Juantite ditfereP, la difference entre l a Quantite a 
livrer et la Quantite reellement livree. 
- effectuer une mise a jour dJ "fichiertt des Commandes jf ff~r ees par ajout 
d'un du 
- avertir, p3r telerhone, le gestinnn31re des stocks, ~ue cer tains stocks 
etaient incon~istants. 
De toute facon, une transaction explicitant la mo1ific3 t 1o~ eftectuee est 
generee oar l'orjinateur a destination ju gestionnaire des stJc(s. 
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Annexe 2. 
=====--
!SPECIFICATION DES TRAITEMENTS· ET DES DONNEES. 1 
I57. 
Avant de passer à la spécification globale du système, nous allons 
présenter la spécification détail]ée des traitements et des données rela.-
tives à un sous-problème important: la construction d'une commande com-
plétée. 
A la page~8~, on trouve l'arbre déductif inhérent à ce sous-problème. 
Attirons l'attention sur les points suivants: 
on construit une ~ ande complétée en ajoutant un numéro de commande 
et une date de commande (date à laquelle on a reçu le bon de commande) 
à la commande du client qui a été acceptée (commande valide) ; 
la commande du client est acceptée si eJle est signée et si on a pu 
construire à partir des renseignements mentionnées: 
/+ l'identification du client; 
L+ toutes les lignes de commande . 
A titre d'exemple, dans les pages qui suivent, nous allons présenter la 
spécification des traitements suivants (noeuds de l'arbre déductif): 
construction-commande-valide; 
construction-identification-client; 
construction-lignes-produits et tous ses descendants. 
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Concernant la spécification de la vérification du bon de commande, nous 
avons introduit pour certaines fonctions (terminales ·ou non) un ensemble 
de gardes. Rappelons la structure de cet ensemble: 
signature-
identifiée 
,,, 
commande-correcte 
,, 
, 
, 
1 ~ 
client-
identifiable 
,, 
' , 
' ,, 
' 
' 
' 
' 
' 
' 
lignes-produit 
-identifiables 
-~ 
-correct 
ancien 
-client 
nouveau 
-client 
(ligne- produi t -
identifiable )" 
/ ,, ' 
, ' 
,, ' 
,, ' 
,, ' 
,, ' 
numéro 
-identifiable 
libellé 
-identifiable 
A partir de cette arborescence, on peut faire un certain nombre de contra-
les de cohérence et de complétude . tels que: 
vérifier si toutes les feuilles de . l'arborescence sont bien explicitées 
à l'aide de fonctions terminales ("de base") à résultats booléens. 
s'assurer que l'ensemble des cas , a · bien été traité en vérifiant si 
pour chaque garde introduite la négation de cette garde a été également 
traitée. 
Pour une fonction de non-validation de la commande du client, la struc-
ture des gardes est la suivante: 
non commande-correcte·• 
~-;, 1 ---
..,,,,.... '-
.,,.,,.,. 
non 
..,,,,.... 1 --'--
signature-
identifiée 
non corps-commande-
client-
identifiable 
,,, 
, 
,, 
/ 
non lignes-
,,, 
erroné 
/ 
/ ' 
' 
' 
' 
' 
' 
' 
' montant-erroné 
produit-identifiables 
'~ non ligne-produit 
identifiables 
lignes-produit_ non 
mo\'\tant 
identifiables -correct 
I7I. 
Il faut vérifier que pour toute garde, on a traité sa négation 1 
+ soit directement; c'est-à-dire que pour une garde X, on trouve la 
garde .!!2.!!. X. 
Exemple. commande-correcte, non commande-correcte 
+ soit indirectement; c'est-à-dire que pour une garde X, on trouve: 
- une garde Y se structurant en gardes dont l'une est X pour laquelle 
~ Y existe ( car alors 1 Y ::t 1 X). 
Exemple. corps-commande-erroné appartient à non commande-correct~ 
pour leque l existe commande-correcte. 
- une garde X se structurant en Yi, y ·~, 
non Y-t, ~ Ya, ••• , ~ Y,,,,existent. 
... ' Y~ et pour lesquelles 
Exemple. monta.nt-erroné se structure en lignes-produits-identifiablea 
et en~ montant-correct pour lesquelles ont été traitées non 
lignes-produit-identifiables et montant-correct. 
vérifier la cohérence d'une garde non-terminale en exprimant toutes lee 
gardes tenninales qui la compose sous la forme de table de décision. 
Exemple. une ligne de commande, est id.enti:fia'ble si : 
libellé-produit-existant-ligne-com-cli vrai faux 
libellé-produi t-existant-doc-prod1 vrai 
-
nwnéro-produit-existant-ligne-com-cli 
-
vrai 
numéro-produit-existant-doc-prod 
-
vrai 
qua.ntité-commandée-existant-ligne-oom-cli vrai vrai 
Après avoir donné un exemple de spécification de traitements, nous pouvonse1 
présenter un de description de données. Il s'agit de la spécification de 
la donnée de départ COM-CLI (bon de commande du client). La signification 
des divers éléments trouvés est donnée à la page 62. 
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Après avoir traité un sous-problème particulier, nous allons présenter 
l'arbre déductif relatif à l'ensemble de l'application traitée. 
Il est à remarquer dans la description qui suit que i 
- au niveau de la distinction entre "non-livraison" et "livraison" (page1H), 
nous avons décidé d'étudier le cas des justificatifs pour produits différés 
dans le cadre d'une "livraison". Ce choix arbitraire , a été motivé par le 
fait que,dans la plupart des cas, le produit en quantité insuffisante dans 
le stock sera plus tard' déclaré réapprovisionné plutôt qu'épuisé. 
- concernant la "sélection-commande-différée" ( page "1tl), entre la construction 
d'une commande complétée différée et la sélection proprement dite d' une 
commande différée, nous sommes amenés à introduire une documentation sur 
les commandes différées. En effet, celle-ci est rendue nécessaire par le 
fait que la commande complétée différée doit être mémorisée entre plusieurs 
activations du traitement de sélection car elle ne sera traitée que lorsque 
l'une de ses lignes portera sur un produit déclaré réapprovisionné ou 
épuisé par l'application de gestion des commandes fournisseurs. 
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Annexe 3. 
IEXEMPLE D'UNIFICATION DES ooNNEEs . j 
Dans le cas du modhle fonctionnel •analyse d'une commande complétée" (spé-
cification pré/poat page 125) , nous avons comme argument une commande-
-client-complétée. En temes de fomali sme binaire, la structure des don-
nées est la suivante z 
"l:PliN T' • C.L t' • 
C,.01'\· V,111-1~«! 
llrt>l'f•Cl.r• l''-•lltlll•"C. · 
C. # ,., . V'IIILIDA t' l11f•'lf'-lte 
lfllllEHf•eLZ· 
(! O~•/IIH1D! 
LI C- f>II= ·CHO&• 
e, ol'l • 'I/IIL1lH: 
(l~ lhl TITÉ. • 4,_. . ...... "'"ll•~o-
C/'f'l>IH:· LIC liè · l.1 t:,vl. •C,Or,. 
Co,_ • .,,,,_ ,,. t'41. 1DE 
~<l/f,JTIT« • CNPIU. • 
.Ü&Nl! •Ctl'I. V/ILll>E 
En fait, la COM-Cll-COMPLETEE étant ident i fiée pa.r 1.e numéro ae commande 
(NUMERO-CMDE), on peut mémoriser toute l a structure -de données et passer, 
comme argument,uniquement le NUMERO-CMDE . 
De plus, lors de la mémorisation, on peut profiter des doaurnentatione cli-
ents et produite et éviter ainsi la redondance d 'une partie de l'information. 
La structure de données suivante peut alor s êt re obtenue en appliquant 
quelques-unes des transformations décrites dans le paragraphe 2.4.2 •• 
1Cll6MT CoK -c.1.r-1-----&---,._1 
IJVtEU. 
iuo r, - Ptl.6up11 • Aoaena • ll.JtHT 
C.L1E.,r u.,6,.,,. t.u~vr 
Ll~IU E·C. lfOE / 
C.olf · VIILtl>G 
aoA,vT IT6 "tJr4€f -
eo lf -\l~Lt06 
tAllt•lfNlT41te••"'-•"• f' 
Qll11UT1Tt • ~IS•.ai11i& " 
Q1111wr•te-6UAvr 
:t4>~at.Mevt-
" ""•t611&'1ff 
, o10J•ll~l'f'41U 
LigUWAn,.,. 
Il est à noter que ces transformations, en plus de permettre de rendre 
le modèle sans redondance, doivent rendre le modèle binaire compatible 
avec le système de gestion de base de données à notre dispositi on, en l' oc-
ourrenoe ici, un système en réseau (on en trouvera une définition dans 
186. 
. ( ULL, 80) , p. 89) • 
Au niveau du mod.ule "analyse d'une commande complétée", nous aurons donc 
oomme argument un numéro de commande (identifiant d'une ODmrnande oomplét~e), 
nous voudrions construire une commande-complétée-différée, une commande-
-complétée-épuisée (toutes deux étant destinées à être mémorisées oar ap-
partenant à des documentations) et une oommande-oomplétée-livrable (que 
noue essaierons de mémoriser afin de ne devoir passer au module "consti-
tution-série" uniquement le numéro de commande l'identifiant). 
Pour la construction de la commande-complétée-différée, on sait par l'ana.-
lyse fonctionnelle que s 
V bccd € COM-CLI-COMPLETEE-DIFFEREE, :3 l CCC é COM-CLI-COMPLETEE ~ 
(bccd) = préparation-commande-complétée-différée (occ) 
et 'lf ccc E COM-C LI-COMPLETEE, 3 o, I bccd ~ COM-C LI-COMPLETEE-DIFFEREE tq 
(bccd) • préparation-commande-complétée-différée (ccc) 
Dans le formalisme binaire, on peut donc créer une relation entre les deux 
domaines suivants 1 
~Af"'(L-:Z: -
.._ _______ ...._. eon,.e,eret -
Dl~Fl!têG 
Gr!ce à cette relation, les renseignements (l'identification du client, 
la date de cmde et le numéro de cmde)qu'on avait obtenus en les recopiant 
sur la commande complétée, n'ont plus besoin d'être copiés si on mémorise 
la COM-CLI- COMPLE'l'EE aussi longtemps que nécessair~. 
Alu/fGeo , WC~, • ~I.U-1-""t· 
CM- l'JtFFE .. tl c-n-o,FF6Ut 
Pt1i -v1.ur1111.e -1..11,1,1e. • 
lo~- IHFnA.eE 
l,.14"(· C.ON-~tFFfA.-tE. 
Lu," G · C..ll>t / 
(.Oll•VAL,Z)I 
QuAlfT,Tt •C,M DEE'-
L""E-•tol'f. If AU45 
I87. 
En profitant du fait que les renseignementa inhérents aux lignes différées 
sont redondants avec ceux figurant pour l e produit, on peut en déduire 
la structure suivante: 
c.o.,•f.LJ. 
t0'1PL6T&a-
>1~Fe (&& 
Q111u,r1r e:- c,. o, ,. 
L./ '-Ka• COl'\ •VA L•DL 
/..l'-lfl!: • C.PlOC: • 
e,." - 1:>,,.,~~ .. , 
. - . 
~Cl /tW r,r~ • t.lfD G 5 • 
L IC.N',- • C.Olf•J)IFFC/l.41: 
Pour éliminer la relation de connectivité n-n , on introd it le domaine 
LIGNE-CMDE/COM-DIFFEREE: 
L tC.llti • C l'fOli • 
l! oM • !>IF F•/t~& 
la condition de cette transf ormat i on est: 
lrllM,.o • 
P/f,HHllr 
Q CJA1.1r,n. • e ~~ ê's. 
L I iNI! • C,OM • 'lJ IFPêll.€.1!. 
(cccd,locd)E R, créer r dans LIGNE-mnm/COM-DIFFEREE 
créer (cccd, r) dans S 
créer (lccd, r ) dans T 
En appliquant la deuxième transformation expliquée dans le paragraphe 
2.4.2., on obtient 1 
t., r;,-,e -c-.oe:./ 
l!of'f- DIFFe.11.E, 
LI ~A/6 •l l'(~E -
C t>" - [) I FF~ IU!. E. 
Q /1,.flTIT ê • t.l1Pt1~-
J.IC.Alê ·Colt •.b JF~~/1.I~ 
IWOIC• 
I88. 
D'autre part, en profitant de la propriété disant que chaque ligne, dans 
une commande, est relative à un type de produit différent, on a: 
1 
. 
eurt -e 1.r. 
C-OH 1' L ti rt: & • 
J)IFrl!.At!~ 
L1e1t1t:.- c111>e/ 
Co11 • D1FFEA.t!f!. 
L 1r, 11E -~ 1t1>C • 
C. Olt• j)1FFeA.Ee 
Q,f/llllrJTE •{,h~~ê-
C ()l'f- )'>JFFl:ll l! e. 
De plus, T ... O T1 = a .. o 1\, donc, on peut éliminer le domaine LIGNE-CMDE-COM-
DIFFEREE et les relations R~et R\ pour obtenir: 
Colt•tLC.• 
Co11tP&.o1Lrea -
:r,1,:-l'CIC.l!;I. 
Lte~e - U1Di:· 
Co11- t,1FF.zA.eE 
PtLo~" 1 r 
/Ul/êlUJ • 
'/RoJ>vt r 
Enfin, nous pouvons éliminer le domaine COM-CLI-COMPLETEF.-DIFFEREE. 
UIEUT 
\ 
tu.vo,. Olt.SCt· tlllllE:~- t.f\05 
o,ut-
cnot 
LIUUt.•'1001,1,r.--~--------. 
lllutlt._,.. rto6v1e---t-1 
~,.,,.v-..,r~ 1u. 
#10111111' 
QVIIIOlt &tf• DiS,oM/g(i 
u,evr lUtA11' et.,i.vr UitAf1' 
t0u•111t rtf• 16 f1wr 
""' o,, ""'"" ,,., 
Lot"'-'$1\TIOW 
'tN61t,tEV4 --
Llt.1', •tHt>6 / 
toH •l>IFFf UE 
1»111u,mrE·Cnou • 
t41'1 · ~1~,0.f~ 
tPulJ€flfA/t' 
De la même manière, nous opérerons pour COM-CLI-COMPLETEE-EPUISEE et 
COM-CLI-COMPLETEE-LIVRABLE et nous obtiendrons la structure suivante: 
CLIEWT 
Remarque •. 
L /fi E LI..G ·l'IUJ>llr --..1_,,.... ______ _ 
lrl/1 E/l4 • fMIHJ l 'f.~--
t 
Q.11~11r,TG •C:lfDf!E• 
(!.oH •'l)/F'FlllêE 
l/C,IIIE •Cl"f1>e/ 
EDM •(:PIJISél! 
Q,111H(nrE. CltD6&. 
C111t-~,.11,see 
L/4-WI! • C.MIJE/ 
eon .1,.1,Jltlt'-> L-f 
t 
q,v,r11r1 ti. ·C.'IDEE!-
e,o,., . L l'f IUIIH..I! 
'P!lOl)Q JT 
Pit.•• •VH'• rJJ1t~• 
/l1111thf 
Q111f Jtr,r!• 
~tS IO!VtfH.C 
~,,,,,.,,a&• 
/>~FlhlT 
11J01ettTEIIC.• 
EP111,, lft!#'f' 
p,,,,s • 
(IAlt TJt-llt.l 
Lot.ltl.tt#"nOltl 
La. relation n'est plus forte pour COM-CLI-COMPLETEE par rapport à LIGNE-
-CMDE/COM-VALIDE parqque COM-CLI-COMPLETEE est appelée à subsister après 
le module "analyse-commande-complétée" pour pouvoir accéder aux lignes 
épuisées, différées et livrables. Seul le domaine LIGNE-CMDE/COM-VALIDE 
sera éliminé à l a fin de ce module. 
Annexe 4. 
'EXEMPLES DE PROGRAMMES E PSEUDO-CODE . 1 
~fCEV01t.. l\ll,lnf"o•tohft/1&10' !.!_ ( tO,.,'>Tl.l>t.rloA1•t.011114 .. oE-ti;,l1P<.Erec~ / 
c.1r,i.,C-1.1v~116U·C.lrr =~ S'4U6 j 
k tt i. Co.,•e.u:-tol!f>Lfr~c ,, ... J. HJ: µu,-uo-C.IIPf ( : te..): uolhfto·C:rt6E' 
do b tG..J. ucv : Ltl.A1€•t110e•co11 .r,,,,o, b__c.t. 
d.o ~ > : PR.o~ult" b l.c.tv 
Jo Jt....o\.u. hi'f"J. · ,,,_Ok.1_....,._ ; 
; ) •E" ~ t..,o,c4reuA.• eP11rune,.,1 t: P) -i: 
~lw,... 4. Q11A~T11'f.1)1S,-..,u1e,1,€ (: P) ), Ql)ANTl'te'·thOtt•Cot)•VAC.Lllf ( , LU.\/) 
~ 
lj 
~k-. QC.c.c. :-: Q1.>A..,TtT!•C:hOISt'·Col'l•Y4'-'0E (: t..tU) j 
~/) : ~ QU-4\NTlff•Ol'iPo&11~u; (: P) - QC,Lt,. j 
11&TTU•A·'loul P ( QOl\iuTlre-llt~Po"'t~I.E: f.2b) j 
tî6et L1~6-('IOE·Col\. LtVt-48(5 ( (: c.t.), (: P), QuA ... TtTE-Ctt OfE-tol'I- LI\IU tHe : QC.c., ) ; 
Ll~"E•L1vllAet5-U.ee: , : nu, 
akc. i:! Q1111 ... r1rE-lhtP04.11&1.E (: P) ') 0 
~ 
Qc.c.e, . -
C:.H,t 
th..._ Qct.L : : ~V"l~r1rt-01sPo,u1a1.e (: P); 
Qui):~ 0Ul\"4'HT€•'MOE'f-Con.vl41.111f (,Le.eV) -QC.c..L; 
Qe>:~o; 
l16TTU·A·.Jo11l J ( Q0,'\A>Tt1'f-Ocspo,v1et( : G:10); 
tREEll L"ùf•CIIU,Colt-"v~AIHE ( l:tt ), (:P), Qc.,4r.Jllte' •tl'1 llffi:.t011-,1v11-411 tr: QC.C.t.); 
j.lE,1JE,•L1VQ..\ac.1:-,~6f:-.. qv, J 
tt.Eft l.l<,'1i•t11At-to'1•l>•~PeA.~Ç ( (:tc..),l,P), Ql)lli.n r6•t'1lle<f'-fot\• 0 1P!' Elll iG: QU.O) 
GCCb •~ GV4wTITS•tl'IG,6•tol'\•VIILtOe (:tc..c..v)j 
tQfE't Ll~NE·C.lll!e-C.O/l•Oll"~Ell6E ( (:cc.), (: P ) , QVIIIUTITE•t.'116fE• Col\, ÔIF~EIU;E : 0cc D) 
G/t.)1t~r,1E • C rtOEE • Coll• Vlltl()~ (: L t( V) ; 
l./lolll6•{1'\46•(.ol'(• El>IJ~€~ ( (: tt\ _, (: P) 1 QOA1VTIH•C.'10e(•Co'l·~1'11:.aEE: Gtc.E ) 
J L11,uE·t111U&~·C.tGE ; 'Tllu& 
~~. !'-'Vol/El. uontto. c.,,,uu,6f b. < CoNl1ïTV'1to111, f!ll.L6') 
-k 
n 
0 
:s 
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Annexe 5. 
JEXEMPLE D'IMPLEMENTATION DE LA STRUCTURE DE DONNEEs. l 
SY~T€M Ptto~vl'f 
t,/Ol·H.LltAIÏ 
N oVV6'11 ~AIT· 
to11Pr~t>Lr 
wune'-o· 
e,01,1 •LIIIA~l~O.V 
A DlE~\t •U..ltAJT 
Pl!'10l1 • t.LL€t.1T 
A/U/lflo• 
ExP!OtnoAJ 
Lit.AIE· 
GtPê.OtfloW 
to11P<.€fE€ 
~IIIIIIIITITf-•UIO(t'- EICU OITIOAI 
l,IV~ e'A.o•Pl.o~V If· S° 
.,Il f\(h • CL.lf..,T• ~ 
OAU-t.hOE 
tA>fllC.ATEu~. P•t111t,t•Ll\'t~So&; 
lU,Al(•tllOt'• 
C.0P\,yl\t.10e 
d1V"N11Tt•tlltE!•Cofl • 'O'li.taE 
wv"eQe. Pa..ov1r-1. 
LI r./.16· t/10 f • 
eo,.. 6,11,s,~ 
Ql/,\NTtTf•Clleft•toll• E,v,i~G 
.i.11,no• PloOUIT· l 
ton-LI> Lll,Vf •tl\Ot• 
fol'I · OtHEn.H 
{on - Pno 
to f\ • U. l,.l"Vt-tllO~-
Co/f• '-NRU,e 
~ &1111. .. nrf•t.llOff•tol\• L1Vll'9t(€ 
L N1>llfllo-PA0Cu1t•:!. 
t.t 1p ,.,e. t II Ot' • 
tolf-OlfF• llV.118 (.~ 
Q l),\~t•tt· C 11t1lc!"· Coll • OtF'f • llVA, 
IJIIViêU· ,~o .,,r-s 
1 l.l~EUE 
L16t'UE • Peoov 1r 
PA11t• v_,,r.-.1u-,1•0él1f 
Q11111-,rttt· d~,0NltLE 
tAIOit.Ql'DV,- f,cHSf/lf>A,r 
PolOS• VN ~T •111"-€ 
Lo(IH.1SAt1,ow 
• crul\,utnt ·0f1"4"1' 
LI e.tue · 
HoOIIIT· '1 
ASSIG N AR -? ~JrUIT TO FP~OO 
RPr sn 
:ALC Ar Y.JSf 5 RPP 
fIRSl' PA;;E: IS 1 
LA.ST PAGf: !S 10 
PAGE SlZ8 rs 512 WORDS. 
A5SIGU AR•Cl.,J '.::;'if Tû fCLI 
RP? ~t) 
CA L C A r ~10 S r 5 P PP 
F'IRSl' PAGE IS 11 
LAS1' PAGE: IS 20 
PAG~ SIZS IS 512 ~ORDS. 
ASSl GN AR -CJM ro fC~OE 
RPP 50 
CALC Ar ~ùSî 5 RPP 
F'IRST PAGE IS 21 
LASI' PA~E IS 40 
PAGE SIZE 1S 512 WOR~S . 
ASSIG :I f-1R-f.XP TfJ n;xo 
RPP 50 
CALC AT AJSf 5 R?P 
rlP.ST ?~GE IS 41 
LAST P.~GS IS Sn 
PAGE SIZS IS 512 N1RDS. 
ASSIG~ ~R - ~vr ro fV4f 
RPP 50 
CALC Ar ~Jsr 5 RPP 
F'lRSr t>ti.r_;e: rs s1 
LAST Pl\~t: 1S 60 
PA~E 5IZE IS 512 ~JRD~. 
SCHEMA ~AM~ rs PETIBD. 
AR~A NA~8 rs AR-PRODUIT. 
AREA ~AYE IS AR•CLISNT. 
AREA NA~~ ts AR-r• M. 
AREA ~Ai E rs ~R-EXP. 
AHE\ HAAE IS ~R-~VT. 
R E: C J R [) ,·; A \ 1 ~: I 5 14 1) LI V E M i-.; ra - C n \1 p T A 8 [, E 
LOC Ar T O ri ~1. lD ':: I 5 C 1\ L C US IN G :w ,..: E K n - El OH - LIVRA 1 S O "I 
DUPLICATSS ~~E NJf ALLO~ED 
l'/lfHlN AR- "!Vr. 
02 hU~ER~•3J~•LIVRAISON PIC 9 (6 ). 
0 2 ~ ü ~u Z\ '1 f - i? A Y AB u :- B :J ~,, _ l, IV P. A!~ ,J N Pr C o ( 6) • 
02 n~T~-bJi-Ll~RAJSnN PIC ~(6). 
R~C üRn ~~~E IS CLIE~r 
UJCI\J.'lCJ •\J Mooi.: IS CAr,C usrw; NLP·!F:RQ •CL"H~~ir 
OUPLIC i'i.fE:S !\RS NCJf ALLOl'ir.;D 
WlîHPI AR-CL!r~,IT. 
02 NU~~RO •C~!ENr PIC 9(6). 
02 NO~-CLI~~T PIC XC30). 
02 AtH~~S5S-~LIE 1H PIC X(60). 
0 2 P fH:: : 1 J .. ~ - C: L t F. l,j'f P I C X ( 1 3 ) • 
RECORD ~A~E I3 CQ ~•~LI-CJMPLET8~ 
LOCArIJN l.1Jl)8 IS CAr.c 'JSING [~lJI.H-;RJ-C~!DF: 
DUPLICATES ~RE NOT ALLQWSO 
1HT~IN AR-CJ"l. 
02 NU~~R • •C~OE PIC 9(6). 
02 o~r€-C~DS ?!C 9(6). 
02 lNDirAf~0R•PR~~IERE•LIVRAISUN PIC X. 
02 NU~EPJ-:LI~NT•t PIC 9(6). 
RECJRD ~~~~ 15 LIGN~-C~DE•COM•VALIDE 
LOCArIJ~ MQDS ts VIA c• ~-LV 
i'I I T li Pi AR•: ,J ,··t. 
02 QUA~rrrs-CMQ~~-co~-VALIUE PIC Q(2). 
02 NUMSRQ•PRODUIT•l PIC 9(8). 
RE:COfW :• AME rs Lt~Mt.:-CMDE-c :rn-EPU!SP,Fè 
LDCATllN ~JJE IS VIA C~ M-Li 
W I ·r H I N A E - C ') "1 • 
02 QUA~rrrs-CM0~S-CD~-EPUIS~E PIC 9(2). 
02 NUr4SRJ •PR.JDU!î•2 PIC 9(8). 
RECORD ~,ME 15 LIGN~•CMDE•CJM•DIFFERE8 
LOCATIJ~ ~ODE rs VIA COM-LD 
WITHIN l\R-c rr1. 
02 QUA !lîlfë:•CMDi:.:E•CûM•[)IffEREE PIC 9(2). 
RE:CClRD ~Ar<1E; I.3 !JI~NE:•CMDE--CQM-,LIVRABLE: 
LO:ATIJN ~JOS IS VIA co~-LL 
-1 Ir HI M , R • C ,l ''. 
02 QUl~fI~i-CMDEE•C• M•LIVRABLE PIC 9(2). 
02 NUMERU-?RJDUir-3 PIC 9(a). 
RECDR t) JA ,•l~ Tf-i Lt~NC•C~'DE.:•CU~•D.ti:-F'-t,IVRA8LF.: 
LOCATIJN ~JDS IS VIA CJ~--GDL 
I'/ 1 rH Pl A R - CO i<I • 
02 QUANî!fE•CMD~~-C~~-DIFF•LIVR PIC 9(21. 
02 NUM~RJ•P~ODUir-~ PIC 9(8). 
REC•HD i\M~ tS iXPEDITIO~ 
Loc,rr1v ~JO~ rs CALC US!~~ NUM~R • - EXPEDITIO~ 
DUPLICAfES A~8 NOr 'LLOW~D 
WITHIN ~~•f:XP. 
02 NU~8RJ-iX?8DTrrn~ PI~ q(6). 
R E; Cu~ D i,J A ,., E I s i, I G ~, F..: - C ,IA D s - C ) M - EX DE: n I rr n 'II 
LOC AT t J 01 ,•1 t) L) S I S VI A E: X P - [ , 
i'I Ir H ItJ AR .. i:: X P. 
O 2 QU ll, rH I r 1;  • C: "f DE.: E.: - i:: X P F: ù r T I 1 ]i'J P 1 C q C ?. ) • 
0 2 N :J ~1 E: ~ 0 .. ? R Cl;:> U T T • 5 P I C 4 ( d ) • 
RECJRD :il\"!;;: IS PROOUJf 
~OCATlJN ~JDE 1S CALC USI NG NU~fpn - PROOU! î 
OllPL!Cr, î 2:3 A~E f\JDT f. Ll,OWr~D 
~If~!~ ~H-PR~Oill~. 
02 NU~i RJ•PRJJUir D[C 9(8). 
02 LIB~LL2 •P~J ou rr PIC X(S O). 
0 2 p k I X - 11:J l r t\ IR f~ - p R C, Dr II l' r> I C :~ ( s) • 
02 •)UA~il'l rr: - ï) T,5PQ!Uf;Lr: "IC 9(5). 
02 IrfOICAfr~UK•CP ,JIS2 .1-lr·>1il' PlC X. 
02 P1IDS•J ~ IT~IRE PIC 9°V~J9. 
02 LJC.;L1SAT181'1 i?{C X(30). 
02 QUANr1rc- D~fAJf PIC 9(2). 
SET NMi!!: lS cuiv,-r,v 
MOOI:: lS CHAii'-i 
~RDER IS - ALrlAYS FTRSr 
OW~8R IS ~• M-CLI·CO~rLET S[ 
M f, M RE: 1-! l .5 L J. Gr; E - C , i i.J f - (' [J ,11- \f AL I Dt:.~ .',1 l', p f) !1 T n R 'i A IJ r O MAT r C • 
SET ~AME 13 co~-LE 
HODE J S C ii lil ~i 
OROER IS lLdAYS f!RST 
ü~NER 15 COM•CLI•COMP~ET~E 
ME~fBEP IS LJ(;~1 t-CMDF'-C0 1,'-E:PUISr:F.: MA~: nATrJRY I\UTO~ATIC. 
SET NAME I~ C8~-LD 
MODE: J S C11A P.J 
OROER rs ~LWAYG f!RST 
• iNER IS C• M-CLI•C • ~PL8TEE 
ME~8ER IS LIGNE•CMD~•COM•DIFFERE~ ~ANDATJR'i AUrüMATIC. 
SET ~AME IS COM•L~ 
~to D P. 1 S C H I\ Pl 
DRDEH IS 'LWAYS FIRST 
0 W ri E: F- I S C ù "1 - C ÎJ l - C' n ~ r LE.: 'J' f. E 
HE"BER IS LIGNf-cr0E-CO~-LIVRABL~ ½AHDATJRr ~UîOMATIC. 
SET NA~~ 15 COM-LDL 
MO 1) ë: I S C ii A Ui 
JRDER rs AL~AYS LA~T 
o~~ER rs CLJM-CLI-COMPLETEE 
MEHBEP IS LIG~8-CM Df•COM•DIFF•LIVRARLE ~ANDAfORY AUT0~4TIC. 
SET NAM~ 1s ca~-PRU 
MODE JS CHfi.II/ 
ORDSR rs ALWA'iS LAST 
ùWNER rs PROl>Ul 'T' 
MEMB2R IS LIGNE-CMDf•CO~-QIFFEREE MANDATJR'i AUTOMATIC. 
SET NA"'E.: IS L.LB 
MODE IS Cn~I .J 
OkDER IS ALWAYS fIRST 
OWNER IS PRODUIT 
MEMBEP 15 LIBtLLE ~ANOATDRY AUTQ~ATIC. 
SE T NAME I$ EXP•L 
MODE IS CHf>.I0i 
OROER rs 'LWAYS FIRST 
DWNER 15 EXPE~ITION 
MEMBER IS LIG~E-CMDF•CU~-~XPEDITIO N MA ND~T• RY AUIO MAîIC. 
SUB-SC H~ ~A 1S PETIPA•LOAD. 
AREA SC:C'TION. 
COPY fi.LL ARF:AS. 
RECO RD Si::rrot-i. 
C0PY A LI , ~fC:\ JRP~. 
SEr Sr..:TIJî, . 
COPY AU, SETS. 
Annexe 6 . 
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1 EXEMPLE D'IMPLEMENTATION D'UN PROGRAMME• 1 
Notre but, dans cette annexe 6, est de montrer comment on peut passer d'une 
manière systématique d'un algorithme décrit en pseudo-code à un algorithme 
exprimé dans l& langage de programmation retenu pour l'application (en 
l'occurrence, ici, le COBOL). 
Pour les parties du programme n'ayant pas trait aux opérat ions sur la base 
de données~ il est sans difficulté d'assurer,par des règles de transcrip-
tion,la traduction du pseudo-code en langage COBOL. 
Pour les parties du programme ayant trait aux opérations sur la base de 
données, il est également possible d'assurer, grâce aux règles énoncées 
par (HAI ,8Ib), une traducti on en COBOL/DML ut i lisé par le logiciel LBMS-20. 
C'est à cette traduction, plus délicate· que la première , que nous allons 
consacrer un exemple. Celui-a:i a pour base le programme "analyse d'une 
commande complétée" dont l'expression en pseudo-code se trouve dans l' an-
nexe 4 . 
Pour la structure d'accès à la commande complétée, nous avions en pseudo-
code : 
for cc= com-cli-complétée ~ that numero-cmde(:cc) = numero-commande 
~ 
<S> 
od 
la transcription directe est la suivante: 
open area a~com usage-mode is exclusive update. 
move numero-commande to numero-cmde of com-cli-complétée. 
find com-cli-complétée record. 
nexte. if error-count > 0 go to fin-corn. 
move currency statua for run-unit to ccc. 
<- a ) 
' find com-cli-complétée using ccc. 
move numero-commande to numero-cmde of com-cli-complétee. 
find next duplicate within com-cli-complétée record. 
go to nexte. 
fin-corn. 
close area ar-com. 
20Ir. 
Cette traduction générale peut @tre simpli fiée grâce à la vérification des 
conditions suivantes z 
I. Les instructions de < S ,>ne modifient pas le contenu de numéro-cmde, la 
deuxième instruction~ peut donc être omise . 
2. Les instructions de '-S > ne modifient pas le courant de la run unit, il 
n'est donc pas indispensable de sauvegarder et de re s t aurer ce courant 
par les instructions move currency et find com-cli- completée using ccc. 
3. La clé d'accès étant identifiante, il n'y a pas d'articles suivant le 
premier trouvé . 
La traduct i on peut a lors se r éduire à: 
open area ar-com usage-mode is exclusive update. 
move numero-commande to nu.mero- cmde of com-cli-oomplétée. 
find com-cli-complétée record. 
if error-count > 0 go to f in-com. 
( S ) 
close area ar-com. 
Pour la structure d'accès à chaque ligne de la commande complétée: 
nous avions en pseudo-code; 
f2E. ~ lccv: ligne-cmde-com-valide from cc: 
~ 
la transcription directe est la suivante: 
open area ar-com usage-mode is exclusive update. 
find com-cli-complétée using numéro-crude. 
find first ligne-cmde-com-valide record of com-lv set . 
trai t-lig. if error-count ) 0 go to fin-lig. 
move currency status for run unit to lcccv. 
<. T) 
find ligne-cmde-com-valide using lcccv. 
find next ligne-omde-com-valide of com-lv set. 
go to trait- lig . 
close area ar-com. 
fin-lig. 
1 
202. 
Cette traduction générale peut 8tre simplifiée grâce à la vérifi cation des 
conditions suivantes 1 
I. Les opérations OPEN et CLOSE sont redondantes avec celles du bloc im-
br iquant oelui-oi. 
2. Le positionnement sur com-cli-complétée a déjà été as suré. 
3. Les instructions de la aéquence(T)ne modifient pas le courant du type 
du set com-lv; il est inutile de sauvegarder la référence lcccv et de 
restaurer la run-unit. 
La traduction devient ainsi: 
f i nd f i r s t ligne-cmde-com-valide record of com- l v set . 
trait-lig. 
if error-count ) 0 go to fin-lig • 
. 
. 
• < T > 
. 
. 
• find next ligne-cmde-oom-valide of com-lv set. 
go to trait-lig. 
fin-lig. 
Pour la structure d'accès au produit 1 
nous avions en pseudo-code: 
for p =.produit from lca:v 
do 
<.V) 
• od 
Dans l'implantation du schéma d'accès, noue avons renoncé dans un but de 
performance au chemin entre le produit et la ligne-omde-com-valide en ajou-
tant un attribut numéro-produit-I à la ligne-cmde-com-valide. 
De ce fait, pour accéder au produit en étant déjà positionner sur la ligne-
-cmde-com-valide, il faut faire: 
get ligne-cmde-com-valide. 
open area ar-produit usage-mode is exclusive update. 
move numéro-produit-! to numéro-produit of produit. 
find produit recortt. 
if error-cou.nt) 0 go to fin-prod. 
1 
<V> 
; 
close area ar-produit. 
fin-prod. 
Pour la traduction des ordres de consultation, création, mis• à jour et 
suppression, nous profiterons généralement des positionnements obtenus 
par les opérations décrites ci-dessus. 
Le programme Cobol obtenu, après transcription des opérations no~ relative~ 
à la base de données, sera celui trouvé dans les pages qui suivent. 
Identification Division. 
Program-id. Maj-mo. 
Environment Division. 
Data Division. 
Schema Section. 
Invoke SU.lrschema Petipa-load of Schema Petib~. 
Working-storage Section. 
OI Ligne-livrable-crée Pic A(5). 
OI Numero-commande Pic 9(6). 
OI Pgm-id Pic X(20) Value "Analyse-cmde-comp". 
OI Pgm-id-reo Pic X(20) Value "Conetitution-seria". 
OI Pgm- idx-rec Pic s9( I O) computational . 
OI Fot-code Pic s9(IO) computational. 
OI Resumpt-code Pic s9(IO) computational. 
77 Error-code Pic s9(10) computational. 
Procedure Division. 
* Analyse-oom-cli-complette• Section. 
Reception-information. 
Enter Macro Ipcrid using Pgm-id, Error-code. 
Enter Macro tpcrdx using Pgm-id-reo, Pgm-idx-rec, Error-code. 
Move O to Fot-code. 
Move 2 to Resumpt-code. 
204. 
Enter Macro Ipwait using Fot-code, Resumpt-aode, Error-code. 
Enter Macro Iprecv using Numero-oommande, Pgm-idx, Error-code. 
Debut-com. 
Move "false" to ligne-livrable-crée. 
Open area ar-com usage-mode is exclusive upd.ate. 
Move numero-commande to numero-cmde of com-cli-completee. 
Find oom-oli-completea• record~ 
If error-code ) 0 go to fin-oom. 
Trait-oom. 
Perform trait-com-cli-completee. 
Close area ar-com. 
Fin-corn. 
if ligne-livrable-cree· = "tru.e" 
Enter Macro Ipsend using numero-commande, pgm-idx-reo, error-oode. 
Enter Macro Ipdldx using pgm-idx-rec, error-code . 
Enter Macro Ipdldx using pgm-idx, error-code. 
Enter Macro Ipdlid using pgm-id, error-aode. 
Stop run. 
Trait-com-cli-completee Section. 
Debut-lig. 
Find first ligne-cmde-com-valide record! of com-lv set. 
If error-count) 0 go to f'in-lig. 
Trait-lig. 
Perforin trait-ligne-valide. 
Find next ligne-cmde-com-valide recordi of com-lv set. 
If error-count :/, 0 go to trait-lig. 
Fin-lig. 
Trait-ligne-valide Section. 
* 
Debut-prod . 
Get ligne-cmde-com-valide. 
Open area ar-produit usage mode is exclusive update. 
Move numero-produit-I to numero-produit. 
Find produit record,. 
If error-oount? 0 go to fin-prod. 
Trait-prod. 
Get produit. 
If indicateur-epuisement not = "e" 
if quanti te-disponible not <. quanti té- cmdee-com-valide 
perforin produit-livrable-totalement 
else if quanti te-disponible> 0 
perform produit-livrable-partiellement 
else perforin produit-differe-totalement 
elee perforin produit-epuise. 
Delete ligne-cmde-com-valide. 
Close area ar-produit. 
Fin-prod. 
Produit-livrable-totalement section. 
205. 
compute quantite-disponible = quantité-disponible - quantite-cmdee-co~ vau.a.e 
modify produit quantite-disponible. 
move numero-produit to numero-produit-3. 
move quantite-cmdee-com-valide to quantite-cmdee-com-livrable. 
store ligne-cmde-com-livrable. 
move "tru.e" to ligne-livrable-cree. 
Produit-livrable-partiellement Section . 
move quantite-disponible to quantite-cmdee-com-livrable. 
move nurnero-produit to numero-produit-3. 
206. 
compute quantite-cmdee-com-differee = quantite-cmdee-tcom~valide1-quan~i e-nisponio e . 
compute quantite-disponible = o. 
modify produit quantite-disponible. 
store ligne-cmde-com-livrable. 
store ligne-cmde-com-differee:. 
* 
Produit-differe-to t alement Section. 
move quanti te-cmdee-com-valide to quanti te-cmdee-com-differee·. 
store ligne-cmde-oom-differee·. 
Produit-epuise Section. 
move quantite-cmdee~com-valide to quanti t e-cmdee-com-epuisee. 
move numero-produit to numero-produit-2. 
store ligne-cmde-com-epuisee. 
1 
1 
1 
1 
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