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Abstract
Self-supervised learning has shown great potentials in im-
proving the video representation ability of deep neural net-
works by constructing surrogate supervision signals from the
unlabeled data. However, some of the current methods tend
to suffer from a background cheating problem, i.e., the pre-
diction is highly dependent on the video background instead
of the motion, making the model vulnerable to background
changes. To alleviate the problem, we propose to remove the
background impact by adding the background. That is, given
a video, we randomly select a static frame and add it to ev-
ery other frames to construct a distracting video sample. Then
we force the model to pull the feature of the distracting video
and the feature of the original video closer, so that the model
is explicitly restricted to resist the background influence, fo-
cusing more on the motion changes. In addition, in order to
prevent the static frame from disturbing the motion area too
much, we restrict the feature being consistent with the tempo-
rally flipped feature of the reversed video, forcing the model
to concentrate more on the motion. We term our method as
Temporal-sensitive Background Erasing (TBE). Experiments
on UCF101 and HMDB51 show that TBE brings about 6.4%
and 4.8% improvements over the state-of-the-art method on
the HMDB51 and UCF101 datasets respectively. And it is
worth noting that the implementation of our method is so sim-
ple and neat and can be added as an additional regularization
term to most of the SOTA methods without much efforts.
Introduction
Convolutional neural networks (CNNs) have achieved com-
petitive accuracy on a variety of video understanding
tasks, including action recognition (Hara, Kataoka, and
Satoh 2018), temporal action detection (Zhao et al. 2017)
and spatio-temporal action localization (Weinzaepfel, Har-
chaoui, and Schmid 2015). Such success relies heavily on
manually annotated datasets, which are time-consuming and
expensive to obtain. Meanwhile, there are numerous unla-
beled data that are instantly available on the Internet, draw-
ing more and more researchers’ attention from the commu-
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Figure 1: Illustration of the background cheating problem.
In the real open world, any action can happen at any loca-
tion. Current models trained on the mainstream datasets tend
to give predictions simply because it sees some background
cues, neglecting the fact that motion pattern is what actually
defines an “action”.
nity to utilize off-the-shelf unlabeled data to improve the
performance of CNNs by self-supervised learning.
One successful way of self-supervised learning is to re-
solve the designed pretext task on the unlabeled data. How-
ever, Li et al.(Li, Li, and Vasconcelos 2018a) and Girdhar
et al.(Girdhar and Ramanan 2020) point out that the cur-
rent commonly used video datasets usually exist large im-
plicit biases over scene and object structure , making the
temporal structure become less important and the prediction
tends to have a high dependence on the video background.
We name this phenomenon as background cheating prob-
lem, as is shown in Figure 1. For example, a trained model
may classify an action as playing soccer simply because it
sees the field, without really understanding the motion. As a
result, the model is easily to overfit the training set, and the
learned feature representation is likely to be scene-biased.
Li et al.(Li, Li, and Vasconcelos 2018a) reduces the bias by
resampling the training set, and Wang et al.(Wang and Hoai
2018) propose to pull actions out of context by training a
binary classifier to explicitly distinguish action samples and
conjugate samples that are contextually similar to human ac-
tion samples but do not contain the action.
In this work, in order to tackle the background cheating
problem and make the model generalize better, we present
to reduce the impact of the background by adding the back-
ground with feature consistency regularization, which is
termed as Temporal-sensitive Background Erasing (TBE).
Specifically, given a video, we randomly select a static frame
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and add it to every other frames to construct a distracting
video, as is shown in Figure 3. Then we force the model to
pull the feature of the distracting video and the feature of
the original video together with consistency regularization.
In addition, since the added static frame may cause interfer-
ence to the area of the moving subject, we take advantage of
the symmetry of time to further constrain the motion pattern.
Concretely, we reverse the frame order of the input video and
restrict the extracted features to be symmetric in the tempo-
ral dimension, which enhance the temporal discrimination
ability of the extracted representation.
Experimental results demonstrate that the proposed
method can effectively reduce the influence of the back-
ground noise, and the extracted representation is more ro-
bust to the background bias and have stronger generalization
ability. At the same time, the information of motion pattern
is further highlighted. Our approach is simple but incorpo-
rate it as a regularization term into existing self-supervised
video learning methods can bring significant gains.
In summary, our main contributions are twofold:
• We propose a simple but effective video representation
learning method that is robust to the background.
• The proposed approach can be easily incorporated
with existing self-supervised video representation learn-
ing methods as a regularization term, bringing further
gains on UCF101(Soomro, Zamir, and Shah 2012) and
HMDB51 (Kuehne et al. 2013) datasets.
Related Work
Self-supervised Video Representation Learning
Self-supervised learning is a generic learning framework
that only relies on the pretext task of unlabeled data. The
alternative signal in pretext task exploits labeling that comes
for free. Representative alternative signals include predicting
the rotation angle of image (Gidaris, Singh, and Komodakis
2018) and solving the jigsaw puzzle (Noroozi and Favaro
2016). Recent years, self-supervised learning has expanded
into the video domain and has attracted a lot interests.
The majority of the prior work explored natural video
properties as supervisory signal. Among them, temporal or-
der is one of the widely-used property. For example, Wei
et al.(Wei et al. 2018) classify the arrow of time, Misra et
al.(Misra, Zitnick, and Hebert 2016) distinguish a real or-
der of frames from a shuffled one, Xu et al.(Xu et al. 2019)
makes use of video clip order, and Benaim et al.(Benaim
et al. 2020) and Yao et al.(Yao et al. 2020) predict the play-
back rate of the video. The spatio-temporal statistics are
also served as supervision. For example, Gan et al.(Gan
et al. 2018) introduce pxiel-wise geometry information, Kim
et al.(Kim, Cho, and Kweon 2019) and Luo et al.(Luo
et al. 2020) employ space-time cubic puzzles, and Wang
et al.(Wang et al. 2019) use the optical-flow and the ap-
pearance statistics. Another common category is predict-
ing the future frames (Diba et al. 2019) or feature em-
bedding (Han, Xie, and Zisserman 2019). Besides, some
other works are based on tracking, i.e., learning spatio-
temporal representation by coloring grey-video(Vondrick
et al. 2018), learning visual correspondences by exploiting
cycle-consistency(Wang, Jabri, and Efros 2019), etc.
All the methods mentioned above focus on designing
novel pretext tasks. In this work, we present a generalized
regularization term for self-supervised video representation
learning which can be incorporated with any pretext task.
Background Biases in Video
Current widely used video datasets have serious bias to-
wards the background(Li, Li, and Vasconcelos 2018a; Gird-
har and Ramanan 2020), which may misleads the model us-
ing just the static cues to achieve good results. For example,
only using three frames during training, TSN(Wang et al.
2018) can achieve 85% accuracy on UCF101. Therefore, us-
ing these datasets for training can easily cause the model
making background biased predictions.
In order to mitigate the background bias, Li et al.(Li, Li,
and Vasconcelos 2018b) focus on resampling the original
datasets to generate less biased datasets for action recogni-
tion. Wang et al.(Wang and Hoai 2018) uses conjugate sam-
ples that are contextually similar to human action samples
but do not contain the action to train a classifier to delib-
erately separate action from context. Choi et al.(Choi et al.
2019) propose to debias through detecting and masking ac-
tors by a human detector. However, training a human de-
tector requires additional labels and detecting actors is ex-
pensive for videos. In this work, we try to debias through a
consistency regularization term, which is simple but effec-
tive and does not need additional costs.
Methodology
In this section we introduce the proposed Temporal-sensitive
Background Erasing (TBE) for action recognition. We first
give an overall description, and then introduce the TBE in
details.
Overall Architecture
The framework of the proposed TBE is shown in Figure
2. For each input video x, we first randomly crop a fixed-
length clip from different spatial locations, denoted as xo
and xt. In this way, the input clips have different distri-
bution in the pixel level but are consistent in the seman-
tic level. Afterwards, xo is directly fed into the 3D back-
bone to extract the feature representation and we denote this
procedure as F (xo; θ), where θ represents the backbone pa-
rameters. For xt, we first generate a distracting counterpart
xd for it, which has the interference of added static frame
noise but the semantics remains the same. Then we apply
a temporal inversion operation to xd to obtain the final in-
put. The output feature maps of xo and xt are represented
by fxo , fxt ∈ RC×T×H×W . C is the number of channel
and T is the length of time dimension. W and H are spa-
tial size. At last, the extracted features fxo , fxt are fed into
a regularization head and a pretext task head to guide the
learning procedure. Specifically, in the regularization head,
we use Temporal Consistency Regularization to minimize
the distance between fxo , fxt . The Algorithm 1 summarizes
the overall procedure of TBE.
Figure 2: The framework of the proposed method TBE. A
video is first randomly cropped spatially, then we generate
the distracting video by adding a static frame upon other
frames followed by the temporal inversion. The model is
trained by a pretext task together with the proposed tem-
poral consistency regularization, with the goal of pulling the
feature of the original video and the temporally flipped fea-
ture of the reversed distracting video closer. (Best viewed in
color).
Background Erasing. In the video representation learn-
ing, sometimes the statistical characteristics of the back-
ground will drown out the motion features of the mov-
ing subject. Thus it is easy for the model to make predic-
tions based only on the background information. Moreover,
when solving self-supervised pretexts, the model sometimes
judges by some tricky means, for example, when solving
the rotation pretext, it may resort to the black border of the
video(Gidaris, Singh, and Komodakis 2018; Kim, Cho, and
Kweon 2019), neglecting the content changes. Therefore,
the model is easy to overfit to the training set and has poor
generalization on the new dataset. Such solutions are termed
degenerated solution.
Background Erasing(BE) is proposed to remove the neg-
ative impact of the background by adding the background.
Specifically, we randomly select one static frame xkt from
xt and add it as a spatial background noise to every other
frames to generate a distracting video xd through:
xjd = (1− λ) · xjt + λ · xkt , j ∈ [1, T ] (1)
where λ is sampled from the uniform distribution [0, γ], j
is the index of frame and k denotes the index of the ran-
dom selected frame. Compared to xt, xd add background
perturbation on the spatial dimension, but the motion pat-
Algorithm 1 Training with Temporal-sensitive Background
Erasing.
Require: Fθ: convolutional neural network with parameter
θ, DVG: distracting video generation method, TR: temporal
reverse, TCR: temporal consistency regularization.
INPUT: unlabeled video x
OUTPUT: the parameter θ
1: for each iteration do
2: xo← random crop(x)
3: xt← random crop(x)
4: xd← DVG(xt)
5: xt← TR(xd)
6: Feature Representation:
7: fxo ← Fθ(xo) . feature of the original video
8: fxt ← Fθ(xt) . feature of the transformed video
9: fxt ← TR(fxt) . reverse the learned feature of the
transformed video
10: Update Network:
11: loss ← TCR(fxo , fxt) . self-supervised loss
12: update θ using SGD . update network parameters
13: end for
tern is basically not changed, as shown in Figure 3. After-
wards, we force the model to pull the feature of xo and the
feature of xd closer under the temporal consistency regular-
ization, which will be introduced in details later. Since xo
and xd resemble each other in the motion pattern but dif-
ferentiate each other in spatial, when the features of xo and
xd are brought closer, the model will be promoted to sup-
press the background noise, yielding video representations
that are more sensitive to motion changes. We have tried a
variety of ways to add background noise, which are shown
in the ablation study part of the experiment. Experimental
results demonstrate that the intra-video static frame works
best overall. However, simply approximate a static frame as
background noise is not enough, since it may also affect the
motion area. In order to overcome this side effect, we pro-
pose a temporal inversion operation to compensate the loss,
which will be introduced in detail in the next section.
Temporal Inversion. Compared with the image represen-
tation learning, the most important factor in the video repre-
sentation learning is the object motion, especially for action
recognition task. In order to compensate the the negative ef-
fect of the background erasing on the motion patter, we fur-
ther propose Temporal Inversion(TI) to constrain the motion
pattern based on the symmetry of time. That is, restring the
feature being consistent with the temporally flipped feature
of the reversed video.
Specifically, we first reverse the frame order of xd ob-
tained from background erasing, then we flip the feature of
reversed video in the temporal dimension. The entire proce-
dure can be expressed by the formula:
fxt = Flip(F (Reverse(xd, θ))), (2)
where F denotes the feature extraction, and both Reverse
and Flip operations are done in the temporal dimension.
Figure 3: Distracting Video Generation. One intra-video
static frame is randomly selected and added to other frames.
The background of the generated distracting video has
changed, but the optical flow gradient is basically not
changed, indicating that the motion pattern is retained.
The essence behind this operation is that, in a video, when a
certain clip contains strong motion, its corresponding spatio-
temporal representation will also have a higher response. Af-
ter the video is inverted, although these clips are also re-
versed, strong motions are retained, so the corresponding
features should also have high responses.
Temporal Consistency Regularization
In this section, we use a temporal consistency regularization
term to pull the feature of xo closer to the feature of xd, and
make them consistent in the temporal dimension. Formally,
Ltcr = ||ψ(fxo)− ψ(fxt)||2 (3)
where ψ is an explicit feature mapping function that project
features fromC×T×H×W toC×T . We use spatial global
max pooling since xo and xt have different pixel distribution
due to random cropping. In this fashion, we force the max
response at each time dimension being consistent.
Pretext Tasks
TBE is supposed to be used as a regularization term. Using
it solely for optimization will make the model fall into a triv-
ial solution easily. Therefore, we integrate our method into
the existing pretext tasks which require high-level discrimi-
native representations.
Most pretext tasks can be formulated as a multi-category
classification task and optimized with the cross-entropy loss.
Specifically, each pretext will define a transformation set R
with M operations. Given an input x, a transformation r ∈
R is performed, then the convolutional neural network with
parameters θ is required to distinguish which operation it is.
The entire loss function is as follows,
Lp = − 1
M
∑
r∈R
L(F (r(x); θ), r), (4)
where L is Cross Entropy. Take Rotation Prediction (Gi-
daris, Singh, and Komodakis 2018) task as an example, a
model is required to determine the rotation angle of an im-
age. In particular, given a video, we randomly choose rota-
tion degrees from set R {0◦, 90◦, 180◦, 270◦} and rotate all
frames with the same degree. For other pretext tasks, such as
the commonly used ST Puzzle(Kim, Cho, and Kweon 2019)
an Clip Order(Xu et al. 2019), the only difference from the
Rotation Prediction task is the definition of the set S.
Temporal-sensitive Background Erasing
By integrating our method into a pretext task, the final ob-
jective function becomes:
Ltbe = Lp + βLtcr, (5)
where β is a hyperparameter that controls the importance of
the regularization term. In our experiments, β is set to 1.
In order to verify the generalization ability of our method,
in this work, we explore three widely used pretext tasks, that
is, Rotation Prediction, ST Puzzle and Clip Order.
Experiments
Implementation Details
In this section, we use two well-known video datasets,
UCF101 and HMDB51. UCF101 is an action recognition
dataset of realistic action videos, collected from YouTube
with 13,320 videos of 101 action categories. HMDB51 is
collected from various sources and contains 6,849 clips of
51 action categories.
We use PyTorch (Paszke et al. 2017) to implement the
whole framework. In order to demonstrate the generality
of our work, we use C3D (Tran et al. 2015), R3D (Hara,
Kataoka, and Satoh 2018), R(2+1)D (Tran et al. 2018) and
I3D (Carreira and Zisserman 2017) as backbones. For each
model, the consistency regularization is performed before
the global average pooling layer. We provide complete im-
plementation details of each network in the Supplementary
material. Final results are obtained through the following
two steps:
Step 1: Self-supervised pre-training. We pre-train the net-
work using TBE on the split 1 of the UCF101 dataset. The
input clip consists of 16 frames and the temporal stride is
4 so that the adjacent frames have great visual difference.
The choice of the temporal stride is analysed in the Supple-
mentary material at Section 4. Specifically, for each clip, we
uniformly sample 16 frames with an interval of 4, and re-
size these frames to 112 × 112 spatially. We pre-train the
network for 50 epochs and adopt SGD as our optimizer with
momentum of 0.9 and weight decay of 5e-4. The learning
rate is initialized as 0.01 and decreases to 1/10 every 10
epochs. The γ for Background Erasing is experimentally set
to 0.3, and a larger value may result in excessive blur. More
experiments about γ are reported in supplementary.
Step 2: Supervised fine-tuning. After the pre-training
stage, we transfer the learned parameters to the downstream
task, i.e., action recognition, with the last fully connected
layer randomly initialized. During the fine-tuning and test-
ing stage, we follow the same protocol in (Xu et al. 2019) to
Method Backbone Pretrained UCF101(%) HMDB51(%)
Supervised
Random Init C3D - 60.5 21.2
ImageNet Supervised C3D ImageNet 67.1 28.5
Kinetics Supervised C3D Kinetics 96.8 74.5
Self-supervised
Shuffle & Learn (Misra, Zitnick, and Hebert 2016) [ECCV, 2016] AlexNet UCF101 50.2 18.1
VGAN (Vondrick, Pirsiavash, and Torralba 2016) [NeulPS, 2016] VGN UCF101 52.1 -
OPN (Lee et al. 2017) [ICCV, 2017] Caffe Net UCF101 56.3 22.1
Geometry (Gan et al. 2018) [CVPR, 2018] Flow Net UCF101 55.1 23.3
Rotation Prediction (Gidaris, Singh, and Komodakis 2018) C3D UCF101 62.5 25.6
Rotation Prediction + TBE C3D UCF101 66.4 (3.9↑) 29.2 (3.6↑)
Rotation Prediction + TBE C3D Kinetics 67.2 (4.7↑) 31.4 (5.8↑)
ST Puzzles (Kim, Cho, and Kweon 2019) [AAAI, 2019] C3D UCF101 60.6 28.3
ST Puzzles + TBE C3D UCF101 65.0 (4.4↑) 31.7 (3.4↑)
Clip Order (Xu et al. 2019) [CVPR, 2019] C3D UCF101 65.6 28.4
Clip Order + TBE C3D UCF101 70.4 (4.8↑) 34.8 (6.4↑)
Table 1: Adding TBE as a regularization term to the previous pretext-based self-supervised video representation learning meth-
ods. We report the top-1 accuracy (%) on the UCF101 and HMDB51. TBE can bring significant improvement over three
mainstream pretext tasks. Supervised methods are also listed for reference on the top of the table.
provide a fair comparison. We fine-tuned the network for 45
epochs and the optimizer is set the same as the pre-training
stage. The learning rate is initialized as 0.05 and decreases
to 1/10 every 10 epochs.
Comparison with State-of-the-arts
In this section, we integrate TBE into several pretext tasks to
verify the performance gains brought by TBE. Specifically,
we conduct experiments on three pretext tasks, Rotation Pre-
diction, ST Puzzles and Clip Order. In each video, 10 clips
are uniformly selected for prediction, and the final result of
the video is the average of 10 clip results. All the results
shown in Table 1 are averaged over 3 dataset splits. We also
report the result of the random initialized model and the re-
sult of the model pre-trained with all labels of ImageNet and
Kinetics in a supervised manner for reference. It can be ob-
served that TBE can bring prominent gains on three pretext
tasks under the same setting. With the Clip Order pretext,
TBE brings 4.8% improvement on the UCF101 dataset, and
6.4% improvement on the HMDB51 dataset.
Ablation Analysis
In this section, we conduct experiments to explore the ef-
fectiveness of different distracting video generation meth-
ods, different component of TBE and different backbones.
For simplicity, we employ Rotation Prediction pretext with
C3D backbone as the baseline, and all the experiments are
pre-trained on the split 1 of the UCF101 dataset.
Variants of Distracting Video Generation. One main op-
eration in the background erasing is to generate a distracting
video which has background noise, but the temporal seman-
tics is retained. In order to explore whether adding a static
frame is the most effective operation, we compare it with an-
other four common ways: (a).Gaussian Noise: add an iden-
Method Top-1 accuarcy (%)
Baseline 25.6
Gaussian Noise 25.9 (0.3↑)
Video Mixup 24.7 (0.9↓)
Video CutMix 25.2 (0.4↓)
Inter-Video Mixup 27.0 (1.4↑)
Intra-Video Mixup 28.2 (2.6↑)
Table 2: The results of different distracting video generation
methods on HMDB51 dataset with C3D backbone. Com-
pared to the baseline, Intra-Video Mixup can bring a 2.6%
improvement.
tical White Gaussian Noise on each frame. (b).Video Mixup
(Hongyi Zhang and Lopez-Paz 2018): interpolate two videos
frame by frame. (c).Video CutMix (Yun et al. 2019): ran-
domly replace one region of each frame with a patch from
another frame. (d).Inter-Video Mixup: randomly select one
frame from another video, and add this static frame as noise
to each frame of this video. (e).Our Intra-Video Mixup: ran-
domly select one frame from the video itself, and add this
static frame as noise to each frame of this video. The results
are shown in Table 2 and three observations can be obtained:
i. Video Mixup and Video CutMix perform worse than
the baseline. Notice that these two ways destroy the motion
pattern of the original video, which demonstrates the impor-
tance of keeping semantics consistency.
ii. Gaussian Noise, Inter-Video Mixup and Intra-Video
Mixup give positive improvement and are more suitable for
action modeling since all of them preserve the motion se-
mantics. Therefore, the idea of removing noise by adding
noise is effective, but it is essential to make sure the intro-
BE TI UCF101(%) HMDB51(%)
62.5 25.6
X 64.7 (2.2↑) 28.2 (2.6↑)
X 63.8 (1.3↑) 26.9 (1.3↑)
X X 66.4 (3.9↑) 29.2 (3.6↑)
Table 3: The effectiveness of each component of TBE on the
UCF101 and HMDB51. Both BE and TI can bring signifi-
cant improvements, and the combination will further boost
the performance.
Method UCF101(%) HMDB51(%)
C3D 62.5 25.6
C3D + TBE 66.4 (3.9↑) 29.2 (3.6↑)
R3D 60.6 25.3
R3D + TBE 63.2 (2.6↑) 30.4(5.1↑)
R(2+1)D 65.6 26.4
R(2+1)D + TBE 70.5(4.9↑) 31.9(5.5↑)
I3D 64.3 27.2
I3D + TBE 68.4(4.1↑) 32.2(5.0↑)
Table 4: Integrating TBE into three different network archi-
tectures all bring performance improvements.
duced noise does not affect the motion pattern.
iii. Interestingly, we find that Intra-Video Mixup leads to
1.2% improvement compared with the Inter-Video Mixup.
The only difference between them is the source of the static
frame, i.e., the former one is selected from the same video
that has a more similar background while the latter one is se-
lected from another video that has more discrepancy. In this
way, the generated distracting video is more natural. When
the convolutional neural network pulls the feature of the dis-
tracting video and the feature of the original video closer,
the model needs to suppress the background noise more in-
tensively to make the extracted feature more robust to the
background bias.
Effectiveness of BE and TI. In this part, we explore the ef-
fectiveness of each module in TBE. The results are reported
in Table 3 and we can make two conclusions:
i. Each component can bring performance improvements
on both HMDB and UCF101 benchmarks, indicating the ef-
fectiveness of these two components.
ii. Combining these two modules together can further
boost performance, bringing 3.9% improvement on the
UCF101 and 3.6% improvement on the HMDB51 compared
to the baseline.
In the following section, we will perform visual analysis
on BE and TI respectively.
Influence of backbone. We use 4 different backbones
to verify the proposed method: (a). C3D, (b). R3D, (c).
R(2+1)D, (d). I3D. The results are shown in Table 4, and
it can be seen that TBE can bring significant improvements
on the UCF101 and HMDB51 datasets with any backbone,
which indicates TBE has strong generalization and general-
ity.
Figure 4: Heatmap visualizations of HMDB51 samples. The
first column is the input, and the second column is the gra-
dient of the optical flow between adjacent frames, where
brighten regions are regions with stronger motions. The third
and the fourth column are visualization results of the model
attention trained using Rotation Prediction Pretext w/o and
w/ BE.
Visualization Analysis of the Background Erasing
In this part, we further investigate how BE can boost the
performance by visualizing the heatmaps with Class Acti-
vation Map (CAM) technique (Zhou et al. 2016) and the
feature embedding space with t-SNE(Maaten and Hinton
2008). Specifically, we compare the effect of merely using
the Rotation Prediction pretext with the effect of combining
Rotation Prediction pretext with BE. In the experiments we
adopt C3D as the backbone and pre-trained the network on
the split 1 of the UCF101 dataset.
Heatmap Visualization. Figure 4 compares the heatmaps of
some HMDB51 samples pre-trained using Rotation Predic-
tion pretext w/ and w/o BE. Specially, we select some videos
with significant movement of shape 3×16×224×224. Each
video is input to the network and the extracted feature rep-
resentations before global average pooling layer is of shape
512 × 4 × 4 × 4. Afterwards, we average the feature over
all the channels to get compressed representations of shape
4× 4× 4. Then we upsample the compressed features to the
original video with a size of 16×224×224, and mask these
heatmaps to the original videos, as is shown in 4. It can be
observed that the model focus more on motion areas after
pre-training with BE.
Feature Visualization. After pre-training with BE on the
UCF101, we use the learned model as a feature extractor
for feature visualization. In order to demonstrate the gen-
erality of the learned representations, we use videos from
another dataset, i.e., HMDB51 for verification. Specifically,
we randomly select ten classes from HMDB51 and show
the t-SNE visualization results in Figure 5. It is obvious that
after integrating BE into Rotation Prediction pretext, these
videos in the embedding space become more diverse after
pre-training and clusters better (red and green box) after
Figure 5: T-SNE visualization of feature embedding space.
After integrating BE into Rotation Prediction pretext, the
video features are more diverse after pre-training and are
easier to distinguish after fine-tuning on the downstream
task.
Figure 6: Visualization of temporal feature vector under
three settings. After introducing TI, the temporal symmetric
metric sym is very close to 1, which means that the network
has a strong temporal symmetry.
fine-tuning on the downstream action recognition task, mak-
ing videos more easily to be distinguished.
Visualization Analysis of the Temporal Inversion
In this experiment, we train three C3D networks under dif-
ferent configurations: (a). random initialization. (b). pre-
trained on the split 1 of UCF101 with Rotation Prediction
pretext in the self-supervised manner. (c). pre-trained on the
split 1 of UCF101 with Rotation Prediciton pretext com-
bined with TI to constrain the feature symmetry in the time
dimension. After pre-training, we further fine-tune these
three C3D models on the split 1 of the HMDB51.
We select some videos from the test set of HMDB51
and visualize the corresponding temporal feature vectors ex-
tracted by the three networks above. Specifically, we select
videos with aperiodic action and randomly crop them to the
shape of 3 × 64 × 224 × 224, where 64 is the number of
frames, 3 is the channel number and 224 is the scale of
height and width. The scale of the feature representation out-
put by the last convolutional layer before the global average
pooling is 512×8×4×4. Spatial global max pooling is per-
formed first and the average pooling along with all channels
is followed, yielding a compressed temporal feature vector
with a length of 8. Formally, we record the original video
sample as o and its reversed one as r, and the corresponding
temporal feature is fo and fr respectively.
In order to measure the temporal symmetric of the high-
level feature map between two videos, we define a measure-
ment named sym as follows:
sym(o, r) = 1−MSE(norm(fo), Reverse(norm(fr))),
(6)
where norm stands for normalization, Reverse flips the
feature vector in the temporal dimension, and MSE is the
mean square error. The stronger the symmetry of the model
is in the temporal dimension, the closer the sym is to 1.
The temporal feature vectors under three settings are all
visualized in Figure 6. Compared with the random initial-
ized model, we find the model pre-trained with Rotation Pre-
diction pretext predicts more temporal symmetric feature,
which indicates that solving the task of TI can enhance the
model’s temporal modeling ability. In addition, we can ob-
serve that after using TI to constrain the symmetry in time,
sym is very close to 1, this means these feature vectors are
highly symmetrical in time, as we expected.
Conclusion
In this paper, we propose a novel Temporal-sensitive Back-
ground Erasing (TBE) method for self-supervised learn-
ing. The proposed method minimizes the feature distance
between the sample and sample variation constructed by
Spatio-Temporal Transformation and Intra-Video Mixup.
The proposed method is evaluated using different CNN
backbones on two benchmark datasets. Experimental results
show that the proposed TBE can be used as a regularization
term with the current pretext tasks and outperforms existing
methods for action recognition notably.
Our future work will study how to make use of other ad-
vanced consistency learning methods in the self-supervised
setting. On the other hand, besides action recognition, we
will further develop self-supervised learning method based
on the proposed TBE on other video applications like spatio-
temporal action localization etc.
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