Unsupervised learning scheme like the self-organizing map (SOM) 
Introduction
Recently, there has been an increased interest in the application of hybrid Genetic Algorithms (GA) and artificial Neural Networks (NN) algorithm for pattern recognition [1] [2] [3] . The appeal of combining GA and NN paradigm arises from the expectation that GA might yield a systematic approach for an efficient search for 'optimal' nets in the large space of network structures. An optimal net is which with the highest fitness value during evolutionary generations. In GA paradigm, however, determine a fitness function for a NN isn't a simple task; it depends on the nature of both the problem to solve and the NN learning strategy.
NN can be classified as supervised or unsupervised learning. The supervised case requires [4] :  a sample of exemplar input feature vectors and an associated set of exemplar output target vectors.
 Selection of initial synaptic weight set.  Repetitive adjusting of current weights. Weights in both hidden and output layers are adjusted to define a correct mapping of input feature vectors to their output class identifiers. A correct mapping takes each sample input vector into an output vector which is closer to the target. This means that the On the Search of Organization Measures for a Kohonen Map. Case Study: Speech Signal Recognition Najet Arous, Noureddine Ellouze distance between the output vector and the target one must be very small for each input sample. This measure is used as a fitness value to evaluate supervised learning NN such as multi-layer perceptron, recurrent NN, radial basis function [5] … In the unsupervised case, however, no target output is specified. It consists in extracting useful features from input data and eliminating redundancy. The goal is to estimate feature variables from which observed data can be predicted. In this formulation, observed data is considered to be both input and target for learning process. Particularly, in the case of the self-organizing map (SOM) where map dynamics are given a priori by Kohonen learning rule [6] .
The non-existence of a teacher in the Kohonen learning algorithm, an organization process takes place with respect to training data. Therefore, ordering process induced by training is described by as 'self-organizing'. An organization process can be obviously detected by inspection of graphical representation of a Kohonen map. But obvious detection and mathematical quantification of organization process are different things, since in contrast to supervise learning methods there is no canonical organization measure; such a measure would determine how well data are being described by the net or at least it would provide some intrinsic organization information [7] .
As a canonical organization measure is lacking, this situation led to the construction of different organization measures for the state of a feature map.
In this paper, we restrict ourselves to the unsupervised NN: the SOM (known also as Kohonen map) and we investigate the best organized map when different organization measures act as fitness measures. These measures are obtained by evaluating Kohonen maps resulting from training process.
The basic idea of the present work is to propose an evolutionary learning of a SOM for speech signals. An evolutionary learning needs: a genetic representation (chromosome), a selection mechanism, genetic operators (such as crossover and mutation) and a fitness function.
The aim goal of this paper is to search for an organization measure for a SOM which will be used as a fitness value by an evolutionary algorithm such as GA.
In the following sections, we present the proposed SOM variant. Then, we propose different quantitative analysis to evaluate a Kohonen map with and without referring to data manifold. Thereafter, we present two criteria for transforming organization measures to fitness values. Finally, we illustrate experimental results of the application of the proposed organization measures on a Kohonen map trained on the macro-class of vowels of TIMIT speech corpus.
The self-organizing map variant
The self-organizing map output represents the result of a vector quantization algorithm that gives a fixed number of prototype vectors onto high-dimensional data sets in an ordered fashion. A mapping from a high dimensional data space ( n ) onto a two dimensional lattice of units is thereby defined. The topology of this mapping is described by: the map size, the lattice (hexagonal or rectangular) and the shape of the map grid (sheet, cylinder or toroïd).
Before training of the SOM, initial values are given to prototype vectors. Hence, a parametric prototype vector m i   n is associated to every unit i. An input vector x n is compared with all m i , in any metric; in practical applications, the smallest of the Euclidian distances is usually used to define the best-matching unit (BMU). The BMU is the unit whose prototype vector m i is closest to the input vector x determined by: ||x -m c || = min i {||x -m i ||},
where N is the number of map units and ||x -m i || is a distance measure between x and m i . Adjacent units are connected by a neighborhood relation which dictates the topology, or map structure. The SOM can be thought of as a net which is spread to data input. The SOM training algorithm moves prototype vectors so that they span across data input and so the map is organized [7] .
In sequential learning algorithm, the SOM is trained iteratively in time sequential manner. In each step, distances from prototype vectors of the current map and a randomly chosen input vector are calculated and BMU is found. After finding the BMU, his prototype vector is updated so that the BMU is moved closer to the current input vector. The BMU topological neighbours are also updated. This adaptation procedure stretches the BMU and its topological neighbours towards the sample vector. The Kohonen update rule for the prototype vector of the unit i in the BMU neighbourhood is:
where x(t) is the input vector randomly drawn from input data set at time t, h ci (t) is the neighbourhood kernel around the winner unit c and (t) is the learning rate at time t. The neighbourhood kernel is a non-increasing function of time and of the distance of the unit i from the winner unit c (Figure 1 ). It defines the influence region that the input sample has on the map [8] [9] [10] .
Figure 1. Adaptation of BMU and its topological neighbors towards an input vector
After convergence, map units can be labelled by inputting entries again and assigning labels to the winner units. Some units in the map there upon remain unlabeled.
If the SOM is used for entries classification, for each of which there are several random samples available, the problem is to divide the SOM area onto no overlapping regions, each of which correspond to a class. In other words, each map unit is assigned the most probable class label which is determined by first labelling map units using all available input samples, and then carrying out a majority voting over labels at each map unit. In the case of a tie, a random choice between the winners is performed, or some secondary consideration is applied. By this way, a classification decision of a test sample vector presented to a Kohonen map is the label of the BMU unit. This strategy penalizes the existence of other classes inside the selected unit [11] .
In fact, during the training process a unit may be visited by different classes each of which with some frequency activation. That is, a prototype vector represents a class by a probability. For these reasons, we propose a new variant of the SOM in order to provide a way to divide a unit in different regions each of which is proportional to frequency activation of a class. This is proposed in the objective to improve classification accuracy.
By this way, during the training phase, when a sample input vector is attributed to a BMU unit, we save its corresponding vector, its label and we update its frequency activation. Each unit of the proposed SOM variant is determined by:
 A general centroid prototype vector (GCPV): determined by means of the Kohonen update rule (2) .
 Information relating to each phoneme class attributed to a unit: a mean prototype vector (MPV), a label and frequency activation.
Organization measures
The SOM organization measures can be quantitative or qualitative [7] :
 For SOM quantitative analysis we use three measure tools which are: the resolution measure [12] , the topology preservation [13] and the distortion measure [9] .  For SOM qualitative analysis we use visual inspection of a map, which can be either U-matrix or labelled map or twice.
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Quantitative analysis
The quality of the SOM is usually evaluated based on its resolution and on how well the map preserves the topology of the data set. As the SOM quantizes and projects the data on a map, the quantization error measures the quantization quality, and the topological error measures the projection quality.
The use of a quantitative measure depends on what we want to do. If we are interested in quantization, we use the quantization error. If we are interested in projection, we use topographic error. If we want to optimize over both, we use the distortion measure. We should note that these measures are data dependent, that is, the quality of the map is measured in terms of the training data.
Generally, these measures give best values when the map has over fitted the training data.
To estimate the quality of a SOM, it is important to see that a Kohonen map is of good quality only if both principals of vector quantization and topology conservation are sufficiently respected.
Vector quantization quality
The quality of a set of prototype vectors obtained by vector quantization is basically related to their ability to represent each point of an initial distribution with a minimal error.
Hence, a possible measure of vector quantization quality of a Kohonen map is the quantization error defined as follows:
where E q is the mean distance between each point of initial distribution and its representing prototype vector.
Daniel in his simulations [13] uses an estimate for the mean quantization error, calculated by the following equation: 
Topology conservation quality
A measure of a mapping called the topographic error E t is obtained, when the emphasis is shifted from the adjacency of receptive fields towards the proportion of sample vectors that indicate a local discontinuity of a mapping.
Given a sample vector x, let us denote its nearest prototype vector with m i and its second nearest prototype vector with m j . If corresponding units n i and n j are adjacent, the mapping is locally continuous; if they are not adjacent, there is a local discontinuity, or a local topographic error [13] . The topographic error E t for the whole mapping is then obtained by summing up the number of local topographic errors for all sample vectors and normalizing: 
Distortion error
The distortion measure is defined as:
where m i is the i th prototype vector of a Kohonen map, x q is the q th data vector, and h(.,.) is the neighbourhood function.
One should nevertheless notes that these characterizations are purely geometrical and restricted to evaluate a current map without referring to data manifold. On condition that the SOM is an appropriate model for a given data manifold, different approaches to quantify SOM organization with respect to a given data manifold will be given in the next section.
Entropy measure
By using appropriate information like an entropy measure for the SOM, we can hope obtain further tools characterizing state of a feature map. To be able to do this, one should note that the SOM activation process can be considered as a transmission mechanism of the information between the input and the output spaces.
 Unit entropy Unit entropy attains its maximum when activation probability is the same for all units. Maximum entropy means that quantization of input space takes place in a best possible way. Simple unit entropy does not know anything about geometrical properties of a Kohonen map embedding in the input space.
Unit entropy is calculated as follows:
where p i is the activation probability of the i th unit. To enable easier comparison with other measures we define unit entropy measure M UE to be the normalized unit entropy: M is a normalized factor and j i p is the activation probability of class j in unit i.
 Combined entropy-distortion measure
Such organization measure integrates a measure with respect to data manifold (entropy measure) and a measure without respect to data manifold (distortion measure). The proposed combined entropydistortion measure is calculated by:
is a normalized factor, dm i is the distortion measure of the unit i and p i is the activation probability of the unit i.
This measure M CED does not take into account the existence of different classes inside a unit. For this reason, we propose a detailed combined measure as described in the next paragraph. 
 Detailed combined entropy-distortion measure
To beneficiate from extra information describing a map unit, we propose a detailed combined entropy-distortion measure. This measure is the sum of detailed entropy weighted by its distortion measure for each unit i. It is calculated by this formula:
is a normalized factor, j i p is the activation probability of the j th class of the i th unit and dm i is the distortion measure of unit i.
Visual inspection of a map
A possible way of visual inspection of a map consists on projecting training data as an U-matrix i.e.: unified distance matrix. The U-matrix represents distances between neighbouring map units. It shows then the cluster structure of the map: high values of the U-matrix mean large distance between neighbouring map units and by this way indicate cluster borders. Then, clusters are uniform areas of low values in image representation form.
When the training data are labelled we can generate labelled map using modal value in the unit. The latter provides a simple way to learn different kind of data samples that have been visited by each map unit and also their activation frequency (Figure 2 ). 
Fitness calculation
The proposed organization measures Org m (E q , E qm , E t , E d , M CED , M DCED ) can be used as a criterion for an optimal mapping. According to corresponding cost formulation, the map with the smallest Org m value is the best one. Therefore, we transform the smallest organization measure to the highest fitness value in two different ways: 
Results
In this section, we evaluate and compare the described and the proposed organization measures of a Kohonen map on the maco-class of vowels of TIMIT speech corpus, which contains: /iy/, /ih/, /eh/, /ey/, /ae/, /aa/, /aw/, /ay/, /ah/, /ao/, /oy/, /ow/, /uh/, /uw/,/ux/, /er/, /ax/, /ix/, /axr/ and /ax-h/.
Speech utterance was sampled at a sampling rate of 16 KHz using 16 bits quantization. Speech frames are filtered by a first order filter. After the pre-emphasis, speech data consists of a large amount of samples that present the original utterance. Windowing is introduced to effectively process these samples. This is done by regrouping speech data into several frames. A 256 sample window that could capture 16 ms of speech information is used. To prevent information lost during the process, an overlapping factor of 50% is introduced between adjacent frames.
Thereafter, mel frequency cepstral analysis was applied to extract 12 mel cepstrum coefficients (MFCC).
Among all parameterization methods, the cepstrum has been shown to be favourable in speech recognition and is widely used in many automatic speech recognition systems [4] [5] . The cepstrum is defined as the inverse Fourier transform of the logarithm of the short-term power spectrum of the signal. The use of a logarithmic function permits us to deconvolve the vocal tract transfer function and the voice source. Consequently, the pulse sequence originating from the periodic voice source reappears in the cepstrum as a strong peak in the 'quefrency' domain. The derived cepstral coefficients are commonly used to describe the short-term spectral envelope of a speech signal. The advantage of using such coefficients is that they induce a data compression of each speech spectral vector while maintaining the pertinent information it contains. Davis and Mermelstein in [14] introduced the use of the mel-scale in the derivation of cepstral coefficients. The mel-scale is a mapping from a linear to a nonlinear frequency scale based on human auditory perception. It is proved that such a scale increases significantly the performance of speech recognition systems in comparison with the traditional linear scale. The computation of MFCCs requires the selection of M critical bandpass filters. To obtain the MFCCs, a discrete cosine transform, is applied to the output of M filters. These filters are triangular and cover the 156 − 6844 Hz frequency range; they are spaced on the mel-frequency scale. This scale is logarithmic above 1 kHz and linear below this frequency. These filters are applied to the log of the magnitude spectrum of the signal, which is estimated on a short-time basis.
The implemented SOM is trained by presenting 12 input values from all frames of each phoneme. The SOM is trained for 10xlength data set iterations using a data set corresponding to 13669 sample vectors. The learning rate decreases linearly from 0.99 to 0.02. The radius width decrease also linearly from half diameter of the lattice to one. Neural lattice was bi-dimensional. Three experiments were (12) (13) On the Search of Organization Measures for a Kohonen Map. Case Study: Speech Signal Recognition Najet Arous, Noureddine Ellouze conducted. In the first, the map size is 10x20, in the second, the map size is 20x20 and in the last experiment the map size is 40x40. In this section, the proposed organization and entropy based measures introduced above will be applied to Kohonen maps differing between by their map sizes. Table 1 shows a comparison of different organization measures applied to 3 maps. We note that, generally for some quantitative measures more the organization measure is small best is classification rate. We should note also that these organization measures vary in an inverse sense of map size.
Experimental results show that the quantization error E q and the topographic error E t have not a good estimation of SOM quality since their values are very near and aren't representative according to their classification rates. In this context, we suggest to use the mean quantization error E qm or the distortion error E d as an organization measure which doesn't take into consideration data manifold. II, we note that it is difficult to know whether an E t value indicates that nearly all neighbourhoods contain short-range topographic errors, or that in certain few points there is a large discontinuity spanning over the whole map. By this way, E q and E t don't provide a good estimation of SOM quality since their values are very near and aren't representative according to their classification rates. In this context, we suggest to use E qm or E d as an organization measure which don't take into consideration data manifold.
On these measures (E qm and E d ) and weighted entropy-distortion measures (M CED and M DCED ), if we apply fitness criteria 1 or fitness criteria 2 we can obtain a fitness value of a map. From Table 2 , we note that neuron entropy M NE varies in the same sense as classification rate and map size. This measure can be used directly as a fitness value of a map. Figure 7 and Figure 8 show fitness values for different map sizes. These fitness values are obtained by applying fitness criteria 1 for different values of constant C (C = 100 for Figure 7 and C = 1 for Figure  8 ). We note that these values depend on the constant C. For this reason, we must choose C in function of what we want to optimize. Also, we should note that fitness function vary in the same sense as classification rates and map size. For example, if we are interested in quantification we choose C = 100 as shown in Figure 1 and if we are interested in map topology we choose C = 1 as shown in Figure 8 . 
Conclusion
In this paper, we have study learning quality of an unsupervised learning neural network, the self organizing map. The quality of the resulting maps are evaluated by different quantitative analysis some of them are restricted to evaluate a map without respect to data manifold (E q , E d , E qm and E t ) others quantify map organization with respect to data manifold (M UE and M DUE ). Also, combined organization measures have been proposed (M CED and M DCED ).
We have evaluated the proposed organization measures on a Kohonen map integrating information enrichment principal trained on the vowels macro-class of TIMIT speech corpus. These maps are subject to a quality test, which serves as a fitness function to be employed by an evolutionary algorithm. We note also that the unit entropy measure M UE varies in the same sense as the classification rate and the map size. The proposed combined organization measures provide more significant values according to map sizes. We should note that fitness measures and classification rates vary in the same sense of the map size.
As a previous work, we suggest hybridize the Kohonen map with genetic algorithms and we propose a hierarchical structure for phoneme classification.
