We give a constructive proof of the fact that finitely generated projective modules over a polynomial ring with coefficients in a Prüfer domain R with Krull dimension ≤ 1 are extended from R. In particular, we obtain constructively that finitely generated projective R[X 1 , . . . , X n ]-modules, where R is a Bezout domain with Krull dimension ≤ 1, are free. Our proof is essentially based on a dynamical method for decreasing the Krull dimension and a constructive rereading of the original proof given by Maroscia and Brewer&Costa. Moreover, we obtain a simple constructive proof of a result due to Lequain and Simis stating that finitely generated modules over R[X 1 , . . . , X n ], n ≥ 2, are extended from R if and only if this holds for n = 1, where R is an arithmetical ring with finite Krull dimension.
Introduction
In 1955, J.-P. Serre remarked [16] that it was not known whether there exist finitely generated projective modules over A = K[X 1 , . . . , X n ], K a field, which are not free. This remark turned into the "Serre conjecture", stating that indeed there were no such modules. Proven independently by D. Quillen [15] and A. A. Suslin [18] , it became subsequently known as the Quillen-Suslin theorem. The book of Lam [7] is a nice exposition about Serre's conjecture. The idea of Quillen's proof is to use the fact that if a finitely generated projective R[X]-module is free when tensored by R X , the localization of R[X] at monic polynomials, then it is free. Thus, if P is a class of rings closed under the formation of R X and such that, over any R in P, finitely generated projective module are free, then finitely generated projective modules are free over R [X] , for any R in P. An easy induction yields that finitely generated projective modules over R[X 1 , . . . , X n ] are free for R in P. Consequently a lot of mathematicians have been interested in the ring R X especially to the question when R X is a Prüfer domain. In [1, 13] , Maroscia and Brewer&Costa generalized the Quillen-Suslin theorem to Prüfer domains with Krull dimension ≤ 1 as follows:
Theorem If R is a Prüfer domain with Krull dimension ≤ 1, then each finitely generated projective module over the ring R[X 1 , . . . , X n ] is extended. In particular, if R is a Bezout domain with Krull dimension ≤ 1, then each finitely generated projective module over R[X 1 , . . . , X n ] is free. This result was an outstanding generalization of the Quillen-Suslin theorem since it is Noetherianfree. The restriction to Prüfer domains with Krull dimension ≤ 1 is due to the fact that R X is a Prüfer domain if and only if R is a Prüfer domain with Krull dimension ≤ 1.
It is worth pointing out that Lombardi, Quitté and Yengui [12] have obtained a constructive proof of this same result. Our goal is to obtain a simplified proof of the theorem of Maroscia and Brewer&Costa using the same philosophy as in [12] but adding a technical lemma which enables us to decrease dynamically the Krull dimension and thus brings a significant simplification of the proof given in [12] .
In [8] , Lequain and Simis obtained a stronger theorem with the same conclusion but without the Krull dimension condition. Namely, they proved that for any Prüfer domain R, all finitely generated projective module over the ring R[X 1 , . . . , X n ], n ≥ 2, are extended from R if and only if this holds for n = 1. Coupled with a result by Simis and Vasconcelos [17] asserting that over a valuation ring V, all projective V[X]-modules are free, they obtain that for any Prüfer domain R, all finitely generated projective R[X 1 , . . . , X n ]-module are extended from R.
Lequain and Simis put considerable effort for proving this marvellous theorem and they used some quite complicated technical steps. One challenge was to extend this result to arithmetical rings (rings which are locally valuation rings) using only constructive reasoning, that is, to obtain a constructive proof of Lequain-Simis result without supposing that the basic ring R is integral.
In this paper, we give a simple constructive proof of this result based on one "important" property satisfied by the ring R X when R is an arithmetical ring. Namely, we prove that for any arithmetical ring R with Krull dimension ≤ d, the ring R X "dynamically behaves like a valuation ring or a localization of a polynomial ring over an arithmetical ring with Krull dimension ≤ d − 1" as will be explained later. The dynamical method is for example explained in [3, 10] and has been used successfully in [19] .
In order to obtain a complete constructive proof of Lequain-Simis-Vasconcelos theorem, we should need two more things. First, a constructive argument allowing to drop the finiteness condition on the Krull dimension, as done in [8] (within classical mathematics). Second, a constructive proof of Simis&Vasconcelos theorem [17] asserting that over a valuation ring V, all projective V[X]-modules are free.
In order to avoid repetition, we assume that the reader have a copy of [12] in hands.
The undefined terminology is standard as in [6, 7] , and, for constructive algebra in [14] .
1 Constructive preliminaries
Some constructive definitions
If S is a multiplicative subset of a ring R, the localization of R at S is the ring S −1 R = { x s , x ∈ R, s ∈ S} in which the elements of S are forced into being invertible. For x 1 , . . . , x r ∈ R, M(x 1 , . . . , x r ) will denote the multiplicative subset of R generated by x 1 , . . . , x r , that is,
The localization of R at M(x 1 , . . . , x r ) is the same one as the localization at M(x 1 · · · x r ). If x ∈ R, the localization of R at the multiplicative subset M(x) will be denoted by R x . Definition 1.1 (Comaximal multiplicative subsets [5] ) If S 1 , . . . , S k are multiplicative subsets of R, we say that S 1 , . . . , S k are comaximal if [5] ) A ring R (not necessarily integral) is said to be an arithmetical ring if for any x 1 , x 2 ∈ R there exist u, v, w ∈ R solutions of the following system
Thus, x 1 divides x 2 in the ring R u and x 2 divides x 1 in the ring R 1−u , where the multiplicative subsets M(u) and M(1 − u) are obviously comaximal. This is not surprising, since we know that if we localize an arithmetical ring at a prime ideal we find a valuation ring (a ring in which all elements are comparable under division).
The following fact is easy; Fact 1.3 A ring R is arithmetical if and only for all x 1 , x 2 ∈ R there exist comaximal multiplicative subsets S 1 , . . . , S n in R such that in each localization
An arithmetical integral ring is also called a Prüfer domain.
Dynamical evaluation of an arithmetical ring as a valuation domain
In classical reasonings it is often allowed to derive results for arithmetical rings from the same results obtained for valuation domain, using a so called "local global principle". Now we explain how to manage this argument in a constructive way. Recall that the Jacobson radical of a ring R can be defined constructively as
The proof given in the case of a valuation domain V uses the following disjunction principle:
When rereading dynamically the proof for the case of an arithmetical ring, we are going to explain that we can open branches with comaximal localizations that mimic the disjunction.
More precisely, in order to well understand what happens we recall the definition of a finite potential prime ideal in a ring R (idealistic primes in [2] ). This is a pair P = (I; U ) = (a 1 , . . . , a n ; u 1 , . . . u m ) of finite sequences of elements in R. To such a potential prime is associated the multiplicative subset
In the ring S(P) −1 R, denoted as R P , a 1 , . . . , a n are in the Jacobson radical, and u 1 , . . . u m are invertible.
Moreover we have the following easy and crucial lemma.
Lemma 1.5 If P 1 , . . . , P m are finite potential prime ideals defining comaximal localizations of the ring R, if moreover P 1 = (I; U ) and x ∈ R, let us define P 1 = (I, x; U ) and P 1 = (I; x, U ). Then P 1 , P 1 , P 2 , . . . , P m are finite potential prime ideals defining comaximal localizations of the ring R.
Let us now consider two elements a, b in an arithmetical ring R. There exist u, v, u , v ∈ R such that ua = vb, u b = v a, u + u = 1.
The potential primes (0; u) and (0; u ) define comaximal localizations. It follows that the potential primes (v; u), (0; uv), (0; u v ) and (v ; u ) define comaximal localizations. In the first one we get a = yb with y in the Jacobson radical, in the two second ones we get a = xb with x a unit and in the last one we get b = za with z in the Jacobson radical. A similar thing happens when P 1 , . . . , P m are finite potential prime ideals defining comaximal localizations of the arithmetical ring R. If P 1 = (I; U ) then the potential primes (I, v; u, U ), (I; uv, U ), (I; u v , U ), (I, v ; u , U ), P 2 , . . . , P m define comaximal localizations of the ring R. In the first one we get a = yb with y in the Jacobson radical, in the two second ones we get a = xb with x a unit and in the 4-th one we get b = za with z in the Jacobson radical.
The patchings of Quillen and Vaserstein
We give here a detailed constructive proof of the Quillen's patching. This is essentially written up from [6] . The localization at maximal ideals is replaced by localization at comaximal multiplicative subsets.
In [12] the constructive Quillen's patching (Concrete Local-Global Principle 4) is given with only a sketch of proof. Lemma 1.6 Let S be a multiplicative subset of a ring R and consider three matrices A 1 , A 2 , A 3 with entries in R[X] such that the product A 1 A 2 has the same size as
Proof All the coefficients of the matrix A 1 A 2 −A 3 are multiple of X and become zero after localization at S. Thus, there exists s ∈ S annihilating all of them. Write
2 Lemma 1.7 Let S be a multiplicative subset of a ring R and consider a matrix C(X) ∈ GL r (R S [X]). Then there exists s ∈ S and U (X, Y ) ∈ GL r (R[X, Y ]) such that U (X, 0) = I r , and, over
Proof Set E(X, Y ) = C(X + Y )C(X) −1 and denote F (X, Y ) the inverse of E(X, Y ). We have E(X, 0) = I r and thus E(X, Y ) = I r + E 1 (X)Y + · · · + E k (X)Y k . For some s 1 ∈ S, the s j 1 E j can be written without denominators and thus we obtain a matrix E (X, Y ) ∈ R[X, Y ] r×r such that E (X, 0) = I r , and, over R S [X, Y ], E (X, Y ) = E(X, s 1 Y ). We do the same with F (we can choose the same s 1 ). Hence we obtain E (X, Y )F (X, Y ) = I r in R S [X, Y ] r×r and E (X, 0)F (X, 0) = I r . Applying Lemma 1.6 in which we replace X by Y and R by R[X], we obtain s 2 ∈ S such that E (X, s 2 Y )F (X, s 2 Y ) = I r . Taking U = E (X, s 2 Y ) and s = s 1 s 2 , we obtain the desired result. 
Applying Lemma 1.7, we find
Applying Lemma 1.6 (as in Lemma 1.7), we get
The desired result is obtained by taking s = s 1 s 2 .Theorem 1.9 (Vaserstein) Let M be a matrix in R[X] and consider S 1 , . . . , S n comaximal multiplicative subsets of R. Then M (X) and M (0) are equivalent over R[X] if and only if, for each 1 ≤ i ≤ n, they are equivalent over
Proof It is easy to see that the set of s ∈ R such that M (X + sY ) is equivalent to M (X) is an ideal of R. Applying lemma 1.8, this ideal meets S i for each 1 ≤ i ≤ n, and thus contains 1. This means that M (X + Y ) is equivalent to M (X). To finish, just take X = 0. 2 Theorem 1.10 (Quillen's patching) Let P be a finitely presented module over R[X] and consider S 1 , . . . , S n comaximal multiplicative subsets of R. Then P is extended from R if and only if for each
Proof This is a corollary of the previous theorem since the isomorphism between P (X) and P (0) is nothing but the equivalence of two matrices A(X) and A(0) constructed from a relation matrix M ∈ R q×m of P Coker M (see [6] ):
Horrocks' theorem
Local Horrocks' theorem is the following result.
Theorem 1.11
If R is a local ring and P a finitely generated projective module over R[X] which is free over R X , then it is free over R[X] (thus extended from R).
The detailed proof given by Kunz [6] is elementary and constructive, except Lemma 3.13 whose proof is abstract since it uses maximal ideals. In fact this lemma asserts if P is a projective module over R[X] which becomes free of rank k over R X , then its k-th Fitting ideal equals 1 . This result has the following elementary constructive proof.
is isomorphic to R X m+k over R X with Q 1 isomorphic to R X m over R X . So we may assume P ImF , where G = I n − F ∈ R n×n is an idempotent matrix, similar to a standard projection matrix of rank n − k over R X . We deduce that det(I n + T G) = (1 + T ) n−k over R X . This remains true over R [X] , so the sum of all n − k principal minors of G equal 1. Hence we conclude by noticing that G is a relation matrix for P . For more details see e.g., [11] .
The global version is the following one. Theorem 1.12 Let S be the multiplicative set of monics in R[X], R an arbitrary commutative ring. If P is a finitely generated projective module over R[X] such that P S is extended from R, then P is extended from R. Sketch of proof. Apply the proof of Theorem 1.11 dynamically in order to mimic the case where R is a local ring. You get a set of comaximal finite potential primes, (P i ) i∈J of R such that each P P i is extended from R P i . Conclude with the Quillen's patching.
2 NB: when we evaluate dynamically a ring as a local ring, we have to mimic the disjunction used in the constructive proof of Theorem 1.11 for a local ring:
This works by using Lemma 1.5 (as for the disjunction (1) in the arithmetical case). For more details see [10, 12] .
1.5 Projective modules over R[X 1 , . . . , X n ], R a zero-dimensional ring Let P be a finitely generated projective module of constant rank over R[X 1 , . . . , X n ], where R is a zero-dimensional ring, given as the image of an idempotent matrix M with entries in R[X 1 , . . . , X n ]. We want to prove constructively that P is free. It is easy to see that, since in any ring: nilpotent + unit = unit, we can suppose that R is reduced. Finally the constructive Quillen-Suslin theorem for reduced zero-dimensional rings can be easily deduced from the constructive Quillen-Suslin theorem for fields using the "constructive elementary local-global machinery" described by C. Quitté and H. Lombardi in [11] (more precisely, in the section about zero-dimensional rings in Chapter 3).
Brewer&Costa-Maroscia Theorem
In this section we give a simplified constructive proof for the following result, which is useful for proving the Brewer&Costa-Maroscia Theorem.
Theorem 2.1 If R is a reduced arithmetical ring with dim R ≤ 1 then R X is an arithmetical ring.
Proof We may assume that S i is saturated (i.e., xy ∈ S i implies x, y ∈ S i ). Let f i (X) be a monic polynomial
Proof Let m denote the Jacobson radical of V. We use the characterization of arithmetical rings given in Fact 1.3. Let f, g ∈ V[X]. Using repeatedly the disjunction (1) we can write f and g as follows:
Since V is a valuation ring, we can suppose that a divides b. Now we open two branches: we localize V X at the comaximal multiplicative subsets generated by cF + u and c:
On the first hand, in V X cF +u everything's great, f divides g (in short, f /g).
On the other hand, the ring V X c is nothing but a localization of V c [X]. But since dim V ≤ 1 and c ∈ m we infer that dim V c ≤ 0 and thus V c is the field of fractions of V, say K. It follows that V X c is a localization of the polynomial ring K[X]. Now we can finish the proof using the fact that K[X] is a Bezout ring. In more details:
To sum up, we obtain the following dynamical tree:
Proof of Thorem 2.1 We give this proof mainly as a concrete explanation of the dynamical method. Let f, g ∈ R[X]. We use the characterization of arithmetical rings given in Fact 1.3. Using localizations R i of R at comaximal multiplicative sets S(P i ) that mimic the disjunction (1), as explained in Section 1.2, we can write f and g as follows:
. Now it is sufficient to finish the proof dropping the index i (this is legitimated by Fact 1.3 and Lemma 2.2). We open two branches: we localize R X at the comaximal multiplicative subsets generated by cF + u and c:
On the first hand, in R X cF +u , f divides g. On the other hand, the ring R X c is nothing but a localization of R c [X]. But since dim R ≤ 1 and c ∈ Rad(R) we infer that dim R c ≤ 0. It follows that R X c is a localization of the polynomial ring
. Now we can finish the proof using the fact that R c [X] is a Bezout ring, since R c is reduced and zero-dimensional (for details see [11] ). So we can write in
3 Lequain&Simis Theorem 
S where P i is a finite potential prime and
Proof This is done in (the first part of) the proof of Theorem 2.1. This works with Lemma 2.2 and the explanations given in Section 1.
2
Now we give a constructive proof of our main theorem generalizing the result of Lequain and Simis to arithmetical rings (the proof given by Lequain and Simis for Prüfer domains is not constructive).
Theorem 3.2 (Lequain&Simis)
For any finite-dimensional arithmetical ring R, all finitely generated projective R[X 1 , . . . , X n ]-modules, n ≥ 2, are extended from R if and only if all finitely generated projective R[X 1 ]-modules are extended from R.
Proof "⇒" Straightforward. "⇐" Since we have a constructive Quillen's patching theorem, we can use the same dynamical trick as for the proof of Theorem 2.1.
We reason by double induction on the number n of variables and the Krull dimension of the basic ring R. Of course, for the initialization of the induction there is no problem since if n = 1 there is nothing to prove and over polynomial rings over zero-dimensional rings (see 1.5) the result is true constructively. We assume that the construction is given for arithmetical rings of dimension ≤ d and for any number of variables. Then we consider an arithmetical ring of dimension ≤ d + 1 and we give the proof by induction on n. Let P be a finitely generated projective R[X 1 , . . . , X n , Y ]-module. It can be seen as the cokernel of a presentation matrix M = M (X 1 , . . . , X n , Y ) with entries in R[X 1 , . . . , X n , Y ]. Let A(X 1 , . . . , X n , Y ) the associated enlarged matrix (as in the proof of Theorem 1.10). Proving that P is extended from R[Y ] is nothing else than constructing invertible matrices Q and R such that QA = A(0, . . . , 0, Y )R. Using the induction hypothesis over n, we try to reduce dynamically M over R Y [X 1 , . . . , X n ] as if R Y was a valuation ring, with the meaning that the disjunction (1) is available. For doing this job we use repeatedly Theorem 3.1. This will produce a lot of comaximal localizations of type R Y M i . For some of these localizations R Y M i behaves like a valuation ring, and the construction for the case of n variables works, so we get a convenient reduction (Q i , R i ) at the corresponding leaves of the tree. The other localizations are localizations of R P i [X] where R P i is an arithmetical ring of dimension ≤ d. The construction for the case of dimension ≤ d and n + 1 variables works, so we get a convenient reduction (Q i , R i ) at the corresponding leaves of the tree. By applying the Vaserstein's patching (Theorem 1.9) we get that P S is extended from R Y , where This proof will give an algorithm under the following precise hypotheses:
• the ring R is arithmetic and of Krull dimesion ≤ 1 in an explicite way (Definitions 1.2 and 1.4),
• we have an algorithm for the Simis&Vasconcelos Theorem.
