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Résumé
L’ émergence de nombreuses sources de données ouvertes (Open Data) a encouragé lacommunauté scientifique ainsi que les entreprises à développer des outils permettant
leur exploitation. En effet, les données statistiques présentes dans les Open Data constituent
très souvent des informations précieuses dans un système d’aide à la décision. L’intégration
de ces données dans un entrepôt, qui constitue l’espace de stockage d’un système décision-
nel, se fait à travers des processus d’Extraction, Transformation et Loading (ETL). Ceux-ci
demandent une expertise et s’avèrent également chronophage ce qui ralentit la mise en place
d’un entrepôt de données. A l’ère de l’information décisionnelle ouverte (Open BI ou self-
service BI), les utilisateurs souhaitent de plus en plus intégrer et analyser eux-mêmes les
données sans l’aide d’experts. Les processus ETL classiques sont ainsi remis en cause.
Pour intégrer les données ouvertes, les processus ETL font face à plusieurs problèmes :
– Les données ouvertes sont très hétérogènes structurellement et sont très souvent pré-
sentées sous forme tabulaire, représentation visuelle très utilisée.
– Les sources tabulaires n’ont pas de schémas, ce qui remet en cause l’approche classique
des ETL où le schéma des sources est toujours disponible.
– Les données ouvertes sont rarement significatives individuellement ; il est générale-
ment plus intéressant de croiser plusieurs sources.
– Les données ouvertes sont dispersées et proviennent de plusieurs fournisseurs, ce qui
aboutit à une forte hétérogénéité sémantique en particulier dans les vocabulaires uti-
lisés.
Pour répondre à ces problématiques, nous proposons une démarche ETL permettant
d’automatiser le plus possible l’entreposage des données ouvertes tabulaires. Cette dé-
marche comprend trois étapes basées sur une représentation commune des données en
graphes.
La première étape permet de découvrir le contenu des sources tabulaires et l’extraction
de leurs schémas. Nous définissons un modèle de représentation des données tabulaires sur
lequel nous nous appuyons pour la détection et l’annotation automatique des composants.
Nous nous sommes également focalisés sur la découverte de relations hiérarchiques entre
les données pour faciliter l’obtention de hiérarchies dans le schéma multidimensionnel de
l’entrepôt. Nos propositions permettent de remédier au problème d’hétérogénéité structu-
relle et d’absence de schéma grâce à un modèle de tableau commun et générique. A l’issue
de cette étape chaque source de données ouvertes est modélisée par un graphe annoté.
La deuxième étape consiste à intégrer simultanément et automatiquement plusieurs
graphes. Cette intégration simultanée, appelée intégration holistique, automatise la phase
de transformation des données dans le processus ETL. Nous proposons une nouvelle modé-
lisation, sous la forme d’un programme linéaire, qui permet d’inférer plusieurs contraintes
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sur la structure des graphes et sur le type de correspondances recherchées. Nous répon-
dons au problème d’hétérogénéité sémantique en combinant plusieurs mesures de simila-
rité. Notre modèle met l’accent sur la structure hiérarchique des graphes intégrés afin de
préparer et faciliter la découverte de schémas multidimensionnels de l’entrepôt.
La troisième étape permet de définir le schéma multidimensionnel pour l’alimentation
d’un entrepôt de données. Parallèlement le graphe intégré est augmenté par des annotations
multidimensionnelles.
Pour valider nos propositions, nous avons développé un prototype couvrant chaque
étape et nous avons évalué expérimentalement l’efficacité de ces propositions. La détec-
tion du contenu des tableaux a été évaluée sur des données ouvertes disponibles sur
data.gouv.fr et la proposition d’intégration holistique a été évaluée sur la qualité des cor-
respondances en l’appliquant sur deux bancs d’essais de référence [Melnik et al., 2002]
[Duchateau et Bellahsene, 2014].
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Abstract
THE emergence of several Open Data, rich in information, urges the scientific commu-nity as well as corporates to develop tools allowing their exploitation. The statistics
present into tabular Open Data are very useful for decision support systems (DSS). Their
integration in a data warehouse, which is the storage space in DSS, is achieved through Ex-
traction, Transformation and Loading (ETL) processes. These later require an expertise and
turn out expensive, what slows down the implementation of data warehouses. In the ear of
open business intelligence (Open BI or Self-service BI), users expect to integrate and analyse
themselves data without experts assistance, hence classical ETL processes are called into
question.
ETL processes have to deal with several problems spanned by the integration of tabular
Open Data :
– Open Data are structurally heterogeneous and they are often presented in tables.
– Tabular Open Data lack schemes, which shakes classical ETL processes where schemes
are always available.
– Open Data are rarely significant individually so it is more interesting to cross several
sources.
– Open Data are scattered over several suppliers leading to a highly semantic heteroge-
neity.
To meet these issues, we propose a new ETL approach automating as much as possible
the warehousing of tabular Open Data. This approach encompasses three steps based on a
common representation of data in graphs.
The first step is about discovering the contents of tabular sources and the extraction of
their schemes. We define a table model which supports several automatic activities detec-
ting the table components. We also focused on the discovery of hierarchical relationships
between the data in order to prepare hierarchies of the multidimensional schema of the
data warehouse. The results of the detection activities are transformed into a graph. Our
propositions lead to a homogenous and common representation of data which resolves the
problems of structural heterogeneity and lack of schema.
The second step consists of integrating simultaneously and automatically several graphs.
This is known as holistic integration which is able to automate the transformation phase of
the ETL process. We propose a new linear program encompassing different constraints on
the graph structure and the tuning of correspondences. This model emphasizes the hierar-
chical structure of the integrated graphs in order to facilitate the discovery of the multidi-
mensional schema. We combine also several similarity measures to face out the problem
of semantic heterogeneity. The third step is devoted to the definition of the multidimensio-




In order to validate our proposals, we have implemented a prototype covering every
step and we have evaluated them experimentally. The detection of the tables’content was
evaluated on Open Data available on data.gouv.fr. The holistic integration was experimen-
ted on two benchmarks [Melnik et al., 2002] [Duchateau et Bellahsene, 2014] to evaluate the
quality of correspondences. It was also evaluated on the performance of the resolution time.
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I Cadre d'étude et approche globale
L’ émergence de nombreuses sources de données ouvertes (Open Data) pousse plusieurscommunautés de recherche ainsi que les entreprises à développer des outils permet-
tant leur exploitation. Les données ouvertes présentées sous la forme de tableaux sont par-
ticulièrement intéressantes dans le cadre d’analyses décisionnelles [Chaudhuri et al., 2011].
Elles contiennent en effet des statistiques qu’il est intéressant d’exploiter notamment dans
les systèmes d’information décisionnels (SID). Ces outils d’analyse nécessitent une vue in-
tégrée des données, généralement matérialisée au sein d’un entrepôt de données sur lequel
sont appliqués des processus d’analyses en ligne (OLAP). L’intégration des données se fait
par des processus d’Extraction-Transformation-Chargement (ETL) [Vassiliadis, 2009]. Tou-
tefois, les processus ETL actuels s’avèrent inadaptés aux données ouvertes. Ces processus
nécessitent des schémas représentatifs des données sources tandis que les données ouvertes
tabulaires ne disposent généralement pas de schémas. Les processus ETL ont souvent be-
soin d’un schéma global pour intégrer les différentes sources [Abello et al., 2015]. Ce schéma
nécessite une expertise et est particulièrement difficile à concevoir à partir des données ou-
vertes largement dispersées sur le web. Cette dispersion entraine notamment une forte va-
riabilité dans les données. Enfin, les processus ETL sont souvent spécifiques, manquant de
généricité et leur utilisation est manuelle. En particulier la définition des processus d’inté-
gration des données sources est réalisée manuellement, attribut par attribut.
Nous proposons dans cette thèse une démarche ETL pour l’intégration des données ou-
vertes tabulaires dans les systèmes d’information décisionnels. L’originalité de notre dé-
marche réside dans : (1) l’automatisation de l’extraction des schémas des tableaux et (2)
l’automatisation de l’intégration de différents schémas sans utiliser un schéma global. Notre
démarche repose sur une formalisation à base de graphes n’étant rattachés à aucun forma-
lisme. La simplicité de ces graphes assure une meilleure généricité de notre approche. A
notre connaissance, notre démarche est la première qui exploite la réutilisation des données
ouvertes tabulaires dans les systèmes décisionnels.
Dans ce chapitre introductif, nous définissons tout d’abord le cadre d’étude de nos tra-
vaux qui se situe au croisement entre les données ouvertes et les systèmes d’informations
décisionnels. Nous décrivons ensuite globalement notre approche d’entreposage automa-
tique des données ouvertes.
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1 Cadre d’étude
1.1 Les données ouvertes tabulaires
Les données ouvertes (Open Data) sont des données produites par les organismes
publics, disponibles sous licence libre et destinées à la réutilisation et à la redistribution
par n’importe quelle personne [Mazón et al., 2012] [Coletta et al., 2012] [Eberius et al., 2012].
Ces données sont très souvent encodées dans des formats tels que CSV, XML ou HTML
[Mazón et al., 2012].
Tim Berners-Lee, fondateur du web sémantique, a attribué des étoiles aux différents
types de données ouvertes disponibles sur le web, voir Figure I.1. Les données ouvertes
disponibles en n’importe quel format (images, pdf, HTML etc) et qui ne peuvent pas être
lues par des machines sont des données ouvertes à 1 étoile. Les données ouvertes 1 étoile
disponibles en format propriétaire comme Excel et qui peuvent être lues par les machines
sont des données ouvertes à 2 étoiles. La troisième étoile est attribuée aux données qui sont
dans un format non propriétaire tel que CSV. La quatrième étoile concerne les données ou-
vertes décrites par le standard RDF 1. La cinquième étoile est réservée aux données RDF
liées à d’autres données RDF constituant les données ouvertes liées ou le web de données
liées [Bizer et al., 2009].
Figure I.1 — Les étoiles des données ouvertes
Les données ouvertes tabulaires sont des données ouvertes 2/3 étoiles dans les formats
Excel ou CSV contenant un ou plusieurs tableaux. Un tableau est une forme de communi-
cation omniprésente [Embley et al., 2006]. Ceci explique la quantité importante de données
ouvertes tabulaires publiées par les gouvernements d’après la récente étude de Qunb 2, en
2012. D’après cette étude, le nombre de données ouvertes tabulaires est de 85% en France,
65% en Amérique et 66% en Angleterre.






– Absence de schémas. Il s’agit de tableaux qui peuvent être lus par des machines, néan-
moins seuls les utilisateurs ont la capacité d’analyser l’organisation compacte des don-
nées dans un tableau. Afin de permettre à la machine d’exploiter les données il est
nécessaire d’identifier un schéma représentatif (attributs) du contenu (valeurs) du ta-
bleau.
– Hétérogénéité structurelle. L’organisation des données tabulaires est très variable. Elle
est influencée par la personne ou le groupe de personnes qui l’ont produite. L’origine
de ces tableaux, notamment s’ils proviennent de différents organismes publics, induit
une hétérogénéité dans les niveaux de détails des données et dans la présentation de
la structure des tableaux.
– Hétérogénéité sémantique. Les données ouvertes tabulaires utilisent des concepts issus
des systèmes d’informations des producteurs de ces données. Il est quasi systéma-
tique que ces données soient hétérogènes sémantiquement puisque les producteurs
de données n’utilisent pas les mêmes vocabulaires pour décrire l’information.
– Données imparfaites en termes de qualité. En effet, nous retrouvons des données man-
quantes, soit en raison d’un oubli humain ou de la non disponibilité de la donnée, soit
en raison d’une limitation sur les données ouvertes puisque les producteurs peuvent
masquer certaines données. Des données erronées peuvent également être présentes.
Dans la littérature, nous pouvons clairement constater que la majorité des travaux se
focalisent sur la production de données ouvertes liées notamment au travers du projet LOD
(Linked Open Data) [Ferrara et al., 2011] 3. Diverses problématiques sont étudiées sur les
données ouvertes liées : l’interopérabilité [Governatori et al., 2014], l’exploitation analytique
[Colazzo et al., 2014], la visualisation [Tschinkel et al., 2014]. Ces travaux supposent que la
représentation des données en RDF est disponible [Abello et al., 2015]. Or, la grande majorité
des données ouvertes tabulaires est à ce jour sans encodage RDF.
Nos travaux de thèse traitent le problème difficile d’exploiter les données ouvertes ta-
bulaires quelconques, hétérogènes structurellement et sémantiquement, sans schémas et
pauvres en méta-données. En particulier, nous souhaitons les intégrer dans un système d’in-
formation décisionnel afin de les rendre accessibles aux outils d’analyse OLAP.
1.2 Les systèmes d’aide à la décision
Un système d’aide à la décision se présente comme étant un ensemble de techniques et
d’outils permettant la collecte, l’extraction, le stockage et l’analyse de données. Les systèmes
d’aide à la décision supportent les processus de prise de décision des organisations, leur
permettant ainsi d’induire de l’intelligence dans leur métier, communément connu sous le
terme Business Intelligence.
L’architecture typique d’un système décisionnel est illustrée par la Figure I.2. Ce sys-
tème collecte des données issues de différentes sources via des processus d’extraction, de
transformation et de chargement dits processus ETL (Extract-Transform-Load). Ces données
sont stockées dans un entrepôt de données [Teste, 2000]. Enfin, des outils d’analyse en ligne
(OLAP) sont appliqués sur un cube de données multidimensionnel. Les analyses fournissent
3. Linking Open Data cloud diagram 2014, by Max Schmachtenberg, Christian Bizer, Anja Jentzsch and Ri-
chard Cyganiak.http://lod-cloud.net/
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Figure I.2 — Architecture d’un système décisionnel pour les données d’organisation
aux décideurs une vision synthétique et facilement compréhensible des données.
Définitions
– Un entrepôt de données (ED) est une collection de données orientées sujets, intégrées,
variant selon le temps et non volatiles, qui sert de support au processus de prise
de décision [Inmon, 1992]. L’entrepôt de données contient une copie des données
transactionnelles [Kimball, 1996] structurées en cube multidimensionnel. Du point
de vue conceptuel, une modélisation en cube correspond à un modèle en étoile
[Kimball et Ross, 2002], ou des modèles étendus dans la littérature [Teste, 2009]. Dans
le modèle étoile, les données sont organisées selon la vision fait-dimension. Un fait
est un ensemble de données numériques représentant un sujet d’analyse observable
depuis différents axes d’analyses, appelés dimensions. Du point de vue logique, les
entrepôts de données sont hébergés dans une base de données multidimensionnelles
le plus souvent "Relationnelle-OLAP" (ROLAP) [Chaudhuri et Dayal, 1997].
– Un processus ETL est un enchaînement de programmes servant au traitement et à l’ho-
mogénéisation des données des sources afin d’alimenter un entrepôt de données. Se-
lon [Vassiliadis et Simitsis, 2009], la description d’un processus ETL se résume dans
les étapes suivantes :
1. Les données sont extraites des sources qui peuvent être structurées (relation-
nelles) ou non-structurées (des pages web, des fichiers tabulaires, des flux de
données, etc..). Cette étape est nommée l’Extraction.
2. Les données sont propagées dans un espace de stockage temporaire appelé Data
Staging Area dans lequel des opérations de transformation, d’homogénéisation,
de nettoyage et de filtrage sont mises en place. L’objectif est de définir les règles
de transformation entre un schéma global et les schémas locaux des sources. Cette
étape est nommée Transformation.
3. Les données sont chargées dans l’entrepôt de données ; on parle de matérialisa-
tion des données. Cette étape est nommée Chargement.
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L’essor des données du web entre autres les données ouvertes a fait émerger
de nouvelles définitions dans l’informatique décisionnelle : OpenBI [Mazón et al., 2012]
[Schneider et al., 2011], Self-service BI [Abello et al., 2013] et ETQ [Abello et al., 2015].
– L’OpenBI ou le Self-service BI a pour objet de permettre à des utilisateurs non-experts
d’exploiter eux-mêmes des données [Mazón et al., 2012] [Schneider et al., 2011].
– L’ETQ (Extract-Transform-Query) [Abello et al., 2015] constitue une évolution de
l’ETL. Dans un processus ETQ, la phase de chargement n’est plus indispensable ; les
données issues de la phase de transformation peuvent être directement interrogées
par des requêtes SPARQL-OLAP [Saad et al., 2013] [Azirani et al., 2015].
Conception d’un entrepôt de données
La conception d’un entrepôt de données a fait l’objet de nombreux travaux
[Romero et Abelló, 2009]. Ces travaux peuvent être décomposés en deux catégories
[Khouri, 2013] :
– La première catégorie considère un entrepôt de données comme un système d’in-
tégration de sources de données par le biais des processus ETL [Vassiliadis, 2009]
[Vassiliadis et Simitsis, 2009]. Les travaux de cette catégorie sont focalisés soit sur la
modélisation des transformations entre un schéma global et les schémas des sources
[Bergamaschi et al., 2011] [Khouri et al., 2013], soit sur la modélisation des processus
ETL [Khouri, 2013] [Atigui et al., 2012].
– La deuxième catégorie se concentre sur l’analyse des besoins des utilisateurs et
la modélisation conceptuelle [Golfarelli et al., 1998]. Les travaux de cette catégorie
sont notamment axés sur la modélisation multidimensionnelle. La plupart des tra-
vaux [Romero et Abelló, 2009] traitent des sources de données structurées (UML, en-
tité/association, etc). En contrepartie, très peu de travaux [Romero et Abelló, 2007]
[Nebot et al., 2009] ont exploité la conception d’un schéma multidimensionnel à partir
de sources semi-structurées [Ravat et al., 2007a] voire non-structurées.
Notre objectif est d’intégrer les données ouvertes tabulaires dans un système d’infor-
mation décisionnel afin de les rendre accessibles aux outils d’analyse OLAP. Pour cela, nous
aurions besoin de processus ETL pour l’intégration de ces données. Nous aurions également
besoin de définir le schéma multidimensionnel pour pouvoir appliquer les analyses OLAP.
Les processus ETL actuels s’avèrent inadaptés aux données ouvertes. Ces processus
nécessitent des schémas représentatifs des données sources tandis que les données ou-
vertes tabulaires ne disposent généralement pas de schémas. Les processus ETL ont sou-
vent besoin d’un schéma global pour intégrer les différentes sources [Abello et al., 2015].
Ce schéma nécessite une expertise et est particulièrement difficile à concevoir à partir des
données ouvertes largement dispersées sur le web. De plus, les approches ETL actuels sup-
posent que les correspondances entre le schéma global et les schémas des sources sont
disponibles [Abello et al., 2015]. Or, les correspondances entre des données ouvertes dis-
séminées sur le web ne sont pas disponibles. La recherche de ces correspondances relève
d’un problème difficile dans la littérature connu sous le nom de problème d’appariement
[Euzenat et Shvaiko, 2013]. Enfin, les processus ETL sont souvent spécifiques, manquant de
généricité et leur utilisation est manuelle. L’automatisation des processus ETL reste un ver-
rou à résoudre [Laborie et al., 2015].
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Par ailleurs, les travaux de conception d’un schéma multidimensionnel à partir de don-
nées semi-structurées manquent de maturité [Abello et al., 2015]. Ceci est dû à la complexité
des sources traitées. Les approches actuelles nécessitent des experts pour pouvoir résoudre
ce problème. Or, avec la nouvelle génération d’informatique décisionnelle dédiée à des uti-
lisateurs non-experts il faudrait simplifier le plus possible cette tâche afin de la rendre plus
accessible.
2 Problématiques
Le cadre d’étude dans lequel se positionnent nos travaux pose différents problèmes :
– Nous nous heurtons à la complexité des données ouvertes tabulaires qui n’ont pas de
schémas, qui sont hétérogènes structurellement et sémantiquement et qui sont impar-
faites en terme de qualité.
– Les processus ETL classiques sont inadaptés : (1) ils exigent en pré-requis un schéma
global et les correspondances entre le schéma global et les schémas des sources ; (2) ils
sont souvent spécifiques et non-automatisés.
– La conception d’un schéma multidimensionnel est souvent réalisée par des experts. A
l’ère de la nouvelle génération de systèmes décisionnels, elle doit être simplifiée pour
la rendre accessible à des non-experts.
L’objectif de nos travaux de thèse est d’ : intégrer automatiquement des données ou-
vertes tabulaires dans un système d’information décisionnel de type self-sevice BI.
Nous ambitionnons d’automatiser et de simplifier le plus de tâches possible dans le pro-
cessus ETL. Nous prenons aussi en considération l’enjeu de rendre notre solution réutili-
sable.
3 Une approche ETL basée sur les graphes
Nous proposons une nouvelle approche ETL pour l’entreposage des données ouvertes
tabulaires. A notre connaissance, cette approche est la première qui exploite la réutilisation
des données ouvertes tabulaires dans les systèmes décisionnels. Notre approche repose sur
une formalisation à base de graphes n’étant rattachés à aucun formalisme particulier. La
simplicité de ces graphes assure une meilleure généricité de notre approche.
Notre approche, illustrée dans la Figure I.3, est composée de trois étapes :
1. Détection et reconnaissance. Cette première étape permet de transformer automatique-
ment des données ouvertes tabulaires en graphes dans lesquels nous distinguons clai-
rement les données de structures des valeurs (données statistiques). Nous proposons
un ensemble d’activités pour la détection des composants d’un tableau suivant un mo-
dèle représentatif de l’anatomie d’un tableau. Parmi les activités proposées, nous met-
tons l’accent sur la découverte de relations hiérarchiques entre les données structurelles.
Les résultats des différentes activités sont organisés dans un graphe de propriétés (qui
pourrait être facilement étendu à un graphe RDF). Dans cette étape, nos propositions
permettent de pallier le problème d’hétérogénéité structurelle et l’absence de schéma
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Figure I.3 — Une approche ETL basée sur les graphes
grâce à un modèle de tableau commun et générique. Cette phase résout le problème de
manque de schémas nécessaires pour l’intégration.
2. Intégration des graphes. Cette deuxième étape intègre simultanément différentes don-
nées structurelles provenant de plusieurs graphes. Cette intégration simultanée de plu-
sieurs graphes s’appelle une intégration holistique. Nous proposons un programme
linéaire qui permet une généralisation de l’appariement des graphes par paire à de
multiples graphes. Nous avons choisi la technique de programmation linéaire puisqu’il
a été prouvé, dans le domaine de l’optimisation combinatoire, que le problème de cou-
plage (un problème similaire au problème d’appariement) se résout en temps polyno-
mial avec cette technique [Almohamad et Duffuaa, 1993]. Nous avons également choisi
cette technique puisqu’elle retourne automatiquement une solution unique et globale-
ment meilleure dans l’espace des solutions. Notre programme linéaire repose sur un
modèle à base de contraintes notamment sur la structure hiérarchique des graphes in-
tégrés afin de préparer et faciliter la découverte de schémas multidimensionnels. Nous
faisons face au problème d’hétérogénéité sémantique en combinant plusieurs mesures
de similarité dans le programme linéaire. Nous garantissons également avec cette étape
la possibilité d’intégrer n’importe quelle combinaison de sources de données ouvertes
sans besoin de définir un schéma global. Notre proposition permet d’automatiser la
phase de transformation des données dans le processus ETL.
3. Définition progressive du schéma multidimensionnel. Cette dernière étape est principale-
ment destinée à la définition de schémas multidimensionnels pour l’alimentation d’un
entrepôt de données ROLAP. Parallèlement, le graphe intégré est augmenté par des an-
notations multidimensionnelles. Cette étape est semi-automatique : l’utilisateur conçoit
progressivement à partir du graphe intégré le schéma multidimensionnel à un niveau
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conceptuel. Le graphe intégré est directement transformé par interactions successives
pour obtenir une vision conceptuelle du schéma multidimensionnel. L’utilisation de
graphes n’étant rattachés à aucun formalisme en plus de la préparation de structures
hiérarchiques dans les deux phases précédentes simplifient aux non-experts cette der-
nière étape. De plus, l’augmentation du graphe intégré par des annotations multidi-
mensionnelles permet d’interroger directement les données sans besoin de les matéria-
liser conformément à l’approche ETQ.
4 Organisation du manuscrit
Ce manuscrit s’articule en trois chapitres de propositions qui correspondent aux trois
étapes de notre approche d’entreposage, et un chapitre de validation (prototypage) et d’éva-
luations. Dans les trois premiers chapitres, nous résumons d’abord les travaux pertinents
du domaine étudié puis nous présentons notre contribution. Le chapitre validation illustre
à travers une étude de cas les différents modules développés ainsi que plusieurs résultats
des évaluations de notre approche.
Le Chapitre II présente notre contribution pour la détection et la reconnaissance de ta-
bleaux dans les données ouvertes. Nous définissons un modèle de représentation des ta-
bleaux. Ce modèle est utilisé pour définir sept activités de détection et d’annotation des
tableaux contenus dans les données ouvertes. Ce processus génère des graphes annotés.
Le Chapitre III présente notre contribution pour l’intégration holistique de plusieurs
graphes. Nous détaillons notre proposition centrée sur un programme linéaire composé de
contraintes dédiées à la structure des graphes et de contraintes dédiées au problème d’ap-
pariement.
Le Chapitre IV présente notre contribution pour la conception d’un schéma multidi-
mensionnel à partir d’un graphe intégré. Un processus progressif pour la définition des
dimensions et des faits est décrit. Il est complété par un processus de génération de données
RDF.
Le Chapitre V détaille la validation expérimentale de notre approche ETL. Nous don-
nons un aperçu sur les modules implémentés. Puis nous analysons les résultats d’évalua-
tions de notre proposition sur la détection des tableaux et sur l’intégration des graphes. La
phase d’intégration est expérimentée sur deux bancs d’essai de référence dans la littérature
scientifique du domaine.
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contenu des données ouvertes
LES tableaux sont des sources d’informations riches en statistiques et universelle-ment utilisés. Ces sources majoritairement présentes dans les données ouvertes
[Coletta et al., 2012] sont notre cible d’étude. En particulier, nous nous intéressons à la dé-
tection et à la reconnaissance automatique des données ouvertes tabulaires afin de produire
les schémas nécessaires pour leur intégration dans un système d’information décisionnel.
La reconnaissance des données ouvertes tabulaires est un défi important en raison de l’hé-
térogénéité structurelle et sémantique des données.
Ce chapitre présente le domaine de recherche concernant la détection et la reconnais-
sance des tableaux et les approches proposées dans la littérature. Nous identifions leurs
limites puis nous présentons nos propositions.
1 Introduction
Les tableaux intéressent les scientifiques depuis plusieurs années pour la richesse de leur
contenu. Ces tableaux se résument en un ensemble de données structurelles et d’informa-
tions relationnelles disposées dans un espace à deux dimensions [Liu et al., 2007]. Ils sont
omniprésents dans les documents scientifiques, les rapports financiers des entreprises, les
pages web, les librairies digitales, etc. L’organisation variable des données tabulaires dans
ces divers supports engendre des problèmes d’hétérogénéité structurelle. De plus, la diver-
sité des domaines et l’utilisation du langage naturel non-standardisé induisent une hétéro-
généité sémantique des données. Ces deux types de problèmes d’hétérogénéité rendent dif-
ficile la détection et la reconnaissance automatique des tableaux. La détection des tableaux a
pour objectif de repérer l’emplacement du tableau et de segmenter ses différents composants
[Zanibbi et al., 2004]. La reconnaissance permet d’analyser le contenu du tableau détecté et
d’expliciter les relations entre les composants de ce dernier.
Plusieurs domaines d’application sont concernés par la détection et la reconnaissance
des tableaux [Embley et al., 2006] :
– L’intégration des tableaux ; à titre d’exemple [Embley et al., 2006] évoque la création
individuelle de base de données à partir de tableaux provenant de différentes sources
telles que les e-mail, le web, etc.
– L’interrogation et la navigation dans les données du tableau ; à titre d’exemple si un
tableau est transformé en un modèle relationnel alors il peut être interrogé en SQL
[Embley et al., 2006] tandis que s’il est transformé en RDF il peut être interrogé en
SPARQL [Scharffe et al., 2012].
– La manipulation des tableaux ; à titre d’exemple le nettoyage et le formatage (le projet
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OpenRefine 1) ou la fusion des tableaux (le projet Google Table Fusion 2).
– L’extraction d’informations en utilisant des ressources externes comme des ontologies
ou des schémas existants ; à titre d’exemple le projet @web [Hignette, 2007].
– L’apprentissage d’ontologies à partir des tableaux ; à titre d’exemple le projet TANGO
[Tijerino et al., 2005].
Selon un chiffre publié par l’organisme Qunb en 2012 3, les données ouvertes tabulaires
(en format XLS ou CSV) représentent plus de la moitié des données ouvertes gouvernemen-
tales disponibles sur le web. Ces sources sont très prometteuses pour les systèmes d’infor-
mation décisionnels puisqu’elles contiennent des informations riches en statistiques. Il est
alors possible d’envisager une variété de scénarii d’analyse à partir de ces données.
Notre objectif, dans ce chapitre, est de proposer une approche de détection et de re-
connaissance automatique des données ouvertes tabulaires afin de pouvoir générer des
schémas permettant leur intégration dans les systèmes d’information décisionnels.
Ce chapitre sera découpé en deux sections. Dans la première section, nous présentons
une étude des travaux de la littérature dans le domaine de reconnaissance des tableaux.
Dans cette étude, nous décrivons et comparons les différentes approches proposées. Dans
la deuxième section, nous abordons en détail notre proposition appliquée aux données ou-
vertes tabulaires.
2 État de l’art : Détection et reconnaissance des tableaux
La détection et la reconnaissance sont deux étapes complémentaires [Hu et al., 2002] qui
rendent le contenu des tableaux accessible, compréhensible et réutilisable. La détection des
tableaux a pour objectif de repérer l’emplacement du tableau et de segmenter ses différents
composants [Zanibbi et al., 2004]. La reconnaissance permet d’analyser le contenu du ta-
bleau détecté et d’expliciter les relations entre les composants de ce dernier. Les résultats
de ces deux étapes peuvent être transformés vers un schéma de tableau. Le schéma peut
être sous la forme d’un fichier de méta-données (xml) attaché à un fichier des données du
tableau. Il peut être aussi sous la forme d’un graphe qui englobe les méta-données et les
données.
La détection d’un tableau se base soit sur ses données soit sur un modèle de tableau
[Lopresti et Nagy, 2000]. Un modèle décrit l’organisation des composants d’un tableau.
Parmi les modèles, proposés dans la littérature, nous pouvons illustrer les principaux com-
posants d’un tableau à travers le modèle de [Wang, 1996]. Ce modèle est l’un des plus com-
plet [Zanibbi et al., 2004] de la littérature.
[Wang, 1996] a distingué la structure logique de la structure physique dans un tableau,
correspondant au contenu et à la présentation de ce dernier.
– La structure logique est définie par les composants et leurs relations. Un tableau
contient des composants élémentaires qui peuvent être du texte (labels), des nombres,
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tuels représentant la relation logique entre eux.
– La structure physique est définie par un ensemble de règles topologiques déterminant
l’emplacement des composants du tableau et par un autre ensemble de règles de style
permettant la génération de l’apparence du tableau. Selon les règles topologiques, un
tableau contient des lignes et des colonnes. L’intersection entre ligne et colonne est une
cellule. Une cellule peut appartenir à un bloc de cellules (une collection rectangulaire
[Wang, 1996] ou un groupe de cellules contiguës [Zanibbi et al., 2004]). Le tableau se
divise en quatre régions : 3 régions d’entêtes et le corps. Nous avons l’entête de co-
lonnes, l’entête de lignes et l’entête des entêtes de lignes. Ces trois types d’entêtes
contiennent des éléments textuels. Quant au corps du tableau, il contient les éléments
numériques. Le corps est une matrice de valeurs indexées par l’entête de lignes et
l’entête de colonnes [Zanibbi et al., 2004] ou l’une des deux.
Figure II.1 — Anatomie d’un tableau
Exemple 1. la FigureII.1 illustre cette terminologie. Il s’agit d’un extrait d’un tableau 4 concernant
des statistiques sur la consommation des soins et biens médicaux entre 2006 et 2010 en France.
Pour la structure logique, nous avons par exemple un élément numérique 102,2 qui est indexé
par l’élément textuel Soins Hospitaliers de l’entête de lignes et par l’élément textuel 2006 de l’entête
de colonnes.
Pour la structure physique, nous avons une entête de lignes qui est composée par les éléments
textuels {Soins Hospitaliers, Secteur public, Secteur privé, Soins de ville, Médecins, Auxiliaires Mé-
dicaux, Dentistes, Analyses, Cures Thermales} et une entête de colonnes qui est composée par les
éléments textuels {2006, 2007, 2008, 2009, 2010}.
Un tableau se caractérise par : (1) son type, (2) la nature de ses données et (3) le support
qui le contient (HTML, XLS, CSV, etc.)
Nous distinguons des tableaux de type relationnel (R) ou non-relationel (NR). Ces types
sont déterminés en fonction de la présence des entêtes de lignes et de colonnes :
– Les tableaux relationnels sont ceux qui ont soit une entête de colonnes (dits aussi rela-
tionnel horizontal), soit une entête de lignes (dits aussi relationnel vertical).
4. https ://www.data.gouv.fr/fr/datasets/comptes-nationaux-de-la-sante-2010-consommation-de-soins-
et-de-biens-medicaux-en-volume-bas-30378565/
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– Les tableaux non-relationnels sont ceux qui ont des entêtes de lignes et des entêtes de
colonnes qui indexent le corps du tableau.
Nous distinguons des tableaux de nature de données statistiques (S) ou de nature de
données non-statistiques (NS). La nature est déterminée par le type des données contenues
dans le corps du tableau.
– Les tableaux de nature non-statistique ont des corps formés majoritairement par des
éléments textuels ou alpha-numériques.
– Les tableaux de nature statistique ont des corps formés exclusivement par des élé-
ments numériques.
Nous étudions dans les sections suivantes les travaux de la littérature dans le domaine
de détection et de reconnaissance des tableaux. Nous avons classé ces travaux en trois ca-
tégories : les travaux dédiés uniquement à la détection, les travaux dédiés uniquement à
la reconnaissance qui supposent que la détection ait déjà été faite et les travaux qui font la
détection et la reconnaissance.
2.1 Les travaux de détection des tableaux
Les recherches autour du problème de détection des tableaux ont émergé avec le trai-
tement des images de documents scannés. Avec l’avènement du web, plusieurs travaux se
sont orientés vers la détection des tableaux contenus dans les pages web. Nous étudions,
dans cette section, quelques travaux dans le domaine de détection des tableaux en s’ap-
puyant sur les critères de comparaison suivants :
– Critères relatifs au tableau :
– Le type de tableau : Relationnel, Non-relationnel (R/NR).
– La nature des données : Statistiques, Non-statistiques (S/NS).
– Le support contenant le tableau.
– Critères relatifs à la détection :
– Le type de détection : Automatique, Semi-automatique, Manuelle (A/SA/M).
– Les techniques utilisées.
– La stratégie de détection adoptée. Elle peut être dirigée par les données et as-
cendante / dirigée par les données et descendante comme elle peut être dirigée
par un modèle et ascendante / dirigée par un modèle et descendante d’après
[Lopresti et Nagy, 2000]. Une stratégie est ascendante si elle commence par la dé-
tection des composants du tableau et finit par sa détection. Inversement, elle est
descendante si elle commence par la détection du tableau et finit par la détection de
ses composants. En absence de modèle de tableau, la stratégie est considérée comme
étant dirigée par les données.
2.1.1 Étude des travaux
[Laurentini et Viada, 1992] ont étudié la détection des tableaux textuels (NS) dans
l’image d’un document scanné. Il s’agit d’une approche descendante dirigée par un modèle
logique de tableau. Ce modèle de tableau est composé d’éléments indexés par des entêtes
de lignes (relationnel horizontal) ou des entêtes de colonnes (relationnel vertical). Les au-
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teurs utilisent la technique de reconnaissance optique de caractères (OCR) pour identifier
les données textuelles connectées. Ceci permet de déduire l’emplacement du tableau dans
l’image de document. Les données textuelles connectées sont ensuite analysées afin d’iden-
tifier les caractères, les mots et les phrases. En parallèle, différents processus sont lancés
pour détecter des séquences importantes de pixels noirs qui constituent les lignes du ta-
bleau. La disposition des lignes et des phrases permet la déduction des entêtes de lignes et
de colonnes.
[Hurst et Douglas, 1997] ont proposé un système à deux phases pour la détection des
tableaux dans des sources codées en ASCII. Les auteurs distinguent deux types de don-
nées : les données textuelles et les données numériques. Le modèle de tableau utilisé est
un ensemble de template. Un template est un triplet [largeur, profondeur, type de données]
qui permet d’indiquer la géométrie de données de même domaine. Chaque template peut
être composé par de sous-templates. Les auteurs ont défini des restrictions sur les templates
correspondants aux entêtes de lignes, aux entêtes de colonnes, au corps du tableau et à des
colonnes de valeurs numériques. La première phase du système consiste à identifier des
aires rectangulaires de type numérique ou textuel. Pour cela, les auteurs ont transformé les
sources ASCII en un corpus SGML où la donnée de chaque cellule est marquée par un outil
spécialisé. Ensuite, des experts ont spécifié manuellement les aires rectangulaires de don-
nées numériques et textuelles. La deuxième phase consiste à mesurer par des fonctions de
cohésion s’il y a une correspondance entre les aires rectangulaires et les templates. Il s’agit
alors d’une approche dirigée par un modèle et ascendante.
[Ng et al., 1999] ont proposé d’utiliser des algorithmes d’apprentissage pour détecter
des composants de tableaux présents dans des fichiers textes codés en ASCII. La détection
du cadrage, des lignes et des colonnes s’appuie sur les algorithmes d’apprentissage C4.5
[Quinlan, 1993] et la propagation arrière [Rumelhart et al., 1988]. Ces algorithmes sont ap-
pliqués sur les proportions de caractères et leur positions dans une ligne et entre les lignes.
Il s’agit d’une approche dirigée par les données et descendante.
[Chen et al., 2000] se sont focalisés sur des tableaux relationnels statistiques ou
non-statistiques dans des pages HTML. Les auteurs proposent un processus à quatre
phases dirigé par les données et ascendant. Premièrement, les tableaux entre les balises
<table></table> sont extraits des pages HTML. Deuxièmement, un filtrage de formulaire
ou de tableau de moins de deux colonnes est effectué. Troisièmement, les auteurs combinent
les similarités des labels, les similarités des entités nommées et les similarités entre les nu-
mériques pour identifier les cellules similaires. Ceci permet de détecter les lignes ou les
colonnes du corps du tableau qui sont indexées par un attribut d’une entête de lignes ou
une entête de colonnes. Enfin, ils proposent un algorithme heuristique avec un raisonne-
ment sans et avec la présence des cellules fusionnées pour interpréter la présentation des
entêtes de lignes et de colonnes par rapport aux cellules similaires.
[Cafarella et al., 2008b] ont proposé un système pour la détection des tableaux re-
lationnels dans un large corpus de tableaux HTML. Son objectif est de pouvoir inter-
roger efficacement ces tableaux dans un cadre applicatif de recherche d’informations
[Cafarella et al., 2008a]. Les auteurs ont utilisé des analyseurs pour écarter des tableaux spé-
cifiques en HTML tels que les formulaires ou les calendriers. Ensuite, deux utilisateurs iden-
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tifient manuellement l’ensemble de tableaux relationnels dans un échantillon de plusieurs
tableaux. Enfin, le classificateur statistique proposé par les auteurs fait de l’apprentissage
sur l’échantillon puis il est appliqué sur la totalité du corpus. La stratégie de cette approche
est dirigée par les données. Par contre, elle ne peut pas être catégorisée comme ascendante
ou descendante.
2.1.2 Synthèse et limites des travaux
Le Tableau II.1 synthétise les différentes caractéristiques des approches que nous
avons décrites ci-dessus. Ces travaux montrent plusieurs limites par rapport à notre
contexte. En effet, les trois approches [Laurentini et Viada, 1992], [Chen et al., 2000] et
[Cafarella et al., 2008a] ne s’appliquent que sur des tableaux relationnels. De plus,
pour [Chen et al., 2000] et [Cafarella et al., 2008a], les tableaux situés entre les balises
<table></table> dans des pages HTML sont faciles à détecter automatiquement par rap-
port à des tableaux dans des fichiers XLS ou CSV.
[Laurentini et Viada, 1992] recherchent des composants connectés de type textuel tandis
que nous recherchons à différencier les données numériques des données textuelles. Les ap-
proches de [Hurst et Douglas, 1997] et [Ng et al., 1999] sont plus génériques que les autres
approches puisqu’elles considèrent les différents types de tableaux et les différentes natures
de données. La détection d’un tableau dans une source ASCII et la détection d’un tableau
dans une source XLS sont du même ordre de difficulté. Toutefois, [Hurst et Douglas, 1997]
font appel à des humains pour détecter les différentes aires rectangulaires tandis que notre
objectif est de détecter ces aires automatiquement. L’approche de [Ng et al., 1999] est la plus
automatique et générique parmi toutes les autres approches mais elle ne peut pas pallier
l’hétérogénéité structurelle des données ouvertes, en particulier lorsqu’un tableau est com-
posé de sous-tableaux. Nous pensons que pour ce cas une approche ascendante serait plus
efficace qu’une approche descendante.
Tableau II.1 — Comparaison des approches de détection de tableaux
Tableau Détection
Type Nature Support Stratégie Type Techniques utilisées
données
[Laurentini et Viada, 1992] R NS Images de documents dirigée par un modèle A Heuristiques, OCR
et ascendante et templates
[Hurst et Douglas, 1997] R/NR S/NS Texte(ASCII) dirigée par un modèle SA Fonction de cohésion
et ascendante et templates
[Ng et al., 1999] R/NR S/NS Texte(ASCII) dirigée par les données A Algorithmes d’apprentissage
et ascendante
[Chen et al., 2000] R S/NS HTML dirigée par les données A Heuristiques, Similarité
et ascendante
[Cafarella et al., 2008a] R NS HTML dirigée par les données SA Classification et heuristiques
2.2 Les travaux de reconnaissance de structure de tableaux
Nous étudions dans cette section les approches qui se sont uniquement focalisées sur la
reconnaissance de structure de tableaux. Cette tâche a pour objectif d’analyser le contenu sé-
mantique et structurel du tableau. Nous parlerons dans cette section de modèle d’analyse et
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d’annotation de contenu. En effet, le contenu des tableaux est d’abord comparé avec un mo-
dèle d’analyse puis il est annoté par des annotations issues de ce modèle. Avec l’émergence
du web sémantique, nous remarquons que le modèle d’analyse est souvent une ontologie
et les annotations sont des concepts issus de cette ontologie. Nous nous appuyons sur les
critères suivants pour la comparaison des travaux :
– Critères relatifs au tableau :
– Le type du tableau : relationnel, non-relationnel (R/NR).
– La nature des données : statistiques, non-statistiques (S/NS).
– Le support contenant le tableau.
– Critères relatifs à la reconnaissance de structure :
– Les modèles d’analyse utilisés.
– Le type d’approche de reconnaissance : Automatique, Semi-automatique, Manuelle
(A/SA/M).
– Les techniques utilisées.
– Limitation ou non à un domaine d’étude.
2.2.1 Étude des travaux
[Embley et al., 2002] ont proposé la reconnaissance de tableaux relationnels S/NS dans
les pages HTML en utilisant comme modèle d’analyse une "ontologie d’extraction". Cette
ontologie est construite manuellement par un expert pour un domaine donné. Elle est com-
posée d’un ensemble de concepts ayant des attributs et d’un ensemble de relations entre
les concepts et les attributs. Chaque concept est décrit par un "frame" qui contient ses mots
clés représentatifs, son contexte et des règles de reconnaissance de ses attributs. Dans ce
travail, les auteurs supposent que la première ligne du tableau est un objet d’intérêt et que
les différentes cellules de cette ligne sont les attributs de cet objet. Ils génèrent donc à partir
de chaque enregistrement en-dessous de la première ligne un vecteur de la forme <attribut
de la première ligne, valeur de l’attribut dans l’enregistrement>. En appliquant les règles
de reconnaissance, les auteurs cherchent s’il y a des correspondances entre chaque couple
<attribut, valeur> du tableau et chaque instance <attribut, valeur> de l’ontologie. De cette
façon, ils arrivent à reconnaître les annotations des attributs et l’objet du tableau. Ils ap-
pliquent ensuite des règles d’inférences, en s’appuyant sur les relations dans l’ontologie,
entre les attributs annotés pour extraire les relations possibles entre ces attributs.
[Tenier et al., 2006] ont proposé une approche pour l’annotation des pages web avec les
concepts et les relations d’un domaine particulier. Les pages web contiennent des tableaux
codés entre les balises <table></table> qui sont de type relationnel et non-statistique. Les
auteurs ont construit leur propre ontologie qui comporte des relations binaires entre des
concepts hiérarchisés. Les utilisateurs doivent sélectionner manuellement les concepts de
l’ontologie pour annoter les termes dans les tableaux. Ensuite les auteurs exploitent la tech-
nique d’inférence pour déduire les relations entre les concepts sélectionnés. Ceci permet de
reconnaître les relations entre les concepts du tableau.
[Hignette, 2007] a proposé dans ses travaux de thèse une méthode pour l’annotation des
tableaux guidée par une ontologie de domaine (la microbiologie) construite manuellement
par des experts. La méthode permet l’annotation des cellules, des colonnes et des relations
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dans des tableaux en format XTAB [Saïs et al., 2005] (des tableaux relationnels matérialisés
en XML). Pour annoter les données textuelles dans les cellules, dites termes, elle calcule
des similarités lexicales (différents types de distances sont utilisées) entre ces termes et les
termes de l’ontologie. Pour annoter les colonnes, l’auteur compare les intervalles, les unités
de mesure et les valeurs des données numériques avec celles de l’ontologie de domaine
ce qui lui permet de détecter s’il s’agit de données purement numériques (ex. mesures de
résultats d’expériences...) ou de données symboliques (ex. réponse d’un micro-organisme
à un traitement...). Les relations sont identifiées en utilisant le titre du tableau ainsi que
les relations de l’ontologie. L’auteur a choisi de produire des annotations floues puisque
plusieurs valeurs peuvent être attribuées à chaque type d’annotation.
[Van Assem et al., 2010] ont proposé une approche pour l’annotation de tableaux rela-
tionnels statistiques en format XLS. La reconnaissance cible les données quantitatives. Elle
utilise comme modèle d’analyse l’ontologie OUM (Ontology of Units of Measure and rela-
ted concepts). Cette ontologie a été développée par les auteurs et elle comporte les princi-
paux concepts : Quantité, Unité de mesure, Dimension, Domaine d’application. L’approche
se déroule en cinq phases. Premièrement, les valeurs des cellules de la première ligne du ta-
bleau sont transformées en sacs de termes. Deuxièmement, ils calculent les similarités entre
les sacs de termes et les noms de quantités et d’unités de OUM, en utilisant la distance de
similarité Jaro-Winkler-TFIDF. Dans la troisième et quatrième phase, ils calculent les simila-
rités entre la composition d’unités de termes et les unités composées appartenant ou pas à
OUM. Finalement, des règles heuristiques définissent des stratégies de désambiguïsation si
le même terme se réfère à différentes quantités.
[Scharffe et al., 2012] ont proposé le projet Datalift 5. Il s’agit d’une plateforme pour la
publication et la liaison des données du web. Datalift propose plusieurs fonctionnalités telles
que la transformation des données en RDF, l’annotation sémantique des données avec des
ontologies, la liaison des données avec SILK 6[Jentzsch et al., 2010], la visualisation, etc. Pour
transformer les données tabulaires (format XLS ou CSV) en RDF, Datalift effectue la recon-
naissance de tableaux relationnels. Ils supposent que les cellules de la première ligne repré-
sentent des propriétés et à partir de la seconde ligne chaque ligne représente un sujet en RDF.
En suivant ce principe, ils transforment le tableau en plusieurs triplets RDF tel que chaque
triplet (s,p,o) correspond à (l’identifiant de l’objet de la ligne i, la valeur de première ligne à
la colonne j, la valeur de la cellule de la ligne i et colonne j). Les données tabulaires transfor-
mées en RDF sont ensuite annotées par des vocabulaires sélectionnés du LOV (Linked Open
Vocabulary) 7. L’utilisateur doit lui même effectuer et valider la recherche des concepts du
vocabulaire pouvant le mieux annoter les propriétés. En utilisant ces résultats, le système
pourrait générer automatiquement les annotations des différents triplets.
[Buche et al., 2013] ont proposé le système ONDINE (ONtology based Data INtEgra-
tion) pour l’intégration floue de tableaux guidée par une ressource ontologique et termi-
nologique (OTR) d’un domaine donné (la microbiologie) construite manuellement par des
experts du domaine. ONDINE est composé de deux sous-systèmes : (1) @web qui a pour
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ressource OTR et de produire des ontologies pour ces tableaux (2) MIEL++ qui a pour rôle
d’interroger simultanément l’entrepôt des ontologies de tableaux et une base de données
relationnelle locale par des requêtes SPARQL en utilisant aussi la ressource OTR. Le sous-
système @web est la partie concernée par la reconnaissance des tableaux. @web est une
extension des travaux de [Hignette, 2007] avec la nouvelle ressource OTR. L’originalité de
la ressource utilisée réside dans sa composition en deux parties. La première partie est une
ontologie du domaine de microbiologie, elle est constituée de différents concepts qui sont
soit des concepts d’unités, soit des concepts simples. Les concepts simples se répartissent en
concepts symboliques et concepts quantitatifs. La deuxième partie de l’OTR est une termi-
nologie du domaine de microbiologie et chaque terme dénote un concept de l’ontologie. La
démarche de [Hignette, 2007] a été reprise pour @web. En effet ils calculent les similarités
entre les termes de chaque colonne et les termes de la ressource OTR pour annoter la co-
lonne. Comme les termes de l’OTR dénotent des concepts symboliques ou quantitatifs, ces
derniers seront les annotations des colonnes. Par déduction, des relations n-aires entre les
concepts de l’ontologie annotent les relations entre les colonnes du tableau.
2.2.2 Synthèse et limites des travaux
Nous avons synthétisé les différentes caractéristiques des approches ci-dessus dans
le Tableau II.2. Un premier constat est qu’aucune approche ne traite les tableaux non-
relationnels. Un deuxième constat est que toutes les approches se basent sur des ontologies
comme modèle d’analyse. Parmi ces ontologies, certaines sont dépendantes à un domaine
par exemple celles utilisées par [Embley et al., 2002], [Tenier et al., 2006], [Hignette, 2007] et
[Buche et al., 2013]. Certes, utiliser une ontologie de domaine permet de générer des annota-
tions pertinentes et peut aider dans l’intégration des données mais se procurer ou construire
ces ontologies est un problème en soi. Nous avons relevé que ces ontologies de domaine ont
été développées par des spécialistes : auteurs ou experts. Face à la variété des données ou-
vertes, les ontologies de domaine semblent peu appropriées car il faut en produire autant
que de domaines étudiés. Par opposition, les approches de [Van Assem et al., 2010] et de
[Scharffe et al., 2012] proposent des modèles indépendants du domaine. Le problème avec
l’approche de [Van Assem et al., 2010] est qu’elle suppose que la première ligne doit contenir
des termes sur la nature des quantités et des unités des données numériques du tableau. Or,
cette supposition n’est pas valide pour les données ouvertes statistiques non-relationnelles.
En effet, les quantités et les unités de mesure sont soit dispersées dans le titre ou les notes
du tableau, soit absentes (nous rappelons que les données ouvertes sont imparfaites).
L’approche de [Scharffe et al., 2012] n’est pas complètement automatisée alors que nous
envisageons une reconnaissance automatisée. Par ailleurs, nous avons constaté qu’à l’excep-
tion de [Tenier et al., 2006] qui peut inférer des relations hiérarchiques entre les concepts, les
autres approches n’abordent pas la possibilité d’avoir des relations hiérarchiques entre les
concepts de l’entête de lignes. Ces approches supportent uniquement les relations n-aires
ou binaires. Dans une perspective de construction d’un schéma multidimensionnel à par-
tir de plusieurs tableaux, nous accordons une importance à la reconnaissance des relations
hiérarchiques entre les concepts des entêtes.
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Tableau II.2 — Comparaison des approches de reconnaissance de structure de tableau
Tableau Reconnaissance
Type Nature Support Modèle d’analyse Type Techniques utilisées Appliquée
données domaine
[Embley et al., 2002] R S/NS HTML une ontologie d’extraction SA règle de correspondance oui
et d’inférence
[Tenier et al., 2006] R NS HTML une ontologie de domaine SA interaction et inférence oui
[Hignette, 2007] R S/NS XTAB une ontologie de domaine A calcul de similarité oui
et annotation floue
[Van Assem et al., 2010] R S XLS l’ontologie OUM A calcul de similarité non
[Scharffe et al., 2012] R S/NS CSV/XLS LOV SA mise en correspondance non
entre propriétés
[Buche et al., 2013] R S HTML une ressource terminologique A distances de similarité oui
et ontologique OTR et annotation floue
2.3 Les travaux de détection et de reconnaissance des tableaux
Dans cette section, nous étudions des travaux qui ont développé les deux étapes de dé-
tection et de reconnaissance des tableaux. De manière analogue aux deux sections précé-
dentes, nous relevons les différentes caractéristiques des tableaux, de l’approche de détec-
tion et de l’approche de reconnaissance pour les travaux étudiés.
2.3.1 Étude des travaux
[Pivk et al., 2004] propose une méthodologie en quatre couches pour la transforma-
tion de tableau relationnel non-statistique dans des pages HTML en frame F-Logics
[Kifer et al., 1995]. La première couche permet le nettoyage et la normalisation des tableaux
en format DOM (Document Object Model). La deuxième couche détecte la structure entre les
cellules. En effet, ils transforment le tableau en une matrice où chaque cellule est soit un I-cell
(cellules d’instances), soit A-Cell (cellules d’attributs) en fonction du type des termes conte-
nus dans les cellules. Les types des termes sont identifiés à l’aide d’une hiérarchie de types
(date, alapha, punct,...). Puis, ils proposent un algorithme heuristique pour découper le ta-
bleau en blocs unitaires selon la disposition des cellules fusionnées. Ensuite, ils calculent, à
l’aide d’une formule, la meilleure région d’un bloc unitaire. Il s’agit alors d’une approche de
détection dirigée par un modèle et ascendante. Les troisième et quatrième couches sont dé-
diées à la reconnaissance des relations et des concepts du tableau. Dans la troisième couche,
les auteurs construisent un modèle fonctionnel FTM qui représente les relations entre les
données du tableau. C’est un modèle en arbre dont les feuilles sont des blocs de I-Cell et
les noeuds intermédiaires sont des cellules A-Cell. La dernière couche a pour rôle l’enri-
chissement sémantique du modèle FTM. Pour cela, ils ont utilisé les deux sources externes
Wordnet et GoogleSets pour déterminer la classe des données appartenant à un même bloc
I-Cell. Ils utilisent la distance IDF pour calculer la similarité entre les concepts des sources
externes et les données des blocs d’I-Cell.
[Tijerino et al., 2005] ont proposé le système TANGO (Table Analysis for Generating
Ontologies) pour la construction d’une ontologie commune à plusieurs tableaux. TANGO
comporte quatre phases : (1) la transformation de tableaux extraits de pages HTML en ta-
bleau relationnel (dit aussi canonique), (2) la construction de mini-ontologie à partir de ces
tableaux, (3) la découverte de correspondances entre les différentes mini-ontologies deux
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à deux et (4) la fusion itérative des différentes mini-ontologies. Dans cette section, nous
détaillons uniquement les deux premières phases de cette approche qui sont relatives à la
détection et la reconnaissance des tableaux. Nous détaillerons les deux dernières phases
dans l’état de l’art du chapitre 3. Les auteurs traitent des tableaux codés entre les balises
<table></table> dans des pages HTML. Ils appliquent des patrons [Crescenzi et al., 2001]
pour identifier les colonnes. Ensuite sur les colonnes, ils essayent différents patrons lexicaux
(data frame) pour identifier des données géographiques, temporelles, pourcentages. Ils uti-
lisent aussi des heuristiques pour reconnaître les concepts représentatifs d’un ensemble de
valeurs dans une colonne. Par la suite, ils construisent un tableau relationnel par les diffé-
rentes colonnes détectées et annotées. A partir de ce dernier, ils combinent d’autres patrons
de données et heuristiques pour découvrir les dépendances fonctionnelles et les relations
entre les concepts de l’entête de colonnes du tableau. Les différentes annotations et leurs
instances formeront la mini-ontologie représentative du tableau.
[Liu et al., 2006] [Liu et al., 2007] ont proposé le système TableSeer qui est un moteur de
recherche de tableaux. C’est un système complet qui aspire des librairies digitales, détecte
les tableaux, extrait les méta-données des tableaux, indexe et note ces derniers pour pouvoir
appliquer la recherche d’information dans les tableaux. Nous nous focalisons uniquement
sur la partie détection et reconnaissance. D’abord, les auteurs transforment les données d’un
document PDF vers un document TXT qu’il nomme Document Content File (DCF). Celui-ci
est une suite de lignes où chaque ligne contient les coordonnées du dernier mot, la lar-
geur et la hauteur de la ligne, le style du texte et le texte extrait du document PDF. Pour
la détection des tableaux, [Liu et al., 2007] ont proposé la méthode page box-cutting. Cette
méthode se déroule en plusieurs phases. D’abord ils construisent des page-box qui sont des
rectangles de lignes connectées dans une même page ayant la même taille du style. Puis, ils
les classifient en trois catégories suivant la taille du texte (petit, ordinaire, grand). Ensuite,
ils parcourent chaque groupe de page-box et cherchent s’il y a un page-box qui commence
par un mot d’une liste K (table, Figure, Form..), si c’est le cas ils vérifient si la structure
du page-box contient des espaces pour décider s’il s’agit d’un tableau. Pour la détection,
il s’agit d’une approche dirigée par les données et descendante. Concernant la reconnais-
sance des tableaux, [Liu et al., 2006] proposent un algorithme qui parcourt le tableau détecté
et extrait en même temps ces annotations en se repérant par les indices du DCF. Les au-
teurs proposent d’annoter le tableau par sa propre structure. Les méta-données concernent :
l’environnement/géographie du tableau, le cadre du tableau, le texte en dehors du tableau
(titre, notes..), le traçage du tableau (nombre de lignes, nombre de colonnes, la longueur..), le
contenu de cellules (position (i, j) et contenu) et le type de cellules (numérique, symbolique).
[Coletta et al., 2012][Castanier et al., 2013] ont proposé un environnement web appelé
WebSmatch pour l’intégration et la visualisation de données ouvertes tabulaires en format
XLS. L’environnement WebSmatch rassemble des outils tiers tels que les outils de visuali-
sation de Data Publica 8 et de Google Data Explorer 9. Il est défini par un processus à trois
phases : (1) détection et reconnaissance de tableaux, (2) intégration des données et (3) vi-
sualisation. Pour la détection des tableaux, WebSmatch combine des algorithmes de vision
par ordinateur. En effet, les fichiers XLS sont transformés en une matrice binaires (0 pour les
8. http ://www.data-publica.com/
9. http ://www.google.com/publicdata/directory
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cellules vides et 1 pour les cellules non-vides). Un algorithme de détection des composants
connectés est appliqué sur cette matrice afin de partitionner la matrice en zones d’éléments.
Des algorithmes de vision par ordinateur sont ensuite appliqués pour fusionner ces zones
et tracer le cadre du tableau. Ensuite, ils classifient les données en corps, entêtes, notes, en
utilisant la technique d’apprentissage sur des règles établies à partir des habitudes des uti-
lisateurs. Par exemple "si une cellule dans la première ligne formée par des composants
connectés de type textuel et que la deuxième ligne contient des éléments numériques alors
la première ligne constitue une entête". Il s’agit donc d’une approche de détection dirigée
par les données et descendante. Pour la reconnaissance des données du tableau, ils ont uti-
lisé l’outil YAM++ [Ngo et Bellahsene, 2012] qui permet de déduire des descriptions DSPL
(Data Set Publishing Language) en résolvant la tâche d’alignement des instances par rapport
à une liste prédéfinie de description DSPL. Ils proposent aussi dans l’environnement web,
la possibilité de sélectionner interactivement des descriptions DSPL prédéfinies.
2.3.2 Synthèse et limites des travaux
Nous avons synthétisé dans le Tableau II.3 les caractéristiques des quatre approches dé-
crites ci-dessus. L’approche de [Pivk et al., 2004] a trois limites : (1) la présence de cellules
fusionnées est obligatoire pour l’application de l’algorithme de détection de la structure du
tableau alors que ces cellules ne sont pas toujours présentes, (2) aucune conclusion ne peut
être tirée sur l’applicabilité de cette approche sur des tableaux non-relationnels ou sur plu-
sieurs tableaux simultanément, (3) les cellules fusionnées peuvent aussi signifier la présence
d’une hiérarchie entre les cellules ce qui n’est pas exploité par les auteurs.
Nous considérons que l’approche TANGO [Tijerino et al., 2005] est exhaustive puisque
plusieurs patrons sont utilisés pour la reconnaissance et l’annotation des concepts du ta-
bleau. Mais la transformation de colonnes en tableau relationnel réduit d’emblée le type
de relations qui peuvent être déduites, chose que nous pouvons constater dans le résul-
tat de recherche de dépendances fonctionnelles entre les entêtes de colonnes. En effet, il
y a forcément un unique concept central et autour de lui soit des sous-concepts soit des
attributs. L’hypothèse qu’un tableau peut être analysé par plusieurs concepts centraux non-
connectés est éliminé. Dans l’approche de [Liu et al., 2006][Liu et al., 2007], nous partageons
l’initiative d’annoter un tableau par ses méta-données qui le caractérisent non pas pour re-
chercher des tableaux mais pour capitaliser et réutiliser ces informations. Toutefois, il nous
semble que leur algorithme est très lié au format PDF puisque le style de texte est primor-
dial dans ce dernier. Le manque de cette information dans XLS ou CSV par exemple peut
poser un problème pour la détection des tableaux. Enfin l’approche de [Coletta et al., 2012]
[Castanier et al., 2013] qui est la plus proche de notre contexte a deux limites selon notre
point de vue. Tout d’abord, la détection des entêtes en se basant sur les habitudes est infor-
melle ce qui peut dégrader la qualité de détection des composants du tableau. Ensuite, les
annotations sont restreintes aux types que Google exige dans le format DSPL.
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Tableau II.3 — Comparaison des approches de détection et de reconnaissance des ta-
bleaux
Tableau Détection Reconnaissance
Type Nature Support Stratégie Type Techniques Modèle Type Techniques
Données utilisées d’analyse utilisées
[Pivk et al., 2004] R S/NS HTML dirigée par un modèle A algorithmes Wordnet SA calcul similarité
et ascendante heuristiques GoogleSets
[Tijerino et al., 2005] R S/NS HTML dirigée par les données A patrons patrons et frames A apprentissage
et ascendante
[Liu et al., 2006] R/NR S/NS PDF dirigée par les données A méthode page méta-données A algorithme
[Liu et al., 2007] et descendante box-cutting d’extraction
[Coletta et al., 2012] R/NR S/NS XLS dirigée par les données A vision par ordinateur DSPL SA alignements
[Castanier et al., 2013] et ascendante apprentissage d’instances
3 Contribution à la détection et à la reconnaissance des données
ouvertes tabulaires
Dans cette section, nous décrivons notre approche de détection et de reconnaissance des
données tabulaires. La détection vise à identifier l’emplacement et le type des composants
du tableau. La reconnaissance vise à décrire le contenu du tableau. Dans cette section, nous
employons le terme annotation (attachement d’une étiquette décrivant le composant) qui
représente la technique utilisée pour la reconnaissance des composants.
Un aperçu global de notre approche est illustré dans la Figure II.2 :
– en entrée, nous avons des données ouvertes tableaux de nature statistique (S) et de
type relationnel ou non-relationnel (R/NR). Ces tableaux se trouvent dans des sources
en format XLS ou CSV.
– en sortie, nous avons des graphes (graphes de propriétés
[Rodriguez et Neubauer, 2010] ou graphes RDF). Ces graphes représentent les
schémas des tableaux qui seront utilisés pour l’intégration des données.
Figure II.2 — Un aperçu global de notre approche de détection et de reconnaissance des
tableaux
Notre approche comporte deux propositions :
– La première proposition est un modèle de tableau. Ce modèle permet de décrire d’une
façon précise et homogène les composants de chaque tableau et les relations entre
eux. Ce modèle est également utilisé dans les annotations qui vont être attribuées aux
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composants du tableau.
– La deuxième proposition est un workflow de détection et de reconnaissance. Le work-
flow est composé de différentes activités réparties sur trois niveaux et dépendantes
fonctionnellement. Chaque activité s’appuie sur le modèle de tableau pour détecter le
type et l’emplacement du composant et pour produire les annotations du composant.
Notre proposition fait partie des approches dirigées par un modèle et ascendantes. En
effet, la stratégie adoptée consiste à découvrir les plus petits composants du tableau puis les
composants les plus complexes. Par rapport aux travaux de la littérature, notre approche se
distingue par des activités destinées à la découverte automatique de relations hiérarchiques
sans faire appel à des ressources externes. Ces activités s’appliquent d’une façon générique
à n’importe quel domaine d’étude puisqu’elles ne dépendent que du contenu des tableaux.
Elles permettent aussi à un stade avancé dans notre démarche ETL, la préparation de l’or-
ganisation hiérarchique des données tabulaires afin de faciliter la découverte du schéma
multidimensionnel.
Notre contribution se résume dans les points suivants :
– Un modèle de tableau qui fournit une vision homogène sur les composants du tableau.
Il permet de résoudre le problème d’hétérogénéité structurelle des tableaux.
– Des annotations qui s’appuient sur le modèle de tableau. Ces annotations permettent
de capitaliser les résultats de détection des composants. Elles permettent également
d’être informé sur le contenu sans avoir recours à des ressources externes.
– Des activités de détection et de reconnaissance automatiques. Ceci permet d’automa-
tiser l’étape d’extraction du processus ETL.
– Une hiérarchisation des concepts, sans avoir recours à des ressources externes, ap-
plicable sur n’importe quel domaine d’étude. Ceci permet de pallier le problème de
diversité et d’hétérogénéité sémantique des données ouvertes tabulaires.
– Une transformation des données tabulaires en graphes fournit les éléments nécessaires
pour l’intégration des données. La transformation en graphes RDF favorise également
la réutilisation dans le contexte du web sémantique.
3.1 Description formelle d’un modèle de tableau
Nous nous intéressons aux tableaux de nature statistique, de type relationnel ou non
relationnel et contenus dans des sources en format XLS ou CSV. Ces sources sont disposées
géométriquement dans des grilles à deux dimensions. Le contenu de ces sources peut être
transposé en matrices Sn,m de taille n×m.
Un tableau statistique TnbL,nbC est une sous matrice de Sn,m que nous définissons par le
tuple 〈C, P, R〉 où :
– C est l’ensemble des composants du tableau. Un composant peut être une cellule ou
un bloc de cellules.
– P est une fonction qui renvoie les délimitations du composant C dans la matrice Sn,m.
P : C →N4. D’une façon générale, P(C) = (DL, FL, DC, FC) où DL (Début de Ligne),
FL (Fin de Ligne), DC (Début de Colonne), FC (Fin de Colonne). Pour une cellule c
située en ligne i et colonne j, P(c) = (i, i, j, j) et pour un bloc de cellules b situé entre la
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ligne i et i’ et entre la colonne j et j’, P(b) = (i, i′, j, j′).
– R est la relation entre les composants C du tableau.
Figure II.3 — Une représentation en UML du modèle de tableau
Nous illustrons, dans la Figure II.3, un diagramme de classe des composants C et des
relations R d’un tableau TnbL,nbC.
– Une cellule c ∈ {StructData, NumData, OtherData}. Les cellules StructData inter-
viennent dans le schéma du tableau alors que les cellules NumData contiennent les
données statistiques du tableau.
– Un bloc de cellules b ∈ {Stubhead, BoxHead, UnitNumBloc, SimBloc, SimBlocC, SimBlocL}.
– Un bloc de type BoxHead représente l’entête de colonnes d’un tableau. Ce bloc est
composé de données structurelles StructData.
– Un bloc de type StubHead représente l’entête de lignes d’un tableau. Ce bloc est
composé de données structurelles StructData.
– Un bloc de type UnitNumBloc représente le corps d’un tableau composé par un
ensemble contiguë de cellules NumData. Ce bloc pourrait être indexé soit par un
BoxHead, soit par un StubHead, soit par les deux.
– Un bloc de type SimBloc représente un ensemble de blocs numériques unitaires
similaires dans le sens où ils sont indexés soit par un même BoxHead, soit par un
même StubHead.
– Un bloc de type SimBlocC représente un ensemble de UnitNumBloc indexé par le
même StubHead et différents BoxHead.
– Un bloc de type SimBlocL représente un ensemble de UnitNumBloc indexé par le
même BoxHead et différents StubHead
Exemple 2. Dans la FigureII.4, nous illustrons les composants de deux tableaux 10. Le premier
tableau contient des statistiques sur le nombre de campings par catégorie de campings. Il est composé
de trois UnitNumBloc indexés par différents StubHead et le même BoxHead, ces blocs ont été
10. disponibles sur le fournisseur data.gouv.fr
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Figure II.4 — Exemple d’illustration des composants d’un tableau
rassemblés dans un SimBlocC. Le deuxième tableau contient des statistiques sur la féminisation du
personnel dans l’ enseignement supérieur et secondaire. Il contient deux UnitNumBloc indexés par
le même StubHead et deux BoxHead différents. Ces blocs sont rassemblés dans un SimBlocL.
Nous avons choisi d’annoter les tableaux en s’appuyant sur les noms des composants
décrits dans le modèle de tableau. Notre solution à trois avantages : (1) nous capitalisons
toutes les informations d’un tableau, (2) nous pouvons annoter des tableaux indépendam-
ment de leur domaine d’étude ce qui permet de couvrir la diversité des données ouvertes
tabulaires et (3) nous pouvons réutiliser ces annotations pour proposer automatiquement
de nouvelles annotations à des tableaux structurellement similaires ou provenant de même
fournisseur.
Chaque composant C aura trois types d’annotations qui seront les propriétés de chaque
composant dans le graphe de propriétés :
– Annotation Intrinsèque (AI) qui décrit le type des données contenues dans le com-
posant, nous distinguons essentiellement des données numériques, des données tex-
tuelles, des formules et des dates. Les valeurs de AI sont des labels de l’ensemble
{Numérique, Label, Formule, Date}.
– Annotation Topologique (AT) qui décrit l’espace topologique auquel appar-
tient le composant. Les cellules StructData appartiennent à des StubHead
ou à des BoxHead. Les StubHead (resp. les BoxHead) peuvent appartenir
au StubHead (resp. BoxHead) qui indexe les SimBloc. Les cellules NumData
appartiennent à des UnitNumBloc. Les UnitNumBloc appartiennent à des
SimBlocC ou à des SimBlocL. Les cellules OtherData appartiennent à des blocs
OtherBloc. Les valeurs de AT sont les identifiants des composants de type
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{StubHead, BoxHead, UnitNumBloc, SimBlocC, SimBlocL, OtherBloc}.
– Annotation Sémantique (AS) qui décrit la classe sémantique d’un composant. Nous
nous sommes restreints aux classes temporelle (Année, Mois,...) et géographique
(Région, département,...) puisque d’une part ce sont des ressources sémantiques
faciles à obtenir et d’autre part elles sont primordiales pour une analyse mul-
tidimensionnelle des données. Les valeurs de AS sont des labels de l’ensemble
{Temporel.∗, Géophraphique.∗, AutreSem}.
3.2 Un workflow pour la détection et la reconnaissance des tableaux
Notre proposition de détection et de reconnaissance se représente sous la forme d’un
workflow d’activités. Ce workflow prend en entrée des données ouvertes tabulaires et ren-
voie en sortie un graphe de propriétés qui peut être sérialisé en différents formats.
Figure II.5 — Un workflow pour la détection et la reconnaissance des tableaux
La Figure II.5 illustre :
– une première partie de pré-traitement des tableaux ; elle consiste à transformer les
tableaux en matrices d’entiers.
– une deuxième partie qui comporte les activités de détection et de reconnaissance des
composants du tableau. Les activités sont réparties sur trois niveaux en fonction d’une
dépendance fonctionnelle entre eux. Chaque activité s’appuie sur le modèle du ta-
bleau, décrit dans la section précédente, pour détecter les composants ensuite produire
leurs annotations (c’est-à-dire reconnaissance du contenu des composants).
– une troisième partie pour la transformation des résultats de détection et de reconnais-
sance en graphes.
3.2.1 Pré-traitement des tableaux
La première étape du workflow consiste à transformer les tableaux en matrices d’entiers.
Les activités de détection et de reconnaissance vont se baser sur ces matrices d’entiers.
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Les matrices d’entiers correspondent à un encodage des types des cellules des
tableaux. Dans chaque source de données Sn,m, nous avons cinq types de cellule
{Vide, Label, Numérique, Date, Formule}. Les cellules vides ne seront pas retenues pour la
reconnaissance, mais elles sont utilisées dans les algorithmes de détection.
Nous définissons la fonction ent qui renvoie à chaque type de cellule un entier.
ent : {Vide, Label, Numérique, Date, Formule} → {−1, 0, 1, 2, 3}
En utilisant cette fonction, nous avons transposé la source Sn,m en une matrice d’entiers
En,m représentant le type des cellules. Les règles de transposition sont comme suit :
– si la cellule si,j est de type Vide alors ei,j = ent(Vide) = −1
– si la cellule si,j est de type Label alors ei,j = ent(Label) = 0
– si la cellule si,j est de type Numérique alors ei,j = ent(Numérique) = 1
– si la cellule si,j est de type Date alors ei,j = ent(Date) = 2
– si la cellule si,j est de type Formule alors ei,j = ent(Formule) = 3
3.2.2 Les activités de détection et de reconnaissance de niveau 1
Les activités de niveau 1 ont pour objectif de détecter et reconnaître les composants (cel-
lules ou blocs de cellules) de même type. Comme le montre la Figure II.5, nous avons quatre
activités dans le premier niveau : (1) activité dédiée aux composants labels, (2) activité dé-
diée aux composants numériques, (3) activité dédiée aux composants dates et (4) activité
dédiée aux composants formules. Chaque activité détecte les délimitations des composants
(cellules ou blocs de cellules) de même type puis les annote avec les valeurs des annotations
intrinsèques ou topologiques correspondantes.
Les activités dédiées aux composants "labels" et "dates" vont chacune construire un
composant StructData, lui définir sa position P et l’annoter intrinsèquement par la valeur
correspondante de l’ensemble AI. Ces activités vont aussi construire un bloc de cellules
bs pour l’ensemble des cellules adjacentes de même type, lui définir sa position P, l’anno-
ter intrinsèquement par le type des données qui le composent. Ce bloc a momentanément
un type par défaut OtherBloc puisque nous n’avons pas encore reconnu s’il fait partie des
blocs StubHead ou BoxHead. Ces activités établissent aussi la relation d’appartenance entre
le composant StructData et le bloc bs en ajoutant une annotation topologique dans le com-
posant StructData qui prend comme valeur l’identifiant de bs.
L’activité dédiée aux composants "numériques" construit chaque composant NumData,
lui définit sa position P et lui ajoute l’annotation intrinsèque Numérique. Cette activité
construit aussi des blocs de cellules numériques UnitNumBloc, définit leur position P et
les annote topologiquement par Numérique. Enfin, elle établit la relation d’appartenance
entre les NumData et les UnitNumBloc, en ajoutant une annotation topologique dans les
NumData qui porte la valeur de l’identifiant du bloc UnitNumBloc.
L’activité dédiée aux composants "formules" construit chaque composant OtherData,
lui définit sa position P et lui ajoute l’annotation intrinsèque Formule. Cette activité construit
des blocs de type OtherBloc, définit leur position P et les annote topologiquement par
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Formule. Enfin, elle établit la relation d’appartenance entre les OtherData et les OtherBloc,
en ajoutant un annotation topologique dans les OtherData de valeur l’identifiant du bloc
auquel elle appartient.
Pour chacune des activités, le principe de détection des blocs de cellules selon leur type
X (Label, Numérique, Date, Label) est illustré par l’algorithme II.1. Ce dernier prend en entrée
la matrice En,m et l’ensemble des blocs B construits par les autres activités de même niveau.
En sortie, il met à jour B avec les nouveaux blocs de type X. La matrice En,m est parcourue,
si un entier ei,j pour le type X est trouvé alors nous cherchons le bloc b auquel appartient
ce dernier (ligne 4). Ensuite, nous vérifions si le bloc b intersecte un bloc b′ de B (ligne 5),
si c’est le cas nous découpons le bloc b′ en sous blocs rectangulaires et nous ajoutons ces
derniers ainsi que le bloc b dans B (ligne 7), sinon nous ajoutons uniquement b dans B (ligne
10). Nous reprenons ainsi la détection des blocs de type X à partir de la ligne b.FL + 1 et la
colonne b.FC + 1 (ligne 13-14).
Algorithme II.1 — Détection de bloc de type X
Input: En,m, ensemble de blocs B
Output: ensemble de blocs B
1: i, j← 1
2: while i ≤ n et j ≤ m do
3: if ei,j = ent(X) then
4: b← PositionBloc(i,j,X)
5: b′ ← IntersectBloc(b, B)
6: if b′ 6= ∅ then
7: B← B ∪Decouper(b’,b)
8: B← B\b′
9: else
10: B← B ∪ b
11: end if
12: end if
13: i← B.FL + 1
14: j← B.FC + 1
15: end while
La fonction PositionBloc de détection des délimitations d’un bloc est illustrée par l’algo-
rithme II.2. A partir des indices i et j nous lançons deux boucles. La première boucle (entre
la ligne 3 et la ligne 13) cherche dans toutes les lignes qui succèdent i sur la colonne j, des
cellules de même type X. Cette recherche est approximative puisque nous autorisons dans la
ligne recherchée des sauts d’une cellule de type différent à X. La deuxième boucle (entre la
ligne 16 et la ligne 26) cherche dans toutes les colonnes qui succèdent la colonne j sur la ligne
i, des cellules de même type X. Nous utilisons la même approximation utilisée pour la pre-
mière boucle. Notre algorithme heuristique va ainsi définir les délimitations du bloc en uti-
lisant les indices renvoyés par les deux boucles, nous obtenons alors P(b) = (i, k− 1, j, l− 1)
(les lignes 27-30).
Exemple 3. La Figure II.6 montre un enchaînement de détection de blocs par l’application des quatre
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Algorithme II.2 — PositionBloc(i, j, X)
Output: un bloc b
1: k← i + 1
2: isX ← true
3: while k ≤ n et isX do
4: if ek,j! = ent(X) then
5: if ek+1,j! = ent(X) then
6: isX ← f alse
7: else
8: k← k + 2
9: end if
10: else
11: k← k + 1
12: end if
13: end while
14: l ← j + 1
15: isX ← true
16: while l < m et isX do
17: if ei,l ! = ent(X) then
18: if ei,l+1! = ent(X) then
19: isX ← f alse
20: else
21: l ← l + 2
22: end if
23: else




28: b.FL← k− 1
29: b.DC ← j
30: b.FC ← l − 1
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activités de détection de niveau 1. A l’étape (I), le tableau est dans son état initial. A l’étape (II), nous
appliquons l’activité de détection numérique qui détecte un seul bloc numérique. A l’étape (III), nous
appliquons l’activité de détection label, deux blocs de labels sont détectés dont l’un est inclus dans
le bloc numérique ce qui engendre le découpage du bloc numérique en deux blocs numériques et un
bloc de label. A l’étape (IV), nous appliquons l’activité de détection de date, deux blocs de date sont
détectés mais n’intersectent aucuns blocs détectés par les autres activités. Dans la dernière étape ,
nous appliquons l’activité de détection de formule qui détecte deux blocs contenus dans deux blocs
numériques ce qui implique le découpage de chaque bloc numérique en deux blocs numériques et un
bloc de formule.
Figure II.6 — Exemple de détection des blocs d’un tableau : niveau 1
Après avoir défini les activités de premier niveau, nous décrivons dans la section sui-
vante le fonctionnement des activités de niveau 2.
3.2.3 Les activités de détection et de reconnaissance de niveau 2
Les activités de niveau 2 ont pour objectif de détecter et de reconnaître les entêtes de
lignes et de colonnes ainsi que les composants spatio-temporels. Comme le montre la Figure
II.5, nous avons quatre activités dans le deuxième niveau : (1) activité dédiée aux entêtes
de lignes, (2) activité dédiée aux entêtes de colonnes, (3) activité dédiée aux composants
géographiques (ou spatiaux) et (4) activité dédiée aux composants temporels. Chaque acti-
vité détecte les composants en se basant sur les résultats des activités de niveau 1. Chaque
activité précise également les annotations topologiques et/ou sémantiques de chaque com-
posant détecté.
3.2.3.1 L’activité dédiée aux entêtes de lignes
L’activité de détection des entêtes de lignes permet d’identifier les entêtes de lignes
StubHead de chaque UnitNumBloc. Ces entêtes sont situées à gauche du bloc numérique
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unitaire et doivent se trouver dans l’un des OtherBloc ayant comme annotation intrinsèque
Label que nous avons identifié au niveau 1 par l’activité "Détection Label". Ainsi l’exécution
de l’activité de détection de StubHead dépend de l’exécution des activités de détection des
labels et des numériques comme le montre la Figure II.5. L’algorithme II.3 résume le dé-
roulement de l’activité de détection des StubHead. En effet, cet algorithme commence par
chercher chaque bloc numérique b dans la liste des blocs B construit par les activités de ni-
veau 1. Pour chaque bloc numérique b, nous parcourons B à la recherche d’un bloc de label
b′ dont la colonne de fin (b’.FC) est inférieure à la colonne de début de b (b.DC) (lignes 7).
Si le bloc b′ existe, nous cherchons s’il contient une colonne vide qui permettra de délimiter
le stubhead. En effet, les délimitations de lignes (DL et FL) du stubhead sont celles du bloc
numérique b indexé par ce dernier. Les délimitations de colonnes (DC et FC) du stubhead
sont celles de l’indexe de la colVide et la dernière colonne de b′ (lignes 8-16). Nous décou-
pons par la suite le bloc b′ selon les délimitations du stubhead et nous mettons à jour la liste
des blocs B (lignes 17-18). La relation estIndexéPar et son inverse indexe sont créés entre le
stubhead et le bloc b.
Algorithme II.3 — Détection de StubHead
Input: l’ensemble de blocs B
1: for each b ∈ B do
2: if b.IA = Numérique then
3: stubNotDetect← true
4: i← 1
5: while B 6= ∅ and stubNotDetect do
6: b′ ← B[i]
7: if (b′.IA = Label et b′.FC < b.DC) then
8: colVide← PremiereColonneVide(b’)
9: if colVide > b′.DC then
10: stubhead.DC ← colVide + 1
11: else
12: stubhead.DC ← b′.DC
13: end if
14: stubhead.FC ← b′.FC
15: stubhead.DL← b.DL
16: stubhead.FL← b.FL
17: B← B ∪Decouper(b’, stubhead)
18: B← B\b′
19: stubNotDetect← f alse
20: end if





3. Contribution à la détection et à la reconnaissance des données ouvertes tabulaires
3.2.3.2 L’activité dédiée aux entêtes de colonnes
L’activité de détection des entêtes de colonnes permet d’identifier les entêtes de colonnes
(BoxHead) de chaque UnitNumBloc. Ces entêtes sont situées au-dessus du bloc numérique
unitaire et doivent se trouver dans l’un des OtherBloc ayant comme annotation intrinsèque
Label que nous avons identifié au niveau 1 par l’activité "Détection Label". L’algorithme II.4
de cette activité est très similaire à celui de l’activité de détection de StubHead, la seule diffé-
rence est un raisonnement sur les lignes plutôt que sur les colonnes. La relation estIndexéPar
et son inverse indexe sont créées entre le boxhead et le bloc numérique unitaire b.
Algorithme II.4 — Détection de BoxHead
Input: l’ensemble de blocs B
1: for each b ∈ B do
2: if b.IA = Numérique then
3: boxNotDetect← true
4: i← 1
5: while B 6= ∅ and boxNotDetect do
6: b′ ← B[i]
7: if (b′.IA = Label et b′.FL < b.DL) then
8: ligneVide← PremiereLigneVide(b’)
9: if ligneVide > b′.DL then





15: boxhead.DC ← b.DC
16: boxhead.FC ← b.FC
17: B← B ∪Decouper(b’, boxhead)
18: B← B\b′
19: boxNotDetect← f alse
20: end if




3.2.3.3 L’activité dédiée aux composants géographiques
L’activité de détection géographique permet de rajouter des annotations sémantiques
aux StructData, aux NumData et aux blocs qui les contiennent détectés par les activités de
niveau 1. Nous utilisons des noms d’entités géographiques qui correspondent à une hié-
rarchie géographique dépendante du pays. Par exemple, si nous analysons les données
ouvertes de la France nous utilisons le découpage géographique organisé en hiérarchie
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comme suit : commune→ canton→ arrondissement→ département→ région. Les anno-
tations seront {Géographique.Commune, Géographique.Canton, Géographique.Arrondissement
, Géographique.Département, Géographique.Région}.
Nous avons récolté des listes d’instances de chaque niveau géographique de la base
Geonames 11. Nous comparons le contenu des données de nos sources avec ces listes pour
identifier l’annotation sémantique des données. Si le processus de reconnaissance est posi-
tif, nous rajoutons une annotation sémantique géographique au StructData et au bloc qui la
contient. Si nous identifiions des données géographiques dans les NumData, nous les trans-
formons en StructData, nous attribuons l’annotation géographique correspondante et enfin
nous découpons le bloc numérique qui contenait les NumData en un bloc StructData et un
autre bloc de NumData dont on lui met à jour ces délimitations.
3.2.3.4 L’activité dédiée aux composants temporels
L’activité dédiée aux composants temporels permet de rajouter des annotations séman-
tiques aux StructData de type Date ou aux NumData instances de données temporelles. Les
annotations temporelles sont les noms des niveaux de dimensions. Les annotations tempo-
relles sont de la forme "Temporal. Nom du niveau de dimension". Les dimensions tempo-
relles présentées par [Mansmann et Scholl, 2007] dans la Figure II.7 peuvent par exemple
servir comme annotations. Nous avons proposé des expressions régulières pour détecter les
données temporelles. Ces expressions sont appliquées sur les données numériques ou sur
les données dates extraites respectivement par les activités de détection de numérique et de
date du niveau 1.
Si nous détectons une colonne ou une ligne de données numériques respectant l’une
des expressions régulières, les données NumData se transforment en données StructData.
Elles gardent leurs annotations intrinsèques de type numérique et leurs annotations topo-
logiques sont modifiées par l’identifiant du nouveau bloc de StructData. Les annotations
sémantiques ("Temporal.Nom du niveau de dimension") sont remplacées par les valeurs de
l’expression régulière correspondante. Ensuite, les délimitations de l’ancien bloc qui conte-
nait ces données doivent être modifiées pour qu’il ne se chevauche pas avec le nouveau
bloc de StructData. Dans le cas où nous détectons une colonne ou une ligne de données de
type date, où ces dernières font déjà partie d’un bloc StructData, nous avons uniquement à
ajouter l’annotation sémantique Temporal.Date pour ces données.
3.2.4 Les activités de détection et de reconnaissance de niveau 3
Les activités de niveau 3 ont pour objectif de détecter et de reconnaître le corps du ta-
bleau ainsi que les relations hiérarchiques entre les données structurelles. Comme le montre
la Figure II.5, nous avons deux activités dans le troisième niveau : (1) activité dédiée aux
blocs numériques similaires et (2) activité de classification hiérarchique. L’activité dédiée
aux blocs numériques similaires permettra d’identifier le corps du tableau. L’activité de
classification hiérarchique permettra la reconnaissance des relations hiérarchiques entre les
11. www.geonames.org
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Figure II.7 — Exemple de hiérarchies de dimensions temporelles
[Mansmann et Scholl, 2007]
données structurelles.
3.2.4.1 L’activité dédiée aux blocs numériques similaires
L’activité de détection des blocs numériques similaires SimBloc, Figure II.4, est la der-
nière activité de détection suite à laquelle le périmètre du tableau peut être tracé. En effet,
ce périmètre comporte chaque SimBloc et ses entêtes de lignes et de colonnes. Si dans une
source de données, nous avons détecté plus d’un SimBloc ceci signifie que la source contient
plus d’un tableau.
L’algorithme II.5 résume le déroulement de cette activité pour les blocs similaires en
lignes SimBlocL. Nous cherchons dans la liste des blocs B (construits par les activités de
niveau 1 et 2) un BoxHead b pour lequel nous cherchons tous les blocs numériques unitaires
qu’il indexe. Ces blocs unitaires formeront le simblocl (lignes 3-6). Nous définissons ensuite
les délimitations du simblocl (lignes 8-11) et nous construisons un bloc stubhead composé
par les différents StubHead qui indexent les blocs numériques unitaires (lignes 12-15). Les
délimitations du bloc stubhead seront définies (lignes 16-19), les relations d’indexation entre
le simblocl et ces entêtes seront ajoutées à R et enfin ces nouveaux blocs seront rajoutées à
B. Nous ajoutons des annotations topologiques entre chaque StubHead et le nouveau bloc
stubhead qui les contient. Nous ajoutons également des annotations topologiques entre les
UnitNumBloc et le SimBlocL qui les contient.
L’algorithme II.6 résume le principe de détection des blocs numériques similaires en
colonne SimBlocC. Cet algorithme est très similaire à l’algorithme II.5 mais avec un raison-
nement sur les StubHead.
3.2.4.2 L’activité de classification hiérarchique
Les données structurelles StructData que nous avons extraites sont souvent aplaties
dans les entêtes de lignes et de colonnes. Notre proposition consiste à appliquer une clas-
sification hiérarchique sur les données structurelles afin de découvrir les relations entre ces
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Algorithme II.5 — Détection de SimBlocL
Input: l’ensemble de blocs B, l’ensemble des relations R
1: for each b ∈ B do
2: if b = BoxHead then
3: for each r ∈ R do
4: if r(b, b′) = indexe then
5: simblocl ← simblocl ∪ b′
6: end if
7: end for
8: simblocl.DC ← b.DC
9: simblocl.FC ← b.FC
10: simblocl.DL← b.FL + 1
11: simblocl.FL← maxb′∈simblocl(b′.FL)
12: for each b′ ∈ simblocl do
13: s← getStub(b′, indexe, ”StubHead”)
14: stubhead← stubhead ∪ s
15: end for
16: stubhead.DC ← mins∈stubhead(s.DC)
17: stubhead.FC ← maxs∈stubhead(s.FC)
18: stubhead.DL← mins∈stubhead(s.DL)
19: stubhead.FL← maxs∈stubhead(s.FL)
20: R← R ∪ indexe(stubhead, simblocl)∪ estIndexéPar(simblocl, stubhead)
21: R← R ∪ indexe(b, simblocl)∪ estIndexéPar(simblocl, b)
22: B← B ∪ simblocl ∪ stubhead
23: end if
24: end for
données. Dans cette section, nous présentons deux stratégies de classification conceptuelle
soumises toutes les deux à des contraintes particulières afin de transformer les données
plates structurelles en hiérarchies de concepts. La première stratégie de classification hié-
rarchique est exacte, elle utilise les annotations produites par les activités de détections. La
deuxième stratégie est approximative, elle combine des techniques de classification concep-
tuelle pour extraire les relations hiérarchiques entre les concepts structurels.
Avant d’expliquer les deux stratégies de classification hiérarchique, nous présentons tout
d’abord les contraintes de classifications que nous imposons à ces stratégies.
Contraintes de classification
Un problème récurrent dans les systèmes décisionnels est la gestion des hiérarchies com-
plexes et leur impact sur les problèmes d’additivité [Mazón et al., 2010] [Hassan et al., 2015].
Dans la littérature, ce problème n’a pas été considéré dans la phase de détection des sché-
mas des sources. Toutefois, nous le trouvons bien étudié soit dans la phase d’intégration
[Pedersen et al., 1999] ou en temps réel dans la phase d’analyse [Hachicha, 2012]. Vu les
différentes difficultés que posent ce problème, nous avons choisi de gérer les hiérarchies
complexes au plus tôt dans notre démarche d’entreposage des données ouvertes afin d’évi-
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Algorithme II.6 — Détection de SimBlocC
Input: l’ensemble de blocs B, l’ensemble des relations R
1: for each b ∈ B do
2: if b = StubHead then
3: for each r ∈ R do
4: if r(b, b′) = indexe then
5: simblocc← simblocc ∪ b′
6: end if
7: end for
8: simblocc.DC ← minb′∈simblocc(b′.DC)
9: simblocc.FC ← maxb′∈simblocc(b′.FC)
10: simblocc.DL← b.DL
11: simblocc.FL← b.FL)
12: for each b′ ∈ simblocc do
13: b← getBox(b′, indexe, ”BoxHead”)
14: boxhead← boxhead ∪ b
15: end for
16: boxhead.DC ← minb∈boxhead(b.DC)
17: boxhead.FC ← maxb∈boxhead(b.FC)
18: boxhead.DL← minb∈boxhead(b.DL)
19: boxhead.FL← maxb∈boxhead(b.FL)
20: R← R ∪ indexe(boxhead, simblocc)∪ estIndexéPar(simblocc, boxhead)
21: R← R ∪ indexe(b, simblocl)∪ estIndexéPar(simblocl, b)
22: B← B ∪ simblocc ∪ boxhead
23: end if
24: end for
ter les problèmes d’additivité que nous pouvons rencontrer lors de la phase d’analyse. Les
hiérarchies sont complexes quand elles sont non-strictes, non-couvrantes ou non-strictes et
non-couvrantes. Nous rappelons qu’une hiérarchie est composée de paramètres.
– une hiérarchie est non-stricte [Malinowski et Zimányi, 2006] si un paramètre fils a plus
d’un parent ; par exemple, un film A fait partie des deux catégories de films "science-
fiction" et "tragédie".
– une hiérarchie est non-couvrante [Malinowski et Zimányi, 2006] si certains para-
mètres de la hiérarchie n’ont pas d’instances ; par exemple, dans la hiérarchie
"magasin-ville-région-pays" un magasin peut être associé à une région sans être af-
fecté à une ville ;
– une hiérarchie non-ontologique ou non-équilibrée est un cas particulier de hiérarchie
non-couvrante qui comporte des instances manquantes pour les paramètres de niveau
feuille ; par exemple dans la hiérarchie "magasin-ville-région-pays", une ville peut ne
pas héberger de magasin.
Notre objectif est de ne pas produire des hiérarchies complexes lors des processus de
classification conceptuelle. Nous avons donc défini trois contraintes que nous imposons au
processus de classification. Ces contraintes sont comme suit :
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– C1 : Pour chaque feuille fi de l’arbre(k), le chemin entre fi et la racine de l’arbre(k)
est unique. Ce qui signifie que chaque noeud de l’arbre à l’exception de la racine a
exactement un seul parent. Cette condition permet de garantir des hiérarchies strictes
à l’échelle du schéma de la source de données.
– C2 : Si un noeud n dans l’arbre, à l’exception des racines, n’a pas de parent ou a un
parent qui n’a pas de fils, nous dupliquons le noeud n dans le niveau manquant. Cette
condition permet de garantir des hiérarchies couvrantes au niveau du schéma des
sources.
– C3 : La hauteur de l’arbre doit être identique en partant de n’importe quelle feuille vers
la racine de l’arbre. Cette condition permet de garantir des hiérarchies ontologiques au
niveau du schéma de la source de données.
Classification conceptuelle hiérarchique exacte
Dans plusieurs sources de données ouvertes, l’organisation des données pourrait in-
diquer la classification conceptuelle des données structurelles StructData. Nous propo-
sons dans cette section une première stratégie de classification conceptuelle exacte. Pour
cette stratégie, nous avons en entrée les blocs de données structurelles qui contiennent
les concepts à classifier et en sortie nous générons des relations hiérarchiques sous format
d’arbres de concepts vérifiant les contraintes C1, C2 et C3.
Nous proposons les trois sous-stratégies suivantes :
– Stratégie 1 une classification conceptuelle des concepts des entêtes de lignes
(StubHead) qui se base sur la présence des blocs numériques similaires. Cette sous-
stratégie est composée de deux étapes : la première étape permet d’affecter des ni-
veaux aux concepts de l’entête de lignes et la deuxième étape permet de construire
une hiérarchie de concepts en exploitant les niveaux de concepts.
L’algorithme II.7 illustre le principe de la première étape d’affectation des ni-
veaux. L’idée est de raisonner sur la disposition des blocs de données numériques
UnitNumBloc contenus dans un SimBlocL pour classifier les concepts de l’entête de
lignes StubHead qui indexent le SimBlocL. Nous parcourons chaque UnitNumBloc
contenu dans le SimBlocL et nous affectons les StructData du StubHead qui l’indexent
au niveau 1 (lignes 4-8). Nous cherchons ensuite le bloc numérique qui précède celui
en cours et nous affectons aux concepts du StubHead (du SimBlocL), entre les deux
StubHead, un niveau selon l’ordre dans lequel ces concepts apparaissent (lignes 9-16).
L’algorithme II.8 illustre le principe de la construction d’une hiérarchie de concepts
structurels de l’entête de lignes. L’idée consiste à relier par une relation de spécialisa-
tion chaque concept dans un StructData de niveau i aux concepts du StructData de ni-
veau i-1. La Figure II.8 décrit à droite l’arbre résultant de l’application de l’algorithme
II.7 et de l’algorithme II.8. Par exemple pour le premier bloc unitaire de numériques,
les deux concepts "École maternelle" et "École élémentaire" sont au niveau 1 (feuille
de l’arbre), le concept "Enseignement public" est au niveau 2 (parent de niveau 1) et
"Premier degré" est au niveau 3 (racine de l’arbre et parent de niveau 2).
– Stratégie 2 une classification conceptuelle des concepts des entêtes de lignes et de co-
lonnes se basant sur la présence de cellules fusionnées dans les entêtes. Si un BoxHead
contient une ou plusieurs cellules fusionnées, une relation de spécialisation entre
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ces cellules et les cellules placées au-dessous d’eux se rajoute à l’ensemble R. Si un
StubHead contient une ou plusieurs cellules fusionnées, une nouvelle relation de spé-
cialisation entre ces cellules et les cellules placées sur leur droite se rajoute à l’ensemble
R.
– Stratégie 3 une classification conceptuelle des concepts des entêtes de lignes ou de
colonnes qui se base sur la présence des blocs de formules. En effet, les données dans
un bloc de formule ont été calculées à partir des données dans des blocs numériques.
Ceci indique que les concepts qui indexent les blocs numériques appartiennent au
même domaine. Donc il y a une relation de spécialisation entre les concepts structu-
rels des entêtes et un nouveau concept représentant le domaine (pour l’instant nous lui
attribuons une valeur inconnue). Dans la Figure II.9, nous montrons comment la dis-
position des blocs de formules permet de reconnaître une classification des concepts
des entêtes de lignes et de colonnes. Dans l’ensemble R nous ajoutons une relation de
spécialisation entre les concepts des entêtes et le nouveau concept (de valeur indéter-
minée) représentant un domaine.
Algorithme II.7 — Attribution des niveaux au StubHead
Input: un bloc similaire SimBlocL
1: k← size(SimBlocL)
2: i← SimBlocL.FL
3: while i < SimBlocL.DL and k > 0 do
4: UnitNumBloc← SimBlocL(k)
5: if i = UnitNumBloc.FL then




10: nextBloc← SimBlocL(k− 1)
11: cptConcept← 2
12: for j← i, nextBloc.FL + 1 do
13: Niv(StrucData)← cptConcept
14: cptConcept← cptConcept + 1
15: i← i + 1
16: end for
17: k← k− 1
18: end if
19: end while
Pour le choix de sous-stratégie à appliquer, nous pouvons combiner la sous-stratégie 3
avec soit la sous-stratégie 2 soit la sous-stratégie 1. Nous pouvons appliquer en même temps
les deux sous-stratégies 1 et 2 dans le cas où nous avons des cellules fusionnées dans l’entête
de colonnes et non pas dans l’entête de lignes. Si nous avons des cellules fusionnées dans
l’entête de lignes et que nous avons la possibilité d’appliquer la sous-stratégie 1, il faudra
appliquer uniquement la sous-stratégie 2.
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Algorithme II.8 — Construction de l’arbre du StubHead
Input: StubHead
1: for i← StubHead.DL, StubHead.FL do
2: nivCrt← Niv(StructData(i))
3: if nivCrt > 1 then
4: while j > i et j < StubHead.FL et Niv(StrutData(j))! = nivCrt do
5: if Niv(StructData(j)) = nivCrt− 1 then
6: R← R ∪ specialisation(StructData(j), StructData(i))
7: end if




Figure II.8 — Un exemple de classification conceptuelle par la stratégie 1
Figure II.9 — Un exemple de classification conceptuelle par la stratégie 3
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Figure II.10 — Un exemple typique de tableau pour l’approche de classification approxi-
mative
3.2.4.2.1 Classification conceptuelle hiérarchique approximative L’hétérogénéité
structurelle des données ouvertes nous a poussé à proposer une deuxième stratégie de clas-
sification approximative qui s’applique sur les entêtes de lignes et de colonnes lorsqu’au-
cune des sous-stratégies de la stratégie exacte n’est applicable. Dans notre approche ap-
proximative, nous croisons les résultats de classification de la technique des treillis de galois
[Birkhoff, 1967] avec les résultats de l’approche RELEVANT [Bergamaschi et al., 2007] sous
les contraintes C1, C2 et C3 pour pouvoir transformer un ensemble de données structurelles
en une hiérarchie à deux niveaux.
La classification conceptuelle avec les treillis de galois produit des contextes formels à
plusieurs attributs. Cette technique ne prend pas en compte les aspects sémantiques des
concepts et les hiérarchies produites ne sont pas strictes. Pour les aspects sémantiques, nous
avons fait appel à l’approche RELEVANT qui considère la similarité sémantique pour re-
grouper un ensemble de concepts en groupes (ou clusters) représentés avec les attributs les
plus pertinents selon la technique de regroupement choisie. L’approche RELEVANT pro-
pose deux techniques de regroupement : la première technique produit des groupes disjoints
représentés par un concept composé de plusieurs termes, la deuxième technique produit des
groupes non-disjoints représentés par un concept mono-terme. Nous avons choisi d’appli-
quer la première technique de regroupement puisqu’elle permet de générer des groupes
disjoints vérifiant la contrainte C1. Dans ce qui suit, nous illustrons notre approche sur les
concepts de l’entête de lignes du tableau de la Figure II.10. Ce tableau fait partie de la catégo-
rie des tableaux sur lesquels nous ne pouvons pas appliquer les approches de classification
exacte.
Les étapes de notre approche sont comme suit :
1. Préparation des données structurelles de l’entête de lignes ou de colonnes. La préparation
consiste à découper le concept structurel en un sac de termes, éliminer les mots vides
puis chercher les racines de chaque terme pour construire un sac de racines de termes.
Pour l’ensemble des concepts structurels symbolisés alphabétiquement de A à M, la
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préparation des données produit le sac de termes suivant = {(T1) industr ; (T2) extract ;
(T3) énerg ; (T4) gestion ; (T5) dépollu ; (T6) houill ; (T7) lignit ; (T8) hydorcarbur ; (T9)
métalliqu ; (T10) autr ; (T11) servic ; (T12) product ; (T13) distribu ; (T14) électr ; (T15)
gaz ; (T16) condition ; (T17) déchet ; (T18) captag ; (T19) trait ; (T20) collect ; (T21) usé ;
(T21) élimin }.
2. Classification conceptuelle par les treillis de galois sur les concepts structurels. L’objectif de
cette étape est d’extraire un ensemble de concepts mono-termes commun à plusieurs
concepts structurels. Pour réaliser cela, nous construisons un treillis de galois à par-
tir des concepts structurels et leur sacs de termes puis nous extrayons de ce treillis les
concepts mono-termes. Rappelons qu’un treillis de Galois représente un contexte for-
mel C = (O, A, I), tel que : O un ensemble fini d’objets, A un ensemble fini de termes
et I une relation binaire entre O vers A. Dans notre cas, O est l’ensemble des concepts
structurels, A est le sac des racines des termes obtenues à la première étape et I est la
relation binaire qui indique si la racine des termes fait partie du concept structurel. A
partir de la relation binaire I binaire, nous construisons tous les contextes formels du
treillis qui se représentent comme un diagramme de Hasse. Les contextes sont des re-
groupements d’objets qui partagent un ou plusieurs attributs. Ce qui nous intéresse ce
sont les contextes ayant un seul attribut (terme) et au moins deux objets (concepts struc-
turels). En appliquant cette méthode sur notre exemple, nous obtenons la classification
illustrée par la Figure II.11.
Figure II.11 — Exemple de classification conceptuelle par les treillis de galois
3. Classification conceptuelle par l’approche RELEVANT sur les concepts structurels. Nous
avons appliqué l’approche RELEVANT avec le regroupement hiérarchique qui permet
d’obtenir des groupes disjoints, cela veut dire que chaque concept structurel appartient
à plus qu’un seul groupe. Chaque groupe est représenté par un ou plusieurs termes.
Cette méthode appliquée sur notre exemple donne les résultats de la Figure II.12.
4. Croisement des résultats de classification, nous sélectionnons les mono-termes du treillis
qui apparaissent dans les groupes disjoints et pertinents trouvés par RELEVANT. Pour
notre exemple les termes pertinents sont {T2, T13, T17, T19}. Ensuite, nous relions
chaque terme avec l’intersection des concepts structurels auxquelles il a été lié par
chaque approche. Par exemple T13 sera lié à {H, I} = {H, I, M} ∩ {H, I, J} et T17 sera
lié à {I, M} = {H, I, M} ∩ {A, I, L, M}. Cette intersection peut produire des hiérarchies
non-strictes, nous constatons que le concept I est indexé par le terme T13 et T17. Nous
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Figure II.12 — Exemple de classification conceptuelle par l’approche RELEVANT
Figure II.13 — Résultat final de classification conceptuelle
utilisons la mesure de similarité de Jaccard afin de rattacher chaque concept au plus
proche terme. Le résultat de cette étape appliquée à notre exemple est illustré dans la
Figure II.13.
Après la description des différents algorithmes et techniques déployés pour la détection
et la reconnaissance des tableaux dans les données ouvertes, nous décrivons dans la section
suivante comment nous transformons ces tableaux annotés en graphes.
3.2.5 Transformation des tableaux annotés en graphes
Dans cette section, nous expliquons les étapes à suivre pour transformer les résultats
de détection et de reconnaissance en graphes. Ces graphes représentent les schémas des
tableaux que nous utilisons pour l’intégration des données tabulaires.
Cette section comportera trois sous-sections. Dans la première sous-section, nous expli-
quons les transformations des tableaux annotés en graphes de propriétés. Dans la deuxième
sous-section, nous montrons comment les graphes de propriétés peuvent se transformer en
graphes RDF. Dans la dernière sous-section, nous positionnons les résultats de notre contri-
bution par rapport au nouveau projet de recommandation du W3C.
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3.2.5.1 D’un tableau annoté vers un graphe de propriétés
Définition 1. D’après [Rodriguez et Neubauer, 2010] un graphe de propriétés est une combinaison
de graphes orientés, étiquetés, attribués et de multi-graphes. Les arcs sont orientés, les noeuds et les
arcs sont étiquetés, des paires de propriétés sous forme clé/valeur sont associées aux noeuds et aux
arcs et il peut y avoir plusieurs arcs entre deux noeuds. La Figure II.14 illustre un exemple de graphe
de propriétés.
Figure II.14 — Un exemple de graphe de propriétés
Dans un premier temps, nous avons fait le choix de transformer les tableaux annotés vers
un graphe selon le modèle de graphe de propriétés pour les raisons suivantes : (1) le graphe
de propriétés est l’ancêtre de plusieurs modèles de graphe tels que le graphe orienté, graphe
sémantique, graphe RDF, etc ; ceci garanti la généricité de notre approche et un passage
facile vers d’autres modèles pour permettre la réutilisation de nos tableaux dans d’autres
contextes, et (2) ce modèle nous permet de capitaliser toutes les annotations du tableau et la
formalisation que nous avons définies pour les tableaux.
Les règles suivantes permettent la transformation d’un tableau annoté T vers un graphe
de propriété GP = (V, E) :
– Dans T, nous avons des composants simples comme les StructData et les NumData et
des composants composites tels que les StubHead et les UnitNumBloc. Chaque com-
posant simple de C de délimitation DL, FL, DC, FC et ayant les annotations AI, AT et
AS se transforme en un noeud identifié de façon unique dans l’ensemble V et ayant les
propriétés {type, valeur, DL, FL, DC, FC, AI, AT, AS}. Le type est le nom du type du
composant par exemple StructData, la valeur est le contenu de la cellule du compo-
sant. Pour les autres propriétés, s’il s’agit d’une chaîne de caractères ou d’un entier il
sera repris tel qu’il est, sinon si c’est l’identifiant d’un composant il faut prendre l’iden-
tifiant du noeud correspondant à ce composant. Chaque composant composite de C
se transforme en un noeud identifié de façon unique dans l’ensemble V et ayant les
propriétés {type, DL, FL, DC, FC, AI, AT, AS}. Les même règles que nous avons ap-
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pliquées pour les propriétés des composants simples s’appliquent sur les propriétés
des composants composites.
– Dans T, nous avons un ensemble de relations R entre les composants du tableau. Ces
relations se transforment en arcs entre les noeuds correspondant à ces composants.
Nous avons essentiellement deux types de relations : (1) les relations de spécialisa-
tion entre les StructData et (2) les relations d’association "indexer" entre les com-
posants composites. Pour les relations de spécialisation, nous créons un arc orienté
non-étiqueté entre les noeuds de type StructData. Pour les relations d’association "in-
dexer", nous créons des arcs orientés dont la source est le composant qui indexe et la
cible est le composant indexé. Par déduction, nous construisons des arcs d’association
"indexer" entre les StructData et les NumData.
La Figure II.15 illustre un extrait du graphe de propriétés du tableau de la Figure II.10.
Figure II.15 — Un extrait d’un graphe de propriétés d’un tableau
3.2.5.2 D’un graphe de propriétés vers un graphe RDF
Dans un graphe RDF les données sont organisées en triplets de la forme (s, p, o) qui ex-
priment qu’un sujet s est relié à l’objet o par un arc de propriété p. Les sujets, les propriétés et
les objets identifient d’une façon unique, à travers des URI, des entités, des relations ou des
concepts. Les objets sont les seuls à pouvoir prendre des valeurs constantes dites littéraux.
Pour produire des données RDF, les étapes clés consistent à l’identification des données par
des URI et à l’utilisation, dans la mesure du possible, de vocabulaires standardisés par le
W3C.
Nous avons évoqué dans la section précédente qu’un graphe de propriétés peut se trans-
former en un graphe RDF. [Rodriguez et Neubauer, 2010] proposent d’enlever les proprié-
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tés des noeuds du graphe de propriétés pour passer à un modèle de graphe étiqueté puis de
transformer les labels en URI pour obtenir un graphe RDF. Cette proposition est intéressante
mais elle a l’inconvénient de faire disparaître les propriétés. Pour palier à cet inconvénient,
nous proposons un autre processus de transformation qui comporte les étapes suivantes :
1. Éclater les propriétés d’un noeud sous format de triplet RDF (s,p,o) où s est le noeud,
p est le nom de la propriété et o est la valeur de la propriété. En appliquant cette étape
sur le graphe de la Figure II.15, nous obtenons le graphe illustré par la Figure II.16.
Figure II.16 — Un extrait de graphe de propriétés éclaté
2. Transformer chaque noeud de V qui a un identifiant unique en un URI.
3. Utiliser des vocabulaires standardisés, dans la mesure du possible, pour décrire les don-
nées. Nous avons choisi d’utiliser les vocabulaires RDFS 12 et SKOS 13. Les transforma-
tions suivantes sont mises en place :
– La propriété "type" est remplacée par "rdf :type" ;
– La propriété "valeur" est remplacée par "rdfs :label" pour les données numériques ;
– Les données structurelles de type "StructData" deviennent de type "skos :concept" ;
– La propriété "valeur" est remplacée par "skos :label" pour les données structurelles ;
– La propriété "is-a" pour la spécialisation entre les données structurelles est remplacée
par la propriété "skos :broader".
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Figure II.17 — Un extrait de graphe RDF
3.2.5.3 Projet de recommandation du W3C
Le W3C consortium travaille depuis avril 2015 sur un projet de recomman-
dation pour décrire et produire des données RDF à partir des données tabu-
laires. Ce projet comporte (i) un modèle pour les tableaux http://www.w3.
org/TR/2015/CR-tabular-data-model-20150716/#locating-metadata,
(ii) un vocabulaire de méta-données du tableau http://www.w3.org/TR/2015/
CR-tabular-metadata-20150716/ et son vocabulaire CSVW et (iii) un ensemble
de procédures et de règles pour convertir des données tabulaires vers des données
RDF, ces dernières sont synthétisées dans csv2rdf http://www.w3.org/TR/2015/
CR-csv2rdf-20150716/#bib-tabular-data-model.
Nous rappelons qu’un projet de recommandation passe chronologiquement par les
étapes suivantes : (1) différentes versions de brouillons "Working draft", (2) un appel à voter
"last call", (3) un candidat de recommandation "candidate recommandation" , (4) proposi-
tion de recommandation "proposed recommandation" et (5) recommandation "recomman-
dation". En juillet 2015, le modèle du tableau, les méta-données et csv2RDF sont candidats
pour une recommandation.
Un modèle de tableau est composé de groupes de tableaux, de tableaux, de colonnes, de
lignes, de cellules et de types de données. Ce modèle s’applique sur les tableaux relationnels
où l’entête du tableau est située à la première ligne. Les méta-données du tableau sont illus-
trées dans la Figure II.18. La procédure de construction des données RDF du tableau exige
qu’il y ait déjà un modèle de tableau annoté qui a été fourni.
Chronologiquement, nos propositions sont antérieures à ce projet. Toutefois, ce que nous
avons proposé est tout à fait compatible mais aussi complémentaire aux propositions du
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Figure II.18 — Les méta-données du tableau proposées par le W3C
W3C. La complémentarité de nos travaux réside dans la possibilité de traiter des tableaux
relationnels et non-relationnels où les entêtes ne sont pas uniquement situées dans la pre-
mière ligne. En outre, nous avons proposé des solutions automatiques pour le passage de
données tabulaires vers des données tabulaires annotées puis vers des graphes RDF. Nos
propositions sont aussi compatibles avec les propositions du W3C, il suffirait d’adapter les
méta-données, vocabulaire et modèle de tableau dans nos algorithmes.
4 Conclusion
Dans ce chapitre, nous avons présenté une approche pour la détection et la reconnais-
sance des données ouvertes tabulaires. La détection permet de repérer l’emplacement du
tableau et la reconnaissance permet d’analyser le contenu du tableau détecté. La finalité
de notre approche est d’obtenir des schémas de tableaux nécessaires pour l’intégration des
données provenant de différentes sources. Nous avons choisi de produire des schémas de
tableaux sous forme de graphes (graphes de propriétés). Ces graphes ont la possibilité d’être
étendus vers des formalismes plus spécifiques comme RDF. Dans les graphes, nous distin-
guons deux types de données : les données structurelles et les données numériques (les
statistiques du tableau).
Notre approche repose sur un nouveau modèle de tableau et sur un workflow d’activités.
Chaque activité réalise automatiquement la détection et la reconnaissance d’un composant
du tableau. La détection s’appuie sur le modèle de tableau pour identifier l’emplacement du
composant concerné. La reconnaissance s’appuie également sur le modèle de tableau pour
annoter le composant détecté avec ses propriétés intrinsèques, topologiques et sémantiques.
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4. Conclusion
L’utilisation du modèle de tableau pour la détection permet de pallier le problème d’hé-
térogénéité structurelle qui caractérise les données ouvertes tabulaires. En effet, l’hétérogé-
néité structurelle est engendrée par une organisation aléatoire des Open Data par les dif-
férents fournisseurs. De même l’utilisation du modèle de tableau pour la reconnaissance
permet de décrire les tableaux sans avoir besoin de ressources externes. De ce fait, notre
proposition s’applique génériquement sur n’importe quelle source de données ouvertes in-
dépendamment de son domaine d’étude.
Parmi les activités proposées, nous avons mis l’accent sur la découverte automatique de
relations hiérarchiques entre les données structurelles. Nous avons pris en considération le
problème de hiérarchies complexes [Malinowski et Zimányi, 2006] connu dans les systèmes
décisionnels. Cet aspect de notre proposition à un niveau avancé de la démarche ETL vise à
simplifier la découverte des hiérarchies du schéma multidimensionnel par des non-experts.
Ces propositions ont été publiées dans le cadre des conférences nationales
EDA’13 [Berro et al., 2013] et INFORSID’14 [Berro et al., 2014b] et internationale ADBIS’14
[Berro et al., 2014a].
L’approche proposée dans ce chapitre permet de produire automatiquement ou semi-
automatiquement des schémas de tableaux sous forme de graphes. Le chapitre suivant
montre une nouvelle méthode pour l’intégration simultanée et automatique de plusieurs
graphes de tableaux.
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III Intégration holistique des
graphes de données ouvertes
tabulaires
L’ intégration des données issues de multiples sources repose sur un ensemble de corres-pondances entre les modèles de données de ces sources. La recherche automatique des
correspondances est un problème connu dans la littérature sous le nom de problème d’ap-
pariement. Notre problématique dans ce chapitre concerne la résolution automatique du
problème d’appariement pour intégrer plusieurs graphes de données ouvertes tabulaires.
Nous allons présenter la difficulté du problème d’appariement, les approches proposées
dans la littérature, leurs limites face à notre contexte et quelle solution nous proposons pour
résoudre ce problème.
1 Introduction
Un panorama des domaines d’application est fourni par [Euzenat et Shvaiko, 2013] en
fonction de la résolution du problème d’appariement tels que l’ingénierie d’ontologies, l’in-
tégration d’information, la liaison des données (Linked Data), le partage d’information paire
à paire, la composition de services, la communication de systèmes autonomes, l’interroga-
tion du web, etc. Le problème d’appariement est connu aussi sous le nom de Matching
de modèles de données. L’appariement des modèles de données consiste à déterminer les
meilleures correspondances entre les éléments de ces modèles. La Figure III.1 illustre un
exemple de correspondances résultantes de la résolution du problème d’appariement entre
deux modèles de documents. Les modèles de données varient du moins expressif au plus
expressif en termes, hiérarchies ad-hoc, thésaurus, XML, schémas de bases de données, on-
tologie [Euzenat et Shvaiko, 2013].
L’intégration des données tabulaires se situe dans l’un des domaines d’application cités
ci-dessus en fonction de la nature du modèle de données. Par exemple, si le modèle est une
ontologie alors l’intégration des données tabulaires fait partie du cadre applicatif d’ingé-
nierie d’ontologies. Si les modèles sont des hiérarchies ad-hoc ou des schémas de bases de
données alors l’intégration des données tabulaires fait partie du cadre applicatif d’intégra-
tion des données dans un système d’information.
Le contexte de nos propositions se situe au niveau de l’intégration des données tabu-
laires dans un système d’information. En particulier, nous intégrons les graphes de struc-
tures hiérarchiques des données structurelles extraites des tableaux. Ces graphes sont moins
expressifs que les ontologies puisqu’ils contiennent uniquement des labels et des relations
hiérarchiques entre ces labels. En plus, puisque les tableaux à intégrer proviennent de plu-
sieurs fournisseurs, les données structurelles sont sémantiquement hétérogènes.
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Figure III.1 — Exemple de correspondances résultantes de l’appariement du modèle 1 et
modèle 2
Notre objectif est d’obtenir automatiquement une solution, unique et optimale, d’ap-
pariements holistiques (plusieurs graphes en même temps) pour des graphes de struc-
tures hiérarchiques. Nous souhaitons que la solution fournie soit également de structure
hiérarchique afin de faciliter la définition du schéma multidimensionnel à partir de cette
dernière. Nous ambitionnons aussi de faire face à l’hétérogénéité sémantique de sources
ouvertes provenant de multiples fournisseurs.
Ce chapitre est organisé en deux parties. Dans la première partie, nous expliquons le
problème d’appariement et ses spécificités. Ensuite, nous décrivons et discutons les travaux
de la littérature pertinents par rapport à notre contexte. Dans la deuxième partie, nous abor-
dons en détail notre proposition appliquée aux graphes de données ouvertes tabulaires.
2 État de l’art : Appariement des modèles de données
2.1 Le problème d’appariement
Le problème d’appariement consiste à déterminer l’ensemble des correspondances entre
les éléments de modèles de données. Le rôle d’une approche d’appariement est de résoudre
le problème d’appariement entre N modèles de données en entrée. Si N = 2, nous parlons
d’approches d’appariement par paire et si N ≥ 2 nous parlons d’approches d’appariement
holistique.
Comme le montre la Figure III.2, une approche d’appariement peut dépendre de fac-
teurs autres que les modèles de données à savoir : des correspondances de référence, des
ressources externes (thésaurus, ontologies,..) et des paramètres de configuration tels que
des seuils, des poids, etc.
L’ouverture de la boite noire d’une approche d’appariement révèle un workflow général
[Rahm, 2011] de quatre étapes, voir Figure III.3 : (1) pré-traitement des modèles de données,
56 Imen Megdiche
2. État de l'art : Appariement des modèles de données
Figure III.2 — Les entrées/sorties d’une approche d’appariement
[Shvaiko et Euzenat, 2005]
Figure III.3 — Un workflow général du processus d’appariement
(2) exécution de(s) technique(s) d’appariement, (3) combinaison des résultats, (4) sélection
des correspondances. Ce workflow nous montre les grandes étapes d’une telle approche
mais ces étapes ne sont pas figées puisque cela dépend des stratégies adoptées par chaque
approche. Ces techniques et ces stratégies seront expliquées dans les sections qui suivent.
Une correspondance est le résultat de comparaison d’une paire de modèles.
[Shvaiko et Euzenat, 2005] et [Euzenat et al., 2004] ont définit une correspondance sous la
forme de C = 〈id, e, e′ , n, R〉 tel que :
– id est l’identifiant de la correspondance.
– e et e
′
sont les éléments du premier et du deuxième modèle.
– n est la valeur de similarité entre e et e
′
, elle appartient à l’intervalle [0, 1].
– R est la relation entre e et e
′
qui peut être : équivalence =, plus général w, disjointure
⊥, intersection u.
Nous parlons de correspondances simples, de cardinalité 1 : 1 si les éléments e et e′ ap-
paraissent une seule fois dans l’ensemble des correspondances. Dans le cas contraire, par
exemple si l’élément e apparaît dans deux correspondances différentes C et C′ alors nous
parlons de correspondances complexes de cardinalité n : m. Si nous comparons N schémas
dans le cadre d’un appariement holistique, il faut chercher les regroupement de correspon-
dances générés pour les différentes paires de schémas.
2.1.1 Les techniques d’appariement
Dans la littérature, les techniques d’appariement ont été classifiées dans trois
livres [Euzenat et Shvaiko, 2007] [Rahm, 2011] [Euzenat et Shvaiko, 2013] et trois revues
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[Rahm et Bernstein, 2001] [Shvaiko et Euzenat, 2005] [Bernstein et al., 2011]. Nous avons re-
tenu la plus récente classification proposée par [Euzenat et Shvaiko, 2013] pour présenter
succinctement cette large variété de techniques.
Dans la Figure III.4, nous avons des rectangles qui correspondent aux techniques d’ap-
pariement et deux arborescences. L’arborescence supérieure est une classification des tech-
niques par rapport à la granularité (niveau élémentaire ou niveau structurel) et l’interpré-
tation (sémantique, syntaxique) des parties traitées dans les modèles. L’arborescence infé-
rieure est une classification par rapport à l’origine (basée sur le contenu ou sur le contexte)
et la nature des parties traitées dans les modèles (sémantique, syntaxique, terminologique,
structurel, extensionnel). Nous illustrons les techniques à travers la classification supérieure,
qui sera retenue pour la comparaison des approches d’appariement.
Figure III.4 — La classification des techniques d’appariement de
[Euzenat et Shvaiko, 2013]
Les techniques élémentaires calculent les correspondances en analysant les éléments
et/ou leurs instances en isolation c’est à dire en ignorant complètement les relations entre
ces éléments [Euzenat et Shvaiko, 2013]. Ces techniques sont classifiées comme suit :
– Techniques élémentaires syntaxiques :
– Les techniques basées sur le langage (Language-based) sont les premières tech-
niques à appliquer sur les noms des éléments. Il s’agit de différentes opérations
telles que le découpage en sacs de termes (tokenisation), la réduction d’un terme
en sa racine (lemmatisation), l’identification de morphologie des termes (verbe,
nom, etc..), l’élimination des termes vides. Les patrons utilisés par ces opérations
dépendent du langage (anglais, français..).
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– Les techniques basées sur les termes (String-based) se présentent sous la forme de
fonctions, dites aussi mesure/distance de similarité, qui calculent une similarité,
appartenant à l’intervalle [0, 1], entre les noms des éléments. Ces techniques sont
classifiées à leur tour en deux types d’après la récente revue de [Sun et al., 2015] :
– Les techniques basées sur les caractères (Character-based) s’appliquent entre
deux termes. Elles dépendent uniquement de l’apparence et de l’enchaîne-
ment des séquences de caractères dans les termes. Les plus connus sont Pré-
fixe, Suffixe, Edit-distance (ou Levenstein) [Levenshtein, 1966], Monge-Elkan
[Monge et Elkan, 1996], Jaro-Winkler [Winkler, 1990], I-SUB [Stoilos et al., 2005],
N-gram.
– Les techniques basées sur les jetons (Token-based) s’appliquent entre deux sacs
de termes. Les plus connus sont Jaccard [Jaccard, 1912], Monge Elkan de niveau 2
et Soft TF-IDF.
– Les techniques basées sur les contraintes (Constraint-based) cherchent une égalité
entre les contraintes des éléments par exemple le type d’élément, la cardinalité, les
clés primaires, etc.
– Les techniques basées sur des ressources informelles (Informal resource-based) s’ap-
puient sur le contexte dans lequel les éléments du modèle figurent. Par exemple, si
les éléments sont prises de pages wikipédia alors les ressources informelles peuvent
être les annotations de ces éléments ou l’organisation des pages.
– Techniques élémentaires sémantiques :
– Les techniques basées sur des ressources formelles (Formal resource-based)
consistent à utiliser des ressources externes formelles et sémantiques pour mesu-
rer les distances de similarités entre les éléments des modèles en entrée et les élé-
ments originaires d’une ou de plusieurs ressources externes. Ces ressources peuvent
être des correspondances de référence, des thésaurus, des ontologies de domaine,
des ontologies de haut-niveau, etc. A titre d’exemple, plusieurs distances de simi-
larités dans la littérature se basent sur le thésaurus Wordnet [Miller, 1995] : Wup
[Wu et Palmer., 1994], Lin [Lin, 1998], LCH [Leacock et Chodorow, 1998], LESK
[Banerjee et Pedersen, 2002], etc 1.
Les techniques structurelles calculent les correspondances en analysant comment les
éléments et/ou les instances apparaissent ensemble dans une même structure. Ces tech-
niques sont classifiées comme suit :
– Techniques structurelles syntaxiques :
– Les techniques basées sur les graphes (Graph-based) transforment les modèles de
données en graphes étiquetés, à partir desquels le problème d’appariement peut se
réduire à un problème connu tel que le problème d’homomorphisme ou le problème
de couplage de poids maximal. Il est aussi possible d’utiliser les positions des élé-
ments dans les graphes pour calculer des mesures de similarité structurelle entre ces
éléments par exemple en analysant la position de leurs parents, leurs feuilles, leurs
frères ou leurs ancêtres [Agreste et al., 2014].
– Les techniques basées sur les taxonomies (Taxonomy-based) représentent un cas
particulier des techniques basées sur les graphes. Une taxonomie est composée de
1. https ://code.google.com/p/ws4j/
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noeuds étiquetés et reliés par des relations de spécialisation. L’intuition de ces tech-
niques est que si des éléments sont similaires alors leurs voisinages le sont égale-
ment.
– Les techniques basées sur les instances (instance-based) exploitent les instances des
éléments du modèle (par exemple les instances d’une classe dans une ontologie)
pour décider s’il y a une correspondance entre les éléments. Ils se représentent sou-
vent sous la forme d’algorithmes d’analyse statistique des données.
– Techniques structurelles sémantiques :
– Les techniques basées sur les modèles (Model-based) cherchent à vérifier s’il y a des
interprétations sémantiques valides entre les éléments, par exemple sous la forme
d’un problème de satisfiabilité SAT. Ces modèles permettent de déduire les quatre
types de relation R entre les éléments.
2.1.2 Les stratégies d’appariement
A chaque étape du processus d’appariement, il peut y avoir différentes stratégies pos-
sibles.
Dans l’exécution des techniques d’appariement, nous avons pu cerner d’après
[Euzenat et Shvaiko, 2013] et [Rahm, 2011] quatre stratégies d’exécution de techniques d’ap-
pariement comme suit :
– La stratégie séquentielle consiste à appliquer successivement différentes techniques
d’appariement. Chaque technique dépend des modèles de données et des résultats de
la technique qui l’a précédée. La Figure III.5 illustre le principe de cette stratégie.
Figure III.5 — La stratégie de combinaison séquentielle
– La stratégie parallèle consiste à exécuter sur les modèles de données (après pré-
traitement) différentes techniques d’appariement, puis agréger les résultats de ces
techniques pour obtenir un seul ensemble de correspondances. La Figure III.6 montre
le principe de cette stratégie. [Euzenat et Shvaiko, 2013] distinguent deux sous-types
de stratégie de composition parallèle : (1) la composition parallèle hétérogène où les
modèles d’entrée sont fragmentés, chaque technique prend deux fragments de don-
nées de même type puis une agrégation se fait entre les résultats de toutes les tech-
niques (2) la composition parallèle homogène où les modèles sont passés en entier à
chaque technique puis une agrégation se fait entre ces différents résultats.
– La stratégie itérative consiste à appliquer la même technique d’appariement plusieurs
fois jusqu’à un certain point fixe pour arrêter les itérations. C’est un cas particulier
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Figure III.6 — La stratégie de combinaison parallèle
de la stratégie parallèle puisque à chaque itération le calcul des nouvelles correspon-
dances va dépendre du calcul précédant. La Figure III.7 illustre le principe de cette
stratégie.
Figure III.7 — La stratégie de combinaison itérative
– La stratégie mixte est un mélange de toutes les autres stratégies dans n’importe quel
ordre, tous les cas de figure sont possibles. Par exemple, nous pouvons appliquer une
première technique, puis itérer sur une deuxième technique, puis appliquer en paral-
lèle d’autres techniques, etc.
Dans la combinaison des résultats de techniques d’appariement, il y a trois stratégies :
– La stratégie de pondération dans laquelle des fonctions mathématiques sont utilisées
pour combiner les résultats d’agrégation. Ces fonctions peuvent être min, max, pro-
duit pondéré, distance de Minkowski, somme pondérée, etc. La plupart de ces fonc-
tions dépendent d’un poids qui doit être donné en entrée par l’utilisateur ou déduit
par apprentissage.
– La stratégie de vote correspond à une mise en place d’un système de vote entre les
résultats des différentes techniques d’appariement. Ces stratégies peuvent être un vote
par majorité, un vote par majorité pondérée, etc.
– La stratégie d’argumentation consiste à faire une négociation entre deux ou plusieurs
agents où chacun argumente les correspondances qu’il doit défendre. Cette stratégie
peut être mise en place par des systèmes multi-agents.
Dans la sélection des correspondances, il y a trois stratégies possibles :
– La stratégie de sélection par seuil consiste à sélectionner les correspondances dont la
valeur de similarité n est supérieure à un certain seuil. Il y a différents types de seuil :
(1) le seuil strict (Hard threshold) correspond à une valeur donnée x, (2) le seuil delta
(Delta threshold) est la différence entre la plus grande valeur de similarité et une
valeur donnée x, (3) le seuil d’écart (Gap threshold) retient les correspondances dans
l’ordre décroissant de leurs valeurs de similarité jusqu’à ce que la différence entre
ces dernières devienne supérieure à une valeur donnée x, (4) le seuil proportionnel
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(Porportional threshold) correspond au pourcentage de correspondances ayant la
plus grande similarité, (5) le seuil de pourcentage correspond à une sélection de cor-
respondances dont la valeur de similarité est au-dessus des x% valeurs de similarité
des autres correspondances. Il peut aussi y avoir d’autres techniques statistiques pour
l’apprentissage des seuils.
– La stratégie de sélection par "points forts ou faibles" consiste à appliquer une fonction
qui s’appelle sigmoid avec un paramètre de pente pour découper les correspondances
en zones de fortes et de faibles mesures de similarité. Les correspondances doivent
être sélectionnées dans les zones supérieures.
– La stratégie de sélection par résolution du problème de mariage stable ou du pro-
blème de couplage de poids maximal. La résolution du problème de mariage stable
permet d’extraire des correspondances de telle sorte qu’une entité figure dans au plus
une seule correspondance. La résolution de ce problème se fait généralement par des
algorithmes gloutons. Le problème de couplage de poids maximal consiste à cher-
cher le meilleur ensemble de correspondances maximisant la somme de leurs valeurs
de similarité. La résolution de ce problème peut se faire par des algorithmes glou-
tons, heuristiques ou par la programmation linéaire. Nous notons que le problème de
mariage stable retourne un optimum local et le problème de couplage de poids maxi-
mal retourne un optimum global [Euzenat et Shvaiko, 2013]. Un optimum global est
la meilleure solution dans l’espace de toutes les solutions possibles alors qu’un opti-
mum local est une solution meilleure sur une partie de l’espace des solutions. L’op-
timum global est meilleur que l’optimum local et dans certains cas les deux peuvent
coïncider. La Figure III.8 montre cette différence d’une façon générale et la Figure III.9
montre un exemple illustrant la différence entre la solution d’un mariage stable et la
solution d’un couplage.
Figure III.8 — Solution optimale locale vs solution optimale globale
Nous soulignons que dans la phase de pré-traitement la plupart des approches trans-
forment les modèles de données en entrée en un modèle de représentation interne de don-
nées [Agreste et al., 2014]. Ce modèle de représentation interne peut être un tableau de
termes, un arbre, une forêt, un graphe orienté acyclique, un graphe orienté / non-orienté
étiqueté/non-étiqueté.
Après avoir donné un aperçu sur les diverses possibilités qui peuvent être déployées
pour la résolution d’un problème d’appariement, nous étudions dans la suite les approches
d’appariement les plus pertinentes par rapport à notre contexte.
62 Imen Megdiche
2. État de l'art : Appariement des modèles de données
Figure III.9 — La solution du problème de mariage stable vs la solution du problème de
couplage
2.2 Étude des approches d’appariement
Dans la littérature, une centaine d’approches connues ont été synthétisée par
[Euzenat et Shvaiko, 2007] [Rahm, 2011] [Euzenat et Shvaiko, 2013] dont une majorité par
paire et une minorité holistique. Dans un premier temps, nous décrivons et discutons les
approches holistiques. Dans un second temps, nous décrivons et discutons les approches
par paires. Enfin, nous présentons les approches d’intégration de données tabulaires qui ont
abordé le problème d’appariement.
2.2.1 Les approches holistiques
Dans la littérature, les propositions pour résoudre le problème d’appariement holistique
pour N ≥ 2 modèles de données sont peu nombreuse par rapport aux approches par paire.
Nous synthétisons la description de ces approches puis nous discutons leurs limites par
rapport à notre contexte.
2.2.1.1 Étude des travaux
[He et al., 2004][He et al., 2005] ont proposé l’outil Wise-Integrator pour l’unification de
différents formulaires web. Cet outil se base sur deux regroupements : le premier est un
regroupement exact qui est suivi par un regroupement approximatif. Dans le regroupement
exact, ils regroupent dans un même cluster tous les attributs de différents formulaires ayant
exactement le même nom. Dans le regroupement approximatif, ils élargissent chaque cluster
en lui rajoutant d’autres attributs dont la similarité est proche. Pour cela, ils utilisent des
techniques d’appariement élémentaires approximatives comme edit-distance et cosine sur
les types des attributs (extraits par la ressource externe Wordnet). Par la suite, ils filtrent les
paires d’attributs dont la similarité est inférieure à un seuil donné. Enfin, ils déterminent
l’attribut le plus représentatif d’un cluster (RAN) qui sera utilisé dans l’interface unifiée.
[Su et al., 2006b] [Su et al., 2006a] ont proposé une approche holistique, nommée PSM
(Parallel Schema Matching), pour l’intégration de plusieurs formulaires web appartenant au
même domaine. Dans cette approche, les auteurs n’utilisent pas de technique d’appariement
Une intégration automatique des Open Data 63
Intégration holistique des graphes de données ouvertes tabulaires
structurel puisque le modèle de données interne est une liste d’attributs pris des formulaires
web (sans aucune structure). Dans la phase de pré-traitement, les auteurs construisent : (1)
une liste de paires d’attributs synonymes qui sont des attributs rarement co-présents dans le
même formulaire, seuls les attributs ayant un score (statistique) supérieur à un seuil donné
sont gardés ; (2) les groupes d’attributs qui sont souvent co-présents dans le même formu-
laire, seuls les groupes ayant un score de groupement supérieur à un seuil donné sont gardés
et (3) des schémas parallèles qui sont tous les paires de combinaisons de deux formulaires
parmi les N formulaires en entrée. A partir de la liste des attributs synonymes et les sché-
mas parallèles, ils calculent la mesure de similarité qui correspond à un score statistique
(similaire au coefficient de Dice) évaluant la co-présence des attributs dans les différents
schémas parallèles. La sélection des correspondances se fait à travers un algorithme glou-
ton qui choisit les attributs similaires (les correspondances) ayant un score supérieur à un
certain seuil. Comme les attributs synonymes appartiennent à des groupes d’attributs, cette
approche trouve des correspondances complexes.
[He et Chang, 2006] ont proposé un framework, nommé DCM (Dual Correlation Mi-
ning), pour l’appariement holistique des interfaces web d’un même domaine dans l’objectif
de construire une interface unifiée. Le modèle de données interne est la liste des attributs
des formulaires web. Les auteurs appliquent quelques techniques d’appariement élémen-
taires telles que la normalisation des attributs, la reconnaissance de type ou le regroupe-
ment des attributs par la similarité de leurs termes. Ensuite, ils découvrent les groupes d’at-
tributs positivement corrélés (qui co-existent dans la même interface) et parmi ces groupes
ils retiennent ceux qui sont négativement corrélés (ceux qui ont des attributs similaires).
Ces groupes sont des correspondances complexes candidates mais qui peuvent être conflic-
tuelles. Les auteurs ordonnent les correspondances candidates et appliquent un algorithme
glouton pour la sélection des correspondances complexes non-conflictuelles les mieux clas-
sées.
[Pei et al., 2006] ont proposé une approche holistique basée sur les techniques de regrou-
pement (Clustering) pour l’appariement des attributs de N formulaires web du même do-
maine. Cette approche permet de déterminer les correspondances simple qui se présentent
sous la forme d’un groupe (cluster) d’attributs où chaque attribut provient d’un schéma (les
attributs du formulaire) différent des schémas des autres attributs. Les auteurs ont proposé
un algorithme de clustering des attributs qui est une sorte d’algorithme k-means incrémen-
tal avec k non fixé à l’avance. Ils ont aussi proposé une fonction de critères qui combine
deux techniques élémentaires : la première est basée sur les types des attributs (constraint-
based) et la deuxième est la distance cosinus entre les jetons (token-based). Sur ces groupes,
ils appliquent d’autres algorithmes pour le raffinement des correspondances en distinguant
les correspondances stables et non-stables.
[Saleem et al., 2007] ont proposé l’outil PORSCHE (Performance Oriented Schema Mat-
ching) pour l’intégration de plusieurs schémas XML qui décrivent le domaine des livres. Ces
schémas sont transformés en un modèle interne d’arbre. Dans la phase de pré-traitement, les
auteurs calculent le contexte de chaque noeud qui correspond à son ordre et sa portée selon
un parcours en profondeur dans un arbre. Ensuite, ils ont appliqué des techniques d’ap-
pariement élémentaires (language-based et formal resource-based, où ils ont proposé leur
propre ressource) et ils fusionnent les labels similaires dans une même liste. Ceci est la par-
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tie holistique de cette approche puisque tous les labels ont été comparés en même temps. La
deuxième partie de découverte des correspondances se fait par un algorithme à base d’heu-
ristiques qui compare les paires de schémas. Les auteurs ont supposé que le schéma qui a le
plus de noeuds représente la version initiale du schéma intégré Vm. Ils comparent de façon
incrémentale les noeuds de chaque schéma avec les noeuds du schéma Vm. Ils doivent véri-
fier si le label du noeud figure dans la liste des labels similaires et si le contexte du noeud
assure une structure intégrée correcte (tree-mining) afin de pouvoir ajouter une correspon-
dance simple entre les noeuds.
[Benharkat et al., 2007] ont proposé la plateforme PLASMA (Platform for Large Schema
Matching) pour l’appariement de schémas XML dans le domaine E-Business. Le mo-
dèle de données interne utilisé est un arbre. Dans la phase de pré-traitement, les au-
teurs décomposent les arbres des différents schémas en appliquant holistiquement l’algo-
rithme de Dryade [Termier et al., 2004] afin d’extraire les sous-arbres fréquents. Ensuite,
ils appliquent des techniques d’appariement élémentaires (string-based, language-based et
formal-resource-based) sur les sous-arbres fréquents pour découvrir les sous-arbres les plus
pertinents. Ils ont aussi calculé des similarités structurelles avec une version avancée de l’al-
gorithme EXSMAL [Chukmol et al., 2005] entre toutes les paires des sous-arbres de façon
indépendante. Enfin, ils ont combiné les similarités structurelles et élémentaires avec des
fonctions de combinaisons en donnant des poids et ils ont sélectionné les correspondances
au-dessus d’un certain seuil de similarité.
[Grütze et al., 2012] ont proposé l’approche HCM (Holistic Concept Matching) pour la
découverte de correspondances entre des concepts pris du LOD (Linked Open Data). Dans
la phase de pré-traitement, ils construisent des WCF (Wikipedia concept Forest) pour chaque
concept des différents modèles de données RDF (ils n’ont pas pris les relations entre les
concepts, donc uniquement des listes de concepts). En effet, chaque concept devient une liste
de termes par les techniques élémentaires de type language-based. Ils ont ensuite cherché
ces termes dans wikipédia, retenu les top d pages et ils ont construit un arbre à d niveaux et
dans chaque niveau ils ont placé les termes qui appartiennent à la page de niveau i. Dans un
deuxième temps, ils ont affecté des termes pour chaque forêt WCF (ce sont les 10 termes qui
ont les meilleurs scores TF-IDF), puis ils comparent les termes de chaque paire de WCF par
la distance de Jaccard (token-based) qui doit être supérieure à un seuil donné et groupent
les WCF de termes similaires dans un même groupe. Par la suite, ils calculent pour chaque
groupe et entre toutes les paires de WCF une mesure de similarité structurelle qui consiste au
recouvrement de deux forêts WCF. Enfin ils sélectionnent les correspondances consistantes
au-dessus d’un certain seuil.
2.2.1.2 Synthèse et limites des travaux
Le Tableau III.1 synthétise les différentes caractéristiques des approches décrites ci-
dessus. Notre premier constat concerne les travaux de [He et al., 2004], [Su et al., 2006b],
[He et Chang, 2006] et [Pei et al., 2006] qui ont tous proposé des approches holistiques plus
ou moins différentes pour apparier les attributs de formulaires web. Le fait qu’ils étudient le
même domaine sans structure, leur a permis de traiter holistiquement les attributs et les re-
grouper soit avec des analyses statistiques, des mesures de corrélation ou des algorithmes de
Une intégration automatique des Open Data 65
Intégration holistique des graphes de données ouvertes tabulaires
regroupement. Le regroupement a l’avantage de faciliter l’identification de correspondances
complexes [Su et al., 2006b] et [He et Chang, 2006], par contre dans notre contexte nous ne
pouvons pas appliquer ces approches puisqu’elles n’impliquent pas des structures et elles
exigent que les données appartiennent au même domaine. A première vue, l’approche de
[Grütze et al., 2012] nous fait penser aux travaux holistiques sur les formulaires. Cependant,
ils ont trouvé un moyen pour structurer les termes des concepts en WCF. Donc cette ap-
proche devient similaire aux approches de [Benharkat et al., 2007] et de [Saleem et al., 2007].
Même si dans les détails ces approches utilisent des stratégies différentes, ils ont tous com-
paré les N schémas par paires avec des techniques structurelles et élémentaires, puis ils ont
combiné les résultats et sélectionné les correspondances finales en utilisant un seuil. Au-
cune de ces approches ne considère le problème holistiquement, c’est à dire en comparant
simultanément les résultats des différentes combinaisons des différentes paires étudiées.
La seule approche que nous considérons véritablement holistique est [Su et al., 2006b] avec
leurs schémas parallèles, néanmoins cette approche comme nous l’avons déjà discutée est
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2.2.2 Les approches par paire
Les approches d’appariement par paire sont très nombreuses dans la littérature. Comme
nous nous intéressons à l’optimisation combinatoire pour résoudre le problème d’appa-
riement, nous avons sélectionné les travaux [Euzenat et Valtchev, 2004] [Yatskevich, 2008]
[Niepert et al., 2010] [Melnik et al., 2002] qui ont réduit une ou plusieurs phases du proces-
sus d’appariement en un problème d’optimisation combinatoire. Nous avons aussi sélec-
tionné des travaux de référence en appariement de schémas en particulier les deux ap-
proches [Aumueller et al., 2005] et [Melnik et al., 2002]. Enfin, nous avons choisi de discu-
ter les travaux de thèse de [Duchateau, 2009] qui est le premier à proposer un banc d’essai
orienté schémas [Duchateau et Bellahsene, 2014] pour l’évaluation des approches d’apparie-
ment de paire de schémas XML. Dans le dernier chapitre de ce manuscrit, nous présentons
les résultats de notre approche sur ce banc d’essai.
2.2.2.1 Étude des travaux
[Melnik et al., 2002] ont proposé l’approche Similarity Flooding (SF), implémentée dans
l’outil RONDO, pour résoudre le problème d’appariement entre deux modèles de données
qui peuvent être des schémas relationnels et XML. Cette approche transforme n’importe
quel modèle de données en un graphe étiqueté orienté. Ces deux graphes sont fusionnés
dans un graphe de paires connectées de la façon suivante : si dans le graphe GA il y a une re-
lation r1 du noeud A vers le neoud A1 et si dans le graphe GB il y a une relation r1 du noeud
B vers le noeud B1 alors ils créent une relation r1 du noeud (A,B) vers le noeud (A1,B1) dans
le graphe de paires. Pour chaque paire d’éléments, ils calculent leurs similarités élémen-
taires par des mesures de préfixe et suffixe. Les similarités élémentaires est l’initialisation de
l’algorithme de propagation de similarité. Cet algorithme propage itérativement, jusqu’à un
certain point fixe, le poids des arcs pour augmenter la mesure de similarité des paires adja-
centes à chaque paire d’éléments. Une fois ces mesures de similarité structurelles sont cal-
culées, les auteurs appliquent le problème de mariage stable, sur les similarités supérieures
à un certain seuil, pour sélectionner les correspondances finales. La solution retournée par
l’approche SF correspond à un optimum local [Euzenat et Shvaiko, 2013].
[Euzenat et Valtchev, 2004] ont proposé l’approche OLA (OWL lite Alignment) pour
l’alignement de deux ontologies en OWL. Dans cette approche, le problème est de trouver
des mesures de similarité pour toutes les paires de propriétés et pour toutes les paires d’en-
tités. Une fois ce problème résolu, ils appliquent le problème de couplage de poids maximal
pour sélectionner les correspondances finales. La résolution du problème de calcul de me-
sures de similarités revient à résoudre un système d’équations. Chaque équation représente
des dépendances entre les similarités d’une paire d’entités ou de propriétés. Ce système
d’équations est initialisé par des similarités élémentaires et structurelles. Les similarités élé-
mentaires sont calculées entre les labels des entités ou les labels des propriétés en utilisant
des techniques d’appariement élémentaires. Les similarités structurelles sont calculées à par-
tir des caractéristiques internes des éléments comme les domaines, les types de données et
les cardinalités des propriétés. Après son initialisation, le système d’équation est soumis à
un algorithme itératif. Cet algorithme change les valeurs des mesures de similarité tant que
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les dépendances entre ces similarités ne stabilisent pas les valeurs. Cet algorithme s’arrête
à un point fixe qui correspond à des changements infimes des mesures de similarités. La
sélection des correspondances finales se fait par la résolution du problème de couplage de
poids maximal dans un graphe bipartie dont les noeuds sont les propriétés ou les entités et
les arcs sont les correspondances potentielles avec comme poids les valeurs des mesures de
similarité. La solution qu’ils proposent est un optimum global [Euzenat et Shvaiko, 2013].
[Aumueller et al., 2005] ont proposé l’outil générique COMA++(Combining Match Al-
gorithms) pour l’appariement de deux modèles qui peuvent être des schémas relationnels,
des fichiers XML/XSD, des graphes RDF ou des ontologies en OWL. COMA++ transforme
les modèles de données en graphes orientés acycliques où les éléments sont les chemins.
Avec cet outil, il est possible de : (i) combiner, évaluer et réutiliser les résultats d’apparie-
ment, (ii) fragmenter les modèles de données et appliquer les techniques d’appariement sur
des fragments, (iii) appliquer des stratégies pré-définies ou définir sa stratégie ou modifier
les paramètres (seuils, poids, etc). Dans cet outil, ils utilisent tout type de techniques d’ap-
pariement élémentaires, voir section 2.1.1, et des techniques structurelles qui consistent à
mesurer des simialrités structurelles entre les chemins, les enfants et les feuilles.
[Duchateau et al., 2007] [Duchateau, 2009] ont proposé les deux approches BMatch et
YAM. BMatch est une approche pour l’appariement d’une paire de schémas XML. Ils ont
combiné les techniques élémentaires trigramme et Levensthein pour calculer une mesure
de similarité élémentaire. D’autre part, ils ont calculé une mesure structurelle avec la dis-
tance cosine entre les vecteurs des contextes des éléments. Un vecteur de contexte est la liste
des éléments voisins et leurs distances dans l’arbre par rapport à l’élément en cours. Les
auteurs combinent ces deux types de mesures et sélectionnent les correspondances de simi-
larité supérieures à un seuil donné. La spécificité de l’approche BMatch est qu’elle utilise une
structure b-tree pour indexer les éléments ayant des termes communs. La b-tree améliore la
performance de la solution. YAM (Not Yet Another Matcher) est un générateur d’approche
d’appariement sur mesure en fonction des schémas et en fonction des préférences des utili-
sateurs. YAM utilise la technique d’apprentissage supervisé sur un large corpus de schémas
et différentes mesures de similarités. Il permet ainsi de produire sur mesure les fonctions
d’agrégations, les seuils de similarité par un arbre de décision, etc. Il peut aussi réutiliser les
correspondances dans un nouveau processus d’appariement.
[Giunchiglia et al., 2004][Yatskevich, 2008] ont proposé l’approche S-Match/S-
Match++ (Semantic Match) pour l’appariement de deux modèles de données de structures
hiérarchiques. C’est une approche qui renvoie des relations de type équivalence ou spé-
cialisation entre les correspondances. Les auteurs transforment les labels des éléments
en des formules propositionnelles. Ces formules codifient la signification sémantique de
chaque entité. Ils utilisent la ressource externe Wordnet pour trouver les relations entre les
propositions. Dans cette approche, le problème d’appariement est réduit à la résolution du
problème de staisfiabilité SAT qui est un problème NP-Complet. Les auteurs utilisent des
solveurs pour résoudre ce problème.
[Niepert et al., 2010][Huber et al., 2011] ont proposé le système CODI (Combinatorial
Optimisation for Data Integration) pour l’appariement de deux ontologies en format OWL.
CODI implémente un framework probabiliste basé sur la logique de Markov proposé par
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[Niepert et al., 2010]. Ce framework transforme le problème d’appariement en résolution du
problème de maximum-a-posteriori (MAP) qui se réduit au problème d’optimisation combi-
natoire Max-Sat connu pour être un problème NP-difficile. Pour deux ontologies, les auteurs
appliquent la technique de Levensthein pour mesurer la similarité entre les paires d’entités
des deux ontologies. Puis, ils éliminent les paires d’entités qui ont une similarité inférieure
à un seuil donné. Ensuite ils proposent deux types de contraintes de la logique du pre-
mier ordre qui forment le réseau logique de Markov. Le premier type de contraintes dites
"contraintes strictes" correspond aux assertions existantes dans l’ontologie. Le deuxième
type de contraintes dites "contraintes souples" est composé de trois sous-types : cardina-
lité 1 : 1, cohérence et stabilité. Les auteurs ont utilisé le raisonneur Pellet pour générer ces
contraintes. Ils utilisent aussi des poids pour les contraintes de stabilité qui sont donnés soit
manuellement, soit obtenus par un processus d’apprentissage sur d’autres ontologies pour
fixer ces poids. Comme les contraintes strictes sont prises comme des vérités, la recherche
de correspondances correspond à satisfaire le plus de contraintes souples ce qui fait que leur
problème est réduit à un problème Max-Sat. Pour résoudre ce problème, ils l’ont transformé
en un programme linéaire en entiers mixtes avec l’approche TheBeast [Riedel, 2008].
2.2.2.2 Synthèse et limites des travaux
Nous avons synthétisé dans le tableau III.2, les caractéristiques des approches décrites
ci-dessus. Analysons à présent les limites de ces approches par rapport à notre objectif qui
est d’obtenir des correspondances formant une structure hiérarchique.
D’abord, nous allons comparer les approches [Aumueller et al., 2005],
[Melnik et al., 2002] et [Euzenat et Valtchev, 2004]. [Aumueller et al., 2005] se focalisent
sur la diversification des techniques de calcul de similarité, en particulier ils mettent
l’accent sur la similarité élémentaire et beaucoup moins sur les similarités structurelles. De
l’autre côté, [Melnik et al., 2002] utilisent une technique élémentaire très basique et se foca-
lisent sur un algorithme itératif original (voisinage) pour calculer une similarité structurelle.
Quant à [Euzenat et Valtchev, 2004], ils combinent les similarités structurelles et élémen-
taires en prenant en considération la dépendance qui peut exister entre les deux. D’après
[Euzenat et Shvaiko, 2013], l’algorithme itératif utilisé dans [Euzenat et Valtchev, 2004]
converge alors que l’algorithme itératif utilisé dans [Melnik et al., 2002] peut ne pas conver-
ger. Le point commun entre les trois approches [Aumueller et al., 2005], [Melnik et al., 2002]
et [Euzenat et Valtchev, 2004] est que le calcul des similarités est très décisif dans le proces-
sus d’appariement. Pour sélectionner les correspondances, [Aumueller et al., 2005] déploie
une stratégie classique qui consiste à combiner les mesures avec une fonction d’agrégation.
Alors que [Melnik et al., 2002] et [Euzenat et Valtchev, 2004] résolvent le problème d’une
façon plus sophistiquée en le réduisant à la résolution d’un problème connu en optimisation
combinatoire. De ce point de vue, la solution de [Euzenat et Valtchev, 2004] serait meilleure
que l’approche de [Melnik et al., 2002] : le premier trouve un optimum global alors que le
second trouve un optimum local. Nous pouvons tirer comme conclusion sur ces approches
qu’ils n’ont pas donné une importance à la structure du graphe intégré autant qu’ils l’ont
donné pour les similarités des correspondances. Ce qui fait qu’elles ne sont pas adaptées à
notre objectif.
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L’approche Bmatch de [Duchateau et al., 2007] est tout à fait un cas particulier de l’ap-
proche de [Aumueller et al., 2005] avec l’originalité du b-tree qui permet d’améliorer la per-
formance. YAM [Duchateau, 2009] rentre aussi dans le cadre d’approches qui se focalisent
sur les mesures de similarités. YAM a l’originalité de pouvoir générer des approches d’ap-
pariement sur mesure avec des paramètres configurés en fonction du jeu de donnés. Néan-
moins, YAM est très couteuse puisqu’elle fait de l’apprentissage supervisé. De telles ap-
proches d’apprentissage ne seront pas efficaces pour des cas isolés d’intégration de données
ouvertes où l’utilisateur ne serait pas en mesure de fournir les jeux de données pour l’ap-
prentissage.
L’approche de [Niepert et al., 2010][Huber et al., 2011] est la plus pertinente par rapport à
notre contexte. Dans cette approche, les contraintes de cohérence et l’une des contraintes de
stabilité ne s’appliquent pas sur les graphes de structures hiérarchiques puisqu’il n’y pas les
assertions concernées par ces contraintes. La deuxième contrainte de stabilité pourrait être
appliquée sur les structures hiérarchiques, par contre elle est trop générique et n’évite pas
la génération de structures hiérarchiques simples. Par ailleurs, la taille du problème générée
par les instances augmente la difficulté de résolution de cette approche étant donné qu’elle
est réduite à un problème NP-difficile (Max-Sat). Nous pensons que ceci est parmi les raisons
pour lesquelles les auteurs ont réduit la taille du problème en entrée en utilisant un seuil de
similarité. Par contre dans le cas d’hétérogénéité forte entre les ontologies, notamment les
données ouvertes tabulaires, le seuil de similarité ne peut être que très faible et dans ce cas
la résolution de leur problème serait incertaine. Nous notons aussi que les auteurs n’ont pas
proposé de modèle de programme linéaire (comme il a été généré sur les instances par une
autre approche) ce qui fait qu’il est difficile de voir comment cette approche pourrait évo-
luer vers une approche holistique pour traiter N ontologies par exemple. Enfin, nous avons
remarqué que la contrainte de cardinalité telle qu’elle est proposée en logique génère beau-
coup de contraintes dans le programme linéaire, puisqu’elle compare les correspondances
deux à deux. Nous pensons qu’il est possible de proposer la même contrainte d’une façon
plus optimisée.









Tableau III.2 — Comparaison des approches d’appariement par paire
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2.2.3 Les approches d’appariement pour l’intégration des données tabulaires
Dans cette section, nous reprenons la description de quelques approches d’intégration de
données tabulaires. Nous rappelons que la partie détection et annotation de ces approches
a été décrite dans le chapitre précédent, nous nous intéressons à présent à la manière dont
ces approches ont résolu le problème d’appariement.
2.2.3.1 Étude des travaux
[Tijerino et al., 2005] ont proposé le système TANGO (Table Analysis for Generating
Ontologies) pour la construction d’une ontologie commune à plusieurs tableaux. Après les
deux premières phases d’annotation et de construction d’ontologies, ils procèdent à la dé-
couverte de correspondances et à la fusion itérative des mini-ontologies deux à deux. Pour
la découverte de correspondances, ils combinent : (i) des techniques élémentaires pour me-
surer la similarité des labels (basée sur les termes ou par utilisation de la ressource externe
Wordnet, les contraintes internes des éléments [Biskup et Embley, 2003]), (ii) la similarité
entre les instances [Embley et al., 2001] en utilisant la technique d’apprentissage et (iii) des
techniques structurelles [Xu et Embley, 2003] en calculant une similarité structurelle entre
les contextes d’adjacences de chaque élément (dans arcs sortants/entrants et les voisins).
[Coletta et al., 2012][Castanier et al., 2013] ont utilisé l’approche YAM++
[Ngo et al., 2011][Ngo et Bellahsene, 2012], développée dans la même équipe de recherche,
pour résoudre le problème d’appariement entre deux paires de tableaux annotés dans
l’environnement WebSmatch. YAM++ combine 14 techniques d’appariement pour résoudre
le problème d’appariement entre deux schémas/instances. Ces techniques calculent : (i)
les similarités élémentaires entre les labels ou en utilisant la ressource externe Wordnet ou
d’autres thésaurus et (ii) les similarités structurelles en utilisant l’algorithme de Similaritry
Flooding [Melnik et al., 2002].
[Scharffe et al., 2012] ont utilisé l’outil Silk [Volz et al., 2009] pour la découverte de liens
entre les tableaux annotés et transformés en RDF. Silk est un outil dédié à la découverte de
liens entre les instances des sources en RDF. En effet, l’utilisateur doit manuellement établir
un fichier de spécification pour exprimer les correspondances entre les éléments de deux
schémas. Ensuite, Silk raisonne sur ce fichier de spécification pour générer les liens entre le
instances des éléments des schémas.
2.2.3.2 Synthèse et limites des travaux
Nous remarquons que ces trois approches intègrent les données tabulaires annotées en
comparant les tableaux deux à deux. De plus, ils ne se focalisent pas sur une structure in-
tégrée hiérarchique. Par rapport à ces approches, notre proposition est plus générique. En
effet, notre proposition est la première approche de type holistique généralisant l’intégration
de plusieurs tableaux en même temps. Notre solution holistique permettra d’éviter l’inter-
vention humaine et de produire une solution unique. Ceci assure une automatisation du
processus d’intégration de plusieurs sources. Notre approche possède également la spéci-
ficité de produire une vue qui aiderait dans la définition d’un schéma multidimensionnel
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pour différents tableaux.
3 Contribution à l’intégration holistique des graphes hiérar-
chiques
Dans cette section, nous décrivons notre approche holistique pour l’intégration de
graphes de données ouvertes. Cette approche doit nous permettre de construire une vue
unifiée de plusieurs hiérarchies. Elle doit aussi résoudre le problème d’appariement avec le
minimum d’intervention des utilisateurs pour être la plus automatique possible. De plus,
notre approche doit faire face à l’hétérogénéité sémantique de sources de multiples do-
maines. Notre dernier objectif est de garantir une solution optimale globale pour le problème
d’appariement.
Afin de réaliser ces objectifs, nous proposons un programme linéaire, nommé LP4HM
(Linear Program For Holistic Matching) qui contient des contraintes relatives à la structure
et des contraintes relatives au problème d’appariement. Il retourne une solution optimale
globale au problème puisqu’il se réduit au problème de couplage de poids maximal. Il a été
aussi modélisé de façon à pouvoir traiter holistiquement toutes les structures hiérarchiques
en entrée. Nous avons proposé de combiner plusieurs techniques élémentaires et d’utiliser
le thésaurus Wordnet comme ressource linguistique externe afin d’obtenir une bonne qualité
entre les correspondances.
Nous décrivons dans la section suivante une vue globale de notre approche puis nous
détaillons les différentes parties de cette approche.
3.1 Description globale de l’approche
Notre approche prend en entrée N ≥ 2 graphes de structure hiérarchique et renvoie en
sortie un graphe intégré Gint. Ce dernier doit se présenter sous la forme de structures hié-
rarchiques strictes où chaque élément doit avoir au plus un seul parent. De telles structures
dans le graphe intégré, faciliteront à des utilisateurs non-experts l’identification du schéma
multidimensionnel de l’entrepôt.
L’approche se déroule en trois phases, comme le montre la Figure III.10 :
– Dans la phase de préparation des données, nous construisons des matrices de direc-
tions, nous préparons N(N − 1)/2 paires de graphes et nous combinons dans des
matrices de similarités les résultats de plusieurs techniques d’appariement élémen-
taires. Par rapport à la Figure III.3, cette phase englobe les étapes de pré-traitement,
d’exécution de techniques d’appariement de type élémentaire et de combinaison des
résultats.
– Dans la deuxième phase, nous construisons et nous résolvons un programme linéaire
(LP4HM). Ce programme linéaire contient des variables de décision, une fonction ob-
jectif et des contraintes linéaires. Ces dernières seront construites en utilisant les ma-
trices de direction, les paires de graphes et les matrices de similarité. Pour la réso-
lution de notre modèle, nous faisons appel à un solveur qui est un logiciel basé sur
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Figure III.10 — Un aperçu global des étapes de notre approche
des techniques mathématiques et un moteur d’optimisation 2. La deuxième phase fu-
sionne l’étape d’appariement structurel sans calcul de mesure de similarité structurelle
et l’étape de sélection des correspondances. Nous pouvons remarquer que notre ap-
proche comporte moins d’étapes que celles proposées dans le processus général de la
Figure III.3.
– Dans la dernière phase, nous regroupons les correspondances et nous construisons
un unique graphe intégré qui correspond à une vue unifiée des différents modèles de
données fournis en entrée.
Étude de cas Nous proposons au lecteur de suivre notre démarche à travers un scéna-
rio qui concerne l’intégration de deux graphes de données de soins en France. La Figure
III.11 montre ces deux graphes qui correspondent aux données structurelles hiérarchisées
des tableaux disponibles sur le portail data.gouv.fr 3 4. Le graphe III.11(a) contient des sta-
tistiques sur la consommation des soins par type de soin et par année. Le graphe III.11(b)
contient des statistiques sur les dépenses de soins par année et par type de soin. Ce qui nous
intéresse est l’obtention d’une vue unifiée des données structurelles sur le type de soins. A
l’aide des mêmes codes couleurs entre les éléments des deux schémas, nous remarquons
qu’il y a plusieurs correspondances et des labels en communs. Il s’agit d’un exemple de
faible hétérogénéité puisque tous les labels sont soit identiques, soit proches sémantique-
ment. Généralement, dans ces cas un seuil de similarité très élevé suffit pour donner des
résultats pertinents. Nous illustrons à travers cet exemple comment il est possible de trou-
ver des résultats cohérents en imposant des contraintes de structures sans utiliser un seuil
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(a) graphe 1
(b) graphe 2
Figure III.11 — Les graphes de données ouvertes en entrée
3.2 Préparation des données
La première étape de préparation des données a pour objectif d’élaborer des matrices
de direction et des matrices de similarité ; ces matrices seront utilisées dans le programme
linéaire. L’étape de préparation comprend deux sous-étapes : (1) une sous-étape de construc-
tion des matrices de direction et (2) une sous-étape de construction des matrices de simila-
rité.
Cette étape de préparation prend en entrée N ≥ 2 modèles de données. Dans notre
proposition, ces modèles de données peuvent être soit des graphes de propriétés, soit des
graphes RDF issus de données ouvertes tabulaires (voir chapitre 2). Ces graphes contiennent
des données structurelles annotées et organisées en hiérarchies strictes ainsi que des don-
nées numériques. Pour notre approche d’intégration, nous ne prenons en compte que les
données structurelles, leurs propriétés sémantiques et les relations de spécialisation entre
ces données. Ces données structurelles forment en effet le schéma des données ouvertes
tabulaires.
Les données structurelles de notre graphe de propriétés éclatée ou de notre graphe RDF
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correspondent à un graphe orienté acyclique Gi = (Vi, Ei) où 1 ≤ i ≤ N, tel que :
– Vi = {vik , ∀k ∈ [1, ni]} représente l’ensemble des noeuds du graphe Gi.
– Ei = {eik,l = (vik , vil ), ∀k, l ∈ [1, ni]} représente l’ensemble des arcs du graphe Gi.
Avec k correspond à l’ordre de chaque noeud après un parcours en profondeur du graphe
et ni = |Vi| correspond au nombre de noeuds du graphe Gi. Les N graphes en entrée seront
ordonnés selon un ordre décroissant de ni afin de réduire la taille du modèle LP4HM.
La Figure III.12 montre les notations associées aux graphes G1 et G2 de notre scénario.
Figure III.12 — Les notations des graphes à intégrer
Remarque 1. D’une façon générale, notre approche peut accepter n’importe quel modèle hiérarchique
de données tel que des sources XML ou des taxonomies. Ces sources peuvent se transformer en graphe
orienté acyclique en éclatant leurs propriétés.
3.2.1 Préparation des matrices de direction
Les matrices de direction encodent la direction des arcs dans les graphes sachant que les
arcs sont de même type. Une matrice de direction, notée Diri, de taille ni × ni pour chaque
graphe Gi ∀i ∈ [1, N] est définie comme suit :
Diri ={dirik,l , ∀k× l ∈ [1, ni]× [1, ni]}
dirik,l =

1 si eik,l ∈ Ei
−1 si eil,k ∈ Ei
0 sinon
Dans la Figure III.13, nous avons un extrait du graphe G2 (de notre étude de cas) et un
extrait de la matrice de direction Dir2 qui lui correspond. Prenons le cas des deux noeuds
V22 et V23 : l’arc e22,3 ∈ E2 alors dir22,3 = 1 et dir23,2 = −1.
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Figure III.13 — Un exemple de matrice de direction
3.2.2 Préparation des matrices de similarité
Dans cette étape nous construisons N(N − 1)/2 matrices de similarité des N graphes.
Ces matrices de similarité seront utilisées par le programme linéaire.
Une matrice de similarité Simi,j de taille ni × nj contient des mesures de similarité simik ,jl
calculées entre toutes les combinaisons des paires de noeuds vik et vjl appartenant respecti-
vement à Gi ∀i ∈ [1, N − 1] et Gj ∀j ∈ [i + 1, N] :
Simi,j = {simik ,jl , ∀k ∈ [1, ni] , ∀l ∈ [1, nj]}
Afin de calculer les mesures de similarité simik ,jl , nous avons opté pour une stratégie
optimiste qui consiste à prendre le maximum de plusieurs techniques d’appariement élé-
mentaires. Nous utilisons trois techniques d’appariement élémentaires différentes : (1) des
techniques élémentaires basées sur le langage, (2) des techniques élémentaires basées sur le
caractère, (3) des techniques élémentaires basées sur les groupes de termes et (4) des tech-
niques élémentaires basées sur des ressources formelles externes.
La combinaison de techniques différentes a pour objectif de pallier les problèmes d’hé-
térogénéité sémantique entre les données structurelles provenant de plusieurs sources. En
effet, l’usage de toutes ces techniques permet une meilleure estimation de la similarité.
Dans un premier temps, nous appliquons les techniques d’appariement élémentaires
basées sur le langage. Ces techniques nous permettent de décomposer les labels des noeuds
de chaque graphe en des sacs de termes. Ces sacs de termes seront utilisés par les trois
autres types de techniques. Les techniques élémentaires basées sur le langage se déroulent
comme suit : nous découpons chaque label de chaque noeud de chaque graphe en sacs de
termes en utilisant des expressions régulières, puis nous éliminons les termes vides enfin
nous cherchons les racines de chaque terme en utilisant la libraire Snowball 5. Notons par cik
le label du noeud vik dans un graphe Gi. Après cette première itération préparatoire, cik sera
5. http ://snowball.tartarus.org/
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est une racine de terme contenue dans le label cik .
Dans un deuxième temps, nous appliquons les trois autres techniques élémentaires en
utilisant les sacs de racines de termes. Chaque technique se calcule indépendamment des
autres techniques. Le choix des techniques utilisées s’est basé principalement sur une récente
étude comparative proposée par [Sun et al., 2015].
Dans l’étude de [Sun et al., 2015], les techniques élémentaires basées sur le caractère Edit-
Distance, Monge-Elkan, Jaro-Winkler, ISUB et Trigramme donnent de bons résultats, nous
les avons ainsi choisies pour calculer la similarité entre deux termes. Afin de calculer les
similarités entre les labels des noeuds (sacs de racines de termes), nous avons utilisé la mé-
thode de Mongue-Elkan généralisée [Jimenez et al., 2009] sur chacune des techniques élé-
mentaires basées sur le caractère. Cette méthode est exprimée comme suit :








Avec TechElem= {EditDistance, Monge-Elkan, Jaro-Winkler, ISUB, Trigramme}
Parmi les techniques élémentaires basées sur les groupes de termes, nous avons sélec-
tionné les mesures Jaccard et SoftTFIDF qui obtiennent également de bons résultats.
Parmi les techniques élémentaires basées sur les ressources formelles externes, nous
avons retenu la technique Lin étudiée par [Sun et al., 2015]. Nous avons également retenu
la technique Wup [Wu et Palmer., 1994] qui est jugée comme une technique "bien élaborée"
dans [Euzenat et Shvaiko, 2013].
En fonction de ces différentes techniques, notre mesure de similarité est exprimée comme
suit :
simik ,jl = max(MongueElkanGen[EditDistance]ik ,jl , MongueElkanGen[MongeElkan]ik ,jl
MongueElkanGen[JaroWinkler]ik ,jl , MongueElkanGen[ISUB]ik ,jl ,
MongueElkanGen[3− gram]ik ,jl , Jaccardik ,jl , So f tTFIDFik ,jl ,
Linik ,jl , Wupik ,jl )
Actuellement, différentes librairies implémentent ces techniques, celles qui ont été utili-
sées pour calculer les mesures de similarité de chaque technique sont : OntoSim 6, SimMe-
tric 7, SecondString 8 et WS4J 9.
Calcul d’un seuil de similarité prédéfini
Lors du calcul des matrices de similarités, notre approche calcule un seuil de similarité.
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ligne, puis nous prenons la médiane des maximums des lignes qui représente un seuil local
pour chaque matrice. Sur les N(N− 1)/2 matrices de similarité, le seuil de similarité global
est la médiane de tous les seuils locaux.
3.3 Le programme linéaire LP4HM
3.3.1 Préliminaires
3.3.1.1 La programmation linéaire
Un programme linéaire [Balinski, 1965] [Burke et Kendall, 2005] contient des variables
de décision, des contraintes et une fonction objectif : (1) les variables de décision prennent
des valeurs numériques, (2) les contraintes sont utilisées pour limiter les valeurs possibles
dans une région de faisabilité et elles doivent être linéaires en fonction des variables de
décision, (3) la fonction objectif définit quelles sont les affectations optimales possibles pour
les variables de décision permettant de maximiser ou de minimiser la valeur de la fonction
objectif. La fonction objectif doit être aussi linéaire en fonction des variables de décision.
Dans la littérature, [Plastria, 2002] ont proposé des fondements théoriques qui ex-
pliquent comment il est possible de passer d’implications logiques, de la forme Si A Alors B,
en contraintes linéaires. En supposant que A et B sont des variables de décision en 0-1
[Plastria, 2002] ont proposé le théorème suivant :
Théorème 1. Soit xi une variable 0-1 ∀i appartenant à un ensemble fini I et soit une
variable 1 ≤ y ≤ 1 alors
Si xi = 0 ∀i ∈ I Alors y = 0




Les contraintes linéaires de LP4HM sont basées sur ce théorème.
3.3.1.2 La relation entre le problème d’appariement et le problème de couplage de poids
maximal
En optimisation combinatoire, un des problèmes connus [Schrijver, 2003] est le problème
de couplage (ou appariement) de poids maximal (Maximum-weighted graph matching pro-
blem). Pour un graphe G = (V, E), [Schrijver, 2003] définit ce problème comme suit : "cher-
cher un couplage (= un ensemble disjoint d’arcs) M dans G de poids w(M) le plus grand
possible" ce qui est équivalent formellement à :
max{w(M)|M matching dans G}
La programmation linéaire est parmi les techniques qui ont été employées pour résoudre ce
problème [Schrijver, 2003]. Les graphes peuvent être bipartis ou non-bipartis. Un graphe est
dit biparti s’il existe une partition de son ensemble de sommets V en deux sous-ensembles
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U et U′, tel que chaque arête de E ait une extrémité dans U et l’autre extrémité dans U′, si
cette condition n’est pas vérifiée alors le graphe est dit non-biparti.
Dans un graphe biparti, le polytope de couplage (c-à-d l’espace géométrique des solu-
tions possibles) est défini par les contraintes suivantes :
x(e) ≥ 0 pour e ∈ E
∑
v∈e
x(e) ≤ 1 pour v ∈ V
Ces contraintes expriment que pour chaque noeud v ∈ V, il faut qu’il y ait au plus un
seul arc e ∈ E, parmi les arcs qui touchent v, qui s’affecte au couplage M. La solution du
problème de couplage de poids maximal dans un graphe biparti peut être trouvée en temps
polynomial [Schrijver, 2003]. Dans la Figure III.14, nous illustrons un exemple de graphe
biparti G et la solution du problème de couplage de poids maximal dans ce graphe.
Figure III.14 — Un exemple de graphe biparti G et la solution du problème de couplage
de poids maximal dans G
Dans un graphe non-biparti, [Edmonds, 1965] a proposé d’enlever les cycles impairs
dans le polytope des solutions possibles avec la contrainte suivante :
∑
e∈U
x(e) ≤ b1/2|U|c pour chaque cycle de taille impair U ∈ V
La résolution du problème de couplage de poids maximal dans un graphe non-biparti
est également possible en temps polynomial [Schrijver, 2003].
Après cette introduction au problème de couplage de poids maximal dans un graphe
biparti et non-biparti, examinons à présent la relation entre le problème d’appariement de
schémas et ce dernier.
Nous avons constaté que le problème d’appariement par paire peut se réduire au pro-
blème de couplage de poids maximal dans un graphe biparti. Nous illustrons dans la Fi-
gure III.15 cette réduction. Supposons dans un premier temps que nous avons deux graphes
GA = (VA, EA) et GB = (VB, EB), chacun a une structure entre ces noeuds. Dans un deuxième
temps, nous avons calculé les similarités entre chaque paire d’éléments de GA et GB par
exemple sim(a, b) = 0.4. Dans un troisième temps, supposons que nous enlevons les arcs de
structure de chaque graphe et que nous cherchons des correspondances simples (où chaque
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élément d’un graphe doit correspondre à au plus un autre élément de l’autre graphe), ceci
correspond exactement à la résolution du problème de couplage de poids maximal dans
un graphe biparti G où V = VA ∪ VB (les noeuds de A et de B qui forment une partition)
et E = {e = (vA, vB) et w(e) = sim(vA, vB)} (les arcs entres des éléments de A et des
éléments de B dont le poids correspond à la similarité entre les éléments). Cette réduction
entre le problème d’appariement par paire et un problème d’optimisation combinatoire po-
lynomial, motive notre proposition d’une modélisation équivalente à ce problème. Nous
proposons également d’étendre cette modélisation par des contraintes relatives à la struc-
ture dans les graphes initiaux et des contraintes relatives au problème d’appariement entre
schémas.
Figure III.15 — La relation entre le problème d’appariement par paire et le problème de
couplage de poids maximal dans un graphe biparti
Nous avons aussi constaté que le problème d’appariement holistique peut se réduire
au problème de couplage de poids maximal dans un graphe non-biparti. Nous illustrons
dans la Figure III.16 l’explication de cette réduction. Dans un premier temps, supposons que
nous avons trois graphes GA = (VA, EA), GB = (VB, EB) et GC = (VC, EC), chacun de ces
graphes a sa propre structure. Dans un deuxième temps, nous calculons les similarités entre
les éléments pour toutes les paires de noeuds de chaque paire de graphes (GA, GB), (GA, GC)
et (GB, GC). Si nous enlevons les structures de chaque graphe, nous obtenons un nouveau
graphe non-biparti G = (V, E) tel que V = VA ∪ VB ∪ VC et E = {e = (vi, v′i) tel que i 6=
i′ et i, i′ ∈ {A, B, C} et w(e) = sim(vi, v′i)}. La résolution du problème d’appariement ho-
listique, avec des correspondances simples, entre les graphes GA, GB et GC sans structure se
réduit à une relaxation de la résolution du problème de couplage de poids maximal dans le
graphe non-biparti G. Il s’agit bien d’une relaxation puisque dans ce dernier, nous souhai-
tons conserver les correspondances qui forment des cycles. Ceci nous amène à relâcher la
contrainte d’Edmonds. LP4HM appliqué sur N graphes en même temps est une adaptation
du problème de couplage de poids maximal dans un graphe non-biparti, étendu par des
contraintes sur les structures et sur les spécificités du problème d’appariement.
Si nous résumons, le modèle LP4HM part du principe de l’adaptation et de l’extension
d’un problème connu en optimisation combinatoire pour résoudre d’une façon générique
et holistique le problème d’appariement en considérant toutes les spécificités du problème
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Figure III.16 — La relation entre le problème d’appariement holistique et le problème de
couplage de poids maximal dans un graphe non-biparti
d’appariement.
Dans les sections suivantes, nous détaillons le programme linéaire LP4HM.
3.3.2 Variables de décision et fonction objectif
3.3.2.1 Variables de décision
LP4HM possède un seul type de variables de décision. Ces variables expriment la pos-
sibilité ou pas d’avoir une correspondance entre deux noeuds appartenant à une paire de
graphes parmi les N(N − 1)/2 paires de graphes.
Pour chaque paire de graphe Gi et Gj tel que i ∈ [1, N − 1] et j ∈ [i + 1, N], nous notons
xik ,jl une variable de décision binaire qui est égale à 1 s’il y a une correspondance entre le
noeud vik du graphe Gi et le noeud vjl du graphe Gj et 0 sinon.
Exemple 4. Prenons le noeud v11 du graphe G1 et les noeuds du graphe G2, il existe 8 variables
de décision entre le noeud v11 et les noeuds v2l de G2, ces variables de décision sont x11,2l tel que
l ∈ [1, 8]. A chaque variable de décision x11,2l , nous associons la mesure de similarité qui a été
calculée entre les deux labels des noeuds v11 et v2l . La Figure III.17 illustre ces variables de décision.
3.3.2.2 Fonction objectif
LP4HM a pour objectif de trouver le meilleur ensemble de correspondances pos-
sible entre les différentes combinaisons de paires de graphes. Ceci correspond à
maximiser la somme des similarités qui sont attachées aux variables de décisions.
Pour les N(N − 1)/2 combinaisons de paire de graphes Gi et Gj, ∀i ∈ [1, N − 1] et ∀j ∈














simik ,jl xik ,jl
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Figure III.17 — Exemples de variables de décision
3.3.3 Contraintes linéaires
LP4HM possède quatre contraintes linéaires qui expriment d’une part la structure entre
les éléments des graphes, d’autre part des spécificités du problème d’appariement. Nous
expliquons dans ce qui suit ces contraintes et nous illustrons par des exemples comment la
combinaison de ces contraintes nous permet de résoudre efficacement le problème d’appa-
riement.
3.3.3.1 La cardinalité des correspondances
Nous cherchons à travers cette contrainte à imposer à LP4HM de retourner des cor-
respondances simples c’est à dire de cardinalité 1 : 1. Il faut alors que chaque noeud vik
d’un graphe Gi ∀i ∈ [1, N − 1] corresponde à au plus un seul noeud vjl d’un graphe Gj
∀j ∈ [i+ 1, N]. Dans la Figure III.18, nous schématisons le principe de cette contrainte. Dans
le tableau de cette figure, nous avons en entête de lignes les noeuds du graphe Gi, en en-
tête de colonnes les noeuds du graphe Gj. Le contenu du tableau correspond aux variables
de décision entre les graphes Gi et Gj. Pour avoir au plus une seule correspondance pour
chaque noeud il faut que la somme de chaque ligne et la somme de chaque colonne soit
inférieure ou égale à 1, cela veut dire que nous autorisons au plus à une seule variable de
décision binaire à être affectée à la valeur de 1.
D’une façon générale, pour chaque combinaison de graphe Gj ∀i ∈ [1, N − 1] et de





xik ,jl ≤ 1, ∀k ∈ [1, ni]
Remarquons que notre contrainte est similaire à la contrainte ∑v∈e x(e) ≤ 1 pour v ∈
V dans le problème de couplage de poids maximal, toutefois la façon avec laquelle elle a
été exprimée dépend des variables de décision que nous avons définies pour le problème
d’appariement holistique.
Exemple 5. Nous avons appliqué LP4HM sur notre scénario, avec uniquement la contrainte de
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Figure III.18 — Le principe de la contrainte sur la cardinalité des correspondances
cardinalité des correspondances. Le résultat d’intégration des deux graphes avec les correspondances
obtenues est montré dans la Figure III.19. LP4HM a retourné 8 correspondances dont quelques unes
ont des similarités égales à 1 et d’autres ont des similarités inférieures à 1. Par exemple entre soins
de ville du graphe 1 et soins de ville du graphe 2 la similarité est égale à 1, par contre pour les
deux correspondances (soins et biens médicaux du graphe 2, cures thermales de graphe 1) et (soins
aux particuliers du graphe 2, médecins du graphes 1) les similarités sont respectivement égales à
0.6 et à 0.7. LP4HM a en effet retourné des correspondances de cardinalité 1 : 1 et il a maximisé la
somme globale des correspondances. Comme nous n’avons pas indiqué la structure entre les éléments,
LP4HM génère des arcs en double sens dans le graphe intégré, ce qui ne correspond pas à ce que nous
estimons avoir dans le graphe intégré résultant de ces modèles. En effet, nous cherchons à construire
des graphes intégrés avec des arcs simples afin que ce graphe ressemble le plus à une hiérarchie stricte,
ce qui permettra de faciliter à des non-experts la conception d’un schéma multidimensionnel à partir
du graphe intégré. Nous expliquons dans la contrainte suivante pourquoi ces arcs sont générés et
comment notre contrainte permettra d’éviter ces cas.
3.3.3.2 La direction des arcs
L’objectif de cette contrainte est d’interdire les arcs conflictuels dans le graphe intégré
c’est à dire deux arcs dans un sens inverse reliant deux noeuds. La motivation de cette
contrainte est d’obtenir des graphes intégrés de structure similaire à une hiérarchie. Nous
avons schématisé dans la Figure III.20 un exemple de génération des arcs conflictuels de la
Figure III.19. En effet, sim(soins de ville, soins de ville) + sim(soins aux particuliers, méde-
cins) = 1.7 est la meilleure somme de similarité pour les correspondances de cardinalité 1 : 1
que le programme linéaire peut trouver sans aucune information sur la structure. Toutefois,
en examinant la structure, cette solution correspond à un appariement entre le parent1 et le
fils2 et un appariement entre le fils1 et le parent2, ce qui contredit une structure hiérarchique.
Afin d’interdire ce cas de figure, nous proposons la contrainte sur la direction des arcs
dont le principe est illustré par la Figure III.21. En utilisant les matrices de direction de
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Figure III.19— Résultat d’intégration en utilisant LP4HM avec la contrainte de cardinalité
Figure III.20 — Explication de la génération d’arcs conflictuelles
chaque graphe, nous imposons au programme linéaire que le produit des directions des
arcs des noeuds impliqués dans les variables de décision soit égal à 1. Dans le cas contraire,
il ne peut pas affecter la valeur 1 aux variables de décisions correspondantes. Comme nous
pouvons le voir sur la Figure III.21, le programme linéaire ne peut pas affecter les variables
de la meilleure somme de similarité puisqu’elles ne vérifient pas cette contrainte.
D’une façon générale, pour chaque paire de graphe Gi ∀i ∈ [1, N− 1] et Gj ∀j ∈ [i+
1, N] et ∀k, k′ ∈ [1, ni] ∀l, l′ ∈ [1, nj], la contrainte de direction des arcs s’exprime
comme suit :
xik ,jl + xik′ ,jl′ + (dirik,k′ dirjl,l′ ) ≤ 0
Exemple 6. Nous appliquons LP4HM sur notre scénario, en utilisant la contrainte de cardinalité
des correspondances et la contrainte sur la direction des arcs. Nous obtenons le graphe de la Figure
III.22. Le programme linéaire respecte les contraintes que nous lui avons imposées mais il propose
une solution qui contredit notre deuxième exigence. Cette dernière consiste à avoir des hiérarchies
strictes dans le graphe intégré. Dans une hiérarchie stricte, chaque noeud doit avoir au plus un seul
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Figure III.21 — Le principe de la contrainte sur la direction des arcs
parent. Ceci n’est pas le cas ici, par exemple les noeuds secteurs privés et secteurs publics ont actuel-
lement deux parents. Nous examinons dans la section suivante les contraintes permettant d’avoir des
hiérarchies strictes [Malinowski et Zimányi, 2006].
Figure III.22— Résultat d’intégration en utilisant LP4HM avec la contrainte de cardinalité
et la contrainte des directions des arcs
3.3.3.3 Les relations hiérarchiques
L’objectif de cette contrainte est d’obtenir des structures hiérarchiques intégrées strictes
dans le graphe intégré. Ceci est important puisque nous envisageons de définir un entrepôt
de données ouvertes conformément à un schéma multidimensionnel à partir du graphe in-
tégré dans la troisième étape de notre démarche ETL. L’idée de cette contrainte est comme
suit : "s’il y a une correspondance entre deux noeuds fils alors leurs parents doivent aussi
correspondre, mais s’il y a une correspondance entre les parents alors les fils peuvent ne pas
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correspondre". La Figure III.23 illustre comment cette contrainte est mise en place. Si le pro-
gramme linéaire veut affecter à une variable de décision la valeur de 1, nous lui demandons
que la variable de décision entre les prédécesseurs des noeuds de l’autre variable soit aussi
égale à 1. Si ceci n’est pas possible il affecte les deux à 0. Par contre le programme linéaire
peut affecter à la variable de décision des parents la valeur de 1 et à la variable de décision
des enfants la valeur de 0, si par exemple ceci ne se répercute pas sur les grands-parents.
Figure III.23 — Principe de la contrainte des hiérarchies strictes
D’une façon générale, pour chaque paire de graphe Gi ∀i ∈ [1, N − 1] et Gj ∀j ∈
[i+ 1, N] et ∀k ∈ [1, ni], l ∈ [1, nj], la contrainte des structures hiérarchiques strictes
est exprimée comme suit :
xik ,jl ≤ xipred(k),jpred(l)
Exemple 7. Sur notre scénario, nous appliquons LP4HM avec la contrainte sur les correspondances,
la contrainte sur la direction des arcs et la contrainte sur les hiérarchies strictes. Le résultat d’inté-
gration des deux graphes en fonction de leurs correspondances est illustré dans la Figure III.24. Nous
remarquons que la solution obtenue comporte des hiérarchies strictes, des arcs non-conflictuels et des
correspondances de cardinalité 1 : 1 et ceci sans aucune restriction sur les seuils de similarité.
Figure III.24 — Résultat d’intégration en utilisant LP4HM avec la contrainte de cardina-
lité, la contrainte des direction des arcs et la contrainte des hiérarchies strictes
Nous attirons l’attention du lecteur que d’une façon générale les hiérarchies non-strictes
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Figure III.25 — Résumé sur les cas d’intégration possibles en présence des contraintes
structurelles
ne naissent pas par application de la contrainte sur la direction des arcs. En effet, elles
peuvent apparaître sans aucun lien avec la contrainte des directions. Pour cela, l’origina-
lité de notre modèle réside dans le fait que les deux contraintes structurelles collaborent
pour obtenir une structure hiérarchique du graphe intégré. Nous résumons dans la Figure
III.25 les différents cas d’intégration valides et non valides. Les cas non valides sont traités
par les contraintes structurelles.
3.3.3.4 Le seuil de similarité
L’objectif de cette contrainte est d’améliorer la qualité des correspondances. En indiquant
au programme linéaire un seuil de similarité, il restreint la recherche de la solution optimale
aux variables de décision attachées à une similarité supérieure à ce seuil. Ce seuil peut être
introduit par l’utilisateur ou proposé par le système (dans notre cas un seuil est pré-calculé
lors de la phase de préparation des données).
D’une façon générale, pour chaque paire de graphe Gi ∀i ∈ [1, N − 1] et Gj ∀j ∈
[i + 1, N] ∀k ∈ [1, ni] ∀l ∈ [1, nj], la contrainte sur le seuil de similarité s’exprime
comme suit :
simik ,jl xik ,jl ≥ seuil xik ,jl
Exemple 8. Nous appliquons sur notre scénario, les quatre contraintes de LP4HM avec un seuil =
0.9. La dernière contrainte avec le seuil de similarité génère la contrainte suivante 0.6x111,21 ≥
0.9x111,21 : ce n’est pas valide par conséquence la variable de décision x111,21 est affectée à 0. Ceci
permet l’élimination de cette correspondance dans la solution optimale de LP4HM. Le résultat d’in-
tégration que nous obtenons est illustré dans la Figure III.26. Il s’agit d’un résultat satisfaisant à la
fois en termes d’intégration hiérarchique des structures.
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Figure III.26 — Résultat d’intégration en appliquant LP4HM avec ces quatre contraintes
3.3.4 Le modèle résultant



















xik ,jl ≤ 1, ∀k ∈ [1, ni]
∀i ∈ [1, N − 1] ∀j ∈ [i + 1, N]
xik ,jl + xik′ ,jl′ − (dirik,k′ dirjl,l′ ) ≤ 1
∀i ∈ [1, N − 1] ∀j ∈ [i + 1, N]
∀k, k′ ∈ [1, ni], ∀l, l′ ∈ [1, nj]
xik ,jl ≤ xipred(k),jpred(l)
∀i ∈ [1, N − 1] ∀j ∈ [i + 1, N]
∀k ∈ [1, ni], ∀l ∈ [1, nj]
simik ,jl xik ,jl ≥ seuil xik ,jl
∀i ∈ [1, N − 1] ∀j ∈ [i + 1, N]
∀k ∈ [1, ni], ∀l ∈ [1, nj]
xik ,jl ∈ {0, 1} ∀i ∈ [1, N − 1] ∀j ∈ [i + 1, N]
∀k ∈ [1, ni], ∀l ∈ [1, nj]
Ce modèle comporte :
– ∑N−1i=1 ∑
N
j=i+1 ninj variables de décision.
– ∑N−1i=1 ni (N − i) contraintes sur la cardinalité des correspondances.
– Au plus ∑N−1i=1 ∑
N
j=i+1 |Ei||Ej| contraintes sur la direction des arcs.
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– Au plus ∑N−1i=1 ni − 1 contraintes de structures hiérarchiques.
– ∑N−1i=1 ni − 1 contraintes sur le seuil de similarité.
Ce modèle génère un nombre important de variables de décisions et de contraintes li-
néaires. Néanmoins, il se résout très rapidement puisque le temps de résolution est polyno-
mial [Almohamad et Duffuaa, 1993] en fonction de la taille des graphes.
3.3.5 La relaxation du programme linéaire
Au delà de l’application de notre programme linéaire pour l’intégration des données
ouvertes, nous avons poussé notre réflexion pour qu’il puisse résoudre d’autres verrous
de la littérature. En particulier, le problème de recherche de correspondances complexes de
cardinalité n : m. La flexibilité de notre modèle nous a permis de répondre simplement à
cette question. En effet, il suffit de relaxer les variables de décision binaires en variables de
décision fractionnaires dans l’intervalle [0,1] pour obtenir des correspondances complexes.
Exemple 9. Dans la Figure III.27 nous cherchons à identifier les correspondances entre deux graphes
représentant les personnes. Comme la sim(name, first name) = sim(name, last name) et que leurs pa-
rents sont identiques, nous sommes dans un cas où name doit correspondre à {first name, last name}.
Il s’agit donc d’une correspondance complexe. Toutefois, LP4HM retourne uniquement l’une des cor-
respondances soit (name, first name) soit (name, last name). Dans ce cas nous perdons la deuxième
correspondance qui est pourtant pertinente. En relaxant les variables de décision, les variables de dé-
cision prendront les valeurs 0.5 et 0.5 pour les deux correspondances. Il est alors possible à LP4HM
relaxé de capter des correspondances complexes pertinentes.
Figure III.27—Un exemple de résolution de correspondance complexe par LP4HM relaxé
3.4 Regroupement des correspondances et construction du graphe intégré
La dernière partie de notre approche d’intégration des données consiste à regrouper les
correspondances retournées par le programme linéaire LP4HM pour construire un graphe
intégré.
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3.4.1 Regroupement des correspondances
Les correspondances retournées par LP4HM, dont les valeurs de variables de décision
sont égales à 1, sont stockées dans un tableau unique Mt. Ce tableau est de la forme suivante
〈NoeudSrc, IdGraphSrc, NoeudTrg, IdGraphTrg, Sim(NoeudSrc, NoeudTrg)〉.





– Sim(NoeudSrc, NoeudTrg)← simik ,jl .
Une fois ce tableau est construit, nous appliquons l’algorithme III.1 pour identifier les
groupes de correspondances. Cela consiste à parcourir le tableau Mt tant qu’il n’est pas vide,
prendre le premier enregistrement dans Mt et chercher toutes les correspondances qui ont
un couple (noeud source, identifiant graphe source) ou un couple (noeud destination, iden-
tifiant graphe destination) identique au couple (noeud source, identifiant graphe source)
de l’enregistrement en cours, voir les lignes 4-10 dans l’algorithme III.2. Ensuite il faut ap-
pliquer récursivement la fonction GetInterCorresp sur les autres couples (noeud, identifiant
graphe) des correspondances qui avaient un couple commun avec l’enregistrement en cours.




4: while Mt 6= ∅ do
5: InterCorresp← Mt.get(1)
6: GetInterCorresp(Mt.get(1).NoeudSrc, Mt.get(1).IdGraphSrc, Mt, InterCorresp)
7: groupCorresp← groupCorresp ∪ InterCorresp
8: end while
9: End
3.4.2 Construction du graphe intégré
Dans le chapitre précédent, nous avons évoqué la possibilité de transformer les données
ouvertes annotées en graphes de propriété ou en graphes RDF. Dans le deux premières
phases de notre approche d’intégration, il s’agit des même données structurelles que nous
avons comparées pour extraire les correspondances. Mais au niveau de la construction du
graphe intégré il y a quelques différences dans la matérialisation des données même si le
principe est identique. Nous expliquons dans ce qui suit comment nous procédons dans
cette dernière phase d’intégration.
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Algorithme III.2 — GetInterCorresp(NoeudSrcInput,IdGraphSrcInput, Mt, InterCorresp)
1: Begin
2: InterCorrespTmp← ∅
3: for each m ∈ Mt do
4: if m.NoeudSrc = NoeudSrcInput and m.IdGraphSrc = IdGraphSrcInput then
5: InterCorrespTmp← InterCorrespTmp ∪m
6: Mt← Mt \ {m}
7: end if
8: if m.NoeudTrg = NoeudSrcInput and m.IdGraphTrg = IdGraphSrcInput then
9: InterCorrespTmp← InterCorrespTmp ∪m
10: Mt← Mt \m
11: end if
12: end for
13: InterCorresp← InterCorresp ∪ InterCorrespTmp
14: for each i ∈ InterCorrespTmp do
15: node← getRe f lexiveNode(InterCorrespTmp(i), NoeudSrcInput)
16: idGraph← getRe f lexiveId(InterCorrespTmp(i), IdGraphSrcInput)
17: GetSimilarVertices(node, idGraph, Mt, InterCorresp)
18: end for
19: End
3.4.2.1 Un graphe de propriété intégré
Pour chaque groupe de correspondances, nous créons un nouveau noeud de type noeud
imbriqué. Ce dernier est un noeud mais qui a la structure d’un graphe composé par diffé-
rents noeuds. Nous attribuons au noeud imbriqué la valeur du label commun à la majorité
des noeuds ou bien s’il n’y pas de majorité n’importe quel label de la liste des noeuds du
groupe. Nous ajoutons les identifiants des noeuds du groupe de correspondances comme
des sous noeuds du noeud imbriqué. Par la suite, nous examinons chaque correspondance
dans le groupe de correspondance et nous ajoutons un arc non-orienté entre le noeud source
du graphe source et le noeud destination du graphe destination. Enfin, les arcs qui reliaient
les noeuds des correspondances du groupe actuel avec d’autres noeuds de correspondances
d’autres groupes seront modifiés par un arc entre les noeuds imbriqués représentatifs de
chaque groupe. D’autre part, s’il existe un arc entre un groupe de correspondances et un
noeud qui n’a pas été impliqué dans une correspondance, cet arc sera remplacé par un arc
entre le noeud imbriqué et le noeud non apparié.
3.4.2.2 Un graphe RDF intégré
Pour chaque groupe de correspondances, nous créons un nouveau noeud de type skoks :
Collection qui représente un regroupement de concept, nous lui attribuons comme skoks :
label le label commun à la majorité des noeuds ou bien s’il n’y pas de majorité n’importe
quel label de la liste des noeuds. Ensuite, nous rajoutons des propriétés skoks : member entre
ce nouveau noeud et les identifiants des noeuds qui figurent dans le groupe.
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Par ailleurs, nous matérialisons la relation de correspondance entre les différents
noeuds structurels (qui sont des skoks : concept dans le graphe RDF). En effet, si la
Sim(NoeudSrc, NoeudTrg) = 1 alors nous ajoutons la propriété skoks : exactMatch entre
le noeud source et le noeud destination sinon nous ajoutons la propriété skos : closeMatch
entre ces deux noeuds.
Le graphe RDF intégré représente notre solution pour générer des données ouvertes liées
à partir des données tabulaires.
4 Conclusion
Dans ce chapitre, nous avons présenté une méthode d’intégration holistique de don-
nées ouvertes tabulaires. La méthode repose sur une présentation en graphes des données
tabulaires (obtenus à l’issue de la phase 1 décrite au chapitre précédent). L’intégration holis-
tique nous permet de prendre en compte simultanément N ≥ 2 graphes. L’intérêt de cette
méthode est de garantir une solution unique correspondant à l’optimum global. En effet,
l’intégration par paire de graphes à pour inconvénient de trouver une solution localement
optimale dans l’espace des solutions formé par l’ensemble des graphes. De plus, suivant
l’ordre avec lequel l’appariement par paire de graphes est effectué, la solution optimale (lo-
cale) est le plus souvent différente. Notre solution est plus facilement exploitable pour un
utilisateur car il dispose d’un graphe intégré unique toujours identique quelque soit l’ordre
d’intégration des graphes.
Notre méthode combine plusieurs mesures de similarité. Nous avons adopté des me-
sures syntaxiques et sémantiques pour assurer une meilleure mise en correspondance des
noeuds des graphes. Nous exploitons la complémentarité des similarités syntaxiques et sé-
mantiques en maximisant les scores obtenus.
Notre méthode d’intégration adapte et étend le problème de couplage de graphes à poids
maximal, connu en optimisation combinatoire. Nous avons modélisé notre méthode sous la
forme d’un programme linéaire, nommé LP4HM, afin de garantir une résolution du pro-
blème en temps polynomial [Almohamad et Duffuaa, 1993] [Schrijver, 2003]. Ce choix est
confirmé par nos expérimentations décrites dans le chapitre 5. Un autre intérêt de la pro-
grammation linéaire réside dans la possibilité de définir un ensemble de contraintes. Ces
contraintes nous permettent de modéliser des appariements cohérents.
Cette approche a également la possibilité de se passer de la configuration de seuil de
similarité. Fixer un seuil dans les outils d’appariement est une tâche particulièrement diffi-
cile pour les utilisateurs. Elle nécessite parfois une phase d’apprentissage. Notre méthode
rend possible l’appariement de plusieurs graphes sans apprentissage et sans l’utilisation du
seuil. L’intérêt de ce choix est confirmé par les résultats d’expérimentations présentées au
chapitre 5.
Enfin, notre méthode peut être étendue pour prendre en compte des appariements com-
plexes. L’appariement complexe permet de faire correspondre plusieurs noeuds d’un graphe
avec plusieurs noeuds d’un autre graphe ; on parle d’appariement n : m. Pour permettre
cela, la variable de décision du programme linéaire est relaxée en prenant ses valeurs dans
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l’intervalle [0, 1] au lieu d’être contrainte aux valeurs binaires 0 et 1.
Ces propositions ont été publiées dans le cadre de la conférence nationale EDA’15
[Berro et al., 2015c] et les conférences internationales RCIS’15 [Berro et al., 2015b] et DEXA’15
[Berro et al., 2015d].
La méthode d’intégration définie dans ce chapitre permet d’obtenir automatiquement
un graphe intégré. Le chapitre suivant montre comment un utilisateur peut définir progres-
sivement une base de données multidimensionnelle à partir du graphe intégré.
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IV Conception de schémas
multidimensionnels
L’ analyse OLAP repose sur un schéma multidimensionnel basé sur la di-chotomie fait/dimension [Kimball, 1996] [Ravat et al., 2001] [Ravat et al., 2008],
[Abello et al., 2015]. Ce schéma couramment conçu à partir de sources relationnelles
[Romero et Abelló, 2009] doit être élaboré, dans notre contexte, à partir du graphe intégré
de données ouvertes tabulaires. Dans ce chapitre nous répondons à deux questions.
Comment faut-il simplement exploiter ce graphe pour concevoir un schéma multidimen-
sionnel ? Est-il possible de ne pas matérialiser les données dans un entrepôt de données
multidimensionnelles tout en permettant leurs analyse ?
1 Introduction
Les opérations OLAP constituent une solution pour l’analyse des données statistiques
du web [Kämpgen et al., 2012]. Ces opérations reposent sur un schéma multidimensionnel
qui est traditionnellement extrait de sources structurées (relationnelles) à travers les proces-
sus ETL et implanté dans un entrepôt de données. Or, les données statistiques disponibles
sur le web sont des sources non-structurées, en l’occurrence les données ouvertes tabulaires,
ou semi-structurées telles que des données exprimées en RDF ou XML [Ravat et al., 2010].
Ces sources exigent une adaptation des démarches de conception de schémas multidimen-
sionnels [Romero et Abelló, 2009].
Dans la littérature, certaines approches [Romero et Abelló, 2007]
[Danger et Berlanga, 2009] ont proposé de concevoir des schémas multidimensionnels
à partir d’ontologies. Ces approches sont conditionnées par l’expressivité des ontologies,
notamment au niveau des cardinalités entre les relations. D’autres approches de la litté-
rature partent d’un schéma multidimensionnel en QB [Kämpgen et al., 2012] ou génèrent
des données RDF annotées avec un vocabulaire multidimensionnel [Etcheverry et al., 2014].
Leur objectif est d’interroger directement les données du web sans passer par la matéria-
lisation des données. Bien que la matérialisation est un principe fondamental favorisant
la performance des requêtes OLAP [Laborie et al., 2015], elle se trouve remise en cause
dans le cadre d’OLAP exploratoire ou les processus ETQ (Extract-Transform-Query)
[Abello et al., 2015]. Nous constatons que les approches de la littérature divergent sur la
matérialisation des données. Dans le cadre de notre étude, nous nous adressons à des
utilisateurs qui ne sont pas forcément des experts en décisionnel. Nous partirons dans
l’hypothèse où ces utilisateurs peuvent avoir des avis différents [Ravat et Teste, 2008] sur la
matérialisation. Pour cela, nous proposons qu’un processus de conception puisse supporter
les deux approches.
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Après avoir extrait et intégré des données ouvertes tabulaires, nous souhaitons que l’uti-
lisateur puisse appliquer des opérations OLAP sur ces données intégrées. Il convient alors
de modéliser ces données selon la dichotomie fait/dimension. Nos données ouvertes tabu-
laires ont été transformées dans un graphe intégré. Ce graphe est formé de données nu-
mériques liées à des données conceptuelles organisées en hiérarchies. Nous proposons un
processus progressif de conception mutlidimensionnelle. Notre processus supporte la ma-
térialisation et la non-matérialisation des données d’une façon complètement transparente
à l’utilisateur. Ce processus se compose de deux vues :
– Une vue utilisateur dans laquelle le graphe intégré se transforme progressivement en
un schéma multidimensionnel de niveau conceptuel selon le formalisme graphique du
modèle conceptuel proposé par [Ravat et al., 2007b]. L’utilisateur identifie progressive-
ment les composants multidimensionnels. En effet, il identifie d’abord les dimensions
et leurs composants. Puis, il identifie les faits et leurs composants.
– Une vue système dans laquelle le système se charge d’appliquer les étapes nécessaires
pour matérialiser ou non-matérialiser les données en fonction du choix de l’utilisateur.
– Pour matérialiser les données, le système génère progressivement les scripts sql
permettant de matérialiser un entrepôt de données dans une base de données RO-
LAP. Suite à ceci, les données peuvent être interrogées par des opérations OLAP
[Ravat et al., 2002].
– Pour non-matérialiser les données, le système produit progressivement des an-
notations multidimensionnelles dans un graphe RDF équivalent au graphe inté-
gré visualisé par le concepteur. La production des annotations repose sur les cor-
respondances entre le modèle conceptuel multidimensionnel [Ravat et al., 2007b]
et le vocabulaire multidimensionnel QB4OLAP [Etcheverry et al., 2014]. Il se-
rait possible d’interroger directement ce graphe avec des opérations OLAP-
SPARQL [Etcheverry et al., 2014]. L’usage des graphes montre ici son intérêt
puisque notre démarche ETL sans matérialisation peut devenir une démarche ETQ
[Abello et al., 2015].
Ce chapitre est divisé en deux parties. La première partie est un état de l’art sur les
travaux qui utilisent des sources non-relationnelles (telles que des ontologies, des schémas
XML, des données liées, etc..) pour la conception d’un schéma multidimensionnel et l’ali-
mentation d’un entrepôt de données. La deuxième partie est dédiée à la description de notre
proposition pour la conception et l’annotation multidimensionnelle à partir du graphe inté-
gré des données ouvertes tabulaires.
2 État de l’art
Dans cette section, nous mettons l’accent sur les travaux de la littérature qui portent sur
la conception d’un schéma multidimensionnel [Ghozzi et al., 2005] et sur l’alimentation d’un
entrepôt de données [Annoni et al., 2006b]. Les travaux ciblés utilisent des sources de don-
nées conceptuelles [Khouri, 2013] structurées ou non-structurées telles que les ontologies ou
les schémas XML.
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2.1 La conception d’un schéma multidimensionnel
Dans la littérature, plusieurs démarches ont été proposées [Romero et Abelló, 2009] pour
élaborer un schéma multidimensionnel. Un tel schéma est conforme à un modèle multidi-
mensionnel de niveau d’abstraction conceptuel, logique ou physique [Teste, 2009] :
– Le niveau conceptuel fournit une représentation qui se base sur la dichotomie
fait/dimension [Abello et al., 2015]. Ce modèle est facile à interpréter par les utilisa-
teurs et indépendant de toutes contraintes d’implantation [Rizzi et al., 2006]. Trois ca-
tégories [Rizzi et al., 2006] de modèles conceptuels ont été proposées dans la littéra-
ture :
– les modèles basés sur le paradigme entité/association [Sapia et al., 1999],
[Hahn et al., 2000],[Malinowski et Zimányi, 2006], [Malinowski et Zimanyi, 2008].
– les modèles basés sur le paradigme objet [Buzydlowski et al., 1998],
[Trujillo et Palomar, 1998], [Ravat et al., 1999], [Ravat et Teste, 2000],
[Pedersen et al., 2001], [Abello, 2002], [Trujillo et al., 2003], [Annoni et al., 2006b],
[Abello et al., 2006].
– les modèles spécifiques [Golfarelli et al., 1998], [Cabibbo et Torlone, 2000],
[Ravat et al., 2001], [Schneider, 2003], [Ghozzi et al., 2005], [Tournier, 2007],
[Schneider, 2008].
– Le niveau logique fournit un modèle logique issu de la transformation du modèle
conceptuel [Rizzi et al., 2006] selon les caractéristiques d’une technologie cible (rela-
tionnel, objet...). Quatre types de modèles logiques sont utilisés :
– le modèle relationnel R-OLAP transforme chaque fait et chaque dimension du mo-
dèle conceptuel en des tables relationnelles [Kimball, 1996]
– le modèle multidimensionnel M-OLAP implante le modèle conceptuel sous forme
multidimensionnelle telle que des cubes de données, des matrices ou des vecteurs à
n dimensions [Agrawal et al., 1997]
– le modèle hybride H-OLAP implante les données détaillées dans des tables rela-
tionnelles et les données agrégées dans des matrices multidimensionnelles.
– le modèle NoSQL implantent les données dans quatre approches différentes :
clé-valeur, graphe, orientée-documents et orientée-colonnes [Dehdouh et al., 2014]
[Chevalier et al., 2015b] [Chevalier et al., 2015a].
– Le niveau physique fournit une implémentation du modèle logique dans un système
de gestion de base de données ou un système OLAP particulier (Oracle, Sql Server...).
Chaque démarche de conception suit l’un des paradigmes suivants [Annoni et al., 2006a]
[Romero et Abelló, 2009] :
– Descendant, dit aussi dirigé par les besoins, dont le principe est de partir des besoins
explicites ou implicites des utilisateurs pour construire le schéma multidimensionnel
puis faire correspondre ce dernier avec les schémas des sources pour alimenter l’en-
trepôt de données.
– Ascendant, dit aussi dirigé par les données, dont le principe est d’appliquer un pro-
cessus de rétro-conception sur les sources de données pour obtenir le schéma multidi-
mensionnel.
– Hybride qui consiste à impliquer les besoins des utilisateurs et l’analyse des sources
de données pour la conception du schéma multidimensionnel. Le paradigme hybride
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peut être séquentiel ou intercalé. Dans le paradigme hybride séquentiel, on applique
séparément une conception à partir des besoins des utilisateurs et une autre concep-
tion à partir des sources des données puis on réconcilie les deux résultats de concep-
tion. Dans le paradigme hybride intercalé, les deux stratégies sont appliquées ité-
rativement profitant ainsi des retours du concepteur tout au long de la conception
[Annoni et al., 2006a].
La plupart des travaux [Golfarelli et al., 1998], [Hüsemann et al., 2000],
[Moody et Kortink, 2000], [Bonifati et al., 2001], [Phipps et Davis, 2002],
[Giorgini et al., 2005], [Prat et al., 2006], [Atigui, 2013], [Abdelhédi, 2014] traitent des
sources de données classiques sous forme de schéma de bases de données relation-
nelles et optent pour un paradigme hybride. Parmi ces travaux, [Hüsemann et al., 2000],
[Moody et Kortink, 2000], [Phipps et Davis, 2002] se basent sur un modèle concep-
tuel Entité/Association, certains [Prat et al., 2006], [Annoni et al., 2006a] exploitent
un modèle conceptuel UML, et d’autres [Golfarelli et al., 1998], [Bonifati et al., 2001],
[Giorgini et al., 2005], [Ravat et al., 2006a], [Abdelhédi, 2014] se basent sur un modèle
conceptuel spécifique.
D’un autre côté, très peu de travaux [Vrdoljak et al., 2003], [Romero et Abelló, 2007],
[Danger et Berlanga, 2009], [Nebot et al., 2009] ont exploité la conception d’un schéma mul-
tidimensionnel à partir de sources ontologiques ou XML. Nous nous intéressons particuliè-
rement à ces travaux que nous décrivons dans la section suivante.
2.1.1 Étude des travaux
[Vrdoljak et al., 2003] ont proposé une approche semi-automatique pour la conception
d’un schéma multidimensionnel à partir d’un schéma XML. La démarche comprend quatre
étapes : (1) le pré-traitement des schémas XML, (2) la création et la transformation de schéma
XML en un graphe où les dépendances fonctionnelles sont explicitement représentées, (3)
l’identification du noeud de fait dans le graphe et (4) la construction d’un schéma multidi-
mensionnel pour chaque fait qui englobe la construction d’un graphe de dépendance dont
la racine est le fait et l’identification des relations de cardinalité 1 : n ou n : m pour définir
les dimensions et les hiérarchies des dimensions.
[Romero et Abelló, 2007] ont proposé une approche semi-automatique pour la concep-
tion d’un schéma multidimensionnel à partir d’une ontologie OWL. L’approche est fondée
sur différentes contraintes y compris des contraintes pour éviter les problèmes d’additivité
(cf.
∮
2.1.2). L’approche se définit en trois étapes, d’abord la détection des faits puis la détec-
tion des plus bas niveaux des dimensions enfin la détection des hiérarchies des dimensions.
Pour la détection des faits, les auteurs proposent un algorithme pour identifier à chaque
concept de l’ontologie les potentielles dimensions et mesures, puis l’utilisateur intervient
pour désigner, parmi ces concepts, celui qui représente le fait. L’algorithme de découverte
des dimensions est fondé sur l’idée de recherche d’une composition de propriétés r entre
deux concepts A et B qui vérifient qu’une instance du concept A (potentiel fait) doit être
reliée via r à une seule instance du concept B (potentielle dimension). Pour chaque concept,
les auteurs examinent les types des attributs et ils désignent un seul attribut numérique
comme une potentielle mesure. Pour la détection des plus bas niveaux des dimension (ou
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bases des dimensions), les auteurs proposent un algorithme heuristique qui suit différentes
règles. En effet, l’ensemble des bases des dimensions doit être minimal, les bases de cet
ensemble doivent être orthogonales et les niveaux des dimensions intermédiaires entre le
fait et chaque base doivent pouvoir jouer le rôle de base de dimension. La dernière étape
de cette approche consiste à détecter les hiérarchies des dimensions. L’idée proposée est de
chercher pour chaque base de dimension un graphe orienté formé par des propriétés de
cardinalité 1 : n, les concepts qui se trouvent dans ce graphe peuvent être soit des attributs
d’un niveau de dimension, soit un niveau de dimension.
[Danger et Berlanga, 2009] ont proposé une approche pour l’analyse des instances dans
une ontologie. Les auteurs proposent des algorithmes pour l’identification des dimensions
et des hiérarchies des dimensions. L’algorithme d’identification de hiérarchie sélectionne
les relations qui maximisent le gain d’informations. Les auteurs utilisent un modèle multi-
dimensionnel spécifique qui applique les opérations de sélection, regroupement, agrégation
sur les instances de l’ontologie.
[Nebot et al., 2009] ont proposé un framework pour la conception d’un schéma concep-
tuel d’entrepôt semi-structuré de données XML et RDF fournies par le web sémantique.
A partir d’ontologies de domaines, le concepteur définit manuellement les concepts
multidimensionnels de faits, dimensions, mesures et hiérarchies des dimensions. Ainsi, une
ontologie applicative est générée à partir des composants multidimensionnels identifiés
par le concepteur en utilisant le langage OntoPath [Jiménez-Ruiz et al., 2007]. Ce dernier
est un langage permettant de rechercher un fragment d’ontologie. Les auteurs proposent
aussi de vérifier certaines contraintes multidimensionnelles dans le schéma de l’ontologie
applicative.
[Mansmann et al., 2014] ont proposé une approche pour la découverte et l’enrichis-
sement de modèles multidimensionnels des données semi-structurées issues de tweets.
Nous nous intéressons notamment à la partie découverte. Les tweets de format JSON
sont transformés en fichiers de format XML. Les auteurs appliquent un processus de
rétro-conception pour obtenir un schéma relationnel des tweets. A partir de ce dernier,
ils conçoivent semi-automatiquement le schéma multidimensionnel en deux temps : (1)
les dimensions et les faits sont définis manuellement par les auteurs en interprétant le
schéma relationnel des tweets. En particulier, les attributs numériques sont les mesures
et les attributs descriptifs sont les dimensions ou les niveaux des dimensions. Le fait est
l’événement du tweet et (2) les cardinalités entre les dimensions et les faits ont été déduites
automatiquement en se basant sur les travaux de [Mansmann, 2008]. Ils ont opté pour le
modèle conceptuel x-DFM [Mansmann, 2008] dans lequel les dimensions sont structurées
en graphe. Les noeuds du graphe sont les niveaux des dimensions et les arcs du graphe
sont les liens roll-up.
Parmi ces travaux, nous constatons que seules les propositions de
[Romero et Abelló, 2007] et de [Nebot et al., 2009] anticipent le problème d’additivité
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lors de la phase de conception d’un schéma multidimensionnel à partir de sources
non-traditionnelles. Nous présentons plus en détail ce problème dans la section suivante.
2.1.2 Le problème d’additivité
Assurer l’additivité (le terme anglophone est summarizability) désigne une appli-
cation correcte de l’opérateur de forage vers le haut (roll-up) [Hassan et al., 2012]
[Hassan et al., 2013] d’un niveau inférieur à un niveau supérieur dans une hiérarchie. Il
s’agit d’un problème incontournable pour assurer une fiabilité des résultats d’analyse OLAP.
[Rafanelli et Shoshani, 1990] est le premier travail à détecter ce problème pour les bases de
données statistiques. Pour assurer l’additivité, il propose trois contraintes sur les cardinali-
tés des relations entre les niveaux d’une hiérarchie :
1. La cardinalité maximale associée à la relation entre un niveau inférieur et un niveau
supérieur dans une hiérarchie ne peut être que 1.
2. La cardinalité associée à une relation de niveau supérieur au niveau inférieur dans une
hiérarchie doit être de type 1 : n
3. La cardinalité minimale associée à la relation entre un niveau inférieur et un niveau
supérieur dans une hiérarchie ne peut pas être de valeur zéro.
[Lenz et Shoshani, 1997] sont les premiers à pointer le problème d’additivité pour les
bases de données multidimensionnelles. Ils définissent trois conditions nécessaires qui va-
lident l’additivité entre fait-dimension et entre les hiérarchies d’une dimension :
– La disjonction entre l’ensemble des instances appartenant à deux catégories diffé-
rentes. Par exemple, dans une hiérarchie, les instances des niveaux feuilles ou intermé-
diaires doivent avoir au plus un seul parent de leur niveau supérieur. Cette condition
est équivalente à la contrainte (1) de [Rafanelli et Shoshani, 1990] et sa vérification as-
sure des hiérarchies strictes dans une dimension [Pedersen et al., 1999].
– La complétude des instances manquantes et des instances non-affectées. Les ins-
tances manquantes peuvent figurer entre fait et dimension ou dans les hiérarchies
d’une dimension. L’absence d’instances dans une hiérarchie correspond aux hiérar-
chies non-ontologiques (des instances manquantes au niveau feuille de la hiérarchie)
et aux hiérarchies non-couvrantes (des instances manquantes dans des niveaux in-
termédiaires) [Pedersen et al., 1999]. Les instances non-affectées correspondent à une
cardinalité de 0 entre niveaux hiérarchiques ceci est équivalent à la contrainte (3) de
[Rafanelli et Shoshani, 1990].
– La compatibilité du type de la fonction d’agrégation par rapport au type de mesure et
à la nature de dimension analysée. Les mesures se classifient en stock, flux et valeurs
unitaires. Quant aux dimensions, elles sont soit temporelles soit non-temporelles. Pour
assurer l’additivité, deux règles doivent être prises en compte : (1) il ne faut pas ap-
pliquer la fonction d’agrégation somme sur n’importe quel type de mesure pour les
dimensions temporelles et (2) il ne faut pas appliquer la fonction d’agrégation somme
sur les mesures de type valeurs unitaires pour les dimensions non-temporelles.
En plus des travaux de [Danger et Berlanga, 2009] et [Nebot et al., 2009] qui anticipent
le problème d’additivité lors de la conception d’un schéma multidimensionnel, nous iden-
tifions trois autres catégories de travaux qui s’intéressent à ce problème. Certains travaux
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tels que [Prat et al., 2012] détectent le problème d’additivité dans les schémas ontologiques
d’entrepôt de données par le biais de règles décrites en OWL-DL, mais ces auteurs ne
proposent pas de solutions à ce problème. D’autres travaux tels que [Pedersen et al., 1999]
et [Mansmann et Scholl, 2007] détectent le problème et le traitent sur les instances du
schéma conceptuel. [Pedersen et al., 1999] a proposé trois algorithmes MakeCover, Ma-
keOnto et MakeStrict pour corriger ces problèmes. Quant à [Mansmann et Scholl, 2007],
ils ont proposé une version plus sémantique des algorithmes MakeCover et MakeOnto de
[Pedersen et al., 1999] en rajoutant une instance "Autre" dans les niveaux intermédiaires des
hiérarchies non-couvrantes et en rajoutant des instances feuilles "Autre" pour les hiérar-
chies non-ontologiques. Une dernière catégorie de travaux tels que [Horner et Song, 2005]
et [Hachicha, 2012] détectent et traitent le problème d’additivité en temps réels à la phase
d’analyse.
2.1.3 Synthèse et positionnement
Les approches qui exploitent des sources ontologiques pour la conception d’un
schéma multidimensionnel peuvent atteindre un niveau d’automatisation plus important
[Abello et al., 2015] que les approches traditionnelles qui traitent les schémas relationnels.
Toutefois, ceci dépend fortement de l’expressivité de ces sources, notamment l’applicabi-
lité des algorithmes de [Romero et Abelló, 2007] ou de [Vrdoljak et al., 2003] dépend de la
présence de cardinalités ou des dépendances fonctionnelles entre les concepts. Ces mêmes
limites ont été aussi soulignées par les auteurs [Nebot et al., 2009]. Ces derniers définissent
manuellement le schéma multidimensionnel à partir d’une ontologie de domaine afin de
chercher automatiquement des instances conformes à ce schéma dans les données RDF et
XML.
Notre proposition consiste à concevoir un schéma multidimensionnel à partir des don-
nées non-relationnelles. Elle prend en entrée un graphe intégré qui présente des données
tabulaires issues de plusieurs sources. Ce graphe peut contenir d’une part des données
structurelles potentiellement des composants du schéma multidimensionnel, d’autre part
des données structurelles potentiellement instances des composants multidimensionnels.
L’organisation des hiérarchies de données structurelles autour des données numériques
dans notre graphe intégré rappelle l’organisation des dimensions autour d’un fait. Les al-
gorithmes proposées par [Romero et Abelló, 2007] et [Vrdoljak et al., 2003] sont non exploi-
tables dans notre graphe vu le manque d’expressivité des cardinalités. Par contre les algo-
rithmes de parcours de graphes sont tout à fait applicables. Par rapport à l’approche de
[Nebot et al., 2009], nous n’avons pas d’ontologie de domaine sur laquelle nous pouvons
nous appuyer. Le concepteur utilisera le graphe pour identifier ou définir manuellement les
composants multidimensionnels tout en étant assisté par le système. L’originalité de notre
proposition est d’exploiter la définition manuelle du schéma multidimensionnel pour géné-
rer automatiquement les annotations multidimensionnelles dans un graphe RDF équivalent
au graphe manipulé par le concepteur.
Par ailleurs, dans notre démarche d’entreposage, nous avons anticipé la géné-
ration de hiérarchies strictes dans ses deux premières phases. Concernant, les hié-
rarchies non-couvrantes et non-ontologiques, nous avons opté pour la proposition
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de [Mansmann et Scholl, 2007]. Pour assurer l’additivité des fonctions d’agrégation,
nous proposons de définir plusieurs fonctions d’agrégation sur plusieurs niveaux
[Hassan et al., 2015] [Hassan, 2014]. Nous proposons aussi d’implémenter les axiomes pro-
posées par [Prat et al., 2012] dans le graphe RDF intégré annoté pour vérifier l’additivité en
fonction du type de la dimension. Nous pouvons constater que nous ne proposons pas une
nouvelle méthode pour détecter et traiter le problème d’additivité mais nous combinons des
méthodes existantes pour automatiser le plus possible la résolution de ce problème.
2.2 L’alimentation d’un entrepôt de données
Une importante partie des travaux de la littérature a été focalisée sur les processus ETL
qui permettent d’intégrer les sources de données et d’alimenter un entrepôt de données.
Dans l’étude proposée par [Khouri, 2013], ces travaux se classifient en trois catégories :
– Des travaux, dédiés à l’intégration des données, qui visionnent un ED comme un sys-
tème d’intégration de données [Khouri, 2013]. Ces travaux modélisent les transfor-
mations permettant de réconcilier un schéma global avec les schémas des sources
de données [Müller et al., 1999], [Calvanese et al., 2001], [Skoutas et Simitsis, 2007],
[Serment et al., 2008], [Romero et al., 2011], [Bergamaschi et al., 2011].
– Des travaux, dédiés à la modélisation des processus ETL, qui formalisent les acti-
vités ETL au niveau conceptuel [Vassiliadis et al., 2002] [Trujillo et Luján-Mora, 2003],
[Khouri, 2013], [Atigui, 2013], logique [Vassiliadis et al., 2002], [Vassiliadis et al., 2005]
ou physique [Luján-Mora et Trujillo, 2006], [Tziovara et al., 2007].
– Des travaux, dédiés à l’alimentation d’un entrepôt de données, qui décrivent les
processus permettant de produire les données de table de faits et de dimen-
sions [Labio et al., 2000], [Kämpgen et Harth, 2011], [Nebot et Berlanga, 2012] et de
[Inoue et al., 2013].
2.2.1 Étude des travaux
[Labio et al., 2000] ont proposé un framework décrivant les activités abouties ou non
lors de l’alimentation d’un entrepôt de données par des sources relationnelles. Ils définissent
un algorithme permettant l’identification et le filtrage des tuples pertinents à recharger lors
d’un échec d’alimentation.
[Kämpgen et Harth, 2011] ont proposé une approche pour l’entreposage des données
RDF-QB dans un entrepôt de données relationnels. Les sources de données RDF-QB repré-
sentent des cubes de données dans l’univers du web sémantique. Les auteurs proposent un
système ETL pour placer ces données dans un entrepôt relationnel ROLAP afin de béné-
ficier de la stabilité et la performance des outils OLAP disponibles. Les auteurs ont établi
des règles de mapping entre leur modèle multidimensionnel conceptuel et les termes du
vocabulaire QB décrivant les dimensions, faits et mesures. Ils interrogent avec SPARQL les
sources de données, proposées par l’utilisateur, pour identifier les composants du modèle
multidimensionnel et le construire. Ensuite, ils alimentent ce modèle multidimensionnel par
les instances qui sont également extraites par les requêtes SPARQL.
[Nebot et Berlanga, 2012] ont proposé une approche semi-automatique pour la généra-
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tion d’un entrepôt de données à partir de données RDF/OWL. En pré-requis, un utilisateur
doit définir manuellement un schéma multidimensionnel de l’entrepôt en choisissant le fait,
les mesures, et les dimensions parmi les concepts d’une ontologie. L’approche proposée
utilise le schéma multidimensionnel et l’instance de l’ontologie en RDF pour identifier et
extraire dans un premier temps les instances de la table de fait. Dans un deuxième temps,
les auteurs proposent d’extraire les hiérarchies des dimensions en utilisant les données de
la table de fait et les instances de l’ontologie. L’extraction de la table de fait est proposée
comme un processus ETL composé de quatre étapes : (1) l’extraction, à partir d’une on-
tologie, de l’ensemble des triplets (s,p,o) tel que s est le concept de fait, o est un concept
agrégé entre mesure et dimension et p est une chaîne de propriétés entre s et o, (2) la gé-
nération des instances des triplets à partir de l’instance de l’ontologie et par sélection des
instances valides, (3) la projection des instances des triplets sur les dimensions et mesures
pour construire la table de fait, (4) la transformation du fait en appliquant des calculs et
agrégations sur les mesures. Pour la reconstruction des hiérarchies des dimensions, les au-
teurs proposent d’extraire les taxonomies dont la racine est le concept de la dimension et de
reconstruire une hiérarchie sur les noeuds denses de la taxonomie reliés par des propriétés
transitives.
[Inoue et al., 2013] ont proposé un framework ETL pour l’entreposage relationnel des
données ouvertes liées (LOD) non-décrites par un vocabulaire multidimensionnel. L’ap-
proche est découpée en trois phases : (1) la transformation des triplets RDF en tables de
propriétés relationnelles. L’idée est de regrouper les triplets RDF en partitions qui ont le
même type pour la propriété rdf :type. Puis les propriétés d’une partition sont extraites pour
construire une table relationnelle dont les attributs sont les propriétés, et les tuples sont les
sujets des triplets et leurs valeurs. Les auteurs estiment la cardinalité des relations entre
tables de propriétés en fonction du nombre d’instances dans une table, (2) l’utilisateur doit
sélectionner une table de fait parmi les tables de propriétés et choisir un attribut numérique
qui représente la mesure. Le système utilise la table de fait pour déduire les dimensions.
En effet, il propose de hiérarchiser les attributs spatio-temporels selon les hiérarchies des
ressources externes Geonames ou Time Ontology. Pour les autres attributs, il exploite l’auto-
référencement dans les tables de propriétés pour induire des hiérarchies, (3) l’utilisateur doit
choisir parmi les potentielles dimensions. Le système génère le schéma logique R-OLAP et
alimente l’entrepôt de données relationnelles en projetant les attributs validés des tables de
propriétés sur les tables de dimension et de fait.
Lors de l’alimentation d’un entrepôt de données, la plupart des approches se heurtent
aux problèmes de qualité des données. Nous rappelons brièvement les types de problèmes
de qualité dans la section suivante.
2.2.2 Le problème de qualité des données
La qualité des données est un problème particulièrement important pour les entre-
pôt de données [English, 1999] et [Shin, 2003] d’autant plus que l’objectif est d’aider à la
prise de décision. La philosophie "publier d’abord puis raffiner" des données du web ac-
centue d’avantage la présence des problèmes de qualité dans les données provenant du
web [Zaveri et al., 2014]. Il existe quatre catégories de problèmes de qualité de données
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[Berti-Equille et Moussouni, 2005], [Equille, 2012] :
– les problèmes des données dupliquées ou ambiguës qui peuvent être résolus par l’éli-
mination des duplicatas [Ananthakrishna et al., 2002], la désambiguïsation des noms
et la résolution des entités [Benjelloun et al., 2009].
– les problèmes des données inconsistantes et conflictuelles provenant de plusieurs
sources qui peuvent être résolus par les techniques de fusion de données récemment
proposées dans [Li et al., 2012].
– les problèmes des données manquantes et incomplètes qui peuvent être résolus par
les techniques d’imputation de données [Zaamoune et al., 2013] [Tsikriktsis, 2005].
– les problèmes des données obsolètes par manque de fraîcheur qui peuvent être résolus
par mises à jour et rafraîchissement des données.
2.2.3 Synthèse et positionnement
Les approches que nous avons présentées dans la section 2.2.1 exploitent les
données instances pour alimenter un entrepôt de données. [Labio et al., 2000],
[Kämpgen et Harth, 2011] et [Inoue et al., 2013] se focalisent sur un entrepôt relation-
nel classique tandis que [Nebot et Berlanga, 2012] génèrent un entrepôt sémantique en
RDF. [Nebot et Berlanga, 2012] et [Labio et al., 2000] utilisent en pré-acquis un schéma
multidimensionnel alors que [Kämpgen et Harth, 2011] et [Inoue et al., 2013] déduisent le
schéma en même temps que l’alimentation. Nous utilisons un graphe de propriétés pour
définir graphiquement le schéma et les instances d’un entrepôt relationnel ; nous annotons
en même temps un graphe RDF par un vocabulaire multidimensionnel qui est le point de
départ de l’approche de [Kämpgen et Harth, 2011]. Notre proposition est assez similaire à
la proposition de [Inoue et al., 2013] avec en plus un traitement du problème des hiérarchies
complexes.
Concernant le problème de qualité des données, les approches de [Labio et al., 2000]
et [Kämpgen et Harth, 2011] ne semblent pas s’en occuper. L’approche de
[Nebot et Berlanga, 2012] fixe des règles pour éviter les données inconsistantes et ac-
cepte des données manquantes. L’approche de [Inoue et al., 2013] ne traite pas les données
inconsistantes et accepte aussi les données manquantes. Quant à notre approche, nous
traitons les données inconsistantes par fusion. Nous utilisons la technique de vote en
acceptant les données manquantes afin d’éviter tous biais qui peut être introduit lors de
l’imputation des données.
3 Un processus progressif de conception multidimensionnelle
Dans cette section, nous abordons la dernière partie de notre démarche d’entreposage
des données ouvertes tabulaires. Nous rappelons que nous avons transformé, grâce aux
deux premières étapes automatiques de notre démarche, différents tableaux statistiques hé-
térogènes et sans schémas en un graphe intégré comportant des hiérarchies strictes.
Afin de pouvoir interroger les données intégrées par des opérations OLAP, nous propo-
sons un processus progressif pour la conception de schéma multidimensionnel à partir du
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graphe intégré. Ce schéma multidimensionnel peut être matérialisé ou non-matérialisé en
fonction du choix de l’utilisateur. Par conséquence, notre processus comporte deux vues :
(1) une vue utilisateur et (2) une vue système.
– Dans la vue utilisateur, nous avons fait le choix d’une représentation conceptuelle
des données afin de rendre transparent à l’utilisateur la matérialisation ou la non-
matérialisation. En d’autres termes, l’utilisateur définit une seule fois le schéma multi-
dimensionnel qu’il soit matérialisé ou non. L’utilisateur va définir de façon progressive
les composants multidimensionnels en partant d’un graphe intégré. Progressivement
ce graphe intégré se transforme en un schéma multidimensionnel selon le formalisme
graphique du modèle conceptuel proposé par [Ravat et al., 2001]. Notre démarche de
modélisation conceptuelle est hybride étant donné que les besoins de l’utilisateur se-
ront pris en compte implicitement lors de la manipulation des sources de données (le
graphe intégré).
– Dans la vue système
– Si l’utilisateur a choisi de matérialiser les données alors le système se charge de
transformer le schéma multidimensionnel selon l’approche R-OLAP classique des
entrepôts de données.
– Si l’utilisateur a choisi de non-matérialiser les données alors le système utilise des
mécanismes issus du web sémantique pour produire un graphe RDF annoté. Plus
précisément, le système utilise le vocabulaire QB4OLAP [Etcheverry et al., 2014]
pour annoter [Cabanac et al., 2007] le graphe RDF intégré équivalent au graphe in-
tégré manipulé par l’utilisateur.
Cette section comporte trois sous-sections. Dans la première sous-section, nous présen-
tons les préliminaires sur lesquels s’appuie notre processus. Dans la deuxième sous-section,
nous présentons une description globale de notre processus. Dans la troisième sous-section,
nous détaillons les différentes étapes de notre processus.
3.1 Préliminaires
L’objectif de cette section est de présenter les préliminaires sur lesquels s’appuie notre
processus de conception ainsi que les correspondances qui existent entre ces préliminaires.
Notre processus utilise :
– le modèle conceptuel proposé par [Ravat et al., 2001] dans la vue utilisateur. En effet,
le formalisme graphique de ce modèle est utilisé pour transformer le graphe intégré
en un schéma multidimensionnel.
– le vocabulaire QB4OLAP proposé par [Etcheverry et al., 2014] dans la vue système. En
effet, les annotations de ce vocabulaire sont utilisées pour augmenter le graphe RDF
intégré avec des descriptions multidimensionnelles.
3.1.1 Un modèle conceptuel de données multidimensionnelles
Depuis les années 2000, une expertise a été développée dans notre équipe autour
de problèmes variés sur les bases de données multidimensionnelles. [Ravat et al., 2001]
[Teste, 2009] a proposé un modèle conceptuel générique et son formalisme graphique
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pour représenter une base de données multidimensionnelles sous la forme d’une constel-
lation [Kimball, 1996]. Autour de ce modèle ont gravité plusieurs propositions notam-
ment l’algèbre OLAP [Ravat et al., 2008] et le prototype Graphic-OLAP avec un langage
assertionnel [Annoni, 2003] [Ravat et al., 2002] et un langage graphique [Tournier, 2004]
[Ravat et al., 2007b] pour la manipulation, l’interrogation et l’analyse visuelle de données
multidimensionnelles. La transformation des graphes intégrés issus de données ouvertes
tabulaires dans le modèle conceptuel proposé par notre équipe permet de profiter du socle
existant pour boucler une chaîne multidimensionnelle complète de l’acquisition des sources
à l’interrogation et à la visualisation des données.
Le modèle conceptuel présentant une constellation C comporte les concepts suivants :
– F l’ensemble des faits,
– M l’ensemble des mesures,
– D l’ensemble des dimensions,
– H l’ensemble des hiérarchies,
– A l’ensemble des attributs des dimensions, A =P ∪W ,
– P l’ensemble des paramètres,
– W l’ensemble des attributs faibles.
Définition 2. Une constellation C est définie par (F ;D ; Star) tel que :
– F = {F1, . . . , Fn} est un ensemble fini de faits,
– D = {D1, . . . , Dm} est un ensemble fini de dimensions,
– Star : F → 2D est une fonction qui associe à chaque fait un ensemble de dimensions.
Définition 3. Tout fait Fi ∈ F est défini par (NFi ; Mi) tel que :
– NFi est le nom du fait,
– Mi = {m1, . . . , mxi} ⊆M est l’ensemble des mesures associées au fait.
Définition 4. Toute dimension Di ∈ D est définie par (NDi, Ai, Hi) tel que :
– NDi est le nom de la dimension,
– Ai = Pi ∪Wi ∪ {idi, Alli} est l’ensemble des attributs de la dimension. Cet ensemble contient des
paramètres Pi ⊆P et des attributs faibles Wi ⊆ W ,
– Hi = {h1, . . . , hpi} ⊆H est un ensemble de hiérarchies.
Définition 5. Toute hiérarchie hj ∈ Hi est définie par (Nhj ; Phj ; ≺ hj ; Weakhj) tel que :
– Nhj est le nom de la hiérarchie,
– Phj = {p1, . . . , py} ⊆P est l’ensemble des paramètres de la hiérarchie,
– ≺ hj est une relation d’ordre sur Phj telle que :
– l’ordonnancement des paramètres suit un ordre total ∀pk1, pk2 ∈ Phj k1 6= k2, pk1 ≺ hj pk2 ∨
pk2 ≺ hj pk1
– il existe un paramètre racine ∀pk1 ∈ Phj Idi ≺ hj pk1
– il existe un paramètre extrémité ∀pk1 ∈ Phj pk1 ≺ hj Alli
– Weakhj : Paramhj → 2
Whj est une fonction qui associe un ou plusieurs attributs faibles aux para-
mètres.
Le formalisme graphique [Golfarelli et al., 1998] [Ravat et al., 2007b] pour représenter ces
différents concepts est synthétisé dans les Figures IV.1 et IV.2.
Exemple 10. La Figure IV.3 illustre le schéma multidimensionnel de l’étude de cas sur les statis-
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Figure IV.1 — Le formalisme graphique d’une dimension et ses composants
Figure IV.2 — Le formalisme graphique d’un fait et ses composants
tiques des données médicales (cf. chapitre 3). Ce schéma suit le modèle conceptuel décrit ci-dessus ; il
contient un fait et deux dimensions.
La constellation est ({Statistiques Médicales}, {Temps, Soin}, {Star(Statistiques Médicales)=
{Temps, Soin})
Le fait est (Statistiques Médicales, {SUM(Dépenses), SUM(VolumeSoinConsommé)})
Les dimensions sont (Temps, {Année, All}, {H_Temps}) et (Soins, {Sous-famille de soins, Famille de
soins, Sous-catégorie de soins, Catégorie de soin, All}, {H_Soins}).
Figure IV.3 — Un exemple de schéma multidimensionnel pour des statistiques médicales
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3.1.2 Un vocabulaire d’annotation multidimensionnelle
La représentation des données multidimensionnelles en RDF a fait l’objet de tra-
vaux dans la littérature notamment le vocabulaire standard RDF data cube (RDF
QB) [Cyganiak et Reynolds., 2012] proposé par le W3C consortium, l’approche de
[Kämpgen et al., 2012] et le vocabulaire QB4OLAP [Etcheverry et al., 2014]. Parmi ces ap-
proches, le vocabulaire QB4OLAP, qui étend le vocabulaire RDF QB, est le plus complet
puisqu’il couvre les concepts et les instances de modèle de données multidimensionnelles
en particulier le modèle conceptuel que nous avons décrit dans la section précédente. Le
schéma du vocabulaire QB4OLAP est illustré par la Figure IV.4. Nous soulignons que dans
ce dernier, les instances des dimensions doivent être des concepts SKOS 1 ce qui est le cas
pour les données structurelles du graphe intégré (cf. chapitre 3).
Figure IV.4 — Le vocabulaire QB4OLAP
Les correspondances entre les composants du modèle conceptuel et le vocabulaire
QB4OLAP sont résumées dans le tableau IV.1
Exemple 11. La représentation du schéma multidimensionnel (en simplifiant les URI par les labels
des composants) de la Figure IV.3 en QB4OLAP est la suivante :
– Les dimensions :
Temps a qb : dimensionProperty
Soin a qb : dimensionProperty
1. http ://www.w3.org/2004/02/skos/
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Tableau IV.1 — Les correspondances entre les composants du modèle conceptuel et le
vocabulaire QB4OLAP
Une constellation C un qb : dataStructureDe f inition
Un fait deF un qb : dataset
Une mesure deM une qb : MeasureProperty
Une dimension de D une qb : DimensionProperty
Une hiérarchie deH une qb4o : HierarchyProperty
Un paramètre deP un qb4o : levelProperty
Un attribut faible de W un qb : AttributeProperty
– Les hiérarchies :
H_Temps a qb4o : hierarchyProperty qb4o : hasAllLevel”true”
H_Soin a qb4o : hierarchyProperty qb4o : hasAllLevel”true”
– Les paramètres :
SousFamilleSoin a qb4o : LevelProperty
FamilleSoin a qb4o : LevelProperty
SousCategorieSoin a qb4o : LevelProperty
CategorieSoin a qb4o : LevelProperty
Annee a qb4o : LevelProperty
– Les relations entre dimensions, hiérarchies et paramètres :
Temps qb4o : hasHierarchy H_Temps
Soin qb4o : hasHierarchy H_Soin
H_Temps qb4o : inDimension Temps
H_Soin qb4o : inDimension Soin
H_Temps qb4o : hasLevel Annee
H_Soin qb4o : hasLevel SousFamilleSoin; FamilleSoin; SousCategorieSoin; CategorieSoin
– Le fait et les mesures :
StatistiquesMedicales a qb : dataset Depenses a qb : MeasureProperty
VolumeSoinConsomm a qb : MeasureProperty
– La constellation :
ConstelStatMed a qb : DataStructureDe f inition ; qb : component Temps ; qb :
component Soins ; qb : component [VolumeSoinConsomme qb4o : aggregateFunction
qb4o : sum] ; qb : component [Dpenses qb4o : aggregateFunction qb4o : sum]
3.2 Description globale du processus de conception
Notre processus de conception, illustrée par la Figure IV.5, a pour objectif de transformer
le graphe intégré des données ouvertes tabulaires en des données multidimensionnelles qui
peuvent être interrogées par les opérations OLAP. Avant de commencer le processus de
conception, l’utilisateur doit choisir s’il veut un résultat matérialisé ou non-matérialisé des
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données multidimensionnelles. Indépendamment de son choix, l’utilisateur opère, à un ni-
veau conceptuel, la même démarche de conception. Quant au système, il utilise le choix de
l’utilisateur pour effectuer deux traitements différents afin d’aboutir à des données multi-
dimensionnelles matérialisées ou non-matérialisées. Pour cela, notre processus dispose de
deux vues : une vue utilisateur et une vue système, comme le montre la Figure IV.5.
Figure IV.5 — Description globale du processus de conception multidimensionnelle
Dans la vue utilisateur, l’utilisateur a deux étapes à effectuer : (1) identification des di-
mensions et leurs composants et (2) identification des faits et leurs composants. A ce niveau
conceptuel, nous nous appuyons sur le modèle conceptuel proposé par [Ravat et al., 2001]
pour transformer progressivement le graphe intégré en un schéma multidimensionnel
conforme aux formalismes graphiques du modèle de [Ravat et al., 2001].
Dans la vue système, le système suit les étapes effectuées par l’utilisateur et effectue le
traitement approprié pour matérialiser ou non-matérialiser les résultats :
– Si l’utilisateur a choisi de matérialiser les résultats, le système suit la démarche clas-
sique R-OLAP pour générer les scripts sql de matérialisation du schéma et de ses ins-
tances dans un entrepôt de données R-OLAP.
– Si l’utilisateur a choisi de non-matérialiser les résultats, le système augmente
le graphe RDF intégré (équivalent au graphe intégré manipulé visuellement par
l’utilisateur) par les annotations multidimensionnelles du vocabulaire QB4OLAP
[Etcheverry et al., 2014].
Contrairement aux approches de la littérature, notre proposition commence par la
conception des dimensions puis des faits. Ce choix est motivé par deux raisons : (1) faciliter
aux concepteurs le repérage visuel des composants multidimensionnels, en effet en simpli-
fiant le visuel des données numériques (par exemple en emboitant ces noeuds) il est plus
simple de repérer des arbres que de repérer des mesures ; une fois que les concepts structu-
rels sont simplifiés et remplacés par les formalismes graphiques des dimensions, les noms
des mesures sont plus facilement repérables dans le graphe, (2) appliquer l’approche de
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[Hassan, 2014] pour la définition des fonctions d’agrégation et les règles de [Prat et al., 2012]
pour la vérification de l’additivité du type des fonctions d’agrégation exigent que les dimen-
sions et les hiérarchies des dimensions soient définies.
Dans les sections suivantes, nous détaillons notre processus de conception.
3.3 Description détaillée du processus de conception
3.3.1 Identification des dimensions
Vue utilisateur
Dans le graphe intégré, les données structurelles organisées en arborescence constituent
les composants potentiels des dimensions. Certains concepts peuvent représenter les noms
de dimensions ou d’attributs (paramètres ou attributs faibles) ; d’autres concepts peuvent
constituer les instances d’un attribut. Le concepteur doit identifier dans l’ordre : (1) le nom
de la dimension, (2) les attributs de la dimension (nous nous focalisons particulièrement sur
les paramètres) et (3) les hiérarchies.
Afin d’assister l’utilisateur dans la tâche d’identification des dimensions, nous pré-
calculons automatiquement les potentielles dimensions dans le graphe intégré comme suit :
1. Nous cherchons dans le graphe tous les arbres dont les racines sont des données struc-
turelles et dont les feuilles sont des données structurelles reliées à des données numé-
riques.
2. Nous vérifions si chaque arbre est ontologique et complet sinon nous le complétons par
des noeuds "Autre".
3. Nous comptons la hauteur h de chaque arbre. Pour chaque arbre, nous générons une
dimension avec h paramètres dont les instances sont les noeuds de chaque niveau dans
l’arbre.
A droite de la Figure IV.6, nous avons un exemple de dimension pré-calculée par le
système ; à gauche dans la même figure nous avons une dimension proposée par le concep-
teur. Nous pouvons constater que la compréhension de la sémantique des données structu-
relles nécessite des compétences et qu’il nous apparaît difficile à cette phase d’automatiser
la tâche. Notamment, certains concepts peuvent être des noms de composants de la dimen-
sion, ce qui change la structure de la dimension pré-calculée automatiquement. Nous avons
alors choisi d’utiliser les résultats de pré-calcul pour assister le concepteur dans la tâche
d’identification de la dimension. Cette tâche comporte trois étapes : (1) identification du
nom de la dimension, (2) identification des paramètres, (3) identification des hiérarchies. Le
concepteur doit itérer ces étapes pour chaque dimension.
Vue système
Le système réagit progressivement avec les trois sous-étapes effectuées par l’utilisateur :
(1) identification du nom de la dimension, (2) identification des attributs de la dimension
et (3) identification des hiérarchies. Si le choix est de matérialiser alors le système crée pro-
gressivement les scripts de création du schéma et d’alimentation de la table de dimension.
Si le choix est de non-matérialiser alors le système enrichit progressivement le graphe RDF
intégré par les annotations correspondantes à chaque sous-étape.
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Figure IV.6 — La différence entre une dimension pré-calculée par le système et une di-
mension identifiée par le concepteur
3.3.1.1 Identification du nom de la dimension
Vue utilisateur
Le concepteur commence par identifier le nom de la dimension. Pour cela, soit il choi-
sit le nom d’un noeud structurel dans le graphe, soit il rentre manuellement le nom de la
dimension.
– Si le nom de la dimension est le nom d’un noeud structurel ce noeud est transformé
dans le formalise graphique d’une dimension.
– Si le nom de la dimension est rentré manuellement alors un nouveau noeud est créé
selon le formalisme graphique d’une dimension.
Vue système
– Si l’utilisateur a choisi le nom de la dimension à partir d’un noeud structurel dans le
graphe alors :
– Si le choix est de matérialiser alors le système prépare une requête de création de
table avec le nom de la dimension.
– Si le choix est de non-matérialiser alors le système ajoute l’annotation a qb :
dimensionProperty pour le noeud structurel dans le graphe RDF intégré équivalent
au graphe intégré manipulé par l’utilisateur.
– Si l’utilisateur a rentré manuellement le nom de la dimension alors :
– Pour matérialiser, le système prépare une requête de création de table avec le nom
de la dimension rentré manuellement.
– Pour non-matérialiser, le système crée un nouveau noeud structurel qui porte le
nom de la dimension et qui est une instance de qb : dimensionProperty.
Exemple 12. Dans notre exemple, le concepteur identifie manuellement le nom de la dimension
"Soin". Un nouveau noeud "Soin" est ajouté selon le formalisme de dimension dans le graphe intégré,
comme le montre la Figure IV.7.
Afin de matérialiser, le système génère ce script sql du schéma de la table Soin :
CREATE TABLE Soin (
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Figure IV.7 — Ajout d’un noeud de dimension par MDGen
id_dim_soin DECIMAL,
CONSTRAINT pk_soin PRIMARY KEY (id_dim_soin))
Afin de non-matérialiser, le système génère l’annotation suivante dans le graphe RDF pour le
noeud Soin :
"Soin a qb : dimensionProperty"
3.3.1.2 Identification des paramètres de la dimension
Vue utilisateur
La deuxième sous-étape est l’identification des paramètres de la dimension. Le concep-
teur peut sélectionner le nom du paramètre d’un noeud structurel ou le rentrer manuelle-
ment puis il sélectionne dans le graphe les noeuds instances de ce paramètre.
– Si le nom du paramètre est sélectionné à partir du nom d’un noeud structurel alors
le concepteur est assisté par une proposition automatique. En effet, nous proposons à
l’utilisateur les instances potentielles de ce paramètre qui sont les noeuds qui le suc-
cèdent. Le noeud du paramètre est transformé selon le formalise graphique d’un pa-
ramètre. Les noeuds des instances sont éliminés et les arcs sortants des instances sont
reportés vers le noeud du paramètre.
– Si le nom du paramètre est rentré manuellement alors le concepteur doit sélectionner
les noeuds des instances dans le graphe. Un nouveau noeud est créé selon le forma-
lisme graphique d’un paramètre. Les noeuds des instances sont éliminés et les arcs
sortants des instances sont reportés vers le nouveau noeud du paramètre.
Vue système
– Si le nom du paramètre est sélectionné à partir du nom d’un noeud structurel alors :
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– Pour matérialiser, le système ajoute le nom du paramètre dans la requête de création
de la table de dimension. Il prépare également la liste des instances indexées par le
nom du paramètre.
– Pour non-matérialiser, le système ajoute dans le graphe RDF l’annotation aqb4o :
LevelProperty pour le noeud structurel du paramètre, les annotations aqb :
levelMember pour les noeuds structurels instances du paramètre et la relation qb4o :
inLevel entre les instances et le paramètre.
– Si le nom du paramètre est rentré manuellement
– Pour matérialiser, le système ajoute le nom du paramètre dans la requête de création
de la table de dimension.
– Pour non-matérialiser, le système crée un nouveau noeud structurel de label le
nom du paramètre et instance de qb : LevelProperty. Il ajoute les annotations
a qb : levelMember pour les noeuds instances du paramètre. Il ajoute également
la relation qb4o : inLevel entre les instances et le paramètre.
Exemple 13. Nous illustrons dans les Figures IV.8(a), IV.8(b), IV.8(c) et IV.8(d), l’évolution
[Ravat et al., 2006b] du graphe intégré à chaque fois que le concepteur identifie un nouveau pa-
ramètre pour la dimension "Soin". Tant que l’utilisateur n’a pas encore défini les hiérarchies ces
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Afin de matérialiser, le système utilise les liens de précédences, qui ont été simplifiés après l’iden-
tification des paramètres, pour la construction des instances de la table de dimension qui sera produite
après identification des hiérarchies.
Afin de non-matérialiser, le système :
– génère les annotations suivantes pour les paramètres :
SousFamilleSoin a qb4o : LevelProperty
FamilleSoin a qb4o : LevelProperty
SousCategorieSoin a qb4o : LevelProperty
CategorieSoin a qb4o : LevelProperty
– génère les annotations suivantes pour les instances des paramètres :
secteurPublic a qb : LevelMember
secteurPrive a qb : LevelMember
AuxiliairesMedicaux a qb : LevelMember
LaboratoireDanalyse a qb : LevelMember
Dentiste a qb : LevelMember
CureThermales a qb : LevelMember
Medecins a qb : LevelMember
SoinsHospitaliers a qb : LevelMember
SoinsVille a qb : LevelMember
TransportsMalades a qb : LevelMember
SoinsAuxParticuliers a qb : LevelMember
Medicaments a qb : LevelMember
SoinsEtBiensMedicaux a qb : LevelMember
– génère les annotations suivantes pour les relations entre instances et paramètres :
secteurPublic qb4o : inLevel SousFamilleSoin
secteurPrive qb4o : inLevel SousFamilleSoin
AuxiliairesMedicaux qb4o : inLevel SousFamilleSoin
LaboratoireDanalyse qb4o : inLevel SousFamilleSoin
Dentiste qb4o : inLevel SousFamilleSoin
CureThermales qb4o : inLevel SousFamilleSoin
Medecins qb4o : inLevel SousFamilleSoin
SoinsHospitaliers qb4o : inLevel FamilleSoin
SoinsVille qb4o : inLevel FamilleSoin TransportsMalades qb4o :
inLevel SousCatgorieSoin SoinsAuxParticuliers qb4o : inLevel SousCatgorieSoin
Medicaments qb4o : inLevel SousCatgorieSoin SoinsEtBiensMedicaux qb4o :
inLevel CatgorieSoin
3.3.1.3 Identification des hiérarchies de la dimension
Vue utilisateur
Le concepteur doit donner un nom à chaque hiérarchie, choisir les paramètres et leurs
ordres. Le système assiste le concepteur dans le choix de l’ordre des paramètres en lui indi-
118 Imen Megdiche
3. Un processus progressif de conception multidimensionnelle
quant que le niveau le plus bas doit être relié aux données numériques. De plus, au cours
de l’étape d’identification des paramètres, le système a relié les paramètres qui ont un lien
de précédence entre leurs instances ce qui indique aussi quel ordre doit être établi. Dans
le graphe intégré un label de la hiérarchie est rajouté. Le lien entre les paramètres de la
hiérarchie et la dimension est également établi.
Vue système
– Pour matérialiser, le système met à jour la requête de création de la table de dimen-
sion avec les paramètres qui ont été sélectionnés dans les hiérarchies. A ce stade, le
système résout le problème des hiérarchies non-ontologies et non-couvrantes pour les
instances de la dimension. Afin d’optimiser le calcul, nous pouvons vérifier si la di-
mension courante a été détectée et corrigé.
– Pour non-matérialiser, le système génère les annotations pour les hiérarchies, les rela-
tions entre hiérarchies-paramètres et les relations entre hiérarchies-dimensions.
Exemple 14. Après identification de la hiérarchie H_Soin, nous pouvons constater qu’une nouvelle
dimension et ses composants apparaissent dans le graphe intégré d’après la Figure IV.9.
Figure IV.9 — Exemple d’identification d’une hiérarchie
Afin de matérialiser, le système génère la requête de création du schéma de la table de dimension
comme suit :






CONSTRAINT pk_soin PRIMARY KEY (id_dim_soin))
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Le système produit aussi une requête d’alimentation (insertion) de la table de dimension dont les
résultats sont illustrés dans la Figure IV.10
Figure IV.10 — Les instances de la table de dimension
Afin de non-matérialiser, le système génère les annotations suivantes :
H_Soin a qb4o : hierarchyProperty qb4o : hasAllLevel”true”
H_Soin qb4o : inDimension Soin
Soin qb4o : hasHierarchy H_Soin
H_Soin qb4o : hasLevel SousFamilleSoin ; FamilleSoin ; SousCatgorieSoin ; CatgorieSoin
3.4 Identification des faits
Vue utilisateur
Après avoir défini toutes les dimensions, le concepteur procède à la définition du Fait et
ses composants. D’abord, il doit préciser le nom du Fait et sélectionner les dimensions liées.
Le système vérifie les données numériques qui sont reliées au niveau le plus bas d’au moins
une dimension (nous rappelons la possibilité d’avoir des données numériques manquantes
issues du croisement des différentes sources d’où l’absence de données numériques reliées
à des niveaux de base de certaines dimensions) et propose les données structurelles, non-
utilisées dans l’identification des dimensions, comme nom de mesure. Pour chaque dimen-
sion et pour chaque mesure, le concepteur peut définir pour chaque paramètre de chaque
hiérarchie différentes fonctions d’agrégation selon la proposition de [Hassan, 2014]. Au ni-
veau du graphe, les noeuds des données numériques sont supprimés et le nouveau noeud
de Fait avec ses mesures est créé. Le noeud Fait est également relié aux dimensions selon le
formalisme graphique du modèle conceptuel de [Teste, 2009].
Vue système
– Pour matérialiser, le système prépare la requête de création du schéma de la table de
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Fait et la requête pour son alimentation. A ce stade, le système gère automatiquement
le problème des données numériques redondantes pour les mêmes instances de di-
mensions en utilisant la technique de vote. Par ailleurs, les données numériques man-
quantes de certaines instances de dimensions seront des valeurs nulles dans la table
de Fait.
– Pour non-matérialiser, le système génère un nouveau noeud structurel avec le label
du Fait et lui attribue l’annotation a qb : dataset. Il rajoute l’annotation a qb :
MeasureProperty pour les données structurelles identifiées comme mesures. Chaque
fonction d’agrégation peut avoir les annotations qb4o : Avg, qb4o : Min, qb4o : Max,
qb4o : Count, qb4o : Count ou qb4o : sum. Une fonction d’agrégation doit se défi-
nir comme une propriété entre un composant de la dimension (paramètre, attribut ou
hiérarchie) et entre la mesure. Enfin, un nouveau noeud pour la constellation est créé
avec l’annotation a qb : dataStructureDe f intion. Le lien entre le Fait et la constellation
est établi par l’annotation Nom_Fait qb : structure Nom_Constellation. Pour chaque
dimension reliée au Fait, le système rajoute l’annotation Nom_Constellation qb :
Component Nom_Dimension. Comme nous considérons que les concepteurs ne sont
pas forcément des experts dans la conception multidimensionnelle, le système doit au
préalable implémenter les règles de vérification d’additivité (sous forme d’assertions
OWL-DL) proposées par [Prat et al., 2012] .
Exemple 15. La Figure IV.11 montre une itération intermédiaire dans la création de Fait pour
l’exemple de motivation.
Figure IV.11 — Exemple d’itération dans la création de Fait
Afin de matérialiser, le système génère la requête de création du schéma de la table de fait comme
suit :
CREATE TABLE StatistiquesMedicales (
id_fact_stats DECIMAL,
id_dim_soin DECIMAL,
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CONSTRAINT pk_statMed PRIMARY KEY (id_fact_stats),
CONSTRAINT fk_soin FOREIGN KEY (id_dim_soin) REFERENCES Soin(id_dim_soin),
CONSTRAINT fk_temps FOREIGN KEY (id_dim_temps) REFERENCES Temps(id_dim_temps),
)
Le système produit aussi une requête d’alimentation de la table de fait dont le résultat est illustré
dans la Figure IV.12.
Figure IV.12 — Exemple de table de Fait avec les tables de dimensions
Afin de non-matérialiser, le système produit les annotations suivantes dans le graphe RDF.
StatistiquesMedicales a qb : dataset Depenses a qb : MeasureProperty
VolumeSoinConsomme a qb : MeasureProperty
ConstelStatMed a qb : DataStructureDe f inition
qb : component Temps
qb : component Soins
StatistiquesMedicales qb : structure ConstelStatMed
4 Conclusion
Nous avons présenté dans ce chapitre la dernière étape de notre démarche d’entrepo-
sage d’Open Data. Nous rappelons que les deux premières étapes de notre démarche ont
permis de transformer les données tabulaires en graphes puis les intégrer. L’objectif de cette
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étape est de permettre l’exploitation analytique de ces données intégrées. L’exploitation ana-
lytique dans les systèmes décisionnels est réalisée par des opérations OLAP. Ces opérations
nécessitent l’organisation des données selon un schéma multidimensionnel. Pour cela, cette
dernière étape est consacrée à la transformation des données ouvertes intégrées en données
multidimensionnelles (c’est-à-dire décrites par un schéma multidimensionnel). Dans la lit-
térature, il y a deux approches pour la matérialisation des données multidimensionnelles.
Certaines approches conçoivent un schéma multidimensionnel puis matérialisent les don-
nées dans un entrepôt. D’autres approches décrivent les données par des vocabulaires mul-
tidimensionnels et les interrogent directement sans matérialisation. Étant donné que notre
approche s’adresse à une large audience (contexte self-service BI), nous supportons les deux
approches. Pour cela, nous avons proposé un processus progressif composé de deux vues :
– Une vue utilisateur dans laquelle l’utilisateur définit progressivement, à un ni-
veau conceptuel, les composants multidimensionnels (dimensions et faits) à partir
du graphe intégré. Ce graphe se transforme progressivement en un schéma mul-
tidimensionnel selon le formalisme graphique du modèle conceptuel proposé par
[Ravat et al., 2007b].
– Une vue système dans laquelle le système s’occupe de la matérialisation ou de la non-
matérialisation des données d’une façon complètement transparente à l’utilisateur. Le
système demanderait juste au début du processus le choix de l’utilisateur concernant
la matérialisation.
– Pour matérialiser les données, le système opère pour générer un entrepôt de don-
nées selon la démarche R-OLAP classique. Pour cela, le système génère progressi-
vement les scripts sql pour le schéma de création et d’alimentation de l’entrepôt de
données. Il est possible alors d’interroger l’entrepôt de données avec des opérations
OLAP.
– Pour non-matérialiser les données, le système produit automatiquement des anno-
tations multidimensionnelles dans un graphe RDF équivalent au graphe intégré
visualisé par le concepteur. Les annotations mutlidimensionnelles utilisées appar-
tiennent au vocabulaire QB4OLAP [Etcheverry et al., 2014]. Nous avons choisi ce vo-
cabulaire multidimensionnel puisqu’il est plus complet que d’autres vocabulaires,
en instance QB 2. Il est possible d’interroger directement le graphe RDF annoté avec
des opérations OLAP-SPARQL [Etcheverry et al., 2014]. L’usage des graphes géné-
riques nous a permis d’aboutir à une démarche ETQ [Abello et al., 2015].
Ces propositions ont été publiées dans le cadre de la conférence nationale EDA’13
[Berro et al., 2013] et la conférence internationale ICEIS’15 [Berro et al., 2015a].
Dans le chapitre suivant, nous décrivons le prototype implémenté pour la validation de
notre démarche. Puis, nous présentons les résultats des expérimentations effectuées sur nos
propositions.
2. http ://www.w3.org/TR/vocab-data-cube/
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V Prototype et évaluations
NOUS abordons dans ce dernier chapitre deux volets concernant la validation de notredémarche d’entreposage. Dans le premier volet, nous décrivons les différents modules
du prototype qui ont été développés pour notre démarche ETL. Dans le deuxième volet,
nous illustrons les résultats d’évaluations de nos algorithmes de détection des données ta-
bulaires ainsi que les résultats d’évaluation de la qualité et de la performance du programme
linéaire d’intégration de données.
1 Introduction
L’ouverture des données tabulaires statistiques par des organismes publics constitue de
nouvelles sources pour alimenter les systèmes de prise de décision. Néanmoins, ces données
posent plusieurs problèmes : hétérogénéité, manque de structure, qualité, etc. Elles néces-
sitent alors des solutions pour les croiser et les analyser de manière simple et rapide.
Figure V.1 — Une démarche d’entreposage des données ouvertes tabulaires statistiques
Nous répondons à ces besoins en proposant une démarche ETL basée sur les graphes.
Cette démarche est constituée de trois phases, Extraction- Transformation- Loading ; elles
sont illustrées dans la Figure V.1. La première phase consiste à la détection et la reconnais-
sance des données tabulaires. La deuxième phase consiste à l’intégration des graphes de
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données ouvertes et la troisième phase consiste à la définition de schémas multidimension-
nels à partir du graphe intégré. L’utilisation des graphes dans cette démarche permet une
plus grande généricité de nos travaux.
Les phases de cette démarche ont été détaillées dans les chapitres 2, 3 et 4 de ce manus-
crit. Le but de ce chapitre est d’illustrer le prototype développé pour valider notre démarche
et évaluer celle-ci.
Ce chapitre s’articule en deux sections : prototype et évaluations. Dans la section pro-
totype, nous décrivons les trois modules qui ont été implémentés pour les trois étapes de
notre démarche. Nous nous appuyons sur un scénario d’étude pour présenter ces modules.
Dans la section évaluations, nous présentons d’abord les résultats du module de détection
des données tabulaires puis nous détaillons les résultats d’évaluation de la qualité de l’ap-
pariement par paire sur des bancs d’essais de référence. Nous finissons avec les résultats
d’évaluation de la performance de l’appariement holistique pour les graphes de notre scé-
nario d’étude.
2 Prototype
Dans cette section, nous décrivons le prototype que nous avons développé pour valider
notre approche ETL. Nous présentons un scénario d’étude, dans la sous-section 2.1, pour
illustrer le fonctionnement de notre prototype. Ensuite, nous présentons l’architecture fonc-
tionnelle de ce prototype dans la sous-section 2.2. Enfin, nous détaillons les trois modules
de notre prototype dans les sous-sections 2.3, 2.4 et 2.5.
2.1 Un scénario d’étude
Nous présentons dans cette section un exemple d’utilisation de données ouvertes.




Supposons qu’une entreprise agricole souhaite lancer une nouvelle production de cé-
réales en Anglettre. Ce projet nécessite une étude de marché afin de prendre une décision
sur le type de produit céréalier qui permettra la plus grosse marge. Cette entreprise ne peut
pas acquérir les statistiques de ses concurrents mais elle dispose de données ouvertes gou-
vernementales disponibles gratuitement sur le web et qui peuvent l’aider à analyser l’état
du marché.
L’entreprise a procédé à la récolte de données ouvertes sur le web à partir desquelles
elle souhaite construire un entrepôt de données. La finalité est d’analyser l’état du mar-
ché et de recenser les besoins de l’entreprise par croisement de plusieurs sources de don-
nées. Le portail World Bank fournit plus que 1,000 indicateurs statistiques par catégo-
rie, par année et par ville. Ces indicateurs sont disponibles sur le lien http://data.
worldbank.org/indicator. Dans la catégorie agriculture et développement durable, il
est possible de récupérer les données du Royaume Uni relatives au rendement de céréales
et à la production agricole. Ces données sont disponibles sous format tabulaire sur le lien
http://data.worldbank.org/country/united-kingdom.
Les données fournies par le portail World Bank sont agrégées. L’entreprise doit
collecter d’avantage d’informations afin d’approfondir son étude et ses analyses.
Sur le lien https://www.gov.uk/government/statistical-data-sets/
structure-of-the-agricultural-industry-in-england-and-the-uk-at-june
sont fournies plusieurs données statistiques sur la production de céréale en Royaume uni
par type de céréale, par taille de ferme, année, etc. Ces données sont plus détaillées que ceux
du World Bank. En multipliant les recherches sur les différents fournisseurs de données
ouvertes, il est possible de collecter jusqu’à une cinquantaine de sources qui peuvent
contenir un ou plusieurs tableaux.
Nous illustrons dans les Figures V.2, V.3 et V.4 des extraits de tableaux de ce scénario
d’étude.
Figure V.3 — La surface et le rendement de la production du blé par région et par année
Notre approche vise à faciliter l’intégration et l’entreposage de ces données à travers le
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Figure V.4 — La surface et le rendement de la production de l’avoine par région et par
année
processus ETL automatisant autant que possible l’intégration de ces tableaux multiples.
2.2 L’architecture fonctionnelle du protoytpe
L’architecture fonctionnelle de notre prototype est illustrée dans la Figure V.5. Ce
prototype est composé de trois modules correspondant aux trois étapes d’Extraction-
Transformation-Chargement. Le premier module permet de détecter et de reconnaître des
données tabulaires dans des sources en format XLS ou CSV. Ce module retourne des graphes
codés dans le format Graphml. Le deuxième module permet d’intégrer holistiquement (plu-
sieurs graphes en même temps) les graphes en format Graphml issus du premier module. Ce
deuxième module fournit un graphe intégré en format graphml. Le troisième module per-
met de concevoir un schéma multidimensionnel à partir du graphe intégré issu du deuxième
module. Ce dernier module fournit en sortie un script de création et d’alimentation d’une
base de données multidimensionnelles.
Figure V.5 — Architecture fonctionnelle de notre prototype
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2.3 Le module de détection et de reconnaissance de données tabulaires
Le premier module assure la détection et la reconnaissance des tableaux statistiques. Ce
module appelé ODET (Open Data Extraction Tool) a été implémenté dans un environnement
JAVA. ODET prend en entrée des fichiers tabulaires en format excel ou csv, et génère en sortie
un graphe de propriétés sérialisé sous la forme d’un fichier GraphML 1 (graphe encodé en
XML). Nous utilisons la librairie blueprints 2 qui permet la gestion des fichiers GraphML.
La Figure V.6 montre l’outil ODET dans son état initial, l’utilisateur doit ouvrir un fichier
tabulaire en cliquant sur le menu File→ Open, puis sélectionner une ou plusieurs sources
de données à traiter.
Figure V.6 — Menu fichier de l’outil ODET
Les actions de détection et de reconnaissance automatiques des composants du tableau
s’affichent dans la barre d’outils (le cadre 1). Un nouvel onglet ainsi que des sous-onglets
s’ouvrent pour la source de données dans le cadre 2, comme le montre la Figure V.7. Dans le
cadre 3, l’historique des actions de détection s’affiche afin de permettre de faire des correc-
tions sur les détections. Dans le cadre 4, nous affichons le contenu de la source de données
sous format matriciel.
Concernant les actions de détection automatique (Détection Numérique, Label...), nous
avons attribué un ordre dans l’exécution de ces activités conformément aux trois niveaux
d’activité que nous avons évoqué dans le chapitre 2. Par exemple, pour les activités de dé-
tection de StubHead et de BoxHead, un message d’erreur s’affiche si l’utilisateur n’a pas
exécuté les activités qui dépendent de ces dernières. De plus, nous avons attribué à chaque
activité un code couleur spécifique : lorsque l’utilisateur clique sur une activité alors le bloc
de cellules détecté sera coloré par le code couleur correspondant et le nom de l’activité exé-
cutée s’affiche dans le cadre 3. Dans la Figure V.7, les blocs colorés en gris résultent de l’exé-
cution de l’activité de détection numérique. Comme les activités appartiennent à trois ni-
veaux différents et qu’il faut afficher une seule couleur à la fois sur les blocs, nous avons
1. http ://graphml.graphdrawing.org/
2. https ://github.com/tinkerpop/blueprints/wiki
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Figure V.7 — Activités d’ODET
défini un ordre entre les couleurs des activités. L’ordre des couleurs des activités de détec-
tion sémantique (détection spatiale et temporelle) est supérieur à l’ordre des couleurs des
activités topologique (détection StubHead et BoxHead) qui est lui même supérieur à l’ordre
des couleurs des activités intrinsèques (détection label, formule, numérique).
Dans la Figure V.8, nous illustrons les résultats de détections automatiques selon l’his-
torique des exécutions affichées dans le cadre 3. Le bloc jaune correspond à un BoxHead
de données numériques qui ont une sémantique temporelle. La couleur jaune de la détec-
tion temporelle est la dernière couleur affectée à ce bloc. Les labels détectés sont colorés en
bleu par exemple la cellule OATS. Les blocs roses et jaunes ont été bleus puis lorsque nous
avons exécuté l’activité détection StubHead, ils ont pris la couleur rose, ensuite lorsque nous
exécutons l’activité détection spatiale, nous obtenons le bloc jaune des données spatiales.
Puisque les activités de détection et de reconnaissance peuvent induire des erreurs, l’ou-
til ODET donne la possibilité à l’utilisateur de corriger les erreurs du système mais aussi de
rajouter des blocs qu’il estime pertinents. L’utilisateur peut annuler les actions dans l’histo-
rique des activités exécutées comme le montre la Figure V.9. Il peut aussi changer le cadrage
et le type des blocs avec des actions manuelles. La Figure V.10 montre comment un utilisa-
teur peut changer par quelques clics manuels le type de données dans le bloc numérique en
formules (bloc coloré en orange).
En ce qui concerne l’activité de la classification hiérarchique des concepts, nous l’avons
rattachée, dans la version actuelle du prototype, au bouton de sauvegarde des activités "save
as GraphML" (comme le montre la Figure V.6). Dans les fichiers GraphML, nous sauvegar-
dons toutes les informations sur les données qui ont été détectées. Dans la Figure V.11, nous
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Figure V.8 — Exemples des détections automatiques d’ODET
Figure V.9 — Annulation d’activité
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Figure V.10 — Changement du type intrinsèque d’un bloc
avons un extrait d’un graphe de propriétés sérialisé en GraphML. Nous trouvons dans ce
dernier les propriétés (DisplayedValue, InherentAnnotation, TopologicAnnotation, Seman-
ticAnnotation, Visualized, idSrcOrigin, nbcCol, nbrLine). La distinction entre les données
NumData et les données StructData a été intégrée au niveau des identifiants des noeuds.
Figure V.11 — Un extrait du fichier GraphML
Nous avons illustré dans cette section quelques écrans des fonctionnalités du module
ODET. Ce module assure la première partie de notre démarche ETL. Pour ce prototype, il
est prévu d’avoir deux sorties, une première sortie en graphe de propriétés et une deuxième




2.4 Le module d’intégration holistique de graphes de données tabulaires
Dans cette section, nous présentons le deuxième module destiné à l’intégration holis-
tique des graphes. Ce module a été implémenté pour intégrer les graphes de propriétés
(GraphML) des données ouvertes tabulaires conformément à la deuxième phase de notre
démarche. Ce prototype prend en entrée plusieurs graphes de propriétés (GraphML) et gé-
nère en sortie un graphe de propriétés intégré en format GraphML. Ce prototype accepte
d’autres formats de fichiers tels que XML ou XSD. Nous avons rajouté des couches pour
transformer les formats XML ou XSD en format GraphML. Cette extension nous a permis
d’évaluer notre approche d’intégration sur des bancs d’essais dont les résultats sont illustrés
dans la deuxième partie de ce chapitre.
Le module d’intégration a été implémenté dans un environnement Java. Nous avons
utilisé l’API Jung 3 pour la manipulation et la visualisation des graphes, l’API cplex-java
de l’environnement CPLEX 12.6.1 en version académique pour l’exécution du programme
linéaire, l’API blueprints pour la manipulation de GraphML. Pour le calcul de similarité
nous avons utilisé les librairies suivantes : OntoSim 4, SimMetric 5, SecondString 6 et WS4J 7.
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Supposons qu’un utilisateur sélectionne trois graphes de propriétés issus de données ta-
bulaires de notre scénario d’étude. Après l’ouverture de ces graphes, nous avons le résultat
visuel de la Figure V.12. Comme le montre cette dernière, le prototype comporte trois par-
ties qui correspondent aux cadres 1, 2 et 3. Dans le cadre 1, nous visualisons les graphes
numérotés. Dans le cadre 2, nous avons :
– l’onglet "picked" qui permet de fusionner ou de séparer des noeuds ou des arcs que
l’utilisateur sélectionne.
– l’onglet "Mode" configure le mode de modification ou de non-modification du graphe.
L’utilisateur dispose aussi d’un menu déroulant pour changer la mise en page (ou
layout) du graphe. Le TreeLayout permet de disposer les noeuds sous format d’arbre,
il est adapté pour l’affichage des données structurelles hiérarchiques. Dans la Figure
V.12, nous avons choisi le ISOMLayout qui dispose les noeuds connectés dans des
zones denses.
– l’onglet "Config" contient l’action d’ouverture des fichiers, l’action de lancement du
programme linéaire et l’action d’obtention d’un graphe intégré visuel. Après valida-
tion des correspondances sur le graphe intégré visuel en utilisant les boutons merge et
expand, l’utilisateur peut générer automatiquement un graphe intégré en GraphML.
Dans le cadre 3, nous affichons des messages sur le temps de calcul écoulé par LP4HM,
les correspondances (numéro du graphe source, numéro graphe destination, les labels des
noeuds et la mesure de similarité entre eux), le nombre de correspondances trouvées et
éventuellement des messages d’erreurs.
Dans la Figure V.13, nous illustrons le résultat visuel du graphe intégré après l’applica-
tion du programme linéaire.
2.5 Le module de conception d’un schéma multidimensionnel
Le dernier module concerne la conception progressive d’un schéma multidimensionnel
à partir du graphe de propriétés intégré.
Ce module est implémenté dans un environnement Java. Il génère un script sql pour le
schéma et pour l’alimentation de la base de données ; nous avons testé les scripts générés
avec une base de données Postgresql. La Figure V.14 montre un exemple de graphe intégré
de notre scénario d’étude. Nous différencions ici les données numériques en vert et les don-
nées structurelles en jaune. Dans la deuxième partie de l’interface, nous avons l’arborescence
du schéma multidimensionnel.
L’utilisateur doit commencer par identifier les dimensions avec le bouton droit "Add
dimension", voir Figure V.15. L’utilisateur spécifie le nom de la dimension, celui des para-
mètres et sélectionne les noeuds du graphe correspondants aux instances de ces paramètres.
Ces étapes sont illustrées dans la Figure V.16 pour la dimension "Time". Lorsque l’utilisateur
valide la création de cette dimension, le script de création du schéma de la table et celui de
l’alimentation de cette table sont générés. Dans le graphe, les noeuds disparaissent et laissent
la place pour un nouveau noeud correspondant à la dimension Time. L’arborescence se met
à jour avec la dimension et ses paramètres, voir la Figure V.17.
Une fois que toutes les dimensions sont définies, l’utilisateur peut créer un fait "add
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Figure V.13 — La visualisation des graphes après l’intégration
Figure V.14 — Exemple d’un graphe intégré avec les données numériques
fact", comme le montre la Figure V.18. Il doit sélectionner les dimensions et les mesures
(dans notre exemple yield et area). La fonction d’agrégation attribuée est avg pour les deux
mesures. Nous pouvons remarquer que le graphe de propriétés intégré a été simplifié et
transformé progressivement.
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Figure V.15 — Exemple de l’interface d’ajout de dimension
Figure V.16 — Exemple d’ajout de la dimension Time
3 Évaluations
3.1 Évaluation de la détection des données tabulaires
Dans cette section, nous illustrons les résultats d’évaluation de la détection des données
tabulaires réalisée par l’outil ODET. L’évaluation a été effectuée sur 100 sources de don-
nées tabulaires en format Excel que nous avons sélectionnées sur le portail data.gouv.fr.
Nous avons sélectionné les dix premières sources en format excel de chaque domaine. Ces
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Figure V.17 — Exemple d’ajout de la dimension Product
Figure V.18 — Exemple d’ajout du Fait
sources sont en langue française et comportent des données géographiques de la France.
Elles couvrent neuf domaines d’étude :
– Agriculture
– Culture
– Travail et économie
– Recherche et éducation
– Hébergement
– International et Europe
– Société
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Tableau V.1 — L’efficacité des fonctions de détection automatique
Détection Détection Détection Détection Détection
Numérique Label Formule Temporelle Spatiale
Efficacité 98,88% 92,22% 57,89% 95,23% 53,84%
Proportion du type de données 100% 100% 21,11% 46,66% 43,33%
– Transport
– Santé
L’objectif de cette évaluation est de valider l’efficacité des fonctions de détection automa-
tique des blocs pertinents du point de vue utilisateur. Nous rappelons qu’un bloc de type i
peut être : bloc de label (StubHead et BoxHead), bloc numérique, bloc spatial, bloc temporel
et bloc de formule. Nous avons manuellement identifié pour chaque source l’emplacement
et le type de chaque bloc. Ensuite, nous avons lancé les fonctionnalités automatiques de
l’outil ODET et nous avons vérifié si les blocs détectés automatiquement correspondent ou
pas aux blocs que nous avons identifiés manuellement. Pour chaque source et pour chaque
type, nous avons calculé le nombre de blocs détectés automatiquement qui figurent dans la
liste des blocs manuellement identifiés. Puis, nous avons fait la somme, par type de bloc i, de
tous les blocs systèmes pertinents adi et tous les blocs mdi provenant de l’expert (nous). L’ef-
ficacité de détection correspond ainsi au rapport entre ces deux derniers nombres calculés




Le tableau V.1 illustre les résultats de cette évaluation ainsi que la proportion des sources
ayant des blocs de type i par rapport au nombre total de sources étudiées, en l’occurrence
100.
Dans le Tableau V.1, nous constatons que toutes les sources contiennent des données nu-
mériques et labels, et 50% des sources contiennent des données temporelles et des données
spatiales. Par contre les formules sont très rares.
Concernant les résultats d’efficacité des fonctions de détection automatique implémen-
tées dans l’outil ODET, nous remarquons que les algorithmes de détection des données nu-
mériques et des labels (y compris les StubHead et les BoxHead) sont très efficaces puisque
plus de 90% de blocs de ces types ont été correctement identifiés. Notre proposition de dé-
tection des données temporelles est également très performante, nous avons plus que 90%
de détection de données temporelles. Par contre, notre proposition de détection des don-
nées spatiales doit être améliorée puisque 47% de ces données n’ont pas été correctement
identifiées. En particulier, la détermination des numéros des départements parmi les don-
nées numériques reste problématique. Nous constatons aussi qu’il faudrait améliorer nos
algorithmes de détection des formules.
3.2 Évaluation de l’appariement par paire sur des bancs d’essai comparatifs
Dans cette section, nous présentons les résultats de comparaison des alignements pro-
duits par notre approche et des alignements produits par d’autres approches référencées
dans la littérature. Nous avons choisi deux bancs d’essai : le premier est orienté utilisateur
et le deuxième est orienté schéma.
138 Imen Megdiche
3. Évaluations
3.2.1 Les mesures d’évaluation
Nous présentons dans cette partie, les deux types de mesures que nous utilisons dans
notre étude comparative :
– les mesures de la qualité des correspondances ;
– les mesures de l’effort engagé par les utilisateurs.
3.2.1.1 La qualité des correspondances
La qualité des correspondances retournées par un système d’appariement est communé-
ment évaluée par les mesures de précision et de rappel. Pour une paire de schémas (S1,S2)
dont le nombre d’éléments est N1 et N2 respectivement, le produit cartésien N1×N2 repré-
sente l’ensemble de toutes les correspondances possibles. Parmi cet ensemble, un expert va
donner un sous-ensemble de correspondances, noté E, qu’il estime le plus pertinent. Quant
au système d’appariement, il trouve un sous-ensemble de correspondances, noté S, qui doit
dans l’idéal se confondre avec E. Comme le montre la Figure V.19, l’intersection de S ∩ E
représente les vrais positifs alors que E− S correspond aux faux négatifs puisque le système
ne les a pas trouvé alors qu’il devrait les trouver. S− E représente les faux positifs puisque
le système les a retourné alors que l’expert ne les a pas jugés pertinents. Enfin le reste des
correspondances sont les vrais négatifs puisqu’elles ne figurent ni dans les correspondances
du système, ni dans les correspondances de l’expert.
La Précision P est le rapport entre les vrais positifs S∩ E et les correspondances trouvées
par le système S . La précision mesure le degré d’exactitude des correspondances trouvées
par le système [Euzenat et Shvaiko, 2013].
Precision = P =
|E ∩ S|
|E|
Le Rappel R est le rapport entre les vrais positifs S∩ E et les correspondances proposées
par l’expert E. Le rappel mesure le degré de complétude des correspondances trouvées par
le système [Euzenat et Shvaiko, 2013].
Rappel = R =
|E ∩ S|
|S|
L’évaluation de la qualité en se basant uniquement sur le rappel et la précision est in-
suffisante car ces deux mesures sont inversement proportionnelles. En effet, le rappel peut
être maximisé au détriment d’une faible précision en retournant tous les vrais positifs. Alors
que la précision peut être maximisée au détriment d’un faible rappel en ne retournant que
quelques correspondances de l’ensemble des vrais positifs. Il est alors indispensable d’exa-
miner une mesure combinée de la précision et du rappel. Cette mesure combinée est connue
sous le nom de F-Mesure, définie généralement par la formule suivante :
FMeasureα =
P× R
(1− α)× P + αR
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Figure V.19 — La relation entre les correspondances du système et les correspondances
d’expert [Euzenat et Shvaiko, 2013]
Usuellement, la valeur de poids α est égale à 0.5, représentant ainsi une moyenne har-




Plus α s’approche de 1, plus la F-Mesure est influencée par la précision. En contrepartie,
plus α s’approche de 0, plus la F-Mesure est influencée par le rappel.
3.2.1.2 L’effort engagé par l’utilisateur
L’effort engagé par l’utilisateur (post-match effort) est l’estimation maximale de la quan-
tité de travail qu’un utilisateur doit engager pour valider les correspondances proposées par
le système et les compléter [Duchateau et al., 2011]. Deux mesures ont été proposées dans la
littérature pour évaluer l’effort engagé par l’utilisateur : Accuracy et HSR.
– La mesure Accuracy ou Overall, proposée par [Melnik et al., 2002], évalue l’effort que
l’utilisateur engage pour corriger le nombre de faux négatifs par rapport au nombre de
correspondances pertinentes E proposées par l’expert. Cette mesure assume que l’ef-
fort engagé pour la validation des correspondances systèmes est le même que l’effort
engagé pour chercher les correspondances manquantes. La mesure d’accuracy prend
ses valeurs dans l’intervalle [−1, 1]. Elle est définie par la formule suivante :
Accuracy = 1− ( |E− S|+ |S− E|
E
) = R× (2− 1
P
)
La mesure d’accuracy est corrélée négativement par rapport aux valeurs de la préci-
sion. En effet, si la valeur de la précision est inférieure à 0.5 alors la valeur de l’accuracy
est négative [Melnik et al., 2002] [Euzenat et Shvaiko, 2013]. Ceci s’interprète en consi-
dérant que l’effort engagé pour la suppression des correspondances non-pertinentes
et l’ajout des correspondances manquantes est beaucoup plus important que celui de
rechercher les correspondances manuellement.
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– La mesure HSR (Human Spared Resources), proposée par
[Duchateau et Bellahsene, 2014], évalue l’effort humain épargné en utilisant les
résultats d’un système d’appariement. Cette mesure prend en considération qu’il y a
un schéma majeur SL et un schéma mineur Sl , où le nombre d’éléments du premier
est plus grand que le nombre d’éléments du second. La mesure HSR, dont les valeurs
sont comprises dans l’intervalle [0, 1], est exprimée comme suit :
HSR = 1− NUI|SL| × |Sl |
NUI représente le nombre d’interactions que l’utilisateur doit effectuer pour valider
les correspondances S trouvées par le système et pour découvrir manuellement les cor-
respondances manquantes faisant partie de l’ensemble des faux négatifs. La formule
NUI est calculée comme suit :
NUI =




i=1 (|SL| − |S ∩ E| − i×(|E|−|S∩E|)|Sl |−|S∩E| −
|R|−|S∩E|
|Sl |−|S∩E| ) sinon
Nous pensons qu’il est intéressant d’examiner l’estimation de l’effort engagé de ces deux
mesures même si l’accuracy affiche plusieurs limites par rapport au HSR. En effet, dans
l’étude comparative entre HSR et accuracy [Duchateau et al., 2011], dont les résultats sont
présentés dans la Figure V.20, les auteurs affirment que l’accuracy est une mesure plus op-
timiste que le HSR pour les valeurs de précisions importantes alors que toutes les valeurs
de l’accuracy sont inférieures à zéro dés que les valeurs de la précision sont inférieures à
50%. La mesure HSR est plus équilibrée que l’accuracy puisqu’elle se base sur l’estimation
du nombre d’interactions de l’utilisateur et pas uniquement sur la précision et le rappel.
Un autre inconvénient de l’accuracy est qu’elle ne considère pas la taille des schémas alors
que l’effort qu’un utilisateur engage pour chercher les correspondances manquantes pour
de grands schémas est beaucoup plus important que l’effort engagé pour de petits schémas
[Duchateau et al., 2011].
3.2.2 Résultats d’évaluation sur un banc d’essais orienté utilisateurs
Dans cette section, nous examinons les résultats d’évaluation de notre approche d’appa-
riement par rapport à d’autres approches de la littérature sur le banc d’essais orienté utili-
sateurs proposé par [Melnik et al., 2002]. Nous rappelons que notre approche est constituée
de deux versions du programme linéaire LP4HM : (1) la version primaire avec des variables
de décision binaires que nous notons LP4HM et (2) la version relaxée avec des variables
fractionnaires que nous notons LP4HM(Relaxé). Ces deux versions seront évaluées sans la
contrainte du seuil de similarité.
Les approches que nous avons sélectionnées de la littérature sont :
– COMA++ [Aumueller et al., 2005] implémentée dans l’outil COMA3.0, http://dbs.
uni-leipzig.de/Research/coma.html. Nous avons utilisé le résultat d’appa-
riement combiné des différentes stratégies proposées par cet outil à l’exception de la
stratégie de réutilisation et de fragmentation.
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Figure V.20 — Comparaison entre HSR et Overall [Duchateau et al., 2011]
– BMatch [Duchateau et al., 2007] implémentée dans une API disponible sur le lien
http://liris.cnrs.fr/~fduchate/research/tools/bmatch/. Nous avons
utilisé cet API avec le paramétrage par défaut.
– Similarity Flooding (SF) [Melnik et al., 2002] implémentée dans l’outil RONDO dispo-
nible sur le lien http://infolab.stanford.edu/~melnik/mm/rondo/. Nous
avons utilisé cette approche avec son paramétrage par défaut. Originairement, l’ap-
proche SF a été évaluée par ce banc d’essais [Melnik et al., 2002]. Nous avons refait
l’expérimentation sans modifier les paramètres par défaut de l’outil afin d’examiner
les mesures de rappel, précision et HSR qui ne sont pas disponibles dans l’évaluation
faite par les auteurs 8.
3.2.2.1 Description du banc d’essais
Nous avons choisi le banc d’essais (ou benchmark) proposé par [Melnik et al., 2002] et
disponible sur le lien http://infolab.stanford.edu/~melnik/mm/sfa/. Il s’agit de
l’unique 9 banc d’essais orienté utilisateurs proposé pour l’appariement de paires de sché-
mas.
Ce banc d’essais est composé de 9 tâches : les tâches 1,2,3 concernent l’appariement de
schémas XML, les tâches 4,5,6 concernent l’appariement de schémas XML avec des instances
et les tâches 7,8, 9 concernent l’appariement de schémas de bases de données relationnelles.
Sept utilisateurs de l’université de Stanford ont participé à la génération des correspon-
dances. Aucune méta-donnée ou explication sur les contextes des schémas n’a été fournie et
les utilisateurs étaient libres de proposer des correspondances complexes (n : m) ou simples
(1 : 1). Les correspondances proposées par les utilisateurs forment l’ensemble E.
Nous avons étudié les paires de schémas de chaque tâche selon les trois caractéristiques
8. Les mesures d’accuracy que nous avons trouvées sont légèrement différentes des mesures publiées dans




Tableau V.2 — Caractéristiques des schémas des différentes tâches
Hétérogénéité Structure Écart
faible moyenne forte plate imbriquée faible moyen fort
Tâche 1 × × ×
Tâche 2 × × ×
Tâche 3 × × ×
Tâche 4 × × ×
Tâche 5 × × ×
Tâche 6 × × ×
Tâche 7 × × ×
Tâche 8 × × ×
Tâche 9 × × ×
suivantes :
– l’hétérogénéité des labels des éléments répartie sur trois niveaux : "faible" ([0, 0.3[),
"moyenne" ([0.3, 0.6[) et "forte" ([0.6, 1]). Ces intervalles représentent l’estimation de
l’hétérogénéité calculée en fonction de l’écart entre la médiane des maxima des dis-
tances terminologiques et la médiane des maxima des distances linguistiques que
nous utilisons.
– la structure des schémas qui est définie en fonction de la profondeur des schémas. Elle
peut être "plate" (profondeur <3) ou "imbriquée" (profondeur >=3).
– l’écart entre deux schémas qui est calculé en divisant le nombre d’éléments du schéma
mineur sur le nombre d’éléments du schéma majeur. Ce rapport est réparti sur trois
variantes : "faible" ([0.6, 1]), "moyen" ([0.3, 0.6[) et "fort" ([0, 0.3[).
Le tableau V.2 synthétise les caractéristiques des schémas de chaque tâche.
Afin de pouvoir appliquer le banc d’essais sur notre approche, nous avons transformé
chaque schéma en un graphe de propriétés comme le montre la Figure V.21 pour les schémas
de la tâche 3. Nous avons utilisé les noms des éléments comme labels de noeuds et nous
avons transformé l’organisation entre les éléments en hiérarchie.
3.2.2.2 Résultats globaux
Tableau V.3 — Les résultats des mesures de qualité par approche pour la moyenne des
utilisateurs et des tâches
Précision (%) Rappel (%) F-Measure (%) Accuracy (%) HSR (%)
LP4HM 67 58 62 30 81
LP4HM(Relaxé) 58 66 60 23 81
COMA++ 72 50 58 32 76
BMatch 22 47 28 0 69
Similarity Flooding 81 55 65 43 80
Le tableau V.3 montre les résultats des mesures de qualité pour la moyenne des uti-
lisateurs et des tâches pour les différentes approches. Nous avons d’une part les deux
versions de notre approche qui n’utilisent pas de seuil de similarité, d’autre part nous
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Figure V.21 — Transformation des schémas XML en graphes
avons les approches COMA++, BMatch et SF qui utilisent des seuils de similarités. Ne
pas utiliser un seuil de similarité pour notre approche est un choix intentionné. En effet,
la configuration d’un seuil de similarité est un problème pour les outils d’appariement
[Shvaiko et Euzenat, 2013] qui rend les outils difficilement utilisables par les utilisateurs en
particulier non-experts. Nous voulons montrer qu’il est envisageable de se passer du seuil
à travers notre approche. Par ailleurs, ce banc d’essai est orienté utilisateurs donc le seuil
de similarité peut dépendre aussi de chaque utilisateur. Pouvoir fournir des résultats conve-
nables à tous les utilisateurs sans se soucier de la configuration du seuil de similarité nous
semble constituer un avantage de notre approche.
Nous montrerons un exemple concret de la difficulté que rencontre les outils d’apparie-
ment pour le choix du seuil de similarité à travers les résultats de l’approche SF. D’après
le tableau V.3, SF dépasse les autres approches dans les résultats de précision et d’accuracy
toutefois ces résultats ont été sélectionnés et recommandés par les auteurs avec un seuil de
similarité maximisé égal à 1. En effet, les auteurs affirment dans [Melnik et al., 2002] que s’ils
n’utilisent pas de seuil de similarité ils obtiennent un rappel égal à 100%, une précision égale
à 4% et une accuracy égale à -2144%. La F-Mesure dans ce cas est égale à 7%. L’écart entre
les résultats de cette approche sans et avec un seuil de similarité est très important ce qui
illustre la problématique de l’utilisation et du choix d’un seuil. Les résultats de SF, sans seuil
de similarité, sont très mauvais par rapport à notre approche. En fait, même si le système
renvoi toutes les correspondances que l’utilisateur a estimé pertinentes (100% de rappel),
ces résultats ne présentent que 4% des correspondances retournées par le système. Sachant
que l’utilisateur doit valider/invalider ces résultats, il doit fournir beaucoup d’effort pour
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invalider les résultats non-pertinents et repérer les résultats pertinents (ce qui est reflété
par l’énorme valeur négative de l’accuracy). Les deux versions de notre approche s’avèrent
meilleures que l’approche de SF sans utilisation de seuil de similarité.
Les résultats de notre approche sont également compétitifs par rapport aux résultats des
autres approches utilisant des seuils de similarité. En effet, les résultats de rappel pour les
deux versions de notre approche sont meilleurs que les résultats de rappel pour les autres
approches. La précision dépasse les 50% pour les deux versions LP4HM et LP4HM(Relaxé).
Nous considérons que ce sont des valeurs très correctes par rapport à la précision de
COMA++ et SF qui utilisent des seuils de similarité élevés et à la précision de l’approche
BMatch qui utilise un seuil de similarité faible. Comme la précision et le rappel sont insuf-
fisants pour qualifier la qualité d’une approche, nous examinons les résultats de F-Mesure ;
les deux versions de notre approche occupent les 2ème et 3ème place en F-Measure juste après
l’approche SF avec un écart très faible. Ces résultats sont assez significatifs puisqu’ils avoi-
sinent les meilleurs résultats de l’approche SF configurée.
Examinons à présent les mesures de qualité de l’effort épargné par les utilisateurs.
Pour la mesure d’accuracy notre approche est en troisième position précédée par les ap-
proches SF et COMA++ ; pour la mesure HSR notre approche est en première position sui-
vie de très près par SF. Nous avons indiqué dans la section précédente que la mesure HSR
semble plus significative que la mesure accuracy puisqu’elle ne pénalise pas les faibles me-
sures de précision et prend en considération le nombre d’éléments des schémas appariés
[Duchateau et Bellahsene, 2014]. Les résultats de l’approche BMatch appuient cette intui-
tion. En effet, pour BMatch la précision est inférieure à 50% d’où une accuracy inférieure à
0% (nous avons arrondi cette valeur à 0%) alors que la valeur du HSR est de 69%, ce qui est
tout de même important, et montre qu’il y a un effort épargné pour les 47% de correspon-
dances pertinentes retournées par l’approche.
Nous concluons cette section par un comparatif des deux versions de notre approche. On
observe que LP4HM(Relaxé) est meilleur en rappel et moins bon en précision par rapport à
LP4HM. On observe aussi que l’écart que LP4HM(Relaxé) a gagné en rappel a été perdu en
précision. En effet, comme le nombre de correspondances proposées par les utilisateurs ne
varient pas, la différence entre le rappel de LP4HM(Relaxé) et le rappel de LP4HM corres-
pond au nombre de correspondances de cardinalités n : m que l’approche LP4HM(Relaxé) a
réussi de capturer par relaxation des variables de décision. Par contre la précision a diminué
puisque la relaxation des variables de décision LP4HM(Relaxé) retourne beaucoup plus de
correspondances inutiles de LP4HM. Donc le nombre total de correspondances retournées
par la version LP4HM(Relaxé) est beaucoup plus important que le nombre de correspon-
dances retournées par la version LP4HM ce qui explique la baisse de la valeur de précision.
3.2.2.3 Résultats détaillés
Concernant les résultats détaillés, nous allons examiner les mesures de qualité des
correspondances par tâche pour la moyenne des utilisateurs puis par utilisateur pour la
moyenne des tâches. Nous regardons ensuite de la même façon le détail des mesures de
l’effort engagé par les utilisateurs.









Les figures V.22(a), V.22(b) et V.22(c) montrent respectivement la précision, le rappel et
la F-Measure des différentes approches par tâche pour la moyenne des utilisateurs. Globa-
lement pour les deux versions de notre approche et BMatch, les valeurs de rappel sont plus
importantes que les valeurs de précision. Alors que pour les approches COMA++ et SF, les
valeurs de précision sont plus importantes que les valeurs de rappel. Au niveau F-Mesure,
nous remarquons que les écarts qui existaient entre rappel et précision se redressent par la
moyenne harmonique. Pour la plupart des tâches (à l’exception des tâches 2 et 8) les résul-
tats de notre approche sont quasiment les mêmes que l’approche SF. Pour COMA++, les
résultats de F-Mesure sont variables et pour BMatch ces résultats sont plus mauvais que les
résultats des autres approches.
En général pour une hétérogénéité faible et une structure plate, un seuil de similarité
élevé améliore les résultats de la précision mais pas forcément les résultats de rappel. Pre-
nons l’exemple de la tâche 1, d’hétérogénéité faible, de structure plate et de faible écart. SF
et COMA++ qui utilisent des seuils élevés, atteignent 100% de précision et 73% de rappel
alors que LP4HM(Relaxé) atteint 78% de précision et 85% de rappel. Pour cette tâche, un
seuil élevé maximise la précision alors que notre solution optimale, sans seuil, maximise le
rappel et non pas la précision. Toutefois cette dernière dépasse les 70%, ce qui reste satisfai-
sant.
Pour les tâches 2, 3, 4, 5, 6, de structure imbriquée et de faible écart, nous remarquons que
les résultats de précision, rappel et F-Mesure sont globalement plus faibles que les résultats
de la tâche 1. Nous expliquons ceci par la difficulté que pose la structure aux outils d’appa-
riement. Les résultats de ces tâches peuvent être analysés sur trois temps. D’abord, pour les
tâches 2 et 6 les deux versions de notre approche affichent des précisions plus importantes
que les précisions des tâches 3, 4 et 5. En fait, LP4HM(Relaxé) trouve les mêmes résultats que
LP4HM, cela veut dire que la solution optimale ne contient pas de correspondances com-
plexes. Le nombre réduit de correspondances retournées explique pourquoi les résultats de
précision sont importants. Or, cinq utilisateurs ont proposé des correspondances complexes
que notre approche n’a pas capturées, abaissant ainsi les résultats de rappel. Nous notons
aussi que la tâche 2 nécessite des mesures linguistiques, l’utilisation du dictionnaire géné-
rique Wordnet a nettement contribué à obtenir des résultats plus importants que ceux des
autres approches.
Les tâches 3 et 5 sont caractérisées par un nombre important de correspondances com-
plexes proposées par tous les utilisateurs ainsi qu’une forte hétérogénéité. Les résultats de
rappel, notamment pour la version relaxée, dépassent les 80% donc il y a eu une prise en
compte des correspondances complexes. Alors que la précision ne dépasse pas les 50% ce
qui est corrélé négativement avec les résultats d’accuracy.
Pour la tâche 4, nous remarquons qu’il y a un écart important entre le rappel et la pré-
cision notamment pour la version relaxée de notre approche. En comparant le rappel de SF
47%, de LP4HM 62% et de LP4HM(Relaxé) 80%, nous remarquons qu’avec un seuil égal
à 1, SF ne capture que la moitié des correspondances pertinentes alors que LP4HM sans
seuil capture 62% de correspondances de cardinalité 1 : 1. LP4HM(Relaxé) capture encore
d’avantage de correspondances complexes que LP4HM. L’ordre des résultats de la précision
pour ces trois approches est inversé, c’est à dire que le premier en rappel est le dernier en
Une intégration automatique des Open Data 147
Prototype et évaluations
précision : SF 81%, LP4HM 59% et LP4HM(Relaxé) 30%. Ceci est dû au fait que pour une
faible hétérogénéité, il est préférable d’utiliser un seuil de similarité élevé afin de réduire
l’espace de recherche des correspondances ; c’est le cas de l’approche SF.
Les tâches 7 et 8 ont une forte hétérogénéité, une structure plate et un écart moyen. Les
résultats de SF en précision et en rappel sont meilleurs que les résultats de notre approche.
En effet, SF a utilisé les contraintes de clés primaires et de types de données qui existent
dans le schéma relationnel.
Pour la tâche 9 de forte hétérogénéité, de structure plate et d’écart important, nous re-
marquons que les résultats de précision de notre approche et de l’approche SF sont de l’ordre
de 90% alors que leurs résultats de rappel ne dépassent pas les 40%. En effet, le nombre de
correspondances proposées par le système est minoré par le nombre d’éléments du plus pe-
tit schéma (qui est la moitié du nombre d’éléments du plus grand schéma). En outre, il est
majoré par le nombre de correspondances complexes que le système peut retourner. En sa-




Figure V.23 — Les résultats d’accuracy et HSR par tâche pour la moyenne des utilisateurs
Nous passons aux résultats des mesures de l’effort épargné par les utilisateurs. Pour la
moyenne des utilisateurs par tâche, nous remarquons que les résultats de HSR sont plus
importants que les résultats d’accuracy, illustrés respectivement dans les Figures V.23(b) et
V.23(a). Pour la moyenne des utilisateurs, qui ont été d’avis complètement différents sur les
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Figure V.24 — Les résultats de précision, rappel et F-Mesure par utilisateur pour la
moyenne des tâches
En ce qui concerne les résultats de précision, rappel et F-Mesure pour la moyenne des
tâches par utilisateur, illustrés respectivement dans les Figures V.24(a), V.24(b), V.24(c), nous
constatons que pour tous les utilisateurs notre approche est meilleure que les autres ap-
proches en rappel. SF nous dépasse au niveau précision néanmoins avec un écart faible.
Pour la F-Mesure notre approche est assez compétitive par rapport à l’approche SF. Concer-
nant la mesure accuracy, Figure V.25(a), nous remarquons au niveau accuracy pour chaque
utilisateur qu’il y a un gain par l’approche SF plus important que les autres. Pour le HSR,
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Figure V.25(b), notre approche est légèrement meilleure que SF pour tous les utilisateurs.
(a) L’accuracy
(b) Le HSR
Figure V.25 — Les résultats d’accuracy et HSR par utilisateur pour la moyenne des tâches
3.2.2.4 Bilan
Le bilan que nous pouvons tirer sur les résultats d’évaluation de notre approche sur ce
banc d’essais orienté utilisateurs est le suivant :
– Les deux variantes LP4HM et LP4HM(Relaxé) montrent expérimentalement sur dif-
férents utilisateurs et différentes tâches une bonne qualité d’appariement aussi bien
sur des schémas de forte ou de faible hétérogénéité, de structure imbriquée ou plate.
Les résultats encourageants pour une forte hétérogénéité et une structure imbriquée
répondent à un problème majeur pour lequel notre algorithme d’appariement a été dé-
dié initialement, à savoir d’intégrer des données ouvertes hiérarchiques (imbriquées)
et provenant de différentes sources (hétérogènes).
– Nos résultats sont les meilleurs pour le rappel sans utilisation d’un seuil de simila-
rité, ceci confirme l’efficacité de la recherche de solution optimale par la technique de
programmation linéaire. Nous avons montré ainsi qu’il est possible de se passer du
problème de configuration de seuil de similarité, ce qui donne un accès démocratisé
aux outils d’appariements.
– Nos résultats de rappel forment un indicateur pertinent pour le cadre d’appariement
holistique. En effet, si la précision était meilleure que le rappel alors les utilisateurs
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devraient identifier plus de correspondances manquantes pour N schémas simultané-
ment. Alors que si le rappel est plus élevé que la précision l’élimination des corres-
pondances non-pertinentes est beaucoup plus facile.
3.2.3 Résultats d’évaluations sur un banc d’essais orienté schémas
Récemment, un nouveau banc d’essais orienté schémas a été proposé par
[Duchateau et Bellahsene, 2014] pour évaluer les outils d’appariement par paires sur des
schémas XML. Les résultats discutés dans cette section concernent les approches suivantes :
– Notre approche en stratégie A consiste à ne pas utiliser la contrainte de seuil de simi-
larité. Nous avons expérimenté les deux versions :
– LP4HM_A : variables de décision binaires + sans seuil de similarité ;
– LP4HM_A(Relaxé) : variables de décision fractionnaires + sans seuil de similarité.
– Notre approche en stratégie B consiste à utiliser toutes les contraintes du modèle li-
néaire en utilisant un seuil de similarité pré-calculé lors de l’étape de préparation des
données. Ce seuil est la médiane des maximums de chaque ligne dans une matrice de
similarité. Nous avons expérimenté deux versions :
– LP4HM_B : variables de décision binaires ;
– LP4HM_B(Relaxé) : variables de décision fractionnaires.
– COMA++ [Aumueller et al., 2005] a été expérimentée avec les trois stratégies (AllCon-
text, FilteredContext et NoContext) et les meilleurs résultats ont été maintenus.
– Similariry Flooding (SF) [Melnik et al., 2002] a été expérimentée avec un seuil de simi-
larité égal à 1.
– YAM [Duchateau et al., 2009] a été expérimenté en effectuant 200 exécutions
[Duchateau et Bellahsene, 2014] par jeu de données pour pouvoir faire de l’appren-
tissage sur les seuils de similarité et les paramètres de configuration de l’outil d’appa-
riement.
Ces approches sont comparées selon les mesures de qualité des correspondances et les
mesures de l’effort épargné par les utilisateurs.
3.2.3.1 Description du banc d’essai
Le banc d’essais, proposé par [Duchateau et Bellahsene, 2014], est composé de dix jeux
de données. Chaque jeu de données comporte deux schémas XML, un ensemble de corres-
pondances (dont la majorité représente des correspondances simples) proposées manuelle-
ment par un expert ainsi que des schémas auxiliaires pour les outils qui font de l’apprentis-
sage tel que YAM. Notre approche, COMA++ et SF utilisent uniquement les deux schémas
proposés pour l’évaluation sans apprentissage alors que les résultats de YAM résultent d’un
apprentissage sur les schémas auxiliaires et les schémas du jeu de données.
Nous reportons dans le tableau V.4 les caractéristiques des jeux de données qui ont été
synthétisées par [Duchateau et Bellahsene, 2014]. Chaque banc d’essais représente un do-
maine donné comme suit :
– BETTING et FINANCE représentent des jeux de données extraits de sites web
[Marie et Gal, 2008].
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– BIOLOGY est représentatif du domaine de biologie avec deux collections UniProt 10 et
GeneCards 11 décrivant des protéines.
– CURRENCY et SMS sont des schémas de services web ouverts 12 qui sont notamment
utilisés pour la composition de services web.
– PERSON contient deux schémas décrivant les informations d’une personne que nous
pouvons trouver dans des formulaires web.
– TRAVEL représente des schémas extraits de formulaires web de réservation de billets
d’avions [Computer Science department, 2003].
– UNIV-COURS représente des schémas extraits de la collection Thalia
[Hammer et al., 2005] sur les cours offerts par des universités.
– UNIV-DEPT représente les départements des universités. Il a été largement utilisé
dans la littérature [Doan et al., 2003]
Tableau V.4 — Caractéristiques des schémas
Hétérogénéité Structure Taille Spec. Dom.
faible moyenne forte plate imbriquée petit moyen large
PERSON × × ×
TRAVEL × × ×
UNIV-DEPT × × ×
BETTING × × ×
CURRENCY × × ×
FINANCE × × × ×
SMS × × ×
UNV-COURS × × ×
BIOLOGY × × × ×
ORDER × × ×
3.2.3.2 Résultats globaux
Le Tableau V.5 et la Figure V.26 présentent les résultats globaux de la précision, rappel, F-
Mesure, accuracy et HSR pour les deux versions de notre approche dans les deux stratégies
A et B ainsi que pour les approches COMA++, SF et YAM.
Tableau V.5 — Les résultats globaux de LP4HM, COMA++, SF and YAM
Précision (%) Rappel (%) F-Mesure (%) Accuracy (%) HSR (%)
LP4HM_A 39 50 42 14 53
LP4HM_A(Relaxé) 24 68 34 0 59
LP4HM_B 59 50 52 27 52
LP4HM_B(Relaxé) 50 50 47 25 53
COMA++ 66 36 43 28 34
SF 50 41 44 15 39
YAM 61 55 56 27 47
D’une part, nous pouvons remarquer que les résultats de rappel sont plus élevés






Figure V.26 — La représentation graphique des résultats globaux de LP4HM, COMA++,
SF et YAM
LP4HM_A(Relaxé). D’autre part, nous observons que les résultats de précision sont plus éle-
vés ou égaux aux résultats de rappel pour la stratégie B. Ceci concerne aussi les approches
SF, COMA++ et YAM qui utilisent eux aussi des seuils de similarité. Nous en concluons
ainsi que l’utilisation d’un seuil de similarité aide à améliorer les valeurs de la mesure de
précision. Toutefois les valeurs de rappel s’avèrent sensibles face à la configuration du seuil.
Par exemple, l’approche de YAM qui génère la meilleure configuration en fonction du jeu de
données, réalise 55% de rappel ce qui est la meilleure valeur de rappel par rapport à toutes
les approches qui utilisent un seuil de similarité. Notre approche LP4HM_A(Relaxé) indé-
pendante du seuil réalise un rappel de 68%, mieux que le rappel de YAM. Ainsi, il est difficile
de maximiser le rappel et la précision à la fois en visant uniquement sur les paramètres d’un
outil d’appariement. La recherche de solution optimale, par la technique de programmation
linéaire, semble tout à fait prometteuse pour pallier le problème de configuration de seuil
de similarité.
Pour la F-mesure, les résultats de notre approche en stratégie B sont plus équilibrés que
les résultats de la stratégie A. Ils sont aussi plus proches du résultat de l’approche YAM.
Nous constatons que notre approche a battu l’approche SF qui était légèrement meilleure
pour le banc d’essais orienté utilisateurs.
En ce qui concerne les mesures d’évaluation de l’effort utilisateur, nous observons que
pour l’accuracy la stratégie B est meilleure que la stratégie A. Ceci rejoint l’affirmation sur
la corrélation entre la précision et l’accuracy [Melnik et al., 2002]. LP4HM_B et YAM ont la
même valeur d’accuracy. Nous signalons aussi que SF, la meilleure approche dans l’autre
banc d’essais orienté utilisateurs, est en dernière position en accuracy pour ce banc d’essais
orienté schémas.
Par ailleurs, tous les résultats de HSR de notre approche sont meilleurs que les résultats
des approches SF, COMA++ et YAM. Ceci montre clairement l’efficacité de notre approche
à épargner les efforts des utilisateurs.
Ces résultats globaux montrent l’efficacité de notre méthode pour les deux bancs d’essais
proposés dans la littérature. Nous constatons que notre approche, sur les deux bancs d’es-
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sais, réussit à avoir les meilleurs résultats en rappel et en accuracy. Contrairement à SF dont
les résultats de qualité sont moins bons pour ce banc d’essais, notre approche a maintenu
sa compétitivité par rapport à l’approche YAM. En plus de sa compétitivité, nous rappelons
que notre méthode est plus générique que les autres approches puisqu’elle s’applique sur
N ≥ 2 schémas en même temps.
3.2.3.3 Résultats détaillés
Nous examinons dans cette section les résultats détaillés en fonction de la taille des jeux
de données.
Les jeux de données peu volumineux (< 10 éléments)
Nous avons trois jeux de données peu volumineux : PERSON, TRAVEL, et UNIVERSITY
DEPARTMENT (UNIV-DEPT). Le jeu de données PERSON est caractérisé par une faible
hétérogénéité et une structure imbriquée. Le jeu de données TRAVEL est caractérisé par une
hétérogénéité moyenne et une structure plate. Le troisième jeu de données UNIV-DEPT a
une hétérogénéité forte et une structure plate.
Pour les jeux de données de faible ou de moyenne hétérogénéité (PERSON et TRAVEL),
nous remarquons que les résultats de notre approche en stratégie B sont plus élevés que les
résultats de notre approche en stratégie A. Alors que, pour le jeu de données de forte hété-
rogénéité (UNIV-DEPT), nous remarquons que les résultats de notre approche en stratégie
A sont plus importants que les résultats de notre approche en stratégie B. Nous retenons
de cette comparaison qu’en situation de forte hétérogénéité, il est préférable d’utiliser notre
approche sans seuil de similarité. Ces résultats sont très positifs et prometteurs concernant
l’intégration holistique de données ouvertes avec une forte hétérogénéité puisque l’utilisa-
teur serait épargné du choix d’un seuil convenable à N schémas en même temps dans ce
contexte difficile.
Figure V.27 — Les résultats du jeu de données PERSON
Pour le jeu de données PERSON, Figure V.27, YAM et LP4HM_B(Relaxé) ont les
meilleurs résultats. Les résultats de LP4HM_B(Relaxé) sont obtenus après un seule exé-
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cution tandis que les résultats de YAM sont obtenus après une moyenne de 200 exé-
cutions. Ainsi pour la même qualité, l’utilisateur gagne du temps avec notre approche.
LP4HM_B(Relaxé) et LP4HM_A (Relaxé) ont les mêmes résultats de rappel, par contre la
précision de LP4HM_B(Relaxé) dépasse celle de LP4HM_A(Relaxé).
Figure V.28 — Les résultats du jeu de données TRAVEL
Pour le jeu de données TRAVEL, Figure V.28, nous observons que les deux versions de
la stratégie B donnent les meilleurs résultats. Toutefois, nous signalons que les résultats
de rappel et de HSR sont les mêmes pour les stratégies A ou B. Le seuil pré-calculé est
pertinent puisqu’il ne touche pas au rappel. Aucun résultat de COMA++ n’intersecte les
correspondances des experts ce qui explique ses résultats à zéro. L’approche SF et YAM sont
à rappel égal mais SF est légèrement meilleure que YAM vu que sa précision est plus élevée.
Figure V.29 — Les résultats du jeu de données UNIV-DEPT
Pour le jeu de données UNIV-DEPT, Figure V.29, nous observons que LP4HM_A(Relaxé)
atteint les 90% de rappel contre 70% de rappel pour l’approche YAM. La non utilisation de
seuil de similarité pour des jeux de données fortement hétérogènes a permis de capturer
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les correspondances pertinentes qui ont une faible similarité. Pour une structure plate, le
calcul de la solution du problème est plus influencé par l’optimisation de la similarité de la
solution que par les contraintes structurelles.
Les jeux de données moyennement volumineux (entre 10 et 100 éléments)
Nous avons cinq jeux de données moyennement volumineux :
– BETTING, FINANCE et UNIV-COURS sont des jeux de données de moyenne hétéro-
généité et de structure plate. En outre, FINANCE contient des labels spécifiques à un
domaine.
– CURRENCY et SMS sont deux jeux de données de moyenne hétérogénéité et de struc-
ture imbriquée.
Concernant les jeux de données BETTING, FINANCE et UNIV-COURS,
LP4HM_A(Relaxé) a les meilleurs scores de rappel par contre la stratégie LP4HM_B
obtient les résultats les plus équilibrés. Lorsque la structure est plate, l’enjeu concerne
plutôt l’optimisation de la similarité des correspondances et le choix de seuil de similarité.
Nous constatons clairement que l’approche YAM réussit mieux sur les jeux de données
BETTING, FINANCE et UNIV-COURS que les jeux de données CURRENCY et SMS.
L’utilisation de notre approche avec un seuil donne des résultats plus équilibrés.
Figure V.30 — Les résultats du jeu de données BETTING
Pour le jeu de données BETTING, Figure V.30, nous remarquons que les résultats de rap-
pel et de HSR de LP4HM_A(Relaxé) sont les mêmes que ceux de l’approche YAM. Toutefois,
notre approche est moins précise que YAM. Les résultats de la stratégie B sont les mêmes
que les résultats de l’approche SF et COMA++ (sauf pour la précision). La corrélation entre
la précision et le rappel est clairement illustrée par les résultats de LP4HM_A(Relaxé) et
COMA++. En fait, LP4HM_A(Relaxé) atteint 89% de rappel et la pire précision alors que
COMA++ atteint 100% de précision et le plus mauvais rappel.
Pour le jeu de données FINANCE, Figure V.31, notre approche en stratégie A et B est
est largement meilleure que les trois autres approches COMA++, SF et YAM, à l’exception
de la précision de COMA++. Toutes les versions de notre approche ont la même valeur de
rappel. La précision de la stratégie B est légèrement meilleure que la précision de la stratégie
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Figure V.31 — Les résultats du jeu de données FINANCE
A. En outre, nous rappelons que ce jeu de données utilise un vocabulaire de domaine qui
n’a pas nécessité dans notre cas l’utilisation d’une ressource externe additionnelle à celle du
dictionnaire Wordnet 13. L’utilisation d’un dictionnaire générique pour le calcul de similarité
a montré son efficacité sur certains domaines standards.
Figure V.32 — Les résultats du jeu de données UNIV-COURS
Pour le jeu de données UNIV-COURS, Figure V.32, la version relaxée de la stratégie A
est meilleure que les autres versions de notre approche. Les utilisateurs gagnent au moins
90% pour le HSR ; LP4HM_A(Relaxé) trouve 80% de correspondances pertinentes. Même
si la précision est très faible, il est toujours plus facile d’invalider les correspondances non-
pertinentes que de rechercher celles qui le sont.
Concernant les deux jeux de données CURRENCY et SMS qui possèdent une structure
imbriquée, la remarque générale est que les contraintes structurelles sont très efficaces. Ceci
est reflété par des résultats meilleurs que ceux des autres approches. Globalement, la stra-
13. https ://wordnet.princeton.edu/
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tégie A est plus efficace que la stratégie B. Il faudrait améliorer les seuils de similarité pour
ces jeux de données afin d’améliorer les résultats de précision et de rappel.
Figure V.33 — Les résultats du jeu de données CURRENCY
Pour le jeu de données CUREENCY, Figure V.33, nous observons que les résultats de
notre approche dans les différentes versions et stratégies sont meilleurs que les résultats
de COMA++, SF et YAM. La stratégie A est plus efficace que la stratégie B pour ce jeu de
données. Étant donné que l’hétérogénéité est moyenne mais la structure est imbriquée, les
contraintes structurelles montrent une efficacité pour trouver les bonnes correspondances.
L’écart entre notre approche et les autres est important, nous arrivons à mieux gérer la struc-
ture par rapport aux autres.
Figure V.34 — Les résultats du jeu de données SMS
Pour le jeu de données SMS, Figure V.34, nous remarquons que la stratégie A est aussi
plus efficace que la stratégie B au niveau rappel et HSR. Nous avons perdu certaines cor-
respondances pertinentes par l’utilisation du seuil de similarité dans la stratégie B. Si nous




Les jeux de données de large volume (> 100 éléments)
Nous avons deux jeux de données de large volume : ORDER et BIOLOGY. Ces derniers
ont des structures imbriquées. BIOLOGY utilise un vocabulaire moyennement hétérogène
spécifique au domaine de la biologie et spécifiquement sur les protéines. ORDER a une faible
hétérogénéité.
Figure V.35 — Les résultats du jeu de données BIOLOGY
Figure V.36 — Les résultats du jeu de données ORDER
Globalement, il n’y a aucune approche qui réussit ces jeux de données d’après les Figures
V.35 et V.36. Pour le jeu de données BIOLOGY, les différentes versions de notre approche ont
des valeurs à zéro. Ces résultats sont décevants même si les autres approches n’ont réussi
à capturer que 5% des correspondances pertinentes. Cela mérité d’être dit que les corres-
pondances des experts sur les jeux de données BIOLOGY et ORDER ne sont pas exhaustifs,
il y a une partie infiniment petite d’éléments qui a été examinée. Donc dans le grand es-
pace de solutions possibles s’il y a juste un ensemble infime de solutions, le pourcentage
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de capturer ces solutions devient faible. En plus, pour notre approche les correspondances
retournées faisaient partie des parties non-examinées par l’expert. Pour le jeu de données
ORDER, nous avons le même constat sur les mauvais résultats de qualité pour toutes les ap-
proches, les meilleurs rappel sont à 40%. Néanmoins, ces résultats sont meilleurs que pour
le jeu de données BIOLOGY.
3.2.3.4 Bilan
Nous synthétisons les résultats de notre approche pour ce banc d’essais orienté schémas
comme suit :
– Pour les jeux de données de petite taille, nous différencions deux cas : (1) pour une
faible ou moyenne hétérogénéité, notre approche doit être utilisée de préférence avec
un seuil de similarité pour améliorer la précision et par conséquent l’accuracy et la
F-Mesure ; (2) pour une forte hétérogénéité, nous recommandons notre approche en
stratégie A sans seuil de similarité pour capturer les correspondances pertinentes de
faible distance de similarité.
– Pour les jeux de données de taille moyenne et de structure imbriquée, les contraintes
structurelles montrent leurs efficacités à trouver des résultats pertinents. Nos résultats
sont nettement meilleurs que les approches COMA++, SF et YAM. La stratégie A sans
seuil de similarité suffirait pour répondre à des jeux de données de la même catégorie.
Ces résultats valident la capacité de notre approche à résoudre efficacement la tâche
d’intégration de données ouvertes de taille moyenne ayant une structure hiérarchique
imbriquée.
– Pour les jeux de données de grande taille, les résultats de ce banc d’essais ne sont pas
suffisants pour tirer des conclusions sur l’efficacité de notre approche ni des autres ap-
proches puisque les correspondances proposées par l’expert manquent énormément
d’exhaustivité ce qui biaise les résultats.
Les résultats de ce banc d’essais nous permettent de compléter l’analyse du comporte-
ment de notre approche face à des schémas de différentes caractéristiques. Les problèmes
d’hétérogénéité et de structure des schémas sont accentués dans ce banc d’essais par rap-
port à celui que nous avons présenté dans la section précédente. Nous avons comparé notre
approche sans et avec seuil de similarité, ce qui nous permet d’identifier dans quel cas il
faudrait choisir sans ou avec le seuil en fonction des caractéristiques du jeu de données.
3.3 Évaluation de la performance de l’appariement holistique sur des données
ouvertes tabulaires
Nous avons évalué la performance de l’appariement holistique en étudiant le temps de
résolution de LP4HM en fonction de la taille (nombre de noeuds) de plusieurs graphes de
données ouvertes tabulaires. En tenant en compte du fait que l’appariement ne se fait que
sur les données structurelles, nous constatons que la taille de chaque graphe en entrée n’est
pas très importante. En effet, les données structurelles représentent à peu près 12% de la
totalité des données dans un fichier tabulaire. Pour cela, nous jugeons que la taille totale
des graphes pris dans cette expérimentation est significative pour évaluer l’appariement
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holistique. Les sources de données ouvertes tabulaires qui ont été utilisées sont celles du
scénario d’étude présenté dans la section 2.1.
Figure V.37 — Le temps de résolution en fonction du nombre de noeuds des graphes
La Figure V.37 illustre le temps de résolution en fonction de la taille des graphes. La
courbe bleue continue relie les valeurs mesurées et la courbe rouge discontinue est une
courbe de tendance (trendline). Nous pouvons observer que le temps de résolution a une
tendance polynomiale de l’ordre de O(n4). Nous pouvons constater que pour 415 noeuds
dans 9 graphes, notre modèle trouve une solution optimale en 0,38 sec. De plus, si la taille
des graphes augmente jusqu’à 4977 noeuds dans 46 graphes alors LP4HM trouve une so-
lution dans 533,95 sec 9,23 min, ce qui est un temps de résolution raisonnable. D’autant
plus si nous comparons cette automatisation par rapport au temps qui serait nécessaire à un
concepteur pour effectuer cette tâche manuellement. Il faut aussi noter que notre approche
fournit une solution unique globalement optimale (sur les 46 graphes) ce qui là encore fa-
cilite le travail d’intégration en évitant la comparaison de plusieurs solutions localement
optimales comme par exemple COMA++ ou SF. Avec les approches par paires, il faudrait
itérer l’appariement du premier et deuxième schémas puis leur résultat avec le troisième
schéma, ainsi de suite jusqu’à atteindre le 46ème schéma. C’est très long comme processus.
De plus, l’ordre avec lequel l’appariement par paires est fait n’aboutit pas au même résultat.
4 Conclusion
Ce dernier chapitre a été consacré au prototypage et aux évaluations expérimentales
de notre démarche. A chaque phase de cette démarche, un module du prototype a été im-
plémenté pour valider les algorithmes proposés. Par ailleurs, nous avons évalué les deux
premières phases de notre démarche. Nous avons engagé une évaluation comparative sur
deux bancs d’essais orientés utilisateurs et schémas de notre algorithme d’intégration afin
de positionner la qualité de notre algorithme par rapport aux travaux référencés dans la
littérature. Les résultats d’évaluation montrent une bonne qualité des correspondances gé-
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nérées par notre approche. Les meilleurs résultats sont dans le contexte des jeux de données
de forte hétérogénéité et de structure imbriquée. Pour le banc d’essais orienté utilisateurs,
notre approche est celle qui épargne le plus d’effort à tous les utilisateurs. L’appariement
holistique de plusieurs graphes de taille importante se fait en quelques minutes (en temps
polynomial selon la taille des graphes). Ainsi, LP4HM résout efficacement et rapidement
l’appariement holistique de plusieurs graphes hiérarchiques.
Plusieurs extensions sont prévues pour le prototype et pour l’évaluation. Pour le pro-
totype, nous envisageons de mettre en place les fonctionnalités nécessaires pour la gestion
des graphes RDF. Une mise en ligne publique de ce prototype nous permettra aussi de faire
une évaluation de la qualité globale de notre démarche. Elle nous permettra aussi de mieux
mesurer les difficultés que peuvent rencontrer les utilisateurs de profils variés avec notre
démarche.
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VI Conclusion et perspectives
1 Conclusion générale
Les travaux présentés dans ce manuscrit concernent l’intégration des données ouvertes
(Open Data) tabulaires dans les systèmes d’information décisionnels (SID). Dans de tels sys-
tèmes, l’intégration des données est assurée par des processus d’Extraction-Transformation-
Chargement dits processus ETL. Ces processus sont remis en question vu leur lenteur, leur
complexité et leur manque d’automatisme. Ils répondent mal aux caractéristiques des don-
nées ouvertes mais aussi au besoin du Self-Service BI. Les données ouvertes tabulaires sont
caractérisées par une hétérogénéité sémantique et structurelle, une absence de schémas et
des problèmes de qualité. Le Self-Service BI [Abello et al., 2013] concerne la possibilité de
donner la main à des utilisateurs non-experts pour intégrer et analyser eux mêmes les don-
nées.
Afin de répondre à ces problématiques, nous avons proposé une nouvelle démarche
ETL, basée sur les graphes, pour automatiser le plus possible l’entreposage des Open Data
tabulaires. Notre démarche est composée de trois étapes :
– La première étape permet la découverte et l’extraction automatique d’un schéma
d’Open Data tabulaires, sous forme d’un graphe. Nous avons proposé un workflow
d’activités, où chaque activité détecte l’emplacement du composant du tableau puis
l’annote en s’appuyant sur un modèle de tableau. Le workflow aboutit à une distinc-
tion entre les données structurelles et les données numériques. Nous avons également
proposé différentes stratégies de classification hiérarchique pour préparer à l’issue de
cette étape une structure hiérarchique des tableaux servant à la définition du schéma
multidimensionnel.
– La deuxième étape permet l’intégration automatique de plusieurs graphes de ta-
bleaux. Nous avons proposé d’exploiter l’optimisation combinatoire, notamment la
technique de programmation linéaire, pour résoudre le problème d’appariement ho-
listique. Ceci nous a permis de produire une solution unique et optimale comportant
les correspondances de plusieurs graphes. A l’issue de cette résolution, nous avons pu
intégrer automatiquement et en temps polynomial plusieurs graphes de tableaux.
– La troisième étape permet la définition d’un schéma multidimensionnel à partir d’un
graphe intégré. Nous avons proposé un processus progressif dans lequel l’utilisateur
assure la définition des composants multidimensionnels à partir du graphe intégré.
Nous avons aussi exploré la possibilité d’enrichir le graphe intégré avec des anno-
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tations multidimensionnelles. Cette dernière étape a supporté l’hypothèse de la di-
vergence des utilisateurs à propos la matérialisation des données à travers les deux
solutions proposées.
En guise de validation, nous avons présenté un prototype de cette approche composé de
trois modules qui correspondent à chaque étape. Nous avons également expérimenté notre
approche. En particulier, nous avons évalué notre proposition d’intégration sur deux bancs
d’essais référencés dans la littérature. Nos résultats sont très satisfaisants sur les deux bancs
d’essais, notamment en ce qui concerne l’appariement des schémas de forte hétérogénéité et
de structures imbriquées. Les résultats que nous avons obtenus sans l’utilisation d’un seuil
de similarité sont également satisfaisants. Ainsi notre approche est aussi simple à utiliser
pour les non-experts.
2 Perspectives
Nous envisageons de poursuivre ce travail par les perspectives suivantes :
De l’ETL vers l’ETQ. Nous planifions à très court terme de mettre en place les fonc-
tionnalités de manipulation et d’interrogation des graphes RDF afin de transformer notre
approche ETL en une approche ETQ [Abello et al., 2015] pour un contexte combiné Self-
Service BI et web sémantique. Cette approche ETQ serait sous la forme d’une application
web ce qui nous permettra de mesurer l’efficacité et les difficultés de telles approches.
Appariement d’ontologies. Nous envisageons d’étendre le programme linéaire pour
l’appariement des ontologies de n’importe quelles structures. Nous rappelons qu’actuel-
lement, notre solution s’applique sur les ontologies de type taxonomique. Nous mettrons
en place de nouvelles variables et de nouvelles contraintes pour exprimer les contraintes lo-
giques entre les propriétés (les relations dans une ontologie). Nous allons nous inspirer des
contraintes d’incohérences proposées par [Meilicke, 2011]. Ces contraintes ont été propo-
sées dans l’objectif de réparer les appariements erronés à la fin du processus d’appariement.
Nous envisageons la transformation de ces contraintes en contraintes linéaires compatibles
avec notre modèle.
Production de données ouvertes liées. Nous envisageons de spécialiser l’étape de détec-
tion et de reconnaissance des tableaux dans la production de données ouvertes liées. Nous
intégrerons dans le module ODET la possibilité de choisir le modèle de tableau proposé par
le W3C. Étant donné qu’il y a une compatibilité entre le modèle que nous avons proposé et
ce dernier, il suffit juste de modifier les annotations utilisées en fonction du modèle. Nous
relâcherons également la restriction d’automatiser cette étape au profit d’un gain au niveau
sémantique et expressivité du contenu des tableaux. Nous pourrions intégrer des ressources
ontologiques apportant plus de précision pour les activités de détection spatio-temporelle et
celles de détection de formules. Nous pourrions aussi profiter des avancées dans le domaine
du traitement des langages naturels tel que la reconnaissance d’entités nommées pour amé-
liorer nos algorithmes d’annotation des labels qui entourent le tableau (titres, notes...). Nous
permettrons aux utilisateurs de choisir parmi les vocabulaires des données liées (LOV) et de
créer des ancres vers le nuage des données ouvertes liées (LOD). L’usage d’une telle plate-
forme serait dédiée à des utilisateurs connaissant le web sémantique.
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2. Perspectives
Un banc d’essais pour l’intégration holistique. Nous nous sommes heurtés lors de l’ex-
périmentation de notre approche au manque de banc d’essais de référence pour la com-
paraison des approches holistiques. Ainsi, nous envisageons de proposer deux bancs d’es-
sais répondant à ce besoin. Le premier banc d’essais sera réalisé par différents utilisateurs
de l’université Toulousaine qui devront retourner les résultats d’appariement de plusieurs
schémas XML en même temps. Le deuxième banc d’essais sera réalisé par des experts en
ontologies sur la problématique d’appariement holistique de plusieurs ontologies.
Une intégration à large échelle. Avec l’émergence des plateformes de calculs parallèles
pour la gestion des données massives (Big Data), il est tout à fait envisageable de les ex-
ploiter pour gérer l’intégration à large échelle. Même si notre approche montre un temps
de calcul polynomial et très rapide pour des schémas de l’ordre de 5000 noeuds. Nous esti-
mons que pour des millions de noeuds malgré le fait que notre algorithme soit polynomial,
le temps de calcul peut devenir très important. L’exploitation du calcul parallèle et de nou-
velles stratégies de partitionnement permettrait de répondre à ce problème.
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Les statistiques présentes dans les Open Data ou données ouvertes constituent des informations utiles pour 
alimenter un système décisionnel. Leur intégration et leur entreposage au sein du système décisionnel se 
fait à travers des processus ETL. Il faut automatiser ces processus afin de faciliter leur accessibilité à des 
non-experts. Ces processus doivent pallier aux problèmes de manque de schémas, d’hétérogénéité 
structurelle et sémantique qui caractérisent les données ouvertes. Afin de répondre à ces problématiques, 
nous proposons une nouvelle démarche ETL basée sur les graphes. Pour l’extraction du graphe d’un 
tableau, nous proposons des activités de détection et d’annotation automatiques. Pour la transformation, 
nous proposons un programme linéaire pour résoudre le problème d’appariement holistique de données 
structurelles provenant de plusieurs graphes. Ce modèle fournit une solution optimale et unique. Pour le 
chargement, nous proposons un processus progressif pour la définition du schéma multidimensionnel et 
l’augmentation du graphe intégré. Enfin, nous présentons un prototype et les résultats d’expérimentations. 
 





Statistical Open Data present useful information to feed up a decision-making system. Their integration 
and storage within these systems is achieved through ETL processes. It is necessary to automate these 
processes in order to facilitate their accessibility to non-experts. These processes have also need to face 
out the problems of lack of schemes and structural and sematic heterogeneity, which characterize the 
Open Data. To meet these issues, we propose a new ETL approach based on graphs. For the extraction, 
we propose automatic activities performing detection and annotations based on a model of a table. For the 
transformation, we propose a linear program fulfilling holistic integration of several graphs. This model 
supplies an optimal and a unique solution. For the loading, we propose a progressive process for the 
definition of the multidimensional schema and the augmentation of the integrated graph. Finally, we 
present a prototype and the experimental evaluations. 
 
Keywords: Open Data, ETL, Graphs, Table detection, Holistic integration, Data warehouses. 
