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【摘 要】: 经典的支持向量机(SVM)训练算法的实质是求解一个凸二次规划问题 , 当训练样本很多时 , 算法的速度会比
较慢 , 且如果两类样本过分交叉 , 又会降低支持向量机的泛化能力。为了加快支持向量机的训练速度和改善其泛化能力 , 文
章提出了一种改进的样本简约方法。该方法首先抽取边界样本 , 然后对边界样本中可能存在的噪音、孤立点进行修剪 , 由此
得出最终的训练样本。实验结果表明 , 该简约方法不仅节约了训练时间 , 而且改善了支持向量机的泛化性能。















量参加训练的可能 , 从而加快了支持向量机的训练速度 ; 文献[6]




于是 , 为了加快支持向量机的训练速度和改善其泛化能力 ,






SVM 方法是从线性可分情况下的最优分类面 (Optimal Hy-
perplane)提出的。所谓最优分类面就是要求分类线不但能将两
类样本无错误的分开,而且要使两类之间的距离最大。




当样本集线性可分时 , 引入非负的松弛变量 !i 和惩罚因子
C, 分类问题则变成一个有全局最优解的凸二次规划问题 , 即:
( 2)
通过求解对应的 Wolfe 对偶问题 , 相应的分类函数为 :
( 3)
其中 , "i 为 Lagrange 乘子 , 大部分乘子为零 , 非零乘子对应
的样本则称为支持向量。
当样本集非线性可分时 , 引入核函数 , 那么在某个核函数 K





二次规划问题 , 且支持向量机仅仅由支持向量 ( 即 "i=0 的样本 )
所决定 , 而支持向量分布在每一类样本的边缘 , 数量相对比较
少 , 距离最优超平面较近。如果所有的样本参加训练 , 训练速度




两类进行分类 , 且二类是多类的基础 , 为了研究方便 , 本文只以
二类为例进行讨论。在原始样本空间里 , 样本出现相互交叉是很
正常的 , 于是引入核函数 , 使得样本集在核函数对应的特征空间
中线性可分。




给定训练样本为 (x1+,x2+,...,xn+), (x1- ,x2- ,...,xn- ), 且 N=N++N- , N




由于 ! 未知 , 本文求取与类中心最近的样本点 !(x+c)和 !(x- c)代替
两类的类中心 , 具体方法如下 : 在每个类别中 , 分别以每个样本
为类中心 , 计算类内其他各样本与类中心的距离 , 并算出距离之
和 , 距离之和最小的样本就是该类的类中心 N+和 N- 。
2) 计算两类类中心之间的距离 d=|N+- N-|以及连线的中点
向量
3) 计算两类样本与 M 的距离 , 将所有距离小于 d/2 的样本
作为边界向量 ( 如图 1 中球内的样本) 。
4) 连接两类的类中心 N+和 N- 得到一连线 L, 在 L 上存在两
个点 O1、O2, 其中 O1 距离 N+足够远 , O2 距离 N- 足够远。计算正样
本与 O1 的最大和最小距离 R+max、R+min; 同样计算负样本与 O2 的
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最大和最小距离 R- max、R- min。
5) 抽取所有与 O1 距离大于 mR+max+(1- m)R+min 的正样本以及
所有与 O2 距离大于 mR- max+(1- m)R- min 的负样本的合集作为边界
向量 E2( 如图 1 中球面 S1, S2 之间的样本 ) , 其中 是一个阈值系
数 , 0<m<1。
6) 求 E1 和 E2 的交集 , 得到最终的边界样本集 ( 如图 1 中阴
影部分) , 即 E=E1∩E2。
由图 1 可见 , 所提取的边界样本要比原训练样本减少了一






( 如图 2 所示 , 带有矩形框标记的为噪音样本) , 则可能会造成
SVM 分类器的过分拟合 , 从而降低了 SVM 的泛化能力 , 同时也
减慢了训练速度。此时 , 就有必要对这些样本进行修剪了。因为
SVM 分类器仅由支持向量决定 , 所以没必要对整个原始数据集
进行修剪 , 本文便提出针对已提取的边界样本进行修剪。
图 2 样本中带有噪音的情形
本 文 利 用 RemoveOnly(k,k')算 法 [6]对 已 提 取 的 边 界 样 本 进
行修剪 , 修剪算法如下 :
令 T=E,i=1;
while(0<n+1 ){
(1)计算 xi 的 k 个近邻 ;




其中 , n 是边界样本的个数 , T 表示修剪后得到的简约样本
集 , 也就是最终用于 SVM 分类的训练集 , (k+1/2≤k'≤k)。
4.实验及分析
本 文 是 在 PC 机 ( CPU 为 Celeron ( R) 2.66GHz, 内 存 为







实验结果显示 , 通过提取简约样本 , 有效地减少了参与训练





表 2 提取简约样本后的 SVM( NewSVM)
与标准 SVM 泛化能力的比较
从 表 2 可 以 看 出 , 本 文 的 SVM( NewSVM) 与 标 准 SVM 相
比 , 测试的错分数不变或者有了不同程度的减少 , 而且支持向量
数明显减少。也即表明 , 通过简约样本的提取后 , SVM 的泛化性
能也得到了不同程度上的改善。
实验分析 : 通过简约样本的提取 , 训练速度得到了明显的提
高 , 且当两类样本过分交叉时( 存在较多的噪音和孤立点) , 通过
本文的简约方法 , 可以在一定程度上改善 SVM 的推广能力 ; 上
述效果的获得是要付出一定的代价的 : 那就是简约样本的提取
过程需要额外的时间 , 但是这点代价相对上述收益来说是不甚
重要的 ; 当两类样本可分程度较好时 , 本文的方法虽然也可以节
约训练的时间 , 但是对 SVM 的泛化性能的改善就不甚明显。
5. 总结
为了节约训练时间和克服两类样本过分交叉以及噪音和孤
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