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Abstract
Let K be the field of real or complex numbers. A characterization of orthant-monotonicity
of a norm on Kn by its subdifferential is given, and applied to obtain a description of all inner
product norms p1, p2 on Kn for which certain composite norms x 7−! g.p1.x/; p2.x// on
Kn are orthant-monotonic. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction
Throughout the paper K represents either the field R of real numbers or the field
C of complex numbers, Kn is the n-dimensional K-vector space of column vectors
x D .x1; : : : ; xn/T, and Kn;n is the space of all n nmatrices with entries in K. The
standard basis of Kn is denoted by fe1; : : : ; eng. Any subspace of Kn generated by
a subset of the standard basis is called a coordinate subspace of Kn. A coordinate
subspace generated by fek V k 2 g;   f1; : : : ; ng, is denoted by W , where we
adopt the convention W; D f0g. The space Kn is endowed with the standard inner
product .x; y/ 7! yx .y is the conjugate transpose of y) and with the ‘2-norm
x 7! ‘2.x/ D .xx/1=2. The Hadamard (or entrywise) product of vectors x; y 2 Kn
is denoted by x  y. For each C 2 Kn;n and each nonempty index set   f1; : : : ; ng
we denote by CTU the principal submatrix of C that corresponds to  . If C is a
positive definite matrix, the functional pC V x 7−! .xCx/1=2 is an inner product
 Tel.: +386-61-1766676; fax: +386-61-217281.
E-mail address: lavric@fmf.uni-1j.si (B. Lavricˇ)
0024-3795/99/$ - see front matter ( 1999 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 8 4 - 6
196 B. Lavricˇ / Linear Algebra and its Applications 299 (1999) 195–200
norm on Kn. As is well known, each norm on Kn generated by an inner product
is of the form pC for some positive definite matrix C 2 Kn;n.
A norm p on Kn is called orthant-monotonic if p.x/ 6 p.y/ for all x; y 2 Kn
such that xj D yj for all j D 1; : : : ; n except for j D k, for which xk D 0, and
quasimonotonic if 0 6 x 6 y (componentwise order) implies p.x/ 6 p.y/.
Orthant-monotonicity implies quasimonotonicity and coincides for K = R with
orthant-monotonicity introduced in [1]. A list of characterizations of orthant-
monotonic norms is contained in [2,6]. In a recent paper [7] it is shown that orthant-
monotonic norms are very useful in the theory of overdetermined linear systems.
A large class of weakly monotonic norms is given in [5], where the monotonicity
properties of some composite norms is discussed.
Let g be a given quasimonotonic norm on R2, and let p1; p2 be norms on Kn.
If p1 and p2 are orthant-monotonic, the composite norm g.p1; p2/ is orthant-
monotonic as well. The converse fails even in casep1 ans p2 are inner product norms.
In this paper we characterize (for certain class of norms g including all lq norms,
1 6 q <1) all inner product norms p1; p2 for which the norm p D g.p1; p2/ isorthant-monotonic. More precisely, we describe in Theorem 2 all pairs of posit-
ive definite matrices A;B 2 Kn;n for which the norm p D g.pA; pB/ is orthant-
monotonic. The proof is based on a characterization of orthant-monotonicity of a
norm by its subdifferential. The characterization is given in Theorem 1 and might be
of independent interest.
Our proofs are unified in the sense that the real and the complex cases are covered
simultaneously. Some of them are based on techniques of mathematical analysis, so
we recall some additional definitions and notations.
Let p be a norm on Kn. The subdifferential of p at x 2 Kn is the set
op.x/ VD fv 2 KnV p.x C y/− p.x/ > Re.vy/ for all y 2 Kng:
If we adopt the standard identification of Cn with R2n (see for example [1]), this
definition of the subdifferential and its following properties can be found in [4].
The subdifferential op.x/ is a nonempty, convex, and compact subset of Kn. If
x =D 0,
op.x/ D fv 2 KnV p.x/ D Re.vx/; pD.x/ D 1g;
wherepD is the dual norm of p, while for x D 0 we have op.0/ D fx 2 KnV pD.x/ 6
1g. The subdifferential op.x/ is closely related to the differential of p at x. Namely,
op.x/ is a one-point set fvg if and only if the R-differential of p at x equals v, i.e.,
lim
y!0
p.x C y/− p.x/− Re.vy/
p.y/
D 0:
In this case we shall write op.x/ D v. The norm p is said to be R-differentiable
if it has an R-differential at each nonzero x 2 Kn. If C 2 Kn;n is a positive definite
matrix, pC is an R-differentiable norm with the (sub)differential
opC.x/ D Cx
pC.x/
; x 2 Knnf0g: (1)
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2. Results
Theorem 1. Let p be a given norm on Kn. The following three conditions are
equivalent:
(a) p is orthant-monotonic.
(b) For each x; y 2 Kn satisfying x  y D 0 there exists a u 2 op.x/ such that
uy D 0.
(c) For each coordinate subspace W of Kn and for each x 2 W the set op.x/ \W
is nonempty.
Proof. The equivalence (a)() (b) is a special case of [3, Theorem 2(1)], where
the notion of weak monotonicity is used instead of orthant-monotonicity.
(b)H) (c): Let W be a coordinate subspace of Kn and let x 2 W . Denote by
P V Kn −! Kn the orthogonal projection on W?, and observe that K D Pop.x/ is
a compact and convex subset of W?. It is clear that op.x/ \W is nonempty if and
only if 0 2 K , hence we have to show that (b) implies 0 2 K . Suppose 0 =2 K . Then
by a separation theorem [4, Theorem 11.4] there exists a y 2 W? such that
supfRe.vy/ V v 2 Kg < 0:
Since in addition uy D .Pu/y for each u 2 op.x/, it follows that
supfRe.uy/ V u 2 op.x/g < 0:
Because x  y D 0, this contradicts (b).
(c)H)(b): Suppose that x; y 2 Kn satisfy x  y D 0. Since 0 2 op.0/, we can
assume without loss of generality that x =D 0. Denote by W the coordinate subspace
generated by x. If (c) is satisfied, there exists a u 2 op.x/ \W . Since y 2 W?, we
have uy D 0, and (b) follows. 
Corollary. Let p be a given R-differentiable norm on Kn. The following three
conditions are equivalent:
(a) p is orthant-monotonic.
(b) op.x/y D 0 for all x; y 2 Kn satisfying x  y D 0.
(c) op.Wnf0g/  W for each coordinate subspace W of Kn.
From now on let g D g.u; v/ be a given norm on R2 such that g is differentiable
on .0;1/2 with partial derivatives gu; gv strictly positive on .0;1/2. It can be seen
easily that g is quasimonotonic, and that therefore for every pair of norms p1; p2
on Kn the function x 7−! g.p1.x/; p2.x// is a norm. Furthermore, from now on let
pA; pB be given inner product norms on Kn defined by positive definite matrices
A D Taij U 2 Kn;n and B D Tbij U 2 Kn;n, let
 .x/ D pB.x/pA.x/−1; x 2 Knnf0g;
and let p be the composite norm p D g.pA; pB/.
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Lemma. Let p D g.pA; pB/, and let
U.t/  t gu.1; t/
gv.1; t/
; t > 0:
Then p is orthant-monotonic if and only if for each coordinate subspace W of Kn
U. .x//Ax C Bx 2 W for each nonzero x 2 W: (2)
Proof. Take a nonzero x 2 Kn, and observe that op.x/ equals a positive multiple of
gu.pA.x/; pB.x//opA.x/C gv.pA.x/; pB.x//opB.x/:
Since g.ru; rv/ D rg.u; v/ for each r > 0,
gu.pA.x/; pB.x// D gu.1;  .x// and gv.pA.x/; pB.x// D gv.1;  .x//;
hence the result follows from Corollary and (1). 
Theorem 2. Suppose U is injective. Then the following conditions are equivalent:
(a) p D g.pA; pB/ is orthant-monotonic;
(b) A and B are either both diagonal or of the form
A D D C E; B D t2D − U.t/E;
with t > 0, D D diag.d1; : : : ; dn/; dk > 0 for each k; and
E D Ers C ETrs;  2 Knf0g; r =D s;
where Ers 2 Kn;n is an elementary matrix, and
jj < minf1; t2U.t/−1gpdrds:
Proof. (a) H) (b): Suppose that p is orthant-monotonic, and put
  fj 2 f1; : : : ; ngV aij =D 0 or bij =D 0 for some i =D j g:
Observe that  is a minimal subset of f1; : : : ; ng satisfying Ae 2 Ke and Be 2 Ke
for all standard basis vectors e =2 W; and that  is empty if and only if A and B are
diagonal. Assume that  is nonempty, take an arbitrary t 2 f .ek/V k 2 g, and set
  fk 2 V  .ek/ D tg:
Let us prove that  D . The lemma ensures that
U. .ek//Aek C Bek 2 Kek for k D 1; : : : ; n; (3)
hence U.t/ATU C BTU is diagonal. Suppose that  =D .
If i 2  and j 2 n, then by (3) bji D −U.t/aji , and therefore bij D bji D
−U.t/aji D −U.t/aij . Moreover, (3) implies that bij D −U. .ej //aij , hence in-
jectivity of U and the fact that  .ej / =D t ensure that aij D bij D 0. It follows that
the coordinate subspaces W and Wn are invariant for A and for B. Let m 2 n,
and note that minimality of  implies Aem =2 Kem. Put W D W Kem, and take a
nonzero x 2 W . The lemma ensures that
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U. .x C em//A.x C em/C B.x C em/ 2 W
for every  2 Knf0g. Since W is invariant for A and B, this implies U. .x C em//
Aem C Bem 2 W , and hence continuity of  and U gives U. .x//Aem C Bem 2 W .
It follows using (3) and invariantness ofWn for A that
TU. .x//− U. .em/UAem 2 W \Wn D Kem
for all nonzero x 2 W . Injectivity of U and the fact that Aem =2 Kem imply that
 .x/ D  .em/ for all nonzero x 2 W . A striaghtforward calculation shows that
BTU D  .em/2ATU, hence (U.t/C  .em/2/ATU D U.t/ATU C BTU is diagonal. It
follows that ATU and BTU are both diagonal. This contradicts the minimality of ,
hence  D  as we claim.
It follows that  .ek/ D t for each k 2 , and that U.t/A C B is diagonal.
Take a nonempty   f1; : : : ; ng such that n =D ;. Suppose that  .x0/ =D t for
some nonzero x0 2 Wk . Continuity of  and U implies that there exists a neigh-
borhood U of x0 such that  .x/ =D t for all x 2 U . Since U.t/A C B is diagonal,
(2) ensures that TU.t/− U. .x//UAx 2 W for all nonzero x 2 W . It follows that
Ax 2 W for all x 2 U \W , and hence W is invariant for A. If j 2 n , the same
argument shows that W Kej is invariant for A. Since in addition A D A;W? is
invariant for A, and hence Aej 2 W? . It follows that Aej 2 Kej and by (3) Bej 2
Kej . This contradicts the minimality of , hence  .x/ D t for all nonzero x 2 W .
This implies that BTU D t2ATU. Since U.t/A C B is diagonal, ATU and BTU are
diagonal as well.
This ensures that  .ek/ D t for k D 1; : : : ; n, and that  has two elements. Using
also the fact that A and B are positive definite, (b) follows easily.
(b) H) (a): If A and B are diagonal, pA and pB are orthant-monotonic, hence
(a) follows since g is quasimonotonic. Suppose that A;B are nondiagonal satisfying
(b), and take a coordinate subspaceW D W .
If r 2  and s 2  or if r =2  and s =2  , then W is invariant for A and B, hence (2)
is satisfied. If r 2  and s =2  , then ATU; BTU are diagonal and satisfying BTU D
t2ATU, hence  .x/ D t for each nonzero x 2 W . Since U.t/A C B is diagonal, (2)
holds also in this case, therefore (a) follows by lemma. 
It can be seen easily that injectivity of U is equivalent to the following geometric
property of the curve g D 1. The ellipses b2u2 C a2v2 D a2b2 that touch the curve
g D 1 at different points in the open first quadrant have different ratio a=b, and are
therefore different.
Suppose that g is an inner product norm on R2, defined by
g.u; v/ D .au2 C 2buv C cv2/1=2; a > 0; c > 0; ac− b2 > 0:
If b > 0, then gu; gv are strictly positive on .0;1/2, and U.t/ D t .a C bt/.b C
ct/−1. It follows that for b > 0 the function U is strictly increasing on .0;1/, hence
Theorem 2 can be applied. If b D 0, then U D ac−1, thus U is not injective. An
easy calculation shows that in this case p D g.pA; pB/ equals the inner product
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norm paACcB , therefore p is orthant-monotonic if and only if aAC cB is diagonal.
This shows that the injectivity of U is not superfluous in Theorem 2. If b < 0, then
gu and gv are not nonnegative for all .u; v/ 2 .0;1/2. In this case for each n > 1
there exists positive definite matrices A;B 2 Kn;n, such that p D g.pA; pB/ is not
a norm. In fact, we can find a 2  2 matrix C such that A D In; B D C  In−2 and
p D g.pA; pB/ satisfy p.e1 C e2/ > p.e1/C p.e2/.
Now let g be an lq norm on R2. Then we have U.t/ D t2−q , hence Theorem 2 can
be applied for each q 2 T1;1/nf2g. If g is the l2 norm, then by the previous special
case l2.pA; pB/ is orthant-monotonic if and only if AC B is diagonal.
It can be shown that for a norm g that is differentiable on .0;1/2 and has nonneg-
ative partial derivatives gu; gv , the injectivity of U on the interval ft > 0V gu.1; t/gv
.1; t/ > 0g does not imply the equivalence (i)() (ii) of Theorem 2.
Let g be a given quasimonotonic norm on Rm;m > 2. It would be interesting to
obtain a description of all inner product normsp1; : : : ; pm on Kn for which the norm
p D g.p1; : : : ; pm/ is orthant-monotonic.
References
[1] D. Gries, Characterizations of certain classes of norms, Numer. Math. 10 (1967) 30–41.
[2] C.R. Johnson, P. Nylen, Monotonicity properties of norms, Linear Algebra Appl. 148 (1991) 43–58.
[3] B. Lavricˇ, Monotonicity properties of certain classes of norms, Linear Algebra Appl. 259 (1997)
237–250.
[4] T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1970.
[5] E.M de Sá, Some notes on orthant-monotonic norms, Linear and Multilinear Algebra 32 (1992) 167–
175.
[6] E.M. de Sá, M.J. Sodupe, Characterizations of orthant-monotonic norms, Linear Algebra Appl. 193
(1993) 1–9.
[7] K. Zie¸tak, Orthant-monotonic norms and overdetermined linear systems, J. Approx. Theory 88 (1997)
209–227.
