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Abstract
Despite its importance in biological systems, the molecular recognition of DNA
hybridization within complex, competitive environments is poorly understood.
The present thesis investigates DNA hybridization in thermal equilibrium for
DNA strands bound to the surface of a microarray as well as in solution
in presence of one or more competitors. For the latter we employ fluores-
cence anisotropy and fluorescence correlation spectroscopy to determine bind-
ing affinities of two DNA strands in a pairwise manner and in presence of
a single competitor. Our results reveal that there must be a non-trivial in-
teraction between the competing strands that extends beyond simple double
helix formation. This is a signature of cooperative behavior, which can lead
to more complex binding phenomena than previously thought. Moreover, we
find surprising differences between the results of both techniques, which we
attribute to differing sensitivities to distinct microstates of double helix for-
mation. The second part of this work is performed with surface-bound DNA
and devoted to experimentally determine a sufficient number of differing bases
between two sequences to avoid cross-hybridization. We construct a set of 23
non-interacting sequences with a length of 7 bases. We conclude that for sys-
tems of increasing complexity a high level of discrimination between many




Trotz der Relevanz für biologische Systeme sind die Mechanismen molekularer
Erkennung bei der Hybridisierung von DNA in komplexen Umgebungen kaum
verstanden. Die vorliegende Arbeit untersucht DNA Hybridisierung im ther-
mischen Gleichgewicht mit DNA-Strängen sowohl an die Oberfläche eines Mi-
croarrays gebunden als auch in Lösung in Gegenwart von Konkurrenten. Für
letztere verwenden wir Fluoreszenzanisotropie sowie -korrelationsspektrosko-
pie, um Bindungsaffinitäten zweier DNA-Stränge paarweise und in Anwesen-
heit einzelner Konkurrenten zu bestimmen. Unsere Ergebnisse zeigen, dass
es nicht triviale Wechselwirkungen zwischen den beteiligten Strängen geben
muss, die über die einfache Bildung einer Doppelhelix hinausgehen. Diese
Beobachtung deutet auf kooperatives Verhalten hin und zeigt, dass DNA-
Hybridisierung komplexer abläuft als bisher angenommen. Außerdem finden
wir eine unerwartete Diskrepanz beider Methoden, die auf unterschiedliche
Sensitivitäten für bestimmte Mikrozustände der gebundenen DNA zurückgeht.
Im zweiten Teil der Arbeit widmen wir uns Experimenten mit oberflächenge-
bundener DNA. Wir bestimmen eine ausreichende Anzahl sich unterschei-
dender Basenpaare zweier Stränge, um nicht spezifische Hybridisierung zu
vermeiden, und zeigen, dass sich damit ein Satz aus 23 nicht interagierenden
Strängen á 7 Basen konstruieren lässt. Wir schließen, dass für zunehmend
komplexe Systeme ein hoher Diskriminierungsgrad zwischen vielen Konkur-
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Molecular recognition, specific non-covalent binding between two or more
molecules is one of the fundamental mechanisms in biological processes. The
main elements of life such as replication, metabolism or information processing
occur as a result of this type of interaction among biological molecules. Molec-
ular recognition must occur with high accuracy in cell. Non-covalent binding
refers to hydrophobic forces [1,2], hydrogen bonding [3], van-der-Waals forces,
π−π interactions [3,4], or electrostatic effects [5]. Molecular recognition plays
a crucial role between two proteins, an antigen and its corresponding antibody,
or between two DNA strands, among others. In 1984 Emil fisher proposed a
model, called lock and key (LK), to describe the binding between an enzyme
and a substrate [6]. According to this analogy, the lock is a molecular re-
ceptor like an enzyme and the key is the substrate. Only the correctly sized
and formed key or a substrate can fit into a key hole of the lock, in this case
the active site of an enzyme. Although the LK analogy offers an intuitive
picture of molecular binding, it fails to describe the complexity of the molec-
ular recognition in biological systems to the core. To account for a number of
properties that appear in realistic systems, some extensions to the LK analogy
have been proposed. For instance, Daniel Koshland [7] postulated an induced
fit model, which suggests that if the active site of an enzyme does not ini-
tially perfectly match to the substrate, the substrate induces conformational
changes in enzyme during interactions, leading to a more accurate binding.
Despite these modifications, the lock and key model remains with some
shortcomings. A limitation of the lock and key model emerges, if one considers
the case of numerous similar keys, which almost fit to a specific lock, but only
a few of them are able to open it. This situation entails two complications
undermining molecular recognition. On one hand, the almost fitting keys
might occupy the lock and thereby keep the correct one from opening it. On
the other hand, some keys might be similar enough to open the lock although
its owner was never intended to have access. This situation is comparable to
a crowded biological environments including many similar binding partners.
1
1. Introduction
Binding between not fully complementary molecules still occurs, although with
lower affinity. These non-specific bindings introduce errors to the system and
make the binding mechanism difficult to understand. In the cell recognition
requires accurate means of discriminating a specific molecule among many
similar competitors at high density.
DNA hybridization, a process of binding two single DNA strands forming
a double helix, is a highly sequence specific molecular recognition mechanism
which plays an important role in biology, clinical or biotechnological applica-
tions, as for instance the physical realization of nanodevices and nanocircuits
[8–11], DNA hybridization catalysis [12–14] or DNA-based computing [15–20].
Although many works have been dedicated to describe DNA double helix for-
mation, DNA hybridization in complex situations remains poorly understood.
Many techniques have been employed to understand the thermodynamics of
DNA hybridization such as gel electrophoresis [21–23], isothermal urea titra-
tion [24], microcalorimetry [25–27], or UV absorption [28, 29]. Hybridization
experiments are often accompanied by theoretical models relying on the near-
est neighbor model which is based on experimentally obtained binding energies
in thermal equilibrium [30–34]. In many cases the predictions are very accu-
rate in spite of unavoidable approximations. The nearest neighbor model has
been implemented in various software packages such as Mfold [35] and Nu-
pack [36], making their predictions available to a wide range of researchers.
In more general scenarios beyond pairwise binding, it might be expected
that investigating the uncertainty of binding within a competitive and crowded
environment yields valuable insights towards understanding how cells deal
with this molecular ambiguity. An in vitro example of such an environment
is DNA microarrays with wide range of applications in biological systems.
The major source of false recognition on DNA microarrays arises from single
or few mismatched bases between two strands leading to unspecific cross-
hybridizations [37–39]. Many researches are focused on the importance of
cross-hybridization for quantitative analysis of DNA microarray data in par-
ticular for the single nucleotide polymorphisms detection [40–42] or the precise
determination of gene expression level [43, 44]. Previous theoretical studies
proposed strategies to create a set of surface-bound sequences without any
cross-hybridization [45–50].
To investigate the physical binding properties of molecules especially in
a solution mixture of many competing binding partners fluorescence tech-
niques can be applied. One possible method is fluorescence anisotropy (FA)
which is used in many clinical domains for understanding the mechanisms of
drug action [51–54] or detection of chemical contaminations in food [55]. The
technique can also be employed in biology to study molecular binding and
determining the binding affinity of two interacting biological molecules, for
instance DNA strands and/or proteins [56–61]. A FA measurement is based
on a change in the rotational mobility of a fluorescent molecule as a result
of formation of molecular complexes. Fluorescence correlation spectroscopy
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(FCS) is another method which relies on a slow-down of a diffusion caused by
a binding of a light molecule to its complementary partner, independent of its
thermal rotation [62,63].
The main focus of this work is to investigate DNA hybridization in par-
ticular in competitive environments. On that account we study two major
systems: first, hybridization of DNA strands bound to microarray surfaces,
which are exposed to a highly crowded solution of various free strands. We
propose a strategy, borrowed from concepts known to coding and graph the-
ory, to construct sets of non-interacting sequences. Experimentally, we prove
that the sequences of these sets are indeed mutually independent by showing
that no cross-hybridization is detectable despite the presence of competitors.
Besides experiments with surface bound strands, we also perform binding
assays in bulk. We apply both fluorescence anisotropy and fluorescence cor-
relation spectroscopy to obtain complementary information on the binding of
short DNA sequences (12-16 bases) to their complement in a pairwise man-
ner as well as in presence of a single competitor. We show that the binding
affinity obtained from FCS for a case with a single mismatch at the center of
a strand varies by more than two orders of magnitude from FA value as well
as Nupack prediction.
To explain our findings for competition cases we derive models that de-
scribe the simultaneous or exclusive binding of both competitors, which, how-
ever, neglect any direct interaction. In certain situations we find a clear dis-
agreement between the models and our findings which suggests non-negligible
interaction between two competing targets that not only changes the under-
lying binding constants, but even to a different degree for each. Our results
suggest that cooperative processes in competitive biological environments play
a major role in the accuracy of the molecular recognition.
The content of the present thesis is divided into the following chapters:
in Chap. 2, we present some selected fundamentals about the biological and
chemical properties of DNA and introduce the principles of experimental tech-
niques applied throughout this thesis including light directed in situ synthesis
of DNA strands, fluorescence anisotropy and fluorescence correlation spec-
troscopy which help understanding the results of this work. The design and
performance of our employed experimental setups are discussed in Chap. 3.
Both Chap. 4 and Chap. 5 are devoted to the obtained experimental results:
in Chap. 4 we focus on understanding DNA hybridization in solution, espe-
cially in presence of a single competing partner. Chap. 5, on the other hand,
investigates and discusses strategies to avoid cross-hybridization on a set of
surface-bound DNA strands and proves the independency of such a set. Even-






The structure of deoxyribonucleic acid or DNA was first discovered by James
D. Watson and Francis Crick [64,65]. A DNA is a complex molecule carrying
the genetic information and instruction for functioning and constructing living
organism. It also serves as a hereditary material in organisms of all types. The
genetic information in DNA is stored on its four chemical bases: adenine (A),
thymine (T), cytosine (C) and guanine (G) as illustrated in Fig. 2.1. DNA is
a chain-like macromolecule composed of a string of nitrogen-containing units,
called nucleotides made of aromatic nucleobases which are either pyrimidine
(C and T) or purine derivative (A and G), pentose sugar 2-deoxyribose and
phosphate group. The carbon atoms of the deoxyribose sugar are numbered
(see Fig. 2.2). The free hydroxyl group at 3’ atom form a phosphodiester
bond with the phosphate group at the 5’ end of an adjacent nucleotide. As a
result, DNA strands always have a 5’ and 3’ end. Fig. 2.2 depicts a structural
formula of a single DNA strand 5’-ACGT-3’. The orientation of the strand is
determined by the arrangement of the ribose rings.
If two single complementary DNA strands bind to each other, the result is
the well-known DNA double helix structure [64]. While a single strand DNA
is very flexible and has a very short persistence length of 0.8-3 nm, depending
on the ambient salt concentration [66–68], a double helix is much stiffer and
has a longer persistence length of 40-50 nm [69]. The binding of two strands
happens when the complementary bases of two single strands, A with T and
C with G form hydrogen bonds, known as Watson-Crick pairing. Since the
guanine and cytosine are linked with three hydrogen bonds and adenine and
thymine with only two hydrogen bonds, the binding of guanine to cytosine
is more stable than adenine to thymine (see Fig. 2.1). Note that duplex
formation occurs in an anti-parallel manner, i.e. the orientation of the sugar
molecule is opposite in the two single strands. The duplex stability not only

























Guanine Cytosine Adenine Thymine
Figure 2.1. Four DNA nucleobases adenine (A), thymine (T), guanine
(G), and cytosine (C). The red dashed lines depict the Watson-Crick base
pairing between adenine and thymine (A-T) using two hydrogen bonds










































A C G T
Figure 2.2. Structure of a DNA strand 5’-ACGT-3’. The carbons of
a deoxyribose sugar are numbered from 1 to 5. The 3’ atom carries
a hydroxyl group which is connected via a phosphodiester bond to a
phosphate group of an adjacent nucleotide. The orientation of a strand
depends on whether the phosphate or the deoxyribose are the terminal
molecules.
stacking or π − π interactions between adjacent nucleobases also has a large
contribution for further stabilization [70]. A number of theoretical [71–76] and
experimental [77–82] studies address the characterization of the base pairing
and base stacking as well as their contribution in duplex stability.
2.2 Nucleic Acid Hybridization
As we mentioned above, the stability of a DNA double helix is not only result-
ing from hydrogen bonds but it also originates from the attractive so-called
base stacking or π − π interaction between the stacked aromatic bases. The
process of binding two single strands and forming a double helix is called
2




Figure 2.3. DNA hybridization reaction according to two-states model.
Two single DNA strands probe P and target T form a double helix D
with an association rate k+. The double helix can unwind to two single
strands P and T with a dissociation rate of k−.
DNA hybridization. However, in thermodynamic equilibrium the helix con-
formation is balanced by DNA denaturation, a process in which a double helix
unwinds and separates into two single strands. The thermodynamics of DNA
hybridization, binding of two single strands probe P and target T forming a
duplex D, is simply described using a two-state model (refer to Fig. 2.3), ne-
glecting the possibility of any intermediate state. The hybridization reaction






where k+ and k− are the association and dissociation rates. By decreasing the
temperature and increasing the ionic concentration of the hybridization buffer
the probability of the double helix formation increases. However, the strength
of the duplex binding also depends on the amount of cytosine and guanine (GC
content) of DNA strands. DNA hybridization is a highly sequence specific
process, i.e. even a single mismatch within a DNA duplex can reduce the
binding significantly [83–85]. In the following we describe some aspects of
DNA hybridization such as kinetics, melting temperature and the double helix
stability.
The rate equation for the formation of duplex D is given as
dcD
dt
= k+cP cT − k−cD. (2.2)












where ceqP = c
ini




T − cD. The superscript ’eq’ refers to an
equilibrium concentration and the subscript ’ini’ to an initial concentration.
The Gibbs free energy of duplex formation ∆GD is related to the equilibrium
binding constant K through
∆GD = −RT lnK, (2.4)
where R = 1.987 cal ·K−1 ·mol−1 is the ideal gas constant and T the hy-
bridization temperature. On the other hand, the Gibbs free energy change
∆G can be obtained by the changes in enthalpy ∆H and entropy ∆S as
∆G = ∆H − T∆S, (2.5)
where ∆H and ∆S can be predicted from the nearest neighbor thermodynamic







· lnK + ∆S
∆H
. (2.6)
The changes in enthalpy ∆H and entropy ∆S can be determined according
to Eq. (2.6) by plotting lnK as a function of 1/T . Knowing both parameters
∆H and ∆S, it is possible to evaluate ∆G using Eq. (2.5).
2.3 DNA Duplex Melting Temperature
DNA denaturation denotes a process, in which a double stranded DNA sep-






















Figure 2.4. DNA melting transition. The UV absorbance of a duplex
decreases due to the larger stacking interactions. DNA denaturation oc-
curring by increasing the temperature leads to an increase in UV absorp-




or increasing the pH value of the solution. The temperature, in which 50 %
of the DNA double strands are single stranded is called melting temperature
Tm. DNA strands denaturation provides important information about the
stability of a duplex, interaction of single bases and the influence of the salt
concentration [64, 86, 87]. A common technique to determine a melting tem-
perature of a DNA duplexes is UV absorption [88]. The UV absorption for a
single stranded DNA at around 260 nm (A260) is elevated since the bases are
free. For a double helix the UV absorbance reduces. Fig. 2.4 depicts the ab-
sorbance change as a function of temperature. The melting transition occurs
by increasing the UV absorbance by about 20-40 %.
2.4 Langmuir Model
The equilibrium reaction between target and probe strands with double helix
as shown in Eq. (2.1) is described by Langmuir-type adsorption isotherm [89].
If the targets in the experiment are in excess over the probes, the target con-
centration can be taken as constant cT = c
ini
T . Considering a probe concentra-
tion as cP = c
ini









The fraction of hybridized probe Θ =
ceqD
ciniP
can be written as
Θ =
K · ciniT
1 +K · ciniT
. (2.8)
Eq. (2.8) is defined as a classical Langmuir isotherm [90]. Inserting K =
exp (−∆GD/RT ) in Eq. (2.8), we obtain a relation between the fraction of
hybridized probe Θ and the duplex free energy ∆GD as following [89,91,92]
Θ =
exp (−∆GD/RT ) · ciniT
1 + exp (−∆GD/RT ) · ciniT
. (2.9)
For the case where the concentration of targets and probes are comparable,
the target concentration does not remain constant and therefore we substitute
the target concentration in Eq. (2.3) by cT = c
ini
T − cD instead (compare to























which we define as the extended Langmuir isotherm [93]. For the case where
two non-interacting target strands, A and B compete to bind to their common
complementary probe and form a double helix DA and DB, we can write the
differential equation Eq. (2.2) as:
dcAD
dt
(t) = kA+ · cP (t) · cA(t)− kA−cAD(t)
dcBD
dt
(t) = kB+ · cP (t) · cB(t)− kB−cBD(t), (2.11)
where cP (t) = c
ini
P − cAD(t) − cBD(t). Solving the equations at equilibrium, i.e.
dcAD
dt (t) = 0 and
dcBD
dt (t) = 0 and considering K =
k+
k−
as a duplex binding
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where, ceqA and c
eq
B are the equilibrium concentrations of target A and B.
Accordingly, the ratio of the equilibrium concentrations of the formed duplexes
DeqA and D
eq









Therefore, the competition situation in two-state model can be solely ex-
plained by the ratio of the individual binding affinities of the competing targets




B . Employing Eq. (2.4) in









where ∆∆G = ∆GA−∆GB is a difference between the binding free energies.
2.4.1 Nearest Neighbor Model
As described above, DNA duplex stability not only depends on hydrogen
bonds but also on base stacking interactions between adjacent base pairs,
which have a larger contribution than hydrogen bonds [94]. It turns out that
the stability of a duplex depends on the identity of neighboring bases [32,34].
In the following we show the nearest neighbor (NN) model in Gotoh for-
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3' 5'
CG/GC GT/CA TT/AA TG/AC GA/CT
Figure 2.5. The nearest neighbor model for an exemplary duplex for-
mation including hydrogen bonds (violet arrows) between the bases of
two strands and base stacking interactions (red arrows) between the
adjacent base pairs. While a GC base pair is stabilized by three hy-
drogen bonds, AT pair by two. In the presented format of NN model,
both hydrogen bonds and base stacking interactions contribute to form
a NN parameter. The sum of all individual NN parameters results in
the stability of the duplex (adapted from [92]).
interactions, are combined into a single nearest neighbor parameter. Fig. 2.5
depicts the NN model for a duplex: The hydrogen bonds between the bases
of two strands are shown in violet arrows while the red arrows indicate the
base stacking interactions between adjacent base pairs. The corresponding





ni∆Gi + ∆Ginit + ∆Gsym, (2.15)
where ni in the first term is the occurrence of each nearest neighbor i and
∆Gi is the summation over the standard free energy changes of all the pos-
sible Watson-Crick NNs. The second term ∆Ginit is the initiation energy of
duplex formation, i.e. the energy of each initial base pair. In order to take
into account the differences between duplexes with terminal AT or CG, two
initiation parameters are introduced [34,96,97]. The symmetry term ∆Gsym is
added only for the self-complementary duplexes [98]. For instance, the nearest
neighbor interaction for the duplex shown in Fig. 2.5 is provided by [34]:
∆Gtotal =∆Ginit + ∆G(CG/GC) + ∆G(GT/CA)




Table 2.1. Watson-Crick nearest neighbor thermodynamic parameters
in 1 M NaCl as reported in [99]. ∆H, ∆S and ∆G correspond to the
changes in enthalpy, entropy and free Gibbs energy, respectively. A
nearest neighbor parameter gives the stability of a base pair duplet.
For instance, GA/CT refers to a sequence consisting of two bases 5’-
GA-3’ which is paired with a complementary sequence 3’-CT-5’. For
symmetry reason this leads to 10 different NN parameters. While ’init’
terms AT and GC account for the initiation free energies, the symmetry
term appears in case of self-complementary duplexes. The right column
represents the calculated Gibbs free energy parameters using the values
from second and third columns (∆H and ∆S) at 37 ◦C.
NN-pair ∆H ∆S ∆G37 ◦
(kcal/mol) (cal/(K · mol)) (kcal/mol)
AA/TT -7.9 -22.2 -1.00
AT/TA -7.2 -20.4 -0.88
TA/AT -7.2 -21.3 -0.58
CA/GT -8.5 -22.7 -1.45
GT/CA -8.4 -22.4 -1.44
CT/GA -7.8 -21.0 -1.28
GA/CT -8.2 -22.2 -1.30
CG/GC -10.6 -27.2 -2.17
GC/CG -9.8 -24.4 -2.24
GG/CC -8.0 -19.9 -1,84
init AT 2.3 4.1 1.03
init CG 0.1 -2.8 0.98
symmetry 0 -1,4 0.4
where the slashes represent the base stacking between adjacent base pairs, e.g.
CG/GC means 5’-CG-3’ is base paired with 3’-GC-5’. The ∆Gsym equals zero
because the duplex is non-self-complementary. The NN free energy parameters
for DNA Watson-Crick pairs in 1 M NaCl at 37 ◦C are presented in Tab. 2.1
according to [99]. Using the values from Tab. 2.1 in Eq. (2.16), we obtain the
following free energy for the exemplary duplex shown in Fig. 2.5
∆G37 ◦ =0.98 + 1.03− 2.17− 1.44− 1.00− 1.45− 1.30
= −5.35 kcal/mol. (2.17)
In analogy the changes in enthalpy ∆H and entropy ∆S for duplex formation
accordingly can be calculated using NNs parameters from Tab. 2.1 and the
Gibbs free energy ∆G at any given temperature T is then obtained by ∆G =
∆H − T∆S.
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2.5. DNA Microarray Synthesis
2.5 DNA Microarray Synthesis
Solid-phase synthesis is a technique in which the polymer-chains are end-
tethered to a solid substrate. The synthesis is done step by step using the se-
lective protecting group chemistry as following: The first monomer is tethered
to the functionalized substrate and the chemical protecting group prevents the
uncontrolled coupling until a chemical deprotection reaction removes the pro-
tecting group. Subsequently, the next monomer can bind to the previous one.
This method can be used to synthesize nucleic acid sequences.
(a) (b) (c) (d) (e)
Figure 2.6. Hybridization of DNA strands on a microarray surface.
The upper pictures show the microarray surface including the features
while the pictures at the bottom line illustrate the surface tethered probe
sequences. (a) The position of the immobilized probes on a microarray
is defined. (b) The probes are exposed to the hybridization solution
including fluorescently labeled target shown by green circles. (c) The
fluorescently-labeled targets diffuse freely on the surface and eventually
hybridize to their complementary probes at equilibrium. The orange
features correspond to the probes which their complementary targets
are present and therefore exhibit a measurable fluorescent signal. The
white features with no detectable signal belong to the probes that their
complementary targets are not present in the solution. (d) The unbound
targets are washed a way from the surface and only the hybridized tar-
gets remain on the microarray. (e) Since the position and the sequence
belong to each feature are known, measuring the fluorescent intensity at
the position of each feature gives the information about the binding of
a probe and target (adapted from [92]).
DNA microarrays enable the study of the complex mixture of single-
stranded DNA sequences in parallel manner. On this account, the well-known
oligonucleotide sequences, so-called probes, as illustrated in Fig. 2.6 (a) are
end-tethered in a regular arrangement at the defined positions, called the fea-
tures on the microarray surface. Each feature, includes a large number of
the same probes. The probes as are shown in (b) are exposed to the fluo-
rescently labeled DNA strands, the targets, that are complementary to the
probes (the green circles). The labeled targets which hybridize to their com-
plementary probes accumulate on the corresponding feature and makes the
9
2. Fundamental
fluorescent intensity at this point measurable. These features are shown in or-
ange color while the probes that their complementary targets are not present
in a solution are shown with white features. The labeled unbound targets
are, however, washed away from the microarray surface (see (c) and (d)).
On the other hand, since the position of each feature is defined, the inten-
sity of the hybridization can be assigned to the corresponding probe sequence
(e). Microarrays are only semi-quantitative due to the factors affecting the
microarray measurements such as, poor predictability of individual probe-
target affinities, competitive hybridization between different targets leading
to a cross-hybridization or variation in synthesis quality. However, the mi-
croarrays became powerful tools for a broad range of applications including
gene expression profiling [100–104], genotyping assays [105–111], resequenc-
ing [112–114] and pathogen detection [115,116].
2.5.1 Light Directed In Situ Synthesis
The probes on the microarray surface are made of individual building blocks,
called phosphoramidites [117–119] consisting of nucleobases, deoxyribose and
a phosphorus group at the 3’-end of the sugar, which can chemically react
















Figure 2.7. The structural formula of phosphoramidite composed of
nucleobase, sugar deoxyribose and a phosphate group at the 3’-end of
the sugar. To prevent unwanted reaction a phosphorus group is pro-
tected by a 2-cyanoethyl group (green molecule) and a diisopropylamino
(red molecule). Furthermore, the 5’-hydroxyl of the pentose ring is pro-
tected by a NPPOC (2-(2-Nitrophenyl)-propoxycarbonyl) group shown
in blue. As this protecting group is photolabile, it can be removed by
exposure to UV light. This enables coupling of another building block.
The functional group B corresponds to one of the DNA bases, adenine,
thymine, cytosine or guanine which are provided by additional protect-
ing groups ib, tac, ipac. The protecting groups are all removed at the
last step of the synthesis (adapted from [92]).
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phosphoramidite. Fig. 2.7 illustrates the structure of a phosphoramidite. To
avoid uncontrolled coupling of phosphoramidite building blocks, a photolabile
protecting group for instance NPPOC (2-(2-Nitrophenyl)-propoxycarbonyl)
substitutes a 5’-hydroxyl moiety. In the light-directed in situ synthesis under
UV radiation the protecting group is cleaved and the 5’-hydroxyl can be cou-
pled with the 3’-phosphate of another phosphoramidite building block leading
to a synthesis in the 3’ to 5’ direction. Further protecting groups are neces-
sary to avoid unwanted reactions: The phosphorus group on the other hand
is protected by diisopropylamino (in red) and 2-cyanoethyl groups (in green)
while the four bases adenine, thymine, cytosine and guanine (shown as B) are
protected by ib, tac, ipac protecting groups. All protecting groups are re-
moved at the final deprotection step of the synthesis. For more details about
the synthesis steps see [92,120]
Fig. 2.8 shows the schematic of the synthesis cycle for building the probes
on a microarray surface. The synthesis substrate is initially functionalized
by the photo-labile protecting group NPPOC, shown with blue spheres here.
A controlled UV exposure removes the protecting groups at desired positions
where phosphoramidite building blocks should be attached in the following
coupling step. The free hydroxyl moieties are the binding site for the next
phosphoramidite building block. The cycle continues by further removal of a
new protecting groups and accumulation of the subsequent phosphoramidite
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Figure 2.8. Light directed in situ synthesis for DNA microarray.
(a) The microarray substrate is initially functionalized with protecting
groups NPPOC (blue spheres). (b) The protecting groups are removed
at the desired feature areas by the radiation of UV light. (c) The free
hydroxyl moieties created by the photo-cleavage of the protecting groups
are the binding sites for the subsequent adenosine-phosphoramidite. The
protecting groups imported with the building blocks prevent further cou-
plings. (d) Removal of the protecting groups for the probes which their
first base is thymine. (e) Coupling of the next thymine-phosphoramidite.
(f) The process for coupling new amidite building blocks is repeated until
the desired sequences are generated at each feature area on the microar-
ray. (adapted from [92])
2.6 Fluorescence Anisotropy
Fluorescence light emitted during an optical dipole transition of an atom or
molecule is polarized. Depending on the specific transition and angle of obser-
vation, the light might be linearly, circularly, or in general elliptically polar-
ized. For a situation as depicted in Fig. 2.9: A laser emits light in x-direction,
which is linearly polarized along the y-axis. A sample, a single fluorescent
molecule, absorbs the light and becomes excited. The subsequently emitted
fluorescence light is typically linearly polarized as well. By observing the fluo-
12
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rescence along the z-direction, we find that it exhibits polarization components
parallel and perpendicular to the initial excitation polarization, characterized
by the respective intensities I‖ and I⊥. These intensities indicate the orien-
tation of the emission dipole within the xz-plane: assume for simplicity that
excitation and emission dipole of the fluorophore point in the same direction
and the fluorophore cannot rotate. In this case the excitation and emission
are parallely polarized and all fluorescence intensity will be found in I‖. If
on the other hand the fluorophore rotates during the time passing between
excitation and emission, a part of the intensity will appear in I⊥. Fluores-
cence anisotropy is a technique that exploits this transition of fluorescence
intensity from I‖ to I⊥ in order to gain information on the rotation velocity











Figure 2.9. Schematic drawing of the anisotropy measurement setup.
The laser which emits light at x-direction and linearly polarized along
the y-axis excites a fluorescent molecule located in the origin of the axis.
The emission is accordingly linearly polarized and detected along the
z-direction. It displays two polarization components, parallel I‖ and
perpendicular I⊥ to the excitation polarization.
In the previous consideration we assume a single fluorescent molecule as
a sample, while in reality the sample contains a large number of molecules,
which are interacting with their environment. As a consequence, the detected
intensities I‖ and I⊥ do not picture the emission pattern of a single dipole
anymore but rather exhibit the polarization of a statistical mixture. Fig. 2.10
illustrates the situation in more details. The top row represents a sample so-
lution containing fluorescent molecules, whose dipole moments are randomly
oriented as indicated by arrows. The bottom row shows distribution func-
tions that qualitatively describe the respective orientations. (a) shows the
molecules prior to the excitation. The random orientation corresponds to
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Figure 2.10. The top row: (a) The sample contains fluorescent
molecules, which their dipoles are randomly oriented as indicated by
arrows. (b) Exciting the sample with a linearly polarized light, only the
fluorophores with a dipole moment parallel to the polarization of the
excitation light are stimulated (red arrows). (c) Due to the rotational
diffusion of the molecules, the dipoles of the excited fluorophores rotate
and accordingly the distribution of excited molecules broadens. The
respective orientations of the molecules are described by distribution
functions as illustrated in a bottom row: (a) the constant distribution
for randomly oriented molecules, (b) a sharp delta-like distribution of
excited molecules and (c) a broaden distribution caused by rotational
diffusion.
the linearly polarized light, those with dipole moments oriented in parallel
to the excitation polarization are stimulated (red arrows). This step, often
referred to as photoselection, leads to a sharp delta-like distribution of ex-
cited molecules. (c) The fluorophores start to randomly collide with other
molecules from their environment causing them to rotate at different veloci-
ties and in different directions, which is known as rotational diffusion [121].
The distribution of excited molecules broadens due to the rotational diffusion.
The extent of the polarization of the sample is described as an anisotropy and
it depends on how far the molecule rotates during the lifetime of its excited
state. The anisotropy r is defined as a ratio of the polarized component to





where the grating factor g equals the ratio of both detector sensitivities for the
horizontally and vertically polarized components of the emission, and therefore
nothing but a setup related parameter (cf Sec. 3.2.3 for more information). It
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can be shown that for g = 1 the anisotropy can assume values between −0.2
and 0.4, where r = 0 corresponds to I‖ = I⊥ and therefore to entirely depo-
larized light [121]. According to our discussion, it is clear that the anisotropy
must depend on how far a fluorophore rotates in average before the fluo-
rescence light is emitted. The relation between the characteristic rotational
correlation time φ and the life time τ to the measured anisotropy r is given





where r0 is the intrinsic anisotropy in the absence of any depolarizing pro-
cesses such as energy transfer or rotational diffusion [121]. It is clear that
the anisotropy for the fast decay (small τ) or slow rotation (large φ) is max-
imized [121]. It is often interesting to observe the variation of anisotropy
due to the changes in the molecular mass and accordingly the rotation of
the molecule. For a good sensitivity of anisotropy r, the lifetime of the fluo-
rophore must be in the order of the rotational correlation time of a molecule.
For instance the rotational diffusion time for a 12-mer DNA strand is around
6 ns [122], which is indeed comparable to the lifetime of most available fluo-
rophores which are in the range of 0.1-10 ns [122].
slow rotation polarized emission
Polarized excitation light
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Figure 2.11. (a) A fluorophore which is attached to the DNA strand in
both cases is excited by a linearly polarized light. In (a) a single labeled
DNA strand rotates very fast since it is very light. This leads to a de-
polarization of the emission light and accordingly low anisotropy signal.
In (b), however, the fluorophore is attached to a double stranded DNA
which is heavier and therefore the whole molecule here rotates slower,
leading to a polarization of the emission and a measurable anisotropy
signal.
If two molecules bind to each other, their rotational diffusion due to the
increase in a size of a complex decreases. This leads to an increase in the
anisotropy signal. This can be applied to study molecular reaction for in-
stance for DNA hybridization as illustrated in Fig. 2.11. In (a) a fluorescent
15
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molecule which is attached to a single DNA strand is excited by a linearly
polarized light. Since the overall molecule is comparatively light, it exhibits
a rapid rotational diffusion. As a consequence, the anisotropy of the emis-
sion is depolarized and therefore we measure a low anisotropy signal. In (b),
however, the hybridized DNA double helix has a larger mass and accordingly
it rotates slowly. The emitted fluorescence in this case retains more of the
original polarization resulting in a higher anisotropy signal. The samples in
our experiments do not contain only single or double stranded DNA, but mix-
tures of both. The overall anisotropy of a mixture of N fluorescent species is





where i indicates a different emitting species which emits fluorescence while
qi and ri are the molar fraction and the anisotropy of each components, re-
spectively. In Sec. 4.3 we will show how we use this principle to determine
the binding affinity of two DNA strands by measuring the anisotropy as a
function of the unlabeled DNA concentration.
2.7 Fluorescence Correlation Spectroscopy
The fluorescence emission of a given fluorescent molecule (fluorophore) I (t)
does not certainly remain constant as a function of time t, but it fluctuates
over time. The fluctuations may partly be random originating from back-
ground fluorescence or noise associated with the detector, but they can also
reflect important information on an emission dynamics of a system. These
fluctuations stem from the variation in the emission properties of the fluores-
cent species due to the molecular dynamics or interactions [62,123–126] or the
changes in the number of fluorescent emitters in the observation volume [127].
The latter is used in fluorescence correlation spectroscopy (FCS) to investigate
the diffusion of a fluorescent particle in a liquid solution.
The basic idea of FCS is based on collecting fluorescence light only from a
small detection volume, which ideally contains only a single species in average.
Whenever a fluorescent particle diffuses in or out of the detection volume,
the fluorescence intensity significantly changes. The temporal variation in
intensity is measured in terms of the autocorrelation of the emission signal
and the time constants of the fluctuation can be directly extracted from it.
On that account the intensity is written as I (t) = 〈I (t)〉 + δI (t), where
〈•〉 denotes a temporal averaging and δI (t) are the fluctuations of the signal
around 〈I (t)〉. The normalized autocorrelation G̃ (τ) as a function of a timelag
16
2.7. Fluorescence Correlation Spectroscopy
τ can then be written as
G̃ (τ) =
〈I (t) · I (t+ τ)〉
〈I (t)〉2 = G (τ) + 1 with (2.21)
G (τ) =
〈δI (t) · δI (t+ τ)〉
〈I (t)〉2 , (2.22)
where we used 〈δI (t)〉 = 0. Although other possible processes such as chem-
ical kinetics or blinking contribute to the overall dynamics, we are here only
interested in the diffusion of the fluorophores described by an autocorrelation
function GD (τ). In order to obtain an appropriate expression for it one has to
consider the exact shape of the detection volume. Most practical implemen-
tations of FCS are performed using a confocal microscope: An objective with
a high numerical aperture is used to focus the excitation laser light into the
solution containing fluorescent sample and collect the subsequently emitted
fluorescence emission. The collimated fluorescence is then focused via a tube
lens onto a small pinhole, which blocks all out-of-focus light. Only emission
light which was emitted from the focal region of the objective is efficiently
transmitted. This region is referred to as confocal volume and its shape can
be described by a Gaussian function according to











where z denotes the propagation direction and x and y span the transversal
plane. The parameter wxy is the 1/e
2 radius of the beam waist in the transver-
sal plane. With the beam waist in axial direction wz, the axial to lateral aspect







Typically it is κ > 1, which corresponds to a prolate ellipsoidal shape of the
confocal volume as shown in Fig. 2.12. Note that in the FCS method Sec. 3.3
we use the transversal diameter dc = 2wxy rather than the radius. Assuming
the diffusion of the particles is caused by Brownian motion [128], it is possible
















where N = c · Vc is the number of fluorescent molecules in the confocal
volume for a given concentration c and the characteristic diffusion time τD
that a molecule resides within the detection volume in average. As can be
seen the height of the correlation in the limit of τ → 0 is inversely propor-

















Figure 2.12. Fluorescent molecules shown with red spheres diffuse in
and out of focal volume. The fluctuation in fluorescence intensity is
defined by the characteristic diffusion time τD which is a time that a
particle spends inside a focal volume.
GD (τ → 0) = 1/N , which confirms our initial assertion that the concentra-
tion and the confocal volume should be chosen small. For more details about
the experimental setup for FCS method refer to Sec. 3.3.
Besides many applications in biochemical research and biophysics such as
studying molecular diffusion or chemical kinetics in equilibrium [130,131], FCS
can be used to deduce the binding constant between two interacting molecules
in a solution as well [57, 59, 62, 132]. The underlying idea is as following:
heavy molecules diffuse slower compared to light molecules and accordingly,
it is possible to distinguish between the diffusion times τD1 of a single free
molecule, which is light, and τD2 of the same molecule bound in a bigger,
heavier complex with one or more other particles. In the most simple case of
a two-component binding assay, one molecule is fluorescently labeled and the
other one remains unlabeled. To determine the binding constant, the titration
of the unlabeled molecule in presence of a labeled one is performed. The
diffusion times of a free labeled molecule τD1 as well as the molecular complex
in saturation, with an excess of a unlabeled partner τD2 can be determined by
two dimensional single-component diffusion model as





with i = 1, 2. (2.26)
For a non-saturation case with a mixture of labeled molecule being in both
bound and unbound states, the overall correlation function is given by [62]











where q is the fraction of the molecules which are in a bound conformation.




Material and Experimental Methods
Copyright notice: Some of the results presented in Sec. 3.2
of this chapter were originally published in [135] (Copyright ©
2019 The Authors. Published by IOP Publishing Ltd on behalf of
Deutsche Physikalische Gesellschaft).
In this chapter we introduce three different techniques: light-directed in
situ synthesis of DNA microarray, fluorescence anisotropy (FA) and fluores-
cence correlation spectroscopy (FCS). They were applied in the scope of this
work. As the light-directed in situ synthesis setup was built and operated by
our collaborators at Vienna university we here only review its major parts and
their interplay. In case of the FA and FCS setup we additionally focus on the
considered design aspects.
3.1 Light Directed In Situ Synthesis of DNA
Microarray
3.1.1 DNA Synthesizer
DNA microarrays allow the simultaneous detection of many, various DNA
sequences. They consist of single-stranded DNA oligonucleotides immobilized
on a surface which we refer as probes. The so-called features are small areas
containing a large number of surface-attached probes of one kind. These
probes are exposed to a bulk mixture of fluorescently labeled target sequences,
fully or partially complementary to the surface bound probes. As all probes
and their respective positions on the microarray are known, it is possible
to obtain information on the simultaneous hybridization of numerous target
sequences to the probes. In particular, we employ DNA microarrays to study
the competition of various targets binding to the same probe.
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Figure 3.1. Schematic of the optical system of the maskless array
synthesizer. The emission of a mercury lamp (Hg lamp) is imaged to
a digital micromirror device (DMD) after passing from a homogenizing
light pipe and two lenses. The reflected light from the On position mir-
rors are reflected to the synthesis surface using primary and secondary
mirrors. The mirrors are controlled by an external PC (taken with per-
mission from [136]).
The principle of the microarray synthesizer is based on a maskless micro-
projection photolithography system (MPLS) [92, 136, 137]. The microarray
synthesizer that is used in this study consists of two main parts being a nu-
cleic acid synthesizer (Expedite 8909) which delivers solvents and reagents
to the reaction chamber as well as an optical system that is illustrated in
Fig. 3.1. The optical assembly functions similar to a photolithographic sys-
tem. A high pressure mercury short-arc lamp (#6286, Newport) is filtered
with two 350-450 nm dichroic mirrors (#66218, Newport). The resulting UV
light, after passing through a homogenizing light pipe [138], two lenses and
a shutter is imaged onto a spatial light modulator, more specifically a digital
micromirror device (DMD, 0.7 XGA, Texas Instruments). The DMD contains
1024 × 768 = 786432 micromirrors that are individually controlled and posi-
tioned in on- or off-state. The DMD is aligned such that light reflected from
micromirrors being in an on-state is directed towards the synthesis plane.
Light reflected from micromirros in the off-state, on the other hand, is re-
jected from the optical path. The reflected light from DMD is projected to
the synthesis substrate with an Offner relay optical system which provides a
1:1 imaging of the light pattern onto the synthesis surface [139–141]. The ex-
ternal computer that controls the display of the virtual masks on the DMD is
synchronized to the DNA synthesizer and therefore to its fluidic system that
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provides all chemicals and reagents required for oligonucleotide synthesis. Ad-
ditionally, it receives a command from the oligonucleotide synthesizer to start
a synthesis.
In our experiments we used Schott Nexterion glass slides, which were func-
tionalized with N-(3-triethoxysilylpropyl)-4-hydroxybutyramide (SIT8189.5,
Gelest) prior to the synthesis [142]. For more detail about the surface prepa-
ration refer to [143]. For the first set of experiments (Sec. 5.4) we used a
single mirror design while the features size for the second set of experiments
(Sec. 5.6) is 2× 2 mirrors.
The probes on the microarray are made of individual building blocks called
phosphoramidites. The phosphoreamidites contain nucleobases, deoxyribose,
and a phosphorus group at the 3’-end of the sugar, which can react with the nu-
cleophilic hydroxyl-group at the 5’-carbon of the 2-deoxyribose ring of another
phosphoramidite (refer to Chap. 2). In this study the phosphoramidite with
photolabile 2-(2-nitrophenyl)-propoxycarbonyl (NPPOC) protection group is
used. Under UV absorption the photoreactive protection group NPPOC is
selectively cleaved to expose the 5’ terminal hydroxyl for the next coupling
cycle [92,136,144]. The microarray synthesis used in the presented work have
a stepwise coupling efficiency of ≥ 99 % [136].
3.1.2 Hybridization Solution
To prepare the hybridization solution we used 5×SSPE (saline sodium phos-
phate-EDTA) buffer for all presented experiments. The buffer contains 0.75 M
NaCl, 50 mM NaH2PO4 and 5 mM Ethylenediaminetetraaceticacid (EDTA)
solved in deionized water. We add 0.01% (v/v) Tween-20 to prevent the un-
specific adsorption of DNA targets on the microarray surface. The pH value is
adjusted to 7.5 using NaOH. The single DNA nucleotides are HPLC-purified
and ordered in a lyophilized from Metabion. The samples are dissolved with
an amount of deionized water yielding a stock solution of 100 nM concentra-
tion. The DNA samples are aliquoted to several smaller concentrations using
5×SSPE buffer and stored in −22 ◦C. For a short time usage of the aliquots
they are kept at 4 ◦C instead to avoid continues freezing and thawing. In case
the nucleotides are modified with fluorophores, they must be protected from
any unnecessary light exposure and accordingly kept in dark.
3.1.3 Microarray Scanning and Image Analysis
In order to obtain the hybridization intensities, the fluorescently labeled tar-
gets are first optically excited. The image of the hybridized microarray is then
obtained by detecting the subsequently emitted fluorescence. In this work, we
use two approaches corresponding to two sets of experiments we performed.
(i) The microarrays from the first set of experiments (see Sec. 5.4) were
analyzed using a fluorescence microscope (IX81, Zeiss) accompanied by
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an electron multiplying EM-CCD camera (C9100-02, Hamamatsu) con-
trolled by the image acquisition software Simple PCI. To extract the
average intensities of each feature from the obtained pictures, a home-
built java program called ScanArray is used. The detailed information
about the software is available at [92].
(ii) For the second set of experiments (compare Sec. 5.6) we need to remove
the hybridization solution from the surface before scanning the array. On
that account we first wash the microarray surface using a non-stringent
washing buffer with high salt concentration (6×SSPE) for one minute
to stabilize any possible duplexes. Afterwards we use a final washing
buffer (0.1×saline-sodium citrate) for a few seconds. This step removes
remaining salt from the previous washing step and thereby prevents salt
from crystallizing on the microarray during subsequent drying. To scan
the microarrays we employ a Genepix 4400A Molecular device scanner
with a resolution of 2.5µm [144,145]. For quantitative image analysis of
fluorescence intensities on a microarray we use a NimbleScan (Roche-
NimbleGen) [146], which assigns the obtained intensities to each feature
based on the corresponding microarray design [146].
3.2 Fluorescence Anisotropy
As discussed in Chap. 2 fluorescence anisotropy (FA) measurements are based
on the rotational diffusion of the fluorescent molecules. Therefore, FA is a
suitable method to detect changes in the rotational movement of molecules
due to a change of their mass. In the scope of this work, we employ FA to
study DNA hybridization under different conditions.
The home-built setup is illustrated in Fig. 3.2. We use a cw frequency dou-
bled Nd:YAG laser (Compass 215M-50, Coherent) at an output wavelength
of 532 nm to excite the fluorophore attached to the DNA strands. The ex-
citation laser power varies, however, depending on the fluorophore and its
concentration. As the laser can only be operated at a fixed optical power
we attenuate it by an appropriate set of neutral density filters (ND filters,
Thorlabs) to the desired value. For a better illumination of the sample we
expand the laser beam by a factor of 5 using a Galilean telescope, combina-
tion of two lenses (ACN127-020-A with f=-20 mm and AC254-100-A-ML with
f=100 mm, Thorlabs). Subsequent to the telescope, the excitation light is
forwarded to a polarizing beam splitter (PBS A, item CCM1-PBS25-532/M,
Thorlabs). While its horizontally polarized element is blocked, the vertically
polarized element of a laser light enters a cuvette (105.250-QS, Hellma) con-
taining the sample. Here, the fluorescently labeled DNA strands are excited
and the subsequently emitted fluorescence is collected by a plano-convex lens
(LA1540-A, Thorlabs) perpendicular to the propagation direction of the exci-


































Figure 3.2. Illustration of the home-built experimental setup used to
measure fluorescence anisotropy. The excitation light at 532 nm (green)
is expanded by a telescope. Its vertically polarized component is sep-
arated at a polarizing beam splitter (PBS A) and used to excite a flu-
orescently labeled sample. The re-emitted fluorescence light (red) is
collected by a lens and split at PBS B into components parallelly and
perpendicularly polarized with respect to the excitation light. Resid-
ual excitation is removed by a notch filter. Two photomultiplier tubes
(PMTs) are used to measure the fluorescence intensities in both output
channels of PBS B. Lock-in amplifiers in connection with a polarization
rotator (driven at 0.5 Hz) and PBS A improve the signal-to-noise ratio.
(b) (1) Excitation light is modulated by the rotator and PBS A. (2) The
output signal of the PMTs exhibits the same modulation, but super-
imposed with noise. (3) Eventually, the lock-in amplifiers demodulate
the detected signal, yielding a clean DC output. Adapted with permis-
sion from [135], IOP Publishing Ltd on behalf of Deutsche Physikalische
Gesellschaft.
filter (NF533-17, Thorlabs). The parallel (I‖) and perpendicular components
(I⊥) of the emitted light are then separated by a polarizing beam splitter
(PBS B, CCM1-PBS21/M, Thorlabs) into two channels. Each component is
detected with an individual photomultiplier (PMT, H9305-04, Hamamatsu).
The electrical output of the PMTs is quite noisy, leading to large error
bars of the obtained anisotropies. To improve the signal-to-noise ratio we
used a DSP lock-in amplifier (7265 Signal Recovery, Advanced Measurement
Technology (AMETEK)). To modulate the amplitude of the excitation light
an achromatic switchable polarization rotator (ARCoptix) is inserted prior to
PBS A. The rotator is driven at a frequency of 0.5 Hz leading to the modu-
lated pattern of excitation light and PMT output as shown in Fig. 3.2 (b).
The latter is fed into the lock-in amplifier with the cut-off frequency set to
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50 mHz. The demodulated lock-in output is now free of all high frequency
noise contributions. In the following we explain how the lock-in amplifier in
combination with the rotator works.
3.2.1 Amplitude Modulation
To achieve the required amplitude modulation of the excitation light, we em-
ploy the aforementioned sequence of optical polarization rotator and PBS. The
rotator switches the polarization of the excitation light between horizontal and
vertical at a frequency of 0.5 Hz. As only the vertical component of the light
is reflected by PBS, the polarization modulation translates to the amplitude
modulation at its output. For a maximal contrast of the modulation pattern
the principle axis of a rotator and PBS are aligned with respect to each other.
In order to rotate the incident light by 90◦ the principle axis of the rotator
must be either parallel or perpendicular to the polarization of the incoming
light. We use a half-wave plate prior to the rotator at the excitation path to
insure that the laser light is only vertically polarized. Fig. 3.3 shows the mod-
ulated optical output of the PBS (red) along with the electrical output of its
driver (black) for different frequencies. For a fast operation of the lock-in am-
plifier high modulation frequencies are required. It can be seen, however, that
the rotator overshoots at its falling edge, which becomes dominant towards
high frequencies (compare (a) through (d)). Therefore, for the presented ex-
periments we employed a repetition time of T = 2 s, corresponding to the
frequency of 0.5 Hz as shown in (a).
3.2.2 Lock-in Amplification Technique
Lock-in amplifier can be used to detect a weak DC signal that is mostly
obscured by a large background noise. The lock-in amplifier takes the input
signal Vin = Vi sin(ωi · t + θi) at a frequency of ωi and multiplies it with a
reference signal Vref = Vr sin(ωr · t+θr) at ωr. The resulting mixed signal Vmix
can be written as








ViVr sin((ωi + ωr) · t+ θi + θr), (3.1)
where we used the trigonometric equation to separate the expression into the
difference frequency and sum frequency terms. In a second step the Lock-in
amplifier integrates Vmix over a given period. If this time is long compared to
the difference and sum frequency terms in Eq. (3.1) and ωi 6= ωr they will be
averaged to zero. If it is, however, ωi = ωr, we obtain the averaged output
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Figure 3.3. The electrical output pulse of the driver (black) and the
laser pulse after the PBS (red) at different driven frequencies of 1 Hz,
2 Hz and 5 Hz at (b), (c) and (d) lead to a disturbing overshoot at the
rotator signal. However, by setting the frequency to 0.5 Hz as shown in





ViVr cos(θi − θr). (3.2)
This effect can be used in our experiment as a narrow filter, which mostly
removes the noise caused by the detectors. We modulate a DC signal at a
frequency of 0.5 Hz by using the combination of the rotator and a PBS (refer to
Sec. 3.2.1). As we use the electric output of the polarization rotator driver as
an external reference signal source for the lock-in amplifier, the demodulation
and integration described above suppresses all noise frequency components
other than 0.5 Hz while recording the desired DC signal. The integration time
of the lock-in amplifier is set to 20 s.
3.2.3 Grating Factor Measurement
As illustrated in Fig. 3.2, the anisotropy r is obtained by first separating the
emitted fluorescence at a PBS into two components parallelly and perpendic-
ularly polarized with respect to the excitation polarization and subsequently
25
3. Material and Experimental Methods
measuring the corresponding intensities I‖ and I⊥. The anisotropy can be





Both detection channels might exhibit differing sensitivities η either due to
different transmission losses or detector efficiencies in the individual channels.
These effects are accounted for in Eq. (3.3) by the grating factor g = η‖/η⊥.
In the scope of our experiments, we determine g in the following manner:
first, a half-wave plate (HWP) is inserted in the emission beam path prior
to the PBS. Rotating the HWP by an angle β redistributes the polarization
components of the fluorescence between both detectors. In the following we
derive the dependency of the detected signals on β and g.
Assume that I‖ and I⊥ are the polarization components of the fluorescence
prior to the HWP. With its fast axis set to an angle of β with respect to the
excitation polarization, the emitted fluorescence is rotated by 2β. Accordingly,
at the output of the PBS we find the new intensities I ′‖ and I
′
⊥ given by
I ′‖ =I‖ cos
2 (2β) + I⊥ sin
2 (2β) and (3.4)
I ′⊥ =I‖ sin
2 (2β) + I⊥ cos
2 (2β) . (3.5)







[121] and the overall intensity by I0 = I‖ + I⊥. Using
the trigonometric identities cos2 (2β) = (1 + cos (4β))/2 and sin2 (2β) = (1−








{1− P cos (4β)} . (3.7)
Note that the polarization P , similar to the anisotropy r, indicates the rota-
tional mobility of the fluorophores: assuming that the dyes do not rotate at all,
we find P = 1, which corresponds to I‖ = I0 and I⊥ = 0, i.e. to emission from
dipoles ideally aligned with the excitation light polarization. In case of fast
rotation, however, the emission is entirely isotropic (I‖ = I⊥ = I0/2) resulting
in P = 0. As described in Sec. 3.2, we measure the fluorescence intensities us-
ing photomultiplier-tubes, whose output is subsequently amplified by Lock-in
amplifiers. The obtained output voltages U‖ and U⊥ are proportional to the












{1− P cos (4β)} , (3.9)
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where η‖ and η⊥ correspond to the desired detection sensitivities. We see that
the voltages of both detection channels oscillate with opposite phase around
average values given by 〈U‖,⊥〉 = g‖,⊥I0/2. Moreover, the amplitude of these
oscillations is determined by the polarization P . Eventually, by introducing
an angle-offset β0, we obtain the fitting functions
U‖ =〈U‖〉 {1 + P cos (4β − 4β0)} and (3.10)
U⊥ =〈U⊥〉 {1− P cos (4β − 4β0)} . (3.11)








The measurements of both voltages U‖ and U⊥ as a function of β are shown
in Fig. 3.4 for single stranded DNA labeled with (a) Atto 532 and (b) Cy3.
The red and blue lines correspond to fits based on Eq. (3.10) and Eq. (3.11).
As both parameters P and β0 must be identical for both channels, they were
only fitted for U‖, but fixed for U⊥. The averages intensities 〈U‖〉 and 〈U⊥〉
obtained from the fit are indicated by the red and blue dashed lines in Fig. 3.4,
respectively. Eventually, their ratio reveals gAtto 532 = 0.54 and gCy3 = 0.57
according to Eq. (3.12).
















































Figure 3.4. Measured voltages of both detectors U‖ (circles) and U⊥
(diamonds) as a function of half-wave plate angle β. The blue and
red curves correspond to fits based on Eq. (3.10) and Eq. (3.11). The
measurements were performed for single stranded DNA samples labeled
with (a) Atto 532 and (b) Cy3. The dashed lines correspond to mean
voltages 〈U‖〉 and 〈U⊥〉 obtained from the fitting procedure. Adapted
with permission from [135], IOP Publishing Ltd on behalf of Deutsche
Physikalische Gesellschaft.
3.2.4 Anisotropy Error Estimation
As we discussed above we employed a lock-in amplifier to reduce the noise
of the PMT signals. The integration time of the lock-in amplifier was set
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to 20 s, which implies that drifts, oscillations, and noise sources with char-
acteristic time constants above 20 s still appear in our measured time trace,
which is displayed in Fig. 3.5 (a) for an exemplary anisotropy measurement
with a duration of 10 min. As can be seen, the time trace shows clear oscilla-
tions, indicating correlated noise. The standard deviation quantifies errors for
uncorrelated noise sources and is therefore unsuitable for our measurements.
Instead, we divide the overall measurements into adjacent segments of length
τcorr, where τcorr is the characteristic time over which it sustains the correla-
tion. We can now assume that the averages of all individual compartments
are independent and their standard deviation is a meaningful measure of the
overall error. To obtain τcorr, we evaluate the autocorrelation of the time trace,
as shown in Fig. 3.5 (b). Fitting the central peak with a Gaussian function
(red curve), we find τcorr = 50 s (half width at 5% of a maximum), which is
in a reasonable relation with the integration time of the lock-in amplifier. In
the Chap. 4 all anisotropy results are displayed along with the twofold stan-
dard deviation, i.e. a 95% confidence interval, as described here. For this
particular time trace shown in Fig. 3.5 (a), we obtain an average anisotropy
of r = 0.0734 and an absolute error of ∆r = 0.0004, which corresponds to
a relative error of 6%, as opposed to a relative error of > 50% we typically
obtained without using a lock-in amplifier.














































Figure 3.5. (a) The anisotropy as a function of time for a measurement
of a duration of 10 min as an example. (b) The corresponding autocor-
relation function of the measured anisotropy. Fitting the central peak
with a Gaussian function results in τcorr = 50 s. Negative correlation
occurs due to the limited time interval.
Note that in the FA experiments the absolute values of anisotropy for the
same strand(s) can vary. This depends on the lock-in settings, optical align-
ment and other technical factors. For measurements with small anisotropy
changes the relative errors are apparently larger which may influence the
measurement outcome. However, our results are based on relative changes
in anisotropy and not the absolute values.
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Figure 3.6. The previous FCS setup consist of a commercial inverted
microscope. The green laser light (532 nm) after expansion by a tele-
scope is reflected by a dichroic mirror (DM) to a water immersion ob-
jective (green path). The laser light is focused to the sample through
the objective and excites the fluorescently labeled sample. The emit-
ted light is then transmitted through the DM and is focused through
a tube lens (TL) to a  50µm pinhole (PH). A photomultiplier tube
(PMT) detects the emitted photons and a correlation hardware records
the autocorrelation function (red path).
3.3 Fluorescence Correlation Spectroscopy
Fluorescence correlation spectroscopy (FCS) as we described in Chap. 2 is a
technique that is used to investigate the diffusion and the internal kinetics of
the fluorescently labeled molecules. Fig. 3.6 shows the schematic of our for-
mer setup. Prior to the experiments performed for the presented work, a FCS
setup based on a commercial inverted microscope (Axiovert 135, Zeiss) was
established within our working group, which was used in the scope of [147].
The setup is schematically depicted in Fig. 3.6 and works as follows: a fre-
quency doubled ND:YAG laser with output wavelength of 532 nm (green beam
path) is used as an excitation source. Prior to the microscope, the laser light
is expanded with a telescope to illuminate the entire aperture of the micro-
scope objective (water immersion, C-Apochromat 40X, NA=1.2, Zeiss). The
excitation light enters the microscope via its rear side and is directed towards
the objective by a dichroic mirror (DM). The dichroic mirror is chosen such
that it reflects the excitation, but transmits the fluorescence light. The laser
light is focused to the sample by the objective, where it excites the fluorophore
molecules. The subsequently emitted fluorescence light is collected and colli-
mated by the objective and directed towards the detection channel (red beam
path). In order to block residual excitation laser light a band pass filter (BP,
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HQ585/40M, Chroma) is inserted to the emission path. Afterwards, the flu-
orescence is focused by a tube lens (TL, f = 165 mm, complementary to
an objective) onto a pinhole (PH, P50C,  50µm, Thorlabs). Thereby, the
overall microscope is operated as a confocal microscope. The pinhole defines
the size of the confocal volume. Eventually, we use a photon counting head
(H10682, Hamamatsu, photomultiplier tube PMT) to detect the emission. A
photon counting hardware correlator (Flex99R-480, Correlator) with a time
resolution of 480 ns that is connected to a PC evaluates and records the au-
tocorrelation function. Although this setup was fully functional, it suffered
from a number of shortcomings, which restricted its versatility:
(i) The single photon detectors showed afterpulsing, i.e. they generate a
second pulse shortly after the detection of a photon, although no second
photon was present. This leads to a number of false coincidences at a
time scale, where molecular dynamics of interest can occur.
(ii) Due to a small detection efficiency of the PMT (η = 9 % at 600 nm)
the obtained count rates were low. The integration time of correlation
measurements scales inverse quadratically with the count rates. There-
fore, a series of measurements with a good statistics required a long
measurement time.
Fig. 3.7 shows the new setup. The main idea was to construct an entirely
homebuilt confocal microscope. This has the advantage that all components
are customized and interchangeable and the beam path is accessible and ad-
justable at any position within the setup in contrast to entirely encapsulated
commercial microscope. We used the same green laser for the excitation. How-
ever, the light is not directly forwarded to the microscope but first coupled to
a single mode fiber (SM fiber, P3-460B-FC-2, Thorlabs) for which we assume
a mode field diameter of MFD=3.8µm1. This fiber acts as a spatial mode
filter leading to a clean Gaussian beam profile at its output. Moreover, the
diameter of the output beam can be chosen easily via the focal length of the
collimation lens making the telescope of the previous setup obsolete. For this
purpose we employed an aspheric lens (AL, C560TME-A, Thorlabs) with a




= 2.47 mm, (3.13)
where λ = 532 nm is a laser wavelength. Subsequent to the fiber a laser line
filter (LLF, FL532-10, Thorlabs) is used to suppress Raman light created by
the excitation light inside a fiber. The collimated green light is reflected by a
plate beamsplitter (plate BS, BSS10R, Thorlabs, reflectivity 30 %) placed at
1Thorlabs reports the MFD of 2.8-4.1µm at a wavelength 488 nm. Here we assume the





















Figure 3.7. The green laser light after coupling in and out of a single
mode fiber (SM) and passing through a laser line filter (LLF) is reflected
by a plate beam splitter (BS) to the objective. The excitation light
is focused through the water immersion objective to the fluorescently
labeled sample. The fluorescence emission is collected by the objective
and is transmitted through the plate BS. A notch filter (NF) removes the
excitation light in the emission path. The fluorescence light is imaged by
a tube lens (TL) to the core of the multimode fiber (MM). A shortpass
filter (RSP) is used to block the Raman light coming from the water
and a sample. The emission is then separated into two channels using a
beam splitter (BS) and is focused into two detectors (APD) using two
aspheric lenses (AL). Two shortpass filters (SP) are employed in front of
each APD to block the afterglow. Eventually a correlator cross-correlates
the outputs of the detectors.
45 ◦ with respect to the incident beam. Here, the achromatic BS was preferred
to a DM to sustain flexibility in choosing the excitation wavelength and em-
ployed fluorophore. The excitation light passes through the water immersion
objective (C-Apochromat, magnification M = 40, Zeiss) and enters a chamber
including a fluorescently labeled sample. As the diameter of the collimated
excitation light dla is much smaller than the aperture of the objective (in the
order of 1 cm), we are allowed to use Gaussian beam optics to determine the
diameter of the excitation volume dex in the sample [149]. We consider the
lens system of collimation lens and objective as a microscope, imaging the
fiber core into the sample. Accordingly, we find a magnification of fobj/fcol1
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The laser light excites the fluorescently labeled molecules which in turn emit
fluorescence. The emission is collected by the objective and 70 % of it is
transmitted through a plate BS. A notch filter (NF, NF533-17, Thorlabs) is
used to block the residual laser light in the emission path. We use a tube
lens (TL, 165mm-10x Axio Imager, Zeiss) to image the fluorescence light into
the dcore =50µm core of the multimode fiber (MM fiber, M42L05, Thorlabs).
The core of the fiber plays a role of a PH and accordingly defines the confocal
volume. In particular it determines the resolution of the microscope in axial
direction. Due to the limited size of all optical elements a single point in
the sample is imaged to an Airy disc with a diameter of ≈ 1.22 ·Mλ/NA =
21.6µm, where NA = 1.2 is the numerical aperture of the objective. As the
Airy disc is less than half as wide as the pinhole, the confocal microscope
is operated in the geometrical optics limit and the diameter of the confocal
volume in axial direction is given by [149]:
dax ≈ 1.699×
√
2 · n · dcore
M ·NA = 3.34µm, (3.15)
where n = 1.33 is the refractive index of water as an immersion medium. In





Since dex < dc, we employ dex in order to calculate the confocal volume which






2d2ex · dax = 2.97 fL. (3.17)
To obtain the desired autocorrelation G(τ), we detect the fluorescence
photons in a so-called Hanbury-Brown-Twiss interferometer (HBT) [150]. On
that account, we first collimate the fluorescence light exiting the MM fiber
using a collimation lens with fcol2 =30 mm (#49-662, Edmund optics). The
light then is split at a BS (BS016, Thorlabs) and focused using two lenses
(#49-659, Edmund optics) to the active area of single photon counting silicon
avalanche photodiodes (APD, PDM series, Picoquant) that detect the emis-
sion in each channel. Cross-correlating the output of each APD yields G(τ).
This approach has mainly two advantages:
(i) The afterpulses of both detectors are not correlated. Accordingly, no
coincidences due to after pulsing will appear in G(τ) when using two
detectors.
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(ii) The employed APDs feature a high quantum efficiency (ηAPD =45 %
at 600 nm) compared to the PMTs (ηPMT =9 % at 600 nm), speeding
up the measurements by a factor of 25. However, to achieve the full
quantum efficiency, it is necessary to illuminate the entire active area of
the APD without cutting any light. Here we choose to focus the light
with aspheric lenses (AL, #49-659, Edmund optics) with fAPD =20 mm,
leading to the beam waist of




which equals around 70% of the APD’s active area of =50µm. To verify
the improved detection efficiency we feed the same signal to the PMT and
to the HBT interferometer and obtain the count rates of cPMT = 50 kHz
and cAPD = 124 kHz for a single APD. Considering the maximum afterpulse
probability of 3% (factor of 1.03 in equation below) for both detectors and the
HBT transmission of the 93% (factor of 0.93) between MM fiber and APD,






= 49 kHz. (3.19)
c′APD =
124 kHz
0.5× 0.93× 1.03 = 259 kHz, (3.20)
where factor of 0.5 considers that the photons are distributed to two detectors
at BS inside the HBT interferometer. The ratio of the count rates is c = 25949 =
5.2, which is exactly the ratio of the detection efficiencies reported in the data
sheets of both detectors (ηPMT =9 %, ηAPD =45 % at 600 nm). Single photon
counting APDs often show a so-called afterglow [151], i.e the emission of a light
pulse during its avalanche process. These photons have a broad spectral range
between 700 nm to 1000 nm with a peak at 950 nm. In our HBT interferometer
these photons might travel the same path as the fluorescence, be reflected at
the facet of the MM fiber and eventually be detected by the other APD,
causing cross-talk (compare blue beam path in Fig. 3.7). We suppressed the
cross-talk by using two shortpass filters (SP, #64-606, Edmund optics) with a
filter edge at 725 nm, one in front of each APD. To measure the correlation we
connect the APDs to the two channels field-programmable gate array (FPGA)
evaluation kit (Spartan SP-605, Xilinx), which is operated using the software
presented in [152]. The time resolution of the device is 4 ns which allows us
to access the shorter times compared to the Flex99R-480.
The interaction of an excitation laser light and the water on the objective
and inside the sample leads to Raman scattered photons. These photons, if
detected, cause a strong background, which effectively decreases the correla-
tion height. Therefore, it is necessary to spectrally remove Raman photons.
To identify a suitable filter, we measured the Raman peak of the distilled wa-
ter for different excitation wavelengths (440, 450, 470, 480) nm using a spec-
trofluorometer (FP-6500, JASCO). Fig. 3.8 (a) shows the recorded spectra,
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which exhibits the Raman peaks for different detection wavelengths λex while
Fig. 3.8 (b) shows their central Raman wavelength λRaman as a function of
the excitation wavelength λex. The central energy of the Raman peak ERaman
is always shifted by a constant amount c, the wavenumber of the water, with
respect to the excitation energy Eex according to ERaman = Eex − c. As the








We fit the data in Fig. 3.8 (b) using Eq. (3.21), where c is a fitting parameter.
We find c = 3350 cm−1 which is in a perfect agreement with literature [153].
Using the value of c, we find a Raman peak of λRaman = 666 nm for the
green laser excitation λex = 532 nm. To block the Raman emission we use a
Raman shortpass filter (RSP, FESH0600, Thorlabs) with a cut-off wavelength
at λ = 600 nm.













































Figure 3.8. (a) The Raman emission for different excitation wavelength
λex. (b) The Raman peak λRaman as a function of excitation wavelength
λex. The fit gives a wave number c of water.
In order to verify the operation of our setup we determined the diffusion
constant of the Rhodamin 6G and compared it with the reported value from
the literature. Fig. 3.9 shows the measured autocorrelationG(τ) of the diluted










where a, N and τdiff are treated as free parameters. From the fit we obtain
τdiff = 0.32 ms. The diffusion time can be related to the diffusion coefficient
Dcoe via Dcoe = d
2
ex/16τdiff [141]
2. Using dex from Eq. (3.14) and τdiff =
2In this equation we should use the diameter of the confocal volume dc but since dex < dc,
we used dex instead
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0.32 ms we find the diffusion coefficient Dcoe = 2.5 × 10−6 cm2/s in excellent
agreement with the reported value Dcoe = (2.8± 0.3)× 10−6 cm2/s [133,154].










Figure 3.9. Autocorrelation G(τ) for the Rhodamin 6G. By fitting the
data we determine the diffusion time τdiff.
We planned to use our FCS setup to perform supplementary experiments
with two color cross-correlation using a green laser to excite both fluorophores.
This enables to study the binding and unbinding dynamics of two DNA
strands, tagging each with a different fluorophore and cross-correlating their
corresponding emission. Such experiments require a pair of two fluorophores
that fulfill a number of conditions:
(i) Both can be efficiently excited with green laser
(ii) Their emission spectra need to be well separated, so that optical cross-
talk between the detection channels can be supressed using appropriate
filters.
(iii) The fluorophores need to be attachable to DNA strands
One of the best available combinations of fluorophores we are aware of that
meeting all conditions is Yakima yellow and Atto 647N, whose ideal emission
spectra are illustrated in Fig. 3.10 (a) [155]. The employed filters are addi-
tionally shown. At the Yakima channel we placed a shortpass filter (SP600,
FESH0600, Thorlabs) with the edge at λ = 600 nm separating it from the
Raman light and the emission of Atto 647N. For the Atto 647N channel we
used a longpass filter (LP665, et665LP, Chroma) with the edge at λ = 665 nm
instead. Moreover, at this channel we employed a shortpass filter (SP725,
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#64-606, Edmund optics) against the afterglow. The integrated areas under
the red and blue shaded areas are proportional to the detected fluorescence in-
tensities within the filter windows. We observe that the ideal spectra are well
separated. Fig. 3.10 (b) shows the measured spectra of both fluorophores
taken with a commercial grating spectrometer (SP2500A, Princeton instru-
ments). It can be seen that both spectra are significantly shifted and broad-
end compared to (a). In particular, the Yakima fluorescence leaks into Atto
647N channel (gray area) contributing around 7 % to its overall signal. The
leakage causes a false cross-correlation that leads to a wrong interpretation
of the measurements. As no better fluorophore combination could be found,
this approach to two color correlation was not further pursued in scope of the
present work.



































Figure 3.10. (a) The reported emission spectra of Yakima yellow
(red) and Atto 647N (blue). (b) Experimentally determined spectrum
of Yakima yellow (red) and Atto 647N (blue). The dashed lines in (a)
and (b) show the cut-off wavelength of the applied filters. The red and
blue regions show the detected emissions of Yakima in channel 1 and
channel 2, respectively. The Yakima emission in (b) is shifted compared




DNA Hybridization in Bulk
Copyright notice: All results presented in this chapter were
originally published in [135] (Copyright © 2019 The Authors.
Published by IOP Publishing Ltd on behalf of Deutsche Physikalis-
che Gesellschaft).
In this chapter we investigate the binding of DNA strands in bulk exper-
iments. We first determine the binding affinity of two single DNA strands in
a pairwise manner using fluorescence anisotropy and fluorescence correlation
spectroscopy. It turns out that the results from both techniques disagree for
some of the obtained binding constants. This suggests that the definition of a
bound state depends on the given experimental situation. Moreover, we study
competitive situations where two target strands compete to bind to a common
complementary probe. In most cases the results can not be explained based on
the determined individual binding constants of the competitors. We conclude
that both binding partners interact, leading to cooperative behavior.
4.1 Three Strands Binding Model
To interpret the binding of two DNA strands we use the extended Langmuir
isotherm as explained in Sec. 2.4. In the present section we derive model
functions that will be used to interpret our measurements for three strands.
On that account we establish rate equations for the participating species that
are solved at equilibrium, comparable to our approach presented in Sec. 2.4.
They yield equilibrium concentrations ceqi of species i as a function of the un-
derlying binding constants. Employing ceqi in Eq. (2.20) leads to an anisotropy
expression that we use to fit the experimental data.
All competition experiments including three strands that are considered
in this work have in common a labeled target L and an unlabeled target U
competing to bind to the same probe P . While the initial concentrations of
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L and P , ciniL and c
ini
P , are fixed, the concentration of U , c
ini
U is varied. Both
targets L and U are designed such that they do not hybridize to each other.
In the following we develop models describing two situations: (i) both targets
L and U do not overlap on the probe, thus they can simultaneously bind to
P and form a triple P -L-U (Fig. 4.1 (a)). (ii) Since the targets overlap on
the probe they do not bind to P at the same time. They form the duplexes
P -L and P -U with the probe (Fig. 4.1 (b)). We refer to these two situations




P-L U P-U L
Figure 4.1. (a) Simultaneous binding: the unlabeled green target (U)
and the red labeled target (L) do not overlap on the blue probe (P ).
Therefore, they bind simultaneously to the probe and form a triplet P -
L-U . (b) Exclusive binding: the red labeled and green unlabeled targets
overlap on the probe. The unlabeled target removes the labeled target
and forms a duplex P -U with the probe.
4.1.1 Simultaneous Binding Model
Considering the two target strands L and U do not overlap on the probe P , we
assume that the hybridization of one of them to the probe is not influenced by
the presence of the other. Introducing the target U to a solution containing
P and P -L leads to the formation of duplex P -U and triplet P -L-U . We here
show that in this case the change in the anisotropy still follows the extended












Since we assume that the binding of U to P -L is not influenced by the presence
of L, the rate constants k+ and k− for both reactions in Eq. (4.1) and (4.2)
are equal. The sum of the two corresponding rate equations at equilibrium
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P as a function of initial
















Comparing Eq. (4.4) with Eq. (2.10) we find that ceqPU + c
eq
PLU , the solution










We proceed by introducing the molar fractions q0P and q
0
PL of P and PL,
respectively, in case the target strand U is not present, i.e. ciniU = 0. Since we
assume L and U independently bind to the probe, it follows that U hybridizes
with probability q0P to P forming P -U and with q
0
PL to P -L forming P -L-U .






















Writing the total anisotropy r and inserting qL + qPL + qPLU = 1 leads to
r = rLqL + rPLqPL + rPLUqPLU
= rL (1− qPL − qPLU ) + rPLqPL + rPLUqPLU
= rL + (rPL − rL) qPL + (rPLU − rL) qPLU . (4.8)
Since any change in ciniU does not affect the fraction of bound strand L, we
find q0PL = qPL + qPLU . Using this expression in Eq. (4.8) yields
r = rL + (rPL − rL) q0PL + (rPLU − rPL) qPLU . (4.9)




L and Eq. (4.7) for c
eq
PLU and introducing the ab-
breviations a = rL + (rPL − rL) q0PL and b = (rPLU − rPL) q0PL/ciniL leads to
the final expression for the anisotropy r







Comparing Eq. (4.10) to the extended Langmuir expression for the hybridiza-
tion of two strands Eq. (2.10), we find that here only a and b are defined dif-
ferently. We use Eq. (4.10) to fit the anisotropy data in simultaneous binding
experiment. While a, b and KU are fitting parameters, all initial concentra-
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4.1.2 Exclusive Binding Model
In contrast to simultaneous binding situation, here the labeled strand L and
the second unlabeled target U compete to bind to the unlabeled probe P . As
before, the concentration of the unlabeled strand is varied, while the other
two concentrations are kept constant. The two reactions that can occur in











which corresponds to the rate equations:
dcPL (t)
dt
= kL+cL (t) cP (t)− kL−cPL (t) and (4.12)
dcPU (t)
dt
= kU+cU (t) cP (t)− kU−cPU (t) . (4.13)







































− ceqPU = 0. (4.15)






the scope of our work these equations were solved numerically yielding ceqPL




L , and c
ini
U as well as KL and KU . Note that
the solution can also be analytically found by converting the system into a
single cubic function, whose roots can be found using Cardano’s formula [156].
However, as it is long and offers no valuable insight we omit to give it here.
We now rewrite the anisotropy equation Eq. (2.20) for these reactions in the
following form:










Here, rL and rPL are the anisotropies of the labeled single strands and the
duplexes P -L, respectively. We use Eq. (4.16) to fit the anisotropy data in
the exclusive binding experiments. While all initial concentrations are known,
KL and KU as well as rL and rPL are free parameters.
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Figure 4.2. Fluorescence anisotropy r as a function of unlabeled strand
concentration ciniU using the exclusive binding model. The black solid
reference curve represents the theoretical curve for KU = 10× 109 M−1,
KL = 1×109 M−1, rL = 0.5 and rPL = 1. The blue dashed, green dash-
dotted, and red dotted curves correspond to the different combinations
of binding constants (c.f. inset), that are fitted to the reference curve (rL
and rPL are free parameters). The curves with the ratio κ = KU/KL =
10 are hardly distinguishable from the reference curve but the red dotted
curve with κ = 30 differs. Adapted with permission from [135], IOP
Publishing Ltd on behalf of Deutsche Physikalische Gesellschaft.
We find that fitting KL and KU simultaneously leads to a large error and
therefore we cannot obtain the absolute values of both KL and KU using
Eq. (4.16). It turns out that the qualitative shape of the model function is
mostly determined by the ratio of the binding constants κ. To clarify this we
plot the anisotropy r as a function of ciniU using Eq. (4.16) for the exemplary
binding constants KU = 10 × 109 M−1 and KL = 1 × 109 M−1 (i.e. κ = 10)
and the anisotropies rL = 0.5 and rPL = 1. The black solid curve (’reference’
curve) in Fig. 4.2 corresponds to the theoretically generated curve. For what
follows, we treat the reference curve as a hypothetical set of experimental
data, which we attempt to fit using the exclusive binding model. For the fit,
we fix all binding constants and only treat the anisotropies as free parameters.
The blue dashed and green dash-dotted curve correspond to combinations of
binding constants that yields κ = 10 as well. It can be seen that the fits
convincingly describe the reference curve. The red dotted curve, on the other
hand exhibits a larger κ = 30 and the corresponding fit clearly differs from the
reference. Therefore, in the following to fit the data with exclusive binding
model, we take the value of one of the binding constant from the individual
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binding experiments as a fixed input parameter and only fit the ratio κ. The
anisotropies of the single strand (rL) and molecular complex (rPL) are free
parameters. In the following For all the experiments performed with FA, we
show the average anisotropies accompanied with the corresponding 95% error
bars as we described in Sec. 3.2.4.
4.2 DNA Strands Under Consideration
Table 4.1. Set 1 includes probe P, strand 1 (S1), strand 2 (S2). Strands
S1 and S2 bind to distinct segments of P. The modification strands S2−2b,
S2−3b and S2−4b of strand S2 have additional 2, 3 and 4 overlapping








Table 4.2. Set 2 consists of a probe P, perfectly matching target PM.
Sequences MME and MMM are modifications of PM with a single mis-







In order to study the binding of the DNA strands in bulk we consider two
sets of sequences, set 1 and set 2, that are listed in Tab. 4.1 and Tab. 4.2.
We did not find any stable secondary structures by checking the designed
sequences with the Nupack web server. Set 1 includes the probe P and the
targets S1 and S2 that bind to the segment of the probe. Targets S2−2b, S2−3b
and S2−4b, on the other hand, are the modification of a S2 with 2, 3 and 4
additional bases which overlap with S1 on the probe. In set 2, the targets PM,
MME and MMM have the same length as a probe P . While PM perfectly
matches to a probe, MME and MMM have a single mismatch towards the end
or in the center of the strand, respectively. At the end of Sec. 4.4.3 we show
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the results after modifying the sequences in set 2. We perform all experiments
below the corresponding melting temperatures. More specifically, we chose
room temperature 23 ◦C (RT) for set 1 and 44 ◦C for set 2.
Some remarks on our notation: we indicate the hybridization between
strands by use of a hyphen, e.g. P-S1 signifies a binding of the strand 1 to the
probe. Moreover, all concentrations are written as cx, where x indicates the
sequence name (e.g. cPM refers to the concentration of PM). All sequences in
set 1 are denoted by cx for the concentration of Sx (e.g. c1 is the concentration
of S1).
4.3 DNA Strands Binding Assay on Set 1
In this section we investigate the sequences from set 1 as given in Tab. 4.1,
where target strands S1, S2, S2−3b and S2−4b are shorter than probe P , but
fully complementary to it (see Sec. 4.2). First we present our results from
anisotropy for the pairwise binding of a target to the probe and later we
demonstrate the situation where apart from the probe, two targets are at the
same time present in the solution.
4.3.1 Pairwise Binding
To determine the binding constant for individual binding of a target to the
probe, all targets here are labeled with Atto 532, which is attached to the
5’ end of S2, S2−3b and S2−4b but to the 3’end of S1. To determine the
binding affinity of the pairwise binding of two DNA strands with fluores-
cence anisotropy the concentrations of the labeled strand, here the targets,
are kept constant while the concentration of the unlabeled probe is changed.




2 = 10 nM and
for strands S2−3b and S2−4b it is cini2−3b = c
ini
2−4b = 5 nM. The parallel and
perpendicular components of the emission light I‖ and I⊥ for different con-
centrations of the probe ciniP are determined. The anisotropy is then calculated
using Eq. (2.18). With increasing probe concentration the probe-target du-
plex concentration increases, which causes a rise in the measured anisotropy
until saturation is reached. Fig. 4.3 shows the anisotropy as a function of
cP for P-S1 (data: circles), P-S2 (data: diamonds), P-S2−3b (data: triangles)
and P-S2−4b (data: squares) hybridizations. In order to obtain the bind-
ing constants for these reactions the anisotropy data are fitted using Lang-
muir isotherm Eq. (2.10). The binding constant K and the anisotropies of
the labeled single strand rL and double helix rPL are free parameters. The
fit leads to the individual binding affinities K1 = (8.1± 0.1) × 108 M−1 for
P-S1 (red solid curve), K2 = (4.8± 1.8) × 109 M−1 for P-S2 (blue dashed
curve), K2−3b = (1.1± 0.3) × 1010 M−1 for P-S2−3b (green dotted curve) and
K2−4b = (1.9± 1.5)× 1010 M−1 for P-S2−4b (violet dash-dotted curve). Since
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S2−3b and S2−4b are longer than S1 and S2, the corresponding binding con-
stants turn out to be larger. The relative error originates from the different
distributions of free to bound strands as it is predicted by the Langmuir model
Eq. (2.10). For larger values of binding constantsK the number of free strands
diminishes leading to a decreased sensitivity and increased relative error. All
obtained values are summarized in Tab. 4.3.















K1 = 8.1× 108M−1
K2 = 4.8× 109M−1
K2-3b = 1.1× 1010M−1





















Figure 4.3. Fluorescence anisotropy as a function of probe concen-
tration cp for P-S1 (data: circles, fit: red solid curve), P-S2 (data: di-
amonds, fit: blue dashed curve), P-S2−3b (data: triangles, fit: green
dotted curve) and P-S2−4b (data: squares, fit: violet dash-dotted curve)
hybridizations. The data are fitted using the Langmuir isotherm. The
dotted and dash-dotted curves are shifted vertically by 0.02 and 0.04,
respectively for better legibility. Adapted with permission from [135],
IOP Publishing Ltd on behalf of Deutsche Physikalische Gesellschaft.
Table 4.3. The individual binding constants as obtained by FA for
P-S1, P-S2, P-S2−3b and P-S2−4b at 23 ◦C. Units are 109 M−1.





4.3.2 Binding of Two Partially Overlapping Strands to a
Common Probe
In this part we perform binding experiments with probe and target S1 as well
as the second target either S2, S2−3b, or S2−4b. While S2−3b and S2−4b share an
overlapping tail with the length of 3 and 4 with S1 on the probe, S2 and S1 do
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Figure 4.4. Fluorescence anisotropy as a function of c2 for P-S1-S2
binding (data: circles). The rise in an anisotropy shows that target
strands S1 and S2 simultaneously bind to the probe P , slowing down
the rotation of the attached fluorophore. The red solid curve presents
the fit against the data using the Langmuir model, for which it was
assumed that the presence of S1 does not influence the binding of S2 to
the probe. Adapted with permission from [135], IOP Publishing Ltd on
behalf of Deutsche Physikalische Gesellschaft.
not overlap. In these experiments P and targets S2, S2−3b and S2−4b are un-
labeled while S1 is labeled with Atto 532 at 3’ end. The initial concentrations




1 = 10 nM. The concentrations of




2−4b are varied. Fig. 4.4 shows the change
in anisotropy as a function of c2. The anisotropy increases until saturation is
reached. The rise in the anisotropy suggests that S2 attaches to the existing
complex P-S1, forming a triplet P-S1-S2, which slows down the rotation of the
attached fluorophore. Note that indeed only the triplet conformation is able
to cause the rise in an anisotropy, as strand S1 carries the fluorescent label and
formation of a S1-S2 duplex can be ruled out. Since S1 and S2 do not overlap
on the probe, we assume the binding of S2 to the P is not influenced by the
presence of S1. Therefore we use simultaneous binding model Eq. (4.10) to
describe the experimental data. For the corresponding fit, we keep the bind-
ing affinity between P and S2 (K
′
2)
1 as well as the anisotropies a and b as
free parameters (see Eq. (4.10)). The fit is independent of K1. The result is
plotted as a red curve in Fig. 4.4. We obtain K ′2 = (4.3± 3)×109 M−1, which
compares well to the corresponding value determined by individual binding
K2 = 4.8×109 M−1 (cf. Tab. 4.3). As it is clear in Fig. 4.4, the fit excellently
agrees with the data, revealing that the presence of a competitor does not
affect K2. We therefore conclude that any interaction between S1 and S2 is
1Note that we assign a prime to the binding constant K2 to distinguish it from the one
determined for the individual binding in the previous section
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negligible.


















































Figure 4.5. Fluorescence anisotropy decays as a function of c2−3b and
c2−4b for reactions including P , S1 and S2−3b (a) and P, S1 and S2−4b
(b) (data: circles). The results are fitted using the exclusive binding
model. The blue dashed curves correspond to a fit, where the previously
determined binding constants K1 and K2−3b in (a) and K1 and K2−4b
in (b) are fixed. The red solid curves represent a fit using the ratio
of the binding constants κ as a free parameter, keeping only the larger
binding constants K2−3b in (a), K2−4b in (b) fixed. The shaded regions
correspond to the 95 % confidence band of the fit. The fitted ratios κfit
(red curve) remarkably deviate from the fixed ratios κfix (blue dashed
durve). In all fits the anisotropies of the single strands and molecular
complexes are free parameters. Adapted with permission from [135],
IOP Publishing Ltd on behalf of Deutsche Physikalische Gesellschaft.
Next, we perform the same experiment, but with targets S2−3b and S2−4b
instead of S2. The results shown in Fig. 4.5 (a) and (b), respectively, reveal
that the anisotropy now drops. The drop implies that the second targets
S2−3b and S2−4b compete with S1 and remove it from the probe due to the
overlapping strand. The drop in (b) is faster than in (a) reflecting the larger
binding affinity of S2−4b to the probe compared to S2−3b. Assuming there
is no interaction between the targets on the probe, we first fit the data us-
ing the exclusive binding model Eq. (4.16), taking both binding constants K1
and K2−3b in (a), K1 and K2−4b in (b) from the individual binding measure-
ments (Tab. 4.3). The anisotropies of the single strands and the molecular
complexes are free parameters (cf. Sec. 4.1.2). The blue dashed curves rep-
resent the corresponding fits. While the fit describes the data well for the
initial drop at small concentrations < 10 nM, the agreement for the satura-
tion above 10 nM is not convincing. According to our discussion given at the
end of Sec. 4.1, the qualitative shape of the curve in this range is mostly de-
termined by the ratio κ of the binding constants. In the following we treat
κ2−3b = K2−3b/K1 in (a) and κ2−4b = K2−4b/K1 in (b) as additional fitting
parameters, keeping only K2−3b and K2−4b from Tab. 4.3 constant. This pro-
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cedure assumes that in fact the interaction among the competing targets may
change the binding constant K1 of the weaker competitor - an effect which is
known as cooperative binding [157, 158]. The red solid curves represent the
corresponding fits which clearly show a better agreement with the data than
the blue dashed curves. The improvement can be quantified with the mean
square error, which is now reduced by a factor of 3 in (a) and 2 in (b) com-
pared to the blue dashed curve. Moreover, most data are contained within
the 95% confidence bands of the fits (red shaded region), suggesting that co-
operativity might indeed be a suitable assumption describing the observed






−102. This means that κ
fit
2−3b
and κfit2−4b increase around an order of magnitude compared to the fixed ratios
κfix2−3b = 13.6±5.4 and κfix2−4b = 23.6±21.6, respectively. The error of κfix is ob-
tained using the linear error propagation of the individual binding constants.
Note that for large κ the model becomes increasingly nonlinear in κ, leading
to the asymmetric error. The obtained κfit leads to K1 = 0.95 × 108 M−1 in
(a) and K1 = 0.6 × 108 M−1 in (b). Comparing these values with the value
determined by individual measurement K1 = 8.1 × 108 M−1 shows that the
presence of the second target weakens the binding of S1 to the probe. Note
that since the model is mostly sensitive to the ratio of the binding constants
it is not unambiguously possible to individually determine the values of both
binding constants in presence of the competitor. In the other words, specify-
ing how much each binding constant changes due to the competition is not
possible. However, it is clear that the ratio of the binding constants in compe-
tition situation drastically changes compared to the ratio from the individual
(pairwise) binding.
Fig. 4.6 shows the same data with the only difference that now the smaller





in (a) and κfit2−4b = 7140
+16783
−4250 in (b). Although these fits seem to be in
excellent agreement with the data, they lead to the meaninglessly huge binding
constants K2−3b = 6.9 × 1010 M−1 and K2−4b = 5.8 × 1012 M−1. Since we
expect the binding constants in presence of a competitor to decrease, this
scenario is unlikely to happen. As mentioned before, the sensitivity of the
exclusive binding model decreases with increasing κ. More specifically, only
the curvature in the region of saturation becomes sharper for large kappa,
while the rest of the curve remains unaffected. The resulting κ in (b) is
therefore mostly determined by the single data point at 10 nM. In particular
the uncertainty of this data point has a severe impact on κ, which probably
explains the very large value. Accordingly, it should be taken with a grain of
salt.
Eventually, we study the binding of S1 and S2−2b to the probe, which
turns out to be an intermediate situation between simultaneous and exclusive
binding. Fig. 4.7 shows the anisotropy as a function of c2−2b keeping the
concentrations of the labeled strand S1 and the unlabeled probe constant at
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Figure 4.6. Fluorescence anisotropy as a function of c2−3b (a) and
c2−4b (b). The data are fitted similar to Fig. 4.5 but here the red solid
curves in both cases correspond to the fit, where the smaller binding
constant K1 is fixed instead. The fits, however, lead to an increase
in K2−3b (a) and K2−4b (b), which is physically unlikely to happen.
Additionally, the extreme large value of κfit in (b) stems from the model
being sensitive to the uncertainty of the data point at 10 nM. Adapted




P = 10 nM. As it is shown the anisotropy data are scattered around
a constant value (gray dashed line). This is interesting, as it is not predicted
by any of the two models we introduced earlier. To investigate this in more
detail, we consider limiting cases for both simultaneous and exclusive binding
models, which are shown as blue and red curves, respectively. To apply both
models, we take the predetermined K1. We moreover require K2−2b, which we
estimate via K2−2b = K2 from the individual binding experiments. This value
should be a lower bound for K2−2b, as the two additional bases are expected
to increase it. Higher values for K2−2b would lead to a curve within the blue
shaded region for simultaneous binding and within the red shaded region for
exclusive binding. Furthermore, we have seen that cooperativity might reduce
K1. A smaller K1, however, results in curves within the shaded regions just
as well. Since the measured data are between both bounds we suspect that
the real kinetics may well include triplet formation (simultaneous binding of
both strands to the probe) as well as exclusive binding of S1 and S2−2b with
both effects compensating each other leading to no net change in anisotropy.
However, to confirm this conclusion beyond a doubt, it is necessary to perform
additional experiments with different strands to detect the same behavior.
To test whether the entropic effects [159] are responsible for the removal
of the competing target observed in Fig. 4.5, we modified strand S1 and S2
as well as the probe P as summarized in Tab. 4.4: all strands were prolonged
by three extra ’T’ bases (marked in red), while the probe has an additional
’CTA’ bases (marked in green color) in such that both targets have the same
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Figure 4.7. Fluorescence anisotropy as a function of c2−2b for the
hybridization of S1 and S2−2b to the probe. The scattered circles are
the experimental anisotropy data. The blue curve is a lower bound
assuming two strands simultaneously bind to the probe. The red curve
is an upper bound if the targets exclusively bind to the probe. The
shaded areas indicate where the boundary curves would be for larger
K2−2b or smaller K1.
individual binding constants as shown in Fig. 4.3 but they overlap on a probe
via a non-specific overhang ’TTT’. Fig. 4.8 illustrates that the anisotropy as
a function of c′1 (a) and c
′
2 (b) does not decay as it was presented for the
specific overhang (see Fig. 4.5). On the other hand, the absolute change of
the anisotropy is untypically small, which might give further indication that
the present binding situation is too complex to be described by simultaneous
or exclusive binding model. We conclude that the entropic repulsion of three
non-specific bases overhang is too weak to cause exclusive binding as observed
with specifically binding overhangs.
Table 4.4. Set 3: modified sequences from set 1 by adding extra ’TTT’
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Figure 4.8. Fluorescence anisotropy as a function of c′1 and c
′
2 for
target strands S′1 and S
′
2−3b binding to part of the probe. Two tar-
gets share an unspecific overlap of ’TTT’. The anisotropy in contrast to
Fig. 4.5 does not drop, confirming that the non-specific overhang is too
weak to create an exclusive binding for each target strands. Adapted
with permission from [135], IOP Publishing Ltd on behalf of Deutsche
Physikalische Gesellschaft.
4.4 DNA Strand Binding Assays on Set 2
In this section we study the hybridization of the strands from set 2 as given
in Tab. 4.2. All target strands PM, MME and MMM have the same length as
the probe P (see Sec. 4.2). In particular, the binding of MMM to the probe is
weak because the mismatch at the middle of MMM destabilizes a helix. As a
consequence the anisotropy change in the studied range of MMM concentra-
tion is quite small. To obtain a detectable change, we prolong MMM strand
by adding 100 thymine bases to its 3’ end. To make our results compara-
ble, we similarly prolonged MME and PM. In the following we determine the
binding constants for the individual binding P-PM, P-MMME and P-MMM
with two techniques, fluorescence anisotropy (FA) and fluorescence correlation
spectroscopy (FCS). The binding constants are named as KA and KCS , where
A and CS refer to the fluorescence anisotropy and correlation spectroscopy, re-
spectively. The last section addresses the competitive binding situation where
two targets are simultaneously present in solution.
4.4.1 Pairwise Binding Using Fluorescence Anisotropy
For this experiment the probe is labeled with Cy3 at 3’ end. All targets PM,
MMM, MME remain unlabeled. The initial concentration of the probe is
ciniP = 10 nM and the target concentrations cPM, cMME and cMMM are varied.
The result is displayed in Fig. 4.9. The red solid, blue dashed, and green
dotted curves correspond to fits that yield KAPM = (3.0± 0.85) × 109 M−1,
KAMME = (4.3± 0.7) × 108 M−1 and KAMMM = (1.9± 2) × 106 M−1, respec-
tively. As expected the mismatch in the center of MMM destabilizes the
duplex more than the mismatch at the end of MME. Therefore, the binding
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constant for P-MMM is smaller than for P-MME [89, 92]. As KAMMM is very
small, the corresponding curve does not reach saturation within the studied
concentration range, which in turn leads to the relatively large error of the
binding constant.


















PM 3.0 × 109M−1
MME 4.3 × 108M−1






Figure 4.9. Fluorescence anisotropy as a function of target concentra-
tions cPM, cMME and cMMM for P-PM (data: circles), P-MME (data: di-
amonds) and P-MMM (data: triangles). The red solid, blue dashed and
green dotted curves represent the fits using the Langmuir model. Since
P-MMM binding is relatively weak, the anisotropy here increases slowly
in the investigated concentration range. However, for P-PM and P-MME
the anisotropy rises until saturation is reached. Adapted with permis-
sion from [135], IOP Publishing Ltd on behalf of Deutsche Physikalische
Gesellschaft.
4.4.2 Pairwise Binding Using Fluorescence Correlation
Spectroscopy
As we discussed in Sec. 2.7 the binding constant can be additionally deter-
mined using fluorescence correlation spectroscopy. Fig. 4.10 illustrates the
measured fluorescence autocorrelation functions for the single strand (cir-
cles, q = 0), bound double helix (diamonds, q = 1) in saturation as well
as an exemplary intermediate measurement corresponding to a mixture of
both conformations (triangles) for (a) P-PM, (b) P-MME and (c) P-MMM
hybridizations. The initial concentration of the Cy3 labeled probe is 5 nM.
We first fit the data for the single and double strands using Eq. (2.26). The
corresponding fits are shown as red solid and blue dashed curves and lead to
the characteristic diffusion times τD1 and τD2 , respectively. As can be clearly
seen the diffusion times for unbound and bound states are perfectly discrimi-
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Figure 4.10. Measured fluorescence autocorrelation functions for single
labeled stranded P with q = 0 (data: circles), and double stranded with
q = 1 (data: diamonds) for (a) P-PM, (b) P-MME and (c) P-MMM
hybridizations. The red solid and blue dashed curves represent the fits
using Eq. (2.26). The triangles show the autocorrelation for the mixture
of both bound and unbound conformations. The green dotted curves are
the corresponding fits using Eq. (2.27). We obtain the molar fractions q
from the fits. Adapted with permission from [135], IOP Publishing Ltd
on behalf of Deutsche Physikalische Gesellschaft.
nated. To determine the molar fraction q of the double strands in the mixture
of both states, for different target concentrations, we fit the corresponding
data to Eq. (2.27), taking the pre-determined τD1 and τD2 . The green dot-
ted curves represent the fits for P-PM at cPM = 4 nM as well as P-MME
and P-MMM at cMME = cMMM = 5 nM. We obtain q = 0.66, q = 0.75 and
q = 0.48, respectively. The correlation measurements for other target concen-
trations are give in the Appx. A. Fig. 4.11 shows all obtained molar fractions
q of the duplex conformation as a function of target concentrations for P-
PM, P-MME and P-MMM. Fitting the data using the Langmuir model yields
KCSPM = (4.6± 2.4)×109 M−1 (red solid curve), KCSMME = (1.5± 0.5)×109 M−1
(blue dashed curve) and KCSMMM = (3.6± 0.8)×108 M−1 (green dotted curve).
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PM 4.6 × 109M−1
MME 1.5 × 109M−1






Figure 4.11. The fraction of double strands (q) for P-PM (data: cir-
cles), P-MME (data: diamonds) and P-MMM (data: triangles) as a func-
tion of cPM , cMME and cMMM . The red solid, blue dashed and green
dotted curves represent the fits using the Langmuir model. Adapted
with permission from [135], IOP Publishing Ltd on behalf of Deutsche
Physikalische Gesellschaft.
Table 4.5. Comparision of the experimental binding constants as ob-
tained by FCS and FA with the theoretical predictions by Nupack for
P-PM, P-MME and P-MMM. Units are 109 M−1.
bindings constant obtained from
Sequence FCS FA Nupack
PM 4.6± 2.4 3.0± 0.85 3.1
MME 1.5± 0.5 0.43± 0.065 0.35
MMM 0.36± 0.08 0.0019± 0.002 0.0023
Tab. 4.5 presents the binding constants obtained from FA and FCS and
compares them to predictions obtained from Nupack. We find that the values
from Nupack match the experimental values from FA while there is a clear
difference between them and FCS values, in particular for MMM. Discrepan-
cies between experimental and theoretical values are well known and have been
discussed for instance in [23,24]. In contrast, we here observe a disagreement
not only between theoretical and experimental values, but even between two
distinct experimental techniques. In particular, we emphasize that the differ-
ence significantly exceeds the corresponding confidence intervals. Therefore,
we suggest that the discrepancy mainly stems from differences in the under-
lying principles of both methods. In the following we will elaborate on this
point. FA is based on the rotation of the attached fluorophore. A stiff double
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helix with a high persistence length [160] entails a slow rotational motion and
thereby causes a large anisotropy signal (Fig. 4.12 (a)) compared to the mobile
labeled single strand (Fig. 4.12 (b)), While we can assume that the P-PM du-
plex stiffly binds, the central mismatch of MMM destabilizes the corresponding
duplex, diminishes the persistence length. In particular, we find contributions
of complexes, in which the labeled end is unbound as illustrated in Fig 3.13
(c). The rotational mobility of a fluorophore in this situation increases com-
pared to a stiff duplex leading only to a small increase in anisotropy. The
Nupack algorithm based on the nearest neighbor model [23, 35, 36, 161, 162]
relies only on base stacking interactions which can only be present in helix
configurations. Therefore, the obtained values from FA agree well with those
from Nupack. In contrast to FA, the FCS technique is not sensitive to the
difference between partially and stiffly bound microstates as both diffuse as
one complex in a similar fashion. Accordingly, partially bound conformations
appear as fully bound and FCS leads to the larger binding constant for P-
MMM compared to the value obtained by FA. Considering P-MME, however,
fluorophore and mismatch are positioned at opposite ends of the double helix
(Fig. 4.12 (d)). Therefore, the probability that the mismatch destabilizes the
helix at the fluorophore side is comparatively smaller and the rotation of the
fluorophore is governed by the mobility of the double helix. Therefore, FA
and FCS yield similar values in this case.
(a) (b) (c) (d)
Figure 4.12. (a) The molar mass of a stiff DNA double helix signif-
icantly slows down the rotation of the attached fluorophore. (b) For a
single strand the attached fluorophore rotates fast because of the small
molar mass. (c) The mismatch at the middle of the strand (MMM) might
open the helix at the fluorophore side allowing it for a fast rotation. (d)
The fluorophore is attached to the opposite end of the strand (MME).
Therefore, the rotation of the fluorophore is not much influenced by the
opening of the helix.
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Our results suggest that other microstates beside the stiff double helix exist
and they have different impacts on FCS and FA. To gain further insight on
the impact of these so-called intermadiate states [163, 164], we estimate their
contribution to the overall binding energy in the following. The interaction
between the unbound segments of these strands are caused by “London”- or
“dispersion”-forces. The corresponding van-der-Waals energy w between two
parallel chain molecules at distance d is given by [165]
w (d) = −3πCL
8σ2d5
. (4.17)
Here, L is a length of the strand, σ a monomer size and C is the van-der-Waals












)3/2 × r6, (4.18)
where hνe is the ionization energy and r is a radius of a DNA base, n1 and
n2 are the refractive index of the molecules and the medium, respectively.
We use Eq. (4.17) and (4.18) to calculate the energy for two parallel 16 bp
DNA strands (L = 16σ) with the base radius of r = 0.5 nm and assuming
that the bases are touching each other, which corresponds to d = 1 nm. Using
refractive index n1 = 1.6 [166] and n2 = 1.33, taking the ionization energy
at λ = 350 nm and σ = 0.5 nm [167], we obtain the enthalpy of attraction of
roughly w = −1.1 kcal/mol. Neglecting the loss in entropy, we have ∆H =
∆Gw = −1.1 kcal/mol.
On the other hand, using the determined individual binding constants
for P-MMM we obtain the Gibbs free energy of ∆GA = −11.63 kcal/mol
and ∆GCS = −14.94 kcal/mol. This corresponds to the energy difference of
∆∆G = −3.3 kcal/mol for the P-MMM binding in FCS and FA, which is in fair
agreement with the estimated van-der-Waals energy of ∆Gw = −1.1 kcal/mol.
Since we neglected the π-π interaction in our calculation, the unspecific van-
der-Waals energy presents only the lower bound for molecular attraction be-
yond double helix formation [4].
4.4.3 Binding of Two Fully Overlapping Strands to a
Common Probe
We consider PM and MMM in competition to bind to the same complemen-
tary probe P. Here the PM strand is labeled by Cy3 at 3’ end. To make
the changes in anisotropy more visible, we add 100 ’T’ bases to the 3’ end
of the probe. While the initial concentrations of the probe and the labeled
PM are cP = cPM = 10 nM, cMMM is varied. Fig. 4.13 presents the drop in
anisotropy by increasing cMMM, which indicates that the fraction of P-PM
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Figure 4.13. The change in anisotropy as a function of cMMM for PM
and MMM in competition to bind to the probe (black circles). The green
dotted curve corresponds to a plot, using the exclusive binding model
and taking the individual binding constants from FA, which does not at
all describe the experimental data. The blue dashed curve represents
a fit, where the individual binding constants are fixed and taken from
FCS. The red solid curves, on the other hand, present a fit with κ as a
free parameter and KPM in (a) and KMMM in (b) as fixed parameters,
taken from the pairwise experiments. The anisotropies of the single
strands and molecular complexes in all fits are free parameters. The red
curves perfectly fit the data. The red shaded regions correspond to the
95 % confidence bands of the fits. Adapted with permission from [135],
IOP Publishing Ltd on behalf of Deutsche Physikalische Gesellschaft.
duplexes diminishes while the number of P-MMM duplexes increases. The
green dotted curve is a plot using the exclusive binding model and taking
the pre-determined individual binding constants KAPM and K
A
MMM from FA
(or Nupack) with κA,fix = KAPM/K
A
MMM = 1600. It is clear that this curve
does not describe the experimental data at all. In another attempt we fit
the data employing the exclusive binding model, taking the individual bind-
ing constants KCSPM and K
CS
MMM from FCS with κ
CS,fix = 13 ± 9.6. The error
of κCS,fix is propagated from the experimentally pre-determined KCSPM and
KCSMMM. The only fitting parameters here are the anisotropies of the single
strand and molecular complexes. The fit is displayed as blue dashed curve
and it is easy to recognize that it is in a far better agreement with the data
than the green curve. It might come as a surprise that the binding affinities
obtained from FCS are more suitable to describe the competition experiment
performed with FA than the binding affinities from FA itself. We suggest
that this is also a signature of FA and FCS being sensitive to partially bound
microstates in a different matter. In Fig. 4.14 we illustrate two different mi-
crostates: (a) MMM completely removed the PM and (b) MMM only removed
the labeled side of PM, but PM is still partially bound. Considering a PM
as a labeled strand, in both cases the rotational mobility of the fluorophore is
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high, which means that both microstates will contribute to the anisotropy in
a similar fashion. This implies that a stiffly bound MMM (a) and a partially
bound MMM (b) have identical signatures in this experiment. A conclusion
that we were drawing for the individual binding experiments, with MMM be-
ing a labeled strand, for FCS, but not FA. This might be rephrased in the
following way: a partially bound MMM can be seen as unbound in the indi-
vidual FA binding experiments presented in Fig. 4.9. However, it counts as a
bound microstate in the individual FCS binding experiment Fig. 4.11 as well
as in the competition experiment Fig. 4.13. Therefore, the individual binding











Figure 4.14. (a) The MMM strand completely removes the PM and
forms a helix with the probe. (b) The loosely bound MMM weakens
the binding of the PM to the probe. The fluorophore at the loose end
rotates fast. Therefore, the PM in such a configuration contributes to
the anisotropy in the same way as a free single strand. The PM strand
in both situations (a) and (b) is counted as unbound.
To test whether there is any interaction among PM and MMM on P , we
fit the data using the exclusive binding model where the ratio κ as well as the
anisotropies of the single strand and the molecular complexes are free parame-
ters (red solid curve). One of the binding constants, in Fig. 4.13 (a) the larger
one KCSPM, is kept constant. This leads to an excellent fit with κ
fit = 19+4−3.
The difference between κfit and κCS,fix is relatively small. Moreover, the blue
dashed curve is within the confidence band of the red curve, which reveals that
the interaction between fully overlapping targets is less pronounced compared
to partially overlapping ones (Fig. 4.5). Fig. 4.13 (b) shows the same fit, with
the difference that now KCSMMM is now fixed instead. We obtain κ
fit = 24± 5,
leading to KCSPM = 8.6×109 M−1. This means that KCSPM increases compared to
its value from individual experiment (Tab. 4.5) in presence of MMM, which
is physically unlikely to happen.
In order to complement our data set, we repeat this competition exper-
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Figure 4.15. The molar fraction of double helix P-PM as a function
of cMMM for the same configuration as studied in Fig. 4.13 using FCS.
The blue dashed curve corresponds to a fit, taking the binding constants
from FCS, does not describe the experimental data. To account for
an increase in viscosity the data point at 800 nM was correspondingly
corrected. Adapted with permission from [135], IOP Publishing Ltd on
behalf of Deutsche Physikalische Gesellschaft.
iment with the same configuration as shown in Fig. 4.13, but monitor the
removal of PM with FCS instead of FA. Fig. 4.15 illustrates the molar frac-
tion as a function of cMMM , which we obtained from a set of individual au-
tocorrelation measurements as presented in Appx. A. The blue dashed curve
represents the probe occupancy behavior using the pre-determined binding
constants from FCS (KCSPM and K
CS
MMM), which clearly deviates from the mea-
sured data points.
Eventually, we attempt to corroborate our claim that the centrally placed
mismatch in MMM destabilize the helix, which in turn leads to partially
bound microstates with small anisotropies. In order to do that, we repeat
the same experiment, but add on each side of MMM and P two additional
complementary bases (see Tab. 4.6). Fig. 4.16 (a) shows the corresponding
individual binding experiment of MMM and P, which yields to a binding affin-
ity of KMMM = (6.2± 1.3) × 108 M−1. This value is significantly larger than
KAMMM = 1.9 × 106 M−1 (compare Tab. 4.2). As expected, the additional
bases diminish the impact of the single mismatch and lead to a larger binding
constant.
We repeat the competition experiment for the prolonged probe and MMM
while the PM stays the same as previous (see Tab. 4.6). Fig. 4.16 (b) shows
the drop in the anisotropy as a function of the prolonged MMM concentration
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Table 4.6. Set 4 includes a perfect match PM, prolonged probe P and
MMM with 20 bases. The four additional bases are marked in green.





cMMM. We fit the data using exclusive binding model and keeping both bind-
ing constants fixed. For the binding of PM to the prolonged probe we used
the value KPM = 8.6 × 109 M−1 from the Nupack prediction and the exper-
imentally pre-determined KFAMMM = 6.2 × 108 M−1. The green dotted curve
represents the corresponding fit which is perfectly matching the data. Adding
extra bases to the probe and MMM increases the rigidity of the formed helix,
which in turn reduces the impact of partially bound microstates. Therefore,
the individual binding constants from FA (or Nupack) are suitable to de-
scribe the data from the competition in this experiment while in Fig. 4.13
(green dotted curve) they could not. On the other hand, the red solid curve
represents a fit, where the ratio of the binding constants κ is a fitting parame-
ter while the larger binding constant KPM is fixed. We obtain a better fit with
κfit = (24± 0.7), close to κA,fix from FA, illustrating that the cooperativity in
this experiment has a smaller impact.












































Figure 4.16. (a) The change in anisotropy as a function of cMMM for
P-MMM. The modified probe and MMM consist of 20 bases while mod-
ified PM has 16 bases. The data are fitted using the Langmuir model.
(b) The anisotropy drops as a function of cMMM for PM and MMM in
competition to bind to the probe. The data are fitted using the exclusive
binding model. The green curve corresponds to a fit, taking the indi-
vidual binding constants from FA (or Nupack) as constant parameters
while the red curve represents a fit using KPM as fixed and κ as fitting
parameters.
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4.5 Summary and Discussion
In this study, we compare the binding affinities obtained from pairwise binding
of two DNA strands to binding constants as they emerge if two targets compete
for their common complementary probe. On that account, we employed the
fluorescence anisotropy (FA) technique, which is based on a rotational diffusion
of the fluorescently labeled molecule. Hybridization of two complementary
DNA strands, forming a double helix, leads to a decrease in the Brownian
rotational diffusion of the molecule. On the other hand, if two strands bind
only weakly, the rotational mobility of the attached fluorophore in such loosely
bound microstates feature a single unbound strand which does not contribute
in an anisotropy signal. We show that the binding constants results from
FA agrees perfectly to the values predicted by the Nupack software package.
The Nupack algorithm based on a nearest neighbor model [23,35,36,161,162]
relies on stacked bases. This type of interaction is only present in helicoidal
conformation that is detected in FA.
Additionally we used fluorescence correlation spectroscopy (FCS), a tech-
nique that is sensitive to the translational diffusion of the labeled molecule:
for instance, a formation of a helix slows down the diffusion. In contrast to
FA, here the loosely bound states still diffuse together and appear as bound.
Since it is not possible to distinguish such states from helix conformations by
FCS the binding constants are larger than in FA. For the case of P-MMM, the
mismatch at the center of the strand loosens the helix and the loss of helical
structure diminishes the persistence length, thereby increasing the rotational
mobility of the attached fluorophore. For this case the binding constant ob-
tained by FCS deviates by more than two order of magnitudes from FA (or
Nupack). It seems that here the contribution of the loosely bound microstates
to the binding is relatively more and accordingly the difference between two
techniques is larger. For P-MME, however, a mismatch and fluorophore are
positioned at opposite ends of a double helix. Therefore, it is unlikely that the
mismatch destabilizes the helix at the fluorophore side and FA and FCS yield
similar values. High concentration of ions as in our buffer tends to screen the
electrical interactions between the DNA strands in solution, however, non-
specific “London-” or “dispersion-” forces are not suppressed in presence of
ions. For two parallel single strands we estimate the enthalpy of attraction to
be approximately -1.1 kcal/mol, assuming a distance of 1 nm between the cen-
ters of their bases. This energy is in vicinity of the effective energy difference
between P-MMM binding in FA and FCS. Since we did not take into account
the contribution of π−π interactions [4] in our estimation, this van-der-Waals
energy yields a lower bound for non-specific interactions.
For two fully overlapping targets competing for binding to the same probe,
we find that our results from FA cannot be explained by their correspond-
ing individual binding constants (compare the dotted green plot in Fig. 4.13
to the experimental data). Binding in competition cannot be inferred from
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simple nearest neighbor interactions that lead to Boltzmann statistics. We
find, however, that the binding constants from FCS could reasonably describe
our observation from FA. This emphasizes that binding constants obtained
by FCS correspond to a more meaningful statistical weight. This suggests
that other microstates that do not contribute to the double helix play a role
in diminishing the statistical weight of nearest-neighbor helicoidal conforma-
tions. According to Fig. 4.13 a better fit is accomplished by an increase in
κ = KPM/KMMM compared to the pairwise assessment from FCS. This leads
to a decrease in KMMM in competition compared to its individual value. The
result of the competition in FCS, however, reveals a strong deviation from the
prediction that relies on the individual affinities from FCS. For not fully over-
lapping targets, where each of the competing partners has a specific overhang
on the probe, we observe that the ratio of the binding affinities in competition
varies by one order of magnitude compared to the corresponding value from
pairwise assessment.
The deviation from the Boltzmann binding picture only occurs if the bind-
ing microstates of both competitors are affected in presence of each other but
to a different degree. The degree of cooperativity seems to increase by ex-
tending the overlapping length of a competing partner. Such a change cannot
emerge within the nearest neighbor model because the stacking microstate
energy levels as well as their distribution do not depend on the presence of
a competitor. Additionally, our observation cannot be sufficiently explained
by simple entropic repulsion since this would reduce the binding constants of
both competitors by the same amount. Moreover, for the case with a non-
specific foothold, we find that the entropic repulsion of the overhang bases is
too weak to cause the exclusive binding of the competitors as observed with
specifically binding overhangs.
Our results emphasize that in situations beyond a simple helix formation
binding constants may have to be interpreted carefully, considering the applied
measurement technique and the type of interaction at the binding site. These
situations may involve other molecular conformations besides the double helix.
Moreover, we conclude that the competitive situations are more complex to
be described by the binding constants deduced from pairwise considerations.




DNA Hybridization on Microarray
Surfaces
Contributions and copyright notice: The experimental re-
sults presented in this chapter were obtained within a collaborative
project under the joint supervision of Prof. Mark Somoza (Univer-
sity of Vienna) and Prof. Albrecht Ott. All experiments were de-
signed and analysed by Mina Mohammadi-Kambs (M.M.K.). The
synthesis of all microarrays was done by Kathrin Hölz (K.H.) from
university of Vienna. Hybridizing and scanning the microarrays
were done by M.M.K for the experiments presented in Sec. 5.4
and by K.H. for the experiments illustrated in Sec. 5.6. The nu-
merical algorithm presented in Sec. 5.3 was set up with the help
of Benjamin Kambs.
Note that the main results presented in this chapter were origi-
nally published in [168] (Copyright© 2017 by American Chemical
Society). Further permissions related to the material excerpted
should be directed to the ACS.
In this chapter we study the hybridization of DNA strands on a microarray
in a competitive environment. As explained earlier, the microarray consists
of single-stranded DNA, called probes, that are immobilized on the surface
(cf. Sec. 2.5). The probes are exposed to a mixture of the labeled targets
in solution. Although one expects that perfectly matching probes and tar-
gets preferably hybridize to each other, hybridization of non-complementary
partners still occurs. These non-specific bindings have lower binding affini-
ties compared to the perfectly matching strands. The cross-hybridization is
a direct result of the imperfect recognition among similar probes. Fig. 5.1
illustrates immobilized probes (blue strands) that are exposed to the labeled
targets (red strands). Each target is complementary to the probe with the
same numbering but it has mismatches (the colored crosses) with the other
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probes. For example target 1 is perfectly matching to probe 1 while it has







Figure 5.1. The surface bound probes are shown in blue and the labeled
target strands in solution are in red. The probes and the targets with the
same numbering are perfectly matching while each target strand have
mismatches respect to the other probes (colored crosses). For example
target 1 is complementary to probe 1 but it has one, two and three
mismatches with probes 4, 3 and 2, respectively. Therefore, target 1 may
hybridize to other probes apart from its corresponding complementary.
The similarity between the probes on the microarray leads to the cross-
hybridization.
The complexity of the system increases by adding more strands to the
solution that can cross hybridize to several probes on the surface. Such cross-
hybridization introduces errors during the transmission of information and
makes the results from microarrays experiments difficult to interpret. Previous
theoretical works established various strategies to find sets of non-interacting
probes [45–50]. For instance, the thermodynamics model was employed to pre-
dict the duplex and mismatched binding stabilities [169,170]. The approach is
based on discriminating perfectly matching and mismatched hybridizations by
ensuring sufficiently large differences between their free energies. For that it is
necessary to know the binding free energies of all pairs of sequences, in partic-
ular also for non-specific bindings. These energies can be calculated within the
nearest neighbor model [33] for single mismatch hybridization. However, to
our knowledge similar predictions for an arbitrary number of mismatches do
not exist. On the other hand, Pozhitkov et al. [169] predicted hybridization
intensities for perfect match and single mismatch binding resulting from Gibbs
free energy (∆G) calculations in bulk and compared them with experimental
results on the surface. Their evaluation revealed a poor statistical relationship
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between predicted and experimental intensities. Although it was shown that
in special cases it is possible to bring experimental results to a fair agreement
with predictions based on theoretical values of ∆G in bulk [89, 92], the ap-
proach is not easily transferable due to a large variety of surface chemistries
that can lead to artifacts as well as point defects during the in situ synthesis
process. Therefore, estimating the hybridization intensities for microarrays
from available thermodynamics parameters in bulk is not straight forward. In
this work we follow a simplified approach: we assume that for the sequences
of one set with a length L a minimum number of mismatches dm exists so
that no two sequences cross hybridize as long as they have dm mismatches.
In the following we offer a brief introduction to the information theoretical
concept of Hamming distance, from which the idea above is borrowed. By im-
plementing methods from graph theory and employing the well-known local
search algorithm [171,172], we then construct set of probes, which differ by at
least dm bases. Such sets are refereed to as independent. Experimentally, we
determine a necessary dm for the length of L = 7 and eventually demonstrate
that the corresponding set is independent i.e. free of cross-hybridization.
In the second part of the chapter we illustrate how by introducing the
unlabeled complementary targets of selected probes we can diminish the effect
of the cross-hybridization.
5.1 Sequences Without Runs of Guanine
For each length of the sequence L, we can construct 4L possible sequences
with all permutations of four DNA bases (A, T, C, G). Some of the result-
ing sequences, however, contain undesired conformations which prevent them
from hybridizing to their complement. One group is the sequences includ-
ing runs of at least four guanine which we refer to as 4G sequences. The
guanine-rich region of the DNA strands can form a complex structure such
as a G-quadraplex [173]. The previous studies [173–175] show that probes
containing multiple guanines in a row tend to increase cross-hybridization
signals and reduce target-specific hybridization, making the gene expression
measurements unreliable. Moreover, they exhibit abnormal binding behavior
in microarrays as well as in gene expression assays [173–175]. Therefore, it is
better to avoid them in microarray designs. In this work we first find such
structures and then disregard them as well as their complement (at least four
cytosine (4C) in a row) from the selected probes on our microarray set. While
this is done computationally during a set generation presented in Sec. 5.3, it is
possible to numerically estimate the number of eliminated sequences. For this
reason we construct sequences of length L = m + k, where m is the number
of guanine (G) and k the number of non-guanine bases (G=C, T, or A). It is
possible to unambiguously identify any given sequence by stating the number
of G bases preceding each guanine G, which is illustrated for L = 8 in Fig. 5.2
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(a). Reading a sequence from left to right, we first encounter a G which is
categorized as no G in front. The second G is at a third position with one
G preceding it, i.e. it falls into a category of one G in front. The third G
at position four is assigned to the same category as there is no additional G
in between. Labeling these categories with letters A, B, C, . . . corresponding
to no, one, and two G in front, the illustrated sequence can be written as
ABBCD. We realize that for a given k there are at maximum k+1 groups and
each sequence can be written as L−k of those letters. To avoid sequences with
the runs of at least four guanine (4G), a non-guanine base must interrupt a
run of 3G. Using our notation, this is equivalent to not having more than three
times the same letter in a sequence, e.g. 4×A or 4×B are not allowed (com-
pare Fig. 5.2 (b) and (c)). We can realize such sequences by using a modified
model borrowed from combinatorics: Assuming three sets, each containing
L−k letters A, B, C, . . . , every sequence can be created by randomly picking
letters from these sets. As each letter exists only three times, it is not possible
to obtain a sequence with runs of G that exceed 3G in a row. As it turns out,
the number of possibilities P (L) to select L − k elements out of 3 identical
sets including k + 1 elements is given by quadrinomial coefficient [176,177]
G G G G
A B B C D
�No� �One�  Two Three
GG G G G G G G
BCDDD













G G G G
Figure 5.2. (a) The black arrow shows the direction of reading a
sequence from left to right. The sequence has a length of L = 8 with
m = 5 guanine base and k = 3 non-guanine bases. The bases that are
not guanine are shown as G. Each G base is categorized in different
groups A, B, C and D depending on how many G base came in front
of it. (b) The string written as BCDDD can be transformed to the
sequence consists of G and G bases. To avoid runs of 4G, each group
should appear at maximum 3 times (BCDDD). (c) Group D appears









The number of possible sequences without any runs of 4G (N4G) is the sum-
mation of P (L) over all k for a given length L multiplied by 3k different
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is the minimum number of G that are necessary to avoid
runs of at least four guanine. Accordingly, we can write the number of the
sequences including runs of 4G as
N4G(L) = 4









where 4L is the number of all possible sequences with the length of L.
To verify Eq. (5.3) we numerically calculated N4G(L) by creating all 4
L
sequence for L ≤ 7 and discarding the ones containing runs of at least four gua-
nine. We find that the numerical values match the analytical results. Fig. 5.3
presents the fraction of N4G(L) compared to total 4
L possible sequences as a
function of sequence length L. The inset of the figure shows that for very short
length L ≤ 7 the fraction is below 1.5 % while for longer lengths it increases.
For instance for L > 200 around more than 50 % of all possible sequences
include runs of 4G. Accordingly, we only expect to find a minor effect of dis-
carding 4G sequences while constructing our sets without cross-hybridization
(compare Sec. 5.3).











































Figure 5.3. Fraction of all 4L sequences containing runs of at least
four guanine (N4G(L)) for different sequence length L. The inset shows
that the fraction for short lengths L ≤ 7 stays below 1.5 % while it rises
to almost 50 % for sequence lengths of 200. Dashed lines are a guide for
the eye. Adapted with permission from [168] published by ACS.
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5.2 Coding Theory and Hamming Distance
Coding theory is a branch of mathematics that studies the properties of the
codes in various scientific disciplines such as information theory [178,179]. A
code is a set of codewords and each codeword consists of letters that are taken
from an alphabet of size n. The length of the codeword is L. In analogy,
here a DNA strand with a length L is taken as a codeword and DNA bases
are the letters of an alphabet with four elements (A,T,C,G). Accordingly, a
code is a set of DNA strands. An important measure in coding theory is
Hamming distance d which is the number of positions that two codewords
of the same length differ. Accordingly, the number of bases that two DNA
strands differ is defined as a Hamming distance. Fig. 5.4 (a) and (b) illustrate
each two codewords of length L = 7 with a Hamming distance of 3, for a binary
alphabet (a) and DNA sequences (b). Here we assume there is a minimum
Hamming distance dm in such a way that as long as d ≥ dm there is no cross-
hybridization among the sequences of one set. Sequences with d < dm on the
other hand cross hybridize. Fig. 5.4 (c) represents an exemplary set of four
DNA strands with the minimum Hamming distance dm = 2. This means that
each pair of sequences in this set have d ≥ 2.
0 1 0 1 0 1











Set with minimum Hamming distance dm=2
(a) (b)
 (c)
Figure 5.4. (a) Two codewords made of binary numbers 0 and 1. (b)
Two DNA sequences consist of four DNA bases A,T,C,G. The Hamming
distance in both (a) and (b) is d = 3. (c) A set of four sequences with
the minimum Hamming distance dm = 2.
For a given sequence of a length L, the number of the sequences with







Fig. 5.5 represents Hd(L) for different Hamming distance d for L = 7 (circles)
and L = 8 (triangles). The red solid and blue dashed curves therein are ob-
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tained from Eq. (5.4) by substituting factorials by the corresponding gamma
functions. The figure depicts an increase in the number of possible sequences
by increasing a Hamming distance for d < L− 2.

















Figure 5.5. Number of possible sequences Hd(L) as a function of Ham-
ming distance d for L = 7 (data: circles) and L = 8 (data: triangles).
The red and blue curves represent the corresponding gamma functions
for the factorials in Eq. (5.4).
In order to find the number of sequences N(L, dm) with a length L and a
given minimum Hamming distance dm that do not cross hybridize, i.e. d ≥ dm,












For example the number of sequences with L = 7 and dm = 5 that do not
cross hybridize is















× 37 = 12393. (5.6)
Fig. 5.6 illustrates the number of sequences with d ≥ dm (N(L, dm)) for L = 7
as a function of minimum Hamming distance dm, while the inset shows Hd(L).
The integrated area of the shaded region depicts the number of the sequences
as calculated by Eq. (5.6), which do not cross hybridize, assuming a minimum
Hamming distance of dm = 5.
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Figure 5.6. The number of sequences N(L, dm) with d ≥ dm as a
function of minimum Hamming distance dm for a given length of L = 7.
This number decreases for large dm. The dashed line is a guide for the
eyes. The inset shows Hd(L) for L = 7 and the integrated shaded region
equals N(L = 7, dm = 5). Adapted with permission from [168] published
by ACS.
5.3 Maximum Independent Set
After establishing analogies between coding theory and a set of non-interacting
(independent set) DNA sequences, we transfer results from coding theory to
our current problem. Finding the largest set of independent sequences is a NP-
hard problem (not solvable in polynomial time) with no exact answer [180,181].
However, there are methods leading to the set with the approximate largest
possible size [182,183]. Here, by applying a well-known local search algorithm
[50,171] and implementing graph theoretical methods we find a maximum set
of independent strands, called MIS [183,184].
A graph as shown in Fig. 5.7 (a) consists of vertices (red circles) and edges
(blue lines), which connect pair of vertices. Two vertices are adjacent if they
are connected with an edge. In analogy, here we consider DNA sequences as
vertices. In Fig. 5.7 (b) we show a small set of five sequences with L = 3
and dm = 2. If two strands hybridize to each other we connect them by an
edge, i.e. the blue lines. An independent set is a set that no two vertices
(sequences) are connected by an edge (sequences in a black dashed box). To
find the largest possible set of independent sequences for a given L and dm
we create an adjacency matrix. This square matrix has 4L × 4L elements. If
sequences i and j cross hybridize, i.e. d < dm, they are adjacent. In this case
the elements of the matrix are Aij = 1 and otherwise Aij = 0. Note that
sequences are not self-adjacent, Aii = 0. For instance, the adjacency matrix
in Fig. 5.7 (c) corresponds to the set of five sequences with dm = 2 depicted
in (b).
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0 1 1 1 1
1 0 0 0 0
1 0 0 0 1
1 0 0 0 0
1 0 1 0 0
(a) (b) (c)
Figure 5.7. (a) A graph made of vertices (red circles) along with the
edges (blue lines). (b) The sequences with d < 2 cross hybridize and
therefore they are connected by edges, while sequences with d ≥ 2 are
independent. The vertices and sequences within the black box in (a)
and (b) indicate a maximum independent set. (c) The corresponding
adjacency matrix for the sequences that are shown in (b). The elements
of an adjacency matrix are Aij = 1, if two sequences cross hybridize, and
otherwise are Aij = 0. Adapted with permission from [168] published
by ACS.
We start with a pool of all 4L available sequences and an initially empty
set of independent sequences. The algorithm selects an arbitrary sequence
from the pool and transfers it to the set. Using the adjacency matrix that we
constructed beforehand we identify all sequences that cross hybridize with the
initial sequence and we cross them from the pool. In the next iteration we
pick a new sequence from the pool and repeat the procedure until the pool of
available sequences is depleted. The selection of a sequence in each iteration is
random. Therefore, we may get different sizes for MIS by every time running
the algorithm. The algorithm does not try all combinations of sequences thus
it does not necessarily find the overall maximum independent set, but instead
proposes multiple sets whose sizes are maximized within the respective run of
the algorithm. We consider the largest set among them as an approximation of
the MIS. As the size of the adjacency matrix increases exponentially with the
sequence length (42L elements for the length of L), the algorithm requires a
huge amount of memory for longer lengths. Fig. 5.8 (a) presents set sizes that
we found with our algorithm for 4 ≤ L ≤ 7 and different minimum Hamming
distances 2 ≤ dm ≤ 6. We compared them to lower and upper bounds on the
MIS size named Gilbert-Varshamov and Singleton-bounds [178,185] provided







× 3d︸ ︷︷ ︸
Gilbert-Varshamov bound
≤M(L, dm) ≤ 4L−dm+1︸ ︷︷ ︸
Singleton bound
. (5.7)
Accordingly, Fig. 5.8 (b) shows the set sizes for 4 ≤ L ≤ 7 and dm = 4 within
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the corresponding bounds (shaded region). As can be seen for L = 4, 5, 6 our
set sizes coincide with the Singleton bound, indicating that we found a MIS.
The set sizes are additionally summarized in Tab. 5.1 and compared to values
from literature [50] and the singleton bound. As can be seen, the set sizes in
the present work are hardly smaller than the literature set sizes.































































MIS size for dm=4
(a) (b)
Figure 5.8. (a) Maximum set sizes obtained from our local search
algorithm for different lengths and minimum Hamming distances. (b)
All maximum set sizes for 4 ≤ L ≤ 7 and dm = 4 are within the
upper and lower bounds referred to as Singleton and Gilbert-Varshamov
bounds, respectively. Adapted with permission from [168] published by
ACS.
Fig. 5.9 presents a distribution of the set sizes for L = 7 and dm = 5. The
blue columns show the set sizes without any 4G and 4C sequences while the
red columns correspond to the set sizes including all the sequences. Removing
4G and 4C sequences changes the pool of the available sequences which in
turn affects the distribution of the set sizes, i.e. the height of the red and
blue histograms. However, in both cases we obtain 23 as a MIS size. As
we show in Fig. 5.3 the fraction of 4G sequences for short lengths is very
small, thus crossing them does not change the pool and therefore the MIS
size significantly. However, for longer lengths we expect that discarding these
sequences changes the set sizes.
The presented experiments in the following sections are based on the sets
without 4G and 4C sequences. However, if it is experimentally desire to obtain
more homogeneous hybridization signals, it is possible to further restrict the
pool of sequences with a GC content of 50 % [46,50]. Tab. 5.2 shows set sizes
obtained by our algorithm for these sequences. As can be seen the sizes are
smaller compared to Tab. 5.1. However, our set sizes are often larger than
the sizes reported in literature [46,50].
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Table 5.1. Comparing the set sizes achieved by our algorithm to the
values reported in literature and Singleton bound. The set sizes that
are written after the slashes correspond to the set without 4G and 4C
sequences.
L dm MIS MIS [50] Singleton bound
4 3 16 - 16
4 2 64 - 64
5 4 16 16 16
5 3 64 - 64
5 2 256/252 - 256
6 5 9 9 16
6 4 64 64 64
6 3 114 - 256
6 2 1024/1001 - 1024
7 6 6 8 16
7 5 23 23 64
7 4 83 78 256
7 3 364 - 1024
7 2 4096 - 4096






















excluding 4G and 4C sequences
Figure 5.9. The set sizes for L = 7 and dm = 5 before (red columns)
and after (blue columns) crossing 4G and 4C sequences. The height
of the histogram shows the number of sets found for each M(L, dm).
Adapted with permission from [168] published by ACS.
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Table 5.2. Comparison of the set sizes achieved by our algorithm to
values reported in literature, where the sequences are restricted to a
50 % GC content.
L dm MIS MIS [46] MIS [50]
4 3 12 - -
4 2 48 48 48
5 4 10 - -
5 3 27 - -
5 2 156 120 142
6 5 8 - -
6 4 36 - -
6 3 82 56 85
6 2 640 - -
7 6 7 - -
7 5 21 - -
7 4 65 - -
7 3 238 224 230
7 2 2240 - -
5.4 Determining Minimum Hamming Distance
To find a maximum independent set, first we need to experimentally deter-
mine a minimum Hamming distance for a given L. Since L = 7 is the longest
length that we could study with our algorithm, here we design a microarray
including sequences with 7 main bases. As the fluorescence intensity for L = 7
is too low, we add four additional bases, two to each terminal of all sequences,
i.e. all sequences have a length of 11 bases. The additional bases are chosen
to be ’CT’ and ’TC’ at the 3’ and 5’ ends, respectively and are always com-
plementary to the corresponding targets. The corresponding sequences are
shown in Appx. B. We consider an arbitrary sequence with L = 7 as a “PM”
target. We immobilize its complementary probe (3’-CTACCGTACTC-5’) as
well as some of the sequences which possess various number of mismatches in
different positions compared to it. The impact of the mismatch position and
its distribution along the sequence on the binding affinity and discrimination
between two sequences is extensively studied [89, 92]. To investigate the de-
pendency of hybridization probability on the positions of the mismatches we
located the mismatches at the ends, in the middle or uniformly distributed
them. Fig. 5.10 shows the results from microscope pictures obtained after
hybridizing 25 nM PM target on the microarray at 32 ◦C. The background
fluorescence visible in the fluorescence scans originates from unhybridized la-
beled targets. Each block (a)-(g) represents a set of sequences with one to
seven mismatches which refer to as MM1-MM7, respectively. Each feature
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Figure 5.10. The fluorescence intensity of the hybridized PM target
on the microarray. Each block (a-g) consists of the sequences with one
to seven mismatches. Each sequence is repeated 8 times within a feature
block. For instance the red squares show the 8 replicates of sequence S1.
The blocks are surrounded by a frame of PM hybridization.
inside every block corresponds to the fluorescence intensity of the hybridiza-
tion of PM target to the corresponding sequence. The features on the frames
belong to the hybridization of the PM target to its complementary probe. Ev-
ery sequence appears 8 times within each feature block, e.g. the red squares
show the 8 replicates of sequence S1. Accordingly, we arranged the replicates
of other sequences inside each block. Fig. 5.11 shows the computationally
reconstructed microarray pictures after background subtraction. For (d) to
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Figure 5.11. The computationally reconstructed feature blocks from
Fig. 5.10 after background subtraction. For MM ≥ 4 (d)-(g) we do
not detect any cross-hybridization intensity. Adapted with permission
from [168] published by ACS.
The fluorescence intensities on one microarray may vary due to the fluores-
cent stains, inhomogeneities of the surface or an illumination gradient during
synthesis [85]. To have better statistics for each sequence we average the in-
tensity of all 8 replicates and treat the corresponding standard deviation as an
estimation for its error. For better comparability we normalize all intensities
with respect to the average PM intensity. The stepwise coupling efficiency of
the synthesis of our microarrays is ≥ 99 % [136]. Considering the sequence
length of L = 7 in our experiments, the yield of probes free of any synthesis
defects is approximately 93 %. It is important to note that all sequences are
subject to the same synthesis error leading to a homogeneous loss of hybridiza-
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tion intensity. Therefore, the relative intensities are not affected by the loss.
Fig. 5.12 shows the normalized fluorescence intensity of hybridization for se-
quences with a single mismatch at different position, i.e. for MM1 as shown in
Fig. 5.10 (a). The sequences with a single mismatch at the middle show lower
intensities, which is in agreement with earlier investigation [89, 92]. This is
explained via a strong destabilization caused by centrally located mismatches,
which easily unwind a formed helix.


































Figure 5.12. The fluorescence intensity of the hybridization for the
sequences with a single mismatch located in different position. The
sequences with a mismatch at the middle have lower intensity. Adapted
with permission from [168] published by ACS.
Table 5.3. Sequences that exhibit maximum fluorescence intensity
within each feature block as well as their corresponding normalized in-
tensities Imax and standard deviations σ.
number of mismatches sequences Imax ± σ
0 3’-CTACCGTACTC-5’ 1± 0.066
1 3’-CTTCCGTACTC-5’ 0.63± 0.1
2 3’-CTACCGTCTTC-5’ 0.37± 0.074
3 3’-CTACCGACTTC-5’ 0.27± 0.073
To determine the minimum Hamming distance dm for each mismatches
(MM1-MM3) we have considered in particular the sequences which lead to
the strongest cross-hybridization intensities (Imax). Tab. 5.3 lists the cor-
responding normalized intensities of the PM along with these sequences for
MM1-MM3. Additionally, Fig. 5.13 illustrates the intensities assuming the
obtained fluorescence intensities are normally distributed. The peak centers
correspond to the respective highest normalized intensity while the standard
77
5. DNA Hybridization on Microarray Surfaces
deviation determines their width. To discriminate the PM intensity from all
other non-specific hybridization, their normal distribution must be very well
separated. We see that the intensity distribution of PM overlaps with MM1,
while it is separated from MM2 and MM3. Therefore, one might conclude
picking two or three mismatches as a minimum hamming distance is suffi-
cient. On the other hand we know that the binding affinity varies depending
on the precise sequence and its concentration. Therefore, the intensities of
the perfectly matching partners spreads in a wide range, while we here only
investigated the intensity of a specific sequence. For instance, we expect that
a sequence 3’-CTATATATATC-5’ with the length core of 7 bases possessing no
G or C bases has a very low binding affinity within the sequences of the same
length. We find the free energy of the binding of this sequence to its perfect
match using Nupack software as ∆G = −9.6 kcal/mol. We then calculated
the fluorescence intensity of the hybridization I using Langmuir isotherm [89]
I =
exp (−∆GD/RT ) · cinit
1 + exp (−∆GD/RT ) · cinit
, (5.8)
where cinit is the initial concentration of the target. This intensity is only
16.5 % of the intensity of the PM sequence (3’-CTACCGTACTC-5’) that we
used on our microarray (Fig. 5.10). This demonstrates that there are some
weakly binding sequences with the length 7 whose their perfectly matching
hybridization intensities may still be below the 27 % intensity of the sequence
with three mismatches (see Tab. 5.3). This clearly shows that choosing even
dm = 3 as a minimum Hamming distance is not sufficient to precisely dis-
criminate PM intensity from all mismatch intensities. Therefore, to check
the independency of our sets, we consider only dm = 4 and dm = 5 in the
following.
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Figure 5.13. Normal distribution of the intensities for PM and MM1-
MM3 and their corresponding standard deviations taken from Tab. 5.3.
The peak centers correspond to the normalized average intensity. The
average normalized intensity of 27 % for MM3 is still too high to precisely
discriminate the PM intensity from other cross-hybridized intensities (cf.
main text). Adapted with permission from [168] published by ACS.
5.5 Finding an Independent Set
The experiments presented in this section were obtained using microarray,
on which we immobilized the 23 and 83 probe sequences from the maximum
independent sets for dm = 5 and dm = 4 as obtained from our algorithm.
First, we consider the set with dm = 5, which we simultaneously hybridized
with the perfectly matching targets of three probes 3’-CTTGTAGGATC-5’,
3’-CTTTCCCGCTC-5’ and 3’-CTGGCTGCTTC-5’. Fig. 5.14 (a) shows the
reconstructed normalized intensities Iseq after background subtraction. The
green bars indicate hybridization signals at the expected positions correspond-
ing to the perfectly matching probes of the chosen targets. Using the highest
intensity as a reference the other two intensities are reaching 24 % and 31 % of
this level. The intensity of all the other probes (shown in blue) are scattered
with σ = 0.3 % around the average value of zero, which can be attributed
to the background fluorescence noise. These intensities stay well below 2 %
within a 5σ confidence interval. Note that negative values correspond to inten-
sities below the average background. To check whether the set with dm = 4
is independent as well, we hybridize only a single complementary target of
one of the probe 3’-CTACCTGGCTC-5’. The reconstructed measurement is
depicted in Fig. 5.14 (b). As before, the green bars show corresponding PM
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hybridization intensity. However, the red bars show that 11 additional probes
exhibit significant cross-hybridization signal exceeding the 2 % confidence in-
terval obtained before. This indicates that for L = 7 a maximum independent
set includes only 23 sequences with dm = 5. Note that the lists of the se-
quences for both dm = 4 and dm = 5 as well as the original pictures taken
with the microscope camera are shown in Appx. B and Appx. C.
→ Iseq ≤ 2%
→ Iseq > 2%, PM not in solution
→ Iseq > 2%, PM in solution
(a) (b)
Figure 5.14. Hybridization intensities reconstructed from the raw data.
Two sets of sequences with two different minimum Hamming distances.
(a) an independent set including 23 sequences with dm = 5 and (b)
a set consists of 83 sequences with dm = 4. The green bars are the
intensities of the sequences that their PM targets are present in the
solution. The blue bars correspond to the intensities with I ≤ 2 % at
the background level while the red bars in (b) are the cross-hybridization
intensities with I > 2 %. From the results we conclude that dm = 5 is
the appropriate minimum Hamming distance for L = 7. Adapted with
permission from [168] published by ACS.
5.6 DNA Hybridization in Presence of Protectors
As we discussed in the previous section, to avoid cross-hybridization in one
set we need to determine an appropriate minimum distance between its se-
quences. The experiments in this section investigate a possible strategy to
decrease the necessary Hamming distance, accordingly the cross-hybridization
and thereby achieve larger set sizes. Here, we study sets including sequences
with L = 17 for different Hamming distances. The outline of the idea is as
following: besides the surface bound probes and fluorescently labeled targets
we additionally add unlabeled sequences to the hybridization solution, called
protectors. The protectors are complementary to selected probes. The probes
exhibit higher affinities to the protectors than to the mismatched labeled tar-
gets. Accordingly, we expect that the protectors win the competition and
hence the fluorescence signal from cross-hybridization decreases.
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Figure 5.15. Conceptual design of the investigated sets. Each set
includes a PM and 30 other sequences called x, 1x, 2x, 3x, 4x, 5x, where
x = 1, . . . , 5. The first five sequences x = 1, . . . , 5 shown in the red
box have difference of d1 to the PM. For each sequence x there are five
sequences shown in the blue box that have Hamming distance of d1 to
sequence x and d2 = 2d1 to the PM. (a) shows all sequences including
their position and names, while (b) illustrates the axes that we use in
the following pictures to identify the sequences.
Each set includes the specific sequence 3’-ACTCTATCACGCCTGGT-5’
as perfect match (PM) and 30 additional sequences. Fig. 5.15 shows a con-
ceptual design of the investigated sets including the nomenclature chosen to
label each sequence. The first five sequences x = 1, 2, 3, 4, 5 in the red box
(a) have a defined Hamming distance d1 to the PM sequence. Additionally, for
each sequence x there are five further sequences 1x, 2x, 3x, 4x, 5x as shown at
the blue dashed boxes, which have a Hamming distance d1 with respect to se-
quence x and d2 = 2d1 to the PM. The Hamming distances between sequences
of different blue boxes, on the other hand, are undefined. (b) depicts the axes
that we use later in our results to identify the sequences. In particular, we
study three sets, set 1 including sequences with d1 = 2 and d2 = 4, set 2 with
d1 = 3 and d2 = 6 and set 3 with d1 = 4 and d2 = 8.
For having a better statistics over the intensities at different positions on
the chip we have 5 replicates from each sequence. In the actual microarray
the sequences and their replicates are not located as illustrated in Fig. 5.16,
but randomly distributed. Every chip is divided to four millichips refereed to
as MC1, MC2, MC3 and MC4, where each millichip carries the sequences of
one set (compare Fig. 5.16). In all millichips we hybridized the Cy3 labeled
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Figure 5.16. For each set we investigate a microarray with four mil-
lichips MC1, MC2, MC3 and MC4. All of them consist of the same
probes. Each millichip is hybridized individually, independent of others.
The hybridization solution for all millichips includes a Cy3 labeled PM
target (shown in red). Additionally, in MC2 we added the unlabeled
complementary protectors of the first 5 sequences x = 1, . . . , 5 (blue
colors). In MC3 we hybridized the Cy3 labeled complementary of se-
quence 1 besides PM (shown in red) and the unlabeled protectors of the
rest (blue colors). The sequences in the red box in MC3 are less pro-
tected due to the presence of the labeled target 1 while the sequences
in the blue box are less affected by it and more protected. MC4 is used
only for some cross-checks.
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Figure 5.17. Fluorescence image taken with Genepix scanner from
set 3 after hybridization. The design and the hybridization solution
for all milichips MC1 to MC4 are according to the main text. The
four millichips are separated by the PM fiducial. Within each MC the
fluorescence intensities of the randomly distributed 5 replicates of all 31
probes can be seen.
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(a) (b) (c)
(d) (e) (f)





































































































































Figure 5.18. The computationally reconstructed chip for set 1 based on
the design presented in Fig. 5.15 and fluorescence intensities extracted
from the image taken with a scanner. For each sequence the intensity
is averaged over 5 replicates and the background is subtracted. The
fluorescence intensity of the hybridization is normalized subsequently to
the PM intensity. The color of each feature in (a)-(c) as well as the
height of the bars in (d)-(f) correspond to the normalized intensities.
In all MC we hybridized the Cy3 labeled PM. In MC2 we additionally
have the unlabeled protectors of the first five sequences (x = 1, . . . , 5)
and in MC3 the Cy3 labeled target 1 and the unlabeled protectors of the
rest. The PM cross hybridizes to other surface-bounds probes allover the
microarray. Adding the unlabeled protectors in MC2 and MC3 decreases
the effect of cross-hybridization.
complementary of PM (shown in red). In MC2 we furthermore added the
unlabeled complementaries (the protectors) of the first five sequences (colored
with blue). MC3 is hybridized with Cy3 labeled complementaries of both PM
and sequence 1, called target 1 (in red), as well as the unlabeled protectors of
the remaining sequences (blue color). We used MC4 for various cross-checks
which will not be subject of the following discussions. The list of the sequences
for all sets are given in the Appx. D. The concentration of each target is cho-
sen to be 5 nM. The labeled targets may bind to the microarray surface at
RT unspecifically. This leads to a significant amount of background or false
hybridization, which decreases the sensitivity of the measurement and compli-
cates the analysis. We reduce this undesired binding by heating the microarray
surface including a hybridization solution to 44 ◦C, letting it relax back to RT,
and eventually hybridizing it for one hour at RT. Fig. 5.17 is a picture taken
with a Genepix scanner which shows the result of the hybridization for the set
3.
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To analyse the data for each sequence, we averaged the intensity over all
5 replicates, subtracted an average background intensity and normalized each
intensity to the PM intensity. Fig. 5.18 (a)-(c) shows the computationally
reconstructed results for MC1, MC2 and MC3 for set 1. In (d)-(f) the same
results are illustrated with the help of a 3D bar plot. The color of each feature
in (a)-(c) and the height of each column in (d)-(f) correspond to normalized
intensities of each sequence according to the color bar depicted on the right
hand side. For MC1 [(a) and (d)] hybridization of the labeled target PM
leads to the cross-hybridization of some other sequences. These non-specific
intensities vary depending on the exact sequence and the position of the mis-
matches. In agreement with our observation in Sec. 5.4 and with [89, 168],
our results reveal that the sequences with terminal mismatches show stronger
cross-hybridization as we expected. The results shown in Fig. 5.18 depict our
first attempt to decrease the cross-hybridization observed for (b) and (e) for
MC2 by adding the protectors of sequences x = 1, . . . , 5. It strikes the eye
that all cross-hybridization signals are significantly reduced. In particular,
we realize that not only the fluorescence intensity of the probes complemen-
tary to the protectors are diminished, but also of the remaining probes of the
set. The situation for MC3 [(c) and (f)] is more complicated to interpret: as
we added the labeled targets of both PM and sequence 1, their correspond-
ing complementary probes show high intensities. The remaining 29 probes
are protected and therefore show less cross-hybridization compared to MC1.
For the sequences 1x, . . . , 5x, however the signal increased compared to MC2,
even though their protectors are now present. This is the consequence of these
probes having only two mismatches with labeled target 1, which is present in
solution, in contrast to four mismatches they have with the labeled target PM.
In order to quantify the change in the intensities after adding the unlabeled
complementary protectors, we compute the improvement of MC2 over MC1
ηS12 and MC3 over MC1 η
S1
3 , where S1 refers to set 1, i.e. d1 = 2 and d2 = 4.
We define the improvement as
ηS12 = 1− IS12 /IS11 and
ηS13 = 1− IS13 /IS11 . (5.9)
Here, IS11 , I
S1
2 , and I
S1
3 denote the relative intensities of set 1 for MC1, MC2
and MC3 as shown in Fig. 5.18. The improvement as defined in Eq. (5.9)
yields the drop of intensity compared to MC1. That means an improvement
close to 1 indicates a good performance of the respective protector. All im-
provements obtained for set 1 are shown in Fig. 5.19. As can be seen most
improvements exceed 50 % with numerous features even approaching 100 %
in particular for MC3. The features illustrated as black or white belong to
the sequences that were excluded from the plots and later analysis. Black
indicates that the corresponding relative intensity on MC1 is below 5 %. For
these sequences the improvement is subject to an large error and therefore un-
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(c) (d)































































































Figure 5.19. Improvements of cross-hybridization intensities (a) and
(c) ηS12 for MC2 as well as (b) and (d) η
S1
3 for MC3 of set 1 according to
Eq. (5.9). The color of each feature in (a) and (b) and the height of the
bars in (c) and (d) show the drop of measured intensities for MC2 and
MC3 with respect to MC1. The black features belong to the sequences,
whose intensities in MC1 are lower than 5% of the PM intensity. The
white features on the other hand, are the sequences whose intensities in





protectors help decreasing the cross-hybridization intensities of most of
the sequences.
reliable. White features correspond to negative improvements. These occur
only for MC3 and sequences 11, 21, . . . , 51 due to the presence of the labeled
target 1.
To obtain a trend for the impact of the protectors, we average ηS12 and
ηS13 over certain groups of sequences. On that account, we separate MC2
into two groups: (i) the directly protected sequences, whose protectors are
in solution (Fig. 5.19 (a) and (c) first row) and (ii) the indirectly protected
sequences, whose protectors are not present, but they still profit from the
protectors of the first group (row 2 to 6). For the directly protected sequences
we find an average improvement of (46± 7) % while the indirectly protected
ones are even improved by (64± 17) %. It might come as a surprise that the
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latter group achieves the better improvement although it is only indirectly
protected. One should keep in mind, however, that cross-hybridization within
this group stems from binding to the PM, which has four mismatches with
respect to them, and is therefore comparatively weak. As protectors have less
mismatches compared to the PM, they can remove the PM with ease.
The reduction of the cross-hybridization intensity for MC3 is illustrated in
Fig. 5.19 (b) and (d). The additional presence of the labeled target 1 increases
the cross-hybridization signals of sequence 51, i.e. ηS13 < 0. This sequence is
accordingly shown in white and also excluded from the averaging. Here for
MC3 we average over the improvement of all sequences apart from x = 1
(first column) since they are directly influenced by the labeled target 1. We
obtain (80± 16) %, which is mainly limited due to sequences from the last
column (5, 25 and 35). The low improvements for these specific sequences is
stemming from the comparatively strong binding affinities resulting from their
mismatches being terminally positioned. Generally, the high average improve-
ment clearly demonstrates that cross-hybridization signals can be efficiently
minimized with the help of protectors.
(a) (b) (c)
(d) (e) (f)





































































































































Figure 5.20. The computationally reconstructed chip for set 2 based
on the design presented in Fig. 5.15 and the fluorescence intensities ex-
tracted from the images taken with the scanner. The PM cross hy-
bridizes to other surface-bounds probes allover the microarray. Adding
the unlabeled protectors in MC2 and MC3 decreases the effect of cross-
hybridization. However, the cross-hybridization compared to set 1
(Fig. 5.18) is less because of the large Hamming distance (d1 = 3).
For more details cf. caption Fig. 5.18 and main text.
In the following we present the hybridization results for set 2 and set 3
similar to what we described above for set 1. All normalized hybridization
intensities are shown in Fig. 5.20 and Fig. 5.21 for set 2 and 3, respectively.
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(a) (b) (c)
(d) (e) (f)





































































































































Figure 5.21. The computationally reconstructed chip for set 3 based
on the design presented in Fig. 5.15 and the fluorescence intensities ex-
tracted from the images taken with the scanner (Fig. 5.17). The PM
cross hybridizes to other surface-bounds probes allover the microarray.
Adding the unlabeled protectors in MC2 and MC3 decreases the effect of
cross-hybridization. However, the cross-hybridization compared to set 1
(Fig. 5.18) is less because of the large Hamming distance (d1 = 4). For
more details cf. caption Fig. 5.18 and main text.
For both sets we observe cross-hybridization to the PM in MC1 and MC2
as well as to PM and target 1 in MC3. The amount of cross-hybridization
is significantly decreased compared to set 1 since the respective Hamming
distances here are larger (d1 = 3 and d2 = 6 for set 2 and d1 = 4 and d2 = 8
for set 3). Also, we see the expected decrease in the cross-hybridization signal
in presence of protectors when comparing MC2 to MC1 as well as MC3 to
MC1 for both sets. To quantify the effect we determine all improvements
ηS22 and η
S3




3 for MC3 over MC1
with the help of equation Eq. (5.9). The results are illustrated in Fig. 5.22
and Fig. 5.23, respectively. At a first glance, we recognize that we still have
a high average level of protection, but it continuously decreases from set 1
to set 3. Moreover, it can be seen that an increasing number of sequences
must be excluded from the analysis as their corresponding cross-hybridization
intensities were already below our threshold of 5 % for MC1. We furthermore
evaluate the average improvements for the directly and indirectly protected
sequences of MC2 as well as all sequences of MC3 apart from x = 1 in the
same fashion as presented for set 1. The results are summarized in Tab. 5.4.
Note that the presented errors are not the error of each individual intensity
but resulting from the scattering of the intensities around the average value in
one group . The averages confirm the trend we suspected from the respective
88
5.6. DNA Hybridization in Presence of Protectors
Table 5.4. Comparison of improvements obtained for MC2 and MC3
for all three sets. The sequences of MC2 are grouped into directly and
indirectly protected sequences (cf. main text). All values are given in
percent.
MC2 MC3
Set directly protected indirectly protected improved sequences
S1 46± 7 64± 17 80± 16
S2 46± 21 59± 29 77± 17
S3 33± 5 40± 37 57± 21
plots: from set 1 to set 3 the improvement decreases from 46 % to 33 % for the
directly protected sequences, from 64 % to 40 % for the indirectly protected
ones, and from 80 % to 57 % for improved sequences (all sequences apart from
the first row x = 1) on MC3. This observation can be understood keeping in
mind that the cross-hybridization for high Hamming distances is anyhow very



































































































Figure 5.22. Improvements of cross-hybridization intensities (a) and
(c) ηS22 for MC2 as well as (b) and (d) η
S2
3 for MC3 of set 2 according
to Eq. (5.9). For details cf. caption Fig. 5.19 and main text.
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(a) (b)
(c) (d)































































































Figure 5.23. Improvements of cross-hybridization intensities (a) and
(c) ηS32 for MC2 as well as (b) and (d) η
S3
3 for MC3 of set 3 according
to Eq. (5.9). For details cf. caption Fig. 5.19 and main text.
5.7 Summary and Discussion
In the present chapter we first address the question by how much sequences of
a given set must differ so that the hybridization to their fluorescently labeled
complementary targets in solution does not lead to any cross-hybridization,
i.e. single sequences are well discriminated. For that we performed experi-
ments with DNA sequences that are synthesized on a surface employing light
directed in situ synthesis. We first introduced the concept of Hamming dis-
tance borrowed from information theory and applied it to DNA sequences.
We experimentally determined a necessary minimum Hamming distance for
sequences with a length of L = 7. By employing a local search algorithm,
we constructed independent sets of length L ≤ 7 for different dm whose sizes
are maximized. We found that for L = 7 a minimum Hamming distance of
dm = 5 is necessary to avoid cross-hybridization and experimentally verified
the independency of such a set. Due to a large dm the size of an independent
set in this case is only 23, which is much smaller than 47 possible sequences.
The obtained dm is, however, in a good agreement with the reported discrim-
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ination level of dm ≈ L/2 in [45,46]. One should keep in mind that we added
four extra bases to each strand to enhance the hybridization intensity. How-
ever, since these bases are fixed the effective length of the sequence is still
L = 7, which in combination with dm = 5 leads to a small set size. For longer
length, these additional bases are redundant and therefore, with the same dm
the longer lengths provide larger set sizes.
Although a discrimination of a single-nucleotide in bulk is successfully
accomplished [23], the optically directed synthesis technology introduces errors
in synthesized sequences [186–190]. However, a minimum Hamming distance
dm can be reduced by rising a temperature [23]. At a given concentration a
discrimination increases close to a melting temperature. However, to achieve
that it is necessary to select the sequences of a set in such a way that they
have similar melting temperatures. Regardless of the help this strategy offers
it introduces an extra restriction to the choice of the sequences and does not
present a general solution for the problem.
In the second part of the chapter we introduced a strategy to reduce the
necessary Hamming distance between the sequences of a set. Here, we fo-
cused more on how to avoid cross-hybridization between sequences of a set. We
qualitatively show that adding unlabeled complementary strands of all surface
bound probes can decrease the cross-hybridization stemming from non-specific
binding of a labeled targets. Adding the unlabeled protectors we observed a
decrease of up to 80 % in average for the cross-hybridization intensities. For
some specific sequences, the cross-hybridization was even almost suppressed.
However, the relative effect is stronger for smaller Hamming distance since
for larger distances there is not much cross-hybridization that needs to be re-
duced. Also, we observed that for an increasing number of labeled targets or
unlabeled protectors, the complexity of the competition situation rises, mak-
ing the effect of protectors difficult to quantify. However, the overall outcome
clearly illustrates that the employment of protector sequences decreases unde-
sired cross-hybridization and accordingly paves the way for smaller necessary
Hamming distances and possibly larger set sizes. In future experiments, pro-
tectors can be employed to demonstrate that they help to maximize the size





In the course of present thesis we developed several experimental techniques in
order to investigate the physical mechanism of DNA molecular recognition in
particular in competitive environments. We focused on establishing a better
understanding of the underlying processes in the context of experiments with
surface-bound DNA as well as DNA in solution. The first part of this work
deals with determining binding affinities of two DNA strands in liquid solution
in a pairwise manner as well as in competition. The second part focuses on
finding a largest possible set of independent surface-attached probes which do
not exhibit any cross-hybridization.
In the bulk experiments first we applied fluorescence anisotropy (FA) tech-
nique to determine a pairwise binding affinity of a probe and a target. Fluo-
rescence anisotropy is based on rotational diffusion of a fluorescently labeled
molecule. While a labeled single strand rotates fast, hybridization of a single
strand to its complementary forming a double helix slows down the rotational
diffusion of a helix and increases the corresponding anisotropy. A single mis-
match at the middle of a strand destabilizes a formed helix and decreases
a persistence length. This leads to an increase in rotational mobility of a
molecule and a decrease in anisotropy value. Accordingly, the intermediate
conformations where two strands are only weakly bound results in a small
anisotropy and these states will still be counted as unbound. Therefore FA
is only sensitive to the formation of the helicoidal conformation. We found
that the pairwise binding affinities obtained from FA are in a good agreement
with the corresponding predicted values from Nupack software package. The
Nupack algorithm based on nearest neighbor model considers only the base
stacking interactions which are only present in duplex structures.
Moreover, we employed another technique, fluorescence correlation spec-
troscopy (FCS) based on translational diffusion of a fluorescent molecule. If
two DNA strand partially bind to each other, they still diffuse together as a
complex. Such microstates appear in a FCS signal while very same conforma-
tions as we discussed above do not have a big contribution in FA signal. As
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a result of that, FCS leads to larger binding constants than FA. We observed
that the binding affinity obtained from FCS for strands with a mismatch at the
center is more than two orders of magnitudes larger than the respective value
from FA. We suggest that for the mismatched strands, binding microstates of
high entropy contribute relatively more to the affinity than the well known
nearest neighbor interactions that arise in a stiff double helix.
Considering 3 strands, two of them competing for binding to the same
probe, we observed that the individual binding constants obtained from pair-
wise binding do not describe our results in competition. In this case the
ratio of binding affinities changes with respect to pairwise binding, revealing
non-negligible and non-trivial interaction. The binding energy of either probe-
target pair is not only affected by the presence of the respective competitor,
but for each competitor to a different degree, suggesting that DNA binding is
cooperative.
In the second part of this study we employed in situ synthesis technique to
synthesize short DNA sequences with a core length of L = 7 on a microarray
surface. To increase the hybridization probability we extended all sequences
by adding four fixed extra bases, two to each terminal. We distributed dif-
ferent numbers of mismatches along each sequence at different positions. By
hybridizing a perfectly matching target of one of the probe, we obtained var-
ious fluorescence intensities indicating cross-hybridization between a labeled
target and mismatched probes. Subsequently, we determined a minimum num-
ber of mismatches which two sequences of a same length must have in order
not to show any cross-hybridization. In analogy to coding theory, we called
this distance as a minimum Hamming distance dm. Accordingly, a set con-
taining sequences with mutual distance of at least dm should be free of any
cross-hybridization. Such a set is referred to as independent. Employing a
local search algorithm, we created different sets of sequences for different L
and dm, whose sizes are maximized. These sets are called maximum indepen-
dent sets MIS. Our set sizes in most of the cases are either equal or exceeding
the reported set sizes from literature [46, 50]. We experimentally illustrated
that for the length of L = 7 a set with dm = 5 does not display any cross-
hybridization. We found the size of such an independent set to be only 23,
which is surprisingly small compare to the overall 47 possible sequences. How-
ever, this set size is in a good agreement with a reported discrimination level
of L ≈ d/2 [45,46], considering the additional four terminal bases. Moreover,
we derived an analytical expression for the number of the sequences with runs
of at least four guanine. We illustrated that eliminating these sequences for
short lengths of DNA does not influence the MIS size, but we expect that it
plays a role for longer lengths.
Additionally we introduced an approach to decrease a minimum Hamming
distance of a set. We illustrated that adding unlabeled complementary targets
of the surface bound probes (protectors) will diminish the cross-hybridization
intensity of a labeled target up to 80 % in average. We observed that by in-
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creasing the number of labeled targets the complexity of the situation quickly
increases, leading to difficulties in quantifying the impact of the protectors.
However, our results clearly demonstrated that introducing unlabeled pro-
tectors decreases cross-hybridization and accordingly is a compelling option
to reduce the minimum necessary Hamming distance, which would result in
larger set sizes.
The presented work contributes to the understanding of how molecular
recognition works in case of DNA hybridization. In surface experiments we
found that we require a large minimum Hamming distance to avoid any cross-
hybridization. The bulk experiments on the other hand illustrate that the
binding of a target to its complementary probe in presence of a competitor
is much more complex than what can be inferred from individual binding
mechanisms. We suggest that the cooperative processes increase the accuracy
of the recognition in high density environments. We expect the cooperativity
to also play a role in other recognition processes inside a cell. Therefore, other
biological systems need to be studied along these lines in order to obtain a




A Diffusion Measurements for Determining
Binding Affinity
Fig. A.1, Fig. A.2 and Fig. A.3 represent the correlation measurements using
FCS technique for determining the fraction of occupied probe q for different
concentrations of cPM , cMMM and cMME in P-PM, P-MMM and P-MME
hybridizations, respectively. Fitting all measurements to two components
diffusion model Eq. (2.27), we derive the molar fractions q that we used in
Fig. 4.11.
Fig. A.4 illustrates the autocorrelation measurements for finding the mo-
lar fraction q in the experiment where PM and MMM strands compete to
hybridize to the probe. Here, the PM is a labeled sequence and the concen-
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Figure A.1. Measured fluorescence autocorrelation for P-PM hy-
bridization (data:circles) for different concentrations of PM. The blue
curves correspond to the autocorrelation functions of a single labeled
stranded P with q = 0, and double stranded with q = 1. The red solid
curve represents the fit using Eq. (2.27) leading to a molar fractions q.
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q = 0.27± 0.02
(b)
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q = 0.89± 0.02
Figure A.2. Measured fluorescence autocorrelation for P-MMM hy-
bridization (data:circles) for different concentrations of MMM. The blue
curves correspond to the autocorrelation functions of a single labeled
stranded P with q = 0, and double stranded with q = 1. The red solid
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q = 0.98± 0.04
Figure A.3. Measured fluorescence autocorrelation for P-MME hy-
bridization (data:circles) for different concentrations of MME. The blue
curves correspond to the autocorrelation functions of a single labeled
stranded P with q = 0, and double stranded with q = 1. The red solid
curve represents the fit using Eq. (2.27) leading to a molar fractions q.
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Figure A.4. Measured fluorescence autocorrelation for P-PM-MMM
hybridization (data:circles) for different concentrations of MMM. The
blue curves correspond to the autocorrelation functions of a single la-
beled stranded PM with q=0, and double stranded (P-PM) with q=1.




B List of Sequences for the First Set of
Microarray Experiments
In this section at Tab. B.1 we show the list of sequences we used in Sec. 5.4 to
determine the minimum Hamming distance dm. The first sequence at Tab. B.1
is PM and the other sequences have one to seven mismatches with respect to
it, which are marked in red. Tab. B.2 and Tab. B.3 represent the list of
sequences with dm = 4 and dm = 5 as mentioned in Sec. 5.5, respectively.
All sequences were hybridized to the surface using five thymine (T) bases as
a linker.
Table B.1. Sequences used in Sec. 5.4 for determining minimum Ham-
ming distance. The first sequence of a table is PM and the others have
different numbers of mismatches compared to it, which are marked in
red.



















B. List of Sequences for the First Set of Microarray Experiments
Table B.2. List of sequences with minimum Hamming distance dm = 4.













































Table B.3. List of sequences with minimum Hamming distance dm = 5.













C Microarray Raw Data Images
(a) (b)
Figure C.5. The images taken with the camera of the microscope,
showing the hybridization intensities of two sets of sequences with two
different minimum Hamming distances. (a) an independent set including
23 sequences with dm = 5 and (b) a set consists of 83 sequences with
dm = 4. For more details refer to Sec. 5.5
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D. List of Sequences for the Second Set of Microarray Experiments
D List of Sequences for the Second Set of
Microarray Experiments
In this section we present three lists of sequences that we used in Sec. 5.6,
set1 with d1 = 2 and d2 = 4, set2 with d1 = 3 and d2 = 6 and set3 with d1 = 4
and d2 = 8.
Table D.4. List of sequences for set 1 with d1 = 2 and d2 = 4.


































Table D.5. List of sequences for set 2 with d1 = 3 and d2 = 6.

































D. List of Sequences for the Second Set of Microarray Experiments
Table D.6. List of sequences for set 3 with d1 = 4 and d2 = 8.
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nenberg, P. Staehler, M. Beier, and D. Tautz, “Tests of rRNA hy-
bridization to microarrays suggest that hybridization characteristics
of oligonucleotide probes for species discrimination cannot be pre-
dicted,” Nucleic Acids Res. 34, e66 (2006).
[170] M. R. Shortreed, S. B. Chang, D. Hong, M. Phillips, B. Campion, D. C.
Tulpan, M. Andronescu, A. Condon, H. H. Hoos, and L. M. Smith,
“A thermodynamic approach to designing structure-free combinato-
rial DNA word sets,” Nucleic Acids Res. 33, 4965 (2005).
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