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a b s t r a c t
In this paper, the problem of delay-dependent robust passivity analysis and robust
passification of uncertain Markovian jump linear systems (MJLSs) with partially known
transition rates and mode-dependent time-varying delays are investigated. In the
deterministic model, the time-varying delay is in a given range and the uncertainties
are assumed to be norm bounded. By constructing an appropriate Lyapunov–Krapunov
functional (LKF) combining with Jensen’s inequality and the free-weighting matrix
method, delay-dependent passification conditions are obtained in term of linear matrix
inequalities(LMIs). For the robust passification problem, desired passification controllers
are designed, which guarantee that the closed-loop MJLS is passive. Finally, a numerical
example is given to illustrate the effectiveness of the proposed approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, more and more attention has been devoted to the Markovian jump systems since they were introduced
by Krasovskii and Lidskii [1]. It is known that systemswithMarkovian jumpparameterswere a set of systemswith transition
among the models governed by a Markov chain taking values in a finite set. They have the character of stochastic hybrid
systems with two components in the state. One is that mode governed by a continuous-time finite-state Markov process,
and the other refers to the state represented by a differential equation. Markovian jump systems have a good advantage of
modeling the abrupt phenomena such as random failures and repairs of the components, changes in the interconnections
of subsystems, sudden environment changes, etc., which often take place in many dynamical systems [2–4]. So due to
extensive applications of such systems in manufacturing systems, power systems, communication systems and network-
based control systems, recently, many works have been reported on MJLSs, including filtering problems [5,6], stability
analysis problems [7–10] and control problems [11–14], etc.
However, most of the existing literature about the transition probabilities in the jumping process has been assumed to be
completely accessible. The ideal assumption on the transition probabilities inevitably limits the application of the traditional
Markovian jump system theory. In fact, the likelihood to obtain the complete knowledge on the transition probabilities is
questionable and the cost is probably high. So it is significant and necessary to further study more general Markovian jump
systems with incomplete transition descriptions [15–18].
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On the other hand, the passivity and passification problems for a various of practical systems have been attracting
renewed attention. The passivity theory was first proposed in the circuit analysis [19] and since then has played an
efficient role in both electrical network and nonlinear control systems, and provides a nice tool for analyzing the stability of
systems [20–24]. In [20] the author first deals with the delay-dependent global robust passivity problem for uncertain fuzzy
systems with bounded time delay; in [21] both delay-independent and delay-dependent stochastic passivity conditions
are presented for uncertain neural networks; in [22–24] the authors discussed the robust passivity and passification of
Markovian jump systems and fuzzy time-delay systems.
In practice, input delays are often encountered in control systems because of the transmission of measurement
information. Especially, in networked control systems, sensors controllers, and plants are often connected over a net
medium, hence it is quite meaningful to study the effect of the input delay in the design of controllers. However, to the best
of the authors’ knowledge providing less conservative delay-dependent passivity and passification criterion for uncertain
MJLS with input delays and partially known transition rates to desired performance are still open problems.
Motivated by this observation, this paper considers the problemof robust passivity analysis and passification of uncertain
MJLS with partially known transition rates and mode-dependent interval varying-time delays, meantime, including state
and input delays. Based on the LKF method and the free-weighting matrix method, some desired passification controllers
are designed, which guarantee that the closed-loop MJLS is passive. Finally, a numerical example is used to illustrate the
proposed design method.
Notations: The notations are quite standard. Throughout this letter, Rn and Rn×m denote the n-dimensioned Euclidean
space and the set of all n×m real matrices. The notation X ≥ Y means that X and Y are symmetric matrices, and that X − Y
is a positive semi-definitive matrix. L2 [0,+∞) is a square integrable function vector over [0,+∞). ∥·∥ is the Euclidean
norm in Rn. I is the identity matrix with appropriate dimensions. If A is a matrix, λmax (A) (respective λmin(A)) means the
largest (respective smallest) eigervalue ofA.Moreover, let

Ω, F, (Ft)t≥0, P

be a complete probability spacewith a filtration.
(Ft)t≥0 satisfies the usual conditions (i.e., the filtration contains all P-null sets and it is right continuous). E {·} stands for the
mathematical expectation operatorwith respect to the given probabilitymeasure. Denote by L2F0 ([−τ¯2, 0] : Rn) the family of
allF0measurable C ([−τ¯2, 0] :Rn)-valued randomvariablesϕ = {ϕ (s) :−τ¯2 ≤ s ≤ 0} such that sup−τ¯2≤s≤0 E ∥ϕ(s)∥2 <∞.
The asterisk * in a matrix is used to denote the term that is induced by symmetry. Matrices, if not explicitly, specified, are
assumed to have appropriate dimensions. Sometimes, the arguments of function will be omitted in the analysis when no
confusion can arise.
2. Problem formulation and preliminaries
Consider the following uncertain MJLS with time-varying delays
x˙ (t) = A (t, rt) x (t)+ Ad (t, rt) x (t − τ (t, rt))+ B1 (t, rt) u (t)+ E1 (t, rt) u (t − τ (t, rt))+ D1 (rt) ω (t) (1)
z (t) = C (t, rt) x (t)+ Cd (t, rt) x (t − τ (t, rt))+ B2 (t, rt) u (t)+ E2 (t, rt) u (t − τ (t, rt))+ D2 (rt) ω (t) . (2)
Here x (t) ∈ Rn is the state vector, u (t) ∈ Rp is the control input, z (t) ∈ Rq is the control output, ω (t) ∈ Rl is the
exogenous disturbance signal that belongs to L2 [0,+∞), and {rt , t ≥ 0} is a homogenous finite-state Markov chain with
right continuous trajectories, which takes value in a finite-state space S = {1, 2, . . . ,N}with generatorΠ = πij, i, j ∈ S,
and has the following mode transition probabilities
Pr {rt+∆t = j |rt = i } =

πij∆t + o (∆t) i ≠ j
1+ πii∆t + o (∆t) i = j
where∆t > 0, lim∆t→0 o(∆t)∆t = 0, πij is the transition rate from i to j, and
πii = −

j≠i
πij, πij ≥ 0, j ≠ i. (3)
For notational simplicity, where rt = i, i ∈ S, the matrices A (t, rt) , Ad (t, rt) , B1 (t, rt) , E1 (t, rt) , C (t, rt), Cd (t, rt),
B2 (t, rt) and E2 (t, rt)will be denoted by Ai (t) , Adi (t) , B1i (t) , E1i (t) , Ci (t) , Cdi (t) , B2i (t), and E2i (t). We denote that
Ai (t) = Ai +∆Ai (t) , Adi (t) = Adi +∆Adi (t) , B1i (t) = B1i +∆B1i (t)
E1i (t) = E1i +∆E1i (t) , Ci (t) = Ci +∆Ci (t) , Cdi (t) = Cdi +∆Cdi (t) (4)
B2i (t) = B2i +∆B2i (t) , E2i (t) = E2i +∆E2i (t)
where Ai, Adi, B1i, E1i, Ci, Cdi, B2i, E2i, and D1i,D2i are known constant matrices with appropriate dimensions. In this paper,
the transition rates of the Markov chain are partially known, that is, some elements in matrixΠ are unknown. We denote
that
I ikn =

j: if πij is know

I iuk =

j: if πij is unknow

.
In addition, if I ikn ≠ ∅, we will further describe the I ikn as
I ikn =

k1, k2, . . . , kmi ,

, mi ∈ {1, 2, . . . ,N − 2} .
Furthermore, we assume the diagonal elements ofΠ are known.
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Now the mode-dependent state-feedback controller is taken to be as follows
u (t) = Kix (t) (5)
then, the closed-loop MJLS can be rewritten as
x˙ (t) = (Ai (t)+ B1i (t) Ki) x (t)+ (Adi (t)+ E1i (t) Ki) x (t − τi (t))+ D1iω (t)
z (t) = (Ci (t)+ B2i (t) Ki) x (t)+ (Cdi (t)+ E2i (t) Ki) x (t − τi (t))+ D2iω (t) . (6)
Before proceeding further, wewill introduce the following assumptions, definitions and some lemmaswhichwill be used
in the next section.
Assumption 2.1. The uncertain parameters are assumed to be of the form:
∆Ai (t) ∆Adi (t) ∆B1i (t) ∆E1i (t)
∆Ci (t) ∆Cdi (t) ∆B2i (t) ∆E2i (t)

=

T1i
T2i

Fi (t)

N1i N2i N3i N4i

(7)
where T1i, T2i and Nki, k = 1, 2, 3, 4, i ∈ S are known real constant matrices with appropriate dimensions and Fi (t) ,∀i ∈ S,
are unknown time-varying matrix functions satisfying
F Ti (t) Fi (t) ≤ I. (8)
Remark 2.1. It is assumed that all the elements Fi (t) ,∀i ∈ S, are Lebesgue measurable. The matrices ∆Ai (t) ,∆Adi (t) ,
∆B1i (t) ,∆E1i (t), ∆Ci (t) ,∆Cdi (t), ∆B2i (t), and ∆E2i (t) are said to be admissible if and only if both (7) and (8) hold. The
parameter uncertainty structure as in Assumption 2.1 is an extension of the so-called matching condition, which has been
widely used in the problems of control and robust filtering of uncertain linear systems.
Assumption 2.2. The time-varying delay τi (t) satisfies 0 ≤ τ1i ≤ τi (t) ≤ τ2i, τ˙i (t) ≤ µi, with τ1i, τ2i, and µi being real
constant scalars for each ∀i ∈ S.
Definition 2.1 ([20]). The closed-loop MJLS (6) is said to be globally robustly passive if there exists a scalar γ > 0 such that
2E
 T
0
ωT (t) z (t) dt

≥ −γ E
 T
0
ωT (t) ω (t) dt

∀T ≥ 0 (9)
for all admissible uncertainties (7) and (8) under the zero initial conditions.
Definition 2.2 ([25]). The MJLS with ω (t) = 0 is said to be robustly stochastically stable if for all finite ϕ (t) defined on
[−τ¯2, 0] and initial mode r0, there exists a finite numberΞ (ϕ (·) , τ¯2, r0) > 0, such that
lim
n→∞
 n
0
E ∥x (ϕ, τ (t) , t)∥2 dt

< Ξ (ϕ (·) , τ¯2, r0)
holds for all admissible uncertainties satisfying (7) and (8).
Lemma 2.1 ([23]). Let Q (x) = Q T (x) , R (x) = RT (x), and S (x) depend affinely on x. Then the linear matrix inequality
Q (x) S (x)
ST (x) R (x)

> 0
holds if and only if one of the following conditions holds:
(1) R (x) > 0,Q (x)− S (x) R−1 (x) ST (x) > 0;
(2) Q (x) > 0, R (x)− ST (x)Q−1 (x) S (x) > 0.
Lemma 2.2 ([9]). For any constant matrix M > 0, any scalars a and b with a < b, and a vector function x (t) : [a, b] → Rn
such that the integrals concerned are well defined, then the following holds, b
a
x (s) ds
T
M
 b
a
x (s) ds

≤ (b− a)
 b
a
xT (s)Mx (s) ds.
Lemma 2.3 ([26]). Let A, D, S, F and P be real matrices of appropriate dimensions with P > 0 and F satisfy F T (t) F (t) ≤ I . Then
the following statements hold.
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(1) For any scalar ε > 0
DFS + (DFS)T ≤ ε−1DDT + εST S
(2) For any vectors x and y with appropriate dimensions
2xTADy ≤ xTAPAT x+ yTDTP−1Dy.
Lemma 2.4 ([15]). For given scalar λi ≥ 0 and matrix Pi ≥ 0, i = 1, 2, . . . ,N, we have
N
i=1
λiPi ≤
N
i=1
λi
N
i=1
Pi.
3. Main result
3.1. Passivity analysis
In this section, we assumed the transition rates are completely known and given the feedback controller gain matrices
Ki, i ∈ S at first, we will present a sufficient condition, which guarantees the MLJS (6) is globally robustly passive.
Theorem 3.1. Given the controller gain Ki, the uncertain MJLS (6) is globally robustly passive in the sense of expectation if there
exist positive definite matrices Pi, Qi, Q¯1i, Q¯2i, Q ∗, Z , G1, G2, positive scalars γ , εi, and for any matrices Li,Mi, Ri,Ui, Vi with
appropriate demensions such that the following matrices inequalities hold for all i = 1, 2, . . . ,N:
j∈S
πijQj − Q ∗ ≤ 0 (10)
j∈S
πijQ¯kj − Gk ≤ 0 k = 1, 2 (11)

Φi7×7 I1i
√
τ1iLi

τ2i − τ1i
2
Mi

τ2i − τ1i
2
Ri εiI2i I3i
∗ −τ2iZ 0 0 0 εiτ2iZT1i 0
∗ ∗ −Z 0 0 0 0
∗ ∗ ∗ −Z 0 0 0
∗ ∗ ∗ ∗ −Z 0 0
∗ ∗ ∗ ∗ ∗ −εiI 0
∗ ∗ ∗ ∗ ∗ ∗ −εiI

< 0 (12)

Φi7×7 I1i
√
τ1iLi

τ2i − τ1i
2
Ui

τ2i − τ1i
2
Vi εiI2i I3i
∗ −τ2iZ 0 0 0 εiτ2iZT1i 0
∗ ∗ −Z 0 0 0 0
∗ ∗ ∗ −Z 0 0 0
∗ ∗ ∗ ∗ −Z 0 0
∗ ∗ ∗ ∗ ∗ −εiI 0
∗ ∗ ∗ ∗ ∗ ∗ −εiI

< 0 (13)
where
Φi11 = Pi (Ai + B1iKi)+ (Ai + B1iKi)T Pi + πiiPi +

j≠i
πijPj + Qi + τ2iQ ∗
+ Q¯1i + Q¯2i + L1i + LT1i + τ1iG1 + τ2iG2
Φi12 = −L1i + LT2i +M1i Φi13 = −M1i + LT3i + R1i
Φi14 = Pi (Adi + E1iKi)− R1i + LT4i + U1i Φi15 = −U1i + LT5i + V1i
Φi16 = LT6i − V1i Φi17 = PiD1i − (Ci + B2iKi)T
Φi22 = M2i +MT2i − L2i − LT2i + (ρτ¯1 − 1) Q¯1i Φi23 = −M2i +MT3i + R2i − LT3i
Φi24 = U2i +MT4i − R2i − LT4i Φi25 = −U2i +MT5i + V2i − LT5i
Φi26 = MT6i − LT6i − V2i Φi33 = −M3i −MT3i + R3i + RT3i
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Φi34 = U3i −MT4i − R3i + RT4i Φi35 = −U3i −MT5i + V3i + RT5i
Φi36 = RT6i −MT6i − V3i
Φi44 = U4i + UT4i − R4i − RT4i − (1− µi)Qi +

j≠i
πijτ2jQi
Φi45 = −U4i + UT5i + V4i − RT5i Φi46 = UT6i − RT6i − V4i
Φi47 = − (Cdi + E2iKi)T
Φi55 = −U5i − UT5i + V5i + V T5i Φi56 = −UT6i + V T6i − V5i
Φi66 = −V6i − V T6i + (ρτ¯2 − 1) Q¯2i Φi77 = −D2i − DT2i − γ I
if not explicitly, then the other terms of Φi(7×7) are zero.
I1i =

τ2iZ (Ai + B1iKi) 0 0 τ2iZ (Adi + E1iKi) 0 0 τ2iZD1iT
I2i =

T T1iPi 0 0 0 0 0 −T T2i
T
I3i =

N1i + N3iKi 0 0 N2i + N4iKi 0 0 0T
Li =

LT1i L
T
2i L
T
3i L
T
4i L
T
5i L
T
6i 0
T
Mi =

MT1i M
T
2i M
T
3i M
T
4i M
T
5i M
T
6i 0
T
Ri =

RT1i R
T
2i R
T
3i R
T
4i R
T
5i R
T
6i 0
T
Ui =

UT1i U
T
2i U
T
3i U
T
4i U
T
5i U
T
6i 0
T
Vi =

V T1i V
T
2i V
T
3i V
T
4i V
T
5i V
T
6i 0
T
τ¯1 = max
i∈S
{τ1i} τ 1 = mini∈S {τ1i} τ¯2 = maxi∈S {τ2i} τ 2 = mini∈S {τ2i}
ρ = max
i∈S
{|πii|} .
Proof. First, in order to cast our model involved in the framework of the Markov processes, we define a new process
xt (s) = x (t + s) , s ∈ [−2τ¯2, 0], and let L be the weak infinitesimal generator of the random process xt (s) , t ≥ 0. Now
consider the Lyapunov–Krasovskii functional as follows:
vi (xt) = vi1 (xt)+ vi2 (xt)+ vi3 (xt)+ vi4 (xt)+ vi5 (xt)+ vi6 (xt) (14)
where
vi1 (xt) = xT (t) P (r (t)) x (t) vi2 (xt) =
 t
t−τ(t,r(t))
xT (s)Q (r (t)) x (s) ds
vi3 (xt) =
 t
t−τ1(r(t))
xT (s) Q¯1 (r (t)) x (s) ds+
 t
t−τ2(r(t))
xT (s) Q¯2 (r (t)) x (s) ds
vi4 (xt) =
 0
−τ2i
 t
t+θ
xT (s)Q ∗x (s) dsdθ
vi5 (xt) =
 0
−τ1i
 t
t+θ
xT (s)G1x (s) dsdθ +
 0
−τ2i
 t
t+θ
xT (s)G2x (s) dsdθ
vi6 (xt) =
 0
−τ2i
 t
t+θ
x˙T (s) Zx˙ (s) dsdθ.
Here in order to show the passivity of the MJLS (6) under the given controller gain matrices Ki, we set
J (T ) = E
 T
0
−2ωT (t) z (t)− γωT (t) ω (t) dt . (15)
Now using Dynkin’s formula we can easily deduce that
J (T ) = E
 T
0
−2ωT z (t)− γωT (t) ω (t)+ Lvi (xt) dt− E {vi (x (T ))} + E {vi (x0)} (16)
Lvi1 (xt) = xT (t)

Pi (Ai (t)+ B1i (t) Ki)+ (Ai (t)+ B1i (t) Ki)T Pi

x (t)
+ 2xT (t) Pi (Adi (t)+ E1i (t) Ki) x (t − τi (t))+ 2xT (t) PiD1iω (t)+ xT (t)

j∈s
πijPjx (t)
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Lvi2 (xt) ≤ xT (t)Qix (t)+

j≠i
πijτ2jxT (t − τi (t))Qix (t − τi (t))
− (1− µi) xT (t − τi (t))Qix (t − τi (t))+
 t
t−τi(t)
xT (s)

j∈s
πijQjx (s) ds
Lvi3 (xt) ≤ xT (t) Q¯1ix (t)+ xT (t) Q¯2ix (t)+ (ρτ¯1 − 1) xT (t − τ1i) Q¯1ix (t − τ1i)
+ (ρτ¯2 − 1) xT (t − τ2i) Q¯2ix (t − τ2i)+
 t
t−τ1i
xT (s)

j∈S
πijQ¯1jx (s) ds
+
 t
t−τ2i
xT (s)

j∈S
πijQ¯2jx (s) ds
Lvi4 (xt) ≤ τ2ixT (t)Q ∗x (t)−
 t
t−τi(t)
xT (s)Q ∗x (s) ds
Lvi5 (xt) = τ1ixT (t)G1x (t)+ τ2ixT (t)G2x (t)−
 t
t−τ1i
xT (s)G1x (s) ds
−
 t
t−τ2i
xT (s)G2x (s) ds
Lvi6 (xt) = τ2ix˙T (t) Zx˙ (t)−
 t
t−τ1i
x˙T (s) Zx˙ (s) ds−
 t−τ1i
t− τ1i+τi(t)2
x˙T (s) Zx˙ (s) ds
−
 t− τ1i+τi(t)2
t−τi(t)
x˙T (s) Zx˙ (s) ds−
 t−τi(t)
t− τ2i+τi(t)2
x˙T (s) Zx˙ (s) ds−
 t− τ2i+τi(t)2
t−τ2i
x˙T (s) Zx˙ (s) ds.
Then using the Newton–Leibniz formula, for any matrices Li,Mi, Ri,Ui, Vi we have
2ξ T (t) Li

x (t)− x (t − τ1i)−
 t
t−τ1i
x˙ (s) ds

= 0
2ξ T (t)Mi

x (t − τ1i)− x

t − τ1i + τi (t)
2

−
 t−τ1i
t− τ1i+τi(t)2
x˙ (s) ds

= 0
2ξ T (t) Ri

x

t − τ1i + τi (t)
2

− x (t − τi (t))−
 t− τ1i+τi(t)2
t−τi(t)
x˙ (s) ds

= 0
2ξ T (t)Ui

x (t − τi (t))− x

t − τ2i + τi (t)
2

−
 t−τi(t)
t− τ2i+τi(t)2
x˙ (s) ds

= 0
2ξ T (t) Vi

x

t − τ2i + τi (t)
2

− x (t − τ2i)−
 t− τ2i+τi(t)2
t−τ2i
x˙ (s) ds

= 0
where
ξ T (t) =

xT (t) , xT (t − τ1i) , xT

t − τ1i + τi (t)
2

, xT (t − τi (t)) , xT

t − τ2i + τi (t)
2

, xT (t − τ2i) , ωT (t)

.
From the Lemma 2.3 (2), it is easy to see that
−2ξ T (t) Li
 t
t−τ1i
x˙ (s) ds ≤ τ1iξ T (t) LiZ−1LTi ξ (t)+
 t
t−τ1i
x˙T (s) Zx˙ (s) ds
−2ξ T (t)Mi
 t−τ1i
t− τ1i+τi(t)2
x˙ (s) ds ≤ τi (t)− τ1i
2
ξ T (t)MiZ−1MTi ξ (t)+
 t−τ1i
t− τ1i+τi(t)2
x˙T (s) Zx˙ (s) ds
−2ξ T (t) Ri
 t− τ1i+τi(t)2
t−τi(t)
x˙ (s) ds ≤ τi (t)− τ1i
2
ξ T (t) RiZ−1RTi ξ (t)+
 t− τ1i+τi(t)2
t−τi(t)
x˙T (s) Zx˙ (s) ds
−2ξ T (t)Ui
 t−τi(t)
t− τ2i+τi(t)2
x˙ (s) ds ≤ τ2i − τi (t)
2
ξ T (t)UiZ−1UTi ξ (t)+
 t−τi(t)
t− τ2i+τi(t)2
x˙T (s) Zx˙ (s) ds
−2ξ T (t) Vi
 t− τ2i+τi(t)2
t−τ2i
x˙ (s) ds ≤ τ2i − τi (t)
2
ξ T (t) ViZ−1V Ti ξ (t)+
 t− τ2i+τi(t)2
t−τ2i
x˙T (s) Zx˙ (s) ds.
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Now from the above discussion, we can see that
Lvi (xt)− 2ωT (t) z (t)− γωT (t) ω (t) ≤ ξ T (t) (Ω1 (t)+Ω2 (t)) ξ (t)
Ω1 (t) = τi (t)− τ1i
τ2i − τ1i

Φi7×7 (t)+ τ1iLiZ−1LTi + τ2ix˙T (t) Zx˙ (t)+
τ2i − τ1i
2
MiZ−1MTi +
τ2i − τ1i
2
RiZ−1RTi

Ω2 (t) = τ2i − τi (t)
τ2i − τ1i

Φi7×7 (t)+ τ1iLiZ−1LTi + τ2ix˙T (t) Zx˙ (t)+
τ2i − τ1i
2
UiZ−1UTi +
τ2i − τ1i
2
ViZ−1V Ti

.
Φi7×7 (t) can be obtained if we replace the determined parameters with the time-varying items in theΦi7×7.
Now we will show that
Φi7×7 (t)+ τ1iLiZ−1LTi + τ2ix˙T (t) Zx˙ (t)+
τ2i − τ1i
2
MiZ−1MTi +
τ2i − τ1i
2
RiZ−1RTi < 0
Φi7×7 (t)+ τ1iLiZ−1LTi + τ2ix˙T (t) Zx˙ (t)+
τ2i − τ1i
2
UiZ−1UTi +
τ2i − τ1i
2
ViZ−1V Ti < 0.
(17)
Obviously, if following two inequalities hold, we can have that (17) is satisfied.
Φi7×7 I1i
√
τ1iLi

τ2i − τ1i
2
Mi

τ2i − τ1i
2
Ri
∗ −τ2iZ 0 0 0
∗ ∗ −Z 0 0
∗ ∗ ∗ −Z 0
∗ ∗ ∗ ∗ −Z
+ I4iFi (t) I5i + (I4iFi (t) I5i)T < 0

Φi7×7 I1i
√
τ1iLi

τ2i − τ1i
2
Ui

τ2i − τ1i
2
Vi
∗ −τ2iZ 0 0 0
∗ ∗ −Z 0 0
∗ ∗ ∗ −Z 0
∗ ∗ ∗ ∗ −Z
+ I4iFi (t) I5i + (I4iFi (t) I5i)
T < 0
where I4i =

T T1iPi, 0, 0, 0, 0, 0,−T T2i, τ2iT T1iZ, 0, 0, 0
T , I5i = (N1i + N3iKi, 0, 0,N2i + N4iKi, 0, 0, 0, 0, 0, 0, 0) .
Now from the Lemma 2.3 (1), we can know that above two inequalities are satisfied if (12)–(13) hold. Since Ω1 (t) +
Ω2 (t) < 0, we can obtain that J (T ) ≤ 0 for any T ≥ 0 under the zero initial condition, which implies that (9) is satisfied,
that is the MJLS (6) is globally robustly passive. This completes the proof. 
Remark 3.1.1. As for the similar proof of [25], it is also easy to derive that theMJLS (6) has stochastic stabilitywithω (t) = 0
if the MJLS (6) is globally robustly passive. Furthermore, using the method of [11] we can establish the exponential mean
square stability of MJLS (6) with ω (t) = 0.
Remark 3.1.2. In order to obtain the gain matrices Ki for convenience in the next section, we require that (12) and (13) are
not LMIs, but if we substitute εi by ε−1i and use the Lemma 2.3 (1), we can also obtain the equivalent forms of LMIs.
3.2. Passification
In this section, we will further consider the matrixΠ with partially known transition rates and determine the feedback
controller gain matrices Ki, i ∈ S in (5), which guarantee that the closed-loop MJLS (6) is globally robustly passive.
Theorem 3.2. Given a positive constant γ , there exists a state-feedback controller in the form (5) such that the closed-loop
MJLS (6) is globally robustly passive if there exist positive definite matrices P¯i, Q¯i, Q˜1i, Q˜2i, Q¯ ∗, Z¯, G¯1, G¯2, positive scalar εi, and
for any matrices L¯i, M¯i, R¯i, U¯i, V¯i with appropriate dimensions they satisfy the following LMIs:
πiiQ¯i − Q¯ ∗

j∈Iikn
j≠i
πijQ¯j −β

j∈Iiuk
j≠i
Q¯j
∗ −

j∈Iikn
j≠i
πijQ¯j 0
∗ ∗ β

j∈Iiuk
j≠i
Q¯j

< 0 (18)
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πiiQ˜ki − G¯k

j∈Iikn
j≠i
πijQ˜kj −β

j∈Iiuk
j≠i
Q˜kj
∗ −

j∈Iikn
j≠i
πijQ˜kj 0
∗ ∗ β

j∈Iiuk
j≠i
Q˜kj

< 0 k = 1, 2 (19)

Ψki Ξ3i Ξ4i
∗ −P¯j 0
∗ ∗ −τ2jQ¯i

∀j∈I iuk
< 0 k = 1, 2 (20)

(1+ β)Ψki Ξ2i Λ2i
∗ Λ1i 0
∗ ∗ −

j∈Iikn
j≠i
πijτ2jQ¯i
 < 0 k = 1, 2 (21)
where
Ψ 111i = AiP¯i + BiK¯i +

AiP¯i + B1iK¯i
T + Q¯i + τ2iQ¯ ∗ + L¯1i + L¯T1i + Q˜1i + Q˜2i + πiiP¯i + τ1iG¯1 + τ2iG¯2
Ψ 121i = −L¯1i + L¯T2i + M¯1i Ψ 131i = R¯1i + L¯T3i − M¯1i
Ψ 141i = AdiP¯i + EiK¯i − R¯1i + L¯T4i + U¯1i Ψ 151i = V¯1i + L¯T5i − U¯1i
Ψ 161i = −V¯1i + L¯T6i Ψ 171i = D1i −

CiP¯i + B2iK¯i
T
Ψ 181i = τ2i

AiP¯i + B1iK¯i
T
Ψ 191i =
√
τ1iL¯1i Ψ
1,10
1i =

τ2i − τ1i
2
M¯1i
Ψ
1,11
1i =

τ2i − τ1i
2
R¯1i Ψ
1,12
1i = εiT1i Ψ 1,131i =

N1iP¯i + N3iK¯i
T
Ψ 221i = (ρτ¯1 − 1) Q˜1i − L¯2i − L¯T2i + M¯2i + M¯T2i Ψ 231i = R¯2i − L¯T3i − M¯2i + M¯T3i
Ψ 241i = −R¯2i − L¯T4i + U¯2i + M¯T4i Ψ 251i = V¯2i − L¯T5i − U¯2i + M¯T5i
Ψ 261i = −V¯2i − L¯T6i + M¯T6i Ψ 291i =
√
τ1iL¯2i Ψ
2,10
1i =

τ2i − τ1i
2
M¯2i
Ψ
2,11
1i =

τ2i − τ1i
2
R¯2i Ψ 331i = R¯3i + R¯T3i − M¯3i − M¯T3i
Ψ 341i = −R¯3i + R¯T4i + U¯3i − M¯T4i Ψ 351i = V¯3i + R¯T5i − U¯3i − M¯T5i
Ψ 361i = −V¯3i + R¯T6i − M¯T6i Ψ 391i =
√
τ1iL¯3i Ψ
3,10
1i =

τ2i − τ1i
2
M¯3i
Ψ
3,11
1i =

τ2i − τ1i
2
R¯3i Ψ 441i = −R¯4i − R¯T4i + U¯4i + U¯T4i − (1− µi) Q¯i
Ψ 451i = V¯4i − R¯T5i − U¯4i + U¯T5i Ψ 461i = −V¯4i − R¯T6i + U¯T6i
Ψ 471i = −

CdiP¯i + E2iK¯i
T
Ψ 481i = τ2i

AdiP¯i + E1iK¯i
T
Ψ 491i =
√
τ1iL¯4i Ψ
4,10
1i =

τ2i − τ1i
2
M¯4i Ψ
4,11
1i =

τ2i − τ1i
2
R¯4i
Ψ
4,13
1i =

N2iP¯i + N4iK¯i
T
Ψ 551i = V¯5i + V¯ T5i − U¯5i − U¯T5i
Ψ 561i = −V¯5i + V¯ T6i − U¯T6i Ψ 591i =
√
τ1iL¯5i Ψ
5,10
1i =

τ2i − τ1i
2
M¯5i
Ψ
5,11
1i =

τ2i − τ1i
2
R¯5i Ψ 661i = −V¯6i − V¯ T6i − (ρτ¯2 − 1) Q˜2i Ψ 691i =
√
τ1iL¯5i
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Ψ
6,10
1i =

τ2i − τ1i
2
M¯6i Ψ
6,11
1i =

τ2i − τ1i
2
R¯6i
Ψ 771i = −D2i − DT2i − γ Ψ 781i = τ2iDT1i Ψ 7,121i = −εiT2i
Ψ 881i = −τ2iZ¯ Ψ 8,121i = εiτ2iT1i Ψ 991i = Z¯ − 2P¯i
Ψ
10,10
1i = Z¯ − 2P¯i Ψ 11,111i = Z¯ − 2P¯i Ψ 12,121i = Ψ 13,131i = −εiI
Ψ
1,10
2i =

τ2i − τ1i
2
U¯1i Ψ
1,11
2i =

τ2i − τ1i
2
V¯1i Ψ
2,10
2i =

τ2i − τ1i
2
U¯2i
Ψ
2,11
2i =

τ2i − τ1i
2
V¯2i Ψ
3,10
2i =

τ2i − τ1i
2
U¯3i Ψ
3,11
2i =

τ2i − τ1i
2
V¯3i
Ψ
4,10
2i =

τ2i − τ1i
2
U¯4i Ψ
4,11
2i =

τ2i − τ1i
2
V¯4i Ψ
5,10
2i =

τ2i − τ1i
2
U¯5i
Ψ
5,11
2i =

τ2i − τ1i
2
V¯5i Ψ
6,10
2i =

τ2i − τ1i
2
U¯6i Ψ
6,11
2i =

τ2i − τ1i
2
V¯6i
those terms of Ψ ij2i are similar to the Ψ
ij
1i. β =

j∈I ikn πij. If not explicitly, then the Ψ
ij
1i = Ψ ij2i = 0.
Ξ1i =

kmi  
P¯i P¯i · · · P¯i

Λ1i = −diag

π−1ik1 P¯k1 · · · π−1ikmi P¯kmi

∀j∈Iikn
j≠i
Λ2i =
0, 0, 0,
j∈Iikn
j≠i
πijτ2jQ¯i, 0n×9n

T
Ξ2i =

Ξ T1i 0(kmi)n×12n
T
Ξ3i =

P¯i 0n×12n
T
Ξ4i =

0 0 0 τ2jQ¯i 0n×9n
T
Γ = diag P¯i P¯i P¯i P¯i P¯i P¯i P¯i L¯i = L¯T1i, L¯T2i, . . . , L¯T6i, 0T = Γ LiP¯i
M¯i =

M¯T1i, M¯
T
2i, . . . , M¯
T
6i, 0
T = ΓMiP¯i R¯i = R¯T1i, R¯T2i, . . . , R¯T6i, 0T = Γ RiP¯i
U¯i =

U¯T1i, U¯
T
2i, . . . , U¯
T
6i, 0
T = Γ UiP¯i V¯i = V¯ T1i, V¯ T2i, . . . , V¯ T6i, 0T = Γ ViP¯i
P¯i = P−1i Q¯i = P−1i QiP−1i Q˜1i = P−1i Q¯1iP−1i Q˜2i = P−1i Q¯2iP−1i Q¯ ∗ = P−1i Q ∗P−1i
Z¯ = Z−1 K¯i = KiP¯i G¯1 = P−1i G1P−1i G¯2 = P−1i G2P−1i .
Proof. First, we present the following fact:
if Z > 0, we can have

Z¯ − P¯i

Z

Z¯ − P¯i
 ≥ 0, which is equivalent to
− P¯iZP¯i ≤ Z¯ − 2P¯i. (22)
If the transition rates are partially known, we can know that the

j∈S πijP
−1
i QjP
−1
i − Q¯ ∗ can be rewritten by
πiiQ¯i − Q¯ ∗ +

j∈Iikn
j≠i
πijP−1i QjP
−1
i +

j∈Iiuk
j≠i
πijP−1i QjP
−1
i (23)
from the assumption, we have that πii,∀i ∈ S are known, so from the Lemma 2.4, we can know that (23) is less than or
equal to
πiiQ¯i − Q¯ ∗ +

j∈Iikn
j≠i
πijP−1i QjP
−1
i − β

j∈Iiuk
j≠i
P−1i QjP
−1
i
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then using the Schur complement, from (18) we know that (10) hold, and using the similar method, we can have (11) hold
from (19).
Now performing a congruence transformation to (12) and (13) by
diag

P−1i , P
−1
i , P
−1
i , P
−1
i , P
−1
i , P
−1
i , I, Z
−1, P−1i , P
−1
i , P
−1
i , I, I

we obtain that
Ψki + diag

j∈Iikn
j≠i
πijP¯iPjP¯i, 0, 0,

j∈Iikn
j≠i
πijτ2jQ¯i, 0, . . . , 0

13n×13n
+ diag

j∈Iiuk
j≠i
πijP¯iPjP¯i, 0, 0,

j∈Iiuk
j≠i
πijτ2jQ¯i, 0, . . . , 0

13n×13n
+

j∈I ikn
πijΨki +

j∈I iuk
πijΨki < 0
obviously, the above inequality can be satisfied, if we have that
(1+ β)Ψki + diag

j∈Iikn
j≠i
πijP¯iPjP¯i, 0, 0,

j∈Iikn
j≠i
πijτ2jQ¯i, 0, . . . , 0

13n×13n
< 0
Ψki + diag

P¯iPjP¯i, 0, 0, τ2jQ¯i, 0, . . . , 0

13n×13n < 0 ∀j ∈ I iuk.
Then from above inequalities, we use the Schur complement Lemma and combine (22), and we can have (20) and (21).
Moreover, if the (20) and (21) are feasible, the gain matrix of the desired controller in the form of (5) is given by Ki = K¯iPi.
This completes the proof. 
Remark 3.2.1. To reduce the conservatism, −  tt−τ2i x˙T (s) Zx˙T (s) ds is not simply enlarged as −  tt−τi(t) x˙T (s) Zx˙T (s) ds, but
−  t− τ1i+τi(t)2t−τi(t) x˙T (s) Zx˙T (s) ds,−  t−τi(t)t− τ2i+τi(t)2 x˙T (s) Zx˙T (s) ds are considered as well, and different free-weighting matrices are
introduced. This method may lead us to obtain an improved feasible region for the delay-dependent passivity criterion.
Remark 3.2.2. In fact, Theorem 3.1 gives a passivity criterion for the MJLS (6) with τ1i ≤ τi (t) ≤ τ2i, τ˙i (t) ≤ µi, where µi
is a given constant. In many cases, µi is unknown. Considering this case, a rate-independent criterion for a delay satisfying
τ1i ≤ τi (t) ≤ τ2i is derived as follows by setting Qi = 0,∀i ∈ S in the proof of Theorem 3.1.
4. Examples
In this section, we will consider an interval time-varying delay MJLS in the form of (1) with three modes, and the
parameters of the system are given as follows.
A1 =
−0.75 −0.75
1.5 −1.5

A2 =
−0.15 −0.09
1.5 −0.1

A3 =
−0.3 −0.15
1.5 −1.5

Ad1 =

0.11 0.24
−0.53 −0.37

Ad2 =
−0.59 0.01
−0.07 −0.61

Ad3 =

0.52 0.24
0.02 −0.45

B11 =

2.0
1.0

B12 =

1.0
0.5

B13 =

1.0
2.0

E11 =

0.5
1.0

E12 =

0.8
2.0

E13 =
1.0
0.5

D11 =

1.0
0.2

D12 =

1.0
1.0

D13 =

0.5
0.5

C1 =

1.0 0.2

C2 =

0.5 1.0

C3 =

0.5 0.5

Cd1 =
−1.0 0.2 Cd2 = 0.1 −0.1
Cd3 =

0.5 −0.5 B21 = 1.0 B22 = −0.5 B23 = 0.5
D21 = 1.0 D22 = 0.5 D23 = −0.5 T11 = T12 = T13 =

0.02
0.01

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Table 1
Calculated controller gain matrix for different cases.
Case 1 Case 2 Case 3
K1 (−0.2364,−0.0019) (−0.2365,−0.0170) (−0.1214, 0.2626)
K2 (−0.3055, 0.0119) (−0.2536, 0.0201) (−0.1092, 0.3691)
K3 (−0.5481, 0.2906) (−0.5456, 0.2912) (−0.5781, 0.3456)
Fig. 1. State response of case 1 and the switch signal.
N11 = N12 = N13 =

0.02 0.01

N21 = N22 = N23 =

0.01 0.02

N31 = N32 = N33 = N41 = N42 = N43 = 0.01 T21 = T22 = T23 = 0.1
µ1 = 0.2 µ2 = 0.3 µ3 = 0.1
τ11 = τ12 = τ13 = 0.2 τ21 = 0.8 τ22 = 1.2 τ23 = 0.5.
The three cases of the transition rates matrices are described by:
case 1 : Π =
−0.8 0.4 0.4
0.2 −0.9 0.7
0.7 0.4 −1.1

case 2 : Π =
−0.8 ? ?
0.2 −0.9 0.7
0.7 0.4 −1.1

case 3 : Π =
−0.8 ? ?
? −0.9 ?
0.7 0.4 −1.1

where ? means the unknown element. Under the three cases above, Table 1 lists the state-feedback controller gain matrix
Ki, which can be determined by the method of Theorem 3.2. We assume that µ1 = µ2 = µ3 = 1.2, when τ21 = τ22 = τ23.
Using the method of [22] we obtain the τ¯2 = 1.317 under the condition of case 1, whereas by Theorem 3.2 we obtain the
τ¯2 = 1.474. Therefore, the passivity criterion proposed in Theorem 3.2 is less conservative than [22]. Furthermore, from the
Figs. 1–3 we can easily see that the closed-loop system (6) is stochastically stable under the state feedback obtained above.
Finally, by the Matlab LMI Control Toolbox, we find a solution to the LMIs (18)–(21) under the condition of case 1:
P¯1 =

14.6422 −0.8076
−0.8076 16.8473

P¯2 =

14.0851 −0.8893
−0.8893 17.1676

P¯3 =

15.8354 −0.4548
−0.4548 17.2471

K¯1 =
−3.4595 0.1594
K¯2 =
−4.3129 0.4758 K¯3 = −8.8112 5.2620 .
5. Conclusions
In this paper, the problems of robust passivity analysis and passification of uncertain MJLSs have been investigated. To
reflect more realistic dynamical behaviors of the system, both the partially known transition rates, state and input delays
have been considered. By utilizing the Lyapunov functional and free-weighting matrix method, a delay-dependent globally
robustly passivity condition is established. Finally, an illustrative example has been given to demonstrate the effectiveness
of the proposed approach.
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Fig. 2. State response of case 2 and the switch signal.
Fig. 3. State response of case 3 and the switch signal.
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