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Abstract
In situ bioremediation is a remediation technology in which the indigenous subsurface bacteria are stimulated by
injecting compounds to provide food and energy. The stimulated bacteria break down the target contaminants into less
harmful substances. The way the compounds are injected is a crucial component of the technology. We use techniques
from the theory of optimal control of distributed parameter systems to characterize an \optimal" injection function in a
tube bioreactor. The state system, the set of equations that govern the evolution of bioremediation, is a \hybrid" system
consisting of both partial and ordinary dierential equations. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In situ bioremediation is a technology for cleaning up subsurface environments contaminated with
hazardous materials. Despite the fact that the United States government has spent billions of dollars
in environment restoration, recent studies have shown, for e.g., that no polluted groundwater site has
been restored to conditions t for drinking [15]. This has fueled a search for other, less costly, more
ecient and safer technologies, among them, in situ bioremediation [15,16]. Bacteria, microscopic
microorganisms that are found virtually everywhere, are the key players in bioremediation. Microor-
ganisms possess enzymes which use environmental contaminants as food and enable the breakdown
of the contaminants.
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Organic contaminants undergo microbial transformation because they (the contaminants) are a
source of carbon, the basic building block for new cells, and electrons. The transfer of electrons
from an electron donor (usually an organic compound) to an electron acceptor (usually oxygen) is
accompanied by a release of energy which is used by organisms to multiply (metabolism).
Plutonium recovery processes carried out at the Department of Energy Hanford site resulted in the
discharge of CCl4 (carbon tetrachloride) into the surrounding environment. Concentrations of up to
1000 times Environmental Protection Agency’s (EPA) drinking water standard of 5 ppb (parts per
billion) have been measured in the groundwater. In situ bioremediation is one technology that is
being developed at Hanford to meet the need for cost-eective methods to destroy CCl4 [11,15].
The process by which CCl4 undergoes biodegradation is cometabolic and anaerobic [4]. Vogel
et al. [17] have identied the bacterial species Psuedomonas as capable of destroying CCl4 with
acetate as the electron donor and nitrate as the terminal electron acceptor.
Despite many attractive features, fundamental technical constraints must be overcome to fully
exploit the benets of in situ bioremediation. One such constraint is the biofouling of nutrient
addition wells. For instance, since the process of degradation of CCl4 is cometabolic, large amounts
of electron donor and electron acceptor have to be injected into the subsurface environment. This
can result in rapid microbial growth where the nutrient concentration is highest, i.e., next to the
source of injection of the nutrients. Large amounts of biomass will likely clog the injection wells
and prevent further remediation. This phenomenon has been observed both in laboratory and eld
tests [14]. Since the installation of wells constitutes a major portion of the capital costs associated
with bioremediation, a carefully designed nutrient addition strategy, that would prevent clogging
and allow for the free ow of nutrients across the contaminated site, is crucial for the successful
implementation of the technology. We propose to use methods from the theory of optimal control
of distributed parameter systems [9,7,8], to design a \smart" nutrient addition strategy.
The mathematical model used to determine the eects of various nutrient addition strategies is a
simplied version of the model developed by Semprini et al. [14] and modied by Petersen et al.
[12]. Semprini et al. [14] developed a model for bioremediation in a tube lled with soil, bac-
teria, carbon tetrachloride and nutrients. The model has ve partial dierential equations (PDEs),
which are one dimensional in space and four ordinary dierential equations (ODEs). The PDEs repre-
sent the quantities that can diuse { acetate, nitrate, second electron donor, carbon tetrachlo-
ride and degradation intermediates. The ODEs represent the sorbed quantities that are not transported
through the soil { two bacteria biomass populations, sorbed carbon tetrachloride and sorbed degrada-
tion intermediates. Petersen et al. [12], from Pacic Northwest Laboratory, successfully implemented
an optimization procedure designed to choose an \optimal" pulsing pattern for the input of ac-
etate. They solved numerically the nine-equation system repeatedly, adjusting the input to minimize
the bacteria growth near the inlet. Their technique of \discretizing and then optimizing" with re-
peated solving of a large system would be dicult to implement for three spatial variables. Our
approach, \optimize rst on the PDE/ODE system and then discretize" should extend to three spatial
dimensions.
Our approach is to apply \control of PDEs" techniques rst and then solve only once the resulting
optimality system (which is the original system coupled with the adjoint system). We demonstrate
this approach here on a simplied model with three PDEs and one ODE. The simplifed model was
developed by Lenhart, James Petersen and Rodney Skeen. Note also that optimal control of this type
of hybrid system { PDEs strongly coupled with ODE { is quite unusual in itself.
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Nutrients and contaminants are assumed to be injected at the entrance of the ow eld, which is
assumed to be one dimensional of length L. The process of biological degradation of the contami-
nants, consumption of the nutrients and the associated microbial growth are described mathematically.
Finally, it is assumed that the transformed products ow out at the exit of the ow eld. The eects
of advection, dispersion and sorption in the porous medium are included in the model. In this model,
we assume that only one microbial population is involved and we ignore the eects of the inter-
mediate products which are likely to be created during the process of biological degradation. The
transformation of the CCl4 is assumed to be governed by Monod kinetics which accounts for the
specic interaction terms that appear in the model. Finally, it is assumed that the bacteria biomass
attaches itself to the soil and is thus immobile [15,14].
To summarize we assume that we have one electron donor, acetate, one electron acceptor, nitrate
and one microbial population. Transport equations govern the ow of the primary substrates, the
biomass is immobile and all metabolism and degradation processes are governed by Monod kinetics.
With the above assumptions, the transport equations are as follows [15]:
9u
9t =dh
92u
92x − 
9u
9x + F;
9v
9t =dh
92v
92x − 
9v
9x + G; (1.1)
9w
9t =dh
92w
92x − 
9w
9x + H;
where u; v and w are the concentrations of the acetate, nitrate and the contaminant CCl4, respectively.
Here dh is the hydrodynamic dispersion coecient and  is the convective velocity of water through
the porous media.
Since the biomass is assumed to be immobile, an ordinary dierential equation governs its evolu-
tion:
dX
dt
=M; (1.2)
where X is the concentration of the biomass [15].
The reaction terms F;G;H , and M are as follows [12]:
F(u; v; X )= − 0:251vX
1 +
k1
u
− 3:52vX
1 +
k2
u
+
u
k3
; (1.3)
G(u; v; X )= − 1vX
1 +
k1
u
− 2vX
1 +
k2
u
+
u
k3
; (1.4)
H (w; X )= − k3wX; (1.5)
M (u; v; X )=
2vX
1 +
k2
u
+
u
k3
− k4X
k5 + X
: (1.6)
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The above terms are at a slight variance from those that appear in [12], due to our simplifying
assumption of ignoring the eects of any intermediate products that might be created during the
degradation processes.
Our aim is to design a nutrient addition strategy that will dampen the excessive growth of the
bacteria at the injection point and at the same time minimize the concentration of carbon tetrachloride
at the end of a certain predetermined time period T . We propose to do this by xing the input ow
of the nitrate and the carbon tetrachloride into the ow eld and varying the ow of the acetate
solution. The ow of the acetate, denoted by g(t) in the boundary conditions, will be our control.
The boundary conditions at the end points are
at x=0:
− dhux + u= g(t); (1.7)
− dhvx + v= g2(t); (1.8)
− dhwx + w= g3(t); (1.9)
at x=L:
ux=0; (1.10)
vx=0; (1.11)
wx=0; (1.12)
where g(t); g2(t) and g3(t) are the rate of injection of acetate, nitrate and carbon tetrachloride, re-
spectively. Our objective functional, which measures the perfomance of the nutrient addition strategy,
is of the form
J (g)=A
Z
Q
X (x; t)(x) dx dt + B
Z L
0
w(x; T ) dx +
1
2
Z T
0
g2(t) dt;
where
(x)=
8><
>:
1
exp(−10)exp

1
(x2 − 0:1)

; 06 x< 0:1;
0; x> 0:1:
(1.13)
The function (x) is similar to the standard mollier and we use it to limit the eect of the rst
term of the objective functional near the injection point of the nutrients. The last term represents
the \cost" of exercising the control of the acetate injection function. Note that A and B are suitable
positive constants, weights, assigned to reect the dierent needs of each experiment. For example,
increasing A means that more emphasis is being placed on reducing the concentration of the microbial
population at the injection point. For M > 0, the control set is
CM = fg2L1+ (0; T ) j kgk16Mg:
We seek to characterize the optimal control g in CM such that
J (g)= inf
g 2 CM
J (g):
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The paper is organized as follows: In Section 2 we formally state the problem and dene the
notation. In Section 3 we prove the existence and uniqueness of solutions of the state system,
the set of equations governing the evolution of the degradation process. In Section 4 we prove
the existence of the optimal control. In Section 5 the optimal control is characterized in terms of
the optimality system which consists of the state system and a suitably chosen adjoint system. In
Section 6 the uniqueness of the optimality system is proven for \small" time. In Section 7 we use an
explicit nite dierence scheme to discretize the optimality system coupled with an iteration scheme
and get a concrete prole of the optimal injection function. The adjoint system is a \backward"
system with data at the nal time. Thus, the state system and the adjoint system have opposite
time orientations and all the equations cannot be \marched forward in time" together. An iteration
scheme of solving alternatively the state system forward in time and the adjoint system backwards in
time is implemented. We compare this result with that obtained in [16] using numerical optimization.
We close in Section 8 with a few comments.
2. Statement of the problem
For any g2CM dene the quadruple
(u; v; w; X )= (u(g); v(g); w(g); X (g))
as a solution of the state system (1.1){(1.12). Note that in the state system, ki; i=1; : : : ; 5; dh; ; 1,
2; e; f are positive constants and the boundary functions g1(t) and g2(t) are positive xed functions.
We also assume that the initial conditions
U0(x); V0(x); W0(x); X0(x)2L2[0; L]: (2.1)
Now to prove existence of solutions to the state system, we will use the following notation:
 Lu= ut − dhuxx + ux,
 e=0:25; f=3:5,
 − e1vX
1 +
k1
u
− f2vX
1 +
k2
u
+
u
k3
= − e1uvX
k1 + u
− fk32uvX
k2k3 + k3u+ u2
,
 R1(u; v; X )=1uvX=(k1 + u),
 R2(u; v; X )= k32uvX=(k2k3 + k3u+ u2),
 F(u; v; X )=− eR1(u; v; X )− fR2(u; v; X ),
 G(u; v; X )=− R1(u; v; X )− R2(u; v; X ),
 H (w; X )=− k3wX ,
 M (u; v; X )=R2(u; v; X )− k4X=(k5 + X ).
We will look for solution for the state system in the space V =(H)3L2(Q), where H =L2[0; T; H 1(0; L)].
Dene the bilinear form on H ,
a(u; ; t)=dh
Z L
0
uxx + 
Z L
0
ux:
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Denition of weak solution: (u; v; w; X ) solve the state system if for any (;  ; ) 2 (H)3,
Z T
0
hut; i+
Z T
0
a(u; ; t)=
Z
Q
F(u; v; X )+ 
Z T
0
(g(t)− u(0; t))(0; t);
Z T
0
hvt;  i+
Z T
0
a(v;  ; t)=
Z
Q
G(u; v; X ) + 
Z T
0
(g1(t)− v(0; t)) (0; t);
Z T
0
hwt; i+
Z T
0
a(w; ; t)=
Z
Q
H (w; X ) + 
Z T
0
(g2(t)− w(0; t))(0; t);
X (x; t)=X0(x) +
Z t
0
M (u; v; X )(x; s) ds x2 [0; L];
(2.2)
where h ; i denotes the duality between (H 1(0; L)) and H 1(0; L).
Since u(x; t); v(x; t)2L2[0; T; H 1(0; L)]; u(x; :); v(x; :) 2 L2[0; T ]. Thus the integral representation
of X (x; t) is well dened.
Remark. We note that the solutions of the state system are bounded and positive. The positivity
comes from the maximum principle and comparison results in weak solution spaces [5]. The triple
u; v; w satisfy Lu=Lv=Lw=0 and the boundary and initial conditions (1.7){(1.12), are supersolu-
tions for the state variables u; v; w. Then, Gronwall inequality implies that X is bounded.
3. Existence and uniqueness of the state system
Note that F;G;H and M are Lipschitz. First the uniqueness of the state system is proved. We
then show existence for a modied state system and nally we use limit arguments to show that the
solutions of the modied system converge to the solution of the original system. We will show that
the solution is unique for \small" time T and then use a \stacking" argument to prove uniqueness
for arbitrarily large but nite time.
Theorem 1. If the solution of the state system exists and is bounded then it is unique.
Proof. Substituting uet ; vet ; wet and X et instead of u; v; w and X , we can, without loss of gener-
ality, consider the system
Lu+ u=F(uet ; vet ; X et)e−t ;
Lv+ v=G(uet ; vet ; X et)e−t ;
Lw + w=H (wet ; X et)e−t ;
dX=dt + X =M (uet ; vet ; X et)e−t ;
(3.1)
with the appropriate boundary and initial conditions.
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Since u; v and X are bounded and M (u; v; X ) is a bounded function of u; v and X , we have,
for each x; X (x; t) absolutely continuous in t. This implies Xt exists a.e., Xt =M (u; v; X ) and
Xt(x; t) 2 L2(Q).
Suppose (u; v; w; X ) and (u; v; w; X ) are two solutions of (3.1). Use test functions (u−u; v− v; w−
w) for the u; v; w and u; v; w equations and multiply the X and X equations by X − X . Dene
Q1 = [0; L] (0; T1), for 06T16T . Using F;G;H and M are Lipschitz, one arrives, after standard
manipulations, at the following set of inequalities:
1
2
Z L
0
(u− u)2(x; T1) + dh2
Z
Q1
(u− u)2x +
 
− 
2
2dh
− C1e4T1
!Z
Q1
(u− u 2)
6C2
Z
Q1
(v− v)2 +
Z
Q1
(X − X )2

;
1
2
Z L
0
(v− v)2(x; T1) + dh2
Z
Q1
(v− v)2x +
 
− 
2
2dh
− C1e4T1
!Z
Q1
(v− v)2
6C2
Z
Q1
(u− u)2 +
Z
Q1
(X − X )2

;
1
2
Z L
0
(w − w)2(x; T1) + dh2
Z
Q1
(w − w)2x +
 
− 
2
2dh
− C1e2T1
! Z
Q1
(w − w2)
6C2
Z
Q1
(X − X )2;
1
2
Z L
0
(X − X )2(x; T1) + (− C1e4T1)
Z
Q1
(X − X )26C2
Z
Q1
(u− u)2 +
Z
Q1
(v− v)2

;
where C1 and C2 are computable constants, independent of the state variables.
Dropping the rst and the second term on the left-hand side of the rst three of the above four
inequalites (they are positive) and then adding the four inequalities we get
(− C3 − C1e4T1 − 4C2)(ku− ukL2(Q1) + kv− vkL2 + kw − wkL2 + kX − X kL2(Q1))6 0:
Now choose  rst and then T1 such that
(− C3 − 4C2)
C1
> 1
and
T1<
1
4
ln

(− C3 − 4C2)
C1

:
Now we can conclude that u= u, v= v, w=w and X =X on [0; L] (0; T1).
Since the solutions are bounded and the bounds are independent of T1, we can \stack" the solutions.
We then get uniqueness on (T1; 2T1), etc.
Theorem 2. For a given g in the control set; the state system (1:1){(1:12) admits a solution in V.
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Proof. The proof is divided into two parts. We rst modify R2 as dened above to make it a
monotone function of u and use the method of monotone iteration scheme to construct a solution for
the modied state system. This modied system admits a unique solution, the proof being similar
to that which we have shown above for the original system. In the second step we vary R2 as a
function of u and then show that the solutions of the modied system converge to the solution of
the original system.
For a xed function A> 0 dene
RA2 =
k32uvX
k2k3 + k3u+ A2
:
RA2 is an increasing function of u. Set
FA(u; v; X )=− eR1 − fRA2 ;
GA(u; v; X )=− R1 − R2A;
MA(u; v; X )=RA2 −
k4X
k5 + X
:
The modied system is
Lu=FA(u; v; X );
Lv=GA(u; v; X );
Lw=H (w; X );
dX
dt
=MA(u; v; X );
(3.2)
with the boundary and initial conditions (1.7){(1.12). Note that FA and GA are decreasing functions
of u; v and X and MA is an increasing function of u and v.
Since FA(0; v; X )=GA(u; 0; X )=H (0; X )=MA(u; v; 0)=0 and the initial and boundary data is
nonnegative, (0; 0; 0; 0) is a lower solution of the modied state system (3.2). Let u > 0 be a
constant such that u >max(M;U0). Since FA(u; v; X )< 0 for positive v and X , u is an upper
solution for Lu=FA(u; v; X ). Similarly we can construct upper solutions v; w and X .
We will construct a solution of the modied system using monotone iteration scheme. Choose
K > 0 large enough such that
jFA(u1; v; X )− FA(u2; v; X )j6K ju1 − u2j;
jGA(u; v1; X )− GA(u; v2; X )j6K jv1 − v2j;
jH (w1; X )− H (w2; X )j6K jw1 − w2j;
jMA(u; v; X1)−MA(u; v; X2)j6K jX1 − X2j;
for 0<u1; u2<u; 0<v1; v2<v; 0<w1; w2<w; 0<X1; X2<X .
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Consider the following iteration scheme with solutions in V :
Lu k + Ku k =Ku k−1 + FA(u k−1; v k−1; X k−1);
Lu k + Ku k =Ku k−1 + FA(u k−1; v k−1; X
k−1
):
Lv k + Kv k =Kv k−1 + GA(u k−1; v k−1; X k−1);
Lv k + Kv k =Kv k−1 + GA(u k−1; v k−1; X
k−1
):
Lw k + Kw k =Kw k−1 + H (w k−1; X k−1);
Lw k + Kw k =Kw k−1 + H (w k−1; X
k−1
):
dX
k
dt
=KX
k
+MA(u k−1; v k−1; X
k−1
);
dX k
dt
=KX k +MA(u k−1; v k−1; X k−1);
where the initial iterates are
u 0 = v 0 =w 0 =X 0 = 0
and
u 0 =u; v 0 =v; w 0 =w; X
0
=X :
The iterates satisfy the boundary and initial conditions from (1.7){(1.12). The terms with K were
added to make the right-hand sides increasing in u; v; w; X respectively. Now using the comparison
principle [5] and induction we can show [10,7]
u 06u k6 u k+1 : : : u k+16 u k6 u 0; (3.3)
v 06 v k6 v k+1 : : : v k+16 v k6 v 0; (3.4)
w 06w k6w k+1 : : : w k+16w k6w 0; (3.5)
X 06X k6X k+1 : : : X
k+1
6X
k
6X
0
: (3.6)
This implies that
(u k ; v k ; w k ; X
k
)& ( u; v; v; X ) pointwise; (3.7)
(u k ; v k ; w k ; X k)% (u^; v^; v^; X^ ) pointwise: (3.8)
A priori estimates, similar to those estimates in the proof of Theorem 1, yield uniform bounds on
all the iterates in V . This implies that fu k ; v k ; w k ; X kg converges weakly in V to ( u; v; w; X ) and
fu k ; v k ; w k ; X kg converge weakly in V to (u^; v^; w^; X^ ).
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The uniform a priori estimates on the iterates in V combined with the state equations, give us
uniform bounds on the time derivatives ku tk; kvtk; kwtk and ku tk; kvtk; kwtk in the space H . A
compactness result of Lions [12, Chapter 4, Proposition 4:2] implies that the fu k ; v k ; w kg converge
strongly to ( u; v; w) in L2(Q). This implies that the ( u; v; w; X ) solves the modied system in V . A
similar conclusion holds for (u^; v^; w^; X^ ). A uniqueness result similar to that proved above guarantees
that
( u; v; w; X )= (u^; v^; w^; X^ ) := (u; v; w; X )
solve the modied system (3.2).
Now, let (u1; v1; w1; X 1) be the solution of the modied system (3.2) with
(FA; GA; H;MA)= (Fu0 ; Gu0 ; H;Mu0);
where
u0 = u 0; v0 = v0; w0 =w0; X0 =X 0:
Let uk ; vk ; wk and X k solve
Luk =Fu
k−1
(uk ; vk ; X k);
Lvk =Gu
k−1
(uk ; vk ; X k);
Lwk =H (wk; X k);
dX k
dt
=Mu
k−1
(uk ; vk ; X k);
(3.9)
with the appropriate boundary conditions for k =2; 3; : : : . Note u0; v0; w0; X0 is a supersolution for
(3.9). Now Ru
k−1
2 is a decreasing function of u
k−1. Therefore Fu
k−1
; Gu
k−1
are increasing functions
of uk−1. (Note as functions of uk−1 and not uk :) Mu
k−1
is a decreasing function of uk−1. By the
comparison principle
uk & u; vk & v; wk & w: (3.10)
Now because of the a priori bounds for the iterates in H and their time derivatives in H , (3.10)
and the continuity of F;G;H and M with respect to state variables, we can conclude that u; v; w and
X indeed satisfy the state system (1.1){(1.12).
4. Existence of the optimal control
To prove the existence of the optimal control we rst use a minimizing argument to obtain a
sequence of functions that converge to the inmum of the cost functional taken over the control
set. We then establish a priori bounds for the state variables corresponding to the members of the
minimizing sequence. Finally, we use the lower semicontinuity of the cost functional to establish
the existence of the optimal control.
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Theorem 3. There exists a g 2CM such that J(g)= inf g 2 CMJ(g) and (u(g); v(g); w(g); X (g))
satisfy the state system (1:1){(1:12).
Proof. Let fgng be a minimizing sequence for J in CM ,
lim
n!1 J(g
n)= inf
g 2 CM
J(g):
Let (un; vn; wn; Xn) be the solution of the state system corresponding to the control gn. Using (un; vn; wn)
as test functions and standard estimation techniques, which include Cauchy inequality and the trace
inequality, we getZ L
0
u2n(x; T ) dx +
Z
Q
u2n +
Z
Q
((un)x)26C1
Z T
0
u2n(x; 0) dx + C2
Z T
0
(gn(t))2 dt;
Z L
0
v2n(x; T ) dx +
Z
Q
v2n +
Z
Q
((vn)x)26C1
Z T
0
v2n(x; 0) dx + C2
Z T
0
(g1(t))2 dt;
Z L
0
w2(x; T ) dx +
Z
Q
w2n +
Z
Q
((wn)x)26C1
Z T
0
w2n(x; 0) dx + C2
Z T
0
(g2(t))2 dt:
From above and the fact that kgnk16M , we conclude that kunk; kvnk and kwnk are uniformly
bounded independent of n in the norm of H.
We can now extract subsequences with the following convergence properties:
un * u; vn * v; wn * w weakly in H: (4.1)
Note that the boundedness of the solutions of the state system gives more regularity on Xn:
jXn(x; t2)− Xn(x; t1)j6
Z t2
t1
jM (un; vn; Xn)(x; s)j ds
and
jXn(x; t2)− Xn(x; t1)j6Cjt2 − t1j;
where C is a constant independent of n. The above estimate and Arzela{Ascoli theorem [13] imply
that for each x, Xn(x; t)!X (x; t) uniformly (as a function of t). We now have
gn * g weakly in L2(0; T );
Xn * X weakly in L2(Q); for each x; uniformly in t: (4.2)
From the above weak convergences, uniform bounds and the PDEs we can extract weakly convergent
subsequences,
(un)t * ut; (vn)t * vt; (wn)t * vt weakly in H : (4.3)
We now have enough regularity to use the compactness result of Lion’s [8] to obtain strong L2
convergence of un; vn; wn and pass to limits. The strong convergence is needed to get convergence
of the nonlinear reaction terms. We thus conclude that (u; v; w; X ) is indeed the solution of the state
system corresponding to the control g.
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We will now verify that g is an optimal control. The above a priori estimate also give us a
uniform bound for
kwn(x; T )kL2(0; L);
and we can extract a weakly convergent subsequence from those traces on the top t=T [6].
Now, using the lower semicontinuity of the cost functional with respect to the weak convergences
of w and g and uniform convergence with respect to X we get that g is an optimal control.
5. Derivation of the optimality system
The optimal control will be represented in terms of the solution of the optimality system (OS),
consisting of the original state system and the adjoint system. Since we will dierentiate J(g) with
respect to g and the state variables are involved in J, we must rst dierentiate the state variables
with respect to g.
Lemma 4. The mapping
g2CM ! (u(g); v(g); w(g); X (g))2V
is dierentiable in the sense that
u − u

* 1 weakly in H;
v − v

* 2 weakly in H;
w − w

* 3 weakly in H;
X  − X

* 4 weakly in L2(Q):
Also
for each x
X (x; t)− X (x; t)

! 4 uniformly in t:
Furthermore (1; 2; 3; 4) satisfy (in the weak sense)
L1 =Fu1 + Fv2 + FX 4;
L2 =Gu1 + Gv2 + GX4;
L3 =Hw3 + HX4;
d4
dt
=Mu1 +Mv2 +MX4:
(5.1)
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With the boundary conditions
−dh(1)x= (g− 1) at x=0; (1)x=0 at x=L;
−dh(2)x=− 2 at x=0; (2)x=0 at x=L;
−dh(3)x=− 3 at x=0; (3)x=0 at x=L;
(5.2)
and initial condition
1 = 2 = 3 = 4 = 0 at t=0;
where Fu; Fv; FX ; Gu; Gv; GX ; Hw; HX ;Mu;Mv and MX denote partial derivatives with respect to the
subscripted variable.
Proof. For a given g in CM , x a g in CM such that g+ g2CM . Let (u; v; w; X ) be the solution
of the state system (2.2) corresponding to the control g + g. Subtracting the original system, i.e.,
one corresponding to (u; v; w; X ), we getZ T
0
h(u − u)t ; i+
Z T
0
a(u − u; ; t)=
Z
Q
(F(u; v; X )− F(u; v; X ))
+
Z T
0
(g(t)− (u − u)(0; t))(0; t);
Z T
0
h(v − v)t ;  i+
Z T
0
a(v − v;  ; t)=
Z
Q
(G(u; v; X )− G(u; v; X )) 
−
Z T
0
(v − v)(0; t)) (0; t);
Z T
0
h(w − w)t ; i+
Z T
0
a(w − w; ; t)=
Z
Q
(H (w; X )− H (w; X ))
−
Z T
0
(w − w)(0; t))(0; t);
X (x; t)− X (x; t)=
Z t
0
(M (u; v; X )−M (u; v; X ))(x; s) ds:
(5.3)
A priori estimates (using F;G;H;M are Lipschitz) lead to
ku − uk2H + kv − vk2H + kw − wk2H + kX  − X k2L2(Q)6 2kgk2L2[0;T ]:
From the above a priori bounds we can extract subsequences such that
u − u

* 1 weakly in H;
v − v

* 2 weakly in H;
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w − w

* 3 weakly in H;
X  − X

* 4 weakly in L2(Q):
Also, as in (4.2), we can show that for each x
X (x; t)− X (x; t)

! 4;
uniformly in t.
Now given the fact that F;G;H and M are Lipschitz and rational functions of u; v; w and X , we
can pass limits (as ! 0) in (5.3) and arrive at (5.1).
We illustrate our notation in (5.1) by illustrating one case:
Fu(u; v; X )=− e(R1)u(u; v; X )− f(R2)u(u; v; X );
where
(R1)u=
k11vX
(k1 + u)2
and
(R2)u=
k32vX (k2k3 − u2)
(k2k3 + k3u+ u2)2
:
Now we derive the optimality system by dierentiating J with respect to g.
Theorem 5. Given an optimal control g in CM ; there exists a solution (p1; p2; p3; p4) in V to the
adjoint problem
L1p1 =Fup1 + Gup2 +Mup4;
L1p2 =Fvp1 + Gvp2 +Mvp4;
L1p3 =Hwp3;
−dp4
dt
=FXp1 + GXp2 + HXp3 +MXp4 +
A
B
(x); x2 [0; L];
with boundary conditions
dh(pi)x(L; t) + pi(L; t)=0; i=1; 2; 3;
(pi)x(0; t)=0; i=1; 2; 3;
pi(x; T )=0; i=1; 2; 4; for all x;
p3(x; T )=1 for all x;
(5.4)
and where L1 is the \adjoint" operator
L1 =− 99t − dh
92
92x − 
9
9x :
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Moreover
g(t)=min(−Bp−1 (0; t); M): (5.5)
Proof. Notice that the adjoint system (5.4) is a linear system with the right-hand sides being globally
Lipschitz in p1; p2; p3; p4. Furthermore, p4 satises a rst-order linear ordinary dierential equation
and thus we can get an explicit representation of p4 in terms of the other adjoint variables:
p4(x; t)= e
R T
t
MX (x; s) ds
Z T
t
e−
R T
s
MX (x;y) dy

FXp1 + GXp2 + HXp3 +
A
B


(x; s) ds:
We can substitute this representation of p4 into the adjoint system (5.4). We now have a coupled
parabolic system consisting of three PDEs with the right-hand side being globally Lipschitz. Using
a contraction xed point argument in C([0; T ]; L2(0; L)] adapted from Evans [1], we can prove the
existence of solution of the coupled PDE system in (H)3 and thus the adjoint system.
Suppose g(t) is an optimal control. Let g2L1(0; T ) such that g+g2CM for > 0. The derivative
of J (g) with respect to g in the g direction satises
0 6 lim
! 0
J (g+ g)− J (g)

= lim
! 0

A
Z
Q
(X  − X )

(x; t)(x) dx dt + B
Z L
0
(w − w)

(x; T ) dx

+ lim
! 0
1
2
 Z T
0
((g+ g)2 − g2)

(t) dt
!
(5.6)
=A
Z
Q
4(x; t)(x) + B
Z L
0
3(x; T ) dx +
Z T
0
g(t)g(t) dt: (5.7)
We used the weak convergence of (w − w)= at t=T .
Let p=(p1; p2; p3; p4) and =(1; 2; 3; 4).
Proceeding formally, we explain how to obtain the form of the adjoint system. Let
R=
0
BBBBBBB@
L− Fu −Fv 0 −FX
−Gu L− Gv 0 −GX
0 0 L− Hw −HX
−Mu −Mv 0 ddt −MX
1
CCCCCCCA
: (5.8)
Then (5.1) can be formally written as
RT =0;
with boundary conditions
−dh(1)x= (g− 1) at x=0; (1)x=0 at x=L;
−dh(2)x=− 2 at x=0; (2)x=0 at x=L;
−dh(3)x=− 3 at x=0; (3)x=0 at x=L;
(5.9)
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and initial condition
1 = 2 = 3 = 4 = 0 at t=0:
Taking the \adjoint-transpose" of R, set
S =
0
BBBBBBB@
L1 − Fu −Gu 0 −Mu
−Fv L1 − Gv 0 −Mv
0 0 L1 − Hw 0
−FX −GX −HX − ddt −MX
1
CCCCCCCA
: (5.10)
Now Z
Q
(L1p1)1 =
Z
Q
(L1)p1 + 
Z T
0
p1(0; t)g(t) dt (5.11)
and Z
Q
(L1p3)3 =
Z
Q
(L3)p3 −
Z L
0
3(x; T ) dx:
Thus
B
Z
Q
SpT =B
Z
Q
pRT + B
Z T
0
p1(0; t)g(t) dt − B
Z L
0
3(x; T ) dx: (5.12)
Also
B
Z
Q
SpT =A
Z
Q
4(x; t)(x): (5.13)
Therefore
06A
Z
Q
4(x; t)(x) + B
Z L
0
3(x; T ) dx +
Z T
0
2g(t)g(t) dt
= B
Z T
0
p1(0; t)g(t) dt +
Z T
0
g(t)g(t) dt:
Using standard control arguments, we conclude
g(t)=min(−Bp−1 (0; t); M);
where p−=min(p; 0).
Though the above calculations are formal, they can be easily veried. For example Eq. (5.11): In
the weak formulation the left-hand side of (5.11) isZ T
0
h−(p1)t ; 1i+ dh
Z
Q
(p1)x(1)x − 
Z
Q
(p1)x1 + 
Z T
0
p1(L; t)1(L; t) dt: (5.14)
The specic form of the weak formulation is a consequence of the boundary conditions imposed on
the adjoint system.
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Remark. The optimality system (OS) is obtained by substituting the characterization of an optimal
control g(t) (5.5) in the state system (1.1){(1.12). Then the state system and the adjoint system
(5.4) constitute the optimality system (OS)
Lu=F(u; v; X );
Lv=G(u; v; X );
Lw=H (w; X );
dX
dt
=M (u; v; X ); x2 [0; L];
L1p1 =Fup1 + Gup2 +Mup4;
L1p2 =Fvp1 + Gvp2 +Mvp4;
L1p3 =Hwp3;
−dp4
dt
=FXp1 + GXp2 + HXp3 +MXp4 +
A
B
(x); x2 [0; L]
(5.15)
with initial and boundary conditions
−dhux(0; t)− (min(−Bp−1 (0; t)M)− u(0; t))= ux(L; t)=0;
−dhvx(0; t)− (g1(t)− v(0; t))= vx(L; t)=0;
−dhwx(0; t)− (g2(t)− w(0; t))=wx(L; t)=0;
u(x; 0)=U0(x); v(x; 0)=V0(x);
w(x; 0)=W0(x); X (x; 0)=X0(x);
(5.16)
dh(pi)x(L; t) + pi(L; t)=0; i=1; 2; 3;
(pi)x(0; t)=0; i=1; 2; 3;
pi(x; T )=0; i=1; 2; 4; for all x;
p3(x; T )=1 for all x:
(5.17)
6. Uniqueness of the optimality system
Unlike the state system, the uniqueness of the optimality system (OS) can only be established
for a small time period. Solutions of the OS cannot be \stacked" as in the case of the state system
because the adjoint system evolves backward in time as opposed to the state system which moves
forward in time. Note that solutions to OS exist by Theorems 4:1 and 5:1.
Theorem 6. The optimality system (OS) (5:15){(5:17) admits a unique solution in V 2 for small
time T.
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Proof. Let U =(u; v; w; X ) and P=(p1; p2; p3; p4). Let (u; p) and (u; p) be solutions of the opti-
mality system. First we will verify that the integralZ
Q
(p4 − p4)t(p4 − p4)
is well dened. Note that
(p4 − p4)(x; t)=
Z T
t
(FX (p1 − p1) + GX (p2 − p2) + HX (p3 − p3) +MX (p4 − p4))(x; s) ds:
FX ; GX ; HX and MX are uniformly bounded and since p1; p2 and p3 2L2[0; T; H 1(0; L)], they are
continuous and thus bounded. Thus the rst three terms in the above integral can be uniformly
bounded. Now, using Gronwall’s inequality we get
jp4(x; t)j6C1eC2T ;
where C1 and C2 are independent of p4. Also, it can be shown that
jp4(x; t1)− p4(x; t2)j6Cjt1 − t2j
for some constant C, which implies that (p4 − p4)t exists a.e. and is also uniformly bounded.
Now the uniqueness proof for the optimality system (OS) is very similar in character to the
uniqueness proof of the state system, except for the fact that we cannot \stack" the solutions as
in the case of the solutions of the state system. This is because the data for the state system and
the adjoint system, which constitute the optimality system, are given on opposite ends of the time
horizon. So as before we make a change of variable in (U; P).
u= z1et ; v= z2et ; w= z3et ; X = z4et ; pi= qie−t ; i=1; 2; 3; 4: (6.1)
Similarly we make the change of variables in (U; P). We illustrate the (z1 − z1) and (q1 − q1)
equations:Z T
0
h(z1 − z1); (z1 − z1)ti+
Z T
0
a(z1 − z1; z1 − z1; t) + 
Z
Q
(z1 − z1)2
=
Z
Q
[F(z1et ; z2et ; z4et)− F(z1et ; z2et ; z4et)]e−t(z − z1)
+
Z T
0
(min(−B(q1e−t)−(0; t); M)−min(−B(q1e−t)−(0; t); M))(z1 − z1)(0; t)
−
Z T
0
(z1 − z1)2 dt; (6.2)
Z T
0
h−(q1 − q1)t ; (q1 − q1)i+ dh
Z
Q
(q1 − q1)2x − 
Z
Q
(q1 − q1)x(q1 − q1) + 
Z
Q
(q1 − q1)2
=
Z
Q
(Fu(z1et ; z2et ; z4et)q1 − Fu(z1et ; z2et ; z4et)q1)(q1 − q1)
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+
Z
Q
[(Gu(z1et ; z2et ; z4et)q2 − Gu(z1et ; z2et ; z4et)q2)](q1 − q1)
+
Z
Q
(Mu(z1et ; z2et ; z4et)q4 −Mu(z1et ; z2et ; z4et)q4)(q1 − q1): (6.3)
To illustrate, estimating a term from (6.2) yields

Z T
0
(min(−B(q1e−t)−(0; t); M)−min(−B(q1e−t)−(0; t); M))(z1 − z1)(0; t)
6B2
Z T
0
j(q−1 − q−1 )jjz1 − z1j(0; t)
6C1
Z T
0
(z − z1)2(0; t) + C2
Z T
0
(q−1 − q−1 )2(0; t)
6C3
Z
Q
(z1 − z1)2 + C4
Z
Q
(z1 − z1)2x + C5
Z
Q
(q1 − q1)2 + C6
Z
Q
(q1 − q1)2x :
Now, like before, we can absorb these terms on the left-hand side.
Similarly, from (6.3), we obtainZ
Q
(Fu(z1et ; z2et ; z4et)q1 − Fu(z1et ; z2et ; z4et)q1)(q1 − q1)
6Cet
Z
Q
(z1 − z1)2 +
Z
Q
(z2 − z2)2 +
Z
Q
(z4 − z4)2

+ C
Z
Q
(q1 − q1)2:
Collecting estimates gives
(− C1 − CeT )
Z
Q
(z1 − z1)2 +
Z
Q
(z2 − z2)2 +
Z
Q
(z3 − z3)2
+
Z
Q
(z4 − z4)2

C()
Z
Q
(qi − qi)26 0:
Now choose  such that
>C1
and then T such that
T <
1

ln

− C1
C

:
Thus we conclude that for small T
u= u; v= v; w=w; X =X ; pi=pi; i=1; 2; 3; 4:
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Table 1
Model parameters
Parameter Value Units
1 15.4 l/(gmol min)
2 3.0 l/(gmol min)
k1 5:2 10−6 gmol/l
k2 3:0 10−3 gmol/l
k3 2:72 10−3 gmol/l
k4 4:86 10−6 gmol/(lmin)
k5 0.1 gmol/l
dh 0.32 m2=d
 2.7 m=d
Table 2
Initial concentration
Acetate 100.0 mg/l
Nitrate 26.0 mg/l
Carbon tetrachloride 0.0396 mg/l
Bacteria biomass 1.9 mg/l
7. Numerical results
The optimality system (OS) (5.15) consists of the state system (1.1){(1.12) and the adjoint system
(5.4). These two systems are oriented in the opposite directions. The state is oriented forward in
time and the adjoint backward in time. As an example, we illustrate one case solved numerically
with an iterative method. The justication for such an iterative method can be found in [2]. At each
step, the PDE system (state system or adjoint system) has been solved by nite dierences solution
technique. We will use the following algorithm:
(1) Guess the solution of the adjoint system. Since the optimal control only consists of adjoint
variable p1 we only guess the value of p1.
(2) Substitute the guessed value into the discretized state system and solve forward in time. Save
the values of the state variables at each time step.
(3) Using the stored values of the state variables, solve the discretized adjoint system backward
in time.
(4) Substitute the new value of p1 into the optimal control representation, and again solve the
state system forward in time.
(5) Repeat the process and stop after the dierence between the values of the present iteration
and previous iteration become negligibly small.
In Tables 1 and 2, the values of the dierent model parameters and initial conditions used are listed,
respectively [12,2]. Fig. 1 gives the optimal injection prole for acetate. Our prole is comparable
in shape to that shown in [16]. The key point to note is that the acetate injection prole attains
a sharp peak near time t=0. Since the bioremediation process is cometabolic, large quantities of
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Fig. 1. Optimal injection prole.
the primary substrate are required to initiate the process. Therefore, the acetate prole in Fig. 1 is
compatible with theoretical expectations.
8. Conclusions
We have shown how techniques from optimal control theory can be applied to a hybrid system
consisting of partial and ordinary dierential equations. This system mimics the dynamics of in situ
bioremediation, a potentially cost-eective environment restoration strategy. Future research in this
area could involve a complete characterization and rigourous implementation of the numerical [3]
aspects of the problem.
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