We derive computationally tractable formulations of the robust counterparts of convex quadratic and conic quadratic constraints that are concave in matrix-valued uncertain parameters. We do this for a broad range of uncertainty sets. In particular, we show how to reformulate the support functions of uncertainty sets represented in terms of matrix norms and cones. Our results provide extensions to known results from the literature. We also consider hard quadratic constraints; those that are convex in uncertain matrix-valued parameters. For the robust counterpart of such constraints we derive inner and outer tractable approximations. As application, we show how to construct a natural uncertainty set based on a statistical confidence set around a sample mean vector and covariance matrix and use this to provide a tractable reformulation of the robust counterpart of an uncertain portfolio optimization problem. We also apply the results of this paper to a norm approximation and a regression line problem.
Introduction
Many real-life optimization problems have parameters whose values are not exactly known. Let us consider an optimization problem containing the constraint
where y ∈ R n is the decision variable, ζ ∈ R t is the parameter that is not known exactly, and f : R n × R t −→ R is a continuous function. One way to deal with parameter uncertainty is Robust Optimization (RO), which enforces the constraints to hold for all uncertain parameter values in a user specified uncertainty set Z ⊆ R t . More precisely, RO changes (1) into
This leads to a semi-infinite optimization problem, called the robust counterpart (RC), which is generally computationally intractable (see, e.g., Example 1.2.7 of the book [8] ). A challenge in RO is to find a tractable, i.e., conic quadratic or semi-definite, reformulation of the RC. Tractability depends not only on the functions defining the constraint, i.e., f (y, ζ) in (1), but also on the uncertainty set Z. For a linear constraint with linear uncertainty, where f (y, ζ) = b(ζ) T y + c, with scalar c ∈ R and affine b(ζ) ∈ R n , there is a broad range of uncertainty sets for which the RC has a tractable reformulation, see [26] .
An extension of the linear case that we consider in this paper is an uncertain quadratic constraint
where A(∆) ∈ R n×n and b(∆) ∈ R n are uncertain, and c ∈ R is deterministic. We consider uncertain constraints in which the uncertainty in the parameters can be formulated in a matrix format, whereas the results in the literature are mainly for vector uncertainty. Throughout the paper, we use the notation ζ in case of vector uncertainty and ∆ in case of matrix uncertainty. So, we consider the RC of (3):
where ∆ ∈ R n×n (of the same dimension as A) is the uncertain parameter belonging to the convex compact uncertainty set Z ⊂ R n×n , where A(∆) ∈ R n×n and b(∆) ∈ R n are affine in ∆, A(∆) is positive semi-definite for all ∆ ∈ Z, and where c ∈ R.
An important optimization problem having constraints in the form (4a), is a portfolio choice problem, in which one tries to find an asset allocation that trades off a low risk against a high expected return. One can formulate a portfolio choice problem using the form (4a), where A(∆) is the covariance matrix and b(∆) is minus the vector of mean returns (possibly with a weight), respectively.
In addition to a quadratic constraint in the form (4a), we consider a conic quadratic constraint that is concave in the uncertain parameters in the form
where A(∆), b(∆), c, and Z are defined as above.
To the best of our knowledge, there are only a few papers treating the constraints in the forms (4). Moreover, the matrix A typically is given as an uncertain linear combination of some primitive matrices with vector uncertainty. For example, the authors in [24] study constraints in the form (3) , where A is formulated as T ∈ Z ⊆ R t is the uncertain parameter vector, for given positive semi-definite matrices A i , i = 1, ..., t. They provide exact tractable reformulations of RCs for polyhedral and ellipsoidal uncertainty sets. The uncertainty set Z that we consider in this paper is a matrix-valued one, which is not studied in [24] . The results in [29] are similar to the results in [24] when applied to a quadratic constraint in the form (3) . In a more general setting, the authors in [25] introduce a dual problem to a general convex nonlinear robust optimization problem where the objective function and constraints are concave in the uncertain parameters, and provide conditions under which strong duality holds.
Except for the aforementioned papers, the focus in the literature remarkably is on the constraints in the forms
where A(∆) ∈ R m×n and b(∆) ∈ R n are affine in ∆ ∈ Z ⊆ R m×n , and Z is a convex compact set. For example, the book [8] and papers [20] and [6] treat the constraints in the forms (5) . The drawback of (5) is that the RC is, in general, (computationally) intractable, since the constraints are convex in the uncertain parameter ∆ (see, e.g., [34] ).
It is worth mentioning that the key characteristic of the constraints in the forms (4) is that they are concave in ∆ with convex Z. Constraints in the forms (5) can be formulated in terms of (4), for instance as follows: y T B(∆)y + b T y + c ≤ 0, ∀∆ ∈Z,
where B(∆) =∆ andZ = ∆ :∆ = A(∆) T A(∆), ∆ ∈ Z , butZ is not convex anymore, even not for a convex Z.
On the one hand, the focus of the literature is on reformulating the RCs of constraints in the forms (5) with specific convex compact uncertainty sets, with applications specially in least-squares problems. On the other hand, many applications that naturally contain constraints in the forms (4) with matrix-valued uncertainty sets have been left out from the literature. Some of the applications, in addition to portfolio choice problems, are the following ones.
• Chance Constraint [2, Chapter 1]: Consider a normally distributed random vector a ∈ R n . Let y ∈ R n be the vector of decision variables and c ∈ R be a constant scalar, respectively. Then, the chance constraint P rob(a T y + c ≥ 0) ≥ α is equivalent to 0 ≥ z α y T Σy − y T µ − c, where α ∈ (0, 1), z α is the α percentile of the standard normal distribution, µ and Σ are the mean vector and covariance matrix of a, respectively. Usually, µ and Σ are estimated based on historical data, which results in estimation inaccuracy. Since, µ and Σ are uncertain, the inequality is of the format (4b).
• Quadratic Approximations: Many optimization methods, like (quasi) Newton and Sequential Quadratic Programming, use quadratic approximations of objective and constraint functions. For a twice differentiable function, this approximation can be taken using the second order truncated Taylor expansion, which requires calculating the gradient vector and the Hessian matrix. However, often the calculated gradients and Hessians are inaccurate, which make them uncertain. Therefore, if we apply methods, like the Newton method, to a convex optimization problem, then we could approximate it by a convex quadratic optimization problem, with an uncertain gradient vector and Hessian matrix.
The contribution of this paper is fourfold. First, we extend the results in [4] , who consider vector uncertainty, to derive reformulations of the support functions of matrix-valued uncertainty sets. We derive explicit formulas for support functions of many choices of Z, mostly of those given in terms of matrix norms and cones. We demonstrate that these derivations for support functions of matrix-valued uncertainty sets are also useful for a class of linear Adjustable Robust Optimization problems introduced in [9] .
Second, we derive tractable formulations of the RCs of uncertain constraints in the forms (4), where A(∆) is positive semi-definite, with a general convex compact matrix-valued uncertainty set Z, given in terms of its support function. In the literature only for very special uncertainty sets tractable formulations have been developed, whereas the results in this paper are for a broad range of uncertainty sets.
Third, we develop inner and outer tractable approximations of the RCs of constraints in the forms (5). We do this by substituting the quadratic term in the uncertain parameter with upper and lower bounds that are linear in the uncertain parameter and hence are in the forms (4). These results extend the literature in two ways. First of all, inner approximations for (5) have been proposed in the literature only for box or 2-norm type uncertainty sets [6, 10] while our approach is for a much broader range of uncertainty sets. Secondly, in this paper we also derive outer approximations. Hence, we obtain both a lower and an upper bound for the optimal value of the problem. In the literature mostly inner approximations are derived. We test these approximations on norm approximation problems as well as linear regression problems with budgeted-type uncertainty set, which could not be treated using the results in the literature. Our numerical experiments show that the obtained robust solutions outperform the nominal solutions.
Fourth, we show how to construct a natural uncertainty set consisting of the mean vector and the (vectorized) covariance matrix by using historical data and probabilistic confidence sets. This type of uncertainty sets is important for applications such as portfolio optimization problems. We prove for this type of sets that the support function is semi-definite representable, and provide a tractable reformulation of the robust counterpart of an uncertain portfolio optimization problem.
The remainder of the paper is organized as follows. Section 2 introduces notations and definitions that are used throughout the paper. In Section 3, we show how to derive computationally tractable expressions for the support functions of matrix-valued sets defined by matrix norms and cones, and several composition rules, including summations, intersections, Cartesian products of sets, convexification, linear transformations, and many more. In Section 4, we derive an exact tractable formulation for the RC of constraints in the forms (4) for a general convex compact uncertainty sets. In Section 5, we study constraints in the forms (5) with a general convex compact uncertainty set, and provide inner and outer approximations of the RCs. Section 6 is about constructing an uncertainty set using historical information and confidence sets. In Section 7, we apply the results of this paper to a portfolio choice, a norm approximation, and a regression line problem. This paper contains four appendices. Appendix A contains the proofs of lemmas and propositions not presented in the main text. The second appendix contains simple illustrative examples for the results in Section 4. In Appendix C, we show how one can check assumptions needed in Section 5 to derive the approximations. Finally, Appendix D contains a heuristic method to find worstcase scenarios, which are used in the numerical experiments to check the quality of the solutions obtained using the inner and outer approximations proposed in Section 5.
Preliminaries
In this section, we introduce the notations and definitions we use throughout the paper. We denote by S n the set of all n × n symmetric matrices, and by S + n its subset of all positive semi-definite matrices. For A, B ∈ R n×n , the notations A B and A ≻ B are used when A − B ∈ S + n and A − B ∈ int(S + n ), respectively, where int(S 
..,n . Also, we denote the zero matrix in R n×m and identity matrix in S n by 0 n×m and I n , respectively. Moreover, for matrices A, B ∈ R n×m , we denote the Hadamard product by A • B; i.e., for any i = 1, ..., n and j = 1, ..., m, we have (A • B) ij = A ij B ij .
We denote the singular values of a matrix A ∈ R m×n with rank r by σ 1 (A) ≥ ... ≥ σ r (A) > 0. For a vector x ∈ R n , the Euclidean norm is denoted by x 2 . We use the following matrix norms in this paper:
dual norm: For a general matrix norm . , its dual norm is defined as A * = max B =1 trace B T A .
Remark 1. Let . be a general vector norm. Then a matrix norm can be defined as vec(A) for a matrix A ∈ R m×n . Frobenius, l 1 , and l ∞ norms are examples of this type of matrix norms.
The following lemma provides the exact formulations of the dual norms corresponding to the matrix norms defined above.
In the rest of this section, we recall some definitions related to optimization. Definition 1. Let Y be a set determined by constraints in a variable y. A set S determined by constraints in the variable y and additional variable x, is an inner approximation of Y, if (x, y) ∈ S ⇒ y ∈ Y. A set S is an outer approximation if y ∈ Y ⇒ ∃x : (x, y) ∈ S.
In [8] the inner approximation is called safe approximation.
Definition 2. For a convex set Z, the support function δ * Z (.) is defined as follows:
where p is a positive integer, C i ∈ R m×n , i = 1, ..., I, q ∈ R I , and h ℓ : R m×n → R, ℓ = 1, ..., L, and g k : R m×n → R p×p , k = 1, ..., K, are convex continuous functions. Slater condition is satisfied for Z if there exists∆ ∈ Z such that h ℓ (∆) < 0, for any ℓ = 1, ..., L, and g k (∆) ≺ 0 t×t , for any k = 1, ..., K. We call∆ a Slater point.
Support functions for matrix-valued uncertainty sets
The importance of the support functions of the vector-valued sets in the area of Robust Optimization has been highlighted by [4] , who show how to derive explicit formulas of the support functions. Support functions of the matrix-valued sets, however, are not studied in the literature despite their applicabilities in defining uncertainty in linear optimization [13] , quadratic optimization [20] , and semi-definite optimization problems [19] . For instance, let us consider an Adjustable Robust Linear Optimization (ARO) problem, introduced in [9] :
where x ∈ R t is a "here-and-now" decision, ∆ ∈ R m×t is the uncertain parameter, Z ⊆ R m×t is a convex compact set, y(.) ∈ R n is a "wait-and-see" variable, c ∈ R t , B ∈ R m×n , d ∈ R n , and h ∈ R m . A typical approach to approximate the ARO problem (7) is to restrict the "wait-and-see" variable y(∆) to be affine in the uncertainty parameter. In other words, (7) is approximated by
which is the robust counterpart of an uncertain linear optimization problem where the uncertain parameters appear in all constraints. Problem (8) can be solved efficiently if the support function of Z has a tractable reformulation. In this section, we focus on deriving explicit tractable formulations of the support functions of matrix-valued sets.
In the following lemma we provide equivalent formulations of the support functions of the sets constructed using standard composition rules.
(iii) Let L ∈ R n×t and R ∈ R s×n be given, and
(iv) Let L ∈ R n×n be given, and
where for any i, j = 1, ..., n,
.., k, be in the form (6) and have a common Slater point. Also, let
Proof. Proof. Appendix A.1.
Lemma 2 shows how we can derive the support functions of sets constructed using different composition rules without being restricted to vector-valued sets in contrast with the results in [4] , which hold for vector-valued sets.
In the next lemma we derive explicit tractable reformulations of the support functions of matrixvalued uncertainty sets defined by matrix norms and the cone of positive semi-definite matrices. Special cases of the uncertainty sets studied in Lemma 3 have been considered in the literature. The uncertainty set constructed using the Frobenius norm is considered in [20] for the constraints in the form (5b). Also, the authors of [36] construct an uncertainty set for the covariance matrix using the Frobenius norm. The constraints in the forms (5) with uncertainty set defined by the spectral norm is treated in Chapter 6 of [8] . Furthermore, the uncertainty set that we considered in Lemma 3(b) is constructed in [35] for covariance matrices. Besides, the authors of [18] construct an uncertainty set for the mean vector and covariance matrix, which can be formulated as an intersection of two sets that are considered in Lemma 3(b).
It is known that the l 1 and l ∞ norms are linear representable and the Frobenius norm is conic quadratic representable. The following lemma shows that the spectral and trace norms are semidefinite representable.
Lemma 4. Let U ∈ R n×n and ρ ≥ 0.
(i) U Σ ≤ ρ if and only if there exist matrices Y ∈ R n×n and Z ∈ R n×n such that
(ii) U 2,2 ≤ ρ if and only if Hitherto, we have shown how to derive tractable reformulations of the support functions of matrix-valued uncertainty sets. In the next section, we show how such reformulations can be used in tractably reformulating the RC of an uncertain quadratic constraint in the forms (4). 4 Tractable reformulation of Robust Quadratic Optimization problems that are concave in the uncertain parameters
In this section, we assume that A(∆) = A + ∆. We emphasize that this assumption can be made without loss of generality for A(∆) that is affine on ∆, because of Lemma 2.(iii). Moreover, from here on in the paper, we assume that the uncertainty set Z is defined as in (6) and satisfies the Slater condition. The next theorem, which is the main theorem in this section, provides reformulations of the RCs of constraints in the forms (4) , and asserts that their tractabilities only depend on the uncertainty sets.
n×n be a convex, compact set. Also, letĀ ∈ R n×n , a,b ∈ R n , and c ∈ R be given. For any (4)). Assume that A(∆) is positive semi-definite (PSD), for all ∆ ∈ Z, and that for a Slater point∆, A(∆) is positive definite. Then:
n satisfies (4a) if and only if there exists W ∈ R n×n satisfying the convex system
(II) y ∈ R n satisfies (4b) if and only if there exist W ∈ R n×n and η ∈ R satisfying the convex system
Proof. Proof. To prove this theorem we use the same line of reasoning as in Theorem 2 in [4] . For any ∆ ∈ Z, it is clear that
0 n×n due to positive semi-definiteness of A(∆). Also,
y for any y ∈ R n , and ∆ ∈ Z. We replace y T A(∆)y by y
It is clear that y ∈ R n satisfies (4a) if and only if
. Since B 0 n×n for all B ∈ U, and
is positive definite and lies in the relative interior of U, specialization of Theorem 4.4.3 in [15] to R n×n implies that F (y) ≤ 0 is equivalent to the existence of W ∈ R n×n and u ∈ R n , such that
where δ * U (.) is the support function of the set U. It follows from Definition 2 that
Also, we have
So, the fact that W 0 n×n implies
= W , and the Schur Complement Lemma (see, e.g., Appendix A.5.5 in [16] ), (12) , and (13) result in (9) . (II) Similar to the proof of part (I) we have y ∈ R n satisfies (4b) if and only if there exists W ∈ R n×n such that
Analogous to the result in Section 3.4 in [25] ,
In (15), the infimum is taken over a closed lower bounded set, since η ≥ 0. Hence, W ∈ R n×n and y ∈ R n satisfies (15) if and only if there exists η ∈ R such that
which completes the proof.
One of the assumptions in Theorem (1) is that A(∆) is positive semi-definite for all ∆ ∈ Z. This assumption is needed to guarantee convexity of the constraint. Even though checking this assumption for a general uncertainty set is intractable (Section 8.2 in [8] ), there are cases for which this assumption holds. An example is when A(∆) is a covariance matrix, which is estimated, e.g., based on historical data. Another example is when A(∆) is the Laplacian matrix of a weighted graph, where the weights are uncertain. In these examples, A(∆) by construction is positive semidefinite for all possible values of the uncertain parameter ∆. Besides the aforementioned examples, it is clear that ifĀ is positive semi-definite and Z ⊆ S + n , then A(∆) is positive semi-definite for all ∆ ∈ Z.
Next to the cases mentioned above, Theorem 8.2.3 in [8] provides a tractable method to check this assumption for a specific class of uncertainty sets. In the following lemma, we mention a simplified version of this theorem.
Then, for a givenĀ ∈ R n×n , we have thatĀ + ∆ 0 n×n for any ∆ ∈ Z if and only ifĀ − ρI n 0 n×n .
Illustrative examples
In the rest of this section, we derive tractable reformulations of RCs for some natural uncertain convex quadratic and conic quadratic constraints. For brevity of exposition, we provide in Appendix B the tractable reformulation of an uncertain convex quadratic constraint where the uncertainty set is defined by the Frobenius norm, as well as an uncertain conic quadratic constraint where the uncertainty set is similar to the one proposed in [18] . The following example is for constraints in the form (3) with vector uncertainty.
where
This constraint is considered in [24] , whereĀ and A i , i = 1, ..., t, are positive semi-definite and where Z = Z 1 × Z 2 , for some polyhedral or ellipsoidal sets
.., t (uncertainty in A is independent of the uncertainty in b). In this example we show how using the results of Section 3 can extend the results of [24] for general uncertainty sets, where A(ζ) is positive semi-definite for all ζ ∈ Z. Let
where p is a positive integer, C ∈ R I×t , q ∈ R I , and where h ℓ : R t → R, ℓ = 1, ..., L, and
.., K, are convex continuous functions. First, we assume that Z⊆R t + , where R t + denotes the nonnegative orthant of R t . Also, we assume thatĀ and A i , i = 1, ..., t, are positive semi-definite, and there is a Slater point in Z for which A(ζ) is positive definite. In this case, y ∈ R n satisfies (16) if and only if there exists v ∈ R t such that
whose proof can be found in Appendix A.4. It is clear that in this case A(ζ) is positive semi-definite for all ζ ∈ Z. Moreover, as mentioned in Remark 2 of [24] , if b i = 0, i = 1, ..., t, then, for a general uncertainty set Z, y ∈ R n satisfies (16) if and only if
If the uncertainty set Z is a polyhedron, then a tractable RC is provided in [24] . For other types of uncertainty sets, like ellipsoidal uncertainty sets, deriving tractable RCs is achievable using the results in Sections 3 and 4. LetZ = ∅. Then y ∈ R n satisfies (16) if and only if y
This is an extension of the results of [24] , since there is a broad range of uncertainty sets for which the support functions have tractable reformulations. Now, for a general case where the uncertainty in A and b can be dependent, if A(ζ) is positive semi-definite for all ζ ∈ Z, and positive definite for a Slater point, then by Theorem 1(I), y satisfies (16) if and only if there exists W ∈ R n×n such that
In Section 6, we derive a natural uncertainty set for a vector that consists of the mean vector and the vectorized covariance matrix. This type of uncertainty set can be used in different applications, such as portfolio choice problems. In the following example we derive a tractable reformulation of a quadratic constraint with an uncertainty set similar to the one constructed in Section 6. Example 2. Consider the uncertain quadratic constraint
where Z = Z 1 ∩ Z 2 , and
, ρ > 0. For a fixed W ∈ S n , by Lemma 2(vi), and Example 4 in [4] ,
Similar to the proofs of Lemmas 2(i) and 2(vii), we have
It is easy to show that there exists a Slater point in Z. Hence, y ∈ R n satisfies (2) if and only if
5 Tractable inner and outer approximations of Robust Quadratic Optimization problems that are convex in the uncertain parameters
In this section, we provide inner and outer approximations of the RCs of constraints in the forms (5) by replacing the quadratic term in the uncertain parameter with suitable upper and lower bounds. We assume that A(∆) =Ā + ∆, b(∆) =b + D∆a, for given D ∈ R n×m , full column-rank matrix A ∈ R m×n , vectorsb ∈ R n , a ∈ R n , and scalar c ∈ R, and that ∆ ∈ Z ⊆ R m×n , where Z is a convex and compact set in the form (6) containing 0 m×n as a Slater point. Here, we list all assumptions on the constraints in the forms (5a) and (5b) that we will make in this section, and use some of them in each theorem. Assumption:
In addition to the discussion in Appendix C on how we can check these assumptions for a general uncertainty set Z, here we show how to check them on two typically used uncertainty sets. Ellipsoidal uncertainty set: Let us assume that Z = {∆ ∈ R m×n : ∆ 2,2 ≤ ρ} , for some ρ > 0. Clearly, Assumption (A) holds with Ω = ρ. Furthermore, Assumption (B) can be checked using the following proposition: Proposition 1. Let us assume thatĀ ∈ R m×n is full column-rank and Z = {∆ ∈ R m×n : ∆ 
where λ min (Ā TĀ ) denotes the smallest eigenvalue ofĀ TĀ , and where the last equivalence holds since
2 ) with the minimum value of 4ρ 2 .
Box uncertainty set: Let us assume that Z = {∆ ∈ R m×n : ∆ ∞ ≤ ρ} , for some ρ > 0. Using the following proposition, one can see that Assumption (A) holds with Ω = ρ √ nm.
Proof. Proof. This follows directly from the definition of ℓ ∞ and spectral norms.
Moreover, using Proposition 9 in Appendix C, Assumption (B) holds if
where 1 ∈ R m is a vector whose components are all one.
Remark 2. Notice that if the uncertainty set is Z = {∆ ∈ R m×n : ∆ 1 ≤ ρ}, for some ρ > 0, then (5) can be reformulated to a system of 2mn deterministic (conic) quadratic constraints because the uncertainty set contains 2mn vertices. Now, we proceed to the main results of this section. The following theorem provides tractable inner approximations of the constraints in the forms (5) by replacing the quadratic term in the uncertain parameter with a linear upper bound. Theorem 2. Let Assumption (A) hold. Then: (I) y ∈ R n satisfies (5a) if there exists W ∈ R n×n satisfying the convex system
(II) y ∈ R n satisfies (5b) if there exist W ∈ R n×n and η ∈ R satisfying the convex system
Proof. Proof. (I) y ∈ R n satisfies (5a) if and only if
Replacing ∆y In the next theorem we derive tractable outer approximations of the constraints in the forms (5).
Theorem 3. Let Assumption (B) holds. Then:
(I) if y satisfies (5a), then there exists W ∈ R n×n satisfying the convex system
(II) if y ∈ R n satisfies (5b), then there exist W ∈ R n×n and η ∈ R satisfying the convex system
Proof. Proof. (I) It is clear that y satisfies (5a) if and only if y satisfies (22) . Replacing ∆y 2 2 with its lower bound 0 implies that if y ∈ R n satisfies (22) then
Setting U = {(Ā TĀ +2Ā T ∆, D∆a) : ∆ ∈ Z}, and using Theorem 1(I) and Lemma 2(iii) completes the proof. (II) The proof is similar to the previous part.
In the next theorem we provide an upper bound on the violation errors of (5a) and (5b) for the solutions that satisfy the outer approximations (24) and (25), respectively. 
As it is mentioned in the proof of Theorem 2(I), (5a) is equivalent to (22) . Therefore, we have max ∆∈Z {y TĀTĀ y + 2y TĀT ∆y + ∆y
where the last inequality follows from (27) .
(II) It is clear that (5b) is equivalent to y TĀTĀ y + 2y TĀT ∆y + ∆y
Similar to the previous part, if y comes from the outer approximation (25), then we have max ∆∈Z {y TĀTĀ y + 2y TĀT ∆y + ∆y
where the first inequality holds because of the fact that
Remark 3. Until now, we have considered problems containing uncertainties in their constraint parameters. This is without loss of generality, since if we have a problem with uncertainty in the parameters of the objective function, then we can use the epigraph formulation to shift the uncertainty to a constraint.
6 Data-driven uncertainty set A usual way of constructing an uncertainty set is by using historical data and statistical tools, such as hypothesis testing ( [11] ), or asymptotic confidence sets ( [7] ). In this section, we use the latter to design an uncertainty set for a vector consisting of the mean and vectorized covariance matrix.
For notational simplicity, we explain how to construct an uncertainty set for the two dimensional case; the extension to higher dimensions is straightforward. For the two dimensional case, assume that x z is a random vector with components x, z and set 1, 2, 3, 4 . This assumption can be tested using the result in [38] . Now, consider a random sample of size n, xi zi , i = 1, ..., n. Set
Using the Central Limit Theorem (Example 2.18 in [39] ) and the Delta Method (Theorem 3.1 in [39] ), and setting
it follows for any differentiable function φ :
T ), where Σ and ∇φ are the covariance matrix of x, z, x 2 , xz, z 2 T − Y and the Jacobian matrix of φ, respectively. Letting
it is easy to show, similar to Example 3.2 in [39] , that 
where LetV andθ be consistent estimates of V and θ defined in (28), respectively. Then, asymptotically with (1 − α)% confidence, θ belongs to the following ellipsoid:
where χ 
due to positive semi-definiteness of Σ, with (1 − α)% confidence
Hence, by letting the estimated mean vector and covariance matrix based on the random sample beμ andΣ, respectively, we havē
:
Remark 4. If V is not invertible, then one can use a generalized inverse, such as the MoorePenrose inverse.
Remark 5. The construction of the uncertainty set can straightforwardly be extended to higher dimensions using suitable φ, Ψ, and V . Details are omitted for brevity of exposition.
Remark 6. The uncertainty setŪ is constructed for a random sample. Analogously, one can construct an uncertainty set for a time-series under appropriate assumptions; see, e.g., Section 2.2 in the book [30] .
Now, consider a convex quadratic constraint
where µ and Σ are the mean vector and covariance matrix of a random vector. By using the uncertainty setŪ in (30) and Example 2, the RC of (31) iŝ
where ρ = χ 2 rank(V ),1−α n . Let µ and Σ be the actual population mean vector and covariance matrix, respectively. Then, θ = µ svec(Σ) belongs to the uncertainty setŪ asymptotically with confidence level (1 − α)%. This, roughly speaking, means that the uncertainty set not only contains θ but also many more points. Therefore, y that satisfies (32) is asymptotically immunized against some extra µ and Σ and hence conservative.
Another way of dealing with the uncertainty in θ is by making use of the chance constraint P rob y T Σy + µ T y + c ≤ 0 ≥ 1 − α, where α > 0 is close to 0. In what follows, we elaborate more on this chance constraint and provide a reformulation and relaxation of it.
For any vector β, (28) implies that
, it follows straightforwardly that the (asymptotic) chance constraint with probability of 1 − α is equivalent to
where z 1−α is the 1 − α percentile of the standard normal distribution. Clearly (33) is equivalent to the set of constraints
where R is the Cholesky factorization ofV −1 . The constraint W = yy T is nonconvex, so we relax it to W yy T , which is a semi-definite representable constraint. Hence,
is a relaxation of (33). In the next proposition, we provide a relation between solutions that satisfy (32) and the ones satisfying (34).
Proposition 3. Let (y, W ) be a solution that satisfies (32) . Then (y, W ) also satisfies (34).
Proof. Proof. Appendix A.5.
Even though Proposition 3 asserts that (32) is more conservative than (34), we cannot conclude that (32) is more conservative than (33) . This is because W = yy T is not necessarily satisfied for solutions of (34).
Remark 7.
After solving the problem containing (34) , if W = yy T is not satisfied, then y is not feasible for (33) . However, y is strictly feasible for
for the nominal scenario (μ,Σ). Therefore, y may also be feasible for other scenarios and hence is more robust than the nominal solution.
Consider a solutionȳ that satisfies (32) where the uncertainty set is constructed using the desired confidence level 1−ᾱ. For this solution, according to the above discussion, P rob ȳ T Σȳ + µ Tȳ + c ≤ 0 might be larger than the desired confidence level 1 −ᾱ. If so, then by decreasing the confidence level that is used in the construction of the uncertainty set and consideringỹ that satisfies (32), P rob ỹ T Σỹ + µ Tỹ + c ≤ 0 gets closer to the desired confidence level 1 −ᾱ. In our numerical experiments, we check for different instances which confidence level should be used in the construction of the uncertainty set such that for the robust solution the constraint y T Σy +µ T y +c ≤ 0 is satisfied with probability close to the desired confidence level.
Applications
In this section, we apply the results of the previous sections to a robust portfolio choice, norm approximation, and regression line problem. All computations in this paper were carried out with MATLAB 2016a using YALMIP [32] to pass the optimization problems to MOSEK 8.1.0.80 [33] .
Mean-Variance portfolio problem
In this subsection, we describe a formulation for a mean-variance portfolio problem (Chapter 2 in [21] ), and use the results of Section 6 to construct an uncertainty set and to derive a tractable reformulation of the robust counterpart. Problem formulation: We consider a mean-variance portfolio problem with n assets. Let µ and Σ be the expectation and covariance matrix of the return vector r = (r 1 , ..., r n ), respectively. One formulation of a mean-variance portfolio problem is to model the trade-off between the risk and mean return in the objective function using a risk-aversion coefficient λ:
where 1 = [1, 1, ..., 1] T . The risk aversion coefficient is determined by the decision maker. When it is small, it means that the mean return is more important than the corresponding risk and it leads to a more risky portfolio than when the risk-aversion coefficient is large.
In practice µ and Σ are typically estimated from a set of historical data, which makes them sensitive to sampling inaccuracy. There are several ways of defining uncertainty sets for the expected return vector and asset return covariance matrix, e.g., see Chapter 12 in [21] . In this section, we useŪ defined in (30), i.e., the uncertainty set constructed for µ svec(Σ) . Using (32), the robust counterpart of (36) with uncertainty setŪ reads max ω,Wμ
where ρ = (28) and (29), respectively, but formulated for the higher dimensional case, and R is the Cholesky factorization ofV −1 . Furthermore, by setting β = Ψ ω −λsvec(W ) , and using the relaxed chance constraint (34), the robust counterpart of problem (36) with confidence (1 − α)% is approximated by
Numerical evaluation: To evaluate the above robust counterparts, we use the monthly average value weighted return of 5 and 30 industries from 1956 until 2015, obtained from "Industry Portfolios" data on the website http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html. The data are monthly returns, but to present the results, we report the annualized returns (obtained by multiplying the expected monthly return by 12) and the annualized risk (multiplication of the standard deviation by √ 12). Furthermore, we set the risk aversion coefficient λ to 3. We have solved the following three problems: (36) with nominal values for µ and Σ estimated from the data, which we call Nominal problem; (37), which we call Robust problem; and (38), which we call Chance problem, due to the chance constraint.
We first check the behavior of P rob(µ T ω * − λω * T Σω * ≥ z * ) as a function of the confidence level used to construct the uncertainty set, where ω * and z * are the robust solution and corresponding robust objective value, respectively. As shown in Figure 1 , in order to be sure that the constraint µ T ω * − λω * T Σω * ≥ z * is satisfied with probability of at least 95%, one can reduce the confidence level used in the construction of the uncertainty set from 95% to 16% for the 5 industries case, and to 2% for the 30 industries case.
We emphasize that even though the confidence level of 2% seems to make the uncertainty set much smaller than the one corresponding to 95%, this does not happen for the 30 industries case since we have Remark 8. The 2% confidence level was achieved from Figure 1(b) , which was plotted by discretizing [0, 1] into the set of points starting from 0 with the step size of 0.02. Hence, choosing a smaller step size may result in a smaller confidence level. However, the uncertainty set will not be much smaller than the one constructed by 2% confidence level, as it can be easily checked that even for
10
−23 % confidence level we have We considered both data sets with 5 and 30 industries in our numerical experiments; however, due to similarity in the results, we present the results of considering only data set with 30 industries. After solving the Nominal problem, the Robust problem considering the uncertainty set with 95% confidence level, the Robust problem considering the uncertainty set with 2% confidence level, and the Chance problem with 95% confidence level, we compare the solutions in three ways: (i) evaluating the solutions with respect to the nominal values;
(ii) evaluating the solutions with respect to their worst-case scenarios in the uncertainty set constructed with 95% confidence level;
(iii) evaluating the solutions with respect to their worst-case scenarios in the uncertainty set constructed with 2% confidence level. Table 1 presents the evaluations of the solutions. In the first block row (with results), the evaluation is done using the nominal scenario. The objective value of the Nominal problem is the highest. The worst objective value in this row is corresponding to the solution of the Robust problem considering the uncertainty set with 95% confidence level. This solution is immunized against more scenarios than the others. The second block row is the evaluation of the solutions considering their worst-case scenario in the uncertainty set constructed by 95% confidence level. This implies that the solution of the Robust problem with this uncertainty set has the highest objective value, because the solution is immunized against all scenarios in the uncertainty set; however, other solutions are immunized against all scenarios in a subset of the uncertainty set. The third block row has the same interpretation, where the scenario is chosen in the uncertainty set with confidence level 2%. Table 1 shows that even though all solutions have close annualized returns and risks in the nominal scenario, the solutions of (37) have extremely better returns and risks in the included worst-case scenarios.
Proposition 3 states that a solution of (37), denoted by (ω,W ), is more conservative than a solution of (38) , denoted by (ω,W ). This means (ω,W ) is safeguarded against more scenarios (all scenarios in the uncertainty setŪ ) than (ω,W ). Therefore, as the last column of Table 1 shows, the objective values of (ω,W ) at their worst-case scenarios inŪ are worse than the ones for (ω,W ).
Least-squares problems with uncertainties
This subsection contains applications of the results of Section 5 to two well-known problems, namely a norm approximation and a linear regression problem. (37) considering the uncertainty set with 95% confidence level, the Robust problem (37) considering the uncertainty set with 2% confidence level, and (38) in three way: The first block row with results is the nominal evaluation of the solutions. The second and third block rows are the evaluation of the solutions with respect to their worst-case scenarios in uncertainty sets 95%, and 2% confidence level, respectively. The results are by considering the data for 30 industries. The bold numbers shows the best objective value in each scenario. The annualized return and risk are in italics and not individually optimized.
Norm approximation with uncertainty in the coefficients
The norm approximation min y∈R n Ay − b 2 tries to find the closest vector to b ∈ R m in the range of the linear function Ay. The solution to this problem can be sensitive even to small errors in A or b. To detect this, one can analyze the condition number of the matrix A and check the sensitivity of the nominal solution to a perturbation in A, see, e.g., Chapter 7 in [27] . If the condition number is large, then the solution might be sensitive to a small error in A or b, hence not reliable. In this subsection we are using the results of Section 5 to deal with this problem.
Consider the uncertain norm approximation min y (Ā + ∆)y − b 2 , where ∆ ∈ Z ⊆ R m×n reflects the uncertainty inĀ. This problem is equivalent to min y∈R n y T Ā + ∆ T Ā + ∆ y + 2b T Ā + ∆ y + b T b. Now using the results of Section 5, upper and lower bounds on the robust optimal value of this problem are obtained by solving
W y y
and
respectively. For our numerical experiments, we construct randomly generated problems with ill-conditioned A as follows: we fix n = 100 and generate randomly a matrix U ∈ (0, 1) n×n and a vector b ∈ (0, 1) n . Also, we randomly generate an integer i in {1, ..., n − 1} and construct a diagonal matrix D whose first i diagonal entries are randomly chosen in (−5, 5) and the remaining diagonal entries are randomly chosen in (0, 10 −8 ). Then, we setĀ := U T DU . Using this procedure, we generate 20 ill-conditionedĀ matrices with condition numbers in the interval [10 15 , 10 18 ]. Moreover, we generate uniformly distributed pseudorandom matrices B 1 , B 2 ∈ {0, 1} n×n , and an integer number K ∈ {1, 2, ..., n 2 } using MATLAB built-in function "randi". Then, we solve the norm approximation problems using the generated matrices and the budget-type uncertainty set, proposed in [14] :
for some ρ > 0. For this uncertainty set, one can derive δ * Z (U ) using Lemma 2.(iv), 2.(vi), and 3.(a). It is worth noting that the constructed uncertain norm approximation problems contain 100 × 100 = 10, 000 uncertain parameters, and hence obtaining an exact optimal robust solution is computationally intractable.
We analyze the performance of the solutions by comparing the objective values of the solutions y N , y I , and y O for both the nominal matrixĀ and a worst-case matrixĀ + ∆ * corresponding to the vector y, where ∆ * is constructed using the algorithm proposed in Appendix D. Figure 2 provides a visualization of the average performance of y N , the nominal solution, y I , the solution of (39), and y O , the solution of (40) for different scenarios and values of ρ ∈ [0, 0.1]. We check Assumption (B) by solving (19) and find that this assumption holds when ρ < 0.02 for all instances except one. When this assumption is not satisfied, y O is just an approximated robust solution, which is more robust than the nominal solution, and (40) is no longer a lower bound for
One of the important observations from Figure 2 is that even though the constructed matrices are nonsingular, and hence the true nominal objective value is zero, the solver is not able to find the true optimal solution of the nominal problem because of the large condition number of the matrix A. Furthermore, despite the small difference in the average performance of the solutions in the nominal case, the average performance of y N in its worst-case scenario is extremely worse than the performance of y I and y O . For instance, for α = 0.7, the average value of (Ā + ∆ * As this figure shows, the variance of the worst-case objective values of y I and y O does not change much as ρ increases. However, the worst-case objective value of y N significantly changes when ρ increases. This shows the robustness of y I and y O against small changes in the components ofĀ, whereas y N is very sensitive to these changes. Furthermore, the comparison between Figures 2.(b) and 3 shows that the extremely high average value of (Ā + ∆ * N )y N − b 2 is because of some outliers with extremely high values. However, even after removing the outliers, y I and y O outperform y N . Figure 4 provides the average time (in seconds) taken by MOSEK to solve the nominal problem as well as (39) and (40) to obtain y N , y I , and y O , respectively. We emphasize that even though (39) and (40) have only one constraint, which is a linear matrix inequality, we need O(n 2 ) more variables and constraints to pass the optimization problems to the solver. This is the reason that we see a difference between the time spent to get y N with the one for y I and y O when ρ = 0.
Robust linear regression with data inaccuracy
Another application of the results of this paper is finding a robust linear regression of a dependent variable Y and a vector of independent variables X that are highly collinear. For a data set with n linearly independent variables and m data points, a mathematical formulation of finding the 
where X ij is the i-th observed value of the j-th independent variable and Y i is the value of the dependent variable in the i-th observation.
For our numerical experiment, we use the dataset proposed in [17] , which is used to create a regression model of appliances energy consumption in a low-energy house located in Stambruges, Belgium. The dataset consists of 19,735 observations of 26 continuous measurable variables, 10 of which are temperatures of different parts of the house. The description of the variables can be found in Table 2 in [17] . In this section, we analyze the performance of our results in acquiring a robust linear regression model to predict the appliances energy consumption.
To reformulate (42) into the form (4b), letĀ ∈ R m×(n+2) be a matrix whose collection of the first n = 25 columns is the matrix X consisting of the observations corresponding to all variables except the appliances energy consumption, the (n + 1)st = 26th column corresponds to the observations of the appliances energy consumption, and the components of the last column are all ones. Then, problem (42) is equivalent to min y∈R (n+2) { Ā y 2 : y n+1 = −1}. Solving this problem results in the nominal solution y N . The condition number ofĀ is 1.16 × 10 5 . This means that the nominal solution might be sensitive to an error inĀ. Let us assume that the maximal inaccuracy in the coefficients of the first (n+1) columns ofĀ is 1%, and the aggregated inaccuracy in the temperature data cannot exceed 0.1% of the aggregated values. Hence, we consider the following uncertainty set: So, we use
For this instance, Assumption (B) does not hold. Therefore, we only consider the inner approximation
to obtain a robust solution y I . We use 75% of the observations in the dataset to construct the regression model and the remaining ones to test the performance of the regression lines. To obtain the robust regression line, denoted by y I , we solve the inner approximation, which takes around 276.5 seconds to be solved. Moreover, the nominal regression line, denoted by y N , is obtained in around 1.1 seconds by solving (42). Figure 5 shows the empirical cumulative distribution function (ECDF) of the absolute errors of each regression lines on: (i) the rest of the 25% observations in the dataset, called the test dataset, and (ii) on 100 randomly generated scenarios ∆ from the uncertainty set Z. We use each random scenario to construct a possible inaccuracy noise that is neglected in the data. As one can see in Figure 5 , the performances of y I and y N are close while measured on the test dataset and randomly generated scenarios. The main distinction of the performances are in the skewness of the empirical distributions of the absolute errors. As can be seen, both distributions are right-skewed but the distribution of the absolute errors of the regression line y N has a higher skewness. Table 2 . Performances of the inner approximation solution, y I , and the nominal solution, y N , on the worst-case scenarios. ∆ * I and ∆ * N are the scenarios generated in the uncertainty set using the algorithm in Appendix D for y I and y N , respectively.
algorithm proposed in Appendix D. As one can see, y I has a better performance with respect to both worst-case scenarios ∆ * I and ∆ * N . More specifically, the regression line obtained from the inner approximation results in 10% improvement on the error realized in the worst-case scenarios. This shows the superiority of the robust regression line since the difference between its performances in the randomly generated inaccuracies as well as the test dataset are close to the ones delivered using the nominal solution. Now, assume U ij = 0 if L ij = 0, for any i, j = 1, ..., n. Then,
(vi) Similar to the proof of Lemma 9 in [4] .
A.2 Proof of Lemma 3(b)
The assumptions imply that
where the last equality holds because of conic duality (both problems are strictly feasible).
A.3 Proof of Lemma 4(ii)
Lemma 1(c) implies that U A.5.5 in [16] ) is equivalent to
A.4 Proof of the statement in Example 1
y ∈ R n satisfies (16) if and only if
Now, we show that y ∈ R n satisfies (44) if and only if there exists v ∈ R t such that
It is clear that if y ∈ R n and v ∈ R t satisfy (45) then due to nonnegativity of ζ ∈ Z,
which implies y ∈ R n satisfies (44). Now let y ∈ R n satisfies (44). Then setting v = y
implies y ∈ R n and v ∈ R t satisfy (45), which can be reformulated as (17) .
A.5 Proof of Proposition 3
Let (y, W ) satisfŷ
We know that χ 2 d,1−α ≥ z 1−α , for any d. Also, we have
where the inequality is becauseΣ 0 n×n and W yy T using Schur Complement Lemma. Therefore, (y, W ) satisfieŝ
which is the same as (34), since Ψ is diagonal.
B Some illustrative examples
Example 3. Let Z = {∆ ∈ R n×n : ∆ F ≤ 1} and let the assumptions of Theorem 1 hold. Then, using Theorem 1(I), Lemma 1, and Lemma 3(a), y satisfies (4a) if and only if there exists
In the next example, we derive a tractable reformulation of the RC in the form (4b) with the uncertainty set similar to the one proposed by [18] .
Example 4. Consider the constraint
where ζ ∈ R n , ∆ ∈ R n×n are uncertain parameters,
with given ∆ l and ∆ u such that ∆ u − ∆ l ≻ 0 n×n . Also, assume that the assumptions of Theorem 1 hold. By Lemma 2(vi),
Following a similar line of reasoning as in the proof of Theorem 1(II), y ∈ R n satisfies (46) if and only if there exist W,
Using Lemma 3(b), (47) is equivalent to
for some Λ 1 , Λ 2 ∈ S n and γ ∈ R.
C How to check Assumptions (A) and (B)
In this section, we provide methods that can be used to check Assumptions (A) and (B), each in a separate subsection.
C.1 Finding Ω for which Assumption (A) holds
Assumption (A) states that there exists an upper bound Ω for sup ∆∈Z ∆ 2,2 . This assumption is equivalent to the boundedness of the uncertainty set Z. So, checking this assumption can be done easily; however, in our inner approximation, we use the value of Ω. Thus, in this section we provide methods to obtain it. Notice that . 2,2 is a convex function and the maximization of a convex function over a set, in general, is NP-hard. However, in Proposition 2, we show how to compute Ω for the box uncertainty set. In the cases for which sup ∆∈Z ∆ 2,2 cannot be computed efficiently, one may use an upper bound for . 2,2 to calculate Ω. For instance, one can approximate Z with the union of simplices or boxes (see, e.g., [5] and [3] ) and then find the maximum of ∆ 2,2 over the union by means of Proposition 2 (for boxes) or by checking the vertices (for simplices).
C.2 Checking Assumption (B)
Regarding Assumption (B), it is mentioned in Section 8.2 in [8] that finding a robust solution to an uncertain linear matrix inequality, in general, is NP-hard. Hence, there is no efficient way, in general, to check Assumption (B) exactly. However, there is much research that provides different methods to check Assumption (B). We refer the reader to the papers [19] , [12] , and Chapters 8 and 9 of the book [8] . Moreover, the problem may have specific characteristics from which this assumption can be certified. We refer the reader to the similar discussion in Section 4. In the following proposition, we provide an equivalent statement to Assumption (B) for uncertainty sets defined by matrix norms. 
Now, we show that, givenĀ ∈ R n , the optimal value of sup y∈R n −y TĀTĀ y + 2ρ Ā yy T * , denoted by τ * , is either 0 or +∞. Clearly, the objective value of y = 0 n ∈ R n is 0. Hence, τ * ≥ 0. If for any y ∈ R n the objective value is nonpositive, then τ * = 0. Now, let us assume that there exists a y ∈ R n such that the objective value is positive. Then for any α ∈ R, the objective value of αy is − (αy) TĀTĀ (αy) + 2ρ Ā (αy) (αy) T * = α 2 −y TĀTĀ y + 2ρ Ā yy T * .
Hence, the objective value of αy goes to +∞ when α tends to +∞. Therefore, the optimal value in this case is +∞.
Proposition 4 provides an unconstrained optimization problem equivalent to checking Assumption (B). In the next proposition, we show how one can use Proposition 4 to check Assumption (B) for box uncertainty sets. 
As it is mentioned in the proof of Proposition 4, the optimal value of (50) is either zero or +∞. Therefore, we know if Assumption (B) does not hold then the optimal value of (50) is +∞ and hence there existsȳ ∈ R n such that y TĀTĀȳ − 2ρ Āȳ 1 ȳ 1 < 0.
Let us defineŷ :=ȳ ȳ 1 . So, we have:
So, in (49) the objective value of the feasible solutionŷ is negative. Hence, the optimal value of (49) is negative. Now, let us assume that Assumption (B) holds. By Proposition 4 for any y ∈ R n we have that −y TĀTĀ y + 2ρ Ā y 1 y 1 ≤ 0, for any y ∈ R n . Therefore, for any y in the set F := {y ∈ R n : y 1 = 1}, we have y TĀTĀ y − 2ρ Ā y 1 ≥ 0 and hence (49) has a nonnegative optimal value.
We emphasize that the optimization problem in (49) belongs to the class of DC (Difference of Convex) optimization problems, for which an extensive literature exists (see, e.g., [1, 31, 37] ).
Remark 9.
In this paper, we use (19) to check Assumption (B). If the optimal solution of (19) is nonnegative, then the inequality in (49) and hence Assumption (B) hold. Furthermore, (19) can be seen as an approximation of (49). The intuition behind this relaxation is that in (49) we want to minimize Ā y 2 and simultaneously maximizing Ā y 1 . Due to symmetrical behaviour of norm functions, we only restrict the problem to be optimized on y ∈ R n :Āy ≥ 0, y 1 = 1 , and then relax it into y ∈ R n :Āy ≥ 0, y 1 ≤ 1 . D A heuristic method to find a worst-case scenario in a norm approximation problem
In this section, we describe a heuristic method to find a worst-case scenario in the uncertainty set Z, defined in (41), corresponding to a given solution y. We assume, without loss of generality, that the components of y are sorted such that their absolute values are descending.
The idea behind the algorithm comes from the fact that for the box uncertainty set ∆ ∈ R n×n : ∆ ∞ ≤ ρ and a solution y, the worst-case scenario ∆ is defined by ∆ ij = sgn([Ay − b] i )sgn(y j )ρ, i, j = 1, ..., n, where sgn(.) is the sign function. To see this, we first rewrite (Ā + ∆)y − b 2 as ∆y +Āy − b 2 and we recall that the worst-case scenario is a vertex of the box uncertainty set, which are matrices whose components are either ρ or −ρ. We know that ∆ maximizes ∆y +Āy − b 2 if for any i = 1, ..., n, the value of (∆y) i is the highest and its sign is the same as the sign of (Āy − b) i . To make the value of (∆y) i the highest for any i = 1, ..., n, any component of ∆ ij should have the same sign as y j , with |∆ ij | = ρ, j = 1, ..., n. Hence, ∆ is the maximizer of (Ā + ∆)y − b 2 over the box uncertainty set. So, in the definition of Z, if B 1 = B 2 = 0 n×n , then ∆ is the worst-case scenario. Also, if there exists i ∈ {1, ..., n} such that the ith column of B 1 and B 2 are zero, then for any j = 1, ..., n, the component in the jth row and ith column of the worst-case scenario is ∆ ij . So, from now on we assume that B 1 and B 2 do not have any zero columns in common. Let∆ = 0 n×n . As y 1 has the largest absolute value, changing the first column of∆ may result in a high increase in the value of (Ā +∆)y − b
2
. So, we start with j = 1 and i = 1. If B 1 ij (or B 2 ij ) is 1, then we change∆ ij to sgn([Āy − b] i ) n,n sgn(y j )ρ. We increase i by one and continue the same procedure. We also make sure that the number of changes happened because of B 1 ij = 1 (or B 2 ij = 1) does not exceed K. If we finish the procedure with i = n, then we increase j by one and reset i = 1. This procedure guarantees that the resulting scenario∆ is feasible. In the next example, we illustrate how the algorithm works. Let C 1 and C 2 be the changes occurring because of B 1 and B 2 , respectively. For∆, we start with i, j = 1. Since both B As one can also see from Example 5, the algorithm proposed in this section is a heuristic and the obtained scenario may not be the worst-case scenario.
