








































This  document  presents  the  detailed  descriptions  of  the  algorithmic  solutions  for  enabling 
opportunistic networks developed in the OneFIT project [1]. 
 The first part of the document describes the different algorithms that have been proposed to cope 
with  the  technical  challenges  arising  in  the  ON  management  stages,  including  the  problem 
formulation, the algorithm specification and the integration with the OneFIT architecture and C4MS 
signalling  aspects.  Proposed  algorithms  include  the  ON  suitability  determination  in  different 
scenarios,  the  spectrum  opportunity  identification  and  selection,  the nodes  and  routes  selection, 
and  the  capacity  extension  through  femtocells.  The  second  part  of  the  document  presents  the 
performance evaluation of each of  the specified algorithms, according  to proper Key Performance 




establish  the  ON  has  been  evaluated  in  the  “infrastructure  supported  device‐to‐device 
communication”  and  “coverage  extension”  scenarios.  It  is  obtained  that  this  probability 
depends on  the probability of  the users being  in  the  same  “Area of  Interest” and on  the 
range of the wireless interface. 
 Spectrum  opportunity  identification  and  selection:  Different  approaches  are  proposed 
depending on the specific scenario considerations. The fittingness factor concept has been 
proposed as a novel metric that captures the time‐varying suitability of available spectrum 
resources  to different applications  supported  in each ON  link.   Advanced  statistics of  this 
metric capturing  the dynamic  radio environment are stored  in a Knowledge Database and 
used  to  support  the  spectrum  selection  and  spectrum mobility  algorithms.  Performance 
evaluation  shows  that  the  strategy  introduces  significant  gains with  respect  to  a  random 
selection and performs very closely  to an upper‐bound optimal  scheme. The possibility of 
jointly considering the frequency, bandwidth and radio access technique selection has also 
been  studied.  In particular, a modular decision  flow approach  is presented demonstrating 
how the algorithm can adequately select the band depending on the transmission range for 
guaranteeing a proper QoS to the users. The inclusion of machine learning in the knowledge 
acquisition  on  spectrum  usage  is  also  addressed  in  this  document.  In  particular,  a  novel 
channel identification algorithm is presented targeted at modelling the spectrum occupancy 
and identification of spectrum pools for opportunistic access by secondary network. Results 
reveal  the capability of  learning by means of successful  interactions with  the environment 







the  capability  to  select  the adequate nodes  to  form  the ON and  the most  suitable  routes 
between  them.  First,  an  algorithm  on  knowledge‐based  suitability  determination  and 
selection of nodes  and  routes  is proposed  for  the  capacity  extension  scenario  in which  a 
congestion situation occurs in the infrastructure. In this case, the route selection is based on 
the Ford‐Fulkerson maximum flow algorithm while the node selection  is based on a fitness 
function  that weights different parameters of  the candidate nodes. Evaluation  reveals  the 
impacts in terms of transmission power of the involved terminals and base stations, in terms 
of the quality of the communication  in terms of delay and  in terms of the existing  load.  In 
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another  approach,  a  network  coding  optimization  is  proposed  for  multi‐flow  route  co‐
determination,  based  on  the  introduction  of  delegated  nodes.  Results  show  good 
improvements  on  the  throughputs  in  terms  of  number  of  data  packets  to  be  exchanged 
between pair nodes.  The  inclusion of QoS  and  spectrum‐awareness  considerations  in  the 
routing  is also evaluated, proposing a  routing protocol  that makes an opportunistic use of 
the available channels. Another work in this area addresses the creation and maintenance of 
network  topology  through  enabling  coordination  in  decision making  among  nodes  taking 
into  account different parameters  to  establish  links/topology with  a  set of desired  global 
properties and constraints. Results indicate that the proposed models can provide practical 
yet optimal power  levels  to minimize  the power utilization while maintaining connectivity. 
The  establishment  of  a WLAN  network  between  different  devices  using  the  connections 




application cognitive multi‐path  routing algorithm  for wireless mesh networks  that  selects 
and  establishes  the  appropriate  multiple  paths  to  support  aggregation  of  the  backhaul 
resources.  This  allows  increasing  the  overall  capacity  of  the  network  turning  into  drastic 
improvements  in  the QoS  levels. Also  in  the same scenario an algorithm  is proposed  that, 
based on contextual data gathered from the environment and end users, performs the node 
selection  for multimedia  content  placement  and  distribution  taking  into  account  request 
distribution, popularity of multimedia content, status of caching storage of WMN nodes and 
user’s  behaviour.  The  evaluation  reveals  the  advantages  and  robustness  of  the  proposed 
approach that allow cost savings for the content provider while keeping the same QoS. 




by  means  of  a  novel  greedy  algorithm.  Results  reveal  that  the  proposed  algorithm 
outperforms both  Simulated Annealing  and Tabu  Search  reference  algorithms  in  terms of 
solution  quality  and  runtime.  In  addition,  the  benefits  that  derived  from  the  use  of 
femtocells at  the energy consumption of a macro BS and  the battery  lifetime of  terminals 
are studied. 
Finally,  the  last part of  the deliverable deals with  the steps  taken  for  the  integration and synergic 
operation  among  algorithms,  with  a  particular  focus  on  the  comprehensive  solutions  for  the 
technical  challenges  of  spectrum  opportunity  identification  and  selection  and  node  and  route 
selection,  identified  as  two  of  the major  blocks  to  cope with  the ON management  stages. More 
specifically,  the  solution  for  spectrum  opportunity  identification  and  selection  is  based  on  the 
interaction between a decision making entity and a knowledge management functional block which 
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This  deliverable  describes  in  detail  the  algorithmic  solutions  for  enabling  opportunistic  networks 
developed  in  the  OneFIT  project  [1].  Each  algorithm  will  be  accompanied  by  performance 
evaluations, according to proper KPIs in representative scenarios. Performance assessment will also 
include  aspects  related  to  the  practicality  of  the  proposed  solutions.  Finally,  considerations  and 
steps  taken  for  the  integration  and  synergic  operation  among  the  different  algorithms  will  be 
discussed in the report. 
The deliverable  is organized  in  three main  chapters. Chapter 2 describes  the different algorithms 
that  have  been  developed  to  cope with  the  technical  challenges  arising  in  the ON management 
stages. For the different algorithms, the problem is formulated and the algorithm is specified, point 
out also  the  integration with  the OneFIT architecture presented  in deliverable  [3]. The considered 
algorithms  address  first  the ON  suitability determination  in different  scenarios.  Then  the  chapter 
focuses  on  the  spectrum  opportunity  identification  and  selection  technical  challenge,  for  which 
different  approaches  are  presented.  Next  the  node  and  route  selection  challenge  is  addressed, 
including  also  different  strategies  that  consider  specific  problems within  this  technical  challenge. 
Finally, specific solutions are presented to the capacity extension problem by means of femto‐cells 
and to the macro‐to‐femto offloading mechanism. 
Chapter  3  presents  the  performance  evaluation  of  each  of  the  specified  algorithms.  The  chapter 
starts with the general aspects of the evaluation methodology that has been followed, by means of 
simulations. Then,  for each algorithm  the evaluation planning  is presented,  including  the  relevant 
metrics  considered  in  the  evaluation,  the  benchmark  references,  and  the  details  about  the 
evaluation platform and model. This  is followed by the performance evaluation results achieved by 
each strategy. 
The  steps  taken  for  the  integration  and  synergic  operation  among  algorithms  are  addressed  in 
chapter 4. It discusses first the general approach that has been followed in OneFIT WP4. It consists in 
a  first  analysis  to  identify  the  interactions  and  synergies  between  algorithms,  leading  to  the 









2.1 Suitability	 determination	 for	 direct	 device‐to‐device	 (D2D)	
communication	
2.1.1 Problem	formulation	and	algorithm	concept	











Figure 2 shows  the Flow‐chart of  the principle procedure  to be executed on  infrastructure side  to 
determine  if  a  direct  device‐to‐device  link  is  feasible.  If  a  connection  setup  request  is  received 
different  decisions must  be made.  First,  policies must  be  checked  if  opportunistic  networking  is 
allowed  and  the  service  requirements  must  be  checked  if  the  service  can  benefit  from  an 
opportunistic network. For example,  for a video conference,  the users can benefit  from a possibly 

























































This  section  describes  an  algorithm  for  a  scenario where  a UE  is  first  inside  the  coverage  of  an 






is  going  out  of  infrastructure  coverage.  When  a  terminal  is  moving  out  of  the  infrastructure 
coverage, the radio conditions are getting worse. If certain threshold are crossed (e.g. link quality or 
signal strength going below a threshold), then the Radio Resource Management (RRM)  is  informed 
about this event. As with traditional RRM procedures,  it  is checked  if a handover to another cell of 
the infrastructure is possible. If so, then the handover will be executed.  
If  such  a  handover  to  another  cell  is  not  possible,  then  the  suitability  determination  to  find  a 
supporting  device  for  an ON  creation will  be  started.  The  algorithm  searches  through  the  list  of 















Beginning of the scenario:
UE#1 still connected with
infrastructure but moving
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UE#1 out of direct coverage 
of the infrastructure





If  such a  supporting device  is  found,  then  the  radio  interface  for  the D2D  link  is activated  (if not 





































2.3 Modular	 decision	 flow	 approach	 for	 selecting	 frequency,	
bandwidth	and	radio	access	technique	for	ONs	
2.3.1 Problem	formulation	and	algorithm	concept	
In  this  section  spectrum allocation problem  is considered  jointly with network  interface  selection. 
Situations where operator governed ad hoc network  is required or there exists a node which is out 
of BS  coverage area are  considered. These kinds of problems  can be  solved by establishing  short 
range links between UEs to route traffic through UEs to BS. Modular decision flow approach is used 
to find and allocate suitable spectrum, RAT and BW for each short range link in ON. Algorithm selects 
the used parameters  to mitigate  the  interference  toward other users  in operator network  at  the 
same  time ensuring  its own  transmission  success and  fairness of  the whole ON. One of  the main 















ܣ௜,௝௡௢ௗ௘   denote  set  of  bands  supported  by  both  nodes  ݅ ∈ ܰ  and  ݆ ∈ ܰ, where ܰ  is  set  of  nodes 
selected or candidates for ON. Similarly ܴ௜,௝  is set of RATs supported by node ݅ and ݆. ISM (Industrial, 




ܣ௣௢௟௜௖௬is  set  of  bands  supported  by  policy  and  this  is  the  same  for whole  network within  same 
geographical area. ܣ௣௢௟௜௖௬ ∩ ܣ௜,௝௡௢ௗ௘   is set of bands available for ON  link between nodes ݅ and ݆. Let 
ܳ௜,௝  denote a set of all possible  three parameters combinations  ሾܾ, ݓ, ݎሿ  for  link between nodes  ݅ 
and ݆. Three parameters combinations are formed using ∀ݎ ∈ ܴ௜,௝, ∀ݓ ∈ ௥ܹ, ∀ܾ ∈ ܣ௣௢௟௜௖௬ ∩ ܣ௜,௝௡௢ௗ௘.  
We make assumption  for each RAT of  their maximum mobility  level  to support certain data rates. 
Maximum velocity supported by RAT ݎ, and bandwidth ݓ is ݒ௥,௪. Velocity of node ݅ is ݒ௜. If ݒ௥,௪>ݒ௜ 
then combination ሾܾ, ݓ, ݎሿ is maintained in set ܳ௜,௝. Otherwise combination ሾܾ, ݓ, ݎሿ is discarded. 
Friis  equation  is  used  to  calculate  required  transmission  power݌௧,௕,௪,௥   for  ሾܾ, ݓ, ݎሿ.  ݌௧,௕,௪,௥  is 
transmission power  for band ܾ, RAT  ݎ,  and bandwidth ݓ. ݌௧,௕  is maximum  allowed  transmission 
power  in band ܾ. Required  transmission power has  to be below  transmission power constraint  in 
band  ܾ݌௧,௕>݌௧,௕,௪,௠.  Combination  which  satisfy  this  requirement  are  kept  in  set  ܳ௜,௝.  All  the 
remaining  combinations  in  this  stage  are  suitable  to  be  allocated  for ON  and  they  are  sorted  in 
ascending priority order using following objective function, which maximizes the requirements,   
ሾܾ, ݓ, ݎሿ ൌ ܽݎ݃max஻,ௐ,ோ ߱ଵܶሺݓ, ݎሻ ൅߱ଶܵሺܾሻ ൅ ߱ଷܱሺݎ, ܾሻ  (1) 
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possibly  for  ON.  Respectively WLAN  is  favoured  over  other  RATs.  ω1,  ω2,ω3  are  weights  which 
depend on used application sensitivity to throughput as well as used scenario.  
After  the  spectrum  band  is  selected,  its  availability  needs  to  be  examined.  There  are  different 
methods  to  obtain  knowledge  about  the  spectrum  availability  including  e.g.  control  channels, 
databases and spectrum sensing techniques. The different methods have different capabilities and 
requirements  and  the  method  to  be  used  depends  on  the  selected  band,  see  [4].  If  band  of 
combination  is  IMT band,  i.e. operator own band,  its availability  is known by the operator and the 
operator  can use  its  internal  control  channels  to  retrieve  information about  the  current  status of 
spectrum use  and  allocate  free  resources  to  the ON.  If band  is either TV or  ISM band,  spectrum 
availability has  to be  checked using  control  channels, databases,  spectrum  sensing  techniques or 
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spectrum, bandwidth  and RAT  is done  in CMON  side  in decision making block where  the output 
parameters are sent to corresponding nodes to  form  link between ON nodes.   Figure 7  illustrates 
the  C4MS messages  needed  to  be  exchanged  during  ON  creation  phase when  running modular 
decision flow.  
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ON  can be  composed of one or  several  radio  links. The purpose of each  radio  link  is  to  support a 
certain CR application with certain bit rate requirements.  
The algorithm uses as  input  the  set of available  spectrum blocks  (referred here as pools)  resulting 
from the spectrum opportunity identification, together with the characteristics of each pool in terms 
of available bit rate based on radio considerations.  
The  algorithm makes use of  the  fittingness  factor  concept  as  a metric  to  capture how  suitable  a 









Within  the  ON  lifecycle,  the  spectrum  selection  problem  considered  here  is  applicable  in  the 
following stages: 
 ON  creation:  In  this  case  the  algorithm  is  executed  whenever  a  new  link  has  to  be 
established in an ON and for that purpose an adequate spectrum pool has to be assigned.  
 ON maintenance stage:  In  this case,  the algorithm  is executed whenever some changes  in 
the  radio  environment  have  been  detected  such  as  modifications  in  the  radio  and 
interference conditions of a certain  link, or a  link  release  (meaning  that we can  reallocate 
the spectrum that was used by the released link to another link). As a result of the spectrum 







spectrum  is modelled  as  a  set  of  P  spectrum  pools  each  of  bandwidth  BWp.  Based  on  radio  link 
requirements  and  spectrum pool  characteristics,  the  general  aim  is  to  efficiently  assign  a  suitable 
spectrum pool for each of the L radio links.  
In order  to assess  the  suitability of  spectral  resources  to  support heterogeneous  services,  the  so‐
called “Fittingness Factor” (Fl,p)  is proposed as a metric capturing how suitable each p‐th spectrum 
pool is for each l‐th radio link/application. Fl,p will particularly assess the suitability in terms of the bit 
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where K is a shaping parameter and   is a normalization factor to ensure that the maximum of the 
fittingness factor is equal to 1, given by: 
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The proposed function increases withR(l,p) up to the maximum at ,( , ) 1 req lR l p R    . This means 







































































































































































































































fed by measurements extracted  from  the  radio environment  in  terms of R(l,p)for active  link/pool 
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the  proposed  architecture.  In  this  perspective,  it manages  the  information  retained  in  the  KD  in 
order  to  determine  the  knowledge  about  the  environment  that  would  be  mostly  relevant  for 
supporting all decisions made by the decision‐making entity.  
  On one side, the KM keeps an estimation of Fl,pvalues based on the statistics available at the KD. 
These  estimated  values,  denoted  as 
,lˆ pF   and  obtained  following  Algorithm  1,  are  provided  upon 
request  to  the decision‐making module. The estimate 




,lˆ pF  is set to the last measured value Fl,p (lines 6 and 12). Otherwise,  ,lˆ pF is randomly set to 




L l pP    and  , ,1 ( )l pL l pP    (lines  8  and  14). Once  all  link/pool  pairs  are  explored,  the  list  of  all 
estimated fittingness factor values  ,ˆ( )l pF  is returned back to the decision‐making entity (line 19).   
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Based on  the  fittingness  factor values determined by  the KM,  the spectrum selection  functionality 
selects  a  suitable  spectrum  pool  for  each  radio  link  according  to  the  Fittingness  Factor‐based 
Spectrum Selection algorithm described  in Algorithm 2. Upon receiving a request for establishing a 
link l, the request is rejected if the set of available pools is empty (line 3). Otherwise, an estimation 





2:            if ( _Av Pools  ) do 
3:            Reject request; 
4:            else  
5:  ,ˆGet fromtheKM;l pF    
6:      * ,
_
ˆ( ) arg max l p
p Av Pools









mobility  functionality  can  be  executed  whenever  better  pools  can  be  found  for  some  services. 
Spectrum mobility is considered on a global perspectivejointly optimizing all assignments in order to 
improve the overall pool usage efficiency.   
As  detailed  byAlgorithm  3,  the  proposed  Fittingness  Factor‐based  Spectrum Mobility  is  triggered 
whenever a previously  selected pool by SS at  link establishment  is no  longer  the best  in  terms of  
,lˆ pF for the corresponding active link. This may happen whenever some active pools are released or 
experience some change in their Fl,p. Following both triggers, the KM is first called in order to get an 
estimation of all Fl,p values  ( ,lˆ pF )  (line 2). The algorithm  then explores  the  list of currently active 
links  (Active_Links)in  the decreasing order of  the  required  throughputs  (Rreq,l)  in order  to prioritize 
the  neediest  links.  The  decision  to  reconfigure  or  not  each  active  link  is  based  on  a  comparison 
between the actually used pool (p*(l)) and the currently best pool in terms of  ,lˆ pF  (new_p*(l)) (line 
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7). Specifically, if  , *( )lˆ p lF  is LOW and  , _ *( )lˆ new p lF is HIGH, a SpHO from p*(l) to new_p*(l) is performed 









6:         * ,
_
ˆ( ) arg max l p
p Av Pools
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assignment whenever better pools  can be  found  (either because  some  link has been  released or 
because a change  in the  interference conditions has occurred). Both procedures can be supported 
by means of the C4MS messages that have been defined in D3.3 [7]. In particular, Figure 10 presents 
the  associated  signalling  message  flow  related  with  the  ON  creation,  based  on  the  MIH 
implementation of C4MS. Note that the spectrum selection is executed at the infrastructure and the 












2.5 Machine	 Learning	 based	 Knowledge	 Acquisition	 on	 Spectrum	
Usage	
2.5.1 Problem	formulation	and	algorithm	concept	
The proposed work  is a novel distributed  resource allocation  scheme based on machine  learning. 
The novelty of  this work  lies  in  its ability  to  learn  from  the  surrounding  radio environment. Each 
opportunistic  access  node  should  have  the  capability  to  sense  its  environment  and  tune  its 





does  not make  use  of  spectrum  usage  history  however  our  next  candidate  algorithm  based  on 











role of  the actor  to  select an action, and  the estimated  (predicted) value  function  is  the critic. At 
each time step, the critic model evaluates the new state, based on the previous selected action by 




 RL1:  The  modified  Boltzmann‐Gibbs  reinforcement  learning  algorithm[49][50]where  the 
strategy of action selection is modelled by Boltzmann‐Gibbs scheme. 
 RL2:  The  gradient‐ascent  TD  reinforcement  learning[51]where  the  strategy  of  action 
selection is modelled by sigmoid function. 
The proposed techniques can be run  in a centralized manner, so that to  include a primary network 





 Let  ݆ ൌ ሼ1, …	, ܭሽ  be  the  set  all  APs  (will  be  called  as  nodes),  and  ݅ ൌ ሼ1, …	, ܰሽ  is  the 
number of resource blocks. 
 Let ൛ܣ௧,௝ൟ be the set of actions taken by the ݆௧௛ node on all resource blocks at each time step 
ݐ, defined as a binary 1 ൈ ܰ vector ܣ௧,௝ ൌ ൛ܽ௧,௝௜ , …	 , ܽ௧,௝ே ൟ, where ܽ௧,௝௜ ∈ ሼ0,1ሽ∀݅	∀݆.  
 Action ܽ௧,௝௜ ൌ ሼ1ሽ means  the  sub‐channel  ݅ not utilized and  can be used by  the  ݆௧௛ node. 
While, ܽ௧,௝௜ ൌ ሼ0ሽ means that the sub‐channel ݅ is occupied.  
 ሼܣ௧ሽ∀௝  :  Is  the different  sets of  actions of  all nodes  (the  action profile), defined  as ܰ ൈ ܬ 
matrix. 
 ݌௧,௝௜ : Defined as the probability distribution of the ݆௧௛ node over his actions on the  ݅௧௛sub‐
channel,  known  as  the  strategy,  where  ݌௧,௝௜ ∈ ∆൫ܽ௧,௝௜ ൯∀݅	,  and  ∆൫ܽ௧,௝௜ ൯ ൌ ∆ሺሼ0, 1ሽሻ ൌ
൛൫݌ሺ0ሻ, ݌ሺ1ሻ൯ ∈ Թାே, ∑ ݌௔∀௔ ൌ 1ൟ.  
 ൛ߨ௧,௝ൟ௔: Defined as  the strategies set  taken by  the ݆௧௛ node  to select action ܽ over all sub 
channels,  represented  by  1 ൈ ܰ  vectorߨ௧,௝ ൌ 	 ൛݌௔,௜, …	 , ݌௔,ேൟ.  For  example;൛ߨ௧,௝ൟଵis    the 
strategy (probability distribution) of taking action ሼ1ሽ for all sub‐channels.  










 At each  time step, node  ݆	knows  its own actions set ൛ܣ௧,௝ൟ, but not  the action selected by 
















൛ܽ௧,௝௜ ൌ 0ൟmeans  that  the  sub channel  is occupied, either by primary network, or other  secondary 
nodes.  
 
























࣭   , each ݆ node update his strategy ൛ߨ௧,௝ൟ௔of taking action ܽ	 using  the 
Boltzmann‐Gibbs scheme, as follows: 
 
















߱௜,௔ሺݐ ൅ 1ሻ ൌ ሺ1 െ ߮ሻ߱௜,௔ሺݐሻ ൅ ࣡ሺߝ, ݅, ݆, ݐሻ(14) 
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࣡ሺߝ, ݅, ݆, ݐሻ ൌ ൝ݑ௧,௝
ሺ1 െ ߝሻ, ݂݅	ܽ௧,௝௜ ൌ ܽ
ݑ௧,௝ ఌࣨೌ ିଵ , ݂݅	ܽ௧,௝௜ ് ܽ
(15) 









ܽ௧,௝௜ ሺݐ ൅ 1ሻ ൌ ܤ݁ݎሺ݌௔,௜ሺ݆, ݐ, ߱, ߬ሻሻ   for    ∀݅	and ∀݆	(16) 
RL_2:	The	gradient‐ascent	TD	RL:	
The estimated  reward  signal  can be updated  incrementally by  applying  the  following update  rule 
every time the action was executed: 
 




The  exploration  strategy  ൛ߨ௧,௝ൟ௔  ,  or  the  probability  of  selecting  action  ܽ  at  time  ݐ  following  a 
Sigmoid function given by : 












Each  node  ݆  update  his  strategy  ൛ߨ௧,௝ൟ௔  of  undertaking  the  selected  action	ܽ  by  adjusting  the 
probability weights ߱௜,௔according to the following equation: 
 
߱௜,௔ሺݐ ൅ 1ሻ ൌ ߱௜,௔ሺݐሻ ൅ ߙሺ1 െ ߣሻ൫ݑො௧,௝ െ ݑ௧,௝൯׏ఠܵ݅݃݉ሺ݅, ݆, ߱, ߬ሻ(19) 




ܽ௧,௝௜ ሺݐ ൅ 1ሻ ൌ ܤ݁ݎሺ݌௔,௜ሺ݆, ݐ, ߱, ߬ሻሻ   for    ∀݅	and ∀݆(20) 
2.5.3 Integration	in	OneFIT	architecture	
Figure 12 below depicts a mapping of  the  functionalities of  the algorithm  to  the OneFIT  function 
architecture and the functionalities entities as defined  in D2.2 [3]. The algorithm  is associated with 



















 Inter‐band  non‐contiguous  aggregation: when multiple  sub‐channels  are  separated  along  the 
frequency band (e.g. one sub‐channel in 2GHz and another in 800MHz are aggregated). 
Since  the  spectrum  allocation  for  an operator  is often dispersed  along  the  frequency bands with 
large frequency separation and the spectrum availability  in  low frequency band (<4GHz)  is scarce,it 
could be difficult to support large transmission bandwidth with contiguous CA. Therefore, inter‐band 
non‐contiguous CA could provide a practical approach to fully utilize the current spectrum resources. 
However,  the  radio  channel  characteristics  and  transmission  performance  vary  a  lot  at  different 
frequency  bands.The  impact  of  these  variations  should  be  minimized  and  communication  over 
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Regarding  the  spectrum  selection  for  aggregate  channels,  three  different  aggregation  schemes 
based on firstfit, bestfit and worstfit are compared with those performances in terms of the number 
of  sub‐channels  and  spectrum  utilization  level  under  the  hardware  constraint  of  the  spectrum 
aggregation  range  [26].  By  the  simulation  results,  it  is  shown  that  the  spectrum  aggregation 
algorithm  based  on  worstfit  scheme  which  prefers  the  configurations  of  an  aggregate  channel 
composed of  less sub‐channels by choosing wider sub‐channels outperforms  in  terms of spectrum 
utilization.  It  is  also  shown  that  the  spectrum  utilization  level  can  be  enhanced  by  reducing  the 
number of sub‐channels under the constraint of limited spectrum aggregation range in the dynamic 
spectrum allocation scenario. Thus, the number of sub‐channels composing the aggregate channels 
should  be  small.  When  the  spectrum  is  allocated  to  users  having  the  spectrum  aggregation 
capability,  the  preference  of  aggregation  can  be  ordered  as  following:  intra‐band  contiguous 
aggregation, intra‐band non‐contiguous aggregation and inter‐band aggregation.  
When spectrum  is allocated to users with spectrum aggregation capability, many factors should be 
considered  simultaneously.  First,  since  maximizing  the  total  throughput  by  efficient  spectrum 
utilization is still important, the sub‐channel with the highest quality can be preferred. Second, in the 
opportunistic  spectrum access,  since  channel  switching  caused by a  returning PU  leads  to  system 
overhead,  selection  of  the  channel  with  the  least‐likelihood  for  the  appearance  of  a  PU  is 
advantageous.  Finally,  the  aggregate  channel which  is  composed  of  less  number  of  sub‐channels 
with the type of spectrum aggregation with less complexity can be selected. The proposed algorithm 
makes use of  the utility‐based approach  for  these  three objectives. While  the algorithm uses  the 







































channel  switching,  and  3)  to  reduce  the  spectrum  aggregation  complexity.  These  three 
objectives are  integrated  into a weighted sum utility function. The spectrum  is assumed to 
be channelized as the basic unit and the availabilityof spectrum opportunities is varying from 
the primary user’s spectrum usage. It is also assumed that spectrum occupancy status does 
not  change  during  spectrum  aggregation  and  allocation  intervals.  As  well  as  spectrum 
availability, the transmission rates based on channel quality for all nodes on all sub‐channels 
areassumed to be also known. Information on statistical characterisation channel availability 
is  stored  in  a  database  such  as  Radio  Environment Map  (REM)  and  can  be  accessed  by 
secondary users  to allocate  the channel of  the  least‐likelihood  for  the appearance of PUs. 
Multiple  sub‐channels  can  be  aggregated  to  satisfy  the  secondary  user’s  throughput 
requirement. While spectrum aggregation of sub‐channels  in the same band are preferred, 
the aggregated channels with  less number of sub‐channels  is preferred as found  in [26] as 
described in 2.6.2.3. 
 Automated weight  setting by  the  learning  technique:   While  the multi‐objective  spectrum 
aggregation approach exploits the weighted sum approach, the optimal weights setting can 
be different  depending on  the  interested  performance metric.  The  system  is  assumed  to 
have  set/pre‐defined  thresholds  for  each  performance metric  based  on  system  level  Key 
Performance  Indicators  (KPIs)  to  be met. While  the  spectrum  is  allocated  to  users,  the 
performance  of  each  objective  is  monitored  (Monitoring).  In  case  that  the  monitored 
performance is not met/thresholds crossed, the learning module is triggered (Triggering). As 
a  result  of  the  learning  process  (Learning),  the  set  of  optimal  weight  vector  is  found 






































































By  the utility  function of each objective,  the utility value of each  sub‐channels  for each users are 






























(x)  achieves  the  target  (x0)  and  ii)  the  utility  is  0.05 when  the metric  is  one  decade  away.  This 
function is monotonic and bounded by zero and one. By using this function, the utility value for the 
first objective is calculated as follows.  


















Since  the utility  value of  this objective depends on  the estimated  remaining  idle  time,  the utility 
values of the certain channel are the same for all users, that is, u2,i‐1,j = u2,i,j for 2≤i≤N.  
3) To reduce the complexity of the spectrum aggregation, ݑଷ,௜,௝ 
When  spectrum  is  aggregated  for  users’  resource  request,  the  preference  of  aggregation  can  be 
ordered  as  following:  the  contiguous  spectrum  without  aggregation,  intra‐band  contiguous 
aggregation,  inter‐band  non‐contiguous  aggregation  and  inter‐band  aggregation.  When  the 
algorithm considers a channel j for the user i, it decides the type of spectrum aggregation based on 
the  status of  the adjacent  channel  j‐1 and  j+1.  If  the adjacent  channel  is already allocated  to  the 
user,  it can become  the most promising choice.  In  this case,  the utility value becomes 0.95.  If  the 
aggregation  type  is non‐contiguous  intra‐band  spectrum  aggregation, 0.5 will be  allocated  as  the 
utility value. For the case of the most complex case, inter‐band spectrum aggregation, 0.05 is given 
to the utility value for spectrum aggregation.  
















to  the  node  until  the  set  of  allocated  channels  satisfies  users’  requested  throughput,  THreq. 






















weights  is  included  so  that  adaptable  setting  (without manual  intervention)  of  objective‐function 
weights  is possible depending on  the  environment  changes.  The  system  continuously monitors  the 
performance of each individual objective and decides to trigger the learning module for the case of the 
degraded performance. As a result of  learning, the optimal weight values are chosen and applied to 





The module  for  automatic  selection  of weights  is  implemented with  the Q‐learning,  an  off‐policy 
Reinforcement Learning  (RL) algorithm described  in  [26]. The  learning model  to decide  the weight 
values comprises the possible states of the environment S, the set of possible actions A, the reward 
function  R,  and  the  policy:S→A.  Q‐learning  learns  the  optimal  policy  through  simple  Q‐value 
iterations to take note of recent policy success/failure as feedback and the weighted average of past 
values observed. In the considered scenario, the elements of learning model are defined as follows: 




















































Figure 14 provides a mapping of  the  functionalities of spectrum aggregation and allocation  to  the 
OneFIT  function  architecture  and  the  functionalities  entities  as  defined  in  D2.2  [3].  The 
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which needs  to  solve  the problem of  congestion.  It  is  triggered whenever  a  congestion  situation 
occurs  in the  infrastructure and makes decisions on the establishment of routes which will redirect 
traffic  from  the  congested  service  area  into  non‐congested  ones.  The  proposed  solution  of  the 





According  to  the  OneFIT  concept,  ONs  are  created  in  an  infrastructure‐less  manner  under  the 
supervision of the operator and include numerous network‐enabled elements. To ensure application 
provisioning  in  an  acceptable QoS  level,  the  selection of  the proper nodes,  among  all discovered 
nodes  in  the  vicinity  is  rather  essential.  As  a  result,  this  approach  proposes  a  mechanism  for 













For example,  if a neighboring node does not have available buffer/cache because  it  is  loaded with 





be  the set of  terminals  that are connected  to  the congested BSs  (represented by B1 set). Also,  let 
TcmTc be  the set of  terminals which have ON capabilities. Let Tnc be  the set of  terminals  that are 
connected to the non‐congested BSs (represented by B2 set). Let graph G(V,E) be a directed graph, 
consistent or not, where V= Tcm Tnc B1 B2 and E is the set of links among the nodes of the graph 
G.  Let P be  a  set of paths  from  terminals  tTcm  to BSs bB1 B2  that were discovered  from  the 




{ss},  an  ending  point  vV   {sd},  the  RAT  that  is  used  for  the  transmission    and  the  capacity 
cap[l(u,v)]  N\{0}where N is the set of natural numbers. The capacity is considered as the number 
of simultaneous traffic flows that can be served through this link. Furthermore, each link l(ss,t), t  
Tcm  (from  the  “super‐source”  to  a  terminal  in  the  congested  area)  has  a  capacity  cap[l(u,v)]=1, 
because  through  this  link  only  one  flow  f  is  pushed.  A  flow [ ( , )]f l u v   represents  the  number  of 





 Set  of  terminals  in  the  congested  area  that  have  ON  capabilities  and  can  be  redirected  to 
alternate BSs 
 Paths from source to destination. Each path originates from a ‘virtual’ source where terminals 
with ON  capabilities  in  the  congested  area  are  connected  and ends  to  a  ‘virtual’ destination 
where BSs are connected. 
At  the  initialization phase  the  link  capacities  are  estimated.  Their  values derive  from parameters 
such as the RAT of the  link, the quality of the  link, operator policies and users’ profiles.In addition, 

























(e.g. a BS), and the  links that create the full path from the starting to the ending point (each  link  is 
identified by a starting point and ending point each of which is an intermediate node). 
2.7.2.2 Selection	of	nodes	through	a	fitness	value	evaluation	
The  input of  the  algorithm  consists of  the  set of  candidate nodes which  are  located  in  a  specific 
service area that have ON capabilities (i.e., they have the ability to participate in an ON) and they are 





fvi = xi * [ ( ei * we ) + ( ai * wa ) + ( di * wd ) ] 
















ei,ai, di  Energy  (e.g.  percentage  of  available  battery),  availability  (e.g.  percentage  of 
available  buffer/cache)  and  delivery  probability  (e.g.  ratio  of  successfully 
transmitted packets to packets received by a node) attributes of node i 
we,wa, wd  Weights for energy, availability and delivery probability attributes 





















cachebuffer/  available havenot  doesor  ON,support not  doesor cation    









The output of  the  algorithm  consists of  the  selected nodes  that will  form  the ON.  Then,  the ON 
creation procedure  is  triggered  in order  to allow  the nodes/terminals  to negotiate between each 
other and establish links. 
2.7.3 Integration	in	OneFIT	architecture	
Figure 17 provides a mapping of  the  functionalities of  the capacity extension  through neighboring 
terminals algorithm to the OneFIT functional architecture and the functionalities entities as defined 
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capacity  extension  through  neighboring  terminals  scenario,  while  Figure  21  provides  a message 












The  algorithm  focuses mainly on  the  Suitability Determination  and Maintenance  as  the  technical 
challenges  as  they  have  been  analyzed  during  WP2.  The  OneFIT  network  supporting  ad  hoc 
configuration is operator governed. 
The diversity of user applications implies different constraints for data transfer in order to guarantee 
the  QoS.  In  an  opportunistic  network  composed  of  heterogeneous  equipments  having  different 





The  proposed  algorithm  is  an  enhancement  of  the  routing  protocols  to  take  into  account  the 
constraints associated  to user applications, by  selecting appropriate metrics  for each  service class 
and to compute these metrics in order to determine the most adapted route to exchange data. 
The  route  pattern  selection  algorithm  acts  as  a  cognitive  router  to  determine  the most  adapted 
route to reach the destination  in an ad‐hoc opportunistic network. The algorithm  is able to change 











LocalPatternValue =  1 
END









To  transmit  user  packets  related  to  conversational  application,  the  algorithm  selects  the  route 
depending on the distance (number of hops), because the distance introduces a certain latency.The 
second pattern used  to determine  the most  adapted  route  is  the  age of  the  considered  route  in 
order to use the most stable routes (Figure 23). 
LocalPatternValue = MAX_AGE - Link age 
END
CONVERSATIONAL Pattern Value Calculation
Family = CONVERSATIONAL
Yes
GlobalPatternValue = MAX (LocalPatternValue, received.GlobalPatternValue)
Distance <  ACCEPTABLE DISTANCE(*)
(*) distance represents a certain latency











STREAMING Pattern Value Calculation
Family = STREAMING
Available throughput < 
requestedThroughput




Avaliable throughput = 
MAX_RADIO 
-  1-hop  usage 







The  background  class  applications  are  usually  identified  to  use  a  “best  effort” mechanism.  The 
algorithm uses only the pattern distance (as for the signalling and control packet) to determine the 
most adapted route (Figure 25). 
LocalPatternValue =  1 
END
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During  the ON  suitability  determination  stage,  it  participates  to  the  discovery  of  the  topological 










During  the  ON maintenance  stage,  the  algorithm  is  applied  for  each  packet  of  user  data  to  be 
transmitted over the air, and according to the  type of application  (i.e.:  the DSCP  field  located  into 
the  IP  frame header),  it determines, which  route  is allowed  to be activated  in order  to satisfy  the 






The  class  of Mobile Ad‐Hoc Network  (MANET)  is  particularly  prominent  in  Private Mobile Radios 




The  issues  to be  raised  in  terms of  routing enhancement are manifold. One of  these  issues  is  the 
Quality  of  Service  management,  and  in  particular  the  routing  based  throughput  optimization 
including  resource  allocation  optimization.  Algorithms  have  been  proposed  to  optimize  routing 
protocols for MANETs. Extensions integrate to these protocols a quality of service management.  
In  [46]is  proposed  a  multi‐flow  routes  co‐determination  algorithm,  in  addition  to  these 
optimizations.  This  algorithm  combines  the  (re)routing  of  traffic  flows  on  ad‐hoc  network with  a 
throughput optimization  technique called network coding. We present  in  the  following  simulation 





The principle of network  coding  is described  in  Figure 29, applied on  the butterfly  topology. This 
figure presents two traffic flows, one from S1 to D and F, the other one from S2 to D and F. Moreover 
each one of the common egress node may receive from one path one of the traffic flow, and from 
one  part  of  one  another  path  (which may  be  restricted  to  only  one  node),  the  two  traffics  are 
relayed using the same relaying nodes resource. The principle is to code the two traffic flows with a 




bitstream  xor of  the  two  flows  (considered of numbered  packets of  the  same  size).  In D(resp.F), 
receiving X1 (resp.X2) and X1 or X2, it easily deduces X2 (resp. X1).  
The  following  figure  shows  the  differences  between  the  use  of  network  coding  and  a  classical 
independent  flow route allocation. The gain  in terms of throughput and number of messages sent 
between  the  two  alternatives  is  of  1/3  (from  6  emission  to  4), with means  also  a  gain  in  radio 
resources  and in power consumption in the relay nodes. In particular in the first situation the node E 





Figure 30 presents  the application of  the network  coding optimization on a 2 opposite  sides  flow 
relay topology. The optimization in terms of throughput is of  N/(2N+2) [13], with N as the number 














































































































































































































the  Mtopo  messages  received.  The  information  of  these  messages  contains  in  particular  the 
information needed  to know  the  traffics  from other  flows,  to  identify pivot nodes  (which  initiates 
and relay the network coding of flows), and if these pivot nodes are bidirectional. 







the nodes  initiating  two  flows or nodes  initial of a  flow and  terminal of one another.  In  the same 
way, destination nodes candidates are nodes terminal of two flows and nodes  initial of a flow and 
terminal of one another.  
From  a  practical  analysis  of  the  topologies  the  algorithm  may  be  applied  to,  it  appears  some 
topologies  are  very  close  to  “canonical”  ones  and  can’t  be  candidate  for  network  coding 
optimization  although  such  optimization  could  be  applied.  For  example  the  topologies  and  flows 
depicted in Figure 33 shows a potential use of network coding optimization, but needs adaptations 
to extend the set of candidate topologies. We propose to extend the set of the topologies with the 
definition of delegated nodes, on which  the  initial  and  final nodes may delegate  to nodes which 








each  terminal  (see  Figure  35).  It  runs  as  a  distributed  algorithm.  It  is  activated  during  the  ON 
maintenance procedure. 
‐ Traffic X1 from S1 to D and F1









The  proposed  routing  protocol  uses  the  available  channels  opportunistically  for  the  purpose  of 
routing  data.  The  algorithm  is  a  spectrum‐aware  version  of  OLSR  routing  protocol  which 
opportunistically forwards the data to destination.  It  is assumed that ON nodes are equipped with 
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 Best quality route: selected route supports  the highest possible  throughput  (based on ETX 
metric) and is calculated based on channel availabilities of each ON node [on per hop/link]. 
2.10.2.1 Overview	of	OLSR	
OLSR  native  HELLO messages  are  used  to  decide  on  candidates  to  be  set  as MPRs  (Multi  Point 
Relays)  to  forward  the  data  whilst  TC  (Topology  Control)  messages  inform  all  nodes  of  the 
connectivity  of  nodes  through  the  MPRs.  Furthermore  Multiple  Interface  Declaration  (MID) 
messages of OLSR are used to update the channel usage/status within the network.  
When a node uses a channel for transmission, it periodically broadcasts MID messages to inform all 
of  the one‐hop neighbours  that  the channel  is occupied. When a Primary User  (PU) starts using a 




that have not been  traversed  (at this stage  it would be every vertex except the source). The main 
loop starts at  line 8 and ends at  line 27 which  iterates as  long as the vertex set of the graph  is not 
zero. Another  inner  loop  starts  at  line  14  that  iterates  based  on  the  number  of  neighbours  that 
source node “s” has in its vicinity. For every neighbours of the source node “s” another loop which 
starts  at  line  16  checks  the  number  of  channels  available  between  node  “s”  and  that  specific 
neighbour. The numbers of channels available to a node are acquired through the DSM unit of the 
infrastructure. If a channel is used by another ON node or for some reason it is not available in the 
vicinity  of  that  node,  it  is  the  infrastructure  that  updates  the  algorithm  with  the  up  to  date 























































































































































































The  challenge  addressed  is  creation  and  maintenance  of  network  topology  through  enabling 
coordination in decision making among the nodes taking into account impact of various parameters 












In  order  to  attain  the  optimal  solution  for  topology  control  different  approaches  of  Network 





problem.  The  optimal  solutions  (for min.  power  under  SINR  physical  interference model)  so  far 
provided  either  are  applicable  to  the networks where number of nodes  is under  six  [38]   or  the 
suboptimal or approximation approach  is adopted [39]. The reason of  infeasibility  is the non‐linear 
nature of  interference constraint  (SINR) and the presence of conflicts  in power assignments as the 
number of nodes  increases.  In order  to address  this problem, different approximation approaches 
are  used.  The  column  generation  approach  is  one  of  the  latest  approximation methods  used  for 
optimal power allocation while considering interference [41]. Besides, column generation, recently, 




graph  theory,  prediction  and  learning methods  and  evolutionary  algorithms  [42],  the  full  set  of 
constraints  namely:  k‐connectivity,  interference  handling  and  energy  efficiency  have  not  been 
























refers to the K Vertex connectivity; here  it  is  implemented by allowing each node to connect to at 
least  k  other  nodes.  Thus,  it  ensures  that  even  after  removing  K‐1  nodes,  network will  still  be 
connected. A  set of  commodities are  taken  into account  (number of  commodities  can be varied), 
each  with  K  demand  from  a  particular  source  to  destination.  Although  currently  there  are  no 
maximum  hop  count  constraints,  it  can  be  added  as  it  is  an  independent  constraint.  The MILP 
formulation  is  as  follow: where ܸ  is  the  set of nodes/terminals,   ܥ  is  the  set of  all  commodities 
having its origin as ݋ሺܿሻ and destination denoted as ݀ሺܿሻ.  ௜ܲ  is the power allocation variable for each 




  ݉݅݊∑ ௜ܲ௜   (35) 
Subject to:   
‐>Topology constraints: 
௜ܲ ൒ ݓሺ݅, ݆ሻܺ௜௝												∀݅, ݆ ∈ ܸ  (36) 
    ௜ܲ ൒ ݓሺ݅, ݆ሻ ௝ܺ௜ 												∀݅, ݆ ∈ ܸ
  (37) 
   
  ௜ܲ	 	 ൒ 0																										∀	݅ ∈ ܸ  (38) 
‐> K connectivity constraints 
∑ ௜ܺ௝ ൒ ݇ െ 1௜ 		∀	݅, ݆	 ∈ ܸ																																																																					  (39) 
௜ܲ ൒ 	 ௜ܲ௞					∀	݅	 ∈ ܸ  (40) 
‐> Flow constraints: 
∑ ௜݂,௝௖௜ െ ∑ ௝݂,௜௖௜ ൌ 	ܦ௖ሺ݅ሻ			∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ																																											  (41) 
∑ ௜݂,௝௖௜ ൑ 1		∀	݅ ് ݋ሺܿሻ, ݆ ് ݀ሺܿሻ, ݅ ∈ ܸ, ܿ ∈ ܥ																																																			  (42) 
  ௜݂,௝௖ ∈ ሼ0,1ሽ						∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ		 (43) 
Discrete formulation 
The  second  set  of  formulation  i.e.  discrete  power  model  orDP  has  been  implemented  with  K 
connectivity  and  flow  constraints.  This  formulation  takes  discrete  levels  of  powers  per  node  and 
remains valid even  in  the heterogeneous environment  that means  the maximum power of nodes 
and number of power levels available per node may different. Here, ܲ݅ ൌ ൣ݌ଵ	,݌ଶ … . ݌ఝሺ௜ሻ൧ such that 
݈ ൌ 1…߮ሺ݅ሻ and ߮ሺ݅ሻ ൑ ܸ. While ݈ሺଓሻതതതതത is the level of power essential for reaching k nodes, and ݈ሺଓ, ଔሻሖ  
is the power level needed to enable edge ሺ݅, ݆ሻ	݅, ݆	 ∈ ܸ. 
Objective Function: 
																																																				݉݅݊ ∑ ∑ ݌௜௟. ݓ௜௟ఝሺ௜ሻ௟௜	∈௏   (44) 
Subject to: 
∑ ௜݂,௝௖௜ െ ∑ ௝݂,௜௖௜ ൌ 	ܦ௖ሺ݅ሻ			∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ																																																				  (45) 
∑ ௜݂,௝௖௜ ൑ 1		∀	݅ ് ݋ሺܿሻ, ݆ ് ݀ሺܿሻ, ݅ ∈ ܸ, ܿ ∈ ܥ																																														  (46) 
∑ ݓ௜௟ఝሺ௜ሻ௟ୀ௟ሺపሻതതതതത ൌ 1				∀	݅ ∈ ܸ																																																															  (47) 
  ݓ௜௟ ൌ 0				∀	݅ ∈ ܸ,			݈ ൌ 1…	݈ሺଓሻതതതതത െ 1  (48) 
  ∑ ݌௜௟ݓ௜௟ఝሺ௜ሻ௟ୀ୫ୟ୶	ሺ௟ሺపሻ,തതതതതത௟ሺప,ఫሻሖ ሻ ൒ ݁ሺ݅, ݆ሻ ௜݂,௝௖ 											∀݅, ݆ ∈ ܸ, ܿ	 ∈ ܥ																			  (49) 
  ௜݂,௝௖ ∈ ሼ0,1ሽ						∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ  (50) 










																																								݉݅݊ ∑ ∑ ݍ௜௟. ݔ௜௟ఝሺ௜ሻ௟௜	∈௏   (52) 
Subject to: 
  ∑ ௜݂,௝௖௜ െ ∑ ௝݂,௜௖௜ ൌ 	ܦ௖ሺ݅ሻ			∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ																																																			  (53) 
∑ ௜݂,௝௖௜ ൑ 1		∀	݅ ് ݋ሺܿሻ, ݆ ് ݀ሺܿሻ, ݅ ∈ ܸ, ܿ ∈ ܥ																																																					  (54) 
ݔ௜௟ ൒ ௜݂,௝௖ 				∀	݅ ∈ ܸ, ܿ	 ∈ 	ܥ, ݆	 ∈ ௜ܶ௟, ݈ ൌ 1…߮ሺ݅ሻ  (55)	
ݔ௜௟ାଵ ൒ ݔ௜௟				∀	݅ ∈ ܸ, ݈ ൌ 1…߮ሺ݅ሻ െ 1(56)ݔ௜௟ ൌ 1				∀	݅ ∈ ܸ,			݈ ൌ 1…	݈ሺଓሻതതതതത(57)  ௜݂,௝௖ ∈
ሼ0,1ሽ						∀	݅, ݆	 ∈ ܸ, ܿ ∈ ܥ  (58) 
  ݔ௜௟ ∈ ሼ0,1ሽ						∀	݅, ݆	 ∈ ܸ, ݈ ൌ 1… . ߮ሺ݅ሻ  (59) 
PHASE ii 
In  the  second  phase  of  the  algorithm, where  physical  SINR  is  accounted  for  and  the  distributed 


























known  to all nodes]. However,  in  second  stage where  the algorithm  formulation be based on  the 
multi objective optimization function, the algorithm will reside in the node/ terminal level, thus the 















































addresses  OneFIT  Scenario  5.  More  precisely  the  use  case  “Opportunistic  backhaul  bandwidth 
aggregation in unlicensed spectrum” is addressed. 
The algorithm can be mapped to the following ON lifecycles: 












The  algorithm  presented  in  this  section makes  decision whether  or  not  to  create  opportunistic 
network  for  providing multi‐path  routing  as  a  solution  for  the  detected  problem.  Besides  having 
responsibility  to decide when  to kick  in with  the multipath  routing,  the algorithm also  selects  the 
multiple paths set which is able to provide required level of bandwidth aggregation. The net effect of 
opportunistic backhaul bandwidth aggregation is to match the access bandwidth of modern wireless 









mobility,  traffic  flows  and  application/service  requests,  can  significantly  improve  the  predictive 
ability  of  the management  system.  The  history  of  contextual  data,  representing  different WMN 












aim  to  determine  whether  or  not  the  multipath  routing  is  applicable  on  the  current  traffic 
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composition.  Next,  the  task  #2,  which  is  topology  check  (see  Figure  40)  starts.  The  goal  is  to 
determine whether or not the given WMN topology allows for multiple paths to be formed in order 
to relieve the congestion at the node APi.   Finally, task #3 of the suitability determination (see Figure 
40)  is  performing  a  check  on whether  or  not  an  appropriate  path  can  be  found, which will,  in 
addition to the current path, provide aggregation of the available backhaul bandwidth on the access 
side of APi. 
The  suitability determination  tasks execution  sequence depicted  in Figure 40facilitates  the  fastest 
possible  decision making.  This  is  achieved  by  starting  the  suitability  determination with  task  #1 
which is the least demanding in terms of execution time. Determinations associated with task #2 are 
somewhat more demanding. Nevertheless the most demanding determination is left for the task #3 
which  is  performed  only  if  the  previous  two  tasks  return  positive  outcome  and warrant  further 
engagement of computational resources.  
2.12.3 Integration	in	OneFIT	architecture	




protocol  is  used  for  gathering  contextual  information  regarding  WMN  nodes  and 
performance of the wireless backhaul links.  
 Operator policy derivation: initial set of algorithm triggers is defined, as well as set of rules for 
creation of ONs.  These  triggers  and  rules will  evolve  in  time  as  algorithm  encounters  and 
solves new problems. Also, different types of traffic and their characteristics (applications and 
QoS  requirements)  are  defined  proactively. Defined  policies  are  stored  in  the  database  of 
contextual data which is located in the core side of the network. 
 Knowledge  management:  algorithm  learns  about  efficiency  of  selected  multiple  path 
solutions  through monitoring  system. Obtained knowledge  is used  for  improvement of  the 
algorithm’s efficiency. All of the gathered knowledge about underlying WMN, traffic patterns 
and efficiency of  the algorithm  is  stored  in  the contextual database  in  the core  side of  the 
network. 
 Decision making: phases of  the decision making which are conducted by  the algorithm are 




 Operator  policy  acquisition:  defined  rules  and  triggers  are  obtained  from  the  centralized 
database of contextual information. 
 ON  creation:  when  appropriate  paths  set  is  found  for  providing  requested  bandwidth 
aggregation  in  the backhaul  side of  the WMN,  the ON  is  created  in order  to  support  the 
objective. 
 ON  maintenance:  system  is  monitored  through  SNMP  protocol.  Performance  of  the 
established ON is under constant evaluation.  
 ON termination: if multipath routing ceases to perform in defined boundaries, or bandwidth 








As  depicted  in  Figure  42,  the  majority  of  the  ON  related  signalling  is  performed  within  the 
centralized  management  system  where  the  presented  algorithm  for  backhaul  bandwidth 





connections  allowed  by  another  technology  (System  2).  The  N  devices  or  users  have  double 
communication  capabilities,  since  they  can  communicate  using  2  different  technologies  (the  one 
used by System 1 and the other used by System 2).  
System 1 can be for  instance an  IEEE 802.11 WLAN (i.e., terminal devices are called stations (STA)) 
























an  entity  connected  to  the  MME  (3GPP  entity)  and  it  should  have  access  to  the  localization 
information  from a network entity called E‐SMLC  (Evolved‐SMLC).  In  this case,  the communication 
between the N candidate stations is performed over LTE since it is considered that the N candidate 
stations  have  double  communication  technology:  cellular  technology  and WLAN  technology.  The 
WLAN Manager assigns the role of the AP to the selected station and triggers operation of the WLAN 
in  the  selected  channel  via  the  cellular  network  (System  2). After WLAN  network  is  formed,  the 
candidate stations will then start communicating through the AP and the channel proposed by the 
WLAN Manager. Therefore,  the WLAN  (System 1)  is established with a help of another  system or 
technology (System 2). 
The stations essentially make measurements in the available channels and report them to the WLAN 











another  existed  network  (e.g.,  cellular  network),  the  current AP  and  channel  selection  algorithm 
addresses  both  the  scenario  2  “Opportunistic  capacity  extension”,  the  scenario  3  “Infrastructure 
supported opportunistic ad‐hoc networking”, the scenario 4 “Opportunistic traffic aggregation in the 
radio  access  network”  and  the  scenario  5  “Opportunistic  resource  aggregation  in  the  backhaul 




 Creation:  the  algorithm  allows  creating  a  WLAN  as  the  WLAN  Manager  performs  the 
algorithm to find the good choice of AP, channel and transmit power, and triggers the WLAN 
establishment via the cellular network.  
 Maintenance: Once  the WLAN  is  formed  (i.e.,  the AP  and  the  channel  and  the minimum 
required transmit power are found), changes are likely to occur: some stations can be going 
away from the coverage of the AP, and some others stations can be invited to join de WLAN 









that  provides  the  highest  among  the worst  links  in  the WLAN. More  specifically,  the  algorithm 
estimates the QoS of all the  links  in all the available channels  if potential station i (for  i=1, 2, …, N) 
were the AP. In each AP‐channel assumption, the algorithm finds the worst among all downlinks and 
uplinks.   By comparing  the worst  links  for all  the AP‐channel assumptions,  the highest among  the 























 jid , is the distance between the station i and the station j, 
  is the path loss exponent  which depends on different characteristics and especially on 
type of environment ( e.g., Urban environment, where  4,3 ), 
 jiG , is accounting for the antenna gain of both the transmitter i and the receiver j, 
 chjI ,  is the interference measured in node j in channel ch,  




the  simplified  capacity  can  be  seen  as  a  static measure  of  the  link  quality.  The  greater  is  the 
simplified  capacity,  the  greater  the  mean  link  QoS  is. We  define   jC0 as  the  target  simplified 
downlink capacity to the station j. These target capacity is assumed to the same in all the channels. 
Therefore, one can express the residual capacity in channel chof the link station i to jasfollows:   
       .,,Δ 0 jCchjiCi,j,ch    (61) 
The residual capacity  is a measure of  link relative QoS.  If the residual capacity  is positive, then the 
required link QoS can be achieved, otherwise the link QoS cannot be achieved.  
According to the previous definitions, if station i where the AP, the vector of links residual capacities, 
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The best channel, if station i where the AP, is the channel that maximizes the vector )(i, : : 
     ,:Max )(i,iCH(i) opt    (64) 
where  (i)   is  the maximum of  vector )(i,: ,  and   iCHopt   is  the  index of  the maximum  in  vector 
)(i, : .Therefore, the index of the best channel, if station i where the AP, is  iCHopt . The vector   is 
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    .Max AP   BWRC index    (66) 








the QoS of the worst  link cannot be reached for the current value of  initial transmit power i P . We 
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16:       )(i,ioptCH)(i,(i)opt )(i,iCH(i) :in vector index   theis  and : of maximum  theof  value theis  *   /;:Max    
17: end for  
18:     ;Max AP  BWRC index  /* where BWRC is the value of the maximum of Ψ and    /*APindex is 
the index of BWRC in vector Ψ.  
19:    .   ;APChannel indexindex optCH  
20: while 0BWRC   




















network”. More  precisely,  the  use  case  related  to  aggregation  of  backhaul  storage  resources  of 
WMNs  is  addressed.  Algorithm’s  task  is  to,  based  on  contextual  data  gathered  from  the WMN 
environment  and  end  users,  provide  appropriate WMN  node  selection  for  multimedia  content 
placement  and  distribution.  The  criteria  for  node  selection  is  based  on  request  distribution, 
popularity of multimedia  content,  status of  caching  storage of WMN nodes  and user’s behaviour 
(mobility, viewing patterns and used devices). First, algorithm will select WMN nodes for proactive 
content placement based on detected and predicted  contextual parameters  (request distribution, 
content popularity  and user’s behaviour). As  the  context parameters  change,  the  content will be 
redistributed  in order to accommodate context changes. ONs are created among WMN nodes with 






 Suitability  determination  –algorithm  will  provide  analysis  of  suitability  for  placement  of 
particular content on WMN APs.  If content  is to be placed  in the backhaul storage pool of 
the WMN, algorithm will provide  set of nodes which are  considered  to be  candidates  for 
content placement. 










requests,  available  storage  capacity  of WMN  nodes,  and  capacity  of  the  links  in WMN  backhaul. 
Contextual data  (database  in Figure 46)  regarding history of  requests  for content, user’s mobility, 































Collected  contextual  data  is  stored  in  centralized  database  and  used  for  derivation  of  cognition 
about network environment and system performance. By using this cognitive information, algorithm 
is  able  to  derive  appropriate  response  to  previously  encountered  situations  and  to  predict  best 
response for newly encountered problems.  






If  requested  video  file  is  stored on WMN  access points,  algorithm needs  to determine  candidate 
nodes for streaming chunks of video file to the requesting user. Previously collected contextual data 
and  derived  knowledge  is  used  for  selection  of  candidate  nodes  and  derivation  of  streaming 
schedule  that provides  the best  system performance and network  resource utilisation. During  the 
streaming process algorithm  gathers  contextual data  from database  (filled by monitoring  system) 
and  if  changes  in  system  environment  reach  some  threshold  (event  triggered  change)  re‐caching 
possibilities are examined. If re‐caching is not possible or is not expected to solve current problem, 
then streaming  is continued  from source server. During streaming session  from  the source server, 
system is monitored and streaming is continued from APs when system environment status allows it. 
If  re‐caching  is  selected  as  the  solution  for  the  encountered  problem,  then  appropriate  APs  are 
selected  and  some  chunks  of  the  video  file  are moved  among APs. When  content  redistribution 
process finishes, the new streaming schedule is derived and streaming session continues. Contextual 
data  about  system  performance,  resource  utilisation  and  end  user  perceived  QoS  are  gathered 
during algorithm cycle and saved in contextual database for further knowledge derivation. 
For every user request ON will be created among selected WMN APs to support algorithm execution 
which will provide aggregation of  storage  resources  in order  to  locally  stream as much  chunks of 
requested video file as possible. ON will provide support for reactive caching mechanism by enabling 
gathering  and  exchange  of  contextual data which will  enable detection of  any  changes  in  access 






The MILP model of a pervasive wireless mesh CDN  system  is derived  from multi‐commodity  flow 
problem with multiple sources of video  files  (access points and  source servers) and multiple sinks 
(requesting users). In order to tackle with problem at hand we have introduced super source nodes 
in network flow graphs for every video file  in the system (video file  commodity). Therefore, for 
every  file,  which  is  to  be  placed  in  the  caching  storage  of  the  access  points,  we  introduce  a 






All WMN access points are considered as candidates  for  replica placement. Regarding  these  facts, 
ARCFn  node  for  every  file will  be  connected  to  every WMN  access  point  in  the  network  graph. 
Connecting edges are directed  from ARCFn node  to all candidate nodes and have weight equal  to 
zero  in order not to change the ADTL value. When needed number of copies of video file and user 
request  distribution  are  derived,  ARCFn  node  will  be  used  as  super  source  node,  which  will 
transform  the multi‐source/multi‐sink multi‐commodity  flow problem of  the original network  flow 
graph to the single‐source/multi‐sink multi‐commodity flow problem. In Figure 47is depicted ARCFn 
node concept for simple pervasive WMN network. All access points are considered to be candidates 
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Constraint  (69)  is  the  flow conservation  for every network node. The maximum number of nodes 
selected  for  replica  placement  is  less  or  equal  to  the  derived  number  of  copies  of  file  f(71). 
Constraint  (72)  represents  limited  storage  space  on  APs.  Constraints  (70)  and  (73)  give  the 
connection between model variables (i.e. if ܳ௜௝௙ for one node is 0, then nothing can be streamed from 
that  node,  and  corresponding  ௜ܺ௝௙ for  the  edge  from  ARCFn  to  that  candidate  node  is  also 
0).Constraint (74)  imply that maximum flow over  link (i,  j)  is  limited to LINKijM . Each  link consists of 





user can  request only one  file  in a given  time moment. Bit‐rate  for a  requested  file  is guaranteed 
during the time needed for file download. 
2.14.3 Integration	in	OneFIT	architecture	
The algorithm can be mapped  to both CMON and CSCI management systems  in  the  infrastructure 
nodes (WMN APs and centralized management server) as shown in Figure 48. Context awareness is 
provided by the algorithm by  inspecting contextual  information from contextual database which  is 
filled by  the monitoring  system. Changes  in  relevant  contextual parameters  trigger  the  suitability 
determination  phase  (for  creation  of  new ON  or  reconfiguration  of  the  existing  one).  Suitability 
determination in CSCI will provide answers regarding whether or not to store particular content on 
WMN APs, how many copies and to select candidate nodes for content placement. Creation phase in 
CMON will  select optimal  subset of  candidate nodes  for placing  copy of  the  content. For  content 










popularity) while  other  are  gathered with  the WMN monitoring  system  (user mobility,  backhaul 
traffic and status of the WMN nodes and their storage). For the monitoring system a SNMP protocol 
is used, which is considered as one variant of the C4MS protocol for contextual data gathering (see 















namely  Dynamic  Resource  Allocation  (DRA)  that will  provide  the  solution  is  not  only  to  reroute 
macro‐terminals to the femtocells, but also allocate the minimum possible power level to femtocells, 
that  is  required  to  cover  the most  users  possible.  In  addition,  the  algorithm  exploits  the  RDQ‐A 
algorithm  [8]  in  order  to  assign  terminals  to  femtocells  and QoS  to  terminals.  Furthermore,  the 






The  DRA  algorithm  uses  as  input  the  capabilities  of  the  BS  (e.g.  RAT,  capacity,  etc.)  that  faces 
congestion  issues.  In addition  it utilizes  the capabilities of  the  set of  the available  femtocells  (e.g. 
capacity, possible  transmission power  levels, etc.) and  the capabilities of  the macro‐terminals and 
their traffic requirements.  
The technical challenge of the DRA mechanism is relevant to the Scenario 2: “Opportunistic capacity 
extension”  which  was  identified  in  [2],  and  specifically  for  Use  case  2:  “Macro‐cell/femto‐cell 
management”, where resources are allocated to femtocells which are integrated then to ONs. 
Within  the ON  lifecycle,  the DRA problem considered here  is applicable  in  the ON creation phase. 
More  specifically, as  soon as a macro BS  faces congestion  issues  the DSONPM  is notified and  the 











In  order  to  calculate  the  coverage  of  a  femtocell  according  to  its  transmission  power,  the 
propagation model proposed by the authors in [9] is used. 
The  allocation  problem  is  an  optimization  problem where  an  OF will  be minimized,  satisfying  a 
number of constraints. Accordingly, the overall optimization problem can be formulated as follows: 




jj k j i U j F B
kj j j ij ij j
jjF P
Fj
L F F B
OF CP X d  
    

 
            (81) 
subject to: 




   

















    (83) 
  , i , j , kijk kjY PLN U F     (84) 








CP Y l P









The OF  in  (81)  tracks  the power  consumption of  the  femtocells,  the  load balancing  factor among 
femtocells, the distance among terminals and BSs/femtocells and the bandwidth consumption of the 
femtocells  from  the  users  that  are  served  through  them. More  specifically,  the  first  term  of  the 
function  is the power consumption of the femtocells. The second term  is used as a  load balancing 
factor  and  is  the  load difference between  each  femtocell.  The  third  term  expresses  the distance 
among terminals and BSs/femtocells. Lastly, the fourth term depicts the bandwidth consumption of 
the  femtocells by  the  terminals. As  far as  the  constraints are  regarded,  relation  (82) depicts  that 








addition,  the  unbalanced  distribution  of  traffic  to  the  femtocells  also  has  a  negative  impact. 
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 The  Context  Awareness  (CA)  entity  of  the  CSCI, which  is  responsible  for monitoring  the 
status  of  the  infrastructure  network.  In  addition,  it  involves  information  about  node 
capabilities (e.g. their status, location, mobility level, etc.). 
 The Decision Making (DM) entity of the CSCI, which identifies the terminals that are suitable 
to be redirected to  the  femtocells, e.g. terminals with  low mobility  level. For  that purpose 
the DM entity interacts with the CA entity. 
 The  Profile Management  (PM)  entity  of  the  CMON, which  includes  terminals  capabilities 











power  allocation,  which  corresponds  to  a  minimum  coverage,  the  terminals  are  assigned  to 
femtocells using a variation of  the RDQ‐A algorithm  [8]. Step 3  inspects whether all  terminals are 
assigned  to  femtocells  or  if  all  femtocells  have  reached  their maximum  transmission  power  the 
algorithm ends. If not, the launch of m sub‐problems is triggered at Step 4, where m is the number of 
femtocells  that  have  not  reached  the maximum  transmission  power.  At  each  sub‐problem,  the 
power‐level of a different femtocell is increased to the next power‐level resulting to different power‐
allocations (APF)1,…,(APF)m. Each sub‐problem is processed simultaneously at Step 5. More specifically, 
for  each  sub‐problem  the  RDQ‐A  algorithm  is  executed  and  the  assignment  AUF  of  terminals  to 





































The  aforementioned  DRA  algorithm  is  associated  with  the  ON  creation  functionality.  The  DRA 
intends  to  assign  resources  to  femtocells,  as  well  as  QoS  to  terminals.  The  procedure  can  be 
supported by means of the C4MS messages that have been defined in D3.3 [7]. In particular, Figure 













The activity described next  is  focused on  the assessment of  the  joint performance of some of  the 









This  activity will  include  a  number  of  simulations  that will  be  conducted  over  a  pre‐defined  test 
scenario.  It  comprises  a  LTE  networking  in  the  2600MHz  band,  using  both  10  and  20  MHz 






























 Scenario  fitting:  Configuration  parameters  from  base  scenario  are  adjusted  to  fit  the 
objectives of the expected simulation. 
 Generation  of  users: A  number  of UEs  is  generated  and  located  in  random  or  controlled 
positions.  The  exact  number  and  features  of  users  depends  on  the  objectives  of  the 
simulation. 
 LTE simulation: The LTE simulation kernel  is executed  in order  to obtain  the  radio KPIs  for 
each user in the scenario. 












o Optimisation  solving:  The  aim  is  to  find  the  combination  of  UEs  that  should  be 










 ON Simulation: When  the configuration and  topology of  the new ON has been decided, a 
new  simulation  is  conducted  in  the  LTE  kernel.  The  aim  is  to  gather  the  new  radio  KPIs 
obtained when the new topology is applied. 



























In  order  to  establish  a  common  framework  for  conducting  the  simulation  in WP4,  the  reference 
model  illustrated  in Figure 54  is  considered. On  the  left hand  side,  the proposed algorithm  to be 
evaluated  is depicted. Usually,  the performance of  the proposed algorithm will be  shown against 









effort.  The  complexity  grows  in  the  case  of  system  level  simulations,  since  the  simulation must 




pragmatic  (in  contrast  to  theoretical  formulations, which  can  later  fail due  to multiple hurdles  in 
practice). The methodology is sustained on the following considerations: 
 Given that diverse simulation platforms across OneFIT consortium are available and that 
it  is  intended to exploit  in the most efficient way the diverse existing backgrounds and 
experiences  in different platforms, each partner will make  its own choice of simulation 
platform.  
 In  order  to  obtain  the  performance  assessment  of  the  proposed  algorithms  in  the 
OneFIT’s  scenarios  and  use/cases,  each  partner  will  conduct  the  necessary 
adaptations/upgrades/extensions on the internally available simulation platform(s).  
 The ultimate goal of WP4 studies is to provide algorithmic solutions for the management 
of  an  ON  in  a  comprehensive way.  Obviously,  the  achievable  gains  of  the  proposed 
solution have to be proved, though the provision of reference margin gains (e.g., 60‐70% 
gain)  suffices.  Therefore,  cross‐platform  calibration  and  the  provision  of  directly 
















beneficial  for OneFIT,  since  it  is  avoided  to  spend huge efforts  in  these  activities  and 
enables to focus on technical contributions and advances.  
 When  presenting  simulation  results,  each  partner will  describe  the  simulation model 
implemented  in the simulation platform. This will enable the rest of partners to assess 
the conditions on which the algorithm has been tested.  
 Whenever  there  is  the  need  to  compare  results  obtained  with  different  simulation 
platforms, the involved partners will develop specific interactions.  
o A  joint  analysis  will  be  conducted  in  order  to  assess  at  what  extent  the 
differences  in  the  simulation  models  (e.g.,  different  propagation  models, 
different traffic models) may have an influence in the results. 





the  case  that  the  capabilities  implemented  in  one  partner’s  simulation  platform  are 
particularly suitable to test and evaluate a solution proposed by a different partner. 
3.1.1 Simulator	platform	features	
As  it will  be  detailed  in  the  different  subsections,  the  platforms  used  for  the  evaluation  of  the 
proposed algorithms have a number of different capabilities and modelling  features  in accordance 
with  the  specific  objectives  of  each  evaluation.  To  have  a  global  perspective  about  the  used 
simulator platforms and corresponding modelled features for the different algorithms, a comparison 
is presented in Table 2, which allows identifying the commonalities and differences among them. 












“D2D‐Link‐probability‐simulator”.  In  this more  business  case  related  evaluation,  users  are  placed 
randomly on a playground or more concentrated around hot spots with a specified size, also called 












































































































Probability  on  Suitability  for  direct  device‐to‐
device  (D2D)  communication  and  for  the 
coverage extension scenario 
X  X    X      X    X   
Fittingness Factor based spectrum selection      X    X  X  X  X    X 
Machine  Learning  based  Knowledge Acquisition 
on Spectrum Usage  X  X  X  X  X  X  X  X     
Techniques  for  Aggregation  of  Available 
Spectrum Bands/Fragments  X  X  X  X  X  X  X  X     
Algorithm  on  knowledge‐based  suitability 
determination and selection of nodes and routes  X  X  X  X      X    X   
QoS and Spectrum‐aware routing techniques  X  X  X  X  X  X    X  X   
Techniques  for  Network  Reconfiguration  – 
topology Design        X  X  X         
Application  cognitive  multi‐path  routing  in 
wireless mesh networks  X    X    X  X      X  X 
UE‐to‐UE Trusted Direct Path  X          X    X    X 
Content  conditioning  and  distributed  storage 
virtualization/aggregation  for  context  driven 
media delivery   
X  X        X  X    X   
Capacity Extension through Femto‐cells   X  X  X  X      X       
Support activity to validate ON algorithms on an 












Figure 55,  line at the bottom): It  is0,01%  if the wireless  interface has a range of 100m, 0,05% for a 
range  of  250m  and  0,76%for  a  range  of  1000m.In  many  cases  however,  the  people  are  not 
distributed randomly but in certain casesgeographically located close to each other, e.g. employees 









While an ON  is assumed to be stable  if the users are not moving, the duration of an ON  is  limited 




are moving with 3 km/h,  then one device‐to‐device connection will  in average  last only 3 minutes 
and with 6 km/h, it will last only 90 seconds. In order to have a stable ON also for moving users, the 










































































with  further  studies using an extended“Opportunistic Network Environment”  (ONE)‐Simulator[11]. 

































Figure  57  shows  a  screenshot  of  the  extended  ONE‐simulator,  where  one  area  between  4 
infrastructures cells (e.g. LTE cells) has no cellular coverage. If one device moves into that area, then 
it  is evaluated  if a direct device‐to‐device  link  to another device  is possible  to provide a coverage 
extension. Such a case is shown in Figure 57, where UE 31 is out of cellular coverage. A direct link is 





In  the opportunistic  coverage extension  scenario as well as  in  the  scenario on  supporting devices 
having radio access technologies not supported by  the  infrastructure, a supporting node providing 




































The  solution  for  these  scenarios  is  by  establishing  an  opportunistic  network  with  a  so  called 

























































































users.  In  addition,  the  evaluation  of  the  effect  of  switching  delay  to  average  user  capacity  on 
maintenance phase will be carried out. 
3.4.1.2 Benchmark	references	
There  are no direct benchmark  references  for  the  complete  framework  in which  to  compare  the 
results. 
3.4.1.3 Evaluation	platform	and	model	
The performance evaluation  for modular decision  flow  is carried out by using MATLAB  simulation 





bandwidth. Objective  function weights ߱ଵ,߱ଶ, ߱ଷ are selected between  [0 1] depend on  the used 
application.  For  instance,  operator  preferences  and  spectrum  availability  are weighted more  for 
browsing users and throughput for voice and streaming users. 
Single  carrier  frequency  division multiple  access(SC‐FDMA)  is  considered.  For  TV,  IMT  spectrum 
bands entire spectrum bandwidth is represented with subcarriers who have spectrum spacing of 15 
kHz. 20 MHz band  contains 100  resource blocks  (RB) and each  resource block  is  formed  from 12 







to be connected to the nearest or  least congested BS. The algorithm  is employed when a new  link 
needs  to be established  in  the  creation or maintenance phase or a new  spectrum band and RAT 
needs  to  be  selected  in  maintenance  phase  due  to  changes  in  spectrum  band  utility.  In  the 












2.4 GHz  band  and  802.11a.For  browsing  users  the  2.4 GHz  band  is  selected mostly  at  short  link 








to  the  earlier mentioned  problems  with  TV  and  60  GHz  bands,the  IMT  band  is  selected  when 
























































































modular decision  flow approach performance during ON operation. This  is done by evaluating  the 
effect of switching delay to average user capacity. Here we consider ON operation where switching 
delay  and  delays  caused  by  lack  of  resources  are  taken  into  account.In  this  simulation, we  use 
exponential distributed  interarrivals  to model other  than ON users’ activity. These other users are 
users who don’t participate ON and they can be either primary users (like in TV band) or other non‐
licensed users  like users  in 2.4 GHz band or other  licensed users  in the operators own band (IMT). 
We exploit thebirth death process with death rate α and birth rate β which are uniformly distributed 
between 0.1 and 0.5. To calculate the average capacity per user we use a normalized capacity model 
introduced  in  [16]. For simplicity, perfect sensing  is assumed and  thus we can set  false alarm and 
detection error probabilities to zero. Thus expected transmission time without switching is 1/β. And 
switching delay  is 1.5 s. ߩ  is sensing efficiency which depends on  the used sensing  technique. The 
link length varies randomly between 1 m to 100 m. 
Figure 63 shows bandwidth resource usage in each band for 20 voice users, 20 browsing users, and 
20 streaming users when  link  lengths varies randomly between 3  ‐ 40 m. The results demonstrate 
that  streaming  users’  reserve most  of  the  available  spectrum  in  IMT  and  TV  band where  good 













The  proposed  decision  flow  selects  band  and  RAT  for  one  or  several ON  links  and  ensures  fare 
operation  for whole ON and adequate quality of service  for each user. The algorithm  is employed 
when  a  new  link  needs  to  be  established  in  the  creation  or maintenance  phase  or when  a  new 





































































































voice, r = 15 m
browsing, r = 15 m
streaming, r = 15 m
voice, r = 60 m
browsing, r = 60 m







QoS  offered  to  the  applications  in  the ON  and  on  the  other  hand  the  efficiency  in  the  resource 
usage: 














where  Nb_Active_Links(k)and  Nb_Dissatisfied_Links(k)respectively  denote  the  number  of 
active  links  and  the  number  of  dissatisfied  links  at  a  given  time  instant  k(i.e.  those 
experiencing a bit‐rate R(l,p,k) below the requirement Rreq,l). 








 Upper  performance  bound  (optimum  selection  ‐  Optim):  It  assumes  that  all  the  existing 




The main purpose of  the  simulator  is  to analyse  the  influence of  the  spectrum  selection over  the 
performance seen by  the ON  links.  In  that respect,  the most relevant  features  to be modelled are 
the traffic generation, the interference seen by the different links in each band, the handovers and 
the  control  of  the  QoS  requirements.  It  is  worth  mentioning  that  propagation  is  not  explicitly 
modelled since it is already captured in the value of the available bit rate that each link can achieve 
in  each  specific  band  depending  also  on  the  interference  pattern.  Based  on  this,  the  considered 
scenario is characterised by the following: 
 Traffic characterisation: Two types of radio links L=2 are considered in the scenario. The l‐th 
link  generates  sessions  with  arrival  rate  land  constant  session  duration  Treq,l.Link  #1  is 
associated to low‐data‐rate sessions (Rreq,1=64Kbps, Treq,1=2min) while link #2 is associated to 
high‐data‐rate  sessions  (Rreq,2=1Mbps,  Treq,2=20min).  The  total  offered  load  1∙Treq,1∙Rreq,1 
+2∙Treq,2∙Rreq,2 is varied in the different simulations. 
 Spectrum and  interference characterisation: There are a  total of P=4  spectrum pools. The 





Markov  chain  jumping  between  a  state  of  low  interference  I0(p)  and  a  state  of  high 
interference I1(p). Inthe considered case, pools #1 and #2 are always in state I0(p) while pools 
#3 and #4 alternate between I0(p) and I1(p) randomly with transition probabilities for pool #3  





one  link  in  pools  1  and  2  is  R(l,1)=R(l,2)=512Kbps, while  for  pools  3  and  4,  it  alternates 
between  R(l,3)=R(l,4)=1536  Kbpsfor  the  I0(p)  state,  and  R(l,3)=  R(l,4)=96Kbps  for  the  I1(p) 
state. The interference evolves independently in each pool and this evolution is independent 
of  the  traffic  in  the  radio  links.  Furthermore,  no  mutual  interference  effects  between 
different pools exist. 
The system is observed during a simulation time Sim_Time=1000 days and the simulator operates in 
steps  of  1s.  Other  simulation  parameters  are  =5,  K=1,  δ1,p=0.2,  δ2,p=0.9,  Thr_LOW  =0.9  and 
Thr_HIGH=0.1. 
The  simulator  has  been  developed  based  on  C++  starting  from  scratch.  The  simulator  validation 
process has consisted in the following steps, addressing first the validation of the individual modules 
and then the validation of the integrated simulation tool: 






duration  in  each  of  the  2  states  has  been  obtained  for  each  spectrum  pool.  It  has  been 
checked that the obtained values match the theoretical values. 
 Validation of  the  implemented  algorithms  (spectrum  selection  decision making,  spectrum 
mobility, knowledge manager): Prior  to  its  inclusion  in  the simulator,  the  three considered 
algorithms have been  validated under  controlled  conditions.  For  that purpose,  a  given  a‐





time,  in  the  absence  of  any  traffic  generation,  and  the  set  of  statistics  stored  in  the 
knowledge database has been obtained.  It has been checked  that  the  statistics  follow  the 
expected  behavior  (either  by  checking  them  against  theoretical  values  or  by  qualitative 
observation for those statistics that are not easily theoretically modeled) 
 Validation of  the  integrated  simulator: Once  the different modules have been  individually 
validated, a global evaluation of  the simulation platform has been carried out,  in  this case 
including  the  interactions between  the different modules. The validation process here has 
been  based  on  extensive  debugging  of  the  simulator,  to  make  sure  that  the  obtained 
behavior  in each  time  step  corresponds all  the  time with  the expected one based on  the 
specific context conditions in each time. 
 Simulator output  validation:  The  simulator provides  a number of output  statistics  related 
with  the  performance  observed  by  the  different  links  and  the  required  signaling.  The 












bps 1∙Treq,1∙Rreq,l+2∙Treq,2∙Rreq,2.  It  is assumed  for  the sake of simplicity  that 1∙Treq,1=2∙Treq,2. Notice 
that  since  link #1  is always  satisfied  regardless of  the assigned pool  (i.e.,  the bit‐rate of  link #1  is 
always above the requirement of 64Kbps), Dissf depends only on link #2. For a better understanding 
of  the  results,  Figure  66  plots  the  fraction  of  time  that  link  #2  uses  pools  #3  or  #4under  the 
rationality  that  link #2 will be satisfied only when using  these pools  in  the  low  interference state, 












turn,  the  gain  observed  with  respect  to  the  Rand  scheme  (measured  as  the  reduction  in 
dissatisfaction probability)  is very significant, ranging from 85% to 100%. The good performance of 
the proposed algorithm is a consequence of the fact that the proposed algorithm is able to allocate 




Algorithm  1  that  introduces  the  temporal  properties  of  the  evolution  of  the  interference  in  the 
different  pools when  estimating  the  fittingness  factor.  This  provides  the  algorithm with  a  better 
capability  to  identify  changes  than  if  just  the  last  measured  values  of  fittingness  factor  were 
considered. In turn, the  improvements for medium and high  loads are mainly due to the operation 
of  the  spectrum mobility,  able  to perform  the  required  spectrum handovers  to better  adjust  the 
spectrum assignment to the current contextual state. Specifically, for high loads it occurs quite often 
that, at  link establishment, the preferred pool  is occupied by another  link and thus a pool offering 
lower bit‐rate is allocated. In this case, the execution of a spectrum handover after the release of the 
link occupying the preferred pool allows significantly improving performance. 
In  the  following  the  impact of varying  the  interference pattern and  the mean holding  time of  the 
different  links  is analysed. Figure 67 presents the comparison  in terms of dissatisfaction probability 
with the proposed approach (denoted as SS+KM+SM since  it combines the spectrum selection, the 
knowledge manager and the spectrum mobility functions) for three interference conditions, namely 
the  reference  case  that  has  been  considered  in  the  previous  study,  the  case  2  in which  all  the 
average durations of the interference patterns have been divided by 4 with respect to the reference 
case, and the case 3 in which all the average durations have been divided by 8. As a result, cases 2 
and 3 correspond to situations with faster variation  in the  interference. As  it can be observed, the 





Figure  68.  In  this  case,  the  proposed  algorithm  with  the  same  simulation  conditions  as  in  the 
previous  studies  (reference  case)  is  compared  against  the  case  when  the  session  duration  is 







In order  to  further assess the practicality of the proposed  framework, an analysis  is performed on 
the  impact of  the  reconfigurations performed by  the  spectrum mobility  functionality on  the  radio 
interface. The  impact  is evaluated  in  terms of  the amount of SpHO signalling  (Nb. SpHOs/session). 
Further  studies  about  the  signalling  requirements  taking  into  consideration  the  associated  C4MS 
messages are provided in deliverable D3.3 [7]. 
Figure 69plots the amount of SpHO signaling required by the proposed approach for each of the two 
possible  triggers  of  the  spectrum mobility  algorithm  (i.e.  a  link  release  or  a  change  in  Fl,p)  as  a 
function of the total offered load. Results show that the proposed strategy requires a low number of 
SpHOs  below  0.25  SpHOs/session  for  all  considered  traffic  loads.  For  low  traffic  loads,  the  few 
executed SpHOs are mainly triggered by changes in Fl,pvalues. This is because, at such loads, links are 
most of the time assigned to their preferred pools (i.e. pools #1 or #2 for link #1 and pools #3 or #4 
for  link #2). As a result,  it  is  less  likely that a better pool  is found after a  link  is released. As traffic 
load  increases, the trigger of spectrum mobilityby  link releases becomes much more relevant than 
the trigger by changes  in Fl,pvalues and  leads to more SpHO executions. This  is because at this high 
traffic  load,  it  is more  likely that, at  link establishment, a  link finds  its preferred pools occupied by 
another link.This result reveals the capability of the algorithm to adapt to different context changes 
(i.e.  interference changes or changes due  to  the  release of other  links) depending on  the existing 
load. 
In  order  to  evaluate  the  relevance  of  the  acquisition  strategy,  an  analysis  of  its  impact  on  the 
observed  system  performance  versus  the  signalling  cost  is  presented.  The  impact  on  system 
performance is evaluated in terms of the total dissatisfaction probability (Dissf) and the cost in terms 
of the signalling of the measurement reports sent from context awareness modules to the KD. The 
computation  assumes  that  each measurement  report  requires  43  bytes,  based  on  the  structures 
defined in [7].  
Figure 70plots the total dissatisfaction probability (Dissf) as a function of the total offered traffic load 








or missed and  correspondingly  the dissatisfaction  level  increases. As  traffic  load  increases, SpHOs 
become mainly triggered by releases of link sessions, which marginalizes the effect of increasing ∆T 
on  the  dissatisfaction  probability.As  far  as  the  event‐triggered  acquisition  strategy  is  considered, 







This  section  has  presented  the  evaluation  of  the  fittingness  factor‐based  spectrum  selection 
algorithm that targets the assignment of a adequate spectrum pools to a set of links between nodes 
in an ON  in accordance with the application requirements associated to each  link. The algorithm  is 
supported by a Knowledge Management entity and a Decision‐Making entity that includes both the 









The  performance  evaluation  results  have  shown  that  the  proposed  strategy  that  combines  the 
knowledge  manager  and  the  spectrum  mobility  efficiently  exploits  the  knowledge  management 
support and the spectrum mobility functionality to  introduce significant gains (ranging from 85% to 
100%) with respect to a random selection and to perform very closely to the upper‐bound optimal 
scheme. This  is  thanks  to  the capability of  the proposed approach  to adapt  to contextual changes 
such as  interference  changes or modifications due  to  the  release of other  links. The  strategy has 
been also evaluated from the perspective of its practicality in terms of the rate of required spectrum 
handovers, revealing a  low rate of handovers particularly for  low and medium  loads, and from the 
perspective of the measurements exchange to support the context acquisition. It has been obtained 
that the strategy can be efficiently supported by an event‐triggered context acquisition. 






൛ܽ௧,௝௜ ൌ 0ൟmeans  that  the  sub channel  is occupied, either by primary network, or other  secondary 
nodes.  
The main metric  (also the output of the algorithm)  is the utilization probability ሺ݌௧,௝௜ ሻ at each time 













The  simulations  carried  out  are  based  on  the Downlink  Long  Term  Evolution  (LTE)  System  Level 
simulatorthat  has  been modified  to  cope with  the  given  co‐existence  scenarios.  Also,  spectrum 
configuration  (optimization)  toolbox,  with  different  learning  strategies  had  been  added  to  the 
simulator.  
The  considered  scenario  in  the  simulation  consists  of  cluster  of  LTE  radio  access  network  (RAN), 

















The  utility  function  ൫ݑ௧,௝൯஺
࣭   can  follows  different  forms  according  to  the  nodes’  objective.  For 




        ൫ݑ௧,௝൯஺
࣭ ൌ 1 െ ோ೟,ೕ
ೌ
ெ   (90) 
whereܴ௧,௝௔   is  the  reward  signal  received  by  the  ݆௧௛  node  from  a  successful  interaction with  the 
environment, as  consequences of  selected action	ܽ, and ܯ  is a normalized parameter. The utility 




 Each node has an initial configuration of strategy ߨ଴,௝ ൌ 0.5, and propensity of action߱௜,௔ ൌ
5, ∀݅ and ∀݆; 
 The  temperature  parameter߬ ൌ 100,  the  recency  parameter߮ ൌ 0.02,  and  the 
experimentation parameter ߝ ൌ 0.98; 
For RL2, we considered the following parameters: 
 Each  node  has  an  initial  configuration  of  strategy  ߨ଴,௝ ൌ 1,  utility  averageݑො଴,௝ ൌ 0,  and 
propensity of action߱௜,௔ ൌ 5, ∀݅ and ∀݆; 
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 The  constant  step‐size  parameter	ߣ ൌ 	5,	the  learning  rate	ߙ ൌ 0.8,  and  The  temperature 
parameter ߬ ൌ 100; 
3.6.2 Performance	evaluation	results	
Figure  72  shows  node  number  ሼ1ሽ  strategy  π୲,୨  of  selecting  action  aଵ ൌ ሼ1ሽ  versus  the  learning 
iteration  steps,  for  sub  channels  ሼ1,5,6,20ሽ. As shown in Figure  72(a),  the  utilization  probability 
pଵሺtሻ of all sub channels started with the initial configuration pଵሺ0ሻ ൌ 0.5, at time step ݐ ൌ 0. As the 
learning  iteration  increased,  the  probability  of  the  sub  channels  that  maximize  the  objective 
converged  to  ሼ1ሽ, while  the  other  sub  channels’  probabilities  turned  to  ሼ0ሽ.  This  is  due  to  the 














The  strategy  π୲,୨of  taking  action  aଵ ൌ ሼ1ሽ  for  all  sub  channels  after5 ൈ 10ଷand  7 ൈ 10ଷ  learning 
steps  is  illustrated  inFigure 73. As  shown, higher probability  is assigned  to  sub channels  ሼ9	ݐ݋	13ሽ 
and  ሼ19	ݐ݋	24ሽ.  These  sub  channels  identified  as  most  likely  to  be  free  and  can  be  used  for 
opportunistic access by  the secondary nodes. As  the  iteration steps  increased,  the nodes acquired 
better knowledge about the spectrum usage using RL1.  
 
Figure 73: RL1 nodeሼ1ሽ strategy ߨ௧,௝ of selecting action ܽଵ ൌ ሼ1ሽ, after 5 ൈ 10ଷand 7 ൈ 10ଷ 
learning iteration. 












































































































































































































































































However,  by  adopting  the  learning  strategies,  each  node  should  have  the  capability  to  sense  its 
environment,  triggers  the  learning  algorithm  and  tune  its  parameters  accordingly,  in  order  to 
operate under  restrictions of avoiding  interference  to other  femtocells and macrocell users at  the 





The  work  proposed  is  a  novel  distributed  available  channel  identification  algorithm  based  on 
machine  learning,  targeted  at modelling  the  spectrum  occupancy  and  identification  of  spectrum 
pools  for  opportunistic  access  by  secondary  network.  The  secondary  nodes  do  not  need  any 
information from the primary system or any neighbouring nodes. 
As shown  in  the simulation results, with  time,  the algorithm  learns by successful  interactions with 
the  environment  (rather  than  relying  on  spectrum  usage  history) which  resources  to  be  used  in 
order to avoid/not cause harmful interference as well as providing a suitable quality of service (QoS). 
Such  intelligent  schemes  can provide a practical  solution  to  the main  challenge of  interference  in 
multi layer networks. 
















two parts:  the utility‐based multi‐objective  spectrum aggregation and  the adaptive weight  setting 
with the machine learning  




 Single objective Aggregation algorithm:  It  can be  implemented by adjusting  the weight of 
each objective.   
o For the weights of three objective, {w1, w2, w3}: {1,0,0}, {0,1,0}, {0,0,1}  





 Traffic  characterisation:  In order  to  simulate  the opportunistic  spectrum access, PU  traffic 
modelled  through  the  On/Off  process  with  the  unit  of  a  channel  of  200kHz  width  is 
generated. Since the number of secondary users is variable for the performance evaluation, 
service time follows a uniform distribution with the mean 5secs. Once finishing the service 






The  same  priority  to  three  different  objectives  i.e.  the  weight‐vector  of  multi‐objective  utility 




with  equal‐weight  setting  {1/3,1/3,1/3}  against  the  optimal  setting  for  {1,0,0}  that  allocates  the 
channel with the best quality and thus is optimal from the perspective of throughput. It is observed 
that  the  proposed  equal‐weight  setting  outperforms  Random  algorithm  and  can  reach  90% 
performance of the optimal setting. Figure 77 (b) evaluates the channel switching performance. The 
algorithm which  only  considers  the  remaining  idle  time  through  the  setting  {0,1,0}  becomes  the 
optimal algorithm for channel switching. The equal‐weight setting results in more channel switching 
but presents better performance  than  the Random aggregation. Lastly,  the number of bands used 







of users  is over 15,  it becomes  saturated due  to  a  lack of  available  spectrum. As  the number of 
resource  requests  increases,  the  probability  that  channels  having  short  remaining  idle  time  are 







The  proposed  method  for  the  automated  setting  of  weights  relies  on  pre‐set  thresholds  per 
objective.  Although  at  the  outset  system  KPIs  can  be  used  to  determine  and  set  the  required 
performance thresholds, in our simulations as depicted in Figure 78, the average performance of the 
first observation interval (period 0‐ TA) plus a 10% margin is used to set the actual thresholds for the 
channel switching and  the number of bands  for aggregation. Since  the number of user  requesting 
resource  is  15,  the  threshold  for  throughput  performance  is  then  set  as  the  sum  of  requested 
throughputs, i.e. 75Mbps. The equal‐weight setting is used to set the initial weight value. During the 
period TAto TB, the number of channel switching  is  increasing and  it  is detected at time TB (actually 
triggered  by  adjusting  PU’s ON/OFF  pattern).  Then  the  learning  algorithm  is  run  during  learning 
phase i.e. phase TB‐TC, and the optimal weight vector is obtained. Then, the selected weight vector is 
used by the spectrum aggregation algorithms at TC at which point the monitoring phase also begins. 
While  the  performance  of  “No‐Learning”  fromTC  to  TD  shows  no  improvement  compared  to  the 
performance  from  TA  to  TB,  it  is  observed  that  the  proposed  approach  using  RL  learning  does 
improve the channel switching performance thus  it could meet the predefined threshold. Although 
the corresponding period throughput performance does not show any major changes, the number 
of bands for aggregation within period TC‐TD  is degraded and shows an  increase to a  level close to 
the set threshold. This is because the proposed spectrum aggregation algorithm prefers to select the 
sub‐channels with lower remaining idle time although more sub‐channels may be required. The use 
of more  sub‐channels  lead  to  increases  of  the  number  of  bands  for  aggregation  as  illustrated  in 
Figure  78.  Although  the  number  of  bands  for  aggregation  is  only  selected  as  the metric  for  the 
spectrum  aggregation  complexity,  the  performance  of  number  of  sub‐channels  has  the  similar 
pattern with the performance of the number of bands for aggregation. 
From  time  TD  to  TE,  i.e.  during  the  next monitoring  phase,  throughput  performance  is  degraded 
(actually  triggered by  adjusting  channel quality).  The  learning  process  is  triggered  at  time  TE  and 





TG to TH,  i.e. during  the next monitoring phase, the threshold setting  is changed and  it  is detected 
 
(a)      (b)                                 (c) 





























































































































































































































































the operator’s network responds  in congested situations). Also, wherever the  impact of mobility  is 
evaluated, for benchmarking reasons, the performance with no mobility is considered. 
3.8.1.3 Evaluation	platform	and	model	




the Opportunistic Network Environment  (ONE) simulator  [11]. We have modified  it accordingly,  in 
order  to  include  also  communication  with  infrastructure  and  to  integrate  our  developed  Java 
prototype  so  as  to  find  paths  from  terminals  located  in  congested  areas  to  neighboring,  non‐









  27.55 20 log( ) 20 log( )PL f d        (92) 
Where d is the distance of the terminals and f is the frequency in Hz at which the terminals operate. 
3.8.2 Performance	evaluation	results	
Seven  infrastructure elements (BSs) cover the aforementioned area –one  in the middle and one  in 
each side of the central cell. A hundred and thirty terminals are deployed  in the area. All terminals 
are assumed to be capable of participating in an ON, if the right conditions exist (e.g. their mobility 
level  is  relatively  low,  such  as  a  few m/s,  or  the  policies  of  the  operator  allow  the  formation  of 
further ONs etc.) The majority of the terminals are located in the central BS (BS1) in order to be able 
to emulate a congestion situation. The  following spatial distribution of  terminals  is considered: 40 
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  (a)        (b) 
Figure 79: Topology snapshot from ONE (a) before the creation of ONs and (b) after the 
creation of ONs 
Created ONs have an average number of participating nodes ranging  from 1  to 3 according to  the 
considered testcase. According to the “tethering” concept, a single terminal can be used in order to 
serve as many as 5  to 8 users. The  “tethering”  concept makes possible  the  connection of nearby 
users to gain access to the network by connecting to a single terminal and using  its connection (as 
long  as  its  owner  permits  it  of  course).  In  our  simulations  though,  relatively  smaller  ONs  are 
considered. 
In  the  following  paragraphs,  results  are  presented  related  to  the  performance  of  the  proposed 
scheme  in  terms  of  the  load  of  the  infrastructure  elements  before  and  after  the  solution 
enforcement,  the  impact  on  packet  loss,  delay  and  energy  consumption  in  BSs  and  terminals. 
Initially, BS1  is  considered  congested, while neighboring BSs  are  considered  as not  congested,  so 
traffic  from  terminals  in  the  congested  area  can  flow  through  intermediate  users  into  the  non‐
congested BSs. Figure80a provides  the  trend of  the  load  in  the congested BS before and after  the 
solution enforcement while b provides the trend of the  load  in a non‐congested BS which acquired 
traffic. In both figures, the horizontal axis shows the simulated time in seconds while the vertical axis 
provides  the  average  load  in Kbps when 18, 12 or 6  terminals  switch  to ON,  for  all  capacity  and 
mobility levels. On the other hand, the six neighboring BSs acquire the traffic of an average of 1 to 3 
terminals each  time,  so  impact on  their  load  is not  very  significant as  suggested  from  Figure80b. 




ON. On the other hand, capacity and mobility  level shall have an  impact (sometimes significant)  in 
the delay and power consumption measurements. As a result, the figures that follow provide specific 















1  6  1  0 
2  12  1  0 
3  18  1  0 
4  6  2  0 
5  12  2  0 
6  18  2  0 
7  6  3  0 
8  12  3  0 
9  18  3  0 
10  6  1  1 
11  12  1  1 
12  18  1  1 
13  6  2  1 
14  12  2  1 
15  18  2  1 
16  6  3  1 
17  12  3  1 
18  18  3  1 
19  6  1  2 
20  12  1  2 
21  18  1  2 
22  6  2  2 
23  12  2  2 
24  18  2  2 
25  6  3  2 
26  12  3  2 








to  the  final  destination  (which  is  always  a  BS).  The  horizontal  axis  shows  the  testcases  and  the 
vertical  axis  provides  the  average  delay  in  seconds.  In  all  cases,  the  proposed  scheme  seems  to 
perform better compared  to  the congestion situation. The decrease  in  the delay  is higher  (around 
35%) when 18 terminals switch to ON and decreases to around 25% and 15% when 12 and 6 switch 
to ON respectively.  
Also,  Figure82  illustrates  the  percentage  of  non‐delivered messages  from  all  40  terminals  in  the 
congested BS after the solution, for each one of the 27 investigated cases. The horizontal axis shows 













Moreover,  energy  consumption  has  been  estimated  in  each  testcase  for  the  congested  BS,  the 
terminals that switch to ON and the intermediate nodes. Figure83 illustrates the average gains in the 
transmission power of  the congested BS. For  the communication among  the BS and  the  terminals 
the  WINNER  5Bf  propagation  model  has  been  used  [20].  Also,  for  the  communication  among 













Figure84 provides also a graphical  representation of  the average  transmission power of  terminals 
that switch to ON in each testcase. The horizontal axis of the figure enumerates the testcases while 
the vertical axis provides the average transmission power of terminals that switch to ON. A decrease 
of  the metric  is  observed  which  ranges  from  10  to  50%  depending  on  the  testcase.  Also,  the 
decrease  is greater  in  the cases where 6  terminals switch  to ON, since  these  terminals  tend  to be 
nearer the edges of the cell, hence transmission power is greater before the solution. On the other 







Figure85  illustrates  the  average  transmission  power  of  intermediate  nodes  of  the  ON  in  each 
testcase. The horizontal axis of  the  figure shows  the  testcases while  the vertical axis provides  the 
average  transmission  power measured  in Watts.  In  all  testcases,  an  increase  is  observed which 
ranges  from 8  to 50% depending on  the  testcase. When  intermediate nodes are stationary higher 
increase is measured due to the fact that the always the same nodes acquire the extra traffic. As the 














the  testcase which  is evaluated. More accurately  in  the most  common  case which was described 
before, the decrease of the transmission power  is 43%  in average. Through the creation of ONs  in 
order  to  redirect  traffic  from  the congested BS  to neighboring  cells, a  reduction of 15‐25%  in  the 
transmission  power  of  the  congested  BS  is  observed.  Also,  the  quality  of  communication  is 




















The  evaluation  platform  is  based  in  the OMNeT++  simulator.  The  framework  of  simulation  (see 
Figure 86) uses an emulation of  the 802.11 protocol  to manage  the radio access. The propagation 
model  is simply based on an attenuation of signal calculated  from the distance between the node 
(pathloss is proportional to 1/square(distance)). An application layer allows generating transmission 














As  the main  purpose  of  the  algorithm  is  qualitative,  to  satisfy  the  end  user  QoE,  changing  the 









By  using  the  route  pattern  selection  algorithm, we  can  achieve  to  satisfy  the  end  user QoE.  As 













For  benchmarking,  the  situation  before  the  solution  enforcement  is  considered,  which  means 







1. A  flow  is usually  identified by  the  tuple  (source  IP address, destination  IP address,  source 




is  implemented  in  the  actual  version  of  the  simulator.  As  an  example,  assuming  to  use 
reactive ad‐hoc  routing protocols,  to  find a  single  route  for  the  first  flow  from Node 0  to 
Node  2  and  Node  5,  a  routing  algorithm  like  the Multicast‐DYMO  algorithm  would  be 




not  with  video  streaming.  Indeed,  the  Network  Coding  solution  assumes  that  discovery 
messages are flooded at the flow initialisation from the source to the destination in order to 
discover  the  network  topology.  However,  when  considering  video  streaming,  the  client 
requests  the  video  to  the  server  via  the  RTSP  handshake:  if  follows  that  the  topology 
discovery is triggered by the client and not by the server. This has a non negligible impact of 
the NC table construction.  





































































































































Column  (1)  in Table 4  indicates capability  to use  the network coding algorithm without delegated 
nodes optimization, column (2) indicates the capability to use the algorithm with the network coding 








(1)  NO  YES  12.5 
(2)  NO  YES  25 
(3)  YES  ‐  25 
(4)  NO  YES  20 
(5)  NO  NO  0 
(6)  YES  ‐  25 
(7)  NO  EXT  16.6 
(8)  YES  ‐  37.7 

















one  traffic 1to1), on  the  randomized  samples  the  traffics  can be  set  (without optimizations),  the 
percentage  an  optimization  is  applicable.  In  abscissa  is  indicated  the  number  of  nodes,  and  in 
ordinate  the percentage of optimization applicability. We may  see  that  this percentage decreases 






ordinate  is  indicated  the  global percentage of  gains with  the use of network  coding optimization 
with delegated nodes on the global samples the traffics were effective. For example, for the samples 
of  randomized  distributions  of  6  nodes  with  two  1to2  traffics,  network  coding  optimization  is 
applicable  in 46,9 %, with a final gain of 8.66% of gain, which means a global gain of 18.4%  in the 
samples the optimization is applicable (quite similar to the figures in the case of specific topologies). 
Figure94 presents  the gain of  the delegated node optimization with  respect  to  the  initial network 








We  did  present  a  first  proposal  of  network  coding  optimization  on  multi‐flow  route  co‐






















improvements on  the  throughputs  in  terms of number of data packets  to be exchanged between 
pair  nodes.  The  integration  of  the  delegated  nodes  really  improves  the  throughput  gains.  But 
nevertheless,  the  delegated  node  definition  is  really  restrictive.  Future  work  could  lead  to  the 
definition of  such protocol  to evaluate  the  gains of  a more  general definition of  these delegated 
nodes. The evaluation of the gains not on randomized topologies and flows, but on general missions 







Modeling  and  implementationis  still  ongoing.  Performance  evaluation  results will  be  reported  as 
part of D4.3 deliverable. 

































1to1 w ith DN
1to1
1to1 and 1to2 w ith DN
1to1 and 1to2







● Delivery  Ratio:  The  ratio  of  the  number  of  packets  successfully  delivered  to  the  total 
number of packets sent. 






















































power per node  is determined under path  loss and  flow  constraints with  symmetric  topology  (to 





































• The  incremental power model provides minimum power  levels as compared to discrete model 
while  taking  into  account  a  finite  set  of  available  power  levels  in  heterogeneous  network 
(different maximum power levels per node). 
In  the next  set of  results as  shown  in Table 7,  (k  set as 2  (bidirectional  topology) and number of 
nodes set to 5, 10 and 15), the optimal levels of power given by DP and IP models are given. In the 
2nd  formulation  set  (DP),  as  the  network  nodes  increase  there  is  almost  70  to  80 %    increase  in 












Initial  results  indicate  that  the DP ad  IP models  can provide practical yet optimal power  levels  to 
minimize  the  power  utilization  while  maintaining  K  connectivity.  Future  further  steps  include 
addition of the interference based on SINR in the above sets of formulation and implementation of a 
distributed variant. 




































to evaluate performance of  the proposed algorithm against performance  (achievable  load 
balancing and WMN bandwidth capacity) of the underlying OLSR protocol. 


















The  benchmark  for  evaluating  achieved  backhaul  bandwidth  aggregation  is  the  single  path OLSR 
protocol. 
This  demonstrator  is  a  real  test‐bed  and  therefore  the  algorithm  is  evaluated  in  a  real  radio 
environment. Interferences are coming from the surrounding WiFi networks and also  interferences 
are  generated  in  the  test‐bed  in  order  to  monitor  impact  of  improper  channel  selection  and 
distribution  on  packet  los  rate  in WMN.  Different  802.11g  channel  distributions  among  access 
interfaces of nodes of the test‐bed are tested. Also, different spatial channel distributions are tested 








The  test‐bed  shown  in Figure 95  represents a well constructed  standard WMN. This  is due  to  the 
facts that: 









protocols)  topologies of  the open platform WMN  test‐bed are  investigated. Topology depicted  in 
Figure 95  is selected as  the one which provides  the most possibilities  for multiple paths selection, 
which  allows  the  implemented  algorithm  to  find  solutions  among  sets  of  available  solution  thus 






WMN nodes and used RATs.  It was developed  to be generic. After development  it  is  successfully 
validated on the WMN test‐bed shown in Figure 95. Results of this validation are presented bellow. 
The proof of concept experiments are conducted in order to assess ability of the proposed algorithm 
to  find  appropriate multiple  path  solution  and enable  the  backhaul  bandwidth  aggregation  for  a 
struggling APs. Experiments are validated on WMN test‐bed shown  in Figure 95.Traffic generator  is 















connected  to AP4 can be provided with  the necessary bandwidth over  the existing path AP4‐AP1‐
GW1. However, user connected to AP5 cannot be provided with the required bandwidth, because no 
single path  can be  established with  the  sufficient  capacity  (in  the  light of  the  current bandwidth 













The  algorithm  runs  on  a  well  dimensioned  centralized  server  which  has  access  to  contextual 
database with  latest values of contextual parameters. Algorithm  runs on a  server which performs 
management  of  the whole  network  and  one  of management  tasks  is multipath  routing  control. 
Custom  WMN  monitoring  system  gathers  a  bulk  of  contextual  parameters  every  one  minute, 
therefore the algorithm will react to changes  in contextual parameters  in no  later than one minute 
Exp # AP1 sink AP2 sink AP3 sink AP4 req AP5 req AP4 bottle AP4 solution AP5 bottle AP5 solution
1 15 20 25 10 15 OK OK AP3-GW2 (5) AP5-AP2-GW2 (10)
2 28 20 15 11 10 AP1-GW1 (2) AP4-AP2-GW2 (9) OK OK
3 15 25 15 5 25 OK OK AP3-GW2 (15) AP5-AP4-AP1-GW1 (10)






WMN  nodes  are  turned  on.  This  increases  system  power  consumption.  However,  the  algorithm 
proposes opportunistic multipath routing when single path routing cannot deal with the  increased 
congestion and poor load balancing in the backhaul segments of WMN. Increased congestion results 
in more  retransmissions  as well  as  decreased  bandwidth  provided  to  end  users.  Less  bandwidth 
provided  to end users and more  retransmission of packets means  that  they will  spent more  time 
communication with infrastructure nodes which directly decreases the battery level of mobile users. 




The main  concern when  using multipath  routing  in WMNs  is  its  impact  on QoS  provided  to  end 
users.  The multipath  routing  provides more  bandwidth  to  the  end  users,  but  tends  to  increase 
interference in the backhaul paths, which results in more retransmitted packets, and result in packet 
reordering  problems  and  increased  jitter  levels.  The  algorithm  distributes  users’  traffic  across 















simulate  different  levels  of  congestions  among  backhaul  paths.  Backhaul  channels  are  carefully 
selected  in  order  to  minimize  interference  in  a  test  bed  which  is  located  in  a  relatively  small 
laboratory. Access  interfaces of all WMN nodes, apart from AP1 and AP4 are turned off. However, 













AP4  or  the  new  path  GW2‐AP1‐AP4.  There  are  7  different  backhaul  traffic  patterns  and  two 
combinations of requested applications (U1 requests Video 3 and U2 requests Video 1, U1 requests 
Video 2 and U2 requests VoIP). Every  test case runs  for an hour. After an hour average values  for 





Backhaul traffic patterns used  in experiments are showed  in Table 9. UDP traffic generator  is used 
for sending  traffic of a selected bit  rate  towards nodes AP1, AP2 and AP4. For example,  in case 6 
8Mbit/s  is sent to every of these nodes. This means that  link GW1‐AP1 transfers 16Mbit/s  in total 
which makes it a bottleneck link and as a solution a path GW2‐AP2‐AP1 is created in order to offload 
a part of  traffic  from GW1  to GW2. UDP generator  is used  in order  to avoid problems of packet 
retransmissions of TCP protocol.  
The first case analyzed is when U1 requests Video 3 type of application and U2 requests Video 1 type 
of  application.  Average  throughput  provided  to  U1  and  U2  for  the  case  of  backhaul  bandwidth 
aggregation  through  multipath  routing  and  in  case  when  there  is  no  backhaul  bandwidth 
aggregation  (single  path  routing)  is  shown  in  Figure  97.  The  results  show  that  both  U2  and  U1 
benefit  from  multipath  routing  (bandwidth  aggregation)  in  a  sense  that  average  throughput 
increases  for  both  users.  Average  throughput  for U1  increases  because  he  is  rerouted  to  a  less 
congested path GW2‐AP2‐AP4. Throughput of U2 increases because path GW1‐AP1‐AP4 is offloaded 
since U1  is  rerouted over  the new path  towards GW2. The same  logic stands  for UDP packet  loss 
percentage  for U1 and U2 as shown  in Figure 98. As  the backhaul  traffic pattern changes  towards 





































































































































































































































achieved  through  the  best  available  single  path.  These  results  are  expected.  However,  legacy 
multipath approaches  for WMNs  tend  to  impose more problems  than benefits. Packet  reordering 
problems  (directly  increasing  packet  loss)  and  jitter  related  problems  of multipath  routing made 
these protocols practically unusable  in  real WMN deployments. The proposed algorithm provides 
the  same  level  of  backhaul  bandwidth  aggregation with  drastically  increased  QoS  levels.  Packet 




















The  algorithm  is  currently  under  evaluation  in Matlab/Simulink  environment  and  with  real  life 
measurements:  given  a  set of mobile phones, we perform measurements under  various network 
topologies,  these measurements  are  used  as  input  in Matlab/Simulink  environment which,  after 
performing  the  algorithm,  provides  the  optimal  (AP,  channel)  duplet  choice  and  the  minimum 
required transmit power to reach given QoS requirements.  
3.14.2 Performance	evaluation	results	
The  1st  phase  of  evaluation  has  been  based  on  limited  set  of  situations  but  with  real  life 
measurements.  Please  see  below  in  Figure  103  to  Figure  106  two  sample  situations,  associated 
measurements and decision. 
In sample situation 1, the best AP is STA4, the channel is Channel 5 (2.462 GHz), the transmit power 
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 Content  delivery  form WMN  APs where  these  APs  have  the  ability  to  deliver  requested 
content only  to directly  connected  end users.  If  the AP,  to which  end  user  is  connected, 
doesn’t have  the  requested  content  in  its  cache, user’s  request will be  addressed by  the 
centralized server. 




network”.  The  addressed  use  case  is  “Opportunistic  aggregation  of  backhaul  storage  resources”. 
Demonstration platform includes (see Figure 107): 
















the  user’s  requests  are  forwarded.  The  centralized  management  server  processes  the  request 
against  the  set of  contextual parameters which  are  available  in  the  centralized  context  database 
(centralized management server knows where are the copies of the content within the WMN). The 
most  appropriate WMN  node  is  selected  for  delivery  and  its URL  is  sent  to  the  user  in  order  to 
establish a HTTP  transfer of  the multimedia  file. These  two practical approaches are  tested  in  the 
WMN  test‐bed comprising of three WMN nodes. A more detailed analysis requires  larger test‐bed 
and established core CDN service. The practical results  indicate that the first approach (with proxy 
servers at APs) will  require significant modifications  to  the system software of  the WMN nodes  in 
order to enable the necessary context awareness. A centralized approach is more scalable since the 






the  section  2.14.  This model  is  implemented  in Wolfram Mathematica  and MathWorks MatLab 
programming packages. WMN graphs and model parameters are defined in Mathematica and MILP 
model’s matrices are generated. These matrices are  forwarded  to MatLab where a MILP  solver  is 




The  implemented mathematical model doesn’t  include any radio environment awareness  (channel 
selection,  interference  and  propagation models).  This  is  due  to  the  fact  that  these  interference 
related parameters don’t have significant  impact on selection of nodes for content placement. The 
assumption is that the underlying WMN management deals with interference throughout the WMN. 
However,  if  the WMN management  system cannot cope with  interference  in  some  regions of  the 
WMN, then WMN graph edges corresponding to links in these regions can be penalized with higher 
pre assigned weight.  
All  of  the  simulated  WMN  graphs  correspond  to  well  designed  WMNs.  This  means  that  the 
corresponding network graph of a WMN is connected, nodes have degrees less than some threshold 
(in our experiments  threshold was 6 – node  can  communicate with maximally 6 neighbours),  the 










Mathematical MILP model  presented  in  section  2.14  is  implemented  in MathWorks MatLab.  The 





Analytical  simulations  in  custom  simulator  (implemented  in  MathWorks  Matlab  and  Wolfram 
Mathematica) have shown that total streaming capacity of WMNs can be significantly improved with 
content placement on WMN nodes and delivery  from  them  to  the requesting users.  If content re‐
distribution among WMN nodes is enabled then one WMN AP will be able to deliver the requested 
content  to  the end users which are not directly connected  to  that AP. Analytical simulations have 
shown that this content delivery approach results in total WMN’s streaming capacity increase similar 
to  that  achieved  by  introduction  of  new WMN  gateways  (GWs)  into  the WMN  deployment.  The 
results of this analysis are presented in [21]. 
Three  content  delivery  and  streaming  approaches  are  tested.  First,  we  will  present  a  content 
delivery method based on a  standard CDN approach, where all of  the users’  requests are  fulfilled 
from  a  dedicated  content  server  located  in  the  core  network  (see  Figure  108a).  Analysis  of  this 
method will  show why  the WMNs  are  considered  as  bottlenecks  for  content  delivery.Next,  two 
methods for streaming of content cached on WMN nodes will be analyzed.We will analyze approach 
when content, which is stored on WMN APs, can only be delivered to the requesting users who are 
directly  connected  to  these WMN  APs  (see  Figure  108b).  Finally, we will  introduce  and  analyze 
content  streaming  solution  where  content  cached  on  one WMN  AP  can  be  streamed  to  users 
connected to other APs in the WMN (see Figure 108c). In this approach, a collaborative (p2p based) 
content  delivery  among WMN  nodes  is  enabled.For  every  of  the  three  aforementioned  content 
delivery  approaches  in WMNs, we  have  conducted  a  detailed  analysis. Different WMN  topology 
setups  and  different  selections  of  nodes  for  content  placement/delivery  are  investigated.  This  in 
depth  analysis  has  shown  the  impact  of  different  system  setups  on  overall  content 
delivery/streaming capacity of the WMNs. The streaming capacity of a WMN is defined as a maximal 
number of end users who can be served with the selected  load at the same time.Different system 
setups  for different WMN  graphs  are  analyzed. Besides  investigating  the  impact of  these  system 
setups  on  streaming  capacity  of WMNs,  analysis  is  also  conducted  in  order  to  show  how  these 
streaming techniques and system setups impact the ADTL. WMNs in our experiments are presented 
as  network  graphs.  All  experiments  are  conducted  on  network  graphs  corresponding  to  well 
designed WMN networks.  This means  that network  graph  is  connected, nodes have degrees  less 
than some threshold (in our experiments threshold was 6), the number of  leaf nodes (with degree 






For  clarity  of  the  presentation,  the  presented  approaches will  be  analyzed  on  the  simple WMN 
shown  in  Figure  109.It  is  considered  that  every  WMN  node  has  two  radio  interfaces  for 






not  address  the  problems  of  channel  interference  and  its  impact  on  achievable  throughput. 
30Mbit/s  is  considered  on  every  established  link  between  two  radio  interfaces  (if  the  radio 
interfaces are not shared with other active  links). We will also consider that cable backhaul has an 
infinite capacity when compared  to  the capacity of  the wireless  links  (backhaul cable network will 
not be  considered  as bottleneck  for  content delivery). Although our  conclusions  are made under 








GWs  since  all  of  the  traffic  has  to  go  over  these  nodes.  Increasing  the  number  of GW  increases 















Different GW  selections will  have  different ADTLs  (Average Delivery  Tree  Length)  defined  as  the 
number  of  wireless  hops  from  source  to  destination.  This  parameter  will  directly  impact  QoS 
provided  to  the  end  user  (increased  ADTL  is  directly  proportional  to  increased  delay).Therefore, 
optimal GW placement can be subject of two optimization criteria, one being maximization of total 
streaming  capacity while  the other  is minimization of ADTL. As  the number of GWs  in  the WMN 
rises, ADTL will decrease and when every WMN node  is configured as GW, the ADTL will have the 
value  of  1. We  haven’t  considered  cable  links  for  the  ADTL,  since  delay  over  these  links  can  be 
neglected when  compared  to  delay  of  the wireless  links.Figure  112depicts  ADTL  value  decrease 
variations when  an  additional GW  is  added  into  the WMN  topology  shown  in  Figure  109.  ADTL 
values are given for every additional GW (from AP1 to AP15 – AP7 excluded as it is the ultimate GW). 
The results clearly demonstrate dependency of the ADTL value relative to the GW location within a 
















Collaborative  content delivery among WMN nodes  is defined as  the ability of  the  involved WMN 
nodes  with  stored  content  to  collectively  address  the  cache  misses  for  the  content  requests 
originated  from  users  connected  to  the  other WMN  nodes. When  the  requested  content  is  not 
stored on  the WMN AP  to which  the  requesting user  is connected, CDN management  system will 
instruct the optimal WMN AP, which has the content of interest in its cache, to deliver the content 
to  the  requesting user.Placing  the content on  these APs has exactly  the same  impact on  the  total 
streaming capacity as adding the additional GWs. The results from the chart in Figure 111 are valid 
for  this  content delivery approach as well.  In  this  case,  the minimal and maximal  total  streaming 
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capacity values  for  four GWs  can be achieved  in WMN  shown  in Figure 109 with  three GWs and 
content placed on one AP. The optimal AP selection will result  in maximal value of total streaming 
capacity  and other APs  can provide  lower  total  streaming  capacity. Now, we have  achieved  total 
streaming capacity  increase equivalent of that achieved with additional GWs. Since  introduction of 
new  GWs  into  the  existing  WMN  is  a  very  demanding  job  (with  respect  to  costs  and  time 
consumptions),  this  content delivery  approach presents  the best  solution  for providing CDN over 
existing WMN. Also, content placement on WMN nodes represents more scalable solution for total 
streaming  capacity  increase  than  adding new GWs. By different  content  placement  strategies on 
WMN APs, streaming capacity increase can be provided where and when needed. 
In  order  to  confirm  the  conclusion  presented  here, we  present  the  same  analysis  for  the WMN 
consisting of 50 APs.  In  this  topology  (see Figure 114),  there  is only one WMN GW. All WMN APs 
support  collaborative  content delivery. Content placement on different number of WMN APs and 
their  combinations  is evaluated. Number of APs with  stored  content  is  increased by one  in every 




maximal  and minimal  total  streaming  capacity  values  follow  the  same  rule  as  in  case where  the 
number of WMN GWs  and  their  combinations  are  gradually  changed  (results  in  Figure 111).  The 
same results, as those shown in Figure 115, are achieved for 50 nodes WMN (see Figure 114) when 
the  number  and  combination  of  GWs  is  changed,  thus  confirming  our  conclusion  that  content 
placement on WMN AP, with enabled collaborative (p2p) delivery, has the same potential to impact 





























with  Core  i5  processor  on  2GHz  and  4GB  of  RAM  took  10.9  seconds  to  calculate  the  content 
placement strategy across WMN network with 100 station and 100 user nodes. The same problem 
was  solved on  a  server machine with 3GHz quad  core Xenon processor  and 12GB of RAM  in 6.7 
seconds. Larger problems  (200  station and 300 user nodes)  took around 4 minutes  for  solving on 
laptop  and  3.4  minutes  on  server  machine.  In  practice  WMN  larger  than  200  nodes  can  be 
subdivided into smaller clusters grouped based on location and content placement can be calculated 
for every cluster separately thus decreasing the calculation time.  
The  three  content  streaming/placement  strategies described  above  are named nocache  (delivery 
from  centralized  server),  cache‐ap  (access  points  can  cache  content  and  deliver  it  to  directly 































Experimental  results presented  in Figure 116  toFigure 121,  show  that  the MILP model  selects  the 
appropriate  content  distribution  among WMN APs when  the  selected  contextual  parameters  are 
changing. The results regarding advantage of cache‐p2p content streaming/placement method are 












100  (almost  overlapping  lines).  Using  smart  caching/content  placement  algorithms, 
observed  features can be  further  improved  (for an example,  if  local groups of nearby APs 













































utilizes  the  propagation model  that  is  described  in  [9].  The  path  loss  is  calculated  through  the 
following equation: 
  243.85 log( ) 4.78 log ( ) 20 log( ) 83.36 10 log( )PL f f d            (93) 
Where f  is the frequency at which the femtocell operates, d  is the distance between the femtocell 
and the terminal, while represents the lognormal fading. 
The  algorithm  is  executed  to  the  CMON  agent  of  the  BS  and  an ON  is  created  that  redirects  a 





The topology that  is used  for the evaluation of the DRA algorithm consists of a macro BS  that will 




power  it will be mentioned  in the text that  it operates at the X%‐power  level. Also, the femtocells 
are  considered  to  be  configured  to  use  the  CSG  model.  Furthermore,  terminals  with  power 
sensitivity of ‐120 dBm are uniformly distributed within the BS area. Regarding the SA algorithm, the 
cooling  rate  is  set  to  0.85  and  the  initial  temperature  is  set  to  100  degrees,  while  for  the  TS 











part  (b) depicts  the number of  terminals  that each  femtocell  acquired  after  the  allocation of  the 
power levels. As far as the DRA algorithm is regarded, femtocell 55 that was configured to operate at 





As  far  as  the  SA  algorithm  is  regarded,  femtocell 55  that was  configured  to operate  to  the 90%‐
power  level  acquired  the most  terminals  (5  terminals).  Femtocell  55 was  also  the  femtocell  that 
acquired  the most  terminals  by  the  DRA  algorithm. Moreover,  femtocells  51  and  56  that were 
configured to operate at the 80%‐power level acquired 1 terminal, while femtocells 58 and 61 that 

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































femtocells.  More  specifically,  when  10  femtocells  were  enabled  to  the  network  the  energy 
consumption of the BS decreased by 18.54%. When 20 femtocells were enabled in the network, the 
energy consumption of the BS was reduced by 19.72% in comparison with the case were there were 
no  femtocells.  Finally, when 30  femtocells were  enabled,  the  energy  consumption of  the BS was 
reduced  by  20.01%  percent.  Therefore,  as  femtocells  are  deployed  to  the  network,  the  energy 





























Finally,  Figure  141  illustrates  a  comparison  of  the  total  energy  consumption  of  the  BS  for  the 
aforementioned  cases.  More  specifically,  for  the  case  of  the  network  with  30  terminals,  the 
consumption of the BS was 2.71 Wh. When 10 more terminals were added to the network, the BS 
consumption increased by 10% and reached 3.01 Wh. Finally, when terminals increased to 50 the BS 
consumption  increased by 15%  in comparison with  the case of 40  terminals. As a result, as  it was 











decreases as  time progresses and  that also decreases when data are  transmitted.  In addition,  it  is 
assumed  that  the  terminals  send  data  every  30  secs.  Apparently,  the  energy  of  the  femto  UE 
decreases at a lower rate since the terminal needs less transmission power to communicate with the 
femtocell,  while  the  energy  of  the  macro‐terminal  decreases  in  a  high  rate  due  to  the  high 
transmission power. On the other hand, the progress of the energy level of the moving terminal is in 


















the  Dynamic  Resource  Allocation  algorithm.  Results  from  testing  the  proposed  algorithm  are 
presented  and  compared  to  those  of  the  well‐known  Simulated  Annealing  and  Tabu  Search. 
Specifically, the DRA algorithm managed to outperform both the SA and TS algorithms  in terms of 
solution quality and  runtime. Regarding  the quality of  the  solution,  the DRA  computed a  solution 
that was 4.68% better  than  the one of  the SA and 2.27% better  than  the one of  the TS. As  far as 
runtime is regarded, the DRA algorithm proved to be 36.68% faster than the SA and 2117.10% faster 
than the TS. 
In addition,  the benefits  that derived  from  the use of  femtocells at  the energy  consumption of a 
macro  BS  and  the  battery  lifetime  of  terminals  through  3  indicative  test  cases  were  studied. 
Simulation  results  depicted  that  the  BS  energy  consumption  is  decreasing while  the  number  of 
femtocells  increases. The reason  is that the more femtocells, the more traffic  is acquired by the BS 
and  therefore  the number of  terminals  that connect  to  the BS  is  low. Moreover,  it was  illustrated 
that the BS energy consumption increases while the number of terminals  increases in the network. 
The reason  is that the more terminals  in the network, the more connections will be made with the 
BS. As  a  result  the  BS  needs  higher  transmission  power  to  serve  the  terminals.Furthermore,  the 
battery  lifetime  of  a  macro‐terminal,  a  femto‐terminal  and  a  moving  terminal  was  studied. 








































The objective of  this activity  is  to assess  the performance of  the OneFIT solution  to offload  traffic 








out  to  check  to what  extent  the ON offloading  solution  can be  stressed.  Examples of how  these 
comparison analyses will be conducted are the following: 
 OneFIT Scenario 1  is  focused on  the provision of service  in areas where  the  infrastructure 
coverage is scarce, e.g. if a macro cell is suddenly disconnected. A benchmarking analysis can 
be  done  comparing  the  all‐macros‐on  situation  to  scenarios  where  a  single  cell,  then  a 
complete site, then 2, 3 or 4 macros are disconnected. 
 OneFIT  Scenario  2  addresses  an  increase  of  the  capacity  of  the  infrastructure,  e.g. when 
macro cells get congested. The benchmarking analysis will consist of several scenarios where 
the number of users connected to one or more of the macro cells is progressively increased. 
 OneFIT  Scenario  3  focuses  on  the  provision  of  a  specific  service  in  a  certain  area,  e.g. 








The  simulator  comprises  several  submodulesthat  feed  the  calculation  kernelwithdifferent  input 
information: 
























set  prior  to  the  simulation.  This  policy  controls whether  a  user  is  entitled  to  be  connected  to  a 






engine gathers  the results  from  the simulator, processes  them  to add  the opportunistic offloading 
functionalities and launches a new simulation process with the new topology. 
The ON engine has been developed  in Matlab  language and  runs on a Windows workstation. The 
communication with the LTE simulator is performed via configuration and results files. 
This module’s  functionalities  are  those  related with  the OneFIT  ON  life  cycle  (namely  suitability 
determination,  node  selection  and  topology  reconfiguration)  that  enable  the  definition  of  an 
offloading mechanism  (i.e. transferring part of the traffic coursed by the macro  layer to the femto 
layer  by  creating  an ON  among  the  selected  users  and  the  surrounding  femtos).  To  address  this 
objective,  as  the  transferred  users  do  not  belong  to  the  femtos’  CSGs,  the ON must  temporary 
overrule their policies. The complete simulated timeline would be the following: 








 Data  streams  are handled  through  the  femto  layer  instead of macro  layer during  the ON 
lifetime. 
 A  cognitive  monitoring  should  be  set  to  watch  context  changes  and  adapt  the  ON 
configuration to them. 


















































This objective  function  should be minimised  in order  to  reach a  situation where a number of  the 
candidate users have been offloaded  to  the  femto  layer  in a way  that users  try  to connect  to  the 
closest node, maximising  the  total  throughput  and optimising  the  load balance  among nodes. To 






disconnection rate  in  femtos remains  the same, but  the  throughput  is reduced, as more users are 
sharing the limited resources of femto stations. 
A histogram of  the DL  throughput values  for  the users  inside  the  focus zone  is shown  in  the next 















































synergies  and  integration  of  the  different  algorithms  for  enabling  opportunistic  networks.  Firstly, 
subsection 4.1.1 presents the results of the first analysis that was carried out to identify the different 
interactions  and  synergies  between  the  different  technical  activities  of WP4.  As  a  result  of  this 
analysis,  two major  blocks were  identified,  dealing with  spectrum  opportunity  identification  and 
selection and with node and route selection, respectively. Then, subsections 4.1.2 and 4.1.3 present 
the roadmap for the completion of the synergies and integration task. Specifically, the steps towards 





technical  activities  in  WP4  was  already  initiated  in  July  2011.  The  first  step  taken  was  the 


























Following  this,  a  number  of  point‐to‐point  discussions  in  the  different  groups  to  carry  out  the 
detailed analysis of the interactions and synergies were triggered. To this end, a leading partner per 









In  the  following  the  outcomes  of  the  analysis  of  the  interactions &  synergies  associated  to  the 

































































































































































































































































































Node selection X X X
Route selection X X X X X X X X
Spectrum identification X X X
Spectrum selection X X X X X
Suitability X X X X X X X X
Creation X X X X X X X X X X X X
Maintenance & Termination X X X X X X X X X X X
Scenario 1 X X X X X X X X X X X X
Scenario 2 X X X X X X X X X X X
Scenario 3 X X X X X X X X X X X X
Scenario 4 X X X X X X X X X

















 The decision‐making solution  in Task 2 adapts to dynamic radio conditions (e.g. changes  in 
interference conditions, path loss) 
 Task 1 solution includes the configuration of sensing using fuzzy logic 
Based  on  the  above  elements,  the  potential  synergies  among  the  considered  approaches  were 
identified as: 
 Consolidation of the importance of common input parameters 
o Statistics  used  in  the  spectrum  opportunity  identification  (e.g.  duration  of  on/off 
periods, duty cycle, etc.) 












o Adaptability  to  dynamic  radio  conditions  (e.g.  changes  in  interference  conditions, 
path loss) in the decision making process 











solution  for  all ON  related  challenges.  Analysis  of  interaction  and  synergies  between  these WP4 









































network  coding,  the proposed  algorithm  combines  the  (re)routing of  traffic  flows on  ad‐hoc 





 Task 4  considers  spectrum  aware  routing which  is based on utilizing  a multi‐layer model  for 
routing protocols 
 Task 6  takes  into account  topology control which will enable  topology  formation and control 
during ON creation, maintenance and termination phases. 
 Task 1 considers the feasibility of creating an ON, prior to the creation of it. 






Based  on  the  above  elements,  the  potential  synergies  among  the  considered  approaches  are 
identified as follows: 
 The  security  features  defined  by  Task  7  on  the  definition  of  “UE‐to‐UE  Trusted Direct  Path” 
algorithm  focus  on  establishing  a  secure  direct  UE  to  UE  path.  The  algorithm  will  have  to 
determine  the  secure  element,  like  the  data  link  ciphering  key.  Security  features  like  those 
proposed by Task 7 could be taken into consideration by other approaches as well. 
 Also,  traffic  flows  are  considered  by  algorithms  developed  by  Task  8,  Task  5  and  Task  2. 
Algorithm  of  Task  5  on  “multi‐flow  routes  co‐determination”  proposes  to  generalize  the 
modification to be applied on existing established flows in order to optimize the flows in using 
the network coding flows optimization capabilities. Algorithm of Task 2 on “selection of nodes 
and  routes”  provides  a  centralized  approach  to  the  problem.  Also,  the  Ford‐Fulkerson’s 
algorithm on maximum flow is considered in order to determine flows of the ON. Task 8 takes 
into account the existing and reoccurring traffic patterns  in backhaul of the WMNs  in order to 









 Coordination  of  Tasks  2  and  8  can  provide  opportunistic  bandwidth  aggregation  and  load 
balancing in both access and backhaul side of the operator’s infrastructure. 
In addition to the previous analysis, a particular focus has been placed on the different approaches 
for  nodes  and  routes  selections  in  use  cases  specific  to  the  OneFIT  scenario  5  (Opportunistic 

























 Node  selection  to  support  content  placement:  node  selection  during  ON  suitability 
determination,  creation  and maintenance  phases  in  order  to  support  proactive  and 
reactive  caching  mechanisms  for  video  content  delivery/streaming  over  pervasive 
wireless mesh networks (WMN) 
 Proactive and reactive content placement algorithms 
 ONs created among  infrastructure nodes (APs) only – Node discovery procedure  is not 
needed because these nodes belong to the operator and their static characteristics (e.g. 






 Multipath  routing engine: Aggregation of available bandwidth  in backhaul  side of  the 
infrastructure network. Creation of backhaul bandwidth pools which are monitored and 



















synergies  to be  further explored  in  the different  tasks. Moreover,  task 9  considers  in  the 
“content conditioning and distributed storage virtualization/ aggregation for context driven 
media delivery” algorithm both centralized and distributed approaches  in order to support 
content placement algorithms  for  video delivery/  streaming over pervasive wireless mesh 
networks  (WMNs).  Also  Task  2  proposes  centralized  and  distributed  approaches  for  the 
“selection of nodes and routes”  in order to determine eligible nodes for the creation of an 
ON.  In  all  cases,  the  decision making  of  the  centralized  approaches  relies  on  a  central 
management  entity/  controller.  The  logic  of  these  central  entities  could  be  combined  in 
order to elaborate on the concept of centralized management entities. Also, regarding the 
distributed approaches  that are proposed, basic principles  could be  combined  in order  to 
elaborate  on  the  logic  and  mechanisms  for  the  handling  of  standalone  opportunistic 
terminals.  Additionally,  the  derivation  of  status  of  network  links  as  proposed  in  the 
“application  cognitive multi‐path  routing  in  wireless mesh  networks”  takes  into  account 
attributes  that  could  pose  similarities  towards  the  solution  proposed  in  task  2  on  the 
“selection of nodes and routes”. As a result, a combination could be possible. 
 Identify alternatives: Can the different solutions be compared? 




the  backhaul  and  the wireless  access. Backhaul  and  access  resource management  should 














effects  induce  problems  in  both  access  and  backhaul  communication  within  WMNs.With  an 
intelligent and context aware backhaul bandwidth management schema, WMNs should be able  to 
provide  increased  network  access  capacity  in  wider  area,  without  the  need  for  installation  of 
additional GWs. 
A properly constructed WMN requires that every node  in the topology can connect to at  least two 
other nodes  in order  to provide  fault  tolerance. Also, good engineering practice  is  to  construct  a 
topology which will provide paths to more than one GW for every AP. Such topologies provide great 




situations where one end user  is  in  the coverage area of  two or more WMN APs, which provides 
opportunities  for  forced  handover  of  users  among  WMN  APs  in  order  to  achieve  better  load 




The ONs  are  created  in order  to exploit opportunities of  the  radio environment  that  appear  in  a 
specific  place  and  time.  For  example,  in  the  bandwidth  aggregation  scenario,  a WMN AP, which 
experiences congestion, resulting  in decreased QoS (Quality of Service), could redirect a portion of 












routing  (Task 8).  If  the backhaul bandwidth aggregation scheme  is not  feasible,  then struggling AP 
can  be  provided  with  necessary  additional  bandwidth  from  available  access  capacity  of  non‐
congested WMN APs. Specifically, given the set of congested APs, the set of terminals that will be 
moved  from  the  congested area and  the  set of non‐congested APs  that  can help  in  the  situation 
handling,  find  the  paths  for  redirecting  application  flows  from  terminals  in  congested  APs  to 
alternate APs (approach in line with Task 2). 
By monitoring  of WMN  resources,  the  current  load  balancing  and  inspection  of  the  history  of 
contextual changes, a need  for bandwidth aggregation can be detected. This detection  is a  trigger 
for  ON  suitability  determination  phase.  This  phase  relies  heavily  on  context  awareness  and 




the  struggling  APs.  If  the  problem  cannot  be  solved  with  this  approach,  then  possibilities  for 




Moreover,  a  solution  that  derives  from  Task  2  (selection  of  nodes  and  routes)  could  involve  the 
utilization of femtocells  in order to provide capacity extension/offloading. To that respect, synergic 
operations are possible between  the  support activity  to validate ON algorithms on an offloading‐

















 Formulation  of  the  solution  framework  for  a  comprehensive  OneFIT  solution  for  the 
spectrum selection topic by February 2012. 
 Formulation  of  the  solution  framework  for  a  comprehensive  OneFIT  solution  for  the 
nodes&routes selection topic by February 2012. 
 Comprehensive OneFIT  solution  for  the  spectrum  selection  topic  supported by  simulation 
results by June 2012. 
 Comprehensive  OneFIT  solution  for  the  nodes&routes  selection  topic  supported  by 
simulation results by June 2012. 
4.1.3 Comprehensive	OneFIT	solution	for	ON	management	
From  July 2012  to December 2012, WP4 work will be associated  to Task 4.3 and will  take D4.2 as 
initial reference point. The work during this period will target (1) the definition of the final version of 
the algorithmic solutions forenabling ONs, with further results validating the algorithms and (2) the 
definition  of  a  comprehensive  solution,  as  a  result  of  the  functional  integration  and  synergic 
operation among the different algorithms, and the description of the overall dynamic operation of 
the ONs, together with the evaluation of theintegrated algorithms for selected cases. 




Figure  149.  It  is  based  on  the  interaction  between  a  decision  making  entity  and  a  knowledge 
management functional block. Both elements are residing in the infrastructure of the operator that 
is  governing  the  ONs.  The  different  sections where  the  components  of  the  different  blocks  are 
elaborated are indicated in the figure.  
The knowledge management  functional block  includes on the one hand the current knowledge on 
spectrum  use  indicating  the  status  (e.g.  idle/busy)  of  the  available  spectrum  portions  as well  as 
different features of each portion (e.g. measured noise and interference, etc.). This information can 
be processed and stored in a database in the form of different statistics reflecting the experience of 
past  situations.  Such  database  can  be  used  by  learning methods  to  support  the  decision making 
processes.  
The decision making entity contains two main elements. The first one is the spectrum selection, that 














permitted  to  be  used  for  ON  purposes,  transmission  power  constraints  in  each  band,  and 
allowed bandwidths. Policies may  indicate also  the method  to obtain knowledge on  spectrum 
use in specific bands and, in case of sensing,they can define different sensing parameters such as 
probability of detection, sensing threshold, and minimum time required for spectrum sensing.  
 Profile  related parameters: Each mobile device  involved with ON  creation needs  to exchange 
information about its own parameters and capabilities. This includes device capabilities such as 





 Context awareness  information: This  refers  to  information about how  the spectrum  is used  in 
the  different  bands,  including  spectrum  occupancy  for  the  specific  time/place where  the ON 
operates. The available spectrum is organized in pools characterized by their central frequencies 
and bandwidths. This category of inputs also includes the measurements to monitor the degree 
of QoS of the applications  in the ON,  in terms of the actual bit rate that  is achieved by a given 
link in the assigned pool.   
4.2.2 Performance	evaluation	
This  section  intends  to provide an evaluation of  the different elements of  the  spectrum  selection 






























the  applications  that  use  the  different ON  links  and,  on  the  other  hand,  the  adequacy  of  these 
requirements  to  the  available bit  rates  in  each  spectrum portion  related  to  the propagation  and 
interference conditions.  In  the  following, a  set of  results are presented  to  reflect  the benefit  that 
utility  functions  introduce  into  the  problem,  taking  as  a  reference  the  fittingness  factor  function 
defined in section2.4. In that respect, two different fittingness factor functions are compared: 
 Function 1f1(Ul,p): This  fittingness  factor  is  the utility  function Ul,p   defined  in equation  (2) 
(see section 2.4.2) that is a monotonically increasing function of the available bit rate R(l,p) 
for the link l in pool p in relation to the required bit rate Rreq,l by link l . 
 Function  2f2(Ul,p):  This  is  the  fittingness  factor  proposed  in  section  2.4.2.  It  increases 




types of  radio  links where  thel‐th  link  generates  sessions with  arrival  rate land  constant  session 
duration Treq,l.Link #1 is associated to low‐data‐rate sessions (Rreq,1=64Kbps, Treq,1=2min) while link #2 
is  associated  to  high‐data‐rate  sessions  (Rreq,2=1Mbps,  Treq,2=20min).  The  total  offered  load 
1∙Treq,1∙Rreq,1  +2∙Treq,2∙Rreq,2  is  varied  in  the  different  simulations. A  total  of  4  spectrum  pools  are 
considered where  the  total noise  and  interference power  spectral density  Ip  experienced  in  each 










In order  to  isolate  the effects of  the  spectrum  selection executed  at  link establishment  from  the 
Spectrum  Mobility,  which  will  be  analysed  in  a  subsequent  section  4.2.2.4.1,  simulations  just 
consider  a  Spectrum  Selection  strategy  using  the  Knowledge  Management  block,  and  will  be 
denoted  in  the  following  as  SS+KM.  Both  spectrum  selection  and  knowledge  management 
algorithms are detailed  in  section 2.4.2. As a  reference scheme  for comparison  in which no utility 
function is used, simulations consider a random selection strategy (Rand) in which a spectrum pool 




probability of observing  a bit  rate below  the  service  requirement Rreq,l.Results  for  link #1  are not 




state. As  seen  in Figure 65,  forlow  traffic  loads below0.6Mbps, a very  important  reduction of  the 




exploration of  the different pools  to  identify  the  changes  in  their  interference  conditions and  the 
utility function is able to adequately reflect which pool is more adequate to each link. Therefore, the 
most  suitable pools are allocated  to  the different applications and, as a  result,  the dissatisfaction 
probability  improves. The similar performance of  f1(Ul,p)andf2(Ul,p) can be  justified by the  fact that, 





#2  sessions  to  use  pools  #1  and  #2  that  are  not  able  to  provide  the  required  bit  rate.  On  the 
contrary, f2(Ul,p)prioritizes pools #1 and  #2 for link #1 sessions and thus they tend to be available for 
link  #2  usage,  resulting  in  a  much  lower  dissatisfaction  probability.To  illustrate  the  different 
allocation made by the two functions, it can be observed in Figure 151 that the usage of pools #3 or 
#4 by the most demanding link #2 is much higher with f2(Ul,p) than with f1(Ul,p). Note also in Figure 65 








In  the  following  some  results  are  presented  to  illustrate  the  importance  of  the  Knowledge 
Management in the framework shown in Figure 149. This entity extracts the relevant information for 




 Spectrum  Selection  only  (SS):  This  is  the  proposed  fittingness  factor‐based  spectrum 
selection without the support of the Knowledge Manager (i.e. using only the  last measured 
value of the fittingness factor) and without spectrum handover support. 
 Spectrum  selection  supported  by  Knowledge  Manager  (SS+KM):  This  is  the  proposed 
fittingness  factor‐based  spectrum  selection  supported  by  the  Knowledge Manager  block 
(using the algorithm in section 2.4.2.4) and without spectrum handover support. 
The  simulation  conditions are  the  same as previously  considered  in  section 3.5.2, with 2  types of 
links  associated  to  two  different  requirements.  Link  #1  corresponds  to  low‐data‐rate  sessions 
(Rreq,1=64Kbps,  Treq,1=2min)  and  link  #2  to  high‐data‐rate  sessions  (Rreq,2=1Mbps,  Treq,2=20min). 
Similarly,  4  spectrum  pools  are  considered.  The  achievable  bit  rate  in  pools  1  and  2  is 
R(l,1)=R(l,2)=512 Kbps, while for pools 3 and 4, it alternates between R(l,3)=R(l,4)=1536 Kbpsfor the 
low  interference  stateI0(p),  and  R(l,3)=  R(l,4)=96Kbps  for  the  high  interference  stateI1(p).    The 





be dissatisfied whenever  it  is allocated pools #1 or #2 or pools #3 or #4 during high  interference 
states) is allocated to Notice that since link #1 is always satisfied regardless of the assigned pool (i.e., 
the  bit‐rate  of  link  #1  is  always  above  the  requirement  of  64Kbps),  the  total  dissatisfaction 
probability depends only on link #2.  
As seen  in Figure 152, when comparing SS against SS+KM,  for  low  traffic  loads below0.6Mbps  the 
introduction of KM leads to a very important reduction of the dissatisfaction probability. The reason 
is  that,  whenever  interference  increases  in  pools  #3  and  #4  (i.e.  they  move  to  state  I1),  the 
corresponding measured  value of  the  fittingness  factor  Fl,p will be  LOW. As  a  result,  the  strategy 
SSthat  just keeps this  last measured value of Fl,p will decide  in the  future to allocate only pools #1 
and #2, which offer a lower bit‐rate. Then, the network will not be able to realize the situation when 









different  pools  to  identify  the  changes  in  their  interference  conditions,  and  as  a  result  the 


















In  the scenario  that  the system has pre‐defined  thresholds  for each performance metric based on 
system  level  Key  Performance Metrics  (KPIs),  the  spectrum  aggregation  and  allocation  algorithm 
aims  to maintain  the  performance  of  each  objective  remain  close  as  possible  to  the  pre‐defined 
thresholds. When system detects the degradations  in any of the performance metrics, the  learning 
process  is  triggered  to  find  the optimal weights setting depending on  the situation. The  reason of 
degradation  of  the  performance metrics  could  be  the  radio  environmental  changes  such  as  the 
primary  users’  activity  pattern’s  change  as  well  as  changes  in  the  pre‐defined  thresholds.  The 
weights  setting  obtained  as  the  result  of  the  learning  are  applied  to  the  utility  function  of  the 
spectrum aggregation and allocation algorithm.  In Figure 13it  is shown that by  including a  learning 
module,  the  proposed  spectrum  aggregation  and  allocation  algorithm  allows  for  the  automated 
(versus  manual  setting)  management  of  complex  interactions  and  trade‐offs  between  different 






decision making process with  the  capability  to  adapt  to dynamic  radio  and  contextual  conditions 
(e.g. changes in interference conditions, path loss, etc.). 
4.2.2.4.1 Adaptability	provided	by	spectrum	Handover	
To  assess  the  relevance  of  including  spectrum mobility  considerations  that  enable  the  change of 
assigned spectrum whenever variations in the context arise, let compare the following two schemes: 
 Spectrum  selection  supported  by  Knowledge  Manager  (SS+KM):  This  is  the  proposed 
fittingness  factor‐based  spectrum  selection  supported  by  the  Knowledge Manager  block 
(using the algorithm in section 2.4.2.4) and without spectrum handover support. 
 Spectrum  selection  supported  by  both  Knowledge  Manager  and  spectrum  mobility 
(SS+KM+SM):  This  is  the  proposed  complete  fittingness  factor‐based  spectrum  selection 
solution proposed in section 2.4.2 supported by both the Knowledge Manager block and the 
Spectrum  Mobility  (SM)  algorithm  that  checks  the  convenience  of  executing  spectrum 











towards  a  better  pool  except  in  the  case when  the  interference  increases  in  the  allocated  pool, 
which  justifies  the  small  improvement observed when  comparing  SS+KM and  SS+KM+SM. On  the 
contrary, when  load  increases,  it occurs more often that the preferred pool  is occupied by another 
link and thus a pool offering  lower bit‐rate  is allocated.  In this case, the execution of SM after the 
release of  the  link occupying  the preferred pool will  lead  to  improving  the performance. Notice  in 
Figure 155 that with both approaches the percentage of time when pools #3 or #4 are allocated to 










the  two different  fittingness  factor  functions  that were analyzed  in section 4.2.2.1  in  terms of  the 
number of spectrum handovers per session that are required for the two considered types  links.  It 
can be observed that the selection of one or other function has a relevant influence and in particular 
there  is  a  very  important  reduction  in  the  number  of  required  SpHOs  for  link  #2 when  function 
f2(Ul,p)  is used  (at  the expense of a slight  increase  in  the SpHO required  for  link #1). The reason  is 
that,  as  discussed  in  4.2.2.1,  with  function  2  the  decision  making  algorithm  performs  a  more 
adequate allocation at session start. On the contrary, with function 1  it occurs more often that, at 























should  be  associated  with  highest  weighting  (depending  on  analysis  of  historical  records).  The 
proposed approach automatically  learns  to set  to best weights  (based on  learning) and associates 
these  with  the  various  metrics.  This  level  adaptability  is  particularly  useful  in  real  operational 
environments. 
4.2.2.4.3 Adaptability	provided	by	fuzzy	decision	making	
Fuzzy decision making  system  can be used  to  select  among  spectrum  sensing methods  to obtain 
information about spectrum availability. The developed fuzzy decision making system presented  in 
[4] and  [5]  is  flexible and  it can adapt  to changes  in  the operational environment as  it selects  the 
method  that  best  fits  the  situation.  The  developed  decision making  system  selects  the  spectrum 
sensing method between energy detection, correlation‐based detection, waveform‐based detection 
and cooperative energy detection. The selection is made based on a limited set of input parameters, 
i.e.  the  required  probability  of  detection,  operational  SNR,  available  time,  and  available  a  priori 
information. The parameters are described  in a way  that changes  in  the operational environment, 
such as policies or propagation conditions, are  reflected  in  the  input parameters and  the decision 
making system proposes the sensing method that best fits the given situation. Moreover, changes in 
the  assumptions  of  the  spectrum  sensing methods  can  be  taken  into  account  by  changing  the 





narrow  to support  required bandwidths  [43].  In  this case, multiple spectrum opportunities can be 
utilized  simultaneously by  cognitive  radios  through  spectrum  aggregation. While  the  technique  is 











selected but also the RAT needs to be chosen. For  instance,  in TV band the used RATin  the  future 
could be LTE, LTE‐A or 802.11af. In other bands such as IMT and ISM band (2.4 GHz and 60 GHz) used 
RAT  could  be  LTE  and  LTE‐A  and  802.11a  and  802.15.3c  respectively.  In  these  bands  the  RAT 
capabilities and features can be seen as criteria for selecting band and RAT combination. Each RAT is 
able  to provide a  certain  spectral efficiency. This  spectral efficiency depends on used modulation 
scheme  and  bandwidth. Also  different  techniques  provide  different  end  to  end  latency.  Intuition 
says  that  it  is most  favourable  to  select RAT offering best bit  rate and  lowest  latency  in  selected 
band. On the other hand such phenomena  like user  load per access technique can be exploited  in 
decision making and balance  the  load  thus providing more  fluent data  transmission  to  the entire 
network.  Since  required  bit  rate  and  latency  varies  depending  on  used  application,  for  less 
demanding application the use of lower data rate and higher latency RAT is adequate. For this kind 
of applications the selected RAT can be the technique which satisfies their bit rate requirement even 
though  it  doesn’t  provide  the  best  bit  rate.  By  doing  so  the  less  occupied  RAT  can  be  favoured 
leaving high  bit  rate  low  latency RATs  to delay  and bit  rate  sensitive  services  to meet  their QoS 
requirements.  Since  the  delay  and  achieved  bit  rate  varies  depending  on  user  load  in  particular 













Single  carrier  frequency  division multiplexing(SC‐FDMA)  is  considered.  For  TV  and  IMT  spectrum 
bands entire spectrum bandwidth is represented with subcarriers that have spectrum spacing of 15 
kHz.  20 MHz  band  contains  100  resource  blocks  (RB)  and  each  resource  block  is  formed  by  12 





In  this  simulation, we  use  exponentially  distributed  interarrivals  to model  other  than  ON  users’ 
activity. These other users are users who don’t participate ON and they can be either primary users 
(like in TV band) or other non‐licensed users like users in 2.4 GHz band or other licensed users in the 









use  802.11a RAT  thus  leaving  RATs  capable  to  provide  higher  data  rates  and  less  delay  to  users 
demanding higher bit rates for meeting their QoS requirements like voice and streaming users. Voice 






4.2.2.7 Benefits	 of	 including	 sensing	 using	 fuzzy	 logic	 in	 the	 spectrum	 opportunity	
identification	&	selection	problem	
After  the  spectrum  band  is  selected,  its  availability  needs  to  be  checked  using  one  or  several 
methods  to  obtain  knowledge  about  the  spectrum  availability  including  e.g.  control  channels, 
databases  and  spectrum  sensing  techniques.  The  selection  among  the methods  depends  on  the 
regulatory  requirements  set  for  the  given  band.  In  case  of  spectrum  sensing,  a  fuzzy  rule‐based 
decision making  system presented  in  [4] and  [5]can be  further used  to  select among  the  sensing 
techniques.  The  performance  of  the  fuzzy  decision‐making  system  is  evaluated  by  assessing  the 
proportions  of  the  different  outcomes  of  the  decision  making  with  different  input  parameter 
distributions. The four input parameters including the required probability of detection, operational 
SNR,  available  time,  and  available  a  priori  information  can  get  values  corresponding  to  “low”  or 
“high”.To evaluate the proportions of the different outcomes, we select the rules resulting in a given 
output from the rule base and weight the resulting rules with the probabilities of the occurrence of 
the  rules.  In  addition,  the  success  rate  of  the  decision making  is  evaluated  by  comparing  it  to  a 
situation where  the decision‐making  is not used but  a  single  spectrum  sensing method  is  always 
used  instead.  The  success  is  evaluated  by  evaluating  the  percentage  of  occasions where  a  given 
sensing technique is applicable with certain input parameter distributions, but may not be the best 
one at hand. 











































obtained  from  the  fuzzy decision making are  shown  in Table 12.The  first  row denotes  the output 
from the decision making which indicates the probability that a given sensing method is selected as 
the method to be used. For example, 16% of the time the output from the decision making is energy 
detection  and  51.2%  it  is  correlation  detection with  the  given  input  parameter  distribution.  No 
sensing method  is  applicable  to  the  situation  in 7.2% of  the  times. The  second  row presents  the 
success rate when a single sensing method  is  fixed and  it  is used all  the  time  instead of using  the 
adaptive  decision  making  system  that  selects  the  most  fitting  spectrum  sensing  method.  For 
example,  if energy detection  is always used,  it  is successful only  in 16% of the cases with the given 
input parameter distribution which means  that 84% of  the  time  the use of energy detection  fails. 
Correlation detection is successful in 64% of the occasions. The results indicate that a single sensing 
method  is not applicable  in many  situations which will  result  in  system  failure  in many occasions. 
When the adaptive decision making system for the selection of the most suitable sensing method is 





















0.16  0.512  0.128  0.128  0.072 
Given sensing method 
is successful 
0.16  0.64  0.64  0.288  1 
4.2.3 Conclusions	
This chapter has presented the result of the integration and synergies identification work in terms of 
the  technical  challenge  of  spectrum  opportunity  identification  and  selection.  A  comprehensive 
OneFIT solution has been presented, based on the interaction between a decision making entity and 
a  knowledge management  functional  block  which  use  the  information  captured  from  the  radio 
environment,  categorized  in  terms  of  context  awareness,  operator  policies  and  user/application 
profiles.  An  evaluation  of  the  different  elements  of  the  framework  has  been  presented  to 
consolidate the importance of the different specificities brought by the different solutions. First, the 
importance  of  using  properly  defined  utility  functions  has  been  stressed,  by  analysing  different 
fittingness  factor  functions  that  relate with  the utility perceived by  the  link application. Then,  the 




considered, allowing  the automated management of complex  interactions and  trade‐offs between 
metrics without manual  intervention. The benefits brought by the adaptability to the environment 
have also been presented, including (i) the adaptability provided by spectrum handover to deal with 
variations  in  interference  in  different  spectrum  bands  and  with  modifications  in  the  current 
allocation  due  to  link  releases,  (ii)  the  adaptability  provided  by  spectrum  aggregation  using  Q‐
learning,  and  (iii)  the  adaptability  provided by  the  capability  to  adapt  the  sensing mechanism by 
means  of  fuzzy  logic.  The  specific  improvements  brought  by  the  use  of  spectrum  aggregation  to 
assign multiple bands to the same connection, and by the joint consideration of RAT and spectrum 


























































































































































are  installed)  as  well  as  connections  between  these  profiles. WP4  algorithms  provide  different 
aspects of centralized decision making and knowledge derivation and usage. Different algorithmic 
approaches define different  triggers which will start  the suitability determination phase. The main 




and  differences  in  this  decision making  process  among  different  algorithms.  Figure  160provides 





Centralized  knowledge  management  includes  knowledge  derivation  and  storing.  Knowledge  is 
always  derived  from  the  current  context,  previously  gathered  context  and  derived  knowledge. 
















Terminals  locally  monitor  their  environment  on  order  to  detect  their  neighbours  and  possible 
links/routes. They acquire policies from centralized management as well as profiles which they can 
assign to running applications, their neighbours, their current location and to themselves. 
Locally  detected  triggers  are  mainly  in  line  with  QoS  requirements  dictated  by  the  running 
applications (bandwidth, delay and jitter requirements) or in line with the status of the terminal (out 
of  coverage,  broken  interface,  low  battery  level  etc.).  Suitability  determination  in  a  terminal  (or 
other  networking  nodes)  checks  node’s  capabilities,  defined  fittingness  function  values,  QoS 
requirements  and  gathered  context  of  surrounding  environment.  After  suitability  determination, 
neighbouring  nodes  and  potential  routes  are  identified.  Operator’s  policies  are  inspected  and 
appropriate  set of nodes and  routes  is  selected.  Locally, networking nodes  can derive  knowledge 
about their environment (mobility of the relaying node, node’s mobility pattern, available capacity, 
nearby  infrastructure  nodes,  power  consumption  tendency  etc.).  In  order  to maintain  operator’s 
governance of all ONs,  local knowledge management needs to acquire knowledge from centralized 





This  section  intends  to  provide  advantages  of  the  various  approaches  regarding  the  selection  of 
nodes  and  routes  in  order  to  present  specific,  consolidated  solutions.  To  that  respect,  specific 
benefits have been identified in order to be able to show the importance of each metric to the ON 
performance.  Identified  benefits  are  summarized  to  distinct  subsections  in  order  to  group  the 
aforementioned algorithmic results according to their benefits. 
4.3.2.1 Benefits	in	energy	consumption	of	the	infrastructure	
This  subsection  analyses  the  benefits  in  energy  consumption  of  the  infrastructure  which  are 
evaluated through the various solution enforcements.  Initially, the benefits  in energy consumption 
of  the  infrastructure  through  the  exploitation  of  small‐sized  cells/  femtocells  are  evaluated. 
According to this approach, specific number of femtocells is deployed in the service area of a BS. The 
main aim of  the approach  is  to offload  the  traffic of a proportion of  the  terminals connected  to a 
congested BS by redirecting them to the available femtocells, through the creation of an ON among 
the  terminals  and  the  femtocells. Moreover,  not  only  rerouting  of  terminals  to  femtocells  takes 




BS when  10,  20,  30  or  no  femtocells  are  present.  The  vertical  axis  indicates  the BS  total  energy 
consumption, while the horizontal axis depicts the network type,  i.e. a network without femtocells 
and with  10,  20  and  30  femtocells. More  specifically, when  10  femtocells were  enabled  to  the 
network the energy consumption of the BS decreased by 18.54%. When 20 femtocells were enabled 
in the network, the energy consumption of the BS was reduced by 19.72%  in comparison with the 




network,  the energy consumption of  the BS decreases. However, after a point where most of  the 





Another  aspect which  impacts  the  energy  consumption  of  an  infrastructure  element  (BS)  is  the 
exploitation  of  neighboring  terminals.  In  this  case,  terminals  are  able  to  connect  to  neighboring 











content placement  and delivery process  can  significantly  reduce power  consumption  level of  the 
content delivery networks. Since networking elements work all  the  time, whether or not  they are 
included into content placement and delivery, their base power consumption cannot be considered 
as  power  consumption  introduced  by  a  CDN  system.  Typically,  CDN  systems  are  composed  of 
strategically  distributed  dedicated  content  caching  and  delivery  servers  whose  total  power 













































































































































































































































































































Moreover,  in  the  figure  that  follows,  an  ON  is  created  through  the  connection  of  neighbouring 
terminals  in  order  to  redirect  traffic  from  a  congested  BS,  to  a  non‐congested  neighbouring  BS. 
Framed  in  this  statement,  Figure  165  provides  a  graphical  representation  of  the  average 
transmission power of terminals that switch to ON in each test case as presented in section 3.8. The 
horizontal axis of the figure enumerates the test cases while the vertical axis provides the average 
transmission  power  of  terminals  that  switch  to ON. A  decrease  of  the metric  is  observed which 
ranges from 10 to 50% depending on the test case. Also, the decrease is greater in the cases where 6 
terminals  switch  to  ON,  since  these  terminals  tend  to  be  nearer  the  edges  of  the  cell,  hence 






4.3.2.3 Communication	benefits	 in	terms	of	 load	and	delay	through	the	exploitation	of	
ONs	
Another identified benefit through the proposed solutions on selection of nodes and routes are the 
benefits  related  to  communication  in  terms  of  load  and  delay  through  the  exploitation  of ONs. 
Specifically, Figure 166(a) illustrates the progress of the normalized load of the macro BS before and 
after the solution. The normalized load corresponds to the sum of the load of the terminals divided 
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of  opportunistic  networks  developed  in  the  OneFIT  project.  Each  algorithm  has  been  specified, 
pointing out  its  integration with  the OneFIT architecture and with  the C4MS  signalling, and  it has 
been evaluated according to proper KPIs  in representative scenarios,  including also aspects related 




“coverage  extension”  scenarios.  Two  algorithms  have  been  proposed  and  have  been 
evaluated. The following conclusions have been obtained: 
o In  the  case  of  the  direct  D2D  communication  it  has  been  obtained  that  the 
probability  for direct  connectivity  largely depends  on  the probability of  the users 
being in the same “Area of Interest” (AOI) and if the range of the wireless interface 
is around  the size of  the AOI or  larger. Further on an ON can be maintained  for a 
long time  if the users are not moving but the possible  lifetime of an ON decreases 
with  the  velocity  of  the  users.  Such  infrastructure  supported  device‐to‐device 




o Another  important  scenario  for opportunistic networking  is  the case where a user 
can not directly access the infrastructure because of being out of the direct coverage 
or because of not supporting the radio access technology provided by the network. 
The  solution  in  this  case  is  to establish an opportunistic network with a  so  called 
“supporting  device”  in  the  neighbourhood  which  then  relays  the  traffic  to  the 
infrastructure.  This  document  has  presented  the  probability  of  finding  such  a 




links  existing  in  an  ON.  In  this  context,  this  deliverable  has  considered  the  following 
approaches: 
o Modular decision flow approach for selecting frequency, bandwidth and radio access 
technique  for ONs:  The  proposed  decision  flow  selects  band  and  RAT  for  one  or 
several ON  links and ensures fare operation for whole ON and adequate quality of 




RAT  are  selected more  often.  Results  also  demonstrate  that  as  the  transmission 
range  increases  the  selected  band  is  IMT  and  RAT  LTE  or  LTE‐A  for  guaranteeing 
proper QoS for ON users. 
o Fittingness factor‐based spectrum selection: The fittingness factor concept has been 
proposed  as  a  novel metric  that  captures  the  time‐varying  suitability  of  available 
spectrum resources to different applications supported in each ON link. This metric 
is used  in  the  spectrum  selection and  spectrum mobility algorithms executed at a 





fittingness  factor  stored  in  a  Knowledge  Database.  The  performance  evaluation 
results  have  shown  that  the  proposed  strategy  efficiently  exploits  the  knowledge 
management  support  and  the  spectrum  mobility  functionality  to  introduce 
significant gains (ranging from 85% to 100%) with respect to a random selection and 
to perform very closely to the upper‐bound optimal scheme. The strategy has been 
evaluated  from  the perspective of  its practicality  in  terms of  the  rate of  required 




proposed  a  novel  distributed  available  channel  identification  algorithm  based  on 
machine  learning, targeted at modelling the spectrum occupancy and  identification 
of  spectrum  pools  for  opportunistic  access  by  secondary  network.  The  secondary 
nodes do not need any  information  from  the primary  system or any neighbouring 
nodes.  Simulation  results  reveal  that  the  algorithm  learns by means of  successful 






is  difficult  to  support  enough  bandwidth  with  contiguous  available  spectrum, 
multiple  small  spectrum  fragments  (sub‐channels)  can  be  exploited  to  yield  a 
(virtual)  single  channel  by  spectrum  aggregation.In  the  proposed  algorithm,  total 
throughput,  the  number  of  channel  switching,  and  the  number  of  bands  for 
aggregate channels have been considered as the performance metrics with respect 
to  the  nature  of  secondary  user’s  spectrum  use  and  aggregation  capability.  The 
utility  function  for  three  performances  is  developed  as  a  weighted  sum  utility 
function.  A  Q‐learning  approach  is  used  to  determine  the  optimal  weights.  The 
proposed  approach  is  shown  to  be  adaptable  to  changes  amongst  different 
objectives of interest. The proposed framework included a learning module allowing 
for  to  management  of  complex  interactions  and  trade‐offs  between  different 
metrics without manual intervention. 
o As a result of the integration and synergies identification work between the previous 
approaches,  a  comprehensive  OneFIT  solution  for  spectrum  opportunity 
identification  and  selection  has  been  presented.  It  is  based  on  the  interaction 
between a decision making entity and a knowledge management  functional block 
which  use  the  information  captured  from  the  radio  environment,  categorized  in 
terms  of  context  awareness,  operator  policies  and  user/application  profiles.  An 
evaluation  of  the  different  elements  of  the  framework  has  been  presented  to 
consolidate  the  importance  of  the  different  specificities  brought  by  the  different 
solutions. Specifically, the importance of using properly defined utility functions has 
been  stressed,  together  with  the  benefits  brought  by  the  use  of  knowledge 







capability  to  select  the  adequate  nodes  to  form  the  ON  and  the  most  suitable  routes 





Ford‐Fulkerson  maximum  flow  algorithm,  is  triggered  whenever  a  congestion 
situation occurs  in  the  infrastructure and makes decisions on  the establishment of 
routes which will redirect traffic from the congested service area into non‐congested 
ones,  assuming  that  each  terminal  in  the  congested  service  area  creates  one 
application flow which can be redirected through neighboring terminals. In turn, the 
node selection process during the ON creation is based on a fitness function which is 
a weighted,  linear  formula which  takes  into  consideration different parameters of 
the  candidate  nodes.  The  obtained  results  indicate  that  terminals  which  act  as 
intermediate nodes may experience an increase in their transmission power of 19% 
in average,compared  to  the  situation when  the  solution  is not applied, and  it  can 
ranges from 8 to 50%, depending on the testcase. At the same time, the terminals 
that  switch  from  the  congested BS  to  an ON may  experience  a decrease of  their 
consumption of 27%  in average and  it  ranges  from 10  to 50% depending again on 
the  testcase.Similarly,  a  reduction  of  15‐25%  in  the  transmission  power  of  the 
congested BS is observed. Also, the quality of communication is benefited, as delay 
of  successfully delivered messages drops  approximately 15‐35%,  compared  to  the 
congested situation, depending on the testcase. Furthermore, an average decrease 
of 15‐40% has been achieved  in  the  load of  the congested BSs, depending on  the 
number of terminals which switched to ON. Finally, extra traffic related to signaling 
for  the  establishment  of ONs  is  limited  due  to  the  limited  size  of  the ON which 
means  that  a  small  number  of  terminals  need  to  exchange  constantly  control 
messages. 
o Route pattern  selection  in ad‐hoc networks: This work has proposed an algorithm 
for  routing packets  taking  into account  the  constraints associated  to  the different 
user  application  classes  and  to  control  and  signalling  information  including  C4MS 
messages. Qualitative evaluations of the algorithm have revealed the ability of the 
algorithm to satisfy the end user QoE. 
o Multi‐flow  routes  co‐determination:  This  work  has  presented  a  first  proposal  of 
network coding optimization on multi‐flow route co‐determination. Optimization on 
this initial algorithm follows to extend the set of topologies on which the multi‐flow 
route  co‐determination  is  applicable,  with  the  introduction  of  delegated  nodes. 
Results  on  an  implementation  of  these  optimizations  have  been  presented.They 
show good improvements on the throughputs in terms of number of data packets to 
be exchanged between pair nodes, thanks to the integration of the delegated nodes.  
o QoS  and  spectrum‐aware  routing  techniques:  This  work  has  proposed  a  routing 




decision  making  among  the  nodes  taking  into  account  different  parametersto 






o Application  cognitive multi‐path  routing  in wireless mesh  networks: An  algorithm 
has been proposed to select and establish the appropriate set of multiple paths  in 
the wireless backhaul side of a wireless mesh network. By using multiple paths, we 
can achieve better utilization of  the available backhaul  resources and  increase  the 
overall capacity of a given WMN.Aggregated backhaul bandwidth, made available to 
a  particular  AP,  can  increase  access  capacity  of  that  AP  several  times  when 
compared to the capacity achieved through the best available single path. Compared 
to legacy multipath approaches, the proposed algorithm provides the same level of 
backhaul  bandwidth  aggregation with  drastically  increased QoS  levels.  Results  of 
experiments conducted  in the open platform WMN test‐bed show that  jitter  levels 
tend to be lower and more stable in comparison with single path routing.  
o UE‐to‐UE  trusted  direct  path:  In  this  work  the  problem  addressed  is  the 
establishment of a WLAN network between different devices using the connections 
allowed by another technology. More specifically,  it deals with the selection of the 
candidate AP and  the operating channel  to  fulfil  the QoS and power minimization 
requirements for all the WLAN members.  
o Content conditioning and distributed storage virtualization/aggregation  for context 




users,  performs  the  node  selection  for  multimedia  content  placement  and 
distribution. Criteria  for node selection  is based on request distribution, popularity 
of  multimedia  content,  status  of  caching  storage  of  WMN  nodes  and  user’s 
behaviour. The evaluation of the proposed algorithm has revealed the advantage of 
cache‐p2p organization of WMN CDN, the robustness of the proposed MILP model 




copy  of  source  server’s  content).  Shown  results  are  collected  from  “regular” 




approaches,  a  comprehensive OneFIT  solution  for nodes  and  routes  selection has 
been presented.  In this solution, decisions regarding  identification and selection of 
nodes  and  routes  are  conducted  both  locally  and  in  a  centralized 
manner.Centralized  knowledge  management  includes  knowledge  derivation  and 
storing  including  different  aspects  such  as  node  capabilities,  network  topology, 
available  paths,  etc.  In  turn,  some WP4  algorithms  run  on  user  terminals  locally, 
which  enables  these  devices  to  carry  out  their  own  decision making  process  in 
cooperation with  the  centralized management  system. Performance evaluation of 
this approach has presented the benefits brought in terms of energy consumption in 






the  complex  optimization  problem  of  allocation  of  network  resources  to  reroute macro‐
terminals to the femtocells and also to allocate the minimum possible power level to these 
femtocells.  The  problem  is mathematically  formulated  and  solved  by means  of  a  novel 
greedy algorithm denoted as DRA  (Dynamic Resource Allocation). Results  from  testing  the 




2117.10%  faster  than  the  TS).In  addition,  the  benefits  that  derived  from  the  use  of 
femtocells at  the energy consumption of a macro BS and  the battery  lifetime of  terminals 
through 3 indicative test cases were studied. Simulation results depicted that the BS energy 
consumption  is  decreasing  while  the  number  of  femtocells  increases. Moreover,  it  was 
illustrated  that  the  BS  energy  consumption  increases  while  the  number  of  terminals 
increases  in  the network. Furthermore,  the battery  lifetime of a macro‐terminal, a  femto‐
terminal and a moving terminal was studied, obtaining that the battery lifetime of a femto‐
terminal is significantly higher than the one of the macro‐terminal. 
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