Introduction: DWT based coding has better compression performance than discrete cosine transform (DCT) based coding in low hit rate communication, usually lower than O.Zbit/pixeI [I] . VQ also has many coding advantages, such as simpler decoding and higher performance. Therefore, several image-coding methods based on DWT and VQ have been introduced for low bit rate coding [2, 31 . This Letter describes a DWT and CVQ based coding method for very low hit rates. In this method, the classification procedure for CVQ represents a significant contribution. Fig. 1 shows a block diagram of the proposed coding system. The proposed coding scheme divides the wavelet coefficients of an image into DC and AC coefficients, which are then encoded by different methods. The DC coefficients are quantised to 8 bit precision and encoded by differential pulse code modulation (DPCM) followed by Huffman coding. The AC coefficients are rearranged for VQ; then, the rearranged AC coefficient vectors are classified into two classes based on the characteristics of the DC coefficient corresponding to each AC coefficient vector. Progressive transmission of wavelet coefficients, the DC coefficients first and the AC coefficients second, allows the decoder to extract the correct class information directly from the already-transmitted DC coeflicients. The proposed scheme does not require extra hits for class identification so that overall coding performance can be improved.
Another advantage of this scheme is the simplicity of the hardware architecture.
Calculation of classification parameters: Vector assembly in the block diagram of Fig. 1 is performed by the same method as that used in [2] . For effective exploitation of interband positional dependency and intervector correlation, a vector is composed of 8 x 8 points of the DWT coefficients as shown in Fig. 2 . The main feature of the proposed system is that the classification parameters of the AC coefficient vectors can be extracted directly from the DC coefficients during the decoding process instead of being transmitted from the encoder. 
(1) (2) In eqns. 1 and 2, difh and difv are the highpass-filter outputs of the DC coefficients along the horizontal and the vertical directions, respectively, and the coefficients of the highpass filter have been chosen simply as {-I 2 -I}. The features of the DC coefficients are similar to those of the original image because these coefficients represent a coarse version of the original image. Therefore, the classification using DC coefficients makes sense. Clussrficution r u l m The classification rules, shown in Fig. 4 , using the parameters dip and dfii can be described as follows. First, if
IdrfhI is smaller than ldfv x k!, the vector is classified as a vertical vector, and if ldifvl is smaller than idrfh x kl, the vector is classified as a horizontal vector. These horizontal and vertical vectors correspond to four wedges in Fig. 4 . Secondly, if both idifhl and ldifvl are smaller than some threshold, TH-U, the vector is classified as a uniform vector and appears in the shaded square of Fig. 4 . Next, the remaining unclassified vectors are classified as texture vectors. Finally. the vertical vectors are flipped along a diagonal line so that the flipped vertical vectors can have similar properties to the horizontal vectors and so that the total entropy can be reduced.
The directional class. which includes horizontal vectors, flipped vertical vectors and uniform vectors, uses a directional codehook. The other vectors are included in the texture class, which uses a texture codebook. The classification into two codebooks improves the compression performance by reducing the entropy. In computer simulation, we choose the value of k first and then select the Tff-U so that the number of directional vectors will he equal to the number of texture vectors. As a result, no bit rate overhead for classification is present in this proposed scheme because the decoder can regenerate the class information from the alreadytransmitted DC coefficients by using the same procedure as that used in the encoder. Fig. 5 shows the peak signal to noise ratio (PSNR) of the outside sequences, whose images are not used for vector codebook generation. Six 512 x 512 images (boats, bridge, F-16, girl, jaguar, and pepper) were used for the training sequences, and the hiorthogonal DWT basis found in [3] was applied for DWT decomposition. Table 1 shows a comparison of the PSNR results with those of other compression schemes. The PSNRs of the proposed system and the system of [2] have similar features; that is, both systems have the same vector-assembly method and adopt CVQ. However, the decoding process of [2] requires class information to be transmitted from the encoder and treats the horizontal and the vertical vectors as separate classes, which needs more entropy than that of the proposed system. The proposed system and the systems in [3, 41 use the same wavelet basis and vector size, but the results of the proposed system are better than those of the systems in [3, 41 thanks to the performance improvement due to the proposed classification procedure. Even though the performance of the proposed system is slightly lower than that of the system in [5], the proposed system has a major advantage: a simple architecture which does not require an adaptive process. (Fig. 1) . The number of votes of a certain strip (p,, e,) is kept in the member of the accumulation matrix qilbl. All members of the accumulation matrix are set equal to zero. For each feature point (x, y ) and for each Cl , , eqn. 1 is used to calculate the corresponding p(e,, x, y ) . After the p!, which is the member of the segmentation set along the p-direction that is closest to the calculated p, is found, the number of votes of the cell that corresponds to (p,, e, ) is incremented by one. A highly voted cell is an indication of the existence of a digital straight line segment.
It has been recognised that among the main disadvatages of the Hough transform is its failure to provide information about the position and the length of the digital straight line segment [2] . The purpose of this Letter is to propose an algorithm for the accurate calculation of the length of a digital segment by its Hough transform.
Previous uork:
Recently, Akhtar and Atiquzzaman [2] used the Hough transform to determine the length of a digital straight line segment on an image. Their method was based on the number of cells to which the segment is spread out. They used a theory on the spreading out of a digital straight line segment proposed by van Veen and Groen [3] to derive the formula
