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Abstract
We are interested in the rate of convergence of a subordinate Markov process to
its invariant measure. Given a subordinator and the corresponding Bernstein
function (Laplace exponent) we characterize the convergence rate of the
subordinate Markov process; the key ingredients are the rate of convergence of
the original process and the (inverse of the) Bernstein function. At a technical
level, the crucial point is to bound three types of moments (sub-exponential,
algebraic and logarithmic) for subordinators as time t tends to infinity. At
the end we discuss some concrete models and we show that subordination can
dramatically change the speed of convergence to equilibrium.
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1. Introduction and main result
The notion of stochastic stability of a Markov process is of fundamental importance
both in theoretical studies and in practical applications. There are various character-
izations of geometric (or exponential) ergodicity, see e.g. [22, 20, 21, 5, 6, 13] and the
references given in these papers. In recent years, there has been considerable interest
in sub-geometric (or sub-exponential) ergodicity, see for example [11, 14, 12, 10, 4, 23]
for developments in this direction. In this paper, we want to study sub-geometric
convergence rates of Markov processes under subordination in the sense of Bochner.
LetX = {Xt : t ≥ 0} be a Markov process with state space (E,B(E)) and transition
function P t(x, dy). We assume that E is a locally compact and separable metric space
and we denote by B(E) the corresponding Borel σ-algebra. Let f : E → [1,∞) be
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a measurable control function; the f -norm of a signed measure µ on E is defined as
‖µ‖f := sup|g|≤f |µ(g)|. Here, the supremum ranges over all measurable g which are
dominated by f and µ(g) :=
∫
g dµ. It is not hard to see that ‖ · ‖f ≥ ‖ · ‖TV always
holds for the total variation norm ‖ · ‖TV; if f is bounded, then the norms ‖ · ‖f and
‖ · ‖TV are even equivalent.
The convergence behaviour of a process X to a stationary distribution π in the
f -norm can be captured by estimates of the form∥∥P t(x, ·)− π∥∥
f
≤ C(x)r(t), x ∈ E, t ≥ 0, (1.1)
where C(x) ∈ (0,∞) is a constant depending on x ∈ E and r : [0,∞) → (0, 1] is the
non-increasing rate function. We say that X displays sub-geometric convergence in
f -norm, if the rate function r satisfies r(t) ↓ 0 and log r(t)/t ↑ 0 as t→∞. Such r are
called sub-geometric rates.
In many cases, the convergence rate r can be explicitly given, and the typical
examples are
r(t) = e−θt
δ
, r(t) = (1 + t)−β, r(t) = [1 + log(1 + t)]−γ , (1.2)
where θ > 0, δ ∈ (0, 1] and β, γ > 0 are some constants; see Section 4 below for
specific models. Note that r(t) = e−θt is the classical exponential convergence rate.
Some authors refer to the above examples as sub-exponential, algebraic and logarithmic
rates, respectively.
Bochner’s subordination is a means to obtain more general (and also interesting)
jump–type Markov processes from a given Markov process through a random time
change by an independent non-decreasing Le´vy process (a subordinator). Among the
most interesting examples are the symmetric α-stable Le´vy processes, which can be
viewed as subordinate Brownian motions. It is known that many fine properties of
Markov processes (and the corresponding Markov semigroups) are preserved under
subordination, see [16, 8] for Harnack and shift Harnack inequalities for subordinate
semigroups, [26, 15] for Nash and Poincare´ inequalities under subordination, and [9]
for the quasi-invariance property of subordinate Brownian motion.
Let us recall the basics of Bochner’s subordination. Let S = {St : t ≥ 0} be
a subordinator (without killing), i.e. a non-decreasing Le´vy process on [0,∞) with
Laplace transform
E e−uSt = e−tφ(u), u > 0, t ≥ 0.
The characteristic (Laplace) exponent φ : (0,∞)→ (0,∞) is a Bernstein function, i.e.
φ is of class C∞ such that (−1)n−1φ(n) ≥ 0 for all n = 1, 2, . . . ; it is well known that
every Bernstein function admits a unique (Le´vy–Khintchine) representation
φ(u) = bu+
∫
(0,∞)
(
1− e−uy
)
ν(dy), u > 0, (1.3)
where b ≥ 0 is the drift parameter and ν is a Le´vy measure, i.e. a measure on (0,∞)
satisfying
∫
(0,∞)(y ∧ 1) ν(dy) < ∞. Our main reference for Bernstein functions and
subordination is the monograph [24]. Assume that S and X are independent processes.
The subordinate process defined by the random time-change Xφt := XSt is again a
Markov process; if X has an invariant probability measure π, then π is also invariant for
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the subordinate processXφ. This follows immediately from the form of the subordinate
Markov transition function which is given by
P tφ(x, dy) =
∫
[0,∞)
P s(x, dy)µt(ds),
where µt := P(St ∈ ·) is the transition probability of St; the integral is understood in
the sense of vague convergence of probability measures.
We are interested in the following question: Assume that P t is sub-geometrically
convergent to π with respect to the f -norm as t → ∞; how fast will P tφ tend to π?
More precisely, we need to find a suitable non-increasing function rφ on (0,∞) such
that limt→∞ rφ(t) = 0 and∥∥P tφ(x, ·)− π∥∥f ≤ C(x)rφ(t), x ∈ E, t > 0, (1.4)
for some positive constant C(x) depending only on x ∈ E. As we will see, if the
convergence rates of the original process X are of the three typical forms in (1.2), then
we are able to derive convergence rates for the subordinate Markov process under some
reasonable assumptions on the underlying subordinator.
Note that any non-trivial Bernstein function φ is strictly increasing. In this paper,
the inverse function of φ will be denoted by φ−1.
We can now state the main result of our paper.
Theorem 1.1. Let X be a Markov process and S an independent subordinator with
Bernstein function φ of the form (1.3).
a) Assume that (1.1) holds with rate r(t) = e−θt
δ
for some constants θ > 0 and
δ ∈ (0, 1]. If ν(dy) ≥ cy−1−α dy for some constants c > 0 and α ∈ (0, 1), then
(1.4) holds with rate
rφ(t) = exp
[
−C t
δ
α(1−δ)+δ
]
,
where C = C(θ, δ, c, α) > 0.
b) Assume that (1.1) holds with rate r(t) = (1 + t)−β for some constant β > 0. If
lim inf
s→∞
φ(s)
log s
> 0 and lim inf
s↓0
φ(λs)
φ(s)
> 1 for some (hence, all) λ > 1, (1.5)
then (1.4) holds with rate
rφ(t) = 1 ∧
[
φ−1
(
1
t
)]β
.
c) Assume that (1.1) holds with rate r(t) = [1 + log(1 + t)]−γ for some constant
γ > 0. If ν(dy) ≥ cy−1−α dy for some constants c > 0 and α ∈ (0, 1), then (1.4)
holds with rate
rφ(t) = 1 ∧ log
−γ(1 + t).
Remark 1.1. Typical examples for Bernstein function φ satisfying (1.5) are
• φ(s) = log(1 + s);
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• φ(s) = sα logβ(1 + s) with α ∈ (0, 1) and β ∈ [0, 1− α);
• φ(s) = sα log−β(1 + s) with 0 < β < α < 1;
• φ(s) = s(1 + s)−α with α ∈ (0, 1).
We refer to [24] for an extensive list of such Bernstein functions.
Our paper is organized as follows. In order to prove Theorem 1.1, we establish in
Section 2 three types of moment estimates for subordinators; this part is interesting
in its own right. The proof of Theorem 1.1 will be addressed in Section 3. Section 4
contains several concrete models for which the corresponding convergence rates can be
explicitly given. For the reader’s convenience, the appendix contains some elementary
calculations, which have been used in the proof of Theorem 2.1 in Section 2.
2. Moment estimates for subordinators
In this section we prove some moment estimates for subordinators, which will be
crucial for the proof of our main result Theorem 1.1. Related moment estimates for
general Le´vy processes and subordinators can be found in [8, Section 3]. Recently,
F. Ku¨hn [18] extended our results on Le´vy processes to Feller processes.
Theorem 2.1. Let S be a subordinator with Bernstein function φ given by (1.3).
a) Let θ > 0 and δ ∈ (0, 1]. If ν(dy) ≥ c y−1−α dy for some constants c > 0 and
α ∈ (0, 1), then there exists a C = C(θ, δ, c, α) > 0 such that
E e−θS
δ
t ≤ exp
[
−C t
δ
α(1−δ)+δ
]
for all sufficiently large t > 1.
b) Let β > 0.
i) We have
ES−βt ≥
1
eβΓ(β)
[
φ−1
(
1
t
)]β
for all t > 0.
ii) If the Bernstein function φ satisfies (1.5), then there exists a C = C(β) > 0
such that
ES−βt ≤ C
[
φ−1
(
1
t
)]β
for all sufficiently large t > 1.
iii) If the Bernstein function φ satisfies
lim inf
s→∞
φ(λs)
φ(s)
> 1 for some (hence, all) λ > 1,
then there exists a C = C(β) > 0 such that
ES−βt ≤ C
[
φ−1
(
1
t
)]β
for all t ∈ (0, 1].
c) Let γ > 0.
i) If ν(dy) ≥ cy−1−α dy for some constants c > 0 and α ∈ (0, 1), then there
exists a C = C(γ, c, α) > 0 such that
E log−γ(1 + St) ≤ C log−γ
(
1 + t1/α
)
for all t > 0.
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ii) If ν(dy) = cy−1−α dy for some constants c > 0 and α ∈ (0, 1), then there
exists a C = C(γ, c, α) > 0 such that
E log−γ(1 + St) ≥ C log
−γ
(
1 + t1/α
)
for all t > 0.
Remark 2.1. Theorem 2.1 b) is motivated by an argument in [2, proof of Theorem
2.1], where the special case β = 1/2 was treated, cf. also [25, proof of Theorem 1.3].
For the estimate of ES
−1/2
t for large t, it was assumed in [2, Theorem 2.1] that the
Bernstein function φ satisfies
lim inf
s→∞
φ(s)
log s
> 0, lim inf
s↓0
φ(s)| log s| <∞, lim sup
s↓0
φ−1(2s)
φ−1(s)
<∞. (2.1)
By Lemma 2.2 b) and Lemma 2.3 b) below, the third condition in (2.1) implies that
there exist constants c1, c2, κ > 0 such that
φ(s) ≤ c1s
κ, 0 < s ≤ c2,
and then
lim sup
s↓0
φ(s)| log s| ≤ c1 lim sup
t→∞
log t
tκ
= 0.
This means that the third condition in (2.1) implies the second, and so (2.1) can be
written as
lim inf
s→∞
φ(s)
log s
> 0, lim sup
s↓0
φ−1(λs)
φ−1(s)
<∞ for some (hence, all) λ > 1.
Before we give the proof of Theorem 2.1, we need some preparations. The following
useful lemma is taken from Mu-Fa Chen’s book [6, Lemma A.1, p. 193], see also [26,
Lemma 5] for a special case.
Lemma 2.1. Let C > 0, h : [0,∞)→ (0, 1] be an absolutely continuous function, and
ρ : (0, 1]→ (0, 1] be a non-decreasing function. If
h′(t) ≤ Cρ
(
h(t)
)
for almost all t ≥ 0,
then
G
(
h(t)
)
≤ G
(
h(0)
)
− Ct for all t ≥ 0,
where
G(v) := −
∫ 1
v
du
ρ(u)
, 0 < v ≤ 1.
For any strictly increasing function g : (0,∞)→ (0,∞), we denote by g−1 its inverse
function.
Lemma 2.2. Let g : (0,∞)→ (0,∞) be a strictly increasing function.
a) The following statements are equivalent:
i) lim
t→∞
g(t) =∞ and lim sup
t→∞
g−1(λ0t)
g−1(t)
<∞ for some λ0 > 1.
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ii) lim
t→∞
g(t) =∞ and lim sup
t→∞
g−1(λt)
g−1(t)
<∞ for all λ > 1.
iii) lim inf
t→∞
g(λ0t)
g(t)
> 1 for some λ0 > 1.
If g is concave, then i)–iii) are also equivalent to:
iv) lim inf
t→∞
g(λt)
g(t)
> 1 for all λ > 1.
b) The following statements are equivalent:
i) lim sup
t↓0
g−1(λ0t)
g−1(t)
<∞ for some λ0 > 1.
ii) lim sup
t↓0
g−1(λt)
g−1(t)
<∞ for all λ > 1.
iii) lim inf
t↓0
g(λ0t)
g(t)
> 1 for some λ0 > 1.
If g is concave, then i)–iii) are also equivalent to:
iv) lim inf
t↓0
g(λt)
g(t)
> 1 for all λ > 1.
Proof. We will only show a), since the proof of b) is completely analogous.
i) ⇔ ii): The direction ii) ⇒ i) is trivial. Conversely, suppose that i) holds true for
some λ0 > 1. By the monotonicity of g, ii) holds for all λ ∈ (1, λ0]. Now assume that
λ > λ0 and let k := ⌊logλ0 λ⌋, where ⌊x⌋ denotes the integer part of a non-negative
real number x ≥ 0. Since i) implies that there exist c1 > 1 and c2 > 0 such that
g−1(λ0t) ≤ c1g−1(t), t ≥ c2, (2.2)
we find
g−1(λt) ≤ g−1
(
λk+10 t
)
≤ ck+11 g
−1(t), t ≥ c2λ−k0 ,
and so
lim sup
t→∞
g−1(λt)
g−1(t)
≤ ck+11 <∞.
i) ⇔ iii): If i) holds, we can apply g to both sides of (2.2) and substitute g−1(t) = s
to get
λ0g(s) ≤ g(c1s), s ≥ g
−1(c2).
This implies
lim inf
s→∞
g(c1s)
g(s)
≥ λ0 > 1,
and then iii).
Conversely, if iii) is satisfied for some λ0 > 1, then it is clear that limt→∞ g(t) =∞,
and moreover, we can easily reverse the above argument to deduce i).
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iii) ⇔ iv) Assume that that g is concave. If iii) holds for some λ0 > 1, then iv) is true
for all λ ≥ λ0. It remains to consider the case λ ∈ (1, λ0). By iii), there exist c3 > 1
and c4 > 0 such that
g(λ0t) > c3g(t), t ≥ c4.
Using the concavity of g, we obtain that for any t ≥ c4 and λ ∈ (1, λ0)
g(λt) = g
(
λ0 − λ
λ0 − 1
t+
λ− 1
λ0 − 1
λ0t
)
≥
λ0 − λ
λ0 − 1
g(t) +
λ− 1
λ0 − 1
g(λ0t)
>
λ0 − λ
λ0 − 1
g(t) +
λ− 1
λ0 − 1
c3g(t),
which yields
lim inf
t→∞
g(λt)
g(t)
≥
λ0 − λ
λ0 − 1
+
λ− 1
λ0 − 1
c3 >
λ0 − λ
λ0 − 1
+
λ− 1
λ0 − 1
= 1.
This completes the proof. 
Below we extend a lemma which was originally proved in [17].
Lemma 2.3. Let g : (0,∞)→ (0,∞) be a non-decreasing function.
a) If
lim inf
t→∞
g(λt)
g(t)
> 1 for some λ > 1,
then there exist positive constants c1, κ1,M such that
g(t) ≥ c1t
κ1 for all t ∈ [M,∞).
b) If
lim inf
t↓0
g(λt)
g(t)
> 1 for some λ > 1,
then there exist positive constants c2, κ2,m such that
g(t) ≤ c2t
κ2 for all t ∈ (0,m].
Proof. The first assertion can be found in [17, Lemma 3.8]. Part b) can be shown
in a similar way. By our assumption, there exist c3 > 1 and m > 0 such that
g(λt) ≥ c3g(t), 0 < t ≤ m.
This implies that for any n ∈ N
g(t) ≤ c−n3 g(λ
nt), 0 < t ≤
m
λn−1
.
Let t ∈ (0,m] and set
nt :=
⌊
logλ
m
t
⌋
+ 1.
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From this we get
g(t) ≤ g
( m
λnt−1
)
≤ c−nt3 g
(
λnt
m
λnt−1
)
≤ c
− logλ mt
3 g(λm) =
g(λm)
mlogλ c3
tlogλm
finishing the proof. 
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. a) We split the proof of this part into four steps.
a1) Without loss of generality, we may assume that S has no drift part, i.e. the
infinitesimal generator of S is given by
L g(x) =
∫
(0,∞)
(
g(x+ y)− g(x)
)
ν(dy), g ∈ C1b (R).
For δ ∈ (0, 1], set
g(x) := e−θx
δ
, x ≥ 0.
By Dynkin’s formula, one has
E g(St) = E g(Ss) + E
{∫ t
s
L g(Su) du
}
, 0 ≤ s ≤ t. (2.3)
a2) We will now estimate L g(x) for x > 0. Since ν(dy) ≥ c y−1−α dy, we have
L g(x) =
∫
(0,∞)
(
e−θ(x+y)
δ
− e−θx
δ
)
ν(dy)
≤ c e−θx
δ
∫ ∞
0
(
e−θx
δ((1+yx−1)δ−1) − 1
) dy
y1+α
= c x−αe−θx
δ
∫ ∞
0
(
e−θx
δ((1+z)δ−1) − 1
) dz
z1+α
.
Noting that
z ≥
(
θ−1x−δ + 1
)1/δ
− 1 =⇒ e−θx
δ((1+z)δ−1) − 1 ≤ −
(
1− e−1
)
,
we conclude that
L g(x) ≤ c x−αe−θx
δ
∫ ∞
(θ−1x−δ+1)1/δ−1
(
e−θx
δ((1+z)δ−1) − 1
) dz
z1+α
≤ −
(
1− e−1
)
c x−αe−θx
δ
∫ ∞
(θ−1x−δ+1)1/δ−1
dz
z1+α
= −
(
1− e−1
)
c α−1e−θx
δ
[(
θ−1 + xδ
)1/δ
− x
]−α
= −C1ρ
(
g(x)
)
,
(2.4)
where C1 :=
(
1− e−1
)
c α−1θα/δ and
ρ(u) := u
[
(1 − log u)1/δ − (− logu)1/δ
]−α
, 0 < u ≤ 1.
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a3) Some lengthy, but otherwise elementary, calculations (see Lemma A.1 in the
appendix) yield that ρ is convex and strictly increasing on (0, 1]. Therefore, (2.3) and
(2.4) together with Tonelli’s theorem and Jensen’s inequality give that for 0 ≤ s ≤ t
E g(St)− E g(Ss) ≤ −C1E
{∫ t
s
ρ
(
g(Su)
)
du
}
= −C1
∫ t
s
E ρ
(
g(Su)
)
du
≤ −C1
∫ t
s
ρ
(
E g(Su)
)
du.
Setting
h(t) := E g(St), t ≥ 0,
we find
h(t)− h(s)
t− s
≤ −C1
1
t− s
∫ t
s
ρ
(
h(u)
)
du, 0 ≤ s < t.
Because of (2.3) h is absolutely continuous on [0,∞), and so we can let t ↓ s to get
h′(s) ≤ −C1ρ
(
h(s)
)
for almost all s ≥ 0.
According to Lemma 2.1, one has
G
(
h(t)
)
≤ G(1)− C1t, t ≥ 0,
where
G(v) := −
∫ 1
v
du
ρ(u)
, 0 < v ≤ 1.
Clearly, G is strictly increasing with limr↓0G(r) = −∞ and G(1) = 0. Thus, we obtain
h(t) ≤ G−1
(
G(1)− C1t
)
= G−1 (−C1t) , t ≥ 0, (2.5)
where G−1 is the inverse function of G.
a4) In order to find a lower bound for G(v), we first observe that for v ∈ (0, 1]
G(v) = −
∫ 1
v
u−1
[
(1 − log u)1/δ − (− logu)1/δ
]α
du
= −
∫ − log v
0
[
(1 + s)1/δ − s1/δ
]α
ds.
It is easy to see that for s ≥ 0
(1 + s)1/δ − s1/δ =
1
δ
∫ 1+s
s
u
1−δ
δ du ≤
1
δ
(1 + s)
1−δ
δ ≤
1
δ
2
1−δ
δ max
{
s
1−δ
δ , 1
}
.
Thus, for v ∈ (0, e−1), one has∫ − log v
0
[
(1 + s)1/δ − s1/δ
]α
ds ≤
1
δα
2
α(1−δ)
δ +
1
δα
2
α(1−δ)
δ
∫ − log v
1
s
α(1−δ)
δ ds
≤ C2 + C2(− log v)
α(1−δ)+δ
δ
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for some C2 = C2(δ, α) > 0. This means that for all v ∈ (0, e
−1)
G(v) ≥ −C2 − C2(− log v)
α(1−δ)+δ
δ ,
from which one can easily deduce that
G−1 (−C1t) ≤ exp
[
−
(
C1C
−1
2 t− 1
) δ
α(1−δ)+δ
]
, t > 2C−11 C2.
Combining this with (2.5), the assertion follows.
b) We prove these three assertions separately.
b-i) Using the identity
x−β =
1
Γ(β)
∫ ∞
0
e−uxuβ−1 du, x ≥ 0, (2.6)
and Tonelli’s theorem, we obtain for t > 0
ES−βt =
1
Γ(β)
E
{∫ ∞
0
e−uStuβ−1 du
}
=
1
Γ(β)
∫ ∞
0
e−tφ(u)uβ−1 du.
Changing variables according to v = φ(u), we get
Γ(β)ES−βt =
∫ ∞
0
e−tv
[
φ−1(v)
]β−1 dv
φ′ (φ−1(v))
=
1
β
∫ ∞
0
e−tv d
{[
φ−1(v)
]β}
. (2.7)
Thus, we obtain the lower bound, since for any t > 0
βΓ(β)ES−βt ≥
∫ 1/t
0
e−tv d
{[
φ−1(v)
]β}
≥ e−1
[
φ−1
(
1
t
)]β
.
b-ii) By (1.5), Lemma 2.2 b) and Lemma 2.3 b), there exist constants c1, c2 > 1 and
c3, c4, κ > 0 such that
φ−1(2s) ≤ c1φ−1(s), 0 < s ≤ c2, (2.8)
φ(s) ≤ c3s
κ, 0 < s ≤ c2, (2.9)
φ−1(s) ≤ ec4s, s ≥ c2. (2.10)
By (2.7), the integration by parts formula and (2.10), we find for t > βc4
βΓ(β)ES−βt =
∫ ∞
0
[
φ−1(v)
]β
d
{
e−tv
}
=
∫ ∞
0
[
φ−1
(
s
t
)]β
e−s ds.
If t > c−12 and s ∈ (1, c2t), we set ks := ⌊log2 s⌋ and use (2.8) 1 + ks times to get
φ−1
(
s
t
)
≤ φ−1
(
21+ks 1t
)
≤ c1+ks1 φ
−1 ( 1
t
)
≤ c
1+log2 s
1 φ
−1 ( 1
t
)
= c1φ
−1 ( 1
t
)
slog2 c1 .
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Thus, for t > max{c−12 , 2βc4},
βΓ(β)ES−βt =
(∫ 1
0
+
∫ c2t
1
+
∫ ∞
c2t
)[
φ−1
(
s
t
)]β
e−s ds
≤
[
φ−1
(
1
t
)]β
+ cβ1
[
φ−1
(
1
t
)]β ∫ c2t
1
sβ log2 c1e−s ds+
∫ ∞
c2t
e−(1−βc4/t)s ds
≤
[
φ−1
(
1
t
)]β
+ cβ1 Γ (1 + β log2 c1)
[
φ−1
(
1
t
)]β
+ 2e−c2t/2.
Since it follows from (2.9) that
lim sup
t→∞
e−c2t/(2β)
φ−1
(
1
t
) = lim sup
s↓0
1
s
exp
[
−
c2
2βφ(s)
]
≤ lim sup
s↓0
1
s
exp
[
−
c2
2βc3sκ
]
= 0,
we can find some c5 = c5(β) > 0 such that
e−c2t/2 ≤
[
φ−1
(
1
t
)]β
, t > c5.
Therefore, we conclude that
βΓ(β)ES−βt ≤
(
3 + cβ1 Γ (1 + β log2 c1)
) [
φ−1
(
1
t
)]β
, t > max
{
c−12 , 2βc4, c5
}
,
which proves our claim.
b-iii) From our assumption and Lemma 2.2 a) we know
lim
s→∞
φ(s) =∞, and lim sup
s→∞
φ−1(2s)
φ−1(s)
<∞.
Thus, there is a constant c6 > 1 such that
φ−1(2s) ≤ c6φ−1(s) for all s ≥ 1,
from which we get
φ−1(2ns) ≤ cn6φ
−1(s) for all s ≥ 1 and n ∈ N.
This, together with (2.7), yields that for any t ∈ (0, 1]
βΓ(β)ES−βt =
(∫ 1/t
0
+
∞∑
k=0
∫ 2k+1/t
2k/t
)
e−tv d
{[
φ−1(v)
]β}
≤
[
φ−1
(
1
t
)]β
+
∞∑
k=0
e−2
k [
φ−1
(
2k+1 1t
)]β
≤
(
1 +
∞∑
k=0
e−2
k
c
(k+1)β
6
)[
φ−1
(
1
t
)]β
.
c) Assume that ν(dy) ≥ cy−1−α dy. Using the Le´vy-Itoˆ decomposition of the Le´vy
process St we denote by S˜t that part of St whose jumps are governed by the Le´vy
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measure cy−1−α dy. Clearly, S˜t has, up to a constant, the same jump behaviour as an
α-stable subordinator; moreover,
St ≥ S˜t, t ≥ 0.
By (2.6) and Tonelli’s theorem, we find for t > 0
E log−γ
(
1 + St
)
≤ E log−γ
(
1 + S˜t
)
=
1
Γ(γ)
E
{∫ ∞
0
e−u log(1+S˜t) uγ−1 du
}
=
1
Γ(γ)
∫ ∞
0
E
{(
1 + S˜t
)−u}
uγ−1 du.
Since S˜t behaves like an α-stable subordinator, we get from [1, (14)]
P
(
S˜t ∈ ds
)
≤ Cα,c ts
−1−αe−ts
−α
ds,
where Cα,c > 0 is a constant depending only on α and c; using the change of variable
v = ts−α and Tonelli’s theorem, we obtain
E log−γ(1 + St) ≤
Cα,c
Γ(γ)
t
∫ ∞
0
(∫ ∞
0
(1 + s)−us−1−αe−ts
−α
ds
)
uγ−1 du
=
Cα,c
αΓ(γ)
∫ ∞
0
(∫ ∞
0
(
1 +
(
t
v
)1/α)−u
e−v dv
)
uγ−1 du
=
Cα,c
αΓ(γ)
∫ ∞
0
(∫ ∞
0
(
1 +
(
t
v
)1/α)−u
uγ−1 du
)
e−v dv
=
Cα,c
α
∫ ∞
0
log−γ
(
1 +
(
t
v
)1/α)
e−v dv
=
Cα,c
α
(∫ 1
0
+
∫ ∞
1
)
log−γ
(
1 +
(
t
v
)1/α)
e−v dv
=:
Cα,c
α
(I1 + I2).
First,
I1 ≤ log
−γ
(
1 + t1/α
) ∫ 1
0
e−v dv =
(
1− e−1
)
log−γ
(
1 + t1/α
)
.
Since the function x 7→ x−1 log(1 + x) is strictly decreasing for x > 0, one has
log(1 + x)
x
>
log(1 + λ)
λ
, 0 < x < λ. (2.11)
For v > 1, using (2.11) with x = (tv−1)1/α and λ = t1/α, we get
log
(
1 +
(
t
v
)1/α)
>
log
(
1 + t1/α
)
t1/α
(
t
v
)1/α
=
log
(
1 + t1/α
)
v1/α
,
and so
I2 ≤ log
−γ
(
1 + t1/α
)∫ ∞
1
vγ/αe−v dv ≤ Γ
(
γ
α + 1
)
log−γ
(
1 + t1/α
)
.
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These estimates give the upper bound in c-i).
If ∗ ν(dy) = cy−1−α dy, then for any t > 0, the distribution of St coincides with that
of t1/αS1. Using Lemma A.2 with τ = t
1/α > 0 and x = S1 ≥ 0, we obtain for γ > 0
E log−γ(1 + St) = E log−γ(1 + t1/αS1)
≥ E
[(
(1 + S1) log(1 + t
1/α)
)−γ]
(2.12)
= E
[
(1 + S1)
−γ] · log−γ (1 + t1/α) .
From (2.12) we get the desired lower bound in c-ii). 
3. Proof of Theorem 1.1
Theorem 1.1 follows at once from Lemma 3.1 below together with the corresponding
upper moment bounds for subordinators derived in Theorem 2.1.
Lemma 3.1. If (1.1) holds with some rate function r, then so does (1.4) with rate
function rφ(t) = E r(St).
Proof. By the definition of P tφ(x, dy) and (1.1), we find that for all t > 0 and x ∈ E
∥∥P tφ(x, ·) − π∥∥f =
∥∥∥∥∥
∫
[0,∞)
(
P s(x, ·) − π
)
µt(ds)
∥∥∥∥∥
f
≤
∫
[0,∞)
‖P s(x, ·)− π‖f µt(ds)
≤ C(x)
∫
[0,∞)
r(s)µt(ds)
= C(x)E r(St),
and the claim follows. 
4. Examples
In this section, we discuss three models for which we are able to obtain explicit
convergence rates, so that our main result Theorem 1.1 can be applied.
4.1. Q-processes on Z+
Let Q = (qij)i,j∈Z+ be a Q-matrix with
q00 = −λ0, q0i = λ0pi, qi0 = −qii = λi, i ≥ 1,
and qij = 0 otherwise, where (pi)i≥1 and (λi)i≥0 are two sequences of positive numbers
with
∑∞
i=1 pi = 1 and supi≥0 λi < ∞. It is well known that there exists a unique
Q-process with transition semigroup P t =
∑∞
n=0(tQ)
n/n!, cf. [5, Corollary 2.24].
∗ The lines up to the end of the proof is the version mentioned in the correction to our paper
Adv. Appl. Probab. (2017), 162–181.
14 Deng, Schilling and Song
Moreover, we assume
lim inf
i→∞
λi = 0 and
∞∑
i=1
piλ
−1
i <∞.
Under these assumptions it is easy to see that the process admits an invariant distri-
bution π given by
π0 =
(
1 + λ0
∞∑
j=1
pjλ
−1
j
)−1
, πi = π0λ0piλ
−1
i , i ≥ 1.
For this toy model, it is known, see [14, (the proofs of) Propositions 12 and 14], that
a) If
∞∑
i=1
pi
(
1 ∨ λ−1i
)
λ
−1/2
i e
θ2λ−1i <∞
for some θ > 0, then (1.1) holds for any q ∈ [0, 1] with
r(t) = e−2θq
√
t, f(i) =
(
1 + λ
−1/2
i e
θ2λ−1i
)1−q
.
b) If
∞∑
i=1
piλ
−1−θ
i <∞
for some θ ≥ 0, then (1.1) holds for any β ∈ [0, θ] with
r(t) = (1 + t)−β , f(i) = 1 + λβ−θi .
c) If
∞∑
i=1
pi
(
1 ∨ λ−1i
)
logθ
(
1 ∨ λ−1i
)
<∞
for some θ ≥ 0, then (1.1) holds for any γ ∈ [0, θ] with
r(t) = [1 + log(1 + t)]
−γ
, f(i) =
[
1 + log
(
1 ∨ λ−1i
)]θ−γ
.
4.2. Diffusion processes on Rd
Consider the stochastic differential equation (SDE):
dXt = b(Xt) dt+ σ(Xt) dBt, X0 = x, (4.1)
where {Bt : t ≥ 0} is a standard d-dimensional Brownian motion, b : R
d → Rd and
σ : Rd → Rd×d are locally Lipschitz, σ is bounded, and the smallest eigenvalue of
a(x) := σ(x)σ⊤(x) is bounded away from zero in every bounded domain. If there exist
constants p ∈ (0, 1), C > 0 and M > 0 such that
〈b(x), x〉 ≤ −C|x|1−p, |x| ≥M,
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then (4.1) has a unique solution with infinite life-time and an invariant probability
measure π; moreover, (1.1) holds for any q ∈ (0, 1) with
r(t) = exp
[
−C1qt
(1−p)/(1+p)
]
, f(x) = 1 + (1 + |x|)−2p(1−q) exp
[
C2(1− q)|x|
1−p]
for some positive constants C1 and C2, see [10, Theorem 5.4].
Set
K :=
λ+ − λ− + Λ
2λ+
,
where
λ+ := sup
x 6=0
〈a(x)x, x〉
|x|2
, λ− := inf
x 6=0
〈a(x)x, x〉
|x|2
, Λ := sup
x∈Rd
Tr
(
a(x)
)
.
In order to obtain algebraic rates of convergence, we need the following condition:
(A) There exist constants C > K and M > 0 such that
〈b(x), x〉 ≤ −Cλ+, |x| ≥M.
It is not hard to see that under (A) there is a unique non-explosive solution to the
SDE (4.1).
Proposition 4.1. Assume that (A) holds. Then (1.1) holds for any β ∈ (0, C −K)
and any m ∈ (0, C −K − β) with
r(t) = (1 + t)−β , f(x) = 1 + |x|2m.
4.3. SDEs driven by α-stable processes
Consider the SDE
dXt = b(Xt) dt+ dZt, X0 = x, (4.2)
where {Zt : t ≥ 0} is an α-stable (0 < α < 2) Le´vy process on R
d, and b : Rd → Rd is
continuous such that
〈b(x) − b(y), x− y〉 ≤ L|x− y|2, x, y ∈ Rd
for some L ∈ R. Under these assumptions there exists a unique non-explosive solution
to the SDE (4.2), which is (strong) Feller by the dimension-free Harnack inequality, cf.
[28, 7], and Lebesgue irreducible, see e.g. [19].
Proposition 4.2. a) If there exist constants p ≥ 0, C > 0 and M > 0 such that
〈b(x), x〉 ≤ −C|x|2 log−p(1 + |x|), |x| ≥M, (4.3)
then (1.1) holds for any q ∈ (0, 1) and any m ∈ (0, 1 ∧ (d− 1 + α)) with
r(t) = exp
[
−C˜qt1/(1+p)
]
, f(x) = 1 + |x|m(1−q)
for some constant C˜ = C˜(C, p,M,m) > 0.
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b) If there exist p ∈ (0, 1 ∧ (d− 1 + α)), C > 0 and M > 0 such that
〈b(x), x〉 ≤ −C|x|p+2−1∧(d−1+α), |x| ≥M, (4.4)
then (1.1) holds for any β ∈
(
0, p1∧(d−1+α)−p
)
and any 0 < m < p−β(1∧(d−1+α)−p)
with
r(t) = (1 + t)−β , f(x) = 1 + |x|m.
Remark 4.1. If (4.3) holds with p = 0, then we get exponential rates of convergence
in Proposition 4.2 a), see e.g. [19, Lemma 2.4].
4.4. Proofs of Propositions 4.1 and 4.2
Our proofs of Propositions 4.1 and 4.2 are based on the following Foster–Lyapunov
criterion, which is a special case of [10, Theorem 3.2], see also [11, Theorem 2.8] for
the corresponding result for discrete-time Markov chains.
Let X be a Markov process with generator (A,D). It is well known that for g := Af
and f ∈ D the processMft := f(Xt)−f(X0)−
∫ t
0 g(Xs) ds is a martingale. Recall that
the extended generator consists of all pairs (f, g) of measurable functions such that
Mft is a local martingale for some unique g; note that we do not require f ∈ D nor
g = Af , see [3, p. 25, 26] for details. We denote the extended generator by (A , D(A )).
Proposition 4.3. Let X be a Markov process on the state space (E,B(E)) with
extended generator (A , D(A )). Assume that
a) Some skeleton chain (i.e. a Markov chain with transition kernel PT for some
T > 0) is ψ-irreducible for some σ-finite measure ψ.
b) There exist a closed petite set B, a constant b > 0, a continuous function V ∈
D(A ), V : E → [1,∞) with supB V < ∞, and a non-decreasing differentiable
concave function ϕ : [1,∞)→ (0,∞) satisfying limx→∞ ϕ′(x) = 0 and
A V (x) ≤ −ϕ ◦ V (x) + b1B(x), x ∈ E. (4.5)
Then there exists an invariant probability measure π such that π(ϕ◦V ) <∞, and (1.1)
holds for any q ∈ (0, 1) with
r(t) = 1 ∧
(
ϕ ◦H−1ϕ (t)
)−q
, and f = 1 ∨ (ϕ ◦ V )1−q,
where H−1ϕ is the inverse of the following function
Hϕ(u) =
∫ u
1
dx
ϕ(x)
, u ≥ 1.
Proof of Proposition 4.1. As it is pointed out in [10, p. 908], it is a standard argu-
ment that (A) ensures the existence of a unique invariant probability measure π, and
that any skeleton chain is π-irreducible. Thus, we know that every compact set is a
closed petite set, cf. [27, Theorems 5.1 and 7.1].
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Fix β ∈ (0, C−K) and m ∈ (0, C−K−β). Observe that C2(Rd) ⊂ D(A ). Choose
a test function V ∈ C2(Rd) such that V (x) = (1 + |x|)
2m+2β+2
for |x| > M . By (A),
we get for all |x| > M
A V (x) ≤ −Cλ+ (2m+ 2β + 2) (1 + |x|)
2m+2β+1 |x|−1
+ λ+ (m+ β + 1) (2m+ 2β + 1) (1 + |x|)
2m+2β
− λ− (m+ β + 1) (1 + |x|)
2m+2β+1
|x|−1
+ Λ (m+ β + 1) (1 + |x|)
2m+2β+1
|x|−1
≤ −2λ+(m+ β + 1)(C −K − β −m)(1 + |x|)
2m+2β
=: −C1(1 + |x|)
2m+2β .
This implies that the Foster-Lyapunov condition (4.5) holds with ϕ(x) = C1x
m+β
m+β+1 ,
B = {x ∈ Rd : |x| ≤ M} and some constant b > 0. Using Proposition 4.3 with
q = β/(m+ β), we know that (1.1) holds with
r(t) = 1 ∧
[
C
− βm+β
1
(
1 +
C1
m+ β + 1
t
)−β]
and f(x) = 1 ∨
[
C
m
m+β
1 (1 + |x|)
2m
]
.
This finishes the proof. 
Proof of Proposition 4.2. a) First of all, it is clear that{
V ∈ C2(Rd) :
∣∣∣∣∣
∫
|y|>1
(V (x+ y)− V (x))
dy
|y|d+α
∣∣∣∣∣ <∞ for all x ∈ Rd
}
⊂ D(A ).
Fix m ∈ (0, 1 ∧ (d− 1 + α)) and choose a test function V ∈ C2(Rd) such that V (x) =
(1 + |x|)m for |x| > M . Then V ∈ D(A ) and
A V (x) = 〈b(x),∇V (x)〉+ A1V (x) + A2V (x),
where
A1V (x) :=
∫
|y|>1
(V (x+ y)− V (x))
cd,α
|y|d+α
dy,
A2V (x) :=
∫
0<|y|≤1
(V (x+ y)− V (x)− 〈∇V (x), y〉)
cd,α
|y|d+α
dy.
Since |A1V (x)| = o(1) and |A2V (x)| = o(1) as |x| → ∞, see the proof of [19, Lemma
2.4], we obtain from (4.3) that for |x| > M
A V (x) ≤ −Cm (1 + |x|)m−1 |x| log−p (1 + |x|) + o(1)
≤ −C1V (x) (1 + p+ logV (x))
−p
for some C1 = C1(C, p,M,m) > 0. Hence, (4.5) is satisfied with ϕ(x) = C1x(1 +
p + log x)−p, and the claim follows from Proposition 4.3 and some straightforward
calculations.
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b) Set ̺ := 1 ∧ (d − 1 + α) − p and fix β ∈ (0, p/̺) and m ∈ (0, p − β̺). Choose
V ∈ C2(Rd) such that V (x) = (1 + |x|)m+̺(β+1) for |x| > M . As in part a), it is
not difficult to obtain from (4.4) that (4.5) holds with ϕ(x) = C2x
m+̺β
m+̺(β+1) for some
C2 = C2(C, p,M,m) > 0. Thus, the assertion follows from Proposition 4.3 with
q = ̺β/(m+ ̺β). 
Appendix A.
Lemma A.1. Let τ ≥ 1, α ∈ (0, 1) and
g(x) = x [(1− log x)τ − (− log x)τ ]
−α
, 0 < x ≤ 1.
Then the function g is convex and strictly increasing on (0, 1].
Proof. Obviously, we only need to prove the statement for x ∈ (0, 1). By a direct
calculation, we find that for x ∈ (0, 1)
g′(x) =
g(x)
x
+ τα
g(x)
x
[(1 − log x)τ − (− log x)τ ]
−1 [
(1− log x)τ−1 − (− log x)τ−1
]
= ξ(x)η(x),
where
ξ(x) :=
g(x)
x
= [(1− log x)τ − (− log x)τ ]
−α
,
η(x) := 1 + τα [(1− log x)τ − (− log x)τ ]
−1 [
(1− log x)τ−1 − (− logx)τ−1
]
.
Since ξ(x) > 0 and η(x) > 0 for all x ∈ (0, 1), g is strictly increasing on (0, 1). Noting
that g′′(x) = ξ′(x)η(x)+ ξ(x)η′(x), it suffices to prove that ξ′(x) ≥ 0 and η′(x) ≥ 0 for
all x ∈ (0, 1). For x ∈ (0, 1), one has
ξ′(x) =
τα
x
[(1− log x)τ − (− log x)τ ]
−α−1 [
(1 − log x)τ−1 − (− log x)τ−1
]
≥ 0,
and
1
τα
η′(x) =
τ
x
[(1− log x)τ − (− logx)τ ]−2
[
(1− log x)τ−1 − (− log x)τ−1
]2
−
τ − 1
x
[(1− log x)τ − (− logx)τ ]
−1 [
(1 − log x)τ−2 − (− log x)τ−2
]
=
1
x
[(1− log x)τ − (− logx)τ ]
−2
ζ(x),
where
ζ(x) := τ
[
(1− log x)τ−1 − (− log x)τ−1
]2
− (τ − 1) [(1− log x)τ − (− logx)τ ]
[
(1− log x)τ−2 − (− log x)τ−2
]
= (1− log x)2τ−2 + (− logx)2τ−2 − 2τ(1 − log x)τ−1(− log x)τ−1
+ (τ − 1)(1− log x)τ (− log x)τ−2 + (τ − 1)(1− log x)τ−2(− log x)τ .
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It remains to check that ζ(x) ≥ 0 for all x ∈ (0, 1). From the elementary inequality
y2 + z2 ≥ 2yz, y, z ≥ 0,
it follows that for x ∈ (0, 1)
ζ(x) ≥ 2(1− log x)τ−1(− log x)τ−1 − 2τ(1− log x)τ−1(− log x)τ−1
+ (τ − 1)(1− log x)τ (− log x)τ−2 + (τ − 1)(1− log x)τ−2(− log x)τ
= (τ − 1)(1− log x)τ−2(− log x)τ−2
≥ 0,
and the proof is finished. 
Lemma A.2. Let ∗ τ > 0 and x ≥ 0. Then
log(1 + τx) ≤ (1 + x) log(1 + τ).
Proof. By Bernoulli’s inequality,
1 + τx ≤ 1 + τ(1 + x) ≤ (1 + τ)1+x
and the claim follows upon taking logarithms on both sides. 
Acknowledgements
C.-S. Deng gratefully acknowledges support through the Alexander-von-Humboldt
foundation, the National Natural Science Foundation of China (11401442) and the
China Postdoctoral Science Foundation (2013). Y.-H. Song gratefully acknowledges
support through the National Natural Science Foundation of China (11426219, 11501576)
and the China Scholarship Council (201407085008).
References
[1] Bogdan, K., Sto´s, A. and Sztonyk, P. (2003). Harnack inequality for stable processes on
d-sets. Studia Math. 158, 163–198.
[2] Bo¨ttcher, B., Schilling, R. L. and Wang, J. (2011). Constructions of coupling processes for
Le´vy processes. Stoch. Proc. Appl. 121, 1201–1216.
[3] Bo¨ttcher, B., Schilling, R. L. and Wang, J. (2014). Le´vy-type Processes: Construction,
Approximation and Sample Path Properties, Lecture Notes in Mathematics vol. 2099/Le´vy
matters vol. III. Springer, Cham.
[4] Butkovsky, O. (2014). Subgeometric rates of convergence of Markov processes in the Wasser-
stein metric. Ann. Appl. Probab. 24, 526–552.
[5] Chen, M.-F. (2004). From Markov Chains to Non-Equilibrium Particle Systems, 2nd edn. Word
Scientific, Singapore.
[6] Chen, M.-F. (2005). Eigenvalues, Inequalities and Ergodicity. Springer, Singapore.
∗ This is the version of Lemma A.2 as mentioned in the correction to our paper Adv. Appl. Probab.
(2017), 162–181.
20 Deng, Schilling and Song
[7] Deng, C.-S. (2014). Harnack inequalities for SDEs driven by subordinate Brownian motions. J.
Math. Anal. Appl. 417, 970–978.
[8] Deng, C.-S. and Schilling, R. L. (2015). On shift Harnack inequalities for subordinate
semigroups and moment estimates for Le´vy processes. Stoch. Proc. Appl. 125, 3851–3878.
[9] Deng, C.-S. and Schilling, R. L. (2015). On a Cameron–Martin type quasi-invariance theorem
and applications to subordinate Brownian motion. Stoch. Anal. Appl. 33, 975–993.
[10] Douc, R., Fort, G. and Guillin, A. (2009). Subgeometric rates of convergence of f -ergodic
strong Markov processes. Stoch. Proc. Appl. 119, 897–923.
[11] Douc, R., Fort, G., Moulines, E. and Soulier, P. (2004). Practical drift conditions for
subgeometric rates of convergence. Ann. Appl. Probab. 14, 1353–1377.
[12] Douc, R., Moulines, E. and Soulier, P. (2007). Computable convergence rates for sub-
geometric ergodic Markov chains. Bernoulli 13, 831–848.
[13] Down, D., Meyn, S. P. and Tweedie, R. L. (1995). Exponential and uniform ergodicity of
Markov processes. Ann. Probab. 23, 1671–1691.
[14] Fort, G. and Roberts, G. O. (2005). Subgeometric ergodicity of strong Markov processes.
Ann. Appl. Probab. 15, 1565–1589.
[15] Gentil, I. and Maheux, P. (2015). Super-Poincare´ and Nash-type inequalities for subordinated
semigroups. Semigroup Forum 90, 660–693.
[16] Gordina, M., Ro¨ckner, M. and Wang, F.-Y. (2011). Dimension-independent Harnack
inequalities for subordinated semigroups. Potential Anal. 34, 293–307.
[17] Jacob, N., Knopova, V., Landwehr, S. and Schilling, R. L. (2012). A geometric
interpretation of the transition density of a symmetric Le´vy process. Sci. China Math. 55,
1099–1126.
[18] Ku¨hn, F. (2016). Existence and estimates of moments for Le´vy-type processes. To appear in
Stoch. Proc. Appl. (arXiv:1507.07907 [math.PR]).
[19] Masuda, H. (2007). Ergodicity and exponential β-mixing bounds for multidimensional diffusions
with jumps. Stoch. Proc. Appl. 117, 35–56.
[20] Meyn, S. P. and Tweedie, R. L. (1993). Stability of Markovian processes II: Continuous-time
processes and sampled chains. Adv. Appl. Probab. 25, 487–517.
[21] Meyn, S. P. and Tweedie, R. L. (1993). Stability of Markovian processes III: Foster-Lyapunov
criteria for continuous-time processes. Adv. Appl. Probab. 25, 518–548.
[22] Meyn, S. P. and Tweedie, R. L. (2009). Markov Chains and Stochastic Stability, 2nd edn.
Cambridge University Press, Cambridge.
[23] Ro¨ckner, M. and Wang, F.-Y. (2001). Weak Poincare´ inequalities and L2-convengence rates
of Markov semigroups. J. Funct. Anal. 185, 564–603.
[24] Schilling, R. L., Song, R. and Vondracˇek, Z. (2012). Bernstein Functions. Theory and
Applications, 2nd edn. De Gruyter, Studies in Mathematics 37, Berlin.
[25] Schilling, R. L., Sztonyk, P. and Wang, J. (2012). Coupling property and gradient estimates
of Le´vy processes via the symbol. Bernoulli 18, 1128–1149.
[26] Schilling, R. L. and Wang, J. (2012). Functional inequalities and subordination: stability of
Nash and Poincare´ inequalities. Math. Z. 272, 921–936.
[27] Tweedie, R. L. (1994). Topological conditions enabling use of Harris methods in discrete and
continuous time. Acta Appl. Math. 34, 175–188.
[28] Wang, F.-Y. and Wang, J. (2014). Harnack inequalities for stochastic equations driven by Le´vy
noise. J. Math. Anal. Appl. 410, 513–523.
