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STRANGE DUALITY AND THE HITCHIN/WZW CONNECTION
PRAKASH BELKALE
1. Introduction
Let X be a connected smooth projective curve of genus g over C. Assume for simplicity
that g > 2 (see Section 1.3). Let SUX(r) be the moduli space of semi-stable vector bundles
of rank r with trivial determinant over X. For any line bundle L of degree g − 1 on X define
ΘL = {E ∈ SUX(r), h
0(E ⊗ L) ≥ 1}. This turns out be a non-zero Cartier divisor whose
associated line bundle L = O(ΘL) does not depend upon L. It is known that L generates the
Picard group of SUX(r) ([DN]).
Let U∗X(k) be the moduli space of semi-stable rank k and degree k(g − 1) bundles on X.
Recall that on U∗X(k) there is a canonical non-zero theta (Cartier) divisor Θk whose underlying
set is {F ∈ U∗X(k), h
0(X,F ) 6= 0}. Put M = O(Θk). It is known that h
0(U∗X(k),M) = 1
([BNR]).
Consider the natural map π : SUX(r)×U
∗
X (k)→ U
∗
X(kr) given by tensor product. From the
theorem of the square, it follows that π∗M is isomorphic to Lk ⊠Mr. The canonical element
Θkr ∈ H
0(U∗X(kr),M) and the Kunneth theorem gives a map well defined up to scalars:
(1.1) H0(SUX(r),L
k)∗
SD
→ H0(U∗X(k),M
r).
Let X → S be a relative (smooth curve) curve with S affine. Let Xs = Xs for s ∈ S. We can
think of Xs as a family of smooth projective curves. For convenience let J¯(Xs) = Jac
g−1(Xs)(=
U∗Xs(1)) which parameterizes line bundles of degree g − 1 on Xs.
Assume for simplicity that the relative moduli schemes over S (see Section 4.2) carry line
bundles which restrict fiberwise (upto isomorphism) to the line bundles described above (this
can always be achieved locally in S by passing to open covers in the e´tale topology).
• The spaces H0(SUXs(r),L
k) and H0(U∗Xs(k),M
r) organize into vector bundles V and
W over S with projectively flat connections. The Hitchin/Wess-Zumino-Witten(WZW)
theory gives a connection on V, and we will define the connection on W by using the
Galois cover SUXs(k)× J¯(Xs)→ U
∗
Xs
(k).
• The map SD globalizes as well (well defined up to multiplication by O∗S).
The following is the main theorem of this paper:
Theorem 1.1. The map SD : V∗ →W is a projectively flat map of vector bundles on S.
Analogues of the above flatness assertion are implicit in the physics papers on strange duality
(e.g. the reference to the braid group in the paper [NS] where duality statements for P1 with
insertions, are discussed). I learned from M.S. Narasimhan that the question of flatness of SD
The author was partially supported by the NSF.
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in the form stated above has been around for a while. It also appears in Laszlo’s paper [L1],
as a question suggested by Beauville.
The map SD is known to be an isomorphism. This was proved by the author [B2] for a
generic curve by finding an enumerative problem with the same number of solutions as the
dimension of the vector spaces that appear in SD, and then studying the implications of
transversality in the enumerative problem. Subsequently, and building on ideas and strategies
(see the review article of Popa [P]) from [B2], Marian and Oprea [MO] proved that SD is an
isomorphism for all curves.
The flatness statement implies that the projective monodromy groups, over the moduli-stack
of genus g curves coincide. It also gives an new proof of the strange duality for all curves, from
the case of generic curves, see Lemma A.1. The relation between the enumerative geometry
in [B2], [MO] and the projective connections remains somewhat of a mystery.
1.1. Formulations of the main statements. There are (at least) two equivalent ways of
getting a projective connection on H0(SUXs(r),L
k) (i.e. the sheaf on S with these fibers). The
first one is due to Hitchin [H]. Given the identification of conformal blocks with non-abelian
theta functions [V, BL, F, KNR] (which we shall refer to as the Verlinde isomorphism) we have
a second way due to Tsuchiya-Ueno-Yamada, which a priori works over the moduli of pointed
curves [TUY] (but in fact descends to the moduli stack of curves). This second connection
is called the WZW connection. Laszlo [L2] showed that these projective connections are the
same. But to impose a projective connection on H0(U∗Xs(k),M
r) we cannot use either of
these approaches directly. We will define the projective connection on H0(U∗Xs(k),M
r) by
using the Galois cover SUXs(k) × J¯(Xs) → U
∗
Xs
(k). Therefore we need to replace U∗Xs(k) by
SUXs(k) × J¯(Xs) (and keep track of the action of the covering group which is the group of
k-torsion points in the Jacobian of Xs).
For ease of notation let X = Xs which we will think of as a moving curve parameterized by
s ∈ S. We begin by analyzing the objects using the diagram (1.2) (see the Appendix for the
definition and properties of projective connections).
(1.2) SUX(r)× SUX(k)× J¯(X)
ttiii
ii
ii
ii
ii
ii
ii
ii
**UU
UU
UU
UU
UU
UU
UU
UU
U
SUX(kr)× J¯(X)
**UU
UU
UU
UU
UU
UU
UU
UU
UU
SUX(r)× U
∗
X(k)
ttiii
ii
ii
ii
ii
ii
ii
ii
i
U∗X(kr)
(A) View Θkr as a giving a natural element (defined upto scalars)
(1.3) θ(r, k) ∈ H0(SUX(r),L
k)⊗H0(SUX(k),L
r)⊗H0(J¯(X),Mkr)
induced from the natural map SUX(r) × SUX(k) × J¯(X) → U
∗
X(kr) which factors
through SUX(r)× U
∗
X(k).
(B) All three vector spaces in (1.3) have projective connections (as X varies). The first two
by Hitchin/WZW and the third from the theory of Heisenberg groups.
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(C) The element θ(r, k) is the image of the element
θ(kr, 1) ∈ H0(SUX(kr),L)⊗H
0(J¯(X),Mkr)
under the map
(1.4) H0(SUX(kr),L)→ H
0(SUX(r),L
k)⊗H0(SUX(k),L
r)
(tensored with H0(J¯(X),Mkr)).
We will prove the following two propositions.
Proposition 1.2. The element θ(m, 1) ∈ H0(SUX(m),L)⊗H
0(J¯(X),Mm) is projectively flat
for any positive integer m (as X varies in a family, see Section 1.3).
We will apply Proposition 1.2 with m = rk.
Proposition 1.3. The map (1.4): H0(SUX(kr),L) → H
0(SUX(k),L
r) ⊗H0(SUX(r),L
k) is
projectively flat (as X varies in a family).
Together these propositions imply that θ(r, k) is projectively flat (as X varies in a family).
This will give Theorem 1.1 (see Section 4.4).
We can conclude that SD is an isomorphism for all curves, assuming it for generic curves,
merely from the projective flatness of θ(r, k) as follows: It is enough to show that
(1.5) H0(SUX(r),L
k)∗ →
(
H0(SUX(k),L
r)⊗H0(J¯(X),Mkr)
)
is injective (because we know that the image lands inside H0(U∗X(k),M
r)). But (1.5) is a
projectively flat map (since θ(r, k) is projectively flat and Proposition A.2), and such maps
have constant rank, see Lemma A.1.
1.2. Proofs of the propositions. A genus 0 (with insertions, i.e. parabolic) analogue of
Proposition 1.3 for conformal blocks is noted with proof in Nakanishi-Tsuchiya [NT]. Given
the Verlinde isomorphism, the proof in [NT] generalizes in a straightforward manner to give
Proposition 1.3. One needs to check that the Verlinde isomorphism is suitably functorial for
maps of groups (this was known). The proof of Proposition 1.3 uses the fact that the embedding
of Lie algebras
sl(r)⊕ sl(k) ⊆ sl(rk)
is a conformal embedding at level 1 for sl(rk) (see Section 5 for more details). Indeed there
is a generalization of Proposition 1.3 valid for all conformal embeddings, see Proposition 5.8
(also see [NT]). The paper [KM] is a good reference for the theory of conformal embeddings.
Proposition 1.2 is not new, although we could not find an adequate reference. It was ex-
plained to us by M. Popa that the Heisenberg group which acts irreducibly on H0(J¯(X),Mm)
also acts on H0(SUX(m),L) so that θ(m, 1) induces an isomorphism H
0(SUX(m),L)
∗ →
H0(J¯(X),Mm) of representations of the Heisenberg group (see [BNR] where the idea of ap-
plying the Heisenberg group already appears). Together with the arguments of Mumford [M]
and Welters [W], a proof of Proposition 1.2 is easily obtained.
It would be very interesting to obtain an algebro-geometric proof of Proposition 1.3 using
only Hitchin’s definition of the projective connection [H] . Note that the map
H0(SUX(kr),L
m)→ H0(SUX(r),L
mk)⊗H0(SUX(k),L
mr),
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is not claimed to be projectively flat (in fact very likely false) for m > 1. This is probably
related to the discussion of compatibility of heat operators in Section 2.3.10 of [GJ].
See e.g. [SW], for a list of possible conformal embeddings (see Remark 5.12). Is there
interesting enumerative geometry associated to these? According to this list (see Section 6) it
is likely that the symplectic strange duality considered in [Be] is again projectively flat (also
see [NT]).
1.3. Notation and assumptions. For technical reasons, the connection on H0(SUX(r),L
k)
for every r and k (as X varies in a family) will be taken to be the WZW connection (which
is a priori defined on the moduli of pointed curves, but descends to the moduli of curves).
Laszlo [L2] has shown that the WZW connection is the same as Hitchin’s connection if either
g > 2 or g = 2 and r 6= 2 (in fact Hitchin’s connection requires these assumptions). Our proof
of Proposition 1.2 needs Laszlo’s theorem and hence we need either g > 2 or m > 2 in that
proposition. But in the proof of the projective flatness of θ(r, k), Proposition 1.2 is invoked for
m = rk. Therefore, the morphism (1.5) is flat unless g = 1 or g = r = 2 and k = 1 (in these
cases we hope that it is again flat). Perhaps, using the results of [GJ], one could show that
Proposition 1.2 holds in the case g = 2 and m = 2, and that the morphism (1.5) is flat for
g > 1.
We will permit ourselves to (sometimes) abuse notation in statements of projective flatness.
For example, in Proposition 1.2 what we have in mind is the following: Start with any family
of (smooth connected projective) curves X → S. Replacing S by an open cover in the e´tale
topology, the spaces H0(SUXs(m),L) ⊗H
0(J¯(Xs),M
m) form the fibers of a vector bundle S
on S (a tensor product of suitable pushforward of line bundles from relative moduli schemes).
There is a natural section θ of S (which is well defined locally on S up to scalars in O∗S).
Proposition 1.2 asserts that θ is a projectively flat section of S.
1.4. Acknowledgements. I thank S. Kumar, I. Mencattini and M. Popa for useful discus-
sions. I am grateful to Igor Mencattini for explaining to me the theory of Heisenberg groups
and geometric quantization and to Shrawan Kumar for help on the Kac-Moody theory.
2. Heisenberg groups
Let X be a smooth projective and connected curve of genus g. Let J(X) = Jac0(X), and
J¯(X) = Jacg−1(X) as in the introduction. For a ∈ J(X) we have a natural translation map
Ta : J¯(X)→ J¯(X). The finite Heisenberg group GX(m) is defined to be the collection of pairs
(a, ψ) where a ∈ J(X) and ψ an isomorphism Mm → T ∗aM
m (M is the line bundle on J¯(X)
defined in the introduction). The canonical reference for Heisenberg groups is the series of
papers of Mumford [M].
Clearly, G(m) is a central extension:
(2.1) 1→ C∗ → GX(m)→HX(m)→ 0
where HX(m) ⊆ J(X) as a subgroup. SinceM is a principal polarization, Hm(m) is the group
of m-torsion points in J(X).
Now, consider the map π : SUX(m) × J¯(X) → U
∗
X(m) and fix an isomorphism π
∗M
δ
→
L⊠Mm. Define an action of GX(m) on (SUX(m),L) and (U
∗
X(m),M) as follows: Let (L0, ψ) ∈
GX(m)
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(1) The action on (U∗X(m),M) is trivial.
(2) The action on SUX(m) is by tensoring with L
−1
0 . The action on L is obtained as follows:
At E ∈ SUX(m) and L ∈ J¯(X), we have a map
LE ⊗M
m
L → LE⊗L−1
0
⊗MmL⊗L0 ,
because both sides are identified with the fiber of M at E ⊗ L ∈ U∗X(m). The isomor-
phism ψ therefore gives us an isomorphism
LE → LE⊗L−1
0
which may a priori depend upon L, but does not, because otherwise (fixing E) we would
get a non-constant function on J¯(X) with values in a one dimensional vector space.
Notice that changing δ (by scale) does not change the action of GX(m) on (SUX(m),L). The
action of GX(m) clearly extends to an action on the pairs (SUX(m),L
k) and (J¯(X),Mkm),
and a trivial action on the pair (U∗X(m),M
k).
Lemma 2.1. (1) [BNR] The vector spaces H0(J¯(X),Mm) and H0(SUX(m),L) are dual
representations of the Heisenberg group GX(m), and are both irreducible.
(2)
(
H0(SUX(m),L
r)⊗H0(J¯(X),Mmr)
)GX(m) ∼→ H0(U∗X(m),Mr) with the isomorphism
depending on the choice of δ, in a one dimensional space.
(3) GX(m) ⊆ G(mr) with compatible action on (J¯(X),M
mr).
Proof. We know from [BNR] that the ranks of H0(J¯(X),Mm) and H0(SUX(m),L) agree. By
Mumford’s theory, H0(J¯(X),Mm) is an irreducible representation of GX(m). Therefore any
non-zero element in
(
H0(SUX(m),L) ⊗H
0(J¯(X),Mm)
)GX(m) = H0(U∗X(m),M)
gives a non zero GX(m)-equivariant map from H
0(SUX(m),L) to the dual of H
0(J¯(X),Mm)
which is necessarily an isomorphism of representations of GX(m). This proves (1). The asser-
tions (2) and (3) are clear. 
3. Welters’s deformation theory
Let us recall some aspects of Welters’s deformation theory of pairs (see [W], and [L2], Section
6). Let X be a smooth variety and L a line bundle on X.
By the classical Kodaira-Spencer theory, the deformations of X over SpecC[ǫ]/(ǫ2) are classi-
fied by elements inH1(X,TX). The deformation of pairs (X,L) over SpecC[ǫ]/(ǫ
2) are classified
by elements in H1(X,D1(L)) (where Di(L) is the sheaf of differential operators of order ≤ i
on L). The natural (“symbol”) map D1(L) → TX on H
1 gives the map from deformations of
pairs (X,L) to deformations of X.
Let s be a global section of L over X. Let dis denote the complex Di(L)
s
→ L (with Di(L)
in degree 0 and L in degree 1). According to Welters, the deformations of the triple (X,L, s)
are classified by elements of the hypercohomology group H1(d1s).
Now let A ∈ H0(S2(TX)). Welters considers the exact sequence of complexes obtained from
the symbol map
0→ d1s→ d2s→ S2(TX)→ 0
to produce an element in H1(X, d1s). Therefore elements of H0(S2TX) deform all triples
(X,L, s).
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3.1. Compatibility under automorphisms. Let Xǫ be a smooth over Dǫ = SpecC[ǫ]/(ǫ
2),
and Lǫ a line bundle over it. Assume that H
0(Xǫ,OXǫ) = ODǫ .
Let A be a global section of S2TX (where X is the fiber over 0). The deformation (Xǫ, Lǫ)
produces a class in H1(X,D1(L)). The element A also produces a class in the same group
H1(X,D1(L)). Assume that these two classes agree.
Now suppose in addition that we have an automorphism ψǫ of (Xǫ, Lǫ) over Dǫ and a section
s of L over X. By Welters’s theory, A induces a deformation of the section s as well. That
is, A induces a global section sǫ of Lǫ which restricts to s. The resulting sǫ is unique up to
automorphisms of Lǫ which are trivial over the central fiber (= 1 + ǫC in the case at hand).
Then
Lemma 3.1. Let ψ = ψ0 and suppose that ψ∗A = A. Then, ψǫsǫ = (ψs)ǫ (mod 1 + ǫC)
Proof. Consult (all) diagrams on page 16 of [W]. 
4. Hitchin’s connection
Consider a E ∈ SU0X(m) (the set of regularly stable points). The tangent space to SU
0
X(m)
at E is H1(X,End0(E)), where End0(E) is the sheaf of trace 0 endomorphisms of E. The
cotangent space is therefore, by Serre duality, equal to H0(X,End0(E)⊗Ω
1
X). An infinitesimal
deformation of a curve is parameterized by t ∈ H1(X,TX). Give such a t, one obtains a map
H0(X,End0(E)⊗ Ω
1)⊗H0(X,End0(E)⊗ Ω
1)→ C
by taking the killing form of the pair of endomorphisms and contracting the product of the
two 1 forms with t (at the level of Cech cochains), and finally taking the trace (which is a
map H1(X,Ω1X) → C). Therefore we obtain an element τ(t) ∈ S
2(TSU0
X
(m)). The following is
immediate:
Lemma 4.1. Let L0 be an m-torsion line bundle on X. Then the automorphism of SU
0
X(m)
obtained as tensoring with L0 preserves the quadratic vector field τ(t).
4.1. Properties of Hitchin’s connection. Let X → S be a family of curves, as before
X = Xs with s ∈ S, and t˜ ∈ TSs. We have a family of moduli-spaces (SU
0
Xs
(m),L). Base
change this to the corresponding family over S = SpecC[ǫ]/(ǫ2).
The element t˜ produces an element t ∈ H1(X,TX ), which through −
τ(t)
2m+2k brings about a
deformation in the pair (SU0X(m),L
k). This deformation agrees with the geometric deformation
of the previous paragraph (see [L2]). The deformation in triples (SU0X(m),L
k, s) produced by
− τ(t)2m+2k is the Hitchin connection (the projective ambiguity arises out of automorphisms of Lǫ
that are trivial over the central fiber): the (first-order) parallel transport of s along t˜ is the
deformed section sǫ.
Now note that by codimension considerations (see [L2]), H0(SU0Xs(m),L
k) = H0(SUXs(k),L
k).
4.2. Heisenberg group schemes. Let X → S be a smooth curve. For simplicity (by passing
to e´tale covers) assume that the sheaf of m torsion points in the Jacobian of the curves Xs is
trivial on S.
Assume that we have relative pairs (J¯ ,M), (U∗(m),M) and (SU(m),L) of (schemes,line
bundles) over S with fibers (J¯(Xs),M), (U
∗
Xs
(m),M) and (SUXs(m),L) over s ∈ S, such that
HITCHIN’S CONNECTION & STRANGE DUALITY 7
the line bundlesM and L are isomorphic to the line bundles defined in the introduction. One
can always replace S by a cover in the e´tale topology to ensure this. The line bundles on the
relative moduli schemes are unique up to tensoring with line bundles from S.
We can form a group scheme G(m) over S whose fiber over s ∈ S is the group scheme
GXs(m) from Section 2 (see [W]). All constructions in Section 2 carry over to this situation.
In particular there is an action of G(m) on p∗L
k and q∗M
m (for any k) where p and q denote
the maps SU(m)→ S and J¯ → S respectively.
Fix b ∈ S. Replace S by a connected e´tale neighborhood U of b such that there is an
isomorphism of group schemes λ : G(m) → GXb(m) ×C U inducing the identity over b and
commuting with the projection to the sheaf of m-torsion points in the Jacobian. Using the
exact sequence (2.1), note that λ is unique. We will keep this notation and assumption fixed
for the rest of Section 4. Therefore elements of the fixed group GXb(m) act on the sheaves p∗L
k
and q∗M
m on S.
From Lemmas 3.1 and 4.1, we conclude:
Corollary 4.2. The action of the group GXb(m) on p∗L
k preserves Hitchin’s connection ∇:
That is, for every h ∈ GXb(m), there exists a one-form ωh such that
(4.1) h∇(v)−∇(hv) = ωhhv
for all sections v of p∗L
k.
Proof. Indeed by Lemmas 3.1, 4.1 and A.5 applied to ∇ and h−1∇h, there exists an one-form
ωh on S such that equation (4.1) holds. 
4.3. Proof of Proposition 1.2. Let us recall how one obtains a (projective) connection on
q∗M
m through the theory of Heisenberg groups (for more details see [W]). The representation
H0(J¯(Xs),M
m) is the unique irreducible representation of GXs(m) on which the central C
∗
acts by the basic character (z ∈ C∗ acts by multiplication by z). Since the Heisenberg group
scheme G(m) is trivialized over the base S, we can identify any H0(J¯(Xs),M
m) (the fiber of
q∗M
m at s) with this basic representation (up to scalars). The parallel transport is immediate
and hence the (projective) connection. It follows from [W] that GXb(m) acts in a projectively
flat manner on q∗M
m.
It now follows from Propositions 4.2 and A.3 that the subsheaf (p∗L ⊗ q∗M
m)GXb(m) is
preserved by the product connection on p∗L ⊗ q∗M
m (Hitchin⊗1 + 1⊗“Heisenberg”). It is
clear that (p∗L⊗ q∗M
m)GXb(m) can be calculated fiberwise (see Remark A.4), and we find that
it is a one dimensional OS module. Any local generator of it gives a projectively flat section.
This gives Proposition 1.2.
4.4. Proof of Theorem 1.1 assuming Proposition 1.3. We can view θ(r, k) as a projec-
tively flat element of the sheaf on S with fibers
H0(SUXs(r),L
k)⊗
(
H0(SUXs(k),L
r)⊗H0(J¯(Xs),M
kr)
)GXs(k)
The group scheme over S with fiber GXs(k) over s acts in a projectively flat manner on
the sheaves on S with fibers H0(SUXs(k),L
r) and H0(J¯(Xs),M
kr) (see Section 4.3), and the
space (
H0(SUXs(k),L
r)⊗H0(J¯(Xs),M
kr)
)GXs(k)
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of invariants is canonically H0(U∗Xs(k),M
r). This will impose a projective connection on
H0(U∗Xs(k),M
r) such that SD is projectively flat, see Lemmas A.3 and A.2.
5. Conformal blocks and the WZW connection
5.1. Conformal blocks. Let us first begin with the case of a fixed curve X, a semisimple
simply connected complex algebraic group G, and state the Verlinde isomorphism compar-
ing conformal blocks and non-abelian G-theta functions ([BL, F, KNR]). We find the stack
theoretic treatment given in [BL, LS, BLS] suitable for our purposes.
Fix p ∈ X and a local parameter z at p. Let K = C((z)) (formal meromorphic laurent
series) and O = C[[z]] and AX = O(X − p). Let LG = G(K), L
+G = G(O), LX(G) = G(AX).
Suppose further that G =
∏k
i=1Gi.
Let gˆ denote the Kac-Moody Lie algebra of G which equals ⊕ki=1gˆi where each gˆi is a central
extension of gi ⊗ K by Cci. There is an embedding of Lie algebras g ⊗ AX → gˆ. Given
ℓ = (ℓ1, . . . , ℓk) ∈ Z
k
≥0, denote by Vℓ the basic irreducible representation of gˆ at level ℓ. It is
known that Vℓ is a tensor product of basic representations of level ℓi of gˆi.
Let MG = MG(X) denote the moduli-stack of G-bundles on X and QG = LG/L
+G the
infinite Grassmannian (an ind-scheme).
The uniformization theorem of Beauville and Laszlo gives a canonical isomorphism of stacks:
LXG\QG →MG(X)
The Picard group of MG equals ⊕
k
i=1Z. Given ℓ = (ℓ1, . . . , ℓk) ∈ Z
k
≥0 let L(ℓ) denote the
corresponding line bundle on MG. The space of sections of the pull back of the line bundle
L(l) to QG equals the dual of V
∗
ℓ . Upon identification of the pull back of L(l) to QG, this is a
consequence of a theorem of Kumar [K] and Mathieu [Ma].
For ℓ ∈ Zk≥0, the Verlinde isomorphism gives is a canonical isomorphism (up to scalars)
(5.1) H0(MG,L(ℓ))
∼
→ (V ∗ℓ )
g⊗AX = {φ ∈ V ∗ℓ | φ(Mv) = 0,∀ M ∈ g⊗AX , v ∈ Vℓ}
The vector space on the right hand side of (5.1) is the called the space of conformal blocks,
associated to data (X, p, z). We will call H0(MG,L(ℓ)) the space of non-abelian G-theta
functions on X.
Now assume that G→ H is a morphism of algebraic groups where H is simple (for simplic-
ity!) simply connected, complex algebraic group. In this situation, there is a Dynkin index
d = (d1, . . . , dk) ∈ Z
k
>0 so that
(1) The generating line bundle inMH pulls back to the line bundle with indices (d1, . . . , dk)
on MG.
(2) There is an induced map gˆ→ hˆ which maps ci to di times the generating central element
in hˆ (here ci is the generating central element of gˆi).
Now given a basic level p > 0 representation of hˆ with highest weight vector v, there is a
unique gˆ representation with highest weight vector v inside Vp which is canonically (up to
scalars) isomorphic to the representation Vℓ of gˆ of level ℓ = (pd1, . . . , pdk).
Remark 5.1. Note that we do not assume G→ H to be compatible with the Borel subgroups,
because we are in the case where the corresponding representations of the ordinary Lie algebras
are trivial.
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The following proposition studies the functoriality of the Verlinde isomorphism (5.1).
Proposition 5.2. Let L be the generator of the Picard group of MH . The following diagram
commutes (up to scalars), where the vertical map on the right hand side is induced by the
inclusion Vℓ ⊆ Vp described above:
(5.2) H0(MH ,L
p) //

(V ∗p )
h⊗AX

H0(MG,L(ℓ)) // (V
∗
ℓ )
g⊗AX
Proof. Consider the (2-commutative in the sense of stacks) diagram
QG
π
//

MG

QH
π
//MH

Therefore we have to show that the map H0(QH , π
∗Lp) → H0(QG, π
∗L(ℓ)) is projectively
identified with V ∗p → V
∗
ℓ . But this follows from the following commutative diagram of ind-
schemes
QG
γℓ
//

P(Vℓ)

QH
γp
// P(Vp)
and the identifications γ∗ℓO(1) = L(ℓ) (similarly for γp) and H
0(P(Vℓ),O(1)) = V
∗
ℓ (similarly
for P(Vp)). Here γℓ is the map that takes g ∈ LG to [gv] and γp takes h ∈ LH to [hv] (note
that LG acts projectively on Vℓ and LH on Vp).
5.2. Representations of Virasoro algebras. Recall that Vℓ is an irreducible representation
of the Kac-Moody Lie algebra gˆ. We will now describe the action of the Lie algebra of continuous
derivations of C((z)) (called the Virasoro algebra) on Vℓ (see Remark 5.4). We will define such
an action for any reasonable representation of gˆ following [KM].
5.2.1. Virasoro algebras. Let Sn = −z
n+1 d
dz for n ∈ Z , as vector fields. It is easy to see
that [Sj , Sk] = (j − k)Sj+k. The Virasoro algebra Vir is a complex Lie algebra with basis
{c˜, dj , j ∈ Z} and the commutation relations
[dj , dk] = (j − k)dj+k +
1
12
(j3 − j)δj,−k c˜, [dj , c˜] = 0.
A Lie algebra representation V of Vir is said to have central charge m if c˜ acts by mul-
tiplication by m on V . We will represent such a representation by (An,m) where An is the
endomorphism of V given by the action of dn, and m is the central charge.
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5.2.2. Vir-representations from the Segal-Sugawara construction. For x ∈ g and d ∈ Z, let
x(d) = zd ⊗ x ∈ gˆ. Now let V be any (not necessarily irreducible) representation on gˆ which
satisfies
(C1) For all v ∈ V and x ∈ g, x(d)v = 0 for d sufficiently large.
(C2) The central elements ci in g act as positive scalars mi on V .
Case g simple: We will first define the action of Vir on V assuming first that g is simple.
Therefore assume that the central element c in gˆ acts on V by a positive scalar m.
Normalize the Killing form by requiring that (θ, θ) = 2. Let g be the dual Coxeter number
of the simple lie algebra g. Choose dual basis ui and u
i of g and put (see [KM], page 43)
Lgˆn =
1
2(m+ g)
∑
j∈Z
∑
i
: ui(−j)u
i(j + n) :
Here : u(s)v(r) : stands for u(s)v(r) if s ≤ r and v(r)u(s) if s > r. It is known that defining
the action of c˜ as multiplication by zm =
(dimg)m
g+m , and the action of dn by Ln gives an action
of Vir on V of central charge zm.
Case g arbitrary: We set Lgˆn =
∑k
i=1 L
gˆi
n . We obtain a representation on Vir on V of central
charge
k∑
i=1
(dim gi)mi
gi +mi
where gi is the dual Coxeter number of gi.
Definition 5.3. For t =
∑
n≥−N tnSn ∈ C((z))
d
dz , define the following operator on V :
T gˆ(t) =
∑
n≥−N
tnL
g
n
(this is a finite sum).
Remark 5.4. It is known that for x ∈ gˆ, [x, T gˆ(t)] = t.x as operators on V . Therefore the
(continuous) derivations t of C((t)) lift to operators T gˆ(t) on V , compatible with the action of
t on gˆ.
5.2.3. Coset Virasoro representations. Let g ⊂ h be an embedding of semisimple Lie algebras
with h simple. There is an induced homomorphism gˆ→ hˆ. Assume that g =
∑
i gi and that ci
map to cdi. Let V be a representation of hˆ that satisfies (C1) and (C2) such that the center
of hˆ acts by multiplication by p. Then, considered as a representation gˆ, V satisfies (C1) and
(C2) as well. The central element ci in gˆ acts by multiplication by pdi.
Therefore we have two representations of Vir on V represented by (Lgˆn, agˆ) and (L
hˆ
n, ahˆ).
Here
agˆ =
k∑
i=1
(dim gi)pdi
gi + pdi
and
a
hˆ
=
(dim h)p
g(h) + p
where g(h) is the dual Coxeter number of h.
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Now there is a remarkable “difference” representation of Vir [GKO] (also see [KM] and [K],
chapter 12) on V . This representation of Vir represented by (Lhˆn − L
gˆ
n, ahˆ − agˆ), is called the
coset representation of Vir.
If V is a basic representation of a level p > 0 of hˆ, then this coset Vir-representation has
been studied closely (see [KM], page 200). We need one aspect of this beautiful theory: If the
central charge of the coset representation of Vir is zero, then the coset Vir representation is
trivial ([K], Proposition 11.12 and [KM], Proposition 3.2 (c)). Hence
Proposition 5.5. If V is basic representation of h at a positive integer level p, and agˆ = ahˆ,
then Lhˆn = L
gˆ
n as operators on V for all n ∈ Z. Equivalently, for all t ∈ C((z))
d
dz , T
gˆ(t) = T hˆ(t)
as endomorphisms of V .
Remark 5.6. In [KM], for ease of calculation, one starts with not a basic representation of
hˆ but of the Lie algebra hˆ+ Cd where d brackets with hˆ as z ddz and commutes with the center.
It is easy to see that the relevant representation of hˆ extends to hˆ+Cd. (See [KM], Section 1.5
and the introduction).
Definition 5.7. An embedding g ⊆ h of lie algebras is said to conformal at level p if agˆ = ahˆ
for the basic representation Vp of hˆ.
Curiously conformal embeddings (with h simple and g ( h) always have p = 1. Therefore the
condition on p is usually omitted. The first case when this happens, crucial for strange duality
is sl(r)⊕ sl(k) ⊆ sl(rk), and V a level 1 representation of sˆl(rk), in this case (d1, d2) = (k, r)
and the central charges are
a
hˆ
=
(rk)2 − 1
rk + 1
agˆ =
(r2 − 1)k
k + r
+
(k2 − 1)r
r + k
which are easily seen to be the same.
Another case which corresponds to the symplectic strange duality is sp(2r) ⊕ sp(2k) ⊆
so(4mn) and V a level 1 representation of sˆo(4mn), in this case (d1, d2) = (k, r) and the
central charges are
a
hˆ
=
2rk(4rk − 1)
4rk − 2 + 1
agˆ =
r(2r + 1)k
k + r + 1
+
k(2k + 1)r
r + k + 1
.
which are again equal. The complete list of conformal embeddings appears in [SW].
5.3. The WZW connection. Let π : X → S be a smooth relative curve over a smooth base
S of arbitrary fiber genus. Suppose that we are given a section σ : S → X of π and a formal
coordinate along the fibers of π along the section σ (so that σ is identified with z = 0):
OˆX ,σ
∼
→ OS [[z]]
Let s ∈ S and τ ∈ TSs. Pick a formal vector field t ∈ C((z))
d
dz that corresponds to τ . (More
precisely, we choose a local section of the map τ on page 15 in [S].)
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We will describe the connections on the sheaf of dual of conformal blocks on S. This sheaf
is a quotient of Vℓ ⊗OS , and the fiber over any s ∈ S is the space Vℓ/g ⊗AXsVℓ (note that it
is a basic property that conformal blocks base change “correctly”).
The WZW connection ∆ on the sheaf of conformal blocks arises as follows: Let u ∈ Vℓ and
f ∈ OS . Then
∆τ (u⊗ f) = u⊗ τ.f + (T
gˆ(t)u)⊗ f (mod u⊗ f).
This operation descends to the sheaf of dual conformal blocks and hence to its dual, the
sheaf of conformal blocks. We thus obtain a projective connection on the sheaf of G-nonabelian
theta functions on S as well, which is independent of the choice of the section σ and the formal
coordinate on the fibers along σ (e.g. as a consequence of Laszlo’s comparison theorem [L2]).
Proposition 5.8. Assume that g ⊆ h is a conformal embedding at level p. Let G→ H be the
associated map of simply connected complex algebraic groups, and X → S a smooth relative
curve. Then the map H0(MH(Xs),L
p)→ H0(MG(Xs),L(ℓ)) is projectively flat for the WZW
connection.
Proof. We can assume that we have a section of X → S (by passing to a cover of S in the e´tale
topology) and fix a formal coordinate along the section to verify the given assertion. Given
the Verlinde isomorphism (5.1), it is enough to show that under the inclusion Vℓ ⊆ Vp, there is
an equality of Sugawara operators T gˆ = T hˆ (as operators on Vℓ). But this is immediate from
Proposition 5.5. 
Remark 5.9. An obvious extension of Proposition 5.8 holds for semisimple h (where we
require equality of central charges). One may be tempted to apply it to the diagonal embedding
G ⊂ G × G. But the central charges are never equal (so the multiplication map on theta
functions is not claimed to be projectively flat).
Note that if G1 and G2 are two groups, then there is a 1-isomorphism of stacks MG1(X)×
MG2(X)→MG1×G2(X). Therefore, Proposition 5.8 yields Proposition 1.3. (In the setting of
Proposition 1.3, we need to pass from the moduli-stack to the moduli space, but this is known
from [BL].)
Let us apply Proposition 5.8 to the example of symplectic strange duality. Under the map
MSp(2m) ×MSp(2n) →MSpin(4mn), the generating line bundle P of the stack MSpin(4mn) pulls
back to Ln⊠Lm, where L denotes the generating line bundle of the moduli stackMSp(2n) (and
of MSp(2n)).
Proposition 5.10. The map
H0(MSpin(4mn)(X),P) → H
0(MSp(2m)(X),L
n)×H0(MSp(2n)(X),L
m)
is projectively flat (as X varies in a family).
In the above proposition we may replace H0(MSp(2m)(X),L
n) and H0(MSp(2n)(X),L
m), by
global sections over the moduli spaces (of suitable line bundles: the line bundle L descends to
the moduli space). We cannot replace MSpin(4mn)(X) by the corresponding moduli space (but
we can do so if we replace MSpin(4mn)(X) by the regularly stable part of the moduli-space).
Let us now consider an exotic example: the embedding som ⊆ slm at level 1. The Dynkin
index is 2 and the central charges are (2(m
2−m)/2)
m−2+2 and
m2−1
m+1 which are equal. Therefore we
conclude
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Proposition 5.11. The map
H0(MSL(m)(X),L)→ H
0(MSpin(m)(X),P
2)
is projectively flat (as X varies in a family) where L and P are positive generators of the Picard
groups of MSL(m)(X) and MSpin(m)(X) respectively.
Remark 5.12. There is a more general definition of the notion of conformal pairs, where
we not require the Lie algebras to be semisimple (but require reductiveness). However, we do
not know how to make use of this more general definition, when the groups involved are not
semisimple. For example, does the (conformal) embedding gl(m) ⊆ so(2m) (see [SW]) imply
that a certain map of non-abelian theta functions is projectively flat?
6. Symplectic strange duality
Consider the moduli stack MSpin(r) of Spin(r)-bundles on a smooth projective curve X.
There is a natural map
p :MSpin(r) →MSO(r)(0).
(Here MSO(r)(0) is a connected component of the moduli-stack MSO(r), see [LS, BLS])
For each theta-characteristic κ on X there is a line bundle Pk onMSO(r)(0) with a canonical
section sκ (see the Pfaffian construction in [LS, BLS]). The various κ give non-isomorphic line
bundles on MSO(r)(0), but their pull backs to MSpin(r) are isomorphic ([LS]). Denote this line
bundle on MSpin(r) by P. The line bundle P is the positive generator of the Picard group of
the stack MSpin(r). It comes equipped with sections sκ for each theta characteristic κ, coming
from the identification p∗Pκ
∼
→ P (sκ are well defined up to scalars).
Let π : X → S be a smooth projective relative curve. Assume by passing to an e´tale cover
that the sheaf of theta-characteristics on the fibers of π is trivialized (as well as the sheaf of
two torsion in the Jacobians of the fibers of π).
Question 6.1. Do the sections sκ form a projectively flat basis of H
0(MSpin(r)(Xs),P)?
A positive answer to this question, together with Proposition 5.10, would imply that the
symplectic strange duality considered in [Be] is projectively flat. This is because (see [LS]) the
pull back of sκ to the product of moduli spaces MSp(2m)(Xs)×MSp(2n)(Xs) has the zero locus
(as a divisor) 12∆ where
∆ = {(E,F ) : h0(E ⊗ F ⊗ κ) 6= 0}.
Appendix A. Generalities on projective connections
Let V be a vector bundle on a complex analytic manifold S.
• A holomorphic connection on V is a map
∇ : V → V ⊗OS Ω
1
so that ∇(fv) = f∇(v) + v ⊗ df for all functions f and sections v of V .
The difference of any two such connections ∇−∇′ is function linear and hence an element
of Hom(V, V ⊗ Ω1). We will say that ∇ and ∇′ are projectively equivalent if
∇−∇′ = Id⊗ω
for some 1 form ω.
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• A projective connection on V is a collection (Ui,∇(i)) such that Ui form an open cover
of S and ∇(i) a connection on V restricted to Ui, along with the condition that ∇(i)
and ∇(j) are projectively equivalent on Ui ∩ Uj.
Suggestively,
∇(i)Y v −∇(j)Y v = ωi,j(Y )v
for all vector fields Y and indices i and j. Here ωi,j is a 1-form on Ui ∩ Uj. Therefore we can
make sense of ∇¯v as an element of (V/Cv) ⊗ Ω1.
• A map T : (V,∇) → (W,∇′) preserves projective connections if ∇′(Tv) − T (∇v) =
T (v)⊗ ω for some 1-form ω (these are local conditions).
• A section v of V is projectively flat if ∇v = v ⊗ ω for some 1-form ω.
The trivial bundle has an obvious projective connection. The projective flatness of v is
clearly equivalent to: The map O → V, 1 7→ v preserves projective connections.
If ∇ and ∇′ are connections on V and W , then there is a connection ∇˜ on V ⊗O W . This
starts life as follows
∇˜(v,w) = ∇v ⊗ w + v ⊗∇′w
clearly ∇˜(fv,w) = ∇˜(v, fw) = f∇˜(v,w)+dfv⊗w, therefore ∇˜ gives a connection on V ⊗OW .
If we replace ∇ by something projectively equivalent to it, then the resulting ∇˜ is projectively
equivalent to the old one. Therefore the tensor product of projective connections is well defined.
The dual ∇∗ of an ordinary connection ∇ on V is defined by
d〈v, v∗〉 = 〈∇v, v∗〉+ 〈v,∇∗v∗〉
Therefore if ∇ and ∇′ are projectively equivalent
∇−∇′ = Id⊗ ω,
then
〈v, v∗〉 ⊗ ω + 〈v, (∇∗ −∇′∗)v∗〉 = 0.
Hence one concludes that ∇∗−∇′∗ = −Id⊗ω. Therefore the dual of a projective connection
is well defined.
Lemma A.1. Let T : (V,∇) → (W,∇′) be a projectively flat map of vector bundles with
projective connections. Then the rank of T is locally constant.
Proof. We can immediately reduce to the case of S a small open neighborhood of 0 in C and
∇, ∇′ trivial connections on the trivial bundles V and W . Let T (ei) = (
∑
λij(t)fj)⊗ dt.
Define f from ∇′(Tv) − T (∇v) = T (v) ⊗ fdt. So we have ddtλi,j(t) = f(t)λi,j. Let g be an
antiderivative of f with g(0) = 0. Then
λi,j(t) = Ci,je
g(t)
for all i, j where Ci,j are constants. Hence the determinants of the minor of the matrix T in
the basis ei, fj are constant up to exponential factors. 
Lemma A.2. Let V , W be vector bundles with projective connections on S and s a projectively
flat section of V ⊗W . Then the resulting map s˜ : V ∗ → W is projectively flat. Conversely, if
s˜ is projectively flat, then s is a projectively flat section.
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Proof. Write s =
∑
θijvi ⊗ wj, ∇vi =
∑
λiava and ∇wj =
∑
µjbwb.
We know ∇s = sω for some 1-form ω. This gives
∑
i,j
θij(
∑
a
λiava ⊗ wj +
∑
b
µjbvi ⊗ wb) +
∑
ij
dθijvi ⊗ wj = ω
∑
ij
θijvi ⊗ wj
Collecting coefficients of va ⊗ wb we get∑
i
θibλia +
∑
j
θajµjb + d(θab) = θabω
We compute that s˜(v∗a) =
∑
θajwj where v
∗
a ∈ V
∗ form a basis dual to the basis va of V ..
Therefore
∇s˜(v∗a) =
∑
j
dθajwj +
∑
j,b
θajµjbwb
=
∑
b
(dθab +
∑
j
θajµjb)wb
On the other hand, ∇v∗a = −
∑
i λiav
∗
i . Hence
s˜(∇v∗a) = −
∑
i,b
θibλi,awb
Putting these together,
∇s˜(v∗a)− s˜(∇v
∗
a) =
∑
b
(dθab +
∑
j
θajµjb +
∑
i
θi,bλi,a)wb
=
∑
b
θabwbω = s˜(v
∗
a)ω
We omit the (now easy) other direction. This part is not used in the paper. 
Lemma A.3. Let G be a group of automorphisms of a vector bundle V on a space S (G
acts trivially on S) with a projective connection ∇. Assume that G preserves ∇ projectively,
V G 6= 0, and some power of every g ∈ G acts as a scalar (which must be 1, because there are
invariants). Then, ∇ preserves the subsheaf V G ⊆ V .
Proof. Let v be a section of V over a sufficiently small open subset U of S. We have g(∇Y v) =
∇Y g(v) + ωg(Y )gv for some 1-form ωg on U . If v ∈ V
G, then g(∇Y v) = ∇Y v + ωg(Y )v, so for
k > 0
gk(∇Y v) = ∇Y v + kωg(Y )v.
If we pick k so that gk as an endomorphism of V is the identity, we find that ωg(Y )v = 0 and
hence ∇Y v ∈ V
G. 
Remark A.4. Note that if a reductive group acts on a vector bundle V over a scheme S,
V G ⊆ V is a subbundle whose fiber over any s ∈ S is (Vs)
G.
Proposition A.5. Let V be a vector bundle on a space S, and suppose that ∇ and ∇′ are
connections on the vector bundle V , with the following property: For every s ∈ S, any tangent
vector Y at s and any local section v of V in a neighborhood of s such that (∇Y v)(s) = 0,
we have (∇′Xv)(s) = c(X,Y, v)v(s) for some c(X,Y, v) ∈ C. Then ∇ and ∇
′ are projectively
equivalent.
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Proof. Clearly, c(X,Y, v) depends just on the point s and the vector field Y and not upon v
(by taking sums and differences of the v’s). The difference (∇Y −∇
′
Y ) is function linear as an
operator on V (and also in Y ), and to find its value at (Y, s), it suffices to evaluate on sections
v such that ∇Y (v) = 0. 
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