Abstract. Complexity-penalization strategies are one way to decide on the most appropriate network size in order to address the trade-off between overfitted and underfitted models. In this paper we propose a new penalty term derived from the behaviour of candidate models under noisy conditions that seems to be much more robust against catastrophic overfitting errors that standard techniques. This strategy is applied to several regression problems using polynomial functions, univariate autoregressive models and RBF neural networks. The simulation study at the end of the paper will show that the proposed criterion is extremely competitive when compared to state-of-the-art criteria.
Introduction
When learning a function f:X→Y from a set of training data <x 1 ,y 1 >, ..., <x n ,y n >, there is a well-known tradeoff between the size of the training sample and the complexity of the function class being considered: if the class is too complex, there is a risk of "overfitting" the training data and guessing a function that will perform poorly on future test examples. An overfitted model may be unstable in the sense that repeated samples from the same process can lead to widely differing predictions due to variability in the extraneous variables. On the other hand, if the class is too simple, underfitting occurs, and we'll get models with poor predictive ability due to the lack of detail in the model. This tradeoff can be formalized in terms of the bias/variance decomposition of the expected hypothesis error. Intuitively, we expect the variance term to increase for larger hypothesis. On the other hand, we expect the bias term to decrease as the model complexity grows up.
Under the simplest formulation of model selection, the idea is to define a set of candidate hypothesis class H 0 ⊂ H 1 ⊂ ... ⊂ H n and then choose the class that has the appropriate complexity for the given training data. Note, however, that for a given training sample we obtain a corresponding sequence of empirical functions h 1 ∈ H 1 ,...,h n ∈H n that achieve the minimum observed average error E(error(h i )), and that these errors are monotonically decreasing. Therefore, choosing the function with minimum training error simply leads to choosing a function from the largest class.
The most common strategy for coping with this fact is to use some form of model selection, such us hold-out testing or complexity-penalization, to balance the tradeoff between complexity and data fit.
The first approach splits the sample data into two subsamples of size n-m and m; the first is used to fit the model and the second is used to estimate the minimum average error for the model. There is, however, a problem in deciding how many samples points, m, one should "leave out" of the first subsample. For example if we split into groups of equal size n/2 then, in the second step, we would be estimating the minimum average error for a sample of size n/2 rather than for a sample of size n (which is what we have in fact). Sample size is a critical factor in determining which model is best, on average, and our objective is to find this out for a sample of size n, not for a sample of size n/2. One could reduce m but that leave less information over to estimate the error. There are many variants of this approach, including generalized cross validation, bootstrap methods, etc.
The second strategy assigns increasing complexity values c 0 ,c 1 ,...,c n to the successive function classes, and then chooses the hypothesis that minimizes some combination of the form E(error(h k )) + c k . The penalty term can be interpreted as postulating a particular profile for the variances as a function of model complexity [4] . If the postulated and true profiles do no match, then systematic underfitting or overfitting results, depending on whether the penalty terms are too large or too small.
Complexity-penalization strategies
In this section we describe some of the complexity-penalization selection criteria commonly used in regression modeling. Two of these, the Akaike Information Criterion(AIC) [2] and its corrected version (AICc) [5] , [10] estimate the KullbackLeibler discrepancy. The other two, the Schwarz Information Criterion (SIC) [9] and the AICu [6] were derived for their asymptotic performance properties.
AIC was the first of the Kullback-Leibler (K-L) information based model selection criteria. In his derivation Akaike makes the assumption that the true model belongs to the set of candidate models. This assumption may be unrealistic in practice, but it allows us to compute expectations for central distributions, and it also allows us to entertain the concept of overfitting. In general, AIC= -2log(likelihood) + 2k , where the likelihood is usually evaluated at the estimated parameters, and k is the numbers of parameters. The derivation of AIC is intended to create an estimate that is an approximation of the K-L discrepancy. In fitting a candidate model k we have
where n is the sample size, k is the number of parameters of the model, and SSE k is the usual sum of squared errors. Schwarz [9] derived SIC as an asymptotic approximation to a transformation of the Bayesian posterior probability of a candidate model. SIC is one of the most widely known and used tools in statistical model selection. Although the original derivation assumes that the observed data are independent, identically distributed, and arising from a probability distribution in the regular exponential family, SIC has traditionally been used in a much larger scope of model selection problem. In large sample settings, the fitted model favored by SIC ideally corresponds to the candidate model which is a posteriori most probable. It is defined as follows:
The 2(k+1) term in AIC is replaced by log(n)k in SIC, resulting in a much stronger penalty for overfitting. Many authors have shown that the small sample properties of AIC and SIC lead to overfitting. In response to this difficult other methods have been proposed.
AICc [10] is intended to correct the small-sample overfitting tendencies of AIC by estimating an approximation to E(K-L) directly rather than estimating an approximation to L-K. Hurvich and Tsai have shown that AICc does in fact outperform AIC in small samples, but that is asymptotically equivalent to AIC and therefore performs just as well in large samples.
AICu [6] tries to correct the weak signal-to-noise ratio of several model selection criteria, by strengthening this ratio. It makes use of the unbiased estimate of σ 2 instead of its maximum likelihood shown below:
Let us note that AICu has the same penalty function as AIC, but it differs by its use of the unbiased estimate of the variance.
There are several penalization theories for determining the optimal network size e.g. the NIC (Network Information Criterion) [3] which is a generalization of the AIC, the generalized final prediction error(GPE) as proposed by [7] , and the VapnikChervonenkis (VC) dimension [1] . NIC relies on a single well-defined minimum to the fitting function and can be unreliable when there are several local minima [8] . There is very little published computational experience of the NIC, or the GPE, and their evaluation is prohibitively expensive for large networks. For these reasons, our results on RBF's are reported on k-fold cross validation, with k=2, k=10 and directly on the generalization error.
Hence, four criteria were chosen to illustrate and compare the characteristics and performance of the proposed criterion, namely AIC, SIC, AICc and AICu.
Analysing noise
Let's start by describing the model structures with which we will work, and the assumptions we will make. We define the true model in regression to be Y = f(X). Next we define the general model to be Y=f(X)+ε where Y=(y 1 , y 2 ,...,y m ) is the vector of responses assuming that the errors are independent, identically distributed, following a gaussian distribution, ε=N(0,σ) . From the general model we only have a random sample of size n << m. Finally we will define the candidate models with respect to the general model y k =f k (x). We will assume that the method of least squares is used to fit a model to the data. The point is that minimum average errors tend to gross underestimates of the true error in general and the degree of underestimation tends to become worse at higher complexity levels. Complexity-penalization seeks to adjust the empirical error to compensate this fact. Some methods (AIC, SIC) exhibit an overfitting tendency when the number of samples is small because the penalty term is smaller than necessary, while others adjust these tendency (AICc, AICu). This effect also appears when hold-out techniques are applied.
Our idea is to exploit the extra information which arises from the noise study to avoid many of the overfitting errors that plague standard complexity-penalization methods. This extra information attempts to estimate the variance of a function class H k by analysing how it fits the noise distribution. The idea is illustrated using an example in which 100 random samples of size 50 are taken from the function f(x) = -4.9389⋅x 5 -1.7917⋅x 4 + 23.2778⋅x 3 + 8.7917⋅x 2 -15.3389⋅x -6 + N(0,3). We will define the candidate models to be the polynomial families from degrees 1 to 10.
Let us suppose that the noise in each data point of the sample is known. For a given model k, two polynomials are computed, one by fitting the sample (x,y i +ε i ) and another one by fitting only the noise (x, ε i ). Figure 1 shows the median experimental (sometimes called sample error or resubstitution error) and generalization errors, both for data (SE k , GE k ) and noise (NSE k , NGE k ). The median provides a better measure of location than the mean when there are some extremely large values, as it is the case, due to the appearance of a large number of outliers.
Let us note that in the case of an overfitted model (degrees 5 and up) SE k -SNE k =0 and GE k -NGE k =0. An inmediate conclusion is that, in this case, all the error is due to noise. If the true function does not belong to the set of candidate models, it is easily verified that SE k and GE k are above NSE k and NGE k , but the differences GE k -NGE k and ES k -NSE k can be considered constants. As a conclusion, there is an error due to data fitting and another one due to noise fitting. and NGE over 100 random sample where noise per sample is known. Let us suppose now that we know the noise distribution, but that noise in each data point of the sample is unknown. In this case, in order to approximate NSE k and NGE k , a set of points from this noise distribution is generated, and a large set of noise samples of size 50 is taken (the more, the better). Then NSE k and NGE k from each noise sample are computed and the median NSE k * and NGE k * is taken as the error due to noise. Figure 2 shows the results. Note that NSE k ≅NSE k * and NGE k ≅NGE k * . Let us suppose now the usual situation, where the noise distribution is unknown. Figure 3 shows the median of the distributions of NSE k * and NGE k * from normal distributions N(0,σ), where the size of the sample is 50 and σ=0.5, 1, 3 and 5. It is interesting to note that the distributions of NSE * and NGE * do differ in a value which is exactly σ. This property also holds for any other complexity level. The shape of these distributions only depends on the size of the noise samples and the complexity and nature of candidate models. In order to eliminate the dependence of the standard deviation of noise, we obtain the relation NGE k /NSE n , where the variance term cancels out, and, therefore, the quotient do not depend on the noise. Figure 4 shows the quotient NGE k
As in any complexity-penalization method, the criterion consists of a first term, which is a measure of inaccuracy, badness of fit or bias and a second term which is a measure of complexity or penalty due to the increased unreliability for the bias in the first term. We have shown that this relation holds for noise. It also holds for data, but only when the model is overfitted. We hypothesize that this relation may be used as a criterion for model selection. Extending this formulation, we introduce two new model selection criteria, that make use of different estimates of the variance, i.e. the unbiased and the maximum likelihood estimates of σ 2 , respectively, giving rise to:
Experimental results
Four different and representative problems have been simulated, polynomial fitting of a polynom, polynomial fitting of a sine function, univariate autoregressive regression and radial basis function network trained to fit a polynom. Three different sample sizes were chosen depending on the complexity of the problems to show the results from an insufficient, enough and large sample size. Different rows show the results in ascending complexity, showing how many times each model is selected.
Four criteria (AIC, SIC, AICc and AICu) were chosen for the first three problems. In these cases, the values of x were randomly generated following a uniform distribution in the interval [-2,2] . However, due to the prohibitively expensive calculation of criteria for large networks, results for RBF's are reported on k-fold cross-validation k=2,10. In this case, x i are generated following a normal distribution N(0,1). The EG column was calculated by generating 5000 independent points from the general model, and determining the error produced for each model in all the experiments. Table 1 shows different results in which 1000 random samples of different sizes are taken from the function f1(x) = -4.9389⋅x 5 -1.7917⋅x 4 + 23.2778⋅x 3 + 8.7917⋅x 2 -15.3389⋅x -6 + N(0,3). Table 2 shows the results obtained for the function f2(x)=10⋅sin(x+2) 2 + N(0,3). Table 3 shows the results obtained for the function f3(x)= 3⋅x 1 + 4⋅x 2 -5⋅x 3 + N(0,5) in an univariate autoregressive problem where the candidate models are f k (x)=a 1 ⋅x 1 +...+a k ⋅x k . k=1..6. Table 4 shows the results of fitting RBF neural networks to f1(x) varying the number of gaussian kernels. We can see from tables 1, 2 and 3 that AIC and SIC leads to small-sample overfitting problems. However, in large samples, SIC performs quite well. The corrected versions, AICc and AICu, outperform their parent criterion AIC from an overfitting perspective. The proposed criteria, NDIC and NDICu, have a similar performance in large samples, while are much better in small sample problems. This is a very important characteristic, because of the practical limitations on gathering and using data in real-world situations. Table 4 shows the results when applying RBF networks to fit the polynom f1(x) in the above explained situation, compared to k-fold cross-validation, (k=2,10) and the "real" generalization error. It is clear from the results that the criterion performs quite well in small and large sample situations, when compared to other criteria as well as to holdout schemes.
Conclusions
In this paper we have introduced a new criterion for model selection derived from the behaviour of candidate models to noise inputs. It is robust to overfitting problems, showing similar or better performance than other criteria reported in the literature in small sample scenarios, which is a very interesting property for real world problems. Another advantage is that it is easy to compute, and may be easily applied to neural network size determination. In fact, it has been derived independently of the nature of candidate models, achieving good results in RBF hidden neuron number determination. Further work will focus on applying this criterion to other neural network models, decision tree optimal pruning, etc.
