Equal error rate (ERR) is a widely used evaluation metric of speaker verification, which reflects the performance of a verification system at a given decision threshold. However, the threshold may not serve the best for all applications, which triggers the need for optimizing the performance at a range of decision thresholds. To fulfill this objective, this paper proposes a back-end metric learning algorithm to directly maximize the partial area under the ROC curve (pAUC) given an interested range of false positive rate. The reason that we aim to maximize the pAUC where the false positive rate keeps low is becuse the number of imposter trials is much larger than that of true trials in practice. Moreover, wrong predictions of imposter trials will cause a great risk in many applications. Experimental results on NIST SRE data sets illustrate the effectiveness of our algorithm with either the i-vector or the x-vector extractors being used as its front-end.
INTRODUCTION
Speaker verification is a task that verifies whether an utterance is pronounced by a claimed speaker. A speaker verification system usually includes two parts-a front-end [1] [2] [3] [4] [5] [6] and a back-end. This paper focuses on the study of backends. A back-end is used to examine the similarity of two identity vectors. Common back-ends include cosine similarity scoring [1] and probabilistic linear discriminant analysis (PLDA) [7, 8] . Some deep learning based back-ends have also been studied [9] . Those back-ends minimize surrogate loss functions, which may results in suboptimal performance under an evaluation metric, such as equal error rate (EER).
Recently, optimizing the EER directly has received much attention. In [10] , we proposed a cosine metric learning algorithm to learn a linear transform for minimizing the overlap region of decision scores. Similarly, in [11] , Novoselov et al. proposed a triplet loss based cosine similarity metric learning backend. Besides, some deep learning based algorithms [12, 13] learn an end-to-end mapping function to directly map acoustic features to a decision score. However, a common scenario of speaker verification is that the number of imposter trials is much larger than that of true trials, i.e., a small false positive rate may cause a large number of false positive errors. Hence, it is of great importance in real applications to reduce the false negative rate while the false positive rate is kept in a low range, which may not work at the EER point. As a result, it is needed to optimize a part of a ROC curve where the EER point is also included.
A direct way of optimizing part of a ROC curve is to maximize the partial area under the ROC curve (pAUC), as shown in the gray area of Fig. 1 . This paper proposes a Mahalanobis distance metric learning back-end, named pAUCMetric, for optimizing the pAUC. Experimental results on NIST SRE data sets demonstrate its effectiveness with either the i-vector or the x-vector extractors being used as the front-end.
METRIC LEARNING BACK-ENDS FOR PAUC OPTIMIZATION

Preliminary
The goal of metric learning is to learn a linear compensation matrix A, which transforms an identity vector x to another feature space, e.g. Ax, for optimizing the performance of a back-end under a given evaluation metric. Assuming that x and y are n-dimensional enrollment and test identity vectors, then we have the followin lemma.
Lemma 1. The problem of learning the compensation matrix
A in the cosine similarity scoring framework [10, 11] :
is equivalent to that of learning a covariance matrix M in the squared Mahalanobis distance scoring framework:
where z = x x 2 − y y 2 and M is a symmetric, positive semidefinite matrix. In comparison with function (1), function (2) does not suffer the nonlinear and nonconvex problem.
Proof. It can be checked that function (1) is nonlinear and nonconvex; hence it is difficult to find a good local minimum solution of A directly. To circumvent this issue, we adopt the squared Euclidean distance S e as the similarity metric. Because Euclidean distance is not as effective as cosine similarity in speaker recognition, we normalize the length of the identity vectors by x ′ = x x 2 and y ′ = y y 2 before computing their Euclidean distance, which results in the following connection between S c and S e :
It can be seen from (3) that learning with S e (x ′ , y ′ ) has the same effect as that with S c (x, y). Learning a compensation matrix A ′ in the Euclidean distance metric gives the following connection:
where M = A ′T A ′ is symmetric positive semidefinite. Lemma 1 is proved.
Objective function
The proposed pAUCMetric method intends to maximize the ROC area in which the false positive rate falls into the range of [α, β] (see Fig. 1 ) under the squared Mahanalobis distance metric. Given a training set with J speakers and M identity vec-
. . , M and q 2 = 1, . . . , M , N is the size of T , and l i is the ground-truth label of z i satisfying that l i = 1 if x q1 and x q2 belongs to the same speaker; otherwise, l i = −1.
We define the sets of the true and imposter samples of T as P = {(z + j , l j = 1)|j = 1, 2, 3, . . .} and D = {(z − k , l k = −1)|k = 1, 2, 3, . . .}, and |P| and |D| as the size of P and D, respectively. Because the imposter set D contains only a limited number of samples, we replace the range [α,β] by [(k α /|D|), (k β /|D|)] where k α = ⌈|D|α⌉ + 1, k β = ⌊|D|β⌋ are two integers. We further define D kα,k β as a subset of D, which is obtained by first sorting {S m (z − k ; M)} z − k ∈D in ascending order, and then picking the samples ranked from the top k α th to k β th positions. Given the above definition, the objective of the pAUCMetric method is to maximize the ROC area given the training sets D kα,k β and P. Definition 1. The objective function of pAUCMetric is:
where ℓ(·), described in Theorem 1, is a loss function that evaluates the pAUC under the squared Mahanalobis distance metric S m (·), Ω(·) is a regularization term, which will be given in Definition 2, and λ > 0 is a tunable hyperparameter.
Theorem 1. The loss function of (5) can be written as:
Proof. The normalized pAUC over D kα,k β and P can be computed accurately by:
where I(·) is an indicator function that returns 1 if the statement is true, and 0 otherwise. However, directly optimizing (7) is an NP-hard problem. To deal with this problem, we relax (7) by replacing the indicator function by a hinge loss function:
where δ > 0 is a tunable hyperparameter controlling the distance margin between these two kinds of scores. Substituting (8) into (7), the maximization problem of (7) is transformed into a minimization problem of (6). This completes the proof of Theorem 1.
Definition 2. The regularization term of (5) is:
where I 0 is an identity matrix, and γ and µ are two tunable hyperparameters.
The first term 1 |P| j∈P S m (z + j ; M), which was introduced in [14] , aims to bound the unbounded function S m (z i ; M) in (6) and its unbounded within-class variance. The second term tr(M −1 0 M) − logdet(M), named LogDet divergence [15] , is used to enhance the model's generalization ability and further constrain M to be positive semidefinite. Calculate P t and P t P on P and D kα,k β 5:
t ← t + 1 7: until convergence
Optimization algorithm
The loss function of (5) can be rewritten as:
where Π ∈ {0, 1} |P|×|D kα,k β | is an index matrix with
and · F is the Frobenius norm. For simplicity, we de-
We adopt the minibatch proximal point algorithm (PPA) [16] to optimize (5) , which is summarized in Algorithm 1, where X = M t − η(P t + γP t P + µI 0 ) is a symmetry matrix of size n × n. We first apply eigenvalue decomposition to X, i.e. X = UVU T where V = diag([v 1 , v 2 , · · · , v n ]) with v 1 ≥ v 2 ≥ · · · ≥ v n , and then use the following updating equation:
where φ + λ (v) = ((v 2 + 4λ) 1/2 + v)/2. We adopt an early stopping strategy as the stopping criterion of Algorithm 1. In practice, the values of P and D can be very large; so, er we apply random sampling to them at each iteration so as to reduce the computational load.
EXPERIMENTS
Data sets
To investigate the performance of developed back-end, we combined it with the GMM-UBM/i-vector [1] and x-vector [5] front-ends respectively. For the i-vector front-end based systems, we used the female part of the 8 conversation conditions of the NIST 2006 SRE and NIST 2008 SRE corpora as the training and evaluation data, respectively. We added the babble and factory noises in the NOISEX-92 database to the clean speech for evaluating the robustness of the proposed method. We split all speech signals into segments with a segment length of 15 seconds, and extracted an i-vector from each segment. In the evaluation stage, we constructed two test conditions by selecting 1 and 4 segments respectively from the first conversation of a speaker as the enrollment data. Both conditions selected 1 segment from each of the remaining 7 conversations of a speaker for test. We took each speaker as a claimant with the remaining speakers acting as imposters.
For the x-vector front-end based system, we adopted the same experimental setting as [5] , which extracted x-vectors from the NIST 2004-2010 SRE corpora along with the Mixer6 corpus for the back-end training, where the number of x-vectors was further enlarged by the same data augmentation scheme as [5] . The evaluation corpus is the Cantonese portion of the NIST 2016 SRE [17] .
Experimental settings
For the GMM-UBM/i-vector front-end, the number of Gaussian components was set to 2048. The dimension of the total variability matrix was set to 400. We followed the MSR Identity Toolbox [18] for the implementation of the GMM-UBM/i-vector front-end. The acoustic feature is a concatenation of 19-dimensional MFCC, 13-dimensional RASTA-PLP and 1-dimensional log energy, as well as their Delta and deltadelta coefficients, which amounts to a 99-dimensional feature [19] . For the x-vector front-end, we adopted a pretrained x-vector system provided at http://kaldi-asr.org/models/m3.
We compared the pAUCMetric back-end with the stateof-art LDA+PLDA back-end, where the LDA+PLDA algorithm was implemented in the MSR Identity Toolbox [18] :
• LDA+PLDA: When the i-vector front-end was used, we applied LDA to reduce the dimension of the ivectors from 400 to 200, which is a typical parameter setting. When the x-vector front-end was used, we followed the parameter setting in [5] , which reduces the dimension of the x-vectors from 512 to 150. • pAUCMetric1: When the i-vector front-end was used, we took the 400 dimensional i-vectors as the input of our back-end directly. When the x-vector front-end was used, we first reduced the dimension of the x-vectors to 200 by LDA, and then took the 200-dimensional features as the input of our back-end. • pAUCMetric2: We adopted the transformed vectors produced from the Gaussian PLDA back-end [8] as the inputs of our pAUCMetric.
We also studied the fusion scheme of LDA+PLDA and pAUCMetric1 (denoted as fusion). Because the decision scores of the two back-ends vary in different ranges, we first estimated the mean and variance of the training scores of each back-end, and then normalized its test scores by the estimated mean and variance. We reported results in terms of EER, pAUC 0∼0.01 , AUC, the minimum detection cost function (DCF) with P target being set to 10 −2 and 10 −3 respectively, and the DCF 08 . Table 1 lists the comparison results in the i-vector space. From the table, we see that pAUCMetric obtains better performance than LDA+PLDA, no matter taking the ivectors or PLDA features as its input. For example, pAUC-Metric achieves more than 5% absolute improvement over LDA+PLDA in terms of pAUC 0∼0.01 . We also observe that fusing LDA+PLDA and pAUCMetric1 reaches the best EER performance. Figure 2 plots the DET curves in the babble noise enrollment. From this figure, we see that pAUCMetric yields a DET curve lower than that of LDA+PLDA when the false positive rate is kept in a low range. Table 2 lists the comparison results in the x-vector space. From the table, one can see that pAUCMetric2 obtains the best performance. It reaches 16.3% relative EER reduction, and 2.83% absolute pAUC 0∼0.01 improvement. However, the fusion results are only slightly better than that of the baseline. This may be due to the cross-domain experimental setting, which makes the normalization of the PLDA scores fail to transfer from training to test sets. The DET curve comparison in 3 further shows the effectiveness of pAUCMetric.
Main results
CONCLUSIONS
This paper proposed a back-end Mahalanobis metric learning algorithm to maximize the partial AUC directly. The experimental results on the NIST SRE corpora demonstrate the effectiveness of the proposed pAUCMetric, given either the i-vector or x-vector extractors as its front-end.
