Exponentially confining potential well by Alhaidari, A. D.
1 
 
Exponentially confining potential well 
 
A. D. Alhaidari 
Saudi Center for Theoretical Physics, P.O. Box 32741, Jeddah 21438, Saudi Arabia 
 
Abstract: We solve the Schrödinger equation for an exponentially confining potential well, which 
is a generalization of the Morse potential. The Tridiagonal Representation Approach (TRA) is used 
as the method of solution, which is obtained as a bounded series of square integrable functions 
written in terms of the Bessel polynomial. 
PACS: 03.65.Ge, 03.65.Fd, 34.80.Bm, 03.65.Ca 
Keywords: Exponential potential, tridiagonal representation approach, Bessel polynomial 
 
To the memory of my friend, colleague and collaborator, the late 
Mohammed S. Abdelmonem. 
 
1. Introduction 
Confining potentials are used as models to describe the structure of tightly bound systems with 
strong localization. The harmonic oscillator potential, which is treated in most textbooks on 
quantum mechanics, is the most popular (see, for example, Ref. [1]). Other models include the 
linear potential, which is sometimes used to describe the confinement of quarks inside hadrons 
[2,3]. These two models describe confinement of a quadratic and linear strength, respectively. 
Aside from the infinite square well and the quartic potentials, there is rarely any treatment in 
the literature of potentials with extreme confinement strength including those of the exponential 
type. If one is interested in models of extreme confinement but without infinitely hard 
boundaries (to allow for some level of wall penetration and non-vanishing of the wavefunction 
tail into the walls) then one cannot use the infinite square well potential and must have 
confinement strength better than power-law. In this study, we provide such a model in one 
dimension over the whole real line where the strength of confinement grows exponential. 
Specifically, we propose the following potential model 
 2 214( ) 2 x x xV x e A e A e        ,     (1) 
where x     and we have adopted the atomic units 1M  . The scale parameter  
is real with inverse length dimension, which is a measure of the range of the potential. The 
parameters A  are real and dimensionless with 0A  . Figure 1 is a plot of this potential for a 
fixed A  and several values of A . Changing the sign of  will cause reflection of the plot with 
respect to the vertical axis. 
The Schrödinger equation with the potential function (1) is not exactly solvable using any of 
the conventional methods of solutions unless 0A   in which case (1) becomes the usual Morse 
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potential. Such conventional methods include factorizations, point canonical transformation, 
supersymmetry, shape invariance, Darboux transformation, second quantization, asymptotic 
iteration method, group theory, path integral transformation, Nikiforov-Uvarov method, etc. 
(for description of these methods, see as examples, Ref. [4-11]). Nonetheless, we will 
demonstrate here that the newly introduced algebraic method of solution known as the 
“Tridiagonal Representation Approach (TRA)” [12] will give a quasi-exact solution of this 
problem in the form of a bounded series of square integrable functions. The expansion 
coefficients of the series are orthogonal polynomials in the energy and physical parameter 
space. 
We start by writing the solution of the Schrödinger equation with the potential (1) as the 
following series 
( ) ( )n n
n
x f x  ,      (2) 
where  ( )n x  is a complete set of square integrable functions and  nf  are the expansion 
coefficients. We choose the elements of the basis set as follows 
( ) ( )yn n nx G y e J y    ,     (3) 
where ( ) xy x e  and ( )nJ y  is the Bessel polynomial whose properties are given in the 
Appendix. The parameter  is negative such that 12N    , where N is a non-negative integer 
and 0,1,2,..,n N . The dimensionless real parameters  and  will be determined below 
whereas the normalization constant is conveniently chosen as (2 2 1)! ( 2 )n nn nG       . In the atomic 
units, the Schrödinger equation for the potential (1) is written in terms of the dimensionless 
variable y as follows 
2
2
2 ( ) ( ) 0d dy y U y ydy dy  
      
,     (4) 
where 2 2 114( ) 2 ( )U y V x y A y A y        and 22E  . If we write this wave equation 
as ˆ ( ) 0J y   and substitute the ansatz (2) then finding the solution requires evaluating the 
action of the wave operator on the basis elements, ˆ ( )nJ y . Now, the TRA dictates that this 
action must have the following tridiagonal structure [12] 
 1 1 1ˆ ( ) ( ) ( ) ( ) ( )n n n n n n nJ y y c y b y b y         ,    (5) 
where ( )y  is a non-zero analytic function on the whole real line and the coefficients nc  and 
nb  are x-independent and such that 2 0nb   for all n. Substituting (2) into (4) and using (5), 
translates the problem into finding a solution to the following discrete algebraic equation 
1 1 1 0n n n n n n nz P a P b P b P      ,      (6) 
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where we have written n nc a z   and 0n nf f P  making 0 1P  . This is a three-tem recursion 
relation whose solution (due to 2 0nb  ) is an orthogonal polynomial in z provided that the 
recursion coefficients na  and nb  are independent of z [13,14]. It turns out that the polynomial 
argument z depends on the energy and/or physical parameters of the problem. It was shown 
elsewhere that all the physical properties of the system (e.g., bound states energy spectrum, 
scattering phase shift, density of states, etc.) are obtained from the properties of this orthogonal 
polynomial ( )nP z  (its weight function, generating function, zeros, asymptotics, etc.) [12,15, 
16]. It was also shown therein that the positive definite weight function of the polynomial ( )nP z  
is 20 ( )f z . In the following section and by using the TRA tools, we obtain the recursion relation 
(6) associated with the potential function (1) and attempt to identify the corresponding 
orthogonal polynomial ( )nP z  wherefrom we obtain the physical properties of the system. 
 
2. The TRA solution 
Using the basis element (3) and after simple differential manipulation, we obtain 
 
 
2
2
2
2
2
2
ˆ ( ) 2 1 2
1 2 1 ( ) ( )
y
n n
n
d dJ y G y e y y
dy dy
U y J y
y y
 

  
   
        
      
     (7) 
Applying the differential equation of the Jacobi polynomial (A4) in the Appendix reduces this 
equation to the following form 
 
 
   2 22
12ˆ ( ) 2 2 1
1 2 1 ( ) 2 1 ( )
y
n n
n
dJ y G y e y
dy
U y n n J y
y y
 

   
    
       
         
   (8) 
Choosing the basis parameters as 12    and 12  , will eliminate the derivative term and 
brings this equation into the following simple form 
 12 21 2 2 121 4ˆ ( ) ( ) ( )yn n nJ y G y e n U y J yy y               .   (9) 
Now, compatibility of the TRA requirement (5) and the properties of the Bessel polynomial in 
the Appendix dictates that the expression inside the square brackets must be a linear function 
of y. Terms that are not linear must be eliminate by counter terms in U(y). Therefore, the most 
general form of the function U(y) that preserves the tridiagonal structure (5) is 
0
12
1 4( ) UU y U y
y y
   ,      (10) 
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such that the basis parameter  is chosen as 0U   whereas 1U  is an arbitrary real parameter. 
In fact, this is the exact from of our proposed potential (1) with 0U A   and 1U A . Note 
that any constant in the potential function U(y) could be absorbed into the energy  by a simple 
redefinition. With this expression of U(y), Eq. (9) becomes 
 12 21 2 12ˆ ( ) ( )yn n nJ x G y e A y n J y              ,   (11) 
where A   . The first term A y  is evaluated using the recursion relation of the Bessel 
polynomial (A2) in the Appendix giving 
 
   
2
1 1
1 1
12
1 12 2
2 4 4ˆ ( ) ( ) ( )( )( 1)
2 1( ) ( )( ) ( 1)
n n
n n
n n
n n
J x x n x
n n A A
n G n Gx x
G Gn n n n
     
    
 
 
 
         
           
   (12) 
where 14( )x A   . This is identical to (5) if we write 
 2122 4 4( )( 1)nc nn n A A    
       ,    (13a) 
  
  312 2
1 2 11
1n
n n
b
n n n

  
          .     (13b) 
Note that due to the restricted range of  as 12N    , the term under the square root in (13b) 
is always positive making 2 0nb   for 0,1,2,..., 1n N  . If we write  4n n nc a z a A      
then we obtain the three-term recursion relation (6) for the polynomial (4 )nP A  . To identify 
this orthogonal polynomial, which contains all the physical properties of the system, we start 
by recasting its recursion relation into a standard format through defining the polynomial 
( ; )nB z   via  0( ) ( ; )n n nP z G G B z   where 4 A    and nG  is given below Eq. (3). This 
definition results in the following recursion relation for ( ; )nB z   
 
   
2
1 1
12
1 12 2
2( ; ) ( ; )( )( 1)
2 1( ; ) ( ; )( ) ( 1)
n n
n n
z B z n B z
n n
n nB z B z
n n n n
 
 
    
     
        
        
   (14) 
Now, this recursion relation gives all of the polynomials   1( ; ) Nn n oB z    explicitly starting with 
0 ( ; ) 1B z    and setting 1( ; ) 0B z   . Note that (14) differs significantly from (A2) for the 
Bessel polynomial due to the presence of  212n    in the diagonal term of the recursion. All 
of our attempts to compare this polynomial with known ones failed to produce a match. We 
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tried using the table of recurrence formulas in Chihara’s book [13] and the properties of the 
hypergeometric orthogonal polynomials in the book by Koekoek et. al [17]. We also looked at 
the Chapter on Orthogonal Polynomials in the Digital Library of Mathematical Functions [18] 
and compared with the information available in CAOP (Computer Algebra & Orthogonal 
Polynomials) [19]. We also tried using computer algebra systems (such as rec2ortho of 
Koornwinder and Swarttouw, or retode of Koepf and Schmersau [20]) that identify the 
polynomials from their recurrence relations. Consequently, we were forced to resort to 
numerical means to extract the physical information from ( ; )nB z   as will be shown in the 
following section. 
Finally, the solution of the Schrödinger equation with the potential (1) reads as follows 
1
0
( ) (4 ) (4 ; 4 ) ( )
N
n n
n
x A B A A x      

  ,     (15) 
where the basis element ( )n x  is given by Eq. (3) with A   , 12    and 12  . 
Moreover, (z) is the positive definite weight function for the polynomial ( ; )nB z  . Note that 
the condition 12N     implies that the number of bound states N obtained by the TRA is 
the largest integer less than or equal to 12A  . However, the actual number of bound states 
associated with this confining potential is clearly infinite. Thus, our TRA solution obtained here 
is a quasi-exact solution of the problem. By definition, a quasi-exact solution is a partial exact 
solution where part (not all) the energy spectrum is obtained (see, for example, Ref. [21]). In 
the following section, we calculate the lowest bound state energies and plot the corresponding 
wavefunctions. 
 
2. Results and discussion 
The first straight-forward and almost-trivial result holds when 0A  . As seen from Eq. (11), 
the representation in this case becomes diagonal not tridiagonal and the energy spectrum 
becomes  212n n     . That is, 
 22 1212nE n A     ,      (16) 
where 120,1, 2,..,n A   which means that bound states exist only if 12A  . This is the well-
known result for the Morse potential in one dimension [9,22]. The corresponding bound state 
wavefunction is 
1
2 1 2( ) ( ) ( )A Ayn n n nx x G y e J y      ,     (17) 
Using the orthogonality of the Bessel polynomial (A3) in the Appendix, we can easily show 
that ( )n x  is orthonormal. That is, 
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2 1
0( ) ( ) ( ) ( )A A Ayn m n m n m n m nmx x dx G G y e J y J y dy       
    

    .  (18) 
Now for the general case where 0A  , the TRA asset is in the polynomial (4 ; 1 )nB A A     
that contains all physical properties of the system [12]. As noted above, this polynomial is 
unfortunately not known in the mathematics literature yet. It is an open problem in orthogonal 
polynomials along with other similar ones. For discussions about these open problems, one may 
consult References [23-25]. Note that this shortcoming is in spite of the fact that the recursion 
relation (14) gives all of these polynomials explicitly, albeit not in closed form, to any desired 
degree starting with 0 ( ; ) 1B z   . Nonetheless, we will be able to obtain very accurate, stable 
and convergent numerical results. For example, the Hamiltonian representation is a tridiagonal 
symmetric matrix, which is obtained from the three-term recursion relation of (4 )nP A   as 
 2, , 1 , 1 , 18n m n n m n n m n n mH A a b b         ,    (19) 
where na  and nb  are obtained from (13a) and (13b). Diagonalizing this matrix will give the 
energy spectrum. Due to the existence of countless robust routines to diagonalize such 
tridiagonal matrices, one can obtain highly stable and convergent results with any level of 
desired accuracy. We used Mathcad software package to obtain the lowest bound states energy 
levels. Table 1 is a list of these bound states energies for several values of A  and fixed 2A 
, whereas in Table 2 we fix 6A   and vary A . The first column in Table 2 represents an 
accuracy check where we reproduced the well-known spectrum of the Morse potential (16). 
Additionally, we used (15) to calculate the bound states wavefunctions. Figure 2 is such a plot 
showing the un-normalized wavefunctions corresponding to the lowest part of the spectrum 
 m  in the first column of Table 1, which are calculated using 
   12 12( ) exp (4 ; 4 ) ( )A x A Ax xm n n m n
n
x e e G B A A J e            .  (20) 
To understand the features of the wavefunction, we superimposed the potential (not to scale) 
on the same plots and indicated the corresponding energy level by a horizontal line. The wave 
function plots show interesting confinement features of the potential. Firstly, the wavefunction 
does not diminish abruptly at the walls of the potential well but exhibits some penetration with 
a short decay tail; shorter on the left than on the right due to the stronger confinement of 2 xe   
on the left relative to xe  on the right. Secondly, the apparent bunching of the wavefunction for 
low energies on the left side of the well where it is deeper. Thirdly, at higher energies, the 
particle does not “feel” the topography at bottom of the well exhibiting oscillations. However, 
at these higher energies, the particle still feels the weaker right wall and tends to cluster there. 
 
Appendix: The Bessel polynomial on the real line 
The Bessel polynomial on the real line is defined in terms of the hypergeometric or confluent 
hypergeometric functions as follows (see section 9.13 of the book by Koekoek et. al [17]): 
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     2 0 1 1, 2 1 2( )( ) 2 1 1nn nn n nnJ x F x n x F x            ,   (A1) 
where 0x  , 0,1,2,..,n N  and N is a non-negative integer. The real parameter  is negative 
such that 12N    . The Pochhammer symbol ( )na  (a.k.a. shifted factorial) is defined as 
( )
( )( 1)( 2)...( 1) n aaa a a a n       . The Bessel polynomial could also be written in terms of 
the associated Laguerre polynomial with discrete index as:    (2 2 1)( ) ! 1n nn nJ x n x L x     . 
The three-term recursion relation reads as follows:  
1 1
2 ( ) ( )( )( 1)
2 1( ) ( )( )(2 2 1) ( 1)(2 2 1)
n n
n n
x J x J x
n n
n nJ x J x
n n n n
 
 

 

    
   
        
   (A2) 
Note that the constraints on  and on the maximum polynomial degree make this recursion 
definite (i.e., the signs of the two recursion coefficients multiplying 1( )nJ x  are the same). 
Otherwise, these polynomials could not be orthogonal on the real line but on the unit circle in 
the complex plane. The orthogonality relation reads as follows 
2 1
0
! ( 2 )( ) ( ) 2 2 1
x
n m nm
n nx e J x J x dx
n
    
        .   (A3) 
The differential equation is 
   22 2 1 2 1 2 1 ( ) 0nd dx x n n J xdx dx  
           
.   (A4) 
The forward shift differential relation reads as follows 
  11( ) 2 1 ( )n nd J x n n J xdx      .     (A5) 
On the other hand, the backward shift differential relation is 
 2 11( ) 2 1 ( ) ( )n n ndx J x x J x J xdx        .    (A6) 
We can write 11 ( )nJ x  in terms of ( )nJ x  and 1( )nJ x  as follows 
1
1
1 1
( 1)( 2 )2 ( ) ( )( )( 1)
( 1) ( 2 )( 2 1)( ) ( )( )(2 2 1) ( 1)(2 2 1)
n n
n n
n nJ x J x
n n
n n n nJ x J x
n n n n
 
 

 
 
   


 
    
          
   (A7) 
Using this identity and the recursion relation (A2), we can rewrite the backward shift 
differential relation as follows 
8 
 
2
1 1
2 ( ) ( 2 1)
( ) ( ) ( )
( )( 1) ( )(2 2 1) ( 1)(2 2 1)
n
n n n
dx J x n n
dx
J x J x J x
n n n n n n

  

     
 
   
              
   (A8) 
The generating function is 
 2 2
0
2( ) 1 4 exp 2 (1 1 4 )! 1 4
n
n
n
tJ x xt t xt
n xt
  

       .   (A9) 
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Tables Captions: 
Table 1: The lowest bound states energies (in atomic units) corresponding to 2A   and for 
several values of A  as indicated. We took 1  . 
Table 2: The lowest bound states energies (in atomic units) corresponding to 6A   and for 
several values of A  as indicated. We took 1  . The first column is an accuracy check where 
we reproduced the well-known energy spectrum of the Morse potential. 
 
Figures Captions: 
Fig. 1: The potential function (1) for 1  , 2A  , and several values of A . The six traces 
from top to bottom correspond to 4,0,4,6,8,10A   . 
Fig. 2: The un-normalized wavefunctions   50( ) nn nx   corresponding to the energies shown in 
the first column of Table 1 where 2A   and 8A  . The potential function (dashed curve) is 
superimposed on the same plot (not to scale) and the corresponding energy level is indicated 
by the horizontal thin line. 
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Table 1 
 
n 8A   6A   4A   
0 
1 
2 
3 
4 
5 
6 
-28.053627
-21.029931
-14.992219
-9.927105
-5.801982
-2.518657
0.948521
-15.025220
-9.975990
-5.880414
-2.662228
0.418853
-5.960092
-2.808535
-0.106373
 
 
 
 
Table 2 
 
n 0A   4A   8A   12A   
0 
1 
2 
3 
4 
-15.125000 
-10.125000 
-6.125000 
-3.125000 
-1.125000 
-14.925872 
-9.828860 
-5.645103 
-2.229669 
2.004504
-14.728422 
-9.539719 
-5.195514 
-1.374691 
5.213347
-14.532562
-9.256701
-4.765950
-0.509143
8.439356
 
  
12 
 
 
Fig. 1 
 
 
 
 
 
   
Fig. 2a       Fig. 2b 
 
 
 
13 
 
   
Fig. 2c       Fig. 2d 
 
 
 
 
 
   
Fig. 2e       Fig. 2f 
