Abstract. Green's theorem states that the Hall algebra of the category of representations of a quiver over a finite field is a twisted bialgebra. Considering instead categories of orthogonal or symplectic quiver representations leads to a class of modules over the Hall algebra, called Hall modules, which are also comodules. A module theoretic analogue of Green's theorem, describing the compatibility of the module and comodule structures, is not known. In this paper we prove module theoretic analogues of Green's theorem in the degenerate settings of finitary Hall modules of Rep F1 (Q) and constructible Hall modules of Rep C (Q). The result is that the module and comodule structures satisfy a compatibility condition reminiscent of that of a Yetter-Drinfeld module.
Introduction
Let Rep Fq (Q) be the abelian category of representations of a finite type quiver Q over a finite field F q . Let g Q be the complex semisimple Lie algebra whose Dynkin diagram is the underlying graph of Q. Ringel associated to Rep Fq (Q) its Hall algebra H Q,Fq , which he proved to be isomorphic to the positive part of the specialized quantum group U + √ q (g Q ) [17] . The relationship between Hall algebras and quantum groups was later clarified by Green, who proved, firstly, that H Q,Fq is naturally a (twisted) bialgebra, a statement commonly referred to as Green's theorem, and secondly, that the isomorphism H Q,Fq ≃ U + √ q (g Q ) is one of bialgebras [9] . More generally, a Hall algebra can be defined from any finitary abelian category and Green's theorem generalizes to assert that, if the category is hereditary, then this is a bialgebra [19] . Analogues of Green's theorem have been proven for other realizations of the Hall algebra. In the complex linear setting, Joyce [11] associated to the (non-finitary) category Rep C (Q) its constructible H Q and motivic H mot Q Hall algebras. Roughly, H Q can be viewed as a classical limit of H mot Q , in which the Lefschetz motive tends to one. Joyce proved that H Q is a bialgebra and related H Q and H mot Q to U + (g Q ) and U
respectively. An analogue of Green's theorem for the cohomological Hall algebra of a symmetric quiver with potential was proven in [2] . In each of the above settings, the appropriate analogue of Green's theorem plays an important role in the structure theory of the Hall algebra.
Orthogonal and symplectic analogues of quiver representations have been studied by many authors [22] , [3] , [31] . While such representations do not form an abelian category in any natural way, there is a modification of the Hall algebra construction which produces a module over the Hall algebra, called the Hall module [30] . In various settings, Hall modules have been shown to be related to canonical bases [5] , [27] , representations of quantum groups [28] and Donaldson-Thomas theory with classical structure groups [29] , [7] . While the Hall module M Q,Fq of Rep Fq (Q) has a natural comodule structure, the most naive analogue of Green's theorem does not hold: M Q,Fq is not a Hopf module over H Q,Fq . One of the main results of [28] (see also [5] , [27] ) is a characterization of the module-comodule compatibility when M Q,Fq is restricted to the composition subalgebra of H Q,Fq . However, this characterization, being in terms of modules over Kashiwara-Enomoto's reduced σ-analogue of U v (g Q ), is not easily interpreted directly in terms of the comodule structure. At present, a full description of the module-comodule compatibility is not known.
In this paper, we give a complete description of the module-comodule compatibility for two degenerate, and in some sense classical, realizations of Hall modules. The first realization is that of representations of a quiver over the so-called field with one element F 1 . The Hall algebra H Q,F 1 was first studied by Szczesny [24] , who, together with collaborators, has also studied a number of other combinatorial-type Hall algebras [13] , [23] , [25] , [6] , [26] . See also [8] . An analogue of Green's theorem holds true and plays a crucial role in these combinatorial settings. The second realization is that of constructible Hall modules of Rep C (Q). In both realizations, the Hall algebras and modules are equipped with degenerate coproducts and comodule structures, respectively, as opposed to their standard Hall such structures. The coproducts, for example, are cocommutative, leading to our interpretation of these objects as being classical, as opposed to quantum. Theorems 2.6 and 3.2, which are the main results of this paper, state that the Hall modules obey conditions similar to that of a Yetter-Drinfeld module, with the Hall algebra involution induced by a duality involution of the category of quiver representations playing the role of the antipode. Our results apply to more general categories than those of quiver representations. For example, we prove Theorem 2.6 for finitary proto-exact categories with duality which obey a strong decomposition property. Surprisingly, this decomposition property also appears in the constructible setting. Theorem 3.2 also applies more generally, but since the background required for its proof becomes significantly longer and our primary interest is in quivers, we do not pursue this generalization.
It is a general, if at present rather vague, philosophy that H Q,F 1 is a degenerate version of the q → 1 limit of H Q,Fq , and similarly for H Q and H mot Q . It is our hope that this intuition, together with the results of this paper, can be used to further understand the module-comodule compatibility of M Q,Fq and its variants. A biCartesian square of the form (1) with W = 0 is called a conflation.
Example.
(i) Any exact category, and hence any abelian category, has a canonical proto-exact structure. A conflation is simply a short exact sequence.
(ii) The category of vector spaces over F 1 admits a (non-exact) proto-exact structure. See Section 1.3 for details. ⊳
The following definitions are motivated by [6] .
Definition. Let A be a proto-exact category which admits finite coproducts. (i) The category A is called combinatorial if, for each admissible subobject
The category A is said to have the finite direct decomposition property if any object W ∈ A admits only finitely many decompositions U ⊕ V ≃ W up to isomorphism.
1.2.
Categories with duality. For background material on categories with duality, see [21] . The notation A op indicates the opposite of a category A.
Definition. A category with duality is a triple (A, P, Θ) consisting of a category
A, a functor P : A op → A and a natural isomorphism Θ :
A (non-degenerate) symmetric form in (A, P, Θ) is a pair (N, ψ N ), often denoted by just N, consisting of an object N ∈ A and an isomorphism ψ N : N → P (N) which satisfies P (ψ N ) • Θ N = ψ N . An isometry of symmetric forms φ : M → N is an isomorphism of the underlying objects which satisfies ψ M = P (φ) • ψ N • φ. The notation M ≃ P N indicates that M and N are isometric. Denote by Aut P (N) ≤ Aut(N) the group of self-isometries of N. The groupoid of symmetric forms in A and their isometries is denoted by A h . 
Definition. A proto-exact category with duality is a category with duality
is biCartesian.
Let N be a symmetric form in A and let i : U N be an inflation. The orthogonal U ⊥ is defined to be a kernel of the composition P (i) • ψ N . The existence of U ⊥ is ensured by the assumption that i is an inflation and P is exact. The inflation i is called isotropic if P (i) • ψ N • i = 0 and the monomorphism U ֒→ U ⊥ is an inflation.
All proto-exact categories in this paper are assumed to have the following property, called the Reduction Assumption in [30, §3.4] : If N is a symmetric form and U N is isotropic with orthogonal k : U ⊥ N, then the quotient U ⊥ /U, which we denote by N/ /U, admits a symmetric form ψ N/ /U , unique up to isometry, which makes the diagram
commute. We will use the notation U N N/ /U to indicate the U is isotropic in N with reduction N/ /U, and call this a symmetric conflation. By [14, Proposition 5.2] , exact categories with duality satisfy the Reduction Assumption. Suppose that A admits finite coproducts. In this case we will always assume that P is additive. We can then make the following constructions. First, the coproduct of symmetric forms is defined by
Secondly, given an object U ∈ A, the hyperbolic symmetric form H(U) on U is defined to be the pair
Note that there is a canonical inclusion Aut(U) ֒→ Aut P (H(U)). We end this section with two basic results. 
Moreover, if any of the above conditions hold, then there is a canonical isometry
Proof. The composition
is equal to 
Then the diagram
commutes. Since the square is a pushout, the universal property yields the desired factorization of π, showing that (iii) holds. The proof that (iii) implies (ii) is similar. Turning to the final statement, assume that
⊥ is determined by the maps from (ii) and (iii). The claimed isometry follows. 
Proof. Consider the commutative diagram
where the isomorphism f is that guaranteed by the combinatorial assumption on
and hence
, is also zero.
1.3. Vector spaces over F 1 . Let Vect F 1 be the category of finite dimensional vector spaces over F 1 . For a detailed discussion, see [24] . Objects of Vect F 1 are finite pointed sets, with basepoint denoted by * . Morphisms are basepoint preserving maps f : V → W for which the restriction f | V \f −1 ( * ) is injective. The category Vect F 1 admits the structure of a proto-exact category, inflations being the injective morphisms and deflations being the surjective morphisms for which the pre-image of any non-basepoint is a singleton. The zero object is 0 = { * }.
Given an inflation U V , its cokernel V /U is obtained from V by collapsing U to * ∈ V . If U ′ V is a second inflation, then U ∩ U ′ V is the inflation given by the set theoretic intersection of U and U ′ in V . The coproduct V ⊕ V ′ is defined to be the disjoint union of V and V ′ modulo the identification of their basepoints. Contrary to the case of vector spaces over a field, note that if U V ⊕ V ′ , then
The dimension of
Under this identification, (−) ∨ squares to the identity. The triple (Vect F 1 , (−) ∨ , 1 id Vect ) is therefore a proto-exact category with strict duality.
Representations of quivers.
For background on the representation theory of quivers, see [19] and [24] over fields and F 1 , respectively. For symmetric forms on quiver representations over fields, see [3] , [28] .
Throughout this section, we denote by k either F 1 or a field whose characteristic is different from two.
Let Rep k (Q) be the category of finite dimensional representations of a quiver
consisting of a finite dimensional Q 0 -graded vector space U over k and a k-linear morphism u α : U i → U j for each arrow α : i → j of Q. The category Rep k (Q) inherits a proto-exact structure from Vect k , which is abelian if k is a field.
Let Λ Q = ZQ 0 and Λ
A contravariant involution σ of Q is the data of involutions of Q 0 and Q 1 , both denoted by σ, with the property that if α : i → j is an arrow in Q, then σ(α) is an arrow σ(j) → σ(i). When k is a field, we also fix functions
such that s is σ-invariant and τ α τ σ(α) = s i s j for all arrows α : i → j. This data induces an exact functor P :
, given on objects by
and on morphisms by
Set also Proof. The first statement follows from equation (2) and the fact that coproducts in Rep F 1 (Q) are pointwise (in Q 0 ) coproducts in Vect F 1 . The second statement follows similarly from the finite direct decomposition property of Vect F 1 .
To prove that Rep F 1 (Q) satisfies the Reduction Assumption, it suffices to show that the same is true of Vect F 1 . Observe that since objects of Vect F 1 are canonically self-dual, the set of symmetric forms on N ∈ Vect F 1 is in natural bijection with those π ∈ Aut Vect F 1 (N) ≃ S dim F 1 N which satisfy π 2 = e. Moreover, π and π ′ correspond to isometric symmetric forms if and only if they are conjugate. For a subobject i : U (N, ψ π ), we find
Hence, U is isotropic if and only if U ∩ π(U) = * , in which case a symmetric form on U ⊥ /U is defined by deleting from π all 2-cycles in which an element of i(U) appears. It is clear that this symmetric form is unique up to isometry.
2. The combinatorial case 2.1. The Hall algebra of a proto-exact category. We recall some material about finitary Hall algebras. For further details, see [19] , [4] , [24] .
A proto-exact category A is called finitary if it is essentially small and the sets
is defined via a Yoneda-type construction, as conflations up to equivalence. Let Iso(A) be the set of isomorphism classes of objects of A. The Grothendieck group K 0 (A) is the quotient of the free abelian group generated by Iso(A) by the subgroup generated by the relations
The Hall algebra of a finitary proto-exact category A is the rational vector space with basis Iso(A),
The associative product is
Here F W U,V ∈ Z is the cardinality of the set
which is finite since A is finitary. 
This makes H A into a cocommutative topological coalgebra. If A satisfies the finite direct decomposition property, then the image of ∆ lies in H A ⊗ Q H A and H A is a coalgebra. We remark that ∆ is not the standard Hall coproduct; see the remarks at the end of Section 2.3.
Remark. For later comparison, observe that H A can be identified with the space of finitely supported functions Iso(A) → Q. From this point of view, the product and coproduct are given by
respectively.
The relevance of the combinatorial property to Hall algebras is the following. For simplicity, we will henceforth assume that A has the finite direct decomposition property, so that H Q is an honest bialgebra.
An element u ∈ H A is called primitive if it satisfies
It follows from the definition of ∆ that the set of isomorphism classes of indecomposable objects of A is a basis of the vector space V prim A of primitive elements of H A . The commutator bracket gives V prim A the structure of a K 0 (A) + -graded pro-nilpotent Lie algebra, the universal enveloping algebra of which is denoted by
+ -graded cocommutative bialgebra, the MilnorMoore theorem implies the following result. 
2.2.
Hall algebras in the presence of a duality structure. We continue to work in the setting of Section 2.1. Suppose that (P, Θ) is an exact duality on A. The Hall algebra then inherits a Q-linear map
The isomorphism id A ≃ P • P op implies that P H squares to the identity. Since P is contravariant and exact, we have the equalities
which imply that P H is an algebra anti-homomorphism. As P is additive, P H is a coalgebra homomorphism.
Lemma 2.3. The map P H : H A → H A restricts to a Lie algebra anti-involution
follows from the fact that P H is a coalgebra homomorphism. That this map is a Lie algebra anti-homomorphism follows from the fact that P H is an algebra anti-homomorphism:
Denote by V 
2.3.
The Hall module of a proto-exact category with duality. Let A be a finitary proto-exact category with duality which satisfies the Reduction Assumption. Let GW 0 (A) be the Grothendieck-Witt group of A, that is, the free abelian group generated by the set Iso h (A) of isometry classes of symmetric forms, modulo the subgroup generated by relation
Following [28, §2.2] , the Hall module of (A, P, Θ) is the rational vector space with basis Iso h (A),
Define a left H A -action on M A by the formula
where G N U,M ∈ Z is the cardinality of the set
The assumption that A is finitary ensures that G 
Suppose now that A admits finite copoducts and that P is additive. Define a Q-linear map
This makes M A into a topological left H A -comodule. Direct inspection shows that the equality Remark. There is also an interpretation of M A as the space of finitely supported functions Iso h (A) → Q together with a convolution action of H A .
By the following lemma, if A has the finite direct decomposition property, then M A is an honest comodule.
Lemma 2.5. If A has the finite direct decomposition property, then any symmetric form N in A admits at most finitely many orthogonal decompositions H(U)⊕M ≃ P N, up to isomorphism in U and isometry in M.
Proof. This follows from the observation that, because of the finitary assumption, any object of A admits at most finitely many symmetric forms.
It is easy to see that M A is not a Hopf module over H A , that is, ρ is not a module homomorphism over ∆. For example, this is already the case for A = Vect F 1 .
Remarks.
(i) Heuristically, the coproduct ∆ from Section 2.1 is a degenerate version of the Hall coproduct, as defined in [9, §1] , [19, §1.4] , in that the latter is a sum over all conflations with fixed middle term, while the former involves only trivial (coproduct) conflations. In the same way, ρ is a degenerate version of the Hall comodule structure, as defined in [28, §2.1], which sums over all symmetric conflations with fixed middle term. That ∆ is commutative and equality (4) 
where U i ∈ Iso(A) and N ∈ Iso h (A).
We now come to the main result of this section.
Theorem 2.6. Let A be a finitary combinatorial proto-exact category with duality which has the finite direct decomposition property. Then the equality
holds for all u ∈ H A and ξ ∈ M A .
Proof. By linearity, it suffices to prove that equation (6) holds when u = [U] and
Similarly, if we denote by Υ U,M the set of tuples
then we can write
To prove the theorem it therefore suffices to define, for each U, V ∈ Iso(A) and M, R ∈ Iso h (A), a bijection
. The combinatorial assumption on A implies that there exist inflations X V , Y P (V ) and Z R and an isomorphism U ≃ X ⊕ Y ⊕ Z under which the map U H(V )⊕R is determined by the above inflations. Lemma 1.2 implies that the maps X ⊕ Y H(V ) and Z R are isotropic. Let A be a cokernel of X V . Then, by the first part of Lemma 1.1, the inflation Y P (V ) factors as
Let W A be a kernel of A ։ P (Y ). Applying the final statement of Lemma 1.1, we find an isometry
. Using this, we compute
It follows that the assignment U → (X, W, Z) defines a map Φ as above.
We now construct an inverse Ψ of Φ. Let
be an element of the codomain of Φ and define Y = P (A/ W ). Put
where, to define the second map, we have fixed an identification A ≃ V /X and hence an inflation P (A) P (V ). The composition X ⊕ Y ⊕ Z H(V ) ⊕ R is isotropic since Z R is so and X ⊕ Y H(V ) satisfies the conditions of Lemma 1.1. Using the final part of Lemma 1.1, we compute
We can therefore define Ψ( X, Y , Z) to be the composed inflation (7). It is straightforward to verify that Ψ is the inverse of Φ.
Remark. Theorem 2.6 continues to hold without the finite direct decomposition assumption. The only difference is that a short argument using the finitary assumption is required to verify that the right hand side of equation (6) is well-defined.
Let (H, ·, ∆) be a Hopf algebra with antipode S and let (M, ⋆, ρ) be a left Hmodule and a left H-comodule. If the module and comodule structures satisfy the compatibility condition
where, in Sweedler notation, the right hand side is defined to be
then M is called a Yetter-Drinfeld module [15] . If H is cocommutative, then
In this way, Theorem 2.6 shows that M A has a structure reminiscent of a YetterDrinfeld module over H A , with P H playing the role of the antipode. Note that while P H is an anti-homomorphism of both algebras and coalgebras, it is not an antipode.
2.5.
Representations of the primitive Lie algebra. As an application of Theorem 2.6, we construct additional algebraic structures on the space of coinvariants.
We begin with a standard definition from the theory of comodules.
Definition. Proof. From the definition of ρ, it is immediate that if M is a symmetric form which does not admit a non-trivial hyperbolic summand, then
is coinvariant. Assume that a M 0 is non-zero. If M 0 admits a non-trivial hyperbolic summand, say H(U) ⊕ N ≃ P M 0 for some non-zero U ∈ A and (possibly trivial)
. This contradicts the assumption that ξ is coinvariant.
The following result is an analogue of the fact that the vector space of primitive elements of a bialgebra is a Lie algebra under the commutator bracket. 
gives W . Then we have
Using Theorem 2.6, we compute
This proves the first statement. By the first statement, the left action of
. A direct calculation then shows that this is a Lie algebra representation.
Remark.
(i) The second part of Theorem 2.8 should be contrasted with the case of a Hopf module M over a Hopf algebra H, where there appears to be no natural non-trivial action of
(ii) On the other hand, one can show, using the above arguments, that if M is a Yetter-Drinfeld module over a Hopf algebra H with antipode S, then W coinv M is a representation of the Lie subalgebra
The constructible case
While all results of this section remain valid over an algebraically closed field of characteristic zero, we will for simplicity take the ground field to be C. Since some of the arguments in this section are similar to those of Section 2, we will at points be brief.
3.1. Constructible functions. We refer the reader to [10, § §3,4] for a comprehensive discussion of constructible functions on schemes and stacks.
Let Y be a complex algebraic variety. Given a subvariety Z ⊂ Y , denote by 1 Z : Y → C the characteristic function of Z. Recall that a function f : Y → C is said to be constructible if it is of the form
for some constants a 1 , . . . , a n ∈ C and locally closed subvarieties
Constructible functions on Y form a complex vector space Con(Y ). The integral of a constructible function written in the form (8) is defined to be
Here χ(Y i ) denotes Euler characteristic of Y i with respect to the classical topology. More generally, for an Artin stack Y, which we always assume to be locally of finite type and with affine stabilizers, Joyce [ 
Second, if ρ : Y → Z is a representable morphism of Artin stacks, then a weighted fibrewise application of equation (9) gives rise to a pushforward map
We refer to [10, Definition 5.1] , where ρ ! is denoted by CF stk (ρ), for a precise definition of the weights. The composition of two representable morphisms satisfies
See [10, Theorem 5.4] . Moreover, given a homotopy pullback square
in which φ 1 and φ 2 are finite type and ρ 1 and ρ 2 are representable, the equality
of linear maps Con(Z) → Con(Y) holds. See [10, Theorem 5.6].
Constructible Hall algebras. Constructible versions of the Hall algebra of
Rep C (Q) have been studied by many authors [16] , [18] , [12] . A detailed study of constructible and motivic Hall algebras of abelian categories can be found in [11] . Given d ∈ Λ + Q , let R d be the affine space of representations of Q of dimension vector d. Explicitly, we have
The linear algebraic group
acts linearly on R d by change of basis. The moduli stack of representations of dimension vector d is the quotient stack
is an Artin stack, locally of finite type with affine stabilizers. As a complex vector space, the constructible Hall algebra of Q is
An associative algebra structure is defined on H Q using the usual push-pull construction of Hall algebras; see [11, Theorem 4.3] . The product can be written in the following explicit form (cf. Section 2.1):
Here Gr(W ) is the variety parameterizing subrepresentations of the representation W . Turning to coproducts, define a C-linear map
The map ∆ is coassociative and cocommutative.
The proof of [11, Theorem 4.17] shows that ∆ is multiplicative, in the sense that the equality ∆(
holds, where ⊙ is the natural Hall-type product on Con(M × M). Interpreting Con(M × M) as a topological completion of H Q ⊗ C H Q , multiplicativity of ∆ becomes the statement that H Q is a topological bialgebra. Alternatively, ∆ restricts to an honest coproduct on H ind Q , the subalgebra of H Q generated by the subspace of constructible functions on M which are supported on indecomposable representations. This makes H ind Q into a cocommutative bialgebra [11, Theorem 4.20] . The algebra H 3.3. Constructible Hall modules. Suppose now that Q has a contravariant involution σ and duality data (s, τ ). Let (P, Θ) be the associated duality structure on Rep C (Q), as in Section 1.4.
Arguing as in Section 2.2, there is a C-linear involution P H : H Q → H Q which is an algebra and coalgebra anti-involution. Since U ∈ Rep C (Q) is indecomposable if and only if P (U) is indecomposable, P H preserves H 
we obtain a correspondence of stacks
with π 1 × π σ 3 and π σ 2 sending a symmetric short exact sequence to its first and last terms and middle term, respectively. By Lemma 3.1, push-pull along the correspondence (13) can be used to define a linear map H Q ⊗ C M Q → M Q . This makes M Q into a left H Q -module. The module structure can be written explicitly as
where IGr(N) is the variety parametrizing isotropic subrepresentations of the symmetric representation N.
e is a characteristic function 1 σ M ∈ M Q . In this setting, the action ⋆ specializes to
where G N U,M denotes the set (3) with its natural variety structure. ⊳ Continuing, define a C-linear map
by the formula
This makes M Q into a topological left H Q -comodule. It is immediate that the analogue of equation (4) holds in the present setting.
3.4.
A degenerate Green's theorem in the constructible case. We now come to the constructible analogue of Theorem 2.6.
Theorem 3.2. The equality
holds for all u ∈ H Q and ξ ∈ M Q , where ⋆ P denotes the action of Con(M ×3 ) on Con(M × N) determined by equation (5) .
Proof. Let Υ be the Artin stack 1 whose complex points are pairs of diagrams of (symmetric) short exact sequences of the form
An isomorphism (f, g) : ♠ → ♠ ′ of two such pairs consists of an isomorphism f : V ∼ − → V ′ and an isometry g : R commutativity of the bottom square of (16) . Instead, we argue using a modification of the proof of [11, Theorem 4.17] . Let F be the homotopy pullback of the bottom left hand corner of the diagram (15) . We then have a homotopy commutative diagram Explicitly, the stack F parametrizes tuples, abusively denoted by (U, N, V, R), which consist of a symmetric short exact sequence U N M, a pair (V, R) ∈ Rep C (Q) × Rep C (Q) h and an isometry H(V ) ⊕ R ≃ P N. Upon applying Con(−), the square 1 and the triangle 2 commute by equations (12) and (10), respectively. The image of the morphism φ is the closed substack G ⊂ F which parametrizes tuples (U, N, V, R) as above which satisfy the additional condition
As G is closed, there is a decomposition Con(F) = Con(G) ⊕ Con(F\G).
Upon restriction to Con(G), the triangle 3 commutes because of equation (11) . Consider instead the restriction of the triangle 3 to Con(F\G). By construction, φ * restricts to the zero map; we will show that the same is true of p 2! . Let (U, N, V, R) be a complex point of F\G. Then the weight function m p 2 : F → Q used to define the pushforward p 2! is equal to m p 2 (U, N, V, R) = χ(Aut M×N (N, V, R)/Aut F (U, N, V, R)).
Concretely, Aut M×N (N, V, R) ≃ Aut(V ) × Aut P (R), which we interpret as a subgroup of Aut P (N) via the embedding Aut(V ) × Aut P (R) ֒→ Aut P (H(V )) × Aut P (R) ֒→ Aut P (N).
Similarly, Aut F (U, N, V, R) is the subgroup of isometries of N of the above form which, in addition, preserve U N. Define an injective group homomorphism
Since the image of i intersects Aut F (U, N, V, R) trivially, i defines a free C × -action on the variety Aut M×N (N, V, R)/Aut F (U, N, V, R), whence m p 2 (U, N, V, R) = 0. This implies that p 2! restricts to the zero map on Con(F\G).
The above construction can be modified to obtain honest comodules which satisfy equation (14) . Let M Proof. Suppose that f 1 , . . . , f n ∈ V prim Q and ξ ∈ W coinv Q . By Theorem 3.2, we have
The primitive and coinvariant assumptions give
and ρ(ξ) = 1 H ⊗ ξ, respectively. Hence ∆ 2 (f 1 · · · f n ) ∈ H ⊗3 Q ⊂ Con(M ×3 ) and ρ(ξ) ∈ H Q ⊗ C M Q ⊂ Con(M × N). We can therefore replace ⋆ P with ⋆ P . As H ind Q is a bialgebra and is P H -stable, we then easily see that The results of Section 2.5 continue to hold in the constructible setting, with essentially the same proofs.
