Abstract-A new class of caching schemes, called coded caching, can significantly reduce the communication bandwidth requirement for satisfying users' demands by utilizing the multicasting gain among multiple users. Most existing works assume that the users follow the prescriptions for content placement made by the system. However, users may prefer to decide what files to cache or discard some part of their caches due to lack of space. In order to address this issue, we study a caching system where the content placement phase has been already carried out by the users arbitrarily. More specifically, we consider a network consisting of a file server connected through a shared link to users, each equipped with a cache. Given arbitrary content placement by the users, the goal is to find a coded multicast strategy for the server that minimizes the load of the shared link. We first formulate the optimal coded multicast design problem as an Integer Linear Program (ILP). Using a connection with the weighted set cover problem, we propose an approximation algorithm for solving this problem. We show that our proposed algorithm provides (1 + log )-approximation for the optimal coded multicast design problem, while the approximation ratio for the existing coded delivery schemes is linear in . Numerical simulations show that our proposed algorithm provides a considerable bandwidth reduction over the existing coded delivery schemes for uniformly-random generated content placement.
I. INTRODUCTION
A common way to reduce the burden of traffic in a network system is to take advantage of memories distributed across the network to duplicate parts of the content. This duplication of content, called content placement or caching, is performed during off-peak hours when network resources are abundant. A caching system operates in two phases: the placement phase and the delivery phase. In the placement phase, users fill the local caches with contents anticipating their future demands. Afterwards, the network is used for an arbitrary long time, referred to as the delivery phase. This phase can contain a number of rounds where at each round, users reveal their requests for content and the server must coordinate transmissions such that these requests are satisfied.
Recently, a new class of caching schemes in which the placement and delivery phases are jointly designed (a.k.a "coded caching") has drawn remarkable attention [1] - [7] . It has been shown that coded caching can significantly reduce the communication bandwidth requirement for satisfying users' requests. Most existing works assume that the users follow the prescriptions for content placement made by the system. However, users may prefer to decide what files to cache or discard some part of their caches due to lack of space.
When the users arbitrarily fill the content of their caches, the existing coded delivery schemes [1] - [4] , [8] could result in very inefficient performance (see Example 1 in Section II and also Theorem 3 for the performance of these schemes under arbitrary caching of users). Furthermore, the proposed approach of [9] - [11] for handling the case with distinct sizes is not computationally tractable because when the users have multiple requests with different sizes, formulating this problem in the so-called "index coding" setting results in an index coding problem with generally exponential number of users.
In this paper, we study a caching system where the content placement phase has been already carried out by the users arbitrarily and has been reported to the server. More specifically, we consider a network consisting of a file server connected through a shared link to users, each equipped with a cache. Given arbitrary content placement by the users, our goal is to find a coded multicast strategy for the server that minimizes the load of the shared link. In the coded multicast, at each time a set of subfiles of different files are XORed as a packet and transmitted to the users where for every subfile available in the packet at least one user requesting it can recover the desired subfile by using its cache contents and only this XOR transmission. A very similar problem where in addition to the XOR combination of subfiles, the concatenation of subfiles are allowed has been studied in [12] , [13] .
We believe that the importance of the caching system considered in this paper is two-fold: (i) Our caching system imposes no restriction on the number of users, sizes of files, cache sizes of users, and what users should cache; and (ii) In the context of coded caching where the content demand follows any particular distribution, one can fix the content placement to one following that content demand distribution and use our proposed coded multicast strategy of the server to obtain insightful patterns for designing the delivery phase.
We first formulate the optimal coded multicast design problem as an Integer Linear Program (ILP). However, the number of variable of this ILP can be exponential in the number of subfiles the server needs to send to the users. Directly solving the ILP is computationally intractable, hence we propose an approximation algorithm for the optimal coded multicast design problem. We show that our proposed algorithm provides (1 + log )-approximation to this problem, while the approximation ratio for the existing coded delivery schemes of [1] - [4] , [8] is linear in . Numerical simulations show that our proposed algorithm provides a considerable bandwidth reduction over the coded delivery schemes of [1] - [4] , [8] for uniformly-random generated content placement. The proofs of all technical results have been omitted due to lack of space. For the details of the proofs, the reader is referred to [14] . Notation. For each file , we denote the number of bits or size of by ( ). For two files 1 and 2 , bit-wise XOR of 1 and 2 is denoted by 1 ⊕ 2 where the files 1 and 2 are assumed to be zero padded to common size. Sets are denotes by the calligraphic font and sets of sets are denoted by script font. The cardinalities of set and set of sets A are denoted by | | and |A |, respectively. We use vec( ) to denote a column vector with the elements of set .
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
We consider a system with one server connected through a shared, error-free link to users as shown in Fig. 1 
B. Coded Multicast Strategy
We focus on the delivery phase in this paper. We assume that the server knows the requests = (1, . . . , ), the database of files 1 , 2 , . . . ,
, and the contents 1 , 2 , . . . , 1 Note that the probability of each user requesting a distinct file goes to one as −→ ∞ for a fixed number of users. Hence, this assumption holds with high probability because it is likely that ≫ in practice. Further, note that the proposed algorithm of this paper can still be applied to the case where there is repetition in the users' requests by pretending that they are different.
of the cache of users from the placement phase 2 . In order to take advantage of multicasting opportunities among the users and as proposed in the coded caching litertaure (e.g., see [1] - [3] ), given the cache content of all the users, the bits of the files can be grouped into subfiles 
Then, is the set of all subfiles that need to be sent by the server to user . For example, when = 3, we have
} if all these subfiles have non-zero sizes. We denote the set of all subfiles that need to be sent by the server as = ∪ ∈[ ] and we define = | |. In this paper, we focus on a specific class of coding schemes considered in the caching literature as coded multicast. In the coded multicast, each packet sent by the server is a XOR combination of subfiles where for every subfile available in this packet at least one user requesting it can recover the desired subfile by using its cache contents and only this XOR transmission. More specifically, we have = ⊕ ∈ for some subset of . We use the term packet to refer to either or . When a coded packet = ⊕ ∈ is such that , ∈ and the rest of the packet is already available in the cache of user , then user can decode and extract the subfile , from and its cache , that is, this packet is decodable by user . 
Remark 2. Sending a packet that does not include any subfile is not of any use. We call this packet an "empty" packet.
According to Remarks 1 and 2, we can restrict attentions to the non-empty packets such that if , ∈ , user is able to decode and extract , . These packets are called feasible packets and are defined as follows.
Definition 1. A packet (or ) is feasible if and only if it is non-empty and it is decodable by all users who have a requested subfile in .
Note that decodability implies that a feasible packet cannot include more than one subfile requested by each user 2 In practice, each file is divided to a number of parts with unique sub-indices and a user can cache some (zero or more) of these parts. By communicating only the sub-indices for the all files that a user has cached to the server, the server can reconstruct the cache contents of this user.
∈ [ ]. Therefore, a feasible packet can be described by = { , , ∈ ℳ} where ℳ is a non- with the convention that
The size or the number of bits of a packet (or packet ) is denoted by ( ) (respectively by ( )). Then, the size of a packet = ⊕ ∈ is given by
Note that the size of an empty packet is defined to be zero. Further, the size of packet
can be equivalently defined as
Let P denote the set of all feasible packets that can be generated from the subfiles of the set and let = |P|. In the coded multicast, the order of packets appearing in a message does not affect the users' ability to decode the packets. Then selecting a message
is the number of times is sent as a packet by the server. Since it is redundant to send the same packet more than once, we can restrict attention to ∈ {0, 1} for all ∈ P. We call the -dimensional binary vector a coded multicast strategy of the server.
C. Problem Formulation
The aim of this paper is to find a coded multicast strategy that minimizes the number of bits in the transmitted message such that each user is able to reconstruct the file it has requested. Recall that = | | and = |P|. We define to be a {0, 1}-valued matrix with rows and columns where each row corresponds to a subfile that needs to be sent to a user and each column corresponds to one feasible packet. The entry of corresponding to subfile and feasible packet is 1 if can be decoded from ; otherwise, it is 0. Using the matrix , the condition of a coded multicast strategy meeting the requests of the users can be written as ≥ 1 where 1 is an all-one vector of size . In other words, each subfile belonging to the set should be sent at least once. Since the total number of bits sent by a coded multicast strategy is ∑ ∈P ( ), we define the optimal coded multicast design problem as the follows. . .
where P is the set of all feasible packets that can be generated from .
We end this section by providing a motivating example that shows the importance of solving optimal coded multicast design problem (Problem 1). This simple example indicates the significant bandwidth reduction that can be acheived by solving Problem 1 compared to the conventional uncoded delivery, the Greedy Coded Multicast (GCM) scheme [1] - [3] , and the Graph Coloring-based Coded Multicast (GCCM) scheme [4] , [8] . Note that in the conventional uncoded delivery, server sends each subfile of set separately. As can be seen from this simple example, while the uncoded delivery is inefficient because it does not take advantage of sending multiple subfiles together as a packet, the GCM and GCCM schemes are not able to choose these packets efficiently enough because they do not take the size of subfiles into consideration.
III. AN APPROXIMATION ALGORITHM FOR OPTIMAL
CODED MULTICAST DESIGN PROBLEM Although we formulated the optimal coded multicast design problem as an ILP in Problem 1, directly solving this ILP is computationally intractable due to the following reasons: (P1) In order to solve the ILP, one should first find the set P of all feasible packets that can be generated from the set of subfiles. However, finding P is the same as finding all possible cliques of a graph (known as "Clique Problem") which is NP-hard [16] . (P2) The number of subfiles needed to be sent by the server can be as large as (2 ) and the number of all possible packets can be as large as (2 ) . Hence, the number of variables in the ILP can be (2 ). In this section, we propose a (1 + log )-approximation 5 to Problem 1. To this end, we first show the following property about the set P of all feasible packets in Problem 1. Next, we show that optimal coded multicast design problem is equivalent to a weighted set cover problem.
Lemma 1. Let
A. Weighted Set Cover Problem
Problem 1 is equivalent to the following problem which is a weighted set cover problem [17] .
Problem 2. Given and P, find
The equivalence of Problems 1 and 2 is easily obtained from the fact that the objective functions of both problems are exactly the same and the constraints in both problems imply that each subfile of the set should be sent at least once. Now using this equivalence of problems, we propose Algorithm 1 for solving Problem 1. This algorithm is based on an approximation algorithm for the weighted set cover problem [18] which has been modified according the property of the set P of all feasible packets in Problem 1 stated in Lemma 1.
Lemma 2.
If the set P of all feasible packets is known, Algorithm 1 achieves a (1 + log )-approximation to Problem 1.
Algorithm 1
Input: Set of subfiles and set of all feasible packets P. Note that although Lemma 2 suggests an algorithm with a good approximation ratio for Problem 1, it still suffers from issue (P1) mentioned at the beginning of Section III.
B. Size-Aware Coded Multicast
In this section, we show that it is possible to sidestep the difficulty associated with finding the set P of all feasible packets that can be generated from the set of subfiles. More specifically, we propose an alternative way of calculating function PBO which only needs the set of subfiles. The following theorem states this result.
Theorem 1. For any subset ℰ ⊆
of subfiles, let S denote the set of all feasible packets that can be generated from ℰ. Then, the size of the packet obtained by functions PACKET-BASED-OPTIMIZER (PBO) and SUBFILE-BASED-OPTIMIZER (SBO) are equal, that is, (PBO(S )) = (SBO(ℰ)).
Note that according to Theorem 1, the function PBO in Algorithm 1 can be replaced by the function SBO without altering the optimality bound for the algorithm. By doing so, we can also eliminate the steps of updating set S (lines 8-10 of Algorithm 1) since we do not need S as input to the function SBO. The resulting algorithm is described in Algorithm 2. The optimality bound of Algorithm 2 is stated in the following theorem. 
Theorem 2. Algorithm 2 achieves a (1 + log )-approximation to Problem 1.
If we apply Algorithm 2 to Example 1, the packets
, and {2,3},{1},ℵ are chosen 8 with the total size of 7×10+300 = 370. Fig. 2 illustrates a graphical representation of sets ℒ , , subfiles , , and sets ℛ for the first iteration of 6 In case that there are more than one subfile ∈ ℒ , minimizing ( ), we can pick one arbitrarily. Further, define ℒ , = { * } with ( * ) = ∞ whenever ℒ , is empty. 7 In case that there are more than one packet ℛ maximizing
, we can pick one arbitrarily. 8 See [14] for the details of applying Algorithm 2 to Example 1. Algorithm 2 applied to Example 1. Compared to total number of bits for optimal solution to Example 1, we can see that for this example, the total number of bits for our algorithm is equal to that of optimal solution.
C. Comparison to State-of-the-Art
We theoretically compare the worst case approximation ratio between our proposed algorithm with the uncoded delivery, the GCM scheme [1] - [3] , and the GCCM scheme [4] , [8] 9 . While Theorem 2 states that the approximation ratio for our proposed algorithm is (1 + log ), the following result show that the ratio for the other mentioned schemes is linear in . 9 We do not compare with the proposed schemes of [12] , [13] as these algorithms take advantage of the concatenation of subfiles which is not allowed in the problem we study in this paper. While allowing the concatenation of subfiles creates opportunities for decreasing the number of bits required to be sent, it makes the problem formulation and its analysis extremely hard (if not impossible). According to Theorems 2 and 3, our proposed algorithm (Algorithm 2) is much better (in the worst case) than the above schemes.
D. Complexity Analysis
It can be seen that SACM needs ( 2 2 ) operations, the same as the GCM scheme [1] - [3] . The GCCM scheme [4] , [8] requires ( 2 ) operations where = | | is the number of non-empty subfiles and it can change 10 from to 2 −1 . Note that in most existing placement schemes, e.g., [1] - [4] , almost all subfiles are non-empty. This means that ≈ 2 −1 and SACM, GCM, and GCCM have the same complexity under these placement schemes.
IV. NUMERICAL EXPERIMENTS
In this section, we compare our proposed algorithm SizeAware Coded Multicast (SACM) with the GCM (greedy coded multicast) scheme [1] - [3] , the GCCM (graph coloring-based coded multicast) scheme [4] , [8] , and uncoded delivery. For a system with users, let denote the number of subfiles with non-zero size required to be sent by the server, that is, = | |. We randomly assign sizes to the subfiles of set such that the size of each subfile is chosen according to the uniform distribution in the interval of [1, 1000] bits. In order to make sure that our comparison does not depend on the particular choices of sizes for subfiles of set , we calculate the number of bits required to be sent by the server for 100 different size assignment to subfiles. We consider a system with the number of users = 3, 6, 10. For each system, the number of non-zero subfiles can change from to 2 −1 . For = 3, since the number 3 of subfile is at most 12, it is possible to find all feasible packets and solve the ILP of Problem 1. This is the reason the optimal solution of Problem 1 is only calculated for = 3. Fig. 3-4 shows the average number of bits requires to be sent by the sever versus the number of subfiles with nonzero size for = 3, 6. As can be seen from Fig. 3 , when = 3, all coded multicast schemes (that is, SACM, GCM, and GCCM schemes) perform almost the same as the optimal coded multicast as their confidence intervals overlap. However, as can be observed from Fig. 4 , when = 6, our proposed algorithm (SACM) outperforms GCM and GCCM. Further, it can be observed that as the number of subfiles with non-zero size increases, the ratio of number of bits required to be sent by GCCM scheme to that of our proposed algorithm (SACM) increases while the ratio of GCM scheme to our algorithm (SACM) increases at first and then decreases.
In order to study the effect of number of users, we have plotted the average number of bits requires to be sent by the sever versus the number of subfiles with non-zero size for = 10 in Fig. 5 . As can be seen from Fig. 3 -5, our proposed algorithm (SACM) significantly outperforms GCM and GCCM schemes when there are more users. Our simulation results indicate that for a system of 10 users, our proposed algorithm (SACM) can reduce the number of bits required to be sent between 15% to 45% compared to GCCM scheme and between 16% to 57% compared to GCM scheme. GCCM scheme [5] , [8] Optimal coded multicast GCCM scheme [5] , [8] Figure 5: Comparison of our proposed algorithm (SACM), GCM, and GCCM for a system of = 10 users. Table I indicates the bandwidth reduction for our proposed algorithm compared to uncoded delivery. As can be seen from the table, for a system of 10 users, our proposed algorithm can reduce the number of bits required to be sent up to 72%.
V. CONCLUSION
In this work, given an arbitrary content placement, we formulated the optimal coded multicast design problem as an Integer Linear Program (ILP). We then proposed an approximation algorithm for the optimal coded multicast design Table I : The bandwidth reduction for our proposed algorithm compared to uncoded delivery. For each number of users, the range indicates the lower and upper bounds of the bandwidth reduction for various number of subfiles with non-zero sizes.
Number of users ( ) 3 6 8 10 Bandwidth Reduction 17% to 24% 25% to 60% 43% to 62% 46% to 72% problem by investigating the connection between our problem and the weighted set cover problem. We showed that for a system with users, our proposed algorithm provides (1 + log )-approximation for the optimal coded multicast design problem, while the approximation ratio for the existing coded delivery schemes is linear in . Further through simulations, we showed that our proposed algorithm can remarkably decrease the bandwidth required for satisfying the demands of the users compared to the existing coded delivery schemes for randomly generated content placement.
