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Re´sume´
Une nouvelle pre´sentation de l’Analyse en Composantes Principales sur Variables Instru-
mentales Multibloc, dont l’objectif est de pre´dire un tableau Y a` partir de plusieurs
tableaux (X1, . . . , XK), est propose´e. Elle est base´e sur la de´termination, pas a` pas,
de composantes dans l’espace des variables Y . Chaque composante est projete´e sur
les espaces engendre´s respectivement par les variables des tableaux Xk (k = 1, . . . , K).
L’ACPV I multibloc consiste a` maximiser, en moyenne, la variance restitue´e par ces
projections. Cette me´thode multibloc est ensuite applique´e au cadre de la description
et la pre´diction d’une variable qualitative y par un ensemble de variables qualitatives
(x1, . . . , xK), chaque variable e´tant code´e en un tableau contenant les indicatrices de ses
modalite´s. La discrimination est ope´re´e sur la base de composantes globales mutuellement
orthogonales re´sumant l’ensemble des variables explicatives. La de´marche d’analyse est
compare´e a` d’autres me´thodes de discrimination qualitative et illustre´e sur la base d’une
e´tude de cas en e´pide´miologie ve´te´rinaire.
Abstract
A new presentation of Multibloc Redundancy Analysis is discussed. This method of anal-
ysis aims at predicting a set of variables Y from several blocks of variables (X1, . . . , XK).
It consists in determining, step by step, components in the Y space which are projected
upon the spaces spanned by the variables in Xk (k = 1, . . . , K). At each step, the com-
ponent is sought in such a way so as to maximize the averaged variance explained by the
projections. Thereafter, the method of analysis is applied to the case of categorical vari-
ables, each variable being coded by the indicators of its categories. The discrimination and
classification is achieved using orthogonal components from the predictive variables. We
also outline how the method is related to other qualitative discriminant techniques. The
interest of the method is illustrated on the basis of a case study in the field of veterinary
epidemiology.
Mots cle´s
Analyse canonique ge´ne´ralise´e, analyse en composantes principales sur variables instru-
mentales multibloc, analyse des correspondances multiples avec un tableau de re´fe´rence,
discrimination qualitative.
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1 Introduction
L’explication d’une variable y par un ensemble de variables (x1, . . . , xK), toutes quali-
tatives, est une proble´matique statistique classique. Du fait du grand nombre de vari-
ables explicatives et des liaisons structurelles des donne´es d’e´pide´miologie ve´te´rinaire,
nous choisissons de nous situer dans le cadre des me´thodes factorielles. L’ACPV I multi-
bloc (Bougeard et al., 2007) est initialement de´veloppe´e pour le traitement de donne´es
quantitatives organise´es en (K + 1) tableaux. Elle peut eˆtre adapte´e au cadre qualitatif
en conside´rant que chaque bloc est constitue´ par l’ensemble des modalite´s d’une vari-
able qualitative code´e de fac¸on disjonctive. La de´termination de composantes globales
mutuellement orthogonales permet d’optimiser le mode`le de discrimination qualitative
issu de cette me´thode.
2 ACPVI multibloc
Dans une publication pre´ce´dente, nous avons pre´sente´ l’ACPV I multibloc en nous basant
sur plusieurs crite`res qui refle`tent diffe´rentes facettes de cette me´thode (Bougeard et al.,
2007). Nous pre´sentons ici une nouvelle fac¸on d’introduire cette me´thode qui souligne
notamment ses liens avec l’analyse canonique ge´ne´ralise´e, ACG (Carroll, 1968).
Nous disposons d’un tableau de variables quantitatives X partitionne´ en K blocs X =
[X1| . . . |XK ]. Chaque tableau Xk est un tableau (N × Pk) dont les lignes correspondent
aux meˆmes N individus. Toutes ces variables sont suppose´es centre´es. On de´signe par
la suite par PXk = Xk(X
′
kXk)
−1X ′k le projecteur associe´ au sous-espace engendre´ par les
variables de Xk. L’ACG peut eˆtre de´finie comme une de´marche pas a` pas, qui consiste a`
de´terminer a` chaque e´tape une variable canonique, i.e. une composante norme´e t associe´e
au tableau concate´ne´ X de´finie par t = Xw, lie´e de manie`re optimale aux diffe´rents
tableaux (X1, . . . , XK). Pour cela, t est projete´e sur chaque sous-espace engendre´ par les
variables de Xk. L’ACG recherche a` maximiser en moyenne les variances restitue´es par
ces projections, ce qui revient, pour chaque solution d’ordre h = (1, . . . , H), a` maximiser
le crite`re (1). ∑
k
var(PXkt
(h)) =
1
N
t(h)
′∑
k
PXkt
(h) (1)
La solution de ce proble`me revient a` conside´rer (t(1), . . . , t(H)) comme les vecteurs propres
norme´s successifs de la matrice
∑
k PXk . Par la suite, K composantes partielles associe´es
aux tableaux Xk peuvent eˆtre exhibe´es : t
(h)
k = PXkt
(h)/||PXkt(h)||.
Soit a` pre´sent un tableau de variables quantitatives X partitionne´ en K blocs X =
[X1| . . . |XK ] et un tableau Y contenant Q variables quantitatives a` expliquer, mesure´es
sur les meˆmes N individus. Nous cherchons de´sormais une composante u, contrainte a`
eˆtre la combinaison line´aire des variables Y , de´finie par u = Y v. Cette composante est
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projete´e sur chaque sous-espace engendre´ par les variables de Xk. Nous souhaitons qu’en
moyenne, les variances restitue´es par ces projections soient les plus grandes possibles.
Ainsi, la solution d’ordre un revient a` maximiser le crite`re (2).∑
k
var(PXku
(1)) =
1
N
u(1)
′∑
k
PXku
(1) =
1
N
∑
k
v(1)
′
Y ′
∑
k
PXkY v
(1) (2)
En adoptant la contrainte de norme ||v(1)|| = 1, il s’ensuit que v(1) est le premier
vecteur propre de la matrice Y ′
∑
k PXkY , ce qui donne la solution de l’ACPV I multi-
bloc (Bougeard et al., 2007). Des composantes partielles associe´es a` chaque tableau Xk
sont exhibe´es par t
(1)
k = PXku
(1)/||PXku(1)||. Une composante globale associe´e au tableau
concate´ne´ X est donne´e par t(1) =
∑
k a
(1)
k t
(1)
k avec a
(1)
k = ||PXku(1)||/
√∑
l ||PXlu(1)||2 =
cov(u, tk)/
√∑
l cov
2(u, tl) (Bougeard et al., 2007). Ainsi, les coefficients ak refle`tent le
lien entre le tableau Y et les tableaux Xk. Il faut souligner que la composante glob-
ale t joue un roˆle important, aussi bien pour la description des donne´es que pour la
pre´diction. Il est pre´conise´ de de´terminer la solution d’ordre suivant en effectuant la
meˆme de´marche et en remplac¸ant les tableaux Xk et Y par leurs re´sidus respectifs de la
re´gression sur la premie`re composante globale t(1). Cette proce´dure est re´pe´te´e plusieurs
fois pour obtenir des composantes globales (t(1), . . . , t(H)), ainsi que les composantes par-
tielles associe´es. Les composantes globales ainsi obtenues peuvent servir a` des fins de
pre´diction, en re´gressant les variables Y sur celles-ci. Cette proce´dure de de´flation conduit
a` l’obtention de composantes globales, re´sume´s de l’ensemble des variables explicatives,
mutuellement orthogonales, ce qui ame´liore la qualite´ de pre´diction du mode`le (Wester-
huis et Smilde, 2001). Ceci constitue une diffe´rence majeure entre l’ACPV I multibloc et
l’ACGTR (Kissita, 2003), qui proce`de par de´flation de chaque tableau Xk par rapport a`
la composante partielle tk qui lui est associe´e.
3 ACPVI multibloc qualitative
Soit la variable a` expliquer y, une variable qualitative a` Q modalite´s, mesure´e sur N
individus, code´e en un tableau Y de taille (N × Q) contenant les indicatrices de ses
modalite´s. Nous supposons que le tableau Y est standardise´ : Y˜ = Y (Y ′Y )−1/2 = Y D−1/2Y .
Ce choix est de´sormais courant dans le cadre du traitement des variables qualitatives
et permet de limiter l’impact de la taille des groupes qui peut eˆtre diffe´rente selon la
modalite´. Soit le tableau des variables qualitatives explicatives, constitue´ de K variables
(x1, . . . , xK) mesure´es sur les meˆmes N individus. Chacune de ces variables xk, compor-
tant Pk modalite´s, est code´e en un tableau Xk de taille (N × Pk). Le tableau concate´ne´
est de´fini par X = [X1| . . . |XK ].
Pour re´soudre cette proble´matique, nous cherchons une composante u(1), associe´e au
tableau Y˜ de´finie par u(1) = Y D
−1/2
Y v
(1). Cette composante est projete´e sur chaque
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sous-espace engendre´ par les tableaux Xk. Nous souhaitons qu’en moyenne, les variances
restitue´es par ces projections soient les plus grandes possibles. Ceci revient, pour la
solution d’ordre un, a` maximiser le crite`re (3).∑
k
var(PXku
(1)) =
1
N
u(1)
′∑
k
PXku
(1) =
1
N
v(1)
′
D
−1/2
Y Y
′∑
k
PXkD
−1/2
Y Y v
(1) (3)
En adoptant la contrainte de norme ||v(1)|| = 1, il s’ensuit que v(1) est le premier vecteur
propre de la matrice D
−1/2
Y Y
′∑
k PXkD
−1/2
Y Y associe´ a` la plus grande valeur propre λ
(1).
Cette me´thode constitue une extension qualitative de l’ACPV I multibloc. De l’e´quation
(3), il de´coule :
D
−1/2
Y Y
′∑
k
PXkD
−1/2
Y Y v
(1) = λ(1)v(1)
⇐⇒ Y D−1Y Y ′
∑
k
PXkD
−1/2
Y Y v
(1) = λ(1)Y D
−1/2
Y v
(1)
⇐⇒ PY
∑
k
PXku
(1) = λ(1)u(1)
Il s’ensuit que u(1) est le premier vecteur propre de la matrice PY
∑
k PXk . Cette solu-
tion revient a` la solution d’ordre un de l’Analyse des Correspondances Multiples avec
un Tableau de Re´fe´rence (Kissita, 2003). Des composantes partielles associe´es a` chaque
tableau Xk peuvent eˆtre exhibe´es par t
(1)
k = PXku
(1)/||PXku(1)||. Une composante glob-
ale associe´e au tableau concate´ne´ X peut aussi eˆtre donne´e par t(1) =
∑
k a
(1)
k t
(1)
k avec
a
(1)
k = ||PXku(1)||/
√∑
l ||PXlu(1)||2. Nous choisissons, comme dans le cadre quantitatif
pre´sente´ dans le paragraphe 2, de de´terminer les solutions d’ordre suivant en remplac¸ant
les tableaux Xk et Y par leurs re´sidus respectifs de la re´gression sur la premie`re com-
posante globale t(1), et en re´pe´tant plusieurs fois cette proce´dure pour obtenir les com-
posantes suivantes (t(1), . . . , t(H)).
La qualite´ de pre´diction de la me´thode, ainsi que le choix du nombre de composantes
a` retenir dans le mode`le, sont e´value´s par la qualite´ de la re`gle de classement issue du
mode`le. Les techniques de re´-e´chantillonnage offrent une solution qui permet d’e´valuer le
taux apparent d’individus bien classe´s en se basant sur l’e´chantillon de calibration, mais
aussi le taux the´orique d’individus bien classe´s calcule´ sur l’e´chantillon de validation. La
re`gle d’affectation utilise´e est base´e sur la projection des individus sur l’espace de´fini par les
composantes t, et sur le calcul, dans cet espace comportant h = (1, . . . , H) composantes,
de leurs distances aux centres de gravite´ des classes. Chaque individu est affecte´ a` la
classe correspondant a` la plus petite distance.
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4 Application
Les donne´es d’e´pide´miologie animale sont issues d’une enqueˆte analytique portant sur les
pathologies respiratoires du porc a` l’engrais. Le jeu de donne´es qui en est issu, oriente´
vers l’e´tude des facteurs associe´s a` la pneumonie, comporte 105 e´levages sur lesquels sont
mesure´es, apre`s se´lection, 19 variables qualitatives, soit 18 variables explicatives et une
variable a` expliquer. La variable a` expliquer (PNEU), qui comporte 3 modalite´s, mesure
la se´ve´rite´ de la pneumonie du lot. Les modalite´s des variables (x1, . . . , xK) et y peuvent
eˆtre repre´sente´es sur le plan des composantes t(h), qui sont par construction mutuellement
orthogonales. La Figure 1 illustre cette repre´sentation pour les deux premie`res dimensions.
(a) Plan des variables (b) Plan des individus
Figure 1: Repre´sentation factorielle sur le plan des composantes t(1) et t(2).
Le nombre optimal de composantes a` retenir dans le mode`le de pre´diction de y par les
variables (x1, . . . , xK) est e´value´ par validation croise´e. Une comparaison a` la me´thode
Disqual (Saporta, 1975) est propose´e. La Figure 2 illustre l’e´volution du taux apparent
d’individus bien classe´s (calibration) et du taux the´orique (validation) selon le nombre de
composantes introduites dans le mode`le.
5 Conclusion et perspectives
Les me´thodes e´tudie´es se placent dans le cadre de l’explication d’une variable qualitative y
par un ensemble de variables qualitatives (x1, . . . , xK). Nous appliquons l’ACPV I multi-
bloc au cadre qualitatif ou` chaque bloc est constitue´ par l’ensemble des modalite´s d’une
variable qualitative code´e de fac¸on disjonctive. Ainsi, l’application de me´thodes multi-
blocs, initialement de´veloppe´es pour le traitement de donne´es quantitatives organise´es en
(K + 1) tableaux, ouvre sur de nouvelles voies de recherche pour les proble´matiques de
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(a) Qualite´ de mode´lisation (b) Qualite´ de pre´diction
Figure 2: Evolution de la qualite´ de mode´lisation et de pre´diction du mode`le en fonction
du nombre de composantes (t(1), . . . , t(H)) introduites.
discrimination qualitative. L’avantage direct de ce type d’application est que l’ensemble
des modalite´s d’une variable constitue un bloc, ce qui permet une prise en compte de
manie`re approprie´e de la structure des donne´es et procure des aides a` l’interpre´tation de
nature a` aider l’utilisateur, i.e. composantes globales, composantes par blocs, coefficients
refle´tant l’importance de chaque bloc dans la discrimination. Nous montrons que la so-
lution d’ordre un de cette me´thode co¨ıncide avec celle de l’Analyse des Correspondances
Multiples avec un Tableau de Re´fe´rence (Kissita, 2003). Les solutions d’ordre suivant
permettent d’optimiser l’aspect pre´dictif de la me´thode. Par ailleurs, l’ACPV I multibloc
qualitative peut eˆtre e´tendue au cas de plusieurs tableaux Y a` expliquer. Cette exten-
sion permet d’expliquer simultane´ment plusieurs variables qualitatives. Dans le cadre
des donne´es d’e´pide´miologie par exemple, cela permettrait d’expliquer une maladie car-
acte´rise´e par plusieurs variables ou son e´volution e´voluant au cours du temps.
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