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1. Introduction
Paleoseismic studies of the Cascadia subduction zone demonstrate that it routinely generates M8–9 megath-
rust earthquakes (Atwater et al., 1995; Goldfinger et al., 2003) possibly with significant variability in their 
along-strike extents. However, due to the lack of instrumentally recorded large megathrust earthquakes, the 
extremely low rates of interplate seismicity, and the inadequate coverage of offshore geodetic observations, 
we lack a clear delineation of the likely rupture extent of future great earthquakes (Wang & Tréhu, 2016).
From geodetic observations, the Cascadia megathrust (subducted plate interface) is spatially segmented 
into an interseismically locked zone (Hyndman, 2013; Hyndman & Wang, 1995; McCaffrey et al., 2013; Pol-
litz & Evans, 2017; Schmalzle et al., 2014) that is likely confined to depths shallower than ∼21 km (Bruhat 
& Segall, 2016), a region of episodic tremor and slow slip (ETS) at depths between ∼30 and 50 km (Rogers & 
Dragert, 2003; Wang & Tréhu, 2016; Wech & Creager, 2011), and an intervening transition zone with uncer-
tain rupture potential (Liu, 2013; Ramos & Huang, 2019). Current hazard models implement three possible 
scenarios where earthquakes are either contained largely offshore, propagate far onshore to reach the ETS 
zone, or terminate within the transition zone (Petersen et al., 2014; Wirth et al., 2018). These scenarios pre-
dict significantly different impacts on the overlying regions. Thus, whether future great earthquakes that 
initiate within the locked zone can rupture through the transition zone has considerable consequences for 
earthquake risk in large cities such as Seattle, Tacoma, Portland, and Vancouver. A better understanding of 
the likely downdip extent of future ruptures requires detailed information on the material properties and 
physical conditions of the plate boundary zone at depths of 10–30 km.
It is well established that both the shallow and deep parts of subduction megathrusts are weak faults. Direct 
observations of high pore fluid pressures (Saffer & Tobin, 2011) and low friction coefficients of recovered 
core samples (Fulton et al., 2013) indicate the shallow megathrust often has an effective friction coefficient 
less than 0.1. Similarly, both receiver function imaging studies and dynamic triggering of tremor suggest that 
the ETS zone is characterized by near lithostatic pore fluid pressures (Audet et al., 2009; Liu & Rice, 2005; 
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Rubinstein et al., 2007). Moreover, modeling studies of ETS behavior in Cascadia require a contrast of a 
factor of ∼50 in effective normal stress between the downdip ETS zone and the seismogenic zone (Liu & 
Rice, 2007; Segall & Bradley, 2012) suggesting that the zone of high fluid pressure does not extend into the 
locked zone. Moreover, increases in earthquake stress drop from ∼5–30 km depth (Bilek & Lay, 1999) and 
the strong high-frequency radiation from the deeper parts of large ruptures (Lay et al., 2012) indicate that 
shear stress on the megathrust is highest at the downdip end of the seismogenic zone. Understanding these 
along dip variations in physical conditions, particularly in the depth range where coseismic slip is expected 
to be greatest (10–30 km), may help us understand the level of shaking to expect in future great earthquakes.
The geometry and physical properties of the Cascadia megathrust are well imaged at shallow depths by 
offshore active-source seismic experiments and also at depths of ∼30–50 km, albeit with lower resolution, 
using onshore teleseismic methods. Han et al. (2017) demonstrated differences in the consolidation state 
of the sediments in the accretionary wedge are correlated with variations in coupling between the portions 
of the plate boundary offshore of Oregon and Washington. Their images extended to about 6 km below the 
seafloor. Similarly, Peterson and Keranen (2019) imaged porosity variations in the fault-zone down to about 
3 km depth below the seafloor. A few active source reflection studies have been able to characterize the plate 
boundary zone to great depths. Nedimović et al. (2003) showed that within the seismogenic depth range 
(∼10–20 km) the plate boundary zone is characterized by a 2 km wide (or less) zone of sediments while at 
the depths of ETS events the plate boundary zone expands to a width of over 4 km. Onshore seismic exper-
iments that utilized teleseismic data imaged the ETS zone as a ∼5–10 km thick region of low shear-wave 
velocities (vs.) and a high ratio of compressional to shear-wave seismic velocities (Vp/Vs) that indicates 
extremely high fluid content and inferred fluid pressure (Abers et al., 2009; Audet et al.,  2009; Peacock 
et al., 2011; Tauzin et al., 2017). The high fluid content of the ETS zone is corroborated by magnetotelluric 
inversions that show strongly conductive regions immediately above the slab in the 30–40 km depth range 
(Evans et al., 2014; McGary et al., 2014; Wannamaker et al., 2014).
The intervening depth range from 5 to 30 km depth has been less well imaged owing to its combination of 
being located primarily offshore and at significant depth. Beaudoin et al. (1994) imaged the subducted Gor-
da crust with an onshore refraction line in our study area and concluded the top of the subducted plate is at 
approximately 14 km depth in their along-strike line located near the coast. They found that the subducted 
crust was characterized by P wave velocities from 6.2 to 6.7 km/s and is 7–10 km thick. They found some 
possible evidence for subducted sediments near the top of the crust but concluded that no low velocity zone 
was required to fit their data. Their preferred model generated reflections from a 6.0–6.7 km/s discontinuity 
in Vp at the top of the crust as well as from a 6.7–7.7 km/s discontinuity in Vp at the base of the subducted 
crust corresponding to ∼10%–15% velocity increases. Beaudoin et al. (1998) imaged the subducted Gorda 
crust between 20 and 30 km depth with a northwest-southeast oriented wide-angle reflection profile. The 
top of the subducted Gorda crust is characterized as intermittent sharp reflection interfaces with segmented 
thin high-reflectivity regions on top of the crust. The oceanic Moho of the subducted plate has the brightest 
reflection.
Recently, several local earthquake tomography studies and large-scale community velocity models provid-
ed more detailed information on the structure of the Cascadia subduction zone at depths of 10–30 km. 
Using published geophysical data in addition to borehole and other geological constraints, Stephenson 
et al.  (2017) constructed 3D P and S wave velocity models for large-scale ground motion simulations in 
Cascadia. Guo et al. (2018) imaged the subduction zone structure near the Mendocino triple junction (MTJ) 
area where the subducting Gorda plate crust is characterized as a high Vp/Vs (∼1.85) layer about 6 km thick. 
They interpreted this layer as the subducted oceanic crust. The high Vp/Vs ratio indicated a significant po-
rosity (few percent) within the depth range of interseismic locking. They estimated the depth of the crust 
to be slightly (1–2 km) deeper than in the model of Beaudoin et al. (1994). They also found a reduction in 
Vp/Vs and hence decrease in porosity in the geodetic transition zone. They interpreted the spatial variations 
in Vp/Vs ratio as indicating that the transition zone is governed by a ductile rheology that would inhibit 
significant onshore propagation of large ruptures. Similarly, Savard et al. (2018) imaged the forearc area 
beneath northern Cascadia in the 20–40 km depth range which revealed a high Poisson's ratio suducted up-
per oceanic crust and a low Poisson's ratio forearc continental crust above the mantle wedge, suggesting an 
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Cascadia with sufficient local earthquake data to improve the constraints 
on structure near the downdip edge of interseismic locking.
Most traditional passive source seismic imaging methods, such as receiv-
er functions and first-arrival tomography, produce images with inher-
ently low resolution and have difficulty with seafloor seismic data. Tele-
seismic receiver functions are typically calculated using 0.1–1 Hz waves, 
which sets a coarse spatial resolution (∼5–10 km) relative to the geologic 
structures associated with a plate boundary fault. Analyzing the seafloor 
seismic data collected above the locked zone from the Cascadia Initia-
tive dataset (Toomey et al., 2014) with the receiver function method, Ja-
niszewski and Abers (2015) found evidence for a strong low velocity zone 
at plate boundary depths from primarily one high quality station, while 
a stacked image of the whole dataset from Audet and Schaeffer  (2018) 
found that the low velocity zone seen at ETS depths was absent in the 
seismogenic depth range. Similarly, tomographic velocity models are in-
herently smooth and often do not resolve a low velocity zone in the vicin-
ity of the plate boundary owing to its short spatial scale despite the high 
probability that such a zone exists due to the subducted melange layer. A 
key question for understanding the physical properties and the intensity 
of shaking that should be expected in Cascadia is whether the deepest 
part of the locked zone (∼10–20 km) is characterized by high fluid pres-
sure and hence a significant low velocity zone (LVZ). These conditions 
would imply lower values of the effective stress levels on the plate inter-
face and perhaps weaker seismic radiation than models without a LVZ. 
Resolving these questions requires imaging methods with high resolution 
both in depth and laterally that can detect the physical properties of the 
plate boundary zone at depths of ∼20 km.
In this paper, we use S-to-P and P-to-S phases generated by local earth-
quakes in the mantle of the downgoing plate and converted in the vicinity 
of the slab interface to constrain the depth and material properties of 
the plate boundary zone. These type of phases have been used for im-
aging the structure of subducted slabs in a number of regions includ-
ing: Japan (, 1990; Horleston & Helffrich, 2012; Matsuzawa et al., 1986; 
Nakamura et  al.,  1998; Obara & Sato,  1988; Ohmi & Hori,  2000), New 
Zealand (Eberhart-Phillips & Reyners, 1999; Reading et al., 2001), Mex-
ico (Lomnitz, 1982; Song et al.,  2009; Song & Kim, 2011), Alaska (Ste-
phens et  al.,  1990), and Cascadia (Merrill & Bostock,  2019; Nowack & 
Bostock, 2013). These types of converted phases typically have high-frequency content (1–15 Hz) and are 
able to create sharper images of the interface. Most of the above studies focus on the slab structure below 
30 km depth. We take advantage of the high seismicity rate near the Mendocino triple junction and a dense 
onshore-offshore seismic array to study the slab interface structure from 10 to 20 km depth in the antici-
pated seismogenic zone. The combination of the high-frequency nature of the local earthquake generated 
converted phases and the dense seismic array allows the potential to study rapid variations in the material 
properties both in depth and laterally on a scale that matches the variations in geodetic observations of 
interseismic coupling.
2. Data
We utilize seismic data from an onshore-offshore network near the MTJ which includes 39 temporary OBS 
stations, 10 temporary onshore stations, and 7 permanent onshore stations (Figure 1). The OBS stations 
were deployed during the Cascadia Initiative (CI) experiment (Toomey et al., 2014) and included instru-




Figure 1. Map of the study area and a cross section showing the raypaths 
of converted phases. (a) Red triangles denote seismic stations. Black 
dots denote earthquake locations from Guo et al. (2018). Bold black 
lines denote plate boundaries from the USGS Quaternary Fault and Fold 
Database. Black dash lines denote the Gorda slab depth contours from the 
Slab1.0 model. The white dash line denotes the cross section shown in (b). 
Topography and bathymetry data are from the NOAA Coastal Relief Model 
and ETOPO1 Global Relief Model. The earthquakes inside the yellow 
ellipse occur primarily on a fault in the mantle of the downgoing plate 
(termed the M-Fault) which was analyzed in Chen and McGuire (2016). 
The inset map shows the Cascadia subduction zone. Our study area is 
shown as the black rectangle at the southern end of Cascadia. (b) Blue, 
green, and magenta lines are raypaths of the P, Ps, and Sp phases from 
one M-fault earthquake to one onshore (B045) and one offshore (FS13D) 
station. The thin black line denotes topography along the cross section and 
the bold black line denotes the plate boundary geometry from the Slab1.0 
model (McCrory et al., 2012).
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(SIO), and the Woods Hole Oceanographic Institution (WHOI). They were deployed during two time pe-
riods: 2012–2013 and 2014–2015 (Year 2 and Year 4 in the CI experiment) with slightly different station 
configurations. All of the OBS stations included three component broadband seismometers and most were 
equipped with either an absolute or differential pressure gauge. Instrument types and their sampling rates 
are different between the three institutions. The data duration and quality is better in Year four than Year 
two due to a number of factors. The pressure sensors at deep water stations were used in our analysis but 
the oceanographic noise levels at shallow water stations (<500 m depth) prevented us from using those 
records. The 10 temporary onshore stations were short-period sensors from the IRIS-Portable Array Seismic 
Studies of the Continental Lithosphere (PASSCAL, 2014–2015). The seven permanent stations were from 
broadband stations of the Northern California Seismic Network and the Berkeley Digital Seismic Network, 
and the short-period borehole stations of the UNAVCO Plate Boundary Observatory.
Waveforms for each earthquake are windowed between 1 min before and 2 min after the origin time. The 
waveforms are filtered between 1 and 5 Hz, 2 and 7 Hz, or 4 and 12 Hz to identify which frequency band 
yields the most easily visible converted phases on a particular component. Noisy data for particular earth-
quakes are then removed from the dataset based on their signal-to-noise ratio for the direct waves. P and S 
wave arrivals are repicked by cross correlation and then manually shifted if cross correlation does not yield 
satisfactory alignment results within a record section.
We utilize earthquake location results and tomography models from Guo et al. (2018) which were deter-
mined with the same seismic array. In this study, we focus on events in the yellow ellipse in Figure 1 because 
those events naturally form a source array with similar waveforms. The earthquakes occurred at about 
25 km depth on a strike-slip fault in the subducted oceanic mantle (hereinafter referred as the M-fault). 
They are shallower to the west and deeper to the east, and the relocated dataset contains about 450 events 
which are recorded to various degrees by the different stations depending on their duration of recording. We 
use the Slab1.0 model from McCrory et al. (2012) as a reference slab geometry model as well as for calculat-
ing raypaths and arrival times of the different converted phases.
3. Methods
In this section, we demonstrate how to identify S-to-P and P-to-S converted phases generated near the plate 
boundary interface on seismic record sections. The S-to-P and P-to-S converted phases arrive in between 
the direct P and S waves. We use raytracing and the source side beamforming method to identify and clas-
sify these converted phases. We also apply the wavefield decomposition method to remove water reflection 
phases on OBS records. Examples of P, S-to-P and P-to-S raypaths from an M-fault earthquake to both on-
shore and offshore stations are shown in Figure 1b).
3.1. Raytracing
To calculate S-to-P and P-to-S traveltimes and the locations of the conversion points on the slab interface, 
we apply a 3D raytracing method to each event-station pair using the P and S wave velocity models from 
Guo et al. (2018). The raytracing code is extracted from the TomoDD software (Zhang & Thurber, 2003), 
which is based on the pseudoray bending method described in Um and Thurber (1987). Since the smooth 
tomographic velocity models do not contain discontinuities to generate converted phases, we trace rays that 
travel as a P (or S) wave from the event to Slab1.0 model interface and travel as S (or P) wave from slab inter-
face to station. We mesh the slab interface into a 1 × 1 km grid and then calculate raypaths and traveltimes 
from the event to the slab surface grid points and from the grid points to the station. We then identify the 
grid point that yields the minimum total traveltime as the conversion point. For S-to-P converted phases, 
two types of raypaths exist: transmission (e.g., FS13D in Figure 1b) and reflection refraction (e.g., B045 in 
Figure 1b). The latter occurs when the station is far away enough that the S-to-P conversion phase reaches 
the total reflection condition (see supplementary information). This is not the case for P-to-S converted 
phases as the S wave velocity is always smaller than P wave at the conversion point and the S wave part of 
the ray will always go upward. By traditional naming convention in seismology, we will use Ps to represent 
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of both the transmission type and the reflection refraction type. We use the Slab1.0 model instead of the 
Slab2 model (Hayes et al., 2018) because Slab2 does not cover a large enough area offshore to calculate 
piercing/conversion points of the P, S, Ps, and SP phases for some OBS stations. However, we compare our 
converted phases results with both the Slab1.0 and Slab2 models in the Discussion section. We validated the 
minimum traveltime path ray tracing approach for the Ps and SP phases using 2D waveform simulations 
(Tromp et al., 2008) for our velocity model (see supplementary information).
Several raytracing results are shown in Figure 2 that demonstrate the general features of our dataset. Com-
pared to P wave piercing points, Ps conversion points are closer to the station and are more concentrated, 
while SP conversion points are farther away from the station and are spread out over a much larger area 
for a given set of earthquakes. On the traveltime plots (Figure 2c), Ps phases have a similar moveout to the 
direct P wave while SP phases show a moveout that is intermediate between the P and S wave moveouts 
but with more scatter. Figure 3a compares the predicted SP arrival times to a vertical component record 
section at station CM01 A. The seismograms are aligned on the P wave and ordered by their S-P traveltime 
difference. The blue line is the predicted traveltime of the SP converted phases. Large amplitude arrivals can 




Figure 2. Raytracing results. (a) Location of Ps (green) and Sp (magenta) conversion points and direct P (blue) wave piercing points on the slab interface from 
M-Fault events to stations FS41D, FS13D, FS07D, CM01 A, KMPB, and B047. Lines 1–6 are locations of the cross sections shown in (b). The six cross sections 
connect the center of the M-Fault events with each station. (b) Cross sections going through the center of the M-Fault events to each station. The background 
color denotes the Vp/Vs ratio model from Guo et al. (2018). Black dots denote the locations of the M-Fault earthquakes. Blue, green and magenta lines denote 
P, Ps, and Sp phase raypaths. Blue, green, and magenta dots denote P, Ps, and Sp phase piercing/conversion points on the slab interface. Black lines and red 
triangles denote the subduction interface geometry and seismic stations. Earthquake locations, piercing/conversion points, and raypath are projected onto each 
cross section. (c) Predicted P (blue), Ps (green), Sp (magenta), and S (red) phases traveltime curves for each station from the M-Fault events. Traveltime curves 
are aligned on the direct P arrival. The vertical axis is event order sorted by the S-P traveltime difference.
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and the raypaths are shown in Figures 3b and 3c. To further establish that these large amplitude signals are 
SP converted phases, we apply the source side beamforming method described below.
3.2. Source Side beamforming
The clear arrivals between the direct P and S phases are suggestive of converted phases and we confirm 
the sense of the conversion (Ps or SP) using a source side 3D beamforming method (Nakata & Shelly, 2018; 
Spudich & Bostwick, 1987) and estimate the propagation directions and velocities of theses phases as they 
leave the earthquake source region. This method uses the reciprocity theory of wave propagation by viewing 
the seismograms recorded at a single station from a cluster of nearby earthquakes with similar waveforms 
as being identical to waveforms that would be generated by an earthquake that occurred at the location of 
the station and was recorded by an array of receivers at the position of the earthquakes. The beamforming 
method results in estimates of the near source velocities as well as the azimuth and the takeoff angles of the 
raypaths of the waves as they leave the earthquake source region.
The beamforming method may be described mathematically, as noted in Spudich and Bostwick (1987), let 
rj be the relative location of event j from a reference location and u(rj, t) be the wavelet of a certain phase 
from event j with zero time corresponding to the origin time of each earthquake. Applying a plane-wave de-
composition, the complex amplitude in the slowness and frequency domain for N clustered earthquakes is:
   

  ( )
1
1( , ) Σ ( , )
N i tj
jj
u u t e dt
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Figure 3. Waveform section and source side 3D beamforming results for station CM01 A. (a) Z component seismograms from M-Fault events. The 
seismograms are aligned by the P wave and sorted by the S-P traveltime difference. Red traces are the ones used for beamforming analysis. The blue line denotes 
the predicted arrival time of SP phase converted at the Slab1.0 model. (b) Map view of the location of the M-Fault events and station CM01 A. (c) Raypaths of 
P, S, and SP (reflection refraction type) phases from the M-fault events to station CM01 A. The background colors denote the Vp/Vs model as in Figure 2. (d) 
Orange lines show the power spectrum of each SP converted phase from the red traces in (a) and the red line is the averaged power spectrum. The horizontal 
black line represents the selected frequency range for the beamforming analysis. (e) Waveform section of the selected traces in (a) with the blue lines denoting 
the selected windows for P, S, and SP phase for beamforming analysis. In the first panel, the seismograms are aligned by the P wave. In the second and third 
panels, the seismograms are aligned by the S wave. All the seismograms are sorted by S-P traveltime difference. (f) Maximum slowness power spectrum as a 
function of velocity. The maximum value is marked by the red dot. (g) Slowness power spectrum as a function of azimuth and takeoff angle for the best velocity 
estimate in (f). The location of the maximum of the slowness power spectrum is marked by the red dots and the best velocity, azimuth (θ) and takeoff angle (ϕ) 
are shown in the title of each panel.
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where s is the slowness vector of the outgoing rays and ω is angular frequency. The corresponding power 
spectrum is:
    *( , ) ( , ) ( , )P u us s s (2)
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where ( )j  is the Fourier transform of event j. Ideally if we assume that the shape of the wavelets of differ-
ent events are identical and the phase velocity near the source is nondispersive, the difference between the 
various ( )j  is just a phase shift 
 i real je s r  caused by the traveltime delay of each event from the reference 
point, and this phase shift will be compensated by the term  i je s r  in Equation 3 when the true slowness is 
used. Hence, the true slowness is identified by finding the slowness that maximizes  ( , )u s  for the summa-
tion over N events in Equation 3.
For nondispersive waves, the peaks of P(s, ω) are independent of frequency, which suggests that stacking 
the power spectrum in Equation 2 over many frequencies along lines of constant slowness will enhance the 











where ωj is the set of frequencies at which the power spectrum has been calculated. The slowness resolu-
tion can be further enhanced by whitening the spectrum in a frequency band where signal-to-noise ratio is 
favorable so that power in weak frequencies is equal to the power in the strong frequencies. The whitening 
factor wj for frequency ωj is given by:
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To apply this method with real data, we first align the waveform section by the direct P wave for potential 
Ps converted phase and by direct S wave for potential SP converted phase. Then a narrow window is cut 
around the wavelet of the converted phase. Each wavelet is normalized by its maximum amplitude and 
a Hann window is used to taper the wavelet. The wavelets are then shifted back to their arrival time. To 
choose a favorable frequency band, we first calculate the power spectrum of each wavelet and average 
them. The frequency band is chosen between the start and end frequencies where the average power spec-
trum stays above 5% of its maximum value (Figure 3). The slowness vector is represented in spherical coor-
dinates as         cos cos / ,cos sin / ,sin sin /
T
v v vs , where ϕ is the takeoff angle ranging −90° to 90° 
from downward to upward, θ is azimuth angle ranging from 0° to 360° from eastward counterclockwise 
and v is the near source velocity. The slowness vector that yields the maximum whitened slowness power 
spectrum is used to estimate the wave propagation direction and velocity within the earthquake focal re-
gion. If the wavelets selected are indeed a Ps or SP converted phases, the estimated velocity, azimuth and 
takeoff angle should be consistent with the tomographic results for P or S wave velocity at the earthquake 
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Figure 3 shows the beamforming results for the P, S, and the potential SP phases generated by a cluster of 
events near the western end of the M-Fault and recorded by station CM01 A. Figure 3e shows the selected 
wavelet for P, S, and SP phases. Figure 3f shows the maximum whitened slowness power spectrum as a 
function of velocity with the best estimate marked by the red dot. Figure 3g shows the beamforming results 
at the full range of takeoff angles and azimuths associated with the peak velocity estimation in Figure 3f. 
For P, S, and the potential SP converted phases, the best velocity estimates are 7.5  km/s, 5.0  km/s, and 
5.0 km/s, respectively. Comparing to the tomographic results, where the P wave velocity is 8.2 km/s and the 
S wave velocity is 4.8 km/s at the source location, the beamforming yields a reasonable estimate. The azi-
muth estimations, which are 24° for P, 21° for S, and 15° for SP, are within 6° of the 21° azimuth calculated 
from the earthquake and station locations. The takeoff angle is near zero for P and S phases, but is 40° for 
SP phase, which is consistent with the raytracing results shown in Figure 3c. The comparison between the 
beamforming estimates and the more direct measurements are listed in Table S1. Thus, the beamforming 
confirms that the potential SP phases leave the earthquake source region with the S wave velocity and prop-
agate upward (unlike the direct S wave which leaves nearly horizontally). Given that the traveltime of this 
phase is also close to the predicted arrival time, we identify it as a SP phase converted in the vicinity of the 
subduction interface.
3.3. Wavefield Decomposition
Seismograms from OBS stations usually contain high-amplitude phases resulting from reflections at the sea 
surface and in our dataset the SP phases at deep water (1,000–2,500 m) stations have similar arrival times 
to the water surface reflected phase. The amplitude of the water phase is usually larger than that of the SP 
phases making it difficult to analyze the converted phases on raw OBS seismograms. Here we use the dual 
sensors wavefield decomposition method (Amundsen & Reitan, 1995) to remove the water reverberation 
phase and improve the visibility of the SP phases.
For wave propagation in an isotropic, plane-layered medium resulting from a point source, within each 
layer the wavefield (pressure, stress, displacement or velocity) can be decomposed into upgoing and down-
going cylindrical waves propagating with P or S wave velocities (Aki & Richards, 2002). A schematic decom-
position of the wavefield is shown in Figure 4. Here we consider the water layer above the seismometer as 
layer one and the sediment layer below the seismometer as layer 2. Amundsen and Reitan (1995) showed 
that the pressure field P in the water layer and the stress tensor component σzz in the sediment layer can be 
decomposed into upgoing and downgoing components, 1
PU , 1
PD , 2 zzU , and 

2
zzD  using pressure and velocity 
records from a pressure gauge and seismometer installed at the same ocean bottom station. Since the water 
reverberation phases reach the seafloor from above, they are not present on the 2 zzU  component. A full 
expression of the decomposition can be found in Amundsen and Reitan (1995), while the expression can be 
greatly simplified if the wave is propagating vertically as:
 




zD P v (7)




zU P v (8)
where ρ1, α1, ρ2, and α2 are density and P wave speed in the water and sediment layer and vz is the vertical 
velocity. Here we use ρ1 = 1.0 × 103 km/m3, α1 = 1.5 km/s. In practice, the pressure sensor is usually biased 
by a constant calibration factor. Equation 7 is used to estimate the calibration factor by minimizing the en-
ergy on the 1
PD  component before the water reverberation phase (Figure 4c, bottom left). Then Equation 8 
is used to remove the water reverberations by grid searching for the (best) value for ρ2α2 that minimizes the 
energy of the water reverberation phase on the 2 zzU  component (Figure 4c, bottom right). When processing 
the real data, we first remove the instrument response to transform the waveforms into data with physical 
units (velocity: m/s; pressure: Pa). Both the velocity and pressure records are upsampled to 200 Hz if the 
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4. Results
In this section, we describe the results in terms of which phases are identifiable in different portions of the 
study area and how their timing relates to the plate boundary and velocity models. Usually only one type 
of converted phase is observable at each onshore station, but both SP and Ps phases can be observed at the 
same OBS station. To discuss these results, we divide the onshore stations into four groups based on which 
type of converted phase is observed and other common features in the waveforms. In the main text, we show 
results for three of the onshore groups. Similar discussions of the remaining onshore group and the offshore 
stations can be found in the supplementary material.
4.1. Northern onshore stations with SP Phases
Stations JCC and CM01 A in the northernmost part of the array show large amplitude arrivals near the SP 
arrival time predicted by the Slab1.0 model (Figure 5). Ray tracing estimates the location of the SP conver-
sion points to lie just offshore at depths between 10 and 15 km. We select events with large amplitude SP 




Figure 4. Wavefield decomposition results. (a) Schematic raypaths of the direct P wave and water reflection phase (PwP) recorded by an OBS (blue triangle) at 
the boundary between the upper water layer and the lower sediment layer. The pressure in the water layer and the stress component σzz in the sediment layer 
can be decomposed into upgoing ( 1
PU , 2 zzU ) and downgoing ( 1
PD , 2 zzD ) wavefields. (b) A conceptual plot showing the pressure and vertical velocity records of 
the direct P and multiple water reflection phases on an OBS station and the decomposed downgoing pressure field in the water layer and the upgoing stress (σzz) 
field in the sediment layer. This plot is modified from Thorwart (2006). (c) Wavefield decomposition results for station FS13D from the M-Fault events. P, S, SP 
(mixed transmission and reflection refraction types), and PwP phases are labeled on the record sections. The top two panels are vertical velocity and pressure 
records. The bottom two panels show the results for the decomposition into the downgoing pressure wavefield in the water layer (left) and upgoing stress (σzz) 
wavefield in the sediment layer (right). The seismograms are aligned by P wave and are sorted by S-P traveltime difference.
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results indicate those phases leave the source region with an S wave velocity at azimuths consistent with 
the event-station azimuth. The takeoff angles, which are 38 and 40°, respectively, are consistent with the ray 
tracing in Figure 5b, which predicts upward takeoff angles at about this angle. Based on the agreement with 
the predicted arrival times and the beamforming results, we identify these phases as SP converted phases 
near the Slab1.0 model interface. The actual arrival times are slightly later than the predicted ones, which 
might indicate that the actual slab interface is 1–2 km shallower than the model. Comparing to the Vp/Vs 
cross section in Figure 5b, the SP conversion points appear to be close to the top of the high Vp/Vs zone.
4.2. Southern onshore stations with SP Arrivals
We group together five stations in the southern part of the array, CM09 A, B046, CM10 A, B932, and B047, 
because they show SP converted phases from the Slab1.0 model depth as well as several SP phases converted 
at shallower discontinuities. The two stations, CM09 A and B047, with the clearest SP converted phases are 
shown in Figure 6. On the waveform sections, clear large amplitude signals near the predicted arrival time 




Figure 5. SP (reflection refraction type) converted phases at stations in the north. (a) Map view of the locations of the earthquakes (black dots), SP conversion 
points (magenta dots), the stations (triangles), and the cross sections shown in (b) going through the center of the M-fault events and stations JCC and CM01 A. 
(b) SP phase raypaths from the M-fault events to stations JCC and CM01 A. The background colors denote the Vp/Vs model as in Figure 2. (c) Waveform 
sections of M-fault events on vertical component of stations JCC and CM01 A. The waveforms are aligned by P wave and are sorted by S-P traveltime difference. 
Waveforms used for beamforming are highlighted in red with the red bars denoting the time window used in the beamforming analysis. The blue curve denotes 
the predicted SP arrival time from conversion at the Slab1.0 model and the yellow curve denotes the predicted arrival time from a conversion at an interface 
10 km shallower than the Slab1.0 model. (d) Beamforming results for selected converted phases at JCC (left) and CM01 A (right). The maximum intensity point 
is marked by the red dots and the corresponding velocity, azimuth, and takeoff angle are given in the title of the panel.
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be between 12.5 and 17.5 km depth and located just offshore. We select events with large amplitudes and 
apply the beamforming method to those wavelets. The beamforming results indicate these phases leave 
the source with an S wave velocity at an azimuth consistent with the events-station azimuth. The takeoff 
angle estimates are 30 and 24°, respectively, which is consistent with the ray tracing Figure 6b. Based on 
the results from arrival time prediction and beamforming, we identify these phases as SP converted phases. 
The cross section in Figure 6b indicates that these SP conversion points likely convert near the bottom of 
the high Vp/Vs zone.
Several other coherent arrivals can be seen on the waveform section for station B047. They are labeled 2–5 in 
Figure 6c. Since their arrival times are later than the SP phase converted from the Slab1.0 interface, if they 
are also SP converted phases, they would have converted at shallower velocity discontinuities. We apply the 
beamforming method to these arrivals. The selected waveform for each potential shallow converted phase 
are shown in Figure 7c and their beamforming results are shown in Figure 7d. The results all indicate that 




Figure 6. SP (mixed transmission and reflection refraction types) converted phases at stations in the south. (a) Map view of the locations of the earthquake 
(black dots), SP conversion points (magenta dots), the stations (triangles), and the cross sections shown in (b) going through the center of the M-fault events 
and stations CM09 A and B047. (b) SP phase raypaths from the M-fault events to stations CM09 A and B047. The colors denote the Vp/Vs model as in Figure 2. 
The bold black curves are the Slab1.0 model and the bold red curves are the Slab2 model. (c) Waveform sections of M-fault events on vertical component of 
stations CM09 A and B047. The waveforms are aligned by P wave and are sorted by S-P traveltime difference. Waveforms used for beamforming are highlighted 
in red with the red bars denoting the time window used in the beamforming analysis. The blue curve denotes the predicted SP arrival time for conversion at 
the Slab1.0 model interface and the yellow curve denotes the predicted SP arrival time from an interface 10 km shallower than the Slab1.0 model. Black arrows 
and the corresponding numbers denote converted phases from shallow velocity discontinuities that are analyzed in Figure 7. (d) Beamforming results for the 
converted phases in between the red lines at CM09 A (left) and B047 (right). The maximum intensity point is marked by the red dots and the corresponding 
velocity, azimuth, and takeoff angle are given in the title of the panel.
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In Figures 7a and 7b, we plot the location of the conversion points and raypaths for both the Slab1.0 and the 
Slab1.0 + 10 km models. The SP 2–4 phases arrive near the predicted arrival time from the Slab1.0 –10 km 
model. The corresponding conversion points are at around 10 km depth onshore. The azimuth estimates are 
consistent with the station-events azimuth. The raypaths for the Slab1.0 − 10 km model have smaller take-
off angles for the same events than the Slab1.0 model, which is consistent with the takeoff angle estimates 
from beamforming. Comparing with the Vp/Vs model, they are likely from the top of the high Vp/Vs layer 
(SP2) and other shallow geological boundaries within the overriding continental crust (SP3 and SP4). The 
SP3 and SP4 phases convert at interfaces more than 10 km shallower than the Slab1.0 model and these are 
likely in the vicinity of the 1992 Petrolia earthquake's fault plane which lies within the overriding plate (Guo 
et al., 2018; Murray et al., 1996). For SP5 phase, the arrival time is slightly after the predicted arrival time 
from the Slab1.0 model indicating it comes from an interface that is a few km shallower. We are not sure 
what the geologic interpretation of this interface is but it likely lies within the subducted plate. The takeoff 
azimuth of SP5 phase is somewhat offset from phases 1–4 but we cannot rule out that they are identical due 




Figure 7. Shallow SP (transmission type) converted phases at station B047. (a) Map view of the locations of the earthquake (black dots), SP conversion points 
from Slab1.0 model interface (magenta dots) and Slab1.0 + 10 km model interface (blue dots), the station (triangle), the cross sections shown in (b) going 
through the center of the M-fault and station B047, and the rupture area of the 1992 Cape Mendocino earthquake from Murray et al. (1996). (b) SP phase 
raypaths from the M-fault events to station B047 for Slab1.0 and Slab1.0 + 10 km models. The background colors denote the Vp/Vs model as in Figure 2. The 
bold black curves are the Slab1.0 and Slab1.0 + 10 m models in the upper and lower panel, respectively. The bold red curves are the Slab2 model. (c) Waveform 
sections of M-fault events with clear shallow SP converted phases on vertical component of station B047. They are denoted by the same number as in Figure 6c. 
The waveforms are aligned by S wave and are sorted by S-P traveltime difference. (d) Beamforming results for the shallow SP converted phases at B047. The 
maximum intensity point is marked by the red dots and the corresponding velocity, azimuth, and takeoff angle are given in the title of the panel.
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4.3. Eastern onshore stations with Ps Arrivals
Four stations, CM03 A, CM07 A, KMPB, and B045, in the eastern part of the study area are grouped together 
owing to clear Ps converted phases from below the depth of the Slab1.0 model. The two stations with the 
clearest Ps converted phases, CM03 A and KMPB, are shown in Figure 8. The locations of the Ps conversion 
points on the interface model would be between 17.5 and 20 km depth and just onshore (Figure 8b). On 
the waveform sections, there are clear signals about 1 s after the predicted arrival time on both stations. We 
select events with large amplitude Ps phases and apply the beamforming method to those wavelets. The 
beamforming results indicate that those phases leaving the source with a P wave velocity, and the azimuth 
estimates are consistent with the event-station azimuths. The estimated takeoff angle for CM03 A, −4°, is 
consistent with the Ps ray tracing Figure 8b. The takeoff angle estimated for KMPB, 22°, is slightly larger 
than raytracing results. The beamforming peak is more diffuse than many examples indicating a relative 
larger error in the takeoff angle estimates. Based on the results from arrival time prediction and beamform-
ing, we identify these phases as Ps converted phases. Given that they arrive a full second later than the 
predicted arrival time and comparing to the cross section in Figure 8b, these Ps conversion points are likely 




Figure 8. Ps converted phases at stations in the east. (a) Map view of the locations of the earthquake (black dots), Ps conversion points (magenta dots), the 
stations (triangles), and the of cross sections shown in (b) going through the center of the M-fault events to stations CM03 A and KMPB. (b) Ps phase raypaths 
from the M-fault events to stations CM03 A and KMPB. The background colors denote the Vp/Vs model as in Figure 2. (c) Waveform sections of M-fault events 
on horizontal components of station CM03 A and KMPB. The waveforms are aligned by P wave and are sorted by S-P traveltime difference. Waveforms used 
for beamforming are highlighted in red with the red bars denoting the time window used in the beamforming analysis. The blue curve denotes the predicted Ps 
arrival time for conversion at the Slab1.0 model interface and the yellow curve denotes the predicted Ps arrival time from an interface 10 km shallower than the 
Slab1.0 model. (d) Beamforming results for selected converted phases at CM03 A (left) and KMPB (right). The maximum intensity point is marked by the red 
dots and the corresponding velocity, azimuth, and takeoff angle are given in the title of the panel.
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5. Discussion
5.1. Implications for Slab Geometry
Specifying the geometry of the subduction interface is important for the estimation of ground motion in 
future large earthquakes and for geodetic studies that estimate the distribution of interseismic locking. Here 
we compare our estimated Ps and SP conversion depths with the Slab1.0 model (McCrory et al., 2012), the 
Slab2 model (Hayes et al., 2018) and the imaging results from the 93 to 94 Mendocino active source seismic 
experiments (Tréhu & Group, 1995). The Slab1.0 model is widely used in studying this part of the Cascadia 
subduction zone and it contains considerable structure that was derived primarily from earthquake reloca-
tions as well as the active source results. In the discussions below, all depth ranges are given in km below sea 
level and we assume the plate interface corresponds to a sharp discontinuity near the top of the high Vp/Vs 
zone. It is possible that the actual plate interface lies slightly below the top of the high Vp/Vs zone, but that 
fine scale structure is beyond our resolution.
Offshore, near the deformation front, the Slab1.0 model predicts that the plate interface is at about 7–8 km 
depth and the plate interface in the Slab2 model is about 1 km deeper (Figure 9). Using multichannel seis-
mic data, Gulick et al. (1998) imaged the sediment and crustal structure near the deformation front. Their 
results for Line 6 (Figure 3 in Gulick et al. (1998)), which intersects the deformation front at about 40.7°N, 
indicates that the depth of the top of the oceanic crust is at 5–6 km, which is 1–3 km shallower than the 
Slab1.0 model.
Our measurements of the traveltime differences between the Ps and P arrivals or between the SP and S 
arrivals from the OBS records place constraints on the location of the plate boundary near the deformation 
front, but they require additional information about P and S velocities in the shallow sediments which are 
not resolved by the tomographic model. Let H be the thickness of the sediment layer with homogeneous 
velocities vs and vp and assuming vertically traveling waves, the traveltime difference Δt between Ps and P or 




Figure 9. Comparison between the Slab1.0 and Slab2 models. (a) Map view of the difference in interface depth between the models. Positive values indicate 
where Slab1.0 is deeper than Slab2. Black dashed lines denote depth contours from the Slab1.0 model. Magenta dashed lines denote the depth contours from 
the Slab2 model. Yellow dashed lines are the two cross sections shown in (b) and (c). Red solid circles and red solid triangles are the SP conversion points from 
the oceanic Moho and the stations where these phases are observed. Red open circles and red open triangles are the P conversion points from the top of the 
oceanic crust and the stations where these phases are observed. Blue solid circles and blue solid triangles are the Ps conversion points from the oceanic Moho 
and the stations where these phases are observed. Blue empty circles and blue empty triangles are the Ps conversion points from the top of the oceanic crust 
and the stations where these phases are observed. (b) Cross section through station B047. The background colors denote the Vp/Vs model as in Figure 2. The 
green and blue inverse triangles indicate the point where the cross section intersects with the coastline and deformation front. Black and magenta lines are the 
slab geometry from Slab1.0 and Slab2 models, respectively. Red solid circles are the locations of the SP conversion points from the events used for beamforming 
analysis in Figure 6 at station B047. (c) Cross section going through station CM03 A. The blue solid circles are the locations of the Ps conversion points from the 
events used form beamforming analysis in Figure 8 at station CM03 A. Other symbols are the same as in (b).






where r is the Vp/Vs ratio and tP is the one-way P wave traveltime in the sediments. We take stations FS13D 
and FS41D as example stations (Figure s7) and estimate tP using the migration image from Figure 8 of Gu-
lick et al. (1998). In that figure, the two-way traveltime (TWT) from the sea surface to the top of the oceanic 
crust is about 5.5 s along the entire migrated section. FS13D is located just seaward of the deformation 
front at a water depth of 2.3 km and FS41D is located on the continental slope about 10 km landward of 
the deformation front at a depth of 1.1 km. Given the water depth of stations and the acoustic velocity in 
the water (1.5 km/s), the P wave TWT inside the sediment layer would be about 2.4 and 4.0 s for FS13D and 
FS41D, corresponding to tP values of 1.2 and 2.0 s, respectively. Since the traveltime differences between 
Ps and P or between SP and S are around 2.5 s for both stations (Figure s6), we estimate the average Vp/Vs 
ratio of the underlaying sediment is about 3.1 for FS13D and 2.3 for FS41D. If we further assume that the 
average P wave velocity inside the sediment to be in the range from 2.5 to 3.5 km/s (Gulick et al., 1998), the 
locations of the plate interface are at about 5.3–6.5 and 6.1–8.1 km at FS13D and FS41D. However, the plate 
interface is at about 9 km beneath the two stations from the Slab1.0 model. Near the trench, we prefer the 
active source imaging results. The Slab1.0 model appears to overestimate the depth of the plate interface 
for by 1–4 km.
Offshore, at the location of the SP conversion points observed by stations JCC and CM01 A, the Slab1.0 
model is 1–2 km deeper than the Slab2 model (Figure 9). From our converted phase observations, the arriv-
al time of the SP converted phases on stations CM01 A and JCC from the top of the crust are slightly later 
than the predicted arrival time from the Slab1.0 model, which indicates a 1–2 km shallower interface that 
corresponds to the top of the high Vp/Vs zone. Thus, just offshore, the SP arrival times are more consistent 
with the Slab2 model.
At the coastline and just onshore, the Slab1.0 model predicts the plate interface is at about 17 km depth 
(Figure 1), while Beaudoin et al. (1994) imaged the top of the Gorda crust at about 13–14 km. The Slab2 
model is about 2–4 km shallower than the Slab1.0 model (Figure 9) near the coastline, which is more con-
sistent with the active source result. Ps arrivals at KCT and CM06 A (Figure s5) convert near the coast and 
arrive close to the Slab1.0 model predicted arrival time, indicating there is an interface close to the Slab1.0 
model. However, the converted phases represented by the open blue triangles in Figure 9 (including KCT 
and CM06 A) are less clear than other stations and multiple Ps phases are observed between the direct P and 
S phases (Figure s5c), which indicates a complex velocity structures near the coast. The main Ps arrival at 
KCT, the Vp/Vs model, and the active source results favor an interface 2–3 km shallower than Slab1.0 and 
consistent with Slab2.
Ps conversions at stations KMPB and CM03 A allow us to investigate the slab interface at 20–40 km inland 
from the coast from 40.4°N to 40.7° N. These stations are near the 20 km contour of the Slab1.0 model and 
the model lies near the top of the high Vp/Vs zone. Both stations show very strong conversions from the 
subducted Moho that lie 3–5 km deeper than the Slab1.0 Model. The top of the subducted crust is less clear 
at these stations but perhaps small coherent arrivals are visible on CM03 A (Figure 8 and s9). Given that the 
thickness of oceanic crust is about 6–8 km, the plate interface likely lies about 1–2 km shallower than the 
Slab1.0 model in this region based on the Vp/Vs model and the Moho conversions at CM03 A. At the loca-
tion of the Ps conversion points for stations KMPB and CM03 A, the Slab2 model is 3 and 1 km shallower 
than Slab1.0 model (Figure 9). Thus, we prefer the Slab2 model at those locations.
South of 40.5° N the Slab1.0 model contours at depths of 20–30 km is highly curved and indicate that the 
slab dip is significantly steeper from 15 to 25 km depth in the 40.3°N to 40.5°N latitude range. Stations B047 
and CM09 A are located in this area and show very clear SP conversions from the Moho of the subducted 
slab that arrive at or just before the time predicted for the Slab1.0 model. The Slab2 model is 2–4 km shal-
lower than the Slab1.0 model at the location of these SP conversion points (Figure 9). Thus, the Slab1.0 
model is likely too deep by an amount corresponding to the crustal thickness. This inference is corroborated 
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by the Vp/Vs model which shows the interface model lying at the base of the high Vp/Vs zone. The high Vp/
Vs values near station B047 may also reflect the Mendocino Transform Fault's damage zone. Both B047 and 
CM09 As show multiple clear arrivals from shallower depths that are roughly 8–12 km above the interface 
model and correspond to the top of the high Vp/Vs zone. Thus, we prefer a model where the slab interface 
is roughly 6–8 km shallower than the Slab1.0 model and about 2 km shallower than the Slab2 model in the 
40.3°N to 40.5°N latitude range and find no evidence for the considerable steepening of slab dip shown at 
the southernmost end of the Slab1.0 model.
5.2. Estimation of velocity Contrast
To further investigate the material properties of the high Vp/Vs zone, we compare measurements of the am-
plitude ratios Ps/P and SP/P made on both the actual data and on synthetic seismograms for simple models 
of the subducted crust (Figure 10). We measured the amplitude ratio of the Ps or SP converted phases to the 
direct P wave using the three component velocity seismograms filtered in the same filter bands used in sec-
tion 3. The maximum amplitude of the Ps converted phase was measured as the maximum vector length on 
the two horizontal components. The maximum amplitudes of the SP converted phase were measured on the 
vertical component. The maximum amplitudes of the P wave were measured as the maximum vector length 
on three components. The distribution of the amplitude ratios for each station are shown in Figures 11c. 
The values typically range from 0.1 to 1.0 with many observations in the 0.2–0.5 range indicating strong 
velocity contrasts. We note that these measurements were made on the clear arrivals used for beamforming 
in section 5. While they are from representative parts of the waveform sections for each station, they likely 
represent the locations where the velocity contrasts are among the strongest.
We first calculated synthetic seismograms using an averaged 1D velocity model derived from the tomo-
graphic model but with a low velocity layer of variable thickness inserted and centered at 15 km depth, 
which we term case 1 (Figure 10a). The frequency-wavenumber summation method (Zhu & Rivera, 2002) 
is used to calculated synthetic seismograms. The thickness of the low velocity layer was varied from 100 to 
4,000 m and the velocity reduction inside this layer relative to the original velocity at 15 km depth varies 
from 1% to 30%. We fixed the focal mechanism of the sources to be 128°/90°/180° in strike, dip and rake 
(convention in Aki and Richards (2002)). The focal mechanism is based on the alignment of earthquake 
hypocenters and the focal mechanism results from Li et al. (2018). Synthetic waveforms were calculated for 




Figure 10. Velocity models for calculating synthetic seismograms. (a) Case 1, S wave LVZ models. A low velocity layer centered at 15 km depth with various 
thickness (dh) and velocity reduction (dv). The Vp/Vs in the entire model is fixed at 1.73. (b) and (c) Cases 2 and 3, velocity models based on Beaudoin 
et al. (1994). Blue and red lines denote the P and S wave velocity models respectively. P wave velocity increases linearly in depth with two steps representing the 
top and bottom of the subducted oceanic crust. Outside the subducted crust, the Vp/Vs ratio is 1.73. Inside the subducted crust, the Vp/Vs ratio varies from 1.73 
to 2.51 for different models. Density (ρ) models follow the default relation in FK software, where ρ = 0.77 + 0.32 * Vp.
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distance and azimuth from each station to the earthquakes used for beamforming in section 5 and are listed 
in Table S2.
We also calculated synthetics for 1D velocity models that match the P wave velocity profile from the Beau-
doin et al.  (1994) refraction model. Importantly this profile does not contain a low velocity zone in the 
subducted crust for P wave velocities but is primarily characterized by discontinuities at the top and bottom 
of the subducted crust. The top of the crust corresponds to a jump from 6.0 to 6.7  km/s and the bottom of 
the crust (Moho) corresponds to a jump from 7.0 to 7.7 km/s. We developed synthetics for two versions of 
this model. In Case 2, the crust is between 11 and 18 km, and in Case 3 it is at 17–24. Case 2 corresponds to 
our offshore SP conversions and Case 3 corresponds to our onshore Ps conversions. For both Cases 2 and 3, 
we varied the Vp/Vs ratio from 1.73 to 2.5 inside the oceanic crust, while keeping the Vp/Vs equal to 1.73 
outside the crust. Cases 2 and 3 are meant to provide a simple representation that combines the features of 
the Beaudoin et al. (1994) and the Guo et al. (2018) tomographic models.
The Case 1 amplitude ratio measurements for stations CM09 A, CM01 A, CM03 A, and KMPB show the 
expected overall patterns, where the amplitude ratio increases as velocity reduction increases. The largest 
ratio appears near the top right part of each plot and corresponds to cases with constructive interference 
between the two converted phases generated at the top and bottom of the low velocity layer. For station 
B047, the synthetic results are more complicated. The epicentral distance of station B047, about 45 km, 
corresponds to a range where the SP phases are expected to refract along the bottom interface of the LVZ 




Figure 11. Amplitude ratio measurements from synthetic seismograms and real data. Each station is shown as three panels in its own vertical column. (a) SP/P 
and Ps/P amplitude ratios for the Case 1 LVZ models in Figure 10 as a function of the dv/v value and thickness of the LVZ. (b) SP/P and Ps/P amplitude ratio 
for the Cases 2 and 3 reflection models in Figure 10. Case 2 is used for the stations with SP observations and Case 3 for the stations with Ps observations. (c) 
Frequency distribution of the amplitude ratio of the converted phases to the direct P phases measured on real data using the same subset of seismograms that 
was utilized for beamforming in section 4.
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of the transmission coefficient corresponding to the velocity contrast at the bottom of the LVZ, and we do 
not interpret the B047 amplitudes.
The Case 2 and 3 amplitude ratio measurements for stations CM09 A, B047, CM03 A, and KMPB show 
that the amplitude ratio increases as the Vp/Vs ratio inside the oceanic crust layer increases as expected. 
For station CM01 A, the sudden increase in amplitude ratio between 1.9 and 2.4 in Vp/Vs values is due to 
the interference of the Ps arrival. But without the contamination of Ps phases, the amplitude ratios are still 
small, likely below 0.1.
We seek a representative estimate of the velocity contrast across the top and bottom boundaries of the high 
Vp/Vs zone by comparing the real and synthetic amplitude ratios. However, even though the amplitude 
ratios are from events in a compact cluster that generates similar waveforms, the observed amplitude ratios 
are scattered over a certain range. Similarly, the synthetics are calculated for a very simplified velocity mod-
el that is not a complete representation of the true Earth. Thus, we focus on the first order implications of 
the amplitude ratios and recognize that effects like focal mechanism variations as well as local variations in 
the both the strength and dip of the discontinuities can lead to the significant level of variability in ampli-
tude ratio (factor of 2+) that is observed for any particular station-phase pair.
In general, for stations CM09 A, CM01 A, CM03 A, and KMPB, the observed amplitude ratios are larger 
than can be replicated by the simple synthetics. In particular, there are no models for which a Vp/Vs ratio 
around 1.7–1.8 could satisfy the observed amplitude ratios. For models in Cases 2 and 3, once the Vp/Vs 
ratio exceeds 2.0, the subducted crust becomes a low velocity zone. Models in the range 2.0 ≤ Vp/Vs ≤ 2.5 
produce amplitude ratios that overlap the observations but do not capture the full range of the observations. 
Thus, we do not favor a specific value for the Vp/Vs ratio in the subducted crust recognizing that our models 
are highly simplified. However, given the large observed amplitude ratios we favor a Vp/Vs value in ≥2.0. 
Thus, the plate boundary fault is likely contained within a LVZ, at least for shear-wave velocity.
A LVZ would be expected to generate converted phases from both its top and bottom interfaces. In general, 
our observations agree with this in that for certain clusters of stations we clearly see either the top or the 
bottom of the high Vp/Vs layer as a sharp velocity contrast. We have relatively few cases where the seismo-
grams are simple enough to interpret distinct arrivals on the same seismogram as coming from the top and 
bottom of the high Vp/Vs layer. Perhaps the multiple converted phases on B047 is the best case as these are 
widely separated in time. Station CM03 A presents an interesting case that directly constrains the proper-
ties of the interseismically locked zone in that while the Moho Ps conversion is the largest phase, coherent 
phases are observed from shallower depths as well. Figure s9 shows an expanded view of a few of these 
seismograms compared to synthetics. The conversion from the subducted Moho is about twice as large as 
the phase which arrives immediately before it. The two Ps phases are separated by about 1.1 s and may have 
opposite polarity, though that is difficult to assess. Figure s9 shows radial component synthetics for various 
case 3 models. The synthetics demonstrate that the amplitude of the shallower phase is minimized for a 
Vp/Vs of about 2.0. For Vp/Vs larger than 2.0, the LVZ creates two phases with opposite polarities that are 
separated by 1.3–1.5 s with varying amplitude ratios. Again, we do not attempt to specify a specific Vp/Vs 
ratio from the simplified synthetics, but the CM03 A waveforms are consistent with the seismogenic zone 
being characterized by a ∼5 km thick LVZ with a Vp/Vs ≥ 2.
The inference of a likely low velocity zone in Versus at seismogenic depths likely implies elevated fluid 
content in the vicinity of the locked zone. The subducted oceanic crustal basalt of Gorda plate is likely to 
be metamorphosed to greenschist facies at depths of 10–20 km, which has a Vp/Vs value of ∼1.76 (Chris-
tensen, 1996). Thus, the elevated Vp/Vs values in Models two and three that are consistent with the con-
verted phase amplitudes likely indicate the existence of significant fluid-filled porosity in the subducted 
melange and oceanic crust. To reach Vp/Vs values in excess of ∼1.85 would likely correspond to fluid-filled 
porosities in excess of ∼3% (assuming 20–50 MPa effective normal stress) (Peacock et al., 2011; Pimienta 
et al., 2018). While the exact amount of fluid-filled porosity is difficult for us to interpret owing to the vari-
ety of factors that affect the converted phase amplitudes, our results are consistent with the interpretation 
of the 10–20 km depth range as being dominated by brittle deformation that produces significant porosity 
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5.3. Single station Variability in Converted Phase Amplitudes
The observed SP/P or Ps/P amplitude ratios at a single station often show a range over a factor of 3 (or 
more) even for the similar clusters of events that we used for beamforming. Moreover, the clusters that we 
selected are some of the clearest examples with other portions of an individual record section showing less 
systematic converted phase arrivals. This variability is surprising, particularly for phases associated with 
the Moho of the subducted plate whose conversion points are tightly clustered in a few km areas such as for 
the KMPB Ps arrivals from the bottom of the high Vp/Vs zone (Figure 8). In this section, we explore some 
possible causes of this variability.
While we have only used earthquakes from a linear vertical, strike-slip fault segment for this study to isolate 
structural effects on the waveforms, focal mechanism variability within the source arrays may still contrib-
ute to SP or Ps amplitude variability. Moreover, the ∼30 km length of the M-fault used to make our record 
sections leads to a natural variation in the takeoff angles of the direct and converted phases across the re-
cord section. To explore how these combined effects on the initial excitation of the P or S waves leaving the 
source are reflected in the converted phase amplitude ratios, we use the S/P amplitude ratio as a proxy for 
focal mechanism and takeoff angle changes along the profiles.
To examine if the large variability in the amplitude ratio measurements could be a result of variations in 
focal mechanisms, we run simulations corresponding to models in Figures 11a by randomly perturbing the 
focal mechanism. The results are shown in Figure s10. We fix the thickness of the LVZ to be 4 km and select 
three shear-wave velocity reductions: 10%, 20%, and 30%. The strike angles are perturbed in the range of 
±10°. The dip angles are perturbed in the ranges of 0–5°, 0–10°, and 0–20°. The rake angles are perturbed 
in the ranges of ±5°, ±10°, and ±20°. We draw 500 random selections under uniform distribution for strike, 
dip and rake. The amplitude ratio variabilities are different for each station. In general, the focal mechanism 
variations do not cause a large enough variability in amplitude ratios to obscure the different levels of ve-
locity reduction. Larger perturbation range results in larger variability in amplitude ratio measurements. SP 
phases have larger amplitude ratio variability than Ps phases. CM09 A and B047 have the largest amplitude 
ratio variability, which we attribute to the near nodal plane orientation for P wave. For station CM09 A, 
B047 and CM01 A, focal mechanism variations could account for a factor of 2–3 in the amplitude ratio 
variability. For station CM03 A and KMPB, focal mechanism variations could account for a factor of <1.5 
in the amplitude ratio variability.
Figures s11–s13 show how the SP/P and Ps/P amplitude ratios vary within clusters of relatively similar 
earthquakes. Figure s11 shows about a factor of two variation in the SP/P amplitude ratio at CM01 A across 
a cluster of 11 events with very similar waveforms (a subset of the beamforming dataset in section 3). De-
spite having extremely similar P waveforms, there is considerable variation in both the S/P and SP/P am-
plitude ratios. Figure s12 shows common events recorded by stations CM09 A and B047 and by stations 
CM03 A and KMPB. The SP/P amplitude ratio relation between CM09 A and B047 shows a positive cor-
relation while the Ps/P amplitude ratio relation between CM03 A and KMPB shows a negative correlation 
indicating relatively systematic trends despite the small size of the earthquake cluster. Lastly, Figure s13 
compares the converted phase and direct wave amplitude ratios, which are expected to be correlated based 
on standard formulas for conversion and transmission coefficients (Aki & Richards, 2002). The strong corre-
lation at stations like CM09 A indicates that much of the variability seen in the measurements in Figure 11 
results from variations in the initial excitation as the P and S waves leave the source region.
Collectively these figures indicate that much of the variation in the converted phase amplitudes on an indi-
vidual record section results from the natural variability in the initial excitation of the direct and converted 
waves as they leave the source region of an individual earthquake somewhere along the M-fault. Some 
of this variability in excitation may be due to focal mechanism variability but it may also result from the 
variations in takeoff angles between the different locations along the fault. Additionally, any small scale 
variations in velocity contrasts across the various discontinuities will also contribute the variability seen in 
a particular record section. Special care should be given in interpreting the Ps/P ratios because variation in 
shear-wave speeds near the station can cause local amplification of the shear-wave amplitude that is not 
related to the actual conversion at greater depth. For instance, at the OBS stations like FS13D, the Ps phase 
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Additionally, there are many examples where the converted phases from 
either the top or bottom of the subducted crust are strong and easily estab-
lished but the corresponding arrival from the other interface is not easily 
identified. For instance, the Sp phases in Figure 5 at JCC and CM01 A 
are very consistent with conversions from near the top of the subducted 
crust, but no similar Moho converted phase is observed. Moreover, some 
converted phases are only clearly visible at a subset of earthquakes and 
not in ones located a few km away on the same fault (also, see Figure 5). 
Both types of observations imply rapid spatial variations in the strength 
of the discontinuity.
5.4. Spatial Variations in the Converted Phases Observations
We summarize our observations from the onshore stations in Figure 12. 
SP converted phases are primarily observed by stations in the north 
and south groups and the corresponding conversion points are located 
just offshore. The SP phases observed at stations in the northern group 
convert near the top of the LVZ, while the largest SP phases observed at 
the southern group of stations convert near the bottom of the LVZ but 
shallower interfaces also generate SP phases. The Ps conversion points 
are located onshore between 15 and 20 km depth. Near the coast the Ps 
converted phases are from the top of the LVZ, while farther onshore the 
clearest Ps converted phases are from the bottom of the LVZ. The ampli-
tudes of the Ps converted phases from the top of the LVZ near the coast 
are typically small, while the amplitude of the Ps converted phases for the 
slab Moho near 20 km depth is typically much larger resulting in clearer 
phases on the seismogram. The variations in whether Ps or SP are most 
clearly observed may reflect the strike-slip radiation pattern.
Figure 12 compares the locations of the conversion points to the interseismic coupling model of Pollitz and 
Evans (2017). The coupling model shows one of its strongest patches of interseismic locking in southern 
Cascadia, which overlaps our study area. Many of our conversion points are located offshore where there 
is no geodetic data and the coupling model is unresolved. Additionally, the southern boundary of this cou-
pling patch is very dependent on how the modeling deals with the complicated geometry at the southern 
end of the subduction zone and the interseismic coupling on the transform boundaries. Thus, the decrease 
in coupling in the southernmost part of our study area is potentially unreliable and we do not seek to in-
terpret it. The primary inferences we can make related to plate coupling are that the Ps conversions from 
the Moho in the highly coupled zone are some of our brightest phases (e.g., Ps at CM03 A and KMPB in 
Figure 8). We also observe converted phases from the top of the high Vp/Vs zone within the region of nearly 
full interseismic locking (Figure s9). Thus, in agreement with the Vp/Vs tomographic model, the converted 
phases support the inference that the interseismically locked zone is also a region of reduced seismic veloc-
ities and likely elevated porosity and fluid content (Guo et al., 2018).
6. Conclusions
The Cascadia Initiative onshore-offshore experiment demonstrates the ability to use converted phases from 
earthquakes in the mantle of the downgoing plate to study the geometry and physical properties of the plate 
boundary zone as well as the spatial scales that such observations can be expected to vary over. The com-
bination of the 3D raytracing and source side beamforming methods was sufficient to identify the type of 
converted phases and infer the location of the major velocity contrasts in our dataset. In general, converted 
phases are similar among stations spaced less than about 30 km apart because the conversion points are 
more closely spaced at depth. For a given station, the SP conversion points occur well updip of where the Ps 
conversion points occur. At larger separations, it can be difficult to identify similar phases between stations. 
At offshore stations the basalt to sediment interface provides the largest amplitude conversions while at 




Figure 12. Mapview of conversion points on the Slab1.0 interface from 
onshore stations. Red solid circles and red solid triangles are the SP 
conversion points from the oceanic Moho and the stations where these 
phases are observed. Red open circles and red open triangles are the SP 
conversion points from the top of the oceanic crust and the stations where 
these phases are observed. Blue solid circles and blue solid triangles are the 
Ps conversion points from the oceanic Moho and the stations where these 
phases are observed. Blue empty circles and blue empty triangles are the Ps 
conversion points from the top of the oceanic crust and the stations where 
these phases are observed. Background colors represent the interseismic 
plate locking model from Pollitz and Evans (2017) ranging from freely 
slipping (locking factor 0) to fully locked (locking factor 1).
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while the top of the subducted crust provides the clearest interface at some stations. In both onshore and 
offshore stations there are often conversions from multiple interfaces including phases generated within the 
shallow crust of the overriding plate.
In general, the Slab2 model provides a description of the subducted plate morphology that is more consist-
ent with our converted phase observations and is near the top of the high Vp/Vs zone of Guo et al. (2018). 
Using the Ps converted phases at OBS stations near the deformation front and comparing to available active 
source reflection profiles indicates that the plate interface should be 1–3 km shallower than the Slab1.0 
model and 1–4 km shallower than the Slab2 model at the deformation front. Just offshore, SP converted 
phases observed at CM01 A and JCC indicate the top of the oceanic crust is likely about 2 km shallower than 
the Slab1.0 model and are consistent with Slab2 model. Near the coast and onshore, multiple Ps converted 
phases are observed at the stations in the middle of our study area. Slab2 is 2–4 km shallower than Slab1.0 
model in this area and consistent with the Vp/Vs model. East of 124.25°W and north of 40.5°N, Ps phases 
indicate that the Slab1.0 model is 1–3 km to deep but are consistent with the Slab2 model. The largest dis-
crepancy between the Slab1.0 and Slab2 models is onshore between 40.3°N and 40.5°N where the Slab1.0 
model shows a considerable steepening. We find that the high Vp/Vs zone lies largely above the Slab1.0 
model in this area and that based on SP conversions from the subducted Moho as well as the likely top of 
the subducted crust, the true interface depth is about 6–8 km shallower than the Slab1.0 model and about 
2 km shallower than the Slab2 model.
We observe clear converted phases from both the top and bottom of the subducted crust in the seismogenic 
zone in regions where the interface is inferred to be locked during the interseismic period. To further in-
vestigate the material properties of the locked zone we compared the SP/P and Ps/P amplitude ratios to a 
series of simplified models via synthetic seismogram calculations. We find that it is difficult to recreate the 
observed range of amplitude ratios (0.1–0.8) using simple models of a low velocity zone with an ordinary 
Vp/Vs ratio and moderate amounts of velocity reduction (≤10%). We also tested a model similar to P wave 
refraction profile of Beaudoin et al. (1994), which contains 10% velocity increases at both the top and bottom 
of the oceanic crust. To recreate the full amplitude of the observed SP/P and Ps/S ratios from the top and 
bottom of the subducted crust it was necessary to impose a low velocity zone in the oceanic crust with a 
Vp/Vs ratio ≥2.0. The tested velocity models are highly simplified compared to the real earth and a variety 
of effects may contribute to the observed range of converted phase amplitudes. However, the observed 
amplitudes are most easily explained by a subducted crust that is a significant low velocity zone at least for 
S-waves. Improved imaging of the subducted crust and plate boundary zone could be achieved in this region 
by designing receiver arrays capable of resolving the energy that propagates within the subducted crust for 
much of its path.
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