Narcissism is one of the most fundamental personality traits in which individuals in general population exhibit a large heterogeneity. Despite a surge of interest in examining behavioral characteristics of narcissism in the past decades, the neurobiological substrates underlying narcissism remain poorly understood. Here, we addressed this issue by applying a machine learning approach to decode trait narcissism from whole-brain resting-state functional connectivity (RSFC). Resting-state functional MRI (fMRI) data were acquired for a large sample comprising 155 healthy adults, each of whom was assessed for trait narcissism. Using a linear prediction model, we examined the relationship between whole-brain RSFC and trait narcissism. We demonstrated that the machine-learning model was able to decode individual trait narcissism from RSFC across multiple neural systems, including functional connectivity between and within limbic and prefrontal systems as well as their connectivity with other networks. Key nodes that contributed to the prediction model included the amygdala, prefrontal and anterior cingulate regions that have been linked to trait narcissism. These findings remained robust using different validation procedures. Our findings thus demonstrate that RSFC among multiple neural systems predicts trait narcissism at the individual level.
. Narcissism has garnered considerable attention in the fields of both psychology and popular culture for more than a century (Akhtar & Thomson, 1982; Freud, 1957) . Especially in this new era of social networking that boosts narcissistic behaviors such as frequent selfie-posting (Gnambs & Appel, 2017) , there is a steady increase of narcissism around the world (Cai, Kwan, & Sedikides, 2012; Twenge, Konrath, Foster, Keith Campbell, & Bushman, 2008) . Therefore, it is not surprising that the past decades have witnessed a surge of interest in delineating behavioral characteristics associated with narcissism (Campbell & Miller, 2011; Miller, Lynam, Hyatt, & Campbell, 2017; Zhou, Li, Zhang, & Zeng, 2012; Zhou, Zhang, Yang, & Chen, 2015) . Despite widespread interest in narcissism, much less is known about the neural substrates underlying this phenomenon. In the current work, we aimed to decode trait narcissism from intrinsic whole-brain functional connectivity with the purpose to reveal neural correlates of narcissism.
Narcissism is a complex and multidimensional construct that modulates a variety of psychological functions ranging from cognitive to affective and social domains (Clarke, Karlov, & Neale, 2015; Feng, Liang, Zhou, & Yi, 2012; Krizan & Herlache, 2018; Morf & Rhodewalt, 2001; Wink, 1991) . Recent neuroscientific studies have corroborated this assertion by demonstrating the modulation of narcissism in many neuropsychological functions. For instance, among high compared to low narcissistic men, self-relevant processing induced enhanced activation in the dorsal and ventral anterior cingulate cortex (dACC/vACC), regions associated with negative affect or emotional conflict (Jauk, Benedek, Koschutnig, Kedia, & Neubauer, 2017) . Moreover, high compared to low narcissistic participants scored higher in the alexithymia, and exhibited lower deactivation of the anterior insula (AI) during empathy (Fan, et al., 2011) . In addition, narcissism was associated with enhanced activity of the social pain network (e.g., dACC, AI) in response to social exclusion by peers (Cascio, Konrath, & Falk, 2015; . Likewise, aberrant amygdala and medial frontal cortex (mPFC) functioning has been thought to contribute to emotional processing deficits among narcissistic personality disorder (Ronningstam & Baskin-Sommers, 2013) . Lastly, narcissism was linked to structural changes in regions important in emotion regulation, selfprocessing, empathy, and theory of mind, including the dorsolateral prefrontal cortex (dlPFC), mPFC, dACC, and AI (Mao et al., 2016; Nenadic et al., 2015; Schulze et al., 2013) . Taken together, recent neuroscientific findings are in line with diverse manifestations of narcissism in multiple neuropsychological functions.
Building on previous studies, here we implemented a connectomebased predictive modeling approach to predict trait narcissism from whole-brain resting-state functional connectivity (RSFC). The taskindependent neuroimaging measures are free from confounding associated with ongoing task demand as well as different experimental designs across studies (Gabrieli, Ghosh, & Whitfield-Gabrieli, 2015) .
Second, the RSFC allows for examining interplay between neural systems that are associated with trait narcissism (Braun et al., 2018) . The functional connectivity across large-scale neural networks may play critical roles in maintaining trait narcissism, because narcissism is a complex and multidimensional construct and might be rooted in the functional and structural integrity of distributed networks Morf & Rhodewalt, 2001; Nenadic et al., 2015; Yang et al., 2015) . RSFC has emerged as a powerful network-level approach to significantly advance our understanding of individual differences in human cognitive ability and personality traits. Many studies have revealed robust and reliable patterns of RSFC within many well-known networks spanning the brain, which extensively overlap with coactivation patterns induced by relevant task demands (Raichle, 2011; Raichle, 2015) .
For instance, networks resulting from an independent component analysis of a large sample of meta-analytic task-dependent activation maps closely correspond to resting-state networks (Smith et al., 2009 ). That is, task-independent activity in functionally-related brain regions are intrinsically organized, which offers a potential predictor of relevant behavioral tendencies (Harmelech & Malach, 2013) . Furthermore, RSFC patterns within each individual are both unique and reliable, similarly to a fingerprint, serving to underlie individual differences in personality traits or cognitive functions (Finn et al., 2015; Hsu, Rosenberg, Scheinost, Constable, & Chun, 2018; Rosenberg et al., 2016) .
Taken together, the current approach provides the following advantages: (a) the RSFC approach allows for whole-brain measures that should provide a more holistic measure of trait narcissism than activity in individual regions and (b) the machine learning approach allowed for predicting unseen participants, offering information at the individual rather than the group level (Dubois & Adolphs, 2016; Gabrieli et al., 2015; Yarkoni & Westfall, 2016) . Specifically, the machine learning approach typically implements cross-validation procedures to estimate the model with training samples and to test the performance of the model with independent samples (i.e., test samples). Moreover, the predictive features adopted by the model reveal neural correlates of the trait narcissism. In light of previous studies (Cascio et al., 2015; Fan et al., 2011; Jauk et al., 2017; Ronningstam & Baskin-Sommers, 2013) , we hypothesized that individual differences in trait narcissism would be predicted by a wide array of functional connectivity across distributed networks, particularly those implicated in emotion regulation (e.g., dlPFC), emotional processing (e.g., amygdala, ventral mPFC [vmPFC] ), empathy (dACC, AI), and theory of mind (e.g., dorsal mPFC [dmPFC]).
| M A TER I A L A N D M ETH OD S

| Participants
One hundred and sixty-eight healthy right-handed undergraduate or graduate students (109 males; 21.99 6 2.38 years old, range: 18-30 years old) without history of neurological or psychiatric disorder were recruited. The study was conducted in accordance with the 1964 Helsinki Declaration and its later amendments, and was approved by the Ethics Committee of Beijing Normal University. Written informed consents were obtained from all participants.
| Narcissistic personality inventory (NPI)
A Chinese version of the NPI was administered to assess trait narcissism for each participant. The NPI for Chinese (Zhou, Zhang, Chen, & Ye, 2009 ) was developed based on the classical Narcissistic Personality Inventory, which is the most commonly employed measure of narcissism in the field of personality and social psychology (Emmons, 1984; Miller, Price, & Campbell, 2012; Raskin & Terry, 1988) . The adapted inventory exhibited excellent reliability and validity among Chinese (Zhou et al., 2012; Zhou et al., 2009; Zhou et al., 2015) . The NPI for Chinese consists of 34 items, and each item is scored on a 6-point likert scale ranging from 1 (not at all true) to 6 (complete true). NPI scores were calculated by summing scores on the 34 items, and the higher scores on the inventory indicate higher levels of narcissism. The Cronbach's alpha coefficient of the inventory is 0.94 in the current sample.
| Image acquisition
Images were acquired with a Siemens TRIO 3-Tesla scanner at the Beijing Normal University Imaging Center for Brain Research. All participants underwent a 5-min resting-state fMRI scanning, during which they were instructed to close their eyes, keep still, remain awake, and not to think about anything systematically. The resting state scanning consisted of 150 contiguous echo-planar imaging (EPI) volumes using the following parameters: axial slices, 33; slice thickness, 3.5 mm; gap, 0.7 mm; TR, 2,000 ms; TE, 30 ms; flip angle, 908; voxel size, 3.5 3 3.5 3 3.5 mm . Notably, the images of all subjects cover the whole brain, including the cerebellum.
| Image preprocessing
Neuroimaging data analyses were performed with the DPABI software package (http://rfmri.org/dpabi; Yan, Wang, Zuo, & Zang, 2016) , which is a convenient software plug-in based on SPM (http://www.fil.ion.ucl.
ac.uk/spm). The first 10 volumes of the functional images were discarded for signal equilibrium and participants' adaptation to scanning noise. The images were then realigned for head movement correction.
Thirteen participants (nine males) were excluded from further analysis under the criteria of head motion exceeding 2.5 mm maximum translation, 2.58 rotation or mean frame-wise displacement (FD) exceeding 0.2 mm throughout the course of scans (Power, Barnes, Snyder, Schlaggar, & Petersen, 2012; Yan, et al., 2013) . To normalize functional images, participants' structural brain images were first co-registered to their own mean functional images and were subsequently segmented.
The parameters derived from segmentation were used to normalize each participant's functional images into the standard Montreal Neurological Institute space (MNI template, resampling voxel size was 3 3 3 3 3 mm 3 ). Afterwards, the linear trends of time courses were removed, and a band-pass filtering (0.01-0.1 Hz) was applied to the time series of each voxel to reduce the effect of low-frequency drifts and high-frequency physiological noise (Biswal, Zerrin Yetkin, Haughton, & Hyde, 1995; Zuo, et al., 2010) . Subsequently, the images were spatially smoothed using a Gaussian filter to decrease spatial noise (4 3 4 3 4 mm 3 full width at half maximum). Finally, three common nuisance variables were regressed out, including the white matter signal, the cerebrospinal fluid signal (Fox, et al., 2005; Snyder & Raichle, 2012) , and 24 movement regressors including autoregressive models of motion incorporating six head motion parameters, six head motion parameters one time point before, and the 12 corresponding squared items (Friston, Williams, Howard, Frackowiak, & Turner, 1996) . Please note that global signal regression was not implemented in the preprocessing, due to the reason that it might cause negative connections that are hard to interpret (see also Murphy, Birn, Handwerker, Jones, & Bandettini, 2009 ).
| RSFC feature extraction
In the current study (Figure 1 ), network nodes were first defined using a functional brain atlas, which was derived from a graph-theory based parcellation algorithm that maximized the similarity of the voxel-wise time series within each node (Shen, Papademetris, & Constable, 2010; Shen, Tokoglu, Papademetris, & Constable, 2013) . The atlas includes 268 nodes spanning the whole brain including cerebellum and brainstem. The 268-node atlas comprises nodes with more coherent time series than those defined by the automatic anatomic labeling atlas (Shen et al., 2013) . 
| Exploratory correlation analysis
An exploratory correlation analysis was implemented across all participants to examine the relevance of RSFC to narcissism trait. In particular, Pearson correlation between each edge in the connectivity matrices and NPI scores was computed across participants. The resultant r values were forward to a threshold of p < .005 and separated into a positive tail (i.e., positive correlation between the strength of edge and NPI scores) and a negative tail (i.e., negative correlation between the strength of edge and NPI scores). Therefore, connections in the positive tail (hereafter referred to as "positive network") and negative tail (hereafter referred to as "negative network") were selected by correlations with NPI scores rather than positive or negative functional connections themselves (see also Beaty et al., 2018; Hsu et al., 2018; Rosenberg et al., 2016) . Notably, a relatively conservative threshold of p < .005 was chosen to select comparable number of edges used in previous studies (e.g., Rosenberg et al., 2016) and to alleviate the complexity of contributing features. Afterwards, a single aggregate metric
of network strength was employed to characterize degree of connectivity in the positive and negative tails for each participant. That is, positive network strength was computed by summing the edge strengths (i.e., Z scores) for all the edges in the positive tail. Similarly, negative network strength was computed by summing the Z scores of all the edges in the negative tail. Lastly, the positive and negative network strengths were correlated with NPI scores. Please note that results of this analysis were for display purpose, and no statistical tests were performed, as this would be considered double dipping (Kriegeskorte, Simmons, Bellgowan, & Baker, 2009; Kristensen & Sandberg, 2017) .
Furthermore, conclusions on the relationship between positive/ negative network strengths and narcissism were not derived from this analysis, but instead were based on results from cross-validation detailed below.
| Prediction analysis using cross-validation
To determine whether network strength predicted narcissism trait in unseen individuals, a leave-one-out cross validation (LOOCV) was used to evaluate the out-of-sample prediction performance. Specially, N-1 subjects were used as the training set and the remaining one was used as the testing sample, where N is the total number of subjects. During the training procedure, each edge was normalized across training set.
That is, the mean and standard deviation on each edge were first calculated across subjects in the training set; afterwards, normalization on each edge (for a given subject) was computed as the difference between the edge value and the mean divided by the standard deviation. Predictive networks were then defined and employed by calculating positive and negative network strengths as described in the exploratory correlation analysis. Afterwards, simple linear models were constructed to respectively relate positive and negative network strengths to NPI scores in the training set. During the testing procedure, each testing participant's strengths of positive and negative network was normalized using the parameters acquired during training procedure, and then the trained models were used to predict the testing participant's NPI score (Finn et al., 2015; Rosenberg et al., 2016; Shen, et al., 2017) . The training and testing procedures were repeated N times such that each participant was used once as the testing participant.
Pearson correlation coefficient (r) and mean squared error (MSE) between actual and predicted NPI scores were used to evaluate the accuracy of prediction (Kristensen & Sandberg, 2017) . The permutation test was applied to determine whether the obtained metrics were significantly better than expected by chance. Specially, we permuted the NPI scores across participants without replacement 1,000 times, and each time re-applied the above LOOOCV prediction procedure. This resulted in a distribution of correlation (r) and MSE values reflecting the null hypothesis that the model did not exceed chance. The number of times the permuted value was greater than (or with respect to MSE values, less than) the true value was then divided by 1,000 providing an estimated p-value for both the correlation coefficient (r) and observed MSE.
| Contributing network in the prediction of NPI scores
To characterize the neural substrates of the contributing network, the network was first defined as the set of edges that were present in every iteration of the LOOCV described above. Afterwards, the 268 nodes were grouped into 10 macroscale brain regions, including the prefrontal lobe (46 nodes), motor lobe (21 nodes), insula lobe (7 nodes), parietal lobe (27 nodes), temporal lobe (39 nodes), occipital lobe (25 nodes), limbic lobe (36 nodes), cerebellum lobe (41 nodes), subcortical lobe (17 nodes), and brainstem lobe (9 nodes; Finn et al., 2015; Rosenberg et al., 2016) . Afterwards, the number of edges between each pair of macroscale regions or canonical networks was calculated. To examine the importance of individual lobes in the prediction of narcissism trait, edges from each lobe were computationally "lesioned" in the prediction analysis. For instance, after excluding edges in the prefrontal lobe, which consisted of 46 nodes, 222 3 222 connectivity matrices rather than 268 3 268 matrices were employed for prediction analysis.
Lastly, the importance of individual nodes was measured as the number of their connections (Beaty et al., 2018; Rosenberg et al., 2016) . The connectivity patterns of the top ten most highly connected nodes were illustrated.
| Validation
Main results were further validated with a range of different smoothing kernels used in the preprocessing (0, 6, and 8 mm) and featureselection thresholds (p < .05, .01, .001). Furthermore, prediction results were validated using different cross-validation schemes (i.e., two-fold, five-fold, and 10-fold). Taken the two-fold cross-validation as an example, all subjects were divided into two subsets, in which one subset was used as the training set, and the remaining one was used as the testing set. Training set was normalized and used to train a linear prediction model, which then was used to predict the scores of the normalized testing data. The normalization of testing data used the normalizing parameters acquired from training data. This procedure was repeated twice, so that each subset was used as testing set once.
Finally, the correlation r between the true and predicted scores was calculated across all subjects. As the full dataset were randomly divided into two subsets, the performance might depend on the data division.
Therefore, the two-fold cross-validation was repeated 100 times, and the results were averaged to produce a final prediction performance. A 1,000 times permutation test was applied to test the significance of the prediction performance.
| Control analyses
Several control analyses were implemented to further examine the significance of predictions of our models despite potential confounds of motion, age and gender. In these analyses, new predictive networks were constructed by employing those edges whose partial Pearson correlation with NPI scores while controlling for confounding variables (e.g., motion) passed the p < .005 threshold (see also Hsu et al., 2018; Shen et al., 2017) . Finally, head motion was further controlled for in the data preprocessing, such that volumes with an FD > 0.5 mm, along with the immediately preceding volume and two subsequent volumes, were considered micromovement-containing volumes, and each of these volumes were modeled as a separate regressor in nuisance covariates regression (Power et al., 2014; Yan et al., 2013) . 
| Prediction analysis using cross validation
| Contributing networks in the prediction of NPI scores
Across all folds of LOOCV, the numbers of edges that contributed to the prediction ranged from 1,907 to 4,333. Notably, 1,605 of these edges appeared in every iteration of the LOOCV and were defined as the contributing network.
Based on macroscale regions (Figure 3) , it was revealed that connections within prefrontal and limbic lobes, connections between prefrontal and parietal, temporal, limbic, subcortical, and brainstem lobes,
and connections between limbic and motor and temporal lobes were primary predictors of NPI scores (Figure 4a,b) . Notably, the lesion analysis revealed that models excluding anyone of the ten lobes were still able to predict NPI scores (Table 1) . Furthermore, Steiger's z tests revealed that predictions (i.e., r) of all lesioned matrixes were not significantly different from that of the whole-brain matrix (all p > .05). These findings suggested that prediction models did not rely on the strength in a single lobe, but instead incorporate information from widely distributed systems across the brain.
Furthermore, the top ten most highly connected nodes were located in the amygdala, dmPFC, vmPFC, dACC, and ventral lPFC (vlPFC), implicating the critical roles of these regions in trait narcissism ( Figure 5 and Table 2 ). However, it should be noted that individual levels of narcissism were best characterized by connectivity patterns of these regions across the entire brain, and one may not oversimplify predictive networks to these regions.
| Validation
Using different smooth kernels, feature-selection thresholds, and crossvalidation schemes, the performance of predication was re-estimated.
The resultant correlation coefficients remained significant, thus validating the reliability of main findings (Table 3) . Furthermore, contributing features selected in different validations were similar to those in the primary findings (Supporting Information Figure S1 ). For instance, regions from limbic and prefrontal lobes constitute the most connecting nodes in all analyses (Supporting Information Table S1 ). Regarding the featureselection thresholds, it should be noted that negative network strengths could not reliably predict NPI scores in any thresholds, even if a liberal threshold (p < .05) was used to increase the number of edges.
| Control analyses
After controlling for the potential confounds of head motion, age, or gender, new predictive networks were constructed and used in the cross-validation schemes. These analyses indicated that predictive models could still significantly predict NPI scores (Table 3) . Contributing features to the model in these control analyses were similar to those in the primary findings (Supporting Information Figure S2 and Table S1 ).
| D ISC USSION
Narcissism is one of the most important personality constructs that have drawn considerable attention from psychologists in the past decades (Campbell & Miller, 2011; Miller et al., 2017) , but the neurobiological correlates of trait narcissism remain largely unknown. In the current study, we employed the intrinsic whole-brain functional connectivity in , 1984; Watson & Morris, 1991) . The complex narcissistic functioning suggests that narcissism is rooted in interactions between multiple brain systems, and that a whole-brain functional connectivity approach could provide more holistic measure of narcissism than neural activity at the regional level.
In line with behavioral characteristics of narcissism, predictive network of narcissism primarily comprises of connections within and between prefrontal and limbic lobes that are important in emotional regulation and processing. On the one hand, the prefrontal lobe has been generally involved a variety of high-order control processes, ranging from task-set maintaining to long-term planning and response suppression and selection (Cole & Schneider, 2007; Menon, 2011; Miller & Cohen, 2001; Seeley, et al., 2007) . On the other hand, limbic lobe has long been thought to contribute emotional processing, such as fear and empathy (Carr, Iacoboni, Dubeau, Mazziotta, & Lenzi, 2003; LeDoux, 2003) . However, an increasing body of evidence has indicated that these systems exhibit extensive interactions as neural network to support complex cognitive-emotional behaviors (e.g., narcissism; Pessoa, 2008) . The current findings corroborate this assertion by demonstrating the predictive roles of intrinsic functional connectivity of these systems in trait narcissism. , right; dmPFC, dorsomedial prefrontal cortex; vmPFC, ventromedial prefrontal cortex; dACC, dorsal anterior cingulate cortex; vlPFC, ventrolateral prefrontal cortex; PFC, prefrontal; Mot, motor; Ins, insula; Par, parietal; Tem, temporal; Occ, occipital; Lim, limbic; Cer, cerebellum; Sub, subcortical; Bsm, brainstem [Color figure can be viewed at wileyonlinelibrary.com] In the prefrontal and limbic lobes, the mPFC, lateral PFC, amygdala, and dACC are key nodes that contribute to the predictive network of narcissism. The amygdala is a key region in the limbic system associated with the encoding of aversive stimuli (Adolphs, 2008; Adolphs, et al., 2005; LaBar, Gatenby, Gore, LeDoux, & Phelps, 1998) and has been suggested to contribute to impaired fear processing among narcissistic individuals (Ronningstam & Baskin-Sommers, 2013) . Furthermore, both the vlPFC and dmPFC have been implicated in emotion regulation (Ochsner, Bunge, Gross, & Gabrieli, 2002; Ochsner & Gross, 2005) , such that the vlPFC is associated with reappraisal of affective events (Buhle et al., 2014) , and the dmPFC is associated with mental state attribution (Ochsner et al., 2004) . In addition, the vmPFC is frequently engaged by self-and reward-related processing (Chavez, Heatherton, & Wagner, 2016; de Greck, et al., 2008) . Lastly, the dACC has been recruited by a variety of social functions, particularly the empathy and pain processing (Lamm, Decety, & Singer, 2011; Singer, et al., 2004) .
In line with the current findings, previous task-based brain imagining studies have related narcissism to the activity of these regions in specific tasks (Cascio et al., 2015; Fan et al., 2011; Jauk et al., 2017) . Notably, important features (e.g., amygdala)
contributing to predictive network of narcissism have also been previously implicated in narcissistic personality functioning of narcissistic personality disorder (Ronningstam & Baskin-Sommers, 2013) . For instance, the amygdala and prefrontal regions have been thought to play crucial roles in mediating fear and self-regulatory deficits among narcissism personality disorders (Ronningstam & Baskin-Sommers, 2013 ). Moreover, narcissistic personality disorder patients compared to healthy controls exhibited grey and white matter deficits in key nodes observed in the current study, including lateral PFC and mPFC/dACC (Nenadic et al., 2015) . Lastly, narcissistic personality disorder patients often exhibit deficiencies in emotional processing and empathic functioning that are associated with brain networks identified in the current study (Ronningstam, 2016; Ronningstam, 2017) . In short, deficiencies in self-regulation, emotional processing, and empathic ability, which often engage networks highlighted in the current study, are considered as key characteristics of narcissism and narcissistic personality disorder (Ronningstam, 2010) .
Taken together, the current findings provided the first evidence
showing that intrinsic functional couplings of these regions with multiple systems across the brain play crucial roles in characterizing narcissism. Specifically, our findings suggest that those neural networks (e.g., the limbic and prefrontal systems) important in behavioral characteristics of narcissism exhibit intrinsic functional organization in the absence of an explicit task, the functional brain connectomics of which effectively predict individual trait narcissism. These findings corroborate the intrinsic perspective of brain function asserting that intrinsic brain functional connectivity maintains important information for interpreting, responding to and even predicting environmental demands (Raichle, 2006) . Indeed, recent studies have demonstrated that RSFC shapes brain activity across a variety of cognitive tasks (Cole, Ito, Bassett, & Schultz, 2016; Ito et al., 2017) . In line with the account and the current findings, recent studies have related RSFC patterns to spatial navigation performance (Kong et al., 2017) , social preference (Hahn et al., 2015a; Hahn et al., 2015b) , and creativity (Beaty et al., 2018) as well as personality attributes (Hsu et al., 2018) .
Finally, the current work reflects the advances in the field of neuroscience advocating the applications of task-independent neuroimaging measures to uncover sources of individual differences in social preferences and personality attributes (Nash, Gianotti, & Knoch, 2015; Shen et al., 2017) . Within this framework, an accumulating body of research has revealed that brain structure and intrinsic functions account for inter-individual variation in many social preferences and personality traits, such as altruistic behaviors and cooperation tendencies (e.g., Baumgartner, Nash, Hill, & Knoch, 2015; Baumgartner, Schiller, Hill, & Knoch, 2013; Hahn et al., 2015a; Morishima, Schunk, Bruhin, Ruff, & Fehr, 2012) . Importantly, the machine-learning approach adopted in the current study took a further step to demonstrate that brain-imaging measures could account for personality attributes at the individual level. Indeed, the machine-learning approach has been proposed as a promising tool in the neuroscience and psychology to (a)
provide the advantage of out-of-sample generalizations and (b) aid the clinical assessment of individual patients (Cui, Su, Li, Shu, & Gong, 2017; Dubois & Adolphs, 2016; Gabrieli et al., 2015; Gong, et al., 2014; Shen et al., 2017; Yarkoni & Westfall, 2016) . Therefore, a potential application of the current approach would be the use of RSFC measures in predicting symptom severity of narcissistic personality disorder. That being said, it should be noted that the current prediction model was based on a sample with large age range (19-30), whereas narcissistic personality disorder often begins during adolescence and emerging adulthood (Campbell & Miller, 2011) .
Several limitations related to the current study should be noted.
First, the NPI mainly captures the grandiose dimension of narcissism (Ames, Rose, & Anderson, 2006) , and future studies are needed to examine the neural signatures underlying the vulnerable dimension of narcissism (Pincus et al., 2009) . Second, although the current study controlled for potential major confounds such as age, gender and motion, other demographic information (e.g., education background and years) should be collected and controlled for as potential confounding variables in future studies. Third, the current work did not reveal sex differences in narcissism, but conclusions on these findings should be drawn with cautions, since the number of males and females were not equal in the current sample. Because previous studies have identified sex differences in narcissism and neural correlates (Jauk et al., 2017; Tschanz, Morf, & Turner, 1998; Yang et al., 2015 ; but see also Chegeni, Pirkalani, & Dehshiri, 2018) , future studies are needed to address this issue with comparable number of males and females.
Fourth, we did not identify reliable prediction of narcissism from negative network strengths across different feature selection thresholds, and the reason for the null findings remains to be elucidated. Finally, one may not interpret the predictive network as a "neuromarker" of narcissism, since the definition of "neuromarker" often entails sensitivity and specificity of neural measures (Kristensen & Sandberg, 2017; Kropotov, 2016) , which was not addressed in the current study.
Despite these limitations, we demonstrate for the first time that functional connectivity of distributed large-scale networks effectively predicts trait narcissism at the individual level, corroborating psychological models that conceptualize narcissism as a complex and multidimensional construct rooted in interplay of the cognitive, affective, and social processes (Morf & Rhodewalt, 2001) . Beyond this finding, the current data-driven approach opens an exciting avenue to predict other personality traits and behavioral tendencies in a broad range of settings and to characterize neural mechanisms of them. 
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