In the paper, first, we introduce a new hybrid projection algorithm and present its strong convergence theorem. Next, we analyze different hybrid algorithms in computing and conclude that our proposed algorithm has an advantage. Finally, the numerical experiments validate the efficiency and advantages of the new algorithm.
Introduction
Let H be a real Hilbert space with the inner product ·, · and the norm · and C be a nonempty closed convex subset of H. Recall that a mapping T : C → C is said to be nonexpansive if Tx -Ty ≤ x -y for all x, y ∈ C. We denote by Fix(T) the set of fixed points of T, i.e., Fix(T) = {x ∈ C : Tx = x}.
The construction of common fixed points for a finite family of nonlinear mappings is of practical importance. In particular, iteration algorithms for finding common fixed points of a finite family of nonexpansive mappings have received extensive investigation (see [-] ) since these algorithms have a variety of applications in inverse problem, image recovery, and signal processing (see [-] ).
Mann's iteration algorithm [] is often used to find a fixed point of nonexpansive mappings, but it has only weak convergence (see [] for an example). However, strong convergence is often much more desirable than weak convergence in many problems that arise in infinite dimensional spaces (see [] and references therein). So, attempts have been made to modify Mann's iteration algorithm so that strong convergence is guaranteed. Let T : C → C be a nonexpansive mapping. Then I -T is a maximal monotone operator [] . Inspired by Solodov and Svaiter's hybrid method for finding a zero of a maximal monotone operator [], Nakajo and Takahashi [] first introduced a hybrid algorithm for a nonexpansive mapping. Thereafter, some hybrid algorithms have been studied extensively since they have strong convergence (see [-] ).
In this paper, motivated by Eckstein and Svaiter's splitting methods for approximating a zero of the sum of two maximal monotone operators [], we introduce a new hybrid algorithm. Let T, S : C → C be two nonexpansive mappings such that Fix(T) ∩ Fix(S) = ∅. We consider the following algorithm.
Algorithm 
for each n ≥ , where P K denotes the metric projection onto the set K and
, σ ∈ (, ) with some conditions.
Relation to the previous work
In this section, we analyze and compare Algorithm  with two important hybrid algorithms which are simple and easily realized. For the purposes of comparison, set γ n =  in Algorithm , which is reasonable from the numerical experiments in Section . In the case where γ n = , Algorithm  actually is a modification of the following cyclic algorithm:
for each n ≥ , where x  ∈ C. In [], Takahashi et al. modified the cyclic algorithm () and introduced another hybrid algorithm. The computational complexity of Algorithm  on every step is one computation of a metric projection and two values of S and T, while the computational complexity of Algorithm  on every step is one computation of a metric projection and one value of S or T. In general, the computational cost of metric projection is larger than that of operators.
Algorithm 
By modifying the parallel algorithm (see [] ), it is easy to obtain the following algorithm (see [] for details).
Algorithm 
In the sense of computational complexity Algorithm  is similar to Algorithm . However, it is generally recognized that the cyclic algorithm (like the Gauss-Seidel iteration) is faster than the parallel algorithm (like Jacob iteration).
Preliminaries
We use the following notation:
• for weak convergence and → for strong convergence; • ω w (x n ) = {x : ∃x n j x} denotes the weak ω-limit set of {x n }. We need some facts and tools in a real Hilbert space H which are listed as lemmas below. 
Lemma . We have the identity in a real Hilbert space H:
is convex (and closed).
Proof In fact, the defining inequality in D is equivalent to the inequality
This inequality is affine in v and hence the set D is convex.
Main results
In this section, we first present a strong convergence theorem and its proof for Algorithm . Then we extend it to a finite family of nonexpansive mappings.
Theorem . Let C be a nonempty closed convex subset of a Hilbert space H and T, S :
C → C be two nonexpansive mappings such that Fix(T) ∩ Fix(S) = ∅. Assume that {α n }, {β n }, and {γ n } are the sequences in
Then the sequence {x n } generated by Algorithm  converges in norm to
Proof First, observe that C n is convex by Lemma .. Next, we show that Fix(T) ∩ Fix(S) ⊂ C n for all n ≥ . To observe this, arbitrarily take p ∈ Fix(T) ∩ Fix(S), and we have
Combining the above inequalities, it follows that, for any σ ∈ (, ),
and so p ∈ C n for all n ≥ .
Next, we show that
Since x n+ is the projection of x  onto C n ∩ Q n , by Lemma ., we have
by the induction assumption, the last inequality holds, in particular, for all z ∈ Fix(T) ∩ Fix(S). This together with the definition of Q n+ implies that Fix(T) ∩ Fix(S) ⊂ Q n+ . Hence () holds for all n ≥ . Now, since x n = P Q n x  (by the definition of Q n ) and Fix(T) ∩ Fix(S) ⊂ Q n , we have
In particular, {x n } is bounded and
where
This together with Lemma . implies that
which implies
as n → ∞. Observe that x n+ ∈ C n implies that
Due to σ ∈ (, ), we have
as n → ∞, which yields
Combining () and (), we obtain
Since α n ≤  -δ, by (), we have
which, from ()-(), yields
as n → ∞ and so
as n → ∞. Therefore, by ()-() and Lemma ., we obtain
This, together with () and Lemma ., guarantees the strong convergence of {x n } to P Fix(T)∩Fix(S) x  . This completes the proof.
Let S = T in Algorithm , we have a hybrid algorithm for a nonexpansive mapping T: 
for each n ≥ , where {α n }, {β n } are the sequences in [, ] such that α n →  and β n ≤  -δ
It is easily observed that the algorithm () with γ n =  is different from the algorithm () in the definitions of the sets C n and the conditions on α n .
From Theorem ., we get directly the following result. Letting γ n =  in Algorithm , from Theorem ., we obtain the following result.
Corollary . Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C be a nonexpansive mapping such that

Corollary . Let C be a nonempty closed convex subset of a Hilbert space H and T, S :
C → C be two nonexpansive mappings such that Fix(T) ∩ Fix(S) = ∅. Assume that {α n } and
Then the sequence {x n } generated by the following algorithm:
converges in norm to P Fix(T)∩Fix(S) x  .
Let {T k : C → C, k = , , . . . , N} be a finite family of nonexpansive mappings such that
The algorithm () can be extended to a finite family of nonexpansive mappings as follows:
for each n ≥  and k = , . . . , N , where 
Numerical experiments
Many authors studied hybrid algorithms and analyzed strong convergence of the algorithms, however, as far as we know, the results of the realization for the algorithms are Recently, He et al. [] pointed out that it is difficult to realize the hybrid algorithm in actual computing programs because the specific expression of P C n ∩Q n x  cannot be got, in general. For the special case C = H, where C n and Q n are two half-spaces, they obtained the specific expression of P C n ∩Q n x  and thus easily realized the hybrid algorithm proposed by Nakajo and Takahashi [] .
In the case C = H, following some ideas of He et al.
[], we obtain the specific expression of P C n ∩Q n x  of Algorithm  as follows:
for each n ≥ , where
Let R  be a -dimensional Euclidean space with the usual inner product
[] defined a mapping:
and showed that T is nonexpansive. It is easily to observe that T has a fixed point in the unit disk. Define a mapping S : R  → R  as follows:
for all v ∈ R  , where K = {v ∈ R  : v ≤ }. It is well known that S is nonexpansive (actually firmly nonexpansive) and Fix(S) = K . Thus we get Fix(T) ∩ Fix(S) = Fix(T) = ∅.
Denote by E(x) =
x-Tx + x-Sx x the relative rate of convergence of the algorithms since we do not know the exact value of the projection of x  onto common fixed points set of S and T.
In the numerical results listed in the following tables, Iter. and Sec. denote the number of iterations and the cpu time in seconds, respectively. We took E(x) < ε as the stopping criterion and ε =  - unless specified otherwise. We chose different x  as initial point.
The algorithms were coded in Matlab . and run on a personal computer. We firstly investigated the choice of the parameters of Algorithm . In Algorithm , there are four parameters, σ , α n , β n , γ n (indeed three nonnegative sequences). Thus we need to set them before performing the algorithm.
Tables  and  show the effect of different choice of σ and γ n and illustrated that the number of iteration was relatively small as σ = . and γ n = . for the initial points (, ), (, ), and (-, ). Table  lists the impact of α n on the efficiency of the algorithm and showed that the number of iteration was increasing with α n , with few exceptions. For α n ≥ ., the stopping criterion could not even be satisfied at initial point (, ). The impact of β n was similar to that of α n and we do not list it here.
Next, we discuss the choice of parameters in Algorithms  and . We took ε =  ×  - , since for Algorithms  and , it was difficult for the relative rate of convergence to run up to  - . For Algorithm , we tested α n = [., .] and the numerical results are reported in Figure  , which showed that the number of iterations was less for small α n . Since the number of iterations for α n > . was generally larger than those for α n ≤ ., we only report the results for . ≤ α n ≤ .. For Algorithm , Figure  reports the number of iterations for . ≤ α n ≤ ., where β n = γ n = ( -α n )/. The conclusion was similar to Algorithm , that is, small α n was better. Finally, we compare Algorithm  with Algorithms  and . We took α n = ., β n = ., γ n = ., σ = . for Algorithm , α n = . in Algorithm  and α n = ., β n = γ n = . in Algorithm . The stopping criterion was E(x) < ε =  ×  - . Table  illustrates the efficiency of the Algorithm , both from the points of view of number of iterations and cpu time.
Conclusions
Hybrid algorithms for nonexpansive mappings have extensively been studied over the past decade. In this paper, we introduced a new hybrid algorithm and, for the first time in the literature, compared the different hybrid algorithms in computing. Numerical examples were provided, which showed the advantages of the new algorithm.
