Abstract -Semiclassically, the signal-spontaneous beat noise in an optical amplifier can be reduced by 3dB via a filtering technique. This creates a paradox since the noise figure's quantum limit of 3dB could then be reduced to 0dB, implying noiseless amplification even though noise is still being introduced by the amplifier. We discuss ways in which this paradox might be resolved and present experimental evidence that dispenses (up to the noise floor of our detectors) with one of these. A semiclassical treatment of the effects of a real (rather than ideal) filter is also presented and applications of this noise reduction technique in telecommunications are discussed.
I. INTRODUCTION
Griffin, Lane and O'Reilly [1] have recently discussed and observed a reduction in the typically predominant contribution to an optical fiber amplifier's noise figure -the "signal-spontaneous" term [2] . They [1] considered tone modulation of an optical carrier at frequency f 0 , resulting in single frequency "sidebands" at f 0 − f m /2 and f 0 + f m /2, with amplitudes α and 1 − α respectively, within an ideal optical bandpass filter of width B 0 (centered on f 0 ). As f m /2 approaches B 0 /2 (i.e., as the tone modulation side-bands approach the ideal bandpass filter's perfect edges) the spectral density at the photodetected beat frequency (between the signal sidebands and the amplified spontaneous emission noise [ASE] ) will decrease to half the value one would obtain at f m = 0.
Since this result is independent of alpha, we can take α = 0 for the sake of clarity (as well as for the sake of experimental and application utility). In this context we see, as depicted in figures 1 and 2, that the effect is due to the decrease of filtered noise to beat with (from frequencies above the signal frequency) at the expense of a larger spread in beat frequencies (from noise frequencies below the signal frequency). The total beat noise power is conserved. If a post-photodetection (i.e., electronic) filter observes the rf spectrum between B 0 /2 − ∆ and B 0 /2 + ∆ then a 3 dB reduction of the beat term will result (in this case of a perfect optical bandpass filter). From this "offset filtering" (i.e., α = 0) perspective we see an equivalence with "image band rejection" techniques, presented in an optical context by Walker, Steele and Walker in 1990 [3] . Although the coherent detection schemes discussed in [3] have not yet been deployed in the optical telecommunications industry, the relevance of heterodyne detection to the problem of beat noise in optical amplifiers is undeniable. A paradox arises from the aforementioned 3 dB reduction in signal-spontaneous noise since the noise figure's "quantum limit" of 3 dB could then be reduced to 0 dB, implying noiseless amplification, which is deemed impossible by quantum optical arguments [4] , [5] . We can also see this inconsistency, from a semiclassical perspective, since it is clear from figure 1 that offset filtering has only reduced the beat term by 3 dB, it has not eliminated the beat noise altogether. Additional noise is still being introduced by the amplifier via beats between the signal and the ASE noise that resides at frequencies below the signal frequency, hence the paradox. This paper primarily discusses four possible ways in which this paradox might be resolved and presents experimental evidence that dispenses with one of these possibilities (to a factor of over 20 dB, limited by the noise floor of our detectors).
Before proceeding, we first address some of the relevance of these issues to the communications industry. Given an optical signal, of some frequency bandwidth, the best we can do to reduce signal-spontaneous noise is to perfectly attenuate all noise outside that bandwidth. So why bother with offset filtering effects? Why not just make any optical filter bandwidth match that of the signal? One answer is that signal bandwidths can change more easily than the filter bandwidths of equipment that is already deployed. Thus, many applications of offset filtering can arise. For example, we might wish to retrofit existing WDM equipment that employs the ITU-grid with a signaling format that more densely packs these channels to increase capacity. We might, e.g., increase the number of AM levels from binary to m-ary, thus reducing the frequency bandwidth occupied by a channel of the same capacity (enabling the packing of more such channels in a fixed optical bandwidth). To what extent can the trade-off in signal-to-noise ratio be mitigated by the noise reduction effects of offset filtering? We cannot properly assess such issues without resolving the aforementioned paradox. Moreover, since the signal-spontaneous term is typically (in current practice) the dominant noise in systems utilizing optical fiber amplifiers, this fundamental issue is also of practical significance.
The details of the paradox are as follows. In the high gain (G >> 1) regime, where one normally operates in practice, the minimum noise figure (obtained in the limit of perfect population inversion and when the quantum term dominates) is the "quantum limit" of 3dB [2] . The quantum term (defined in section II) involves a product of the signal power, P s , and the spectral density of the ASE noise, N 0 . The noise figure's quantum limit is obtained by referencing this signal-spontaneous dominated output SNR to a shot noise dominated input SNR. Semiclassically, we see that offset filtering (with a perfect optical bandpass filter) can reduce the signal-spontaneous beat term by 3 dB. There has been some discussion in the literature [2] as to whether the quantum term and the semiclassical beat are the same effect or not. We discuss this issue in section II, where we take the position that the single-mode (i.e., single-frequency) standard quantum treatment can describe a beat, but it cannot give a complete quantum treatment of such. We suggest in section II a multi-mode quantum model which can incorporate the effects of offset filtering and should provide a complete quantum version of the semiclassical beat. Experimentally, we do not take sides on the "quantum versus beat" issue. Instead, let's consider the possibilities.
If the quantum term and the semiclassical beat are just two different models of the same process, then the quantum term is reduced by 3 dB via offset filtering and the paradox exists. If these are not the same process but they are both attenuated in the same way by the filter then the paradox would still exist. If they are not the same process and are attenuated differently by the filter then this could resolve the paradox. This is the first of the four possible resolutions that we mention in this paper and it is this one that the experimental evidence does not support. It is important to note that not finding terms that are attenuated differently does not resolve the "quantum versus beat issue" (since they could still be different processes that are attenuated similarly); but it does indicate that such an effect cannot resolve the "noiseless amplifier" paradox.
Secondly, the standard quantum model is not a complete quantum treatment since the ASE field is classical. Moreover, the standard model does not explicitly refer to any electromagnetic frequency other than the signal's, so that it does not allow an analysis of offset filtering effects. We believe the quantum theory of heterodyne detection [6] , [7] could provide a useful multi-mode treatment for most cases of practical interest. It is possible that the predictions of this or some other multi-mode model might resolve the paradox.
A third way in which this paradox might be resolved is by identifying a more appropriate referencing scheme for optical amplifier noise figures, which touches upon the deeper issues brought up in [8] , [9] . These deeper issues are beyond the scope of this paper, but Haus [8] has obtained useful properties by referencing SNRs to the zero-point energy (rather than the variance of the photon number). Perhaps in addition to these referencing aspects, the issue of optical versus electrical power [8] will shed some light on this paradox. We do not pursue that possibility further in this paper except to simply note, in passing, that in our experiment we measure post-photodetection (electrical) noise power (as well as optical signal and noise powers) rather than utilize any particular noise figure algorithm.
Lastly, we have the possibility that the paradox is resolved by something not considered in the above. We have omitted, for example, the possibility that the semiclassical theory requires a refinement.
II. QUANTUM ANALYSIS OF SIGNAL-SPONTANEOUS NOISE
The standard quantum treatment of signal-spontaneous noise is a single-mode theory, i.e., only one frequency mode of the electromagnetic field (the signal) is treated as a quantum field. The quantum existence and quantum fluctuations of the ASE field are not incorporated. Nevertheless, the spontaneous (and stimulated) transitions which create the ASE modes do affect the two-level atomic systems to which the quantum (signal) mode is coupled.
The standard quantum treatment considers electric dipole transitions into and out of an arbitrary photon number state, |n . Neglecting saturation of the atomic levels and other nonlinearities [2] , one obtains [10] , [11] 
where P n is the photon number distribution of the signal mode as it propagates in z through the two-level media characterized by Einstein coefficients a and b. This in turn yields
The solution of this differential equation is
where
Since the expected value of the current (proportional to n(z) ) is the gain times the input, plus N (z); we interpret N (z) as amplified spontaneous emission noise, since it appears in the absence of input signal (i.e., when n(0) = 0) [2] . The second moment (and hence the variance) of the photon number distribution can be calculated from the z-transform techniques of Diament and Teich [12] and/or from a similar differential equation:
yielding,
The fourth term, proportional to the product of the amplified signal and noise powers, is the signal-spontaneous "quantum term." For a coherent state input, the first term (the "excess noise") is zero and the signal-to-noise ratio (SNR) at the output of the amplifier becomes
where we assumed a signal of (G(z) n(0) ) 2 = ( n(z) − N (z)) 2 , i.e., we subtract the presumed constant ASE contribution from the mean current before squaring it. Associated with the coherent state input, the shot noise limited input SNR is n(0) so that the noise figure [4] , F, under the condition [2] 
Under this condition the spontaneous-spontaneous term (and the ASE shot noise) are neglected with respect to the signal-spontaneous term (and the signal shot noise). Thus, in the high gain (G(z) >> 1) regime we have F = 2n sp , where n sp = a/(a − b) when a and b are independent of z. Since n sp > 1 (because G > 1 implies a > b) we have F > 2, i.e., the "quantum limit" of 3 dB.
There is some discussion in the literature as to whether the quantum term above describes a beat process or not. On one side of the argument, we find statements such as "... this output noise is inherent to the statistics of amplified light; it is not associated per se with the effect of photodetection" [2] , and "... the name beat noise is in principle an incorrect term. But remarkably, the semiclassical description predicts a beating effect between signal and noise at the detector of exactly the same amount" [2] . Later however, we also find "Therefore, the physical interpretation of this beat noise component in the amplifier output statistics depends on whether light is analyzed from the perspectives of either quantum statistics or semiclassical theory" [2] .
We believe that many are tempted to associate the quantum term with the amplifier and not the detector because the analysis clearly involves the two-level atomic systems but an explicit reference to the detector is not so apparent. Thus, we typically view the random increments and deletions of photon number as arising (only) from the atomic interactions. But these random "kicks" in photon number could also be viewed as interferences or beats with ASE photons on the detector surface since the photon number statistics, that the quantum treatment deals with, are only relevant when we actually measure photon number (as in direct detection). Thus the existence of the photodetector is implicit in the quantum treatment -without it we'd have no signal-spontaneous term in the variance of photon number to worry about and no place for the beat to occur. The quantum term arises not only due to the amplifier but also due to the detector (since it is implied in the quantum operator for which we're calculating the measurement statistics). In the semiclassical treatment the square-law detector (any photodetector) is explicit, but without the amplifier we'd have no ASE field to beat with. Thus, in both perspectives, the noise arises from the combined effects of the amplifier and detector.
One might still be hesitant to accept these as the same effect due to the following (which we believe indicates a refinement in the quantum treatment that could be useful). There is no mention of an optical bandwidth in the standard quantum treatment (except in an ad hoc step which cancels out of the noise figure) . Moreover, the model does not provide any means of introducing the effects of offset filtering. This is because the standard treatment employs a single-mode quantum field, there is no other electromagnetic frequency and hence no optical bandwidth involved in the calculation. How can a single-frequency theory describe a beat between two frequencies? It can, it just can't give a complete quantum treatment of this beat. It can describe a beat, in an approximate sense, since our quantum field is coupled to these other modes (the quantum nature and existence of which we are ignoring in the standard treatment) through the two-level atoms. In other words, the atoms are still undergoing the spontaneous (and stimulated) emissions that create these other modes, so that these still affect the quantum mode which interacts with these atoms (even if we don't acknowledge the existence of these other modes in a full quantum treatment).
Thus, the notion that the single-mode quantum term and the semiclassical beat are two models of the same effect is more palatable than it might have seemed. Nevertheless, we shall take a more pragmatic approach when we examine our data in section IV for evidence of a difference between the "quantum" and "beat" effects. In summary, it is our perspective that it is not the case that the standard (single-mode) quantum treatment cannot describe a beat process; but rather that it cannot give a complete quantum treatment of such.
A multi-mode treatment can be obtained by employing many frequencies in the interaction Hamiltonian and a Hilbert space (spanned by that mode's photon number eigenkets) for each of these frequencies. In general, this can be relatively complicated. In current practice however, the quantum state of the signal field is often approximately a coherent state of large amplitude, i.e., the signal field approaches the classical limit. In this case the signal acts like a classical local oscillator which beats with the ASE so that the quantum theory of heterodyne detection should provide a relatively simple, yet still appropriate, multi-mode model for these cases of interest. In this and other multi-mode models the optical bandwidth, and the effects of offset filtering, would arise and naturally play a role in the results.
Without performing any calculations however, we can quickly see (from previously known quantum heterodyning results [7] ) that the improvement factor afforded by offset filtering has to be less than 3 dB. This is due to the simple fact that classically we can in principle, with perfect optical bandpass filtering, totally eliminate the noise past the perfect filter's edge (i.e., we can set it's field amplitude to be identically zero). In the quantum theory however, this only puts those frequencies in the vacuum state and it is known that zero-point fluctuations from such an image band contribute noise in the heterodyne detection process. In other words, quantum mechanically, we cannot turn the image mode "off" in the sense that, even in it's unexcited state, it still has quantum fluctuations which beat with the local oscillator thus contributing noise. This noise is not accounted for in the semiclassical treatment, thus the improvement factor must be less than 3 dB.
In our experiment however, this effect is overshadowed by the effect of imperfect optical bandpass filters. A real, i.e., imperfect, bandpass filter cannot make an infinitely sharp transition from the passband to a band of perfect rejection. Thus, when a signal tone is brought to the right edge of a real bandpass filter the beat frequencies on the right of this tone are not perfectly attenuated, so the improvement factor again must be less than 3 dB. The effects of imperfect filtering are discussed in the next section.
III. SEMICLASSICAL MODEL OF BEAT NOISE WITH IMPERFECT OPTICAL FILTERS
The semiclassical theory of the beat between signal and ASE differs from a classical beat theory in only two respects: one is the assumed generation of the ASE itself; the other is that the electrical power is proportional to the product of optical signal and noise powers, rather than amplitudes. The latter condition arises because photodetection current is already proportional to optical power -appropriate factors of e/hν in both cases keep the units correct. This simple point is an important one since without it the beat could not be associated with the signal-spontaneous part of the variance of photon number (which is also proportional to the product of optical signal and noise powers).
In the semiclassical model we assume an optical signal of power P s at some frequency ν and a broadband optical noise spectral density N 0 are input to a photodetector which generates a current proportional to the incident optical intensity. The phases of the noise spectral components are assumed to be statistically independent random variables, each uniformly distributed on [0, 2π] . Consider now the current produced by the signal at ν and the noise at ν ± rf . The expected value of this current, in units of e/hν, is
where we've assumed a resolution bandwidth of 1 Hz and a quantum efficiency of one. The squaring of the incident optical field amplitudes produces components at: twice the optical frequencies (assumed outside the detector's bandwidth, so these components are dropped); dc; and the difference frequencies of the cross-terms. Thus,
Traditionally the third term describes the beat between the signal and the spontaneous emission noise and a noise power is associated with this beat via i 2 sig−sp = 4P s N 0 , noting that i sig−sp = 0. Thus, the semiclassical model obtains a signal-spontaneous beat proportional to the product of optical signal and noise powers.
Let us now analize the effect of an optical filter which is flat in the passband and has some edge in the stopband. To incorporate the effect of placing an optical bandpass filter, of transfer function H(f ), in front of the photodetector and offsetting our signal frequency from ν by ∆, we simply make the substitutions
in the first term and
in the second and third terms of equation (7) respectively. So the rf beat power becomes
again assuming a resolution bandwidth of 1 Hz. We actually measure P s in a resolution bandwidth 0.05 nm and P (rf, ∆) in a resolution bandwidth of 30 Hz, but since we are looking for a functional dependence, we are interested in the relative behavior among data points and are therefore insensitive to issues of absolute scale. Most optical bandpass filters are relatively flat in the passband and have some "edge" (e.g., a Gaussian...) in the stopband. Thus, there are four distinct regions of interest. In region A, all three spectral components: N − , P s and N + are in the flat passband so ∆ + rf < B 0 /2. In region B, N + only is into the edge so ∆ + rf > B 0 /2 and ∆ < B 0 /2. In C, the siganl is also into the edge (but N − is not) so ∆ > B 0 /2 and ∆ − rf < B 0 /2. In D, we have ∆ − rf > B 0 /2 so that all three spectral components are into the edge.
The noise reduction application is in region B where perfect stopband rejection yields 3 dB of beat noise reduction. With perfect filters one would never operate in region C or D due to the signal loss. In practice (with a real filter) if rf is small enough that the signal and noise are similarly attenuated, then these regions hold no application advantage since the SNR does not improve with larger ∆. For the purposes of our experiment however, region D has many advantages. Since we wish to examine a functional dependence it is important that we have a large dynamic range, such as region D provides (see section IV). Moreover, when rf is small enough that the signal and noise are attenuated by roughly the same amount then
2 which permits a one dimensional curve fit to the data. A "1 D fit" reduces the amount of processing required to interpret the data, which minimizes error propagation. Further experimental details are described in the next section.
IV. EXPERIMENTAL RESULTS

A. Techniques
Previous experiments [1] on this beat noise reduction technique utilized two different optical bandpass filters (one with a 4 nm FWHM, the other a fiber Bragg grating with a FWHM of 0.5 nm). They observed a 2.6 dB difference between the noise figures measured on a power meter obtained with the two different optical filters [1] .
In our experiment (see figure 3) we use one tunable optical bandpass filter, of fixed bandwidth, which we tune past the fixed signal frequency in order to observe the offset filtering beat reduction effect in the post-photodetected rf spectrum. This avoids the potential of having to consider the effects of possibly different insertion losses and different bandshapes (of two filters manufactured with different technologies) and the different amounts of spontaneousspontaneous beat noise resulting from the two different optical bandwidths. Each approach (one filter or two) has its own merits. For our purpose, where we wish to determine the dependence of the rf beat noise on the attenuation of optical signal and noise powers (as well as examine non-ideal filter edge effects) the single filter approach is more appropriate.
The main reason for choosing this approach is because it also measures the shape of the real (as opposed to ideal) optical filter's band edge, thereby enabling us to observe the functional dependence of the beat on P s . This comes about because the signal power is automatically changed as we tune the optical filter's edge past the signal frequency and because (as described in section III) when rf is small N ± (∆) will follow P s (∆) thus permitting a one dimensional curve fit. We also measure the ASE power at the signal frequency (via polarization nulling) and at 0.31 nm below the signal frequency. The accuracy of the 1 D fit can then be compared to the procedure of fitting to both the signal and noise attenuations. The experimental configuration is shown in figure 3 . The tunable source was set at 1550 nm and measured to have a peak power at 1549.62 nm by the optical spectrum analyzer (OSA) after passing through the Erbium doped fiber amplifier (EDFA) and the optical bandpass filter (OBPF). The input signal power to the EDFA was -20 dBm. Tuning the OBPF to maximize signal power at the OSA resulted in 4.95 dBm and/or 6.56 dBm (for the two EDFA pump powers used) in a resolution bandwidth of 0.05 nm. The OSA's noise floor at this resolution bandwidth was -60.7 dBm. We used two different photodetectors and the post-photodetected rf spectrum was measured at 1.000202 MHz in a resolution bandwidth of 30 Hz by the electrical spectrum analyzer (ESA). The ESA's noise floor at this resolution bandwidth was -107 dBm for detector #1 and -129 dBm for detector #2. FC/APC and FC/PC connectors, with insertion losses of roughly 0.25 dB, provided the connections between each instrument of figure 3. The dashed lines coming out of the OBPF indicate the three different ways in which we connect its output to measure: optical noise; optical signal; and rf noise powers.
The experimental procedure was to first tune the OBPF to its center by maximizing the signal power detected by the OSA. The OBPF was then slowly and carefully tuned, in one direction only (so as to avoid the hysterisis inherent in mechanical devices) by one mark on the micrometer for a total of 21 settings. At each setting, the signal and noise powers were first measured by connecting the output of the OBPF to the OSA, the connection was then removed, and connected to the photodetector. The post-photodetection power at 1.000202 MHz was then measured by the ESA, after which the connection was removed, and then reconnected to the OSA before moving on to the next OBPF setting. Data obtained by simultaneous measurement of optical and electrical powers, through the use of a beam splitter, was similar to data obtained from the above procedure (except that it had 4 dB less dynamic range due to the splitter). An rf frequency of 1.000202 MHz was chosen since it was close enough to zero (with respect to the bandwidth of the optical filter) but large enough to avoid any 1/f noise; EMI; and longitudinal modes effects. The accuracy of our power measurements is within 0.5 dBm. Data points were recorded with perhaps greater accuracy by video averaging 10 traces on the ESA. The sweep time was 817 ms. The OBPF micrometer settings were calibrated, after the above data was measured, by observing the signal attenuation for a fixed micrometer setting as the wavelength of the tunable source was changed. Comparing this curve to the attenuation as a function of micrometer setting confirmed our expectation that each of our settings is spaced by about 0.1 nm so that our 21 settings span a total range of roughly 2 nm. One of the niceties of the experimental technique however, is that the conversion between the setting number and the nanometers of filter offset is actually irrelevant to our main purpose, as we will observe. Briefly, this is due to the fact that we have measured the shape of the filter at each point for which we measure signal and beat noise powers. Thus, when the setting number for these two curves becomes a parameter in a parametric plot of signal versus beat noise power, the parametric distance between these points becomes irrelevant. Therefore, an estimation of an error bar in delta was deemed unnecessary. Figure 4 presents the raw (unprocessed) data obtained with detector #1. The y-axis is the rf beat power and the x-axis is the corresponding optical signal power (both in dBm). Error bars are omitted so as to not obscure the data, but these would be roughly twice the size of the dots in the figure. The solid line is a least mean square (LMS) fit of the data to a line of arbitrary slope and y-intercept. The LMS fit for this data yields a slope of 1.96. Thus, we see no significant deviation in the functional dependence of the rf beat power from the anticipated straight line of slope 2 (predicted when rf is small enough that N ± (∆, rf ) ≈ (N 0 /P in s )P s (∆) as described in section III). The leftmost data point is a little high because it is too close to the noise floor of -107 dBm. Nevertheless, we have a remarkably tight fit to the theory for a range of over 30 dB. Under the conditions of this experiment we therefore believe that if there is a signal-spontaneous term that is attenuated differently by the filter then this term would have to be at least 20 dB below the rf beat power we've measured. Thus, the possibility that the quantum term is attenuated differently than the semiclassical beat (which could resolve the noiseless amplifier paradox) is not supported by the experimental evidence (to within 20 dB -limited by the noise floor of our detectors). Note that this does not resolve the quantum versus beat issue (i.e., they could be different, yet attenuated the same) but it does show (within 20 dB) that such an effect cannot resolve the noiseless amplifier paradox. We now discuss the data obtained with detector #2, primarily in order to illustrate another means of analyzing the data in which we incorporate the measured ASE noise. The parametric plot analogous to figure 4, but with a different detector and a different EDFA pump power, is presented in figure 5 . The LMS fit to this data yields a slope of 1.78. This is not as close to 2 as the fit in figure 4 obtained -one reason being that the noise floor is affecting more data points, which lowers the slope of the fit. This illustrates the sensitivity of the 1 D fit method to the noise floor. Let us analyze this data in another way. Figure 6 presents the rf noise power as a function of the filter offset ∆ (top set of points) along with 2P s (∆) in dBm, where we added a constant to each set of points in order to facilitate the comparison. The "2" in 2P s (∆) on a logarithmic scale (dBm) reflects the anticipated slope of 2 which was based on the assumption that the ASE noise follows P s (∆), as discussed in section III. Figure 7 similarly presents the rf noise power, but this time along with P s (∆) + ASE(∆) instead of 2P s (∆), where ASE(∆) was measured via polarization nulling (rather than via an offset which was found to be less useful, as expected). We find a closer agreement between data and theory in figure 7 than in figure 6 (which employs an additional assumption). Since the micrometer steps (of about 0.1 nm, i.e., 12.5 GHz) are bigger than our rf frequency one would usually expect to jump from region A immediately into region D. It is possible that a glitch, such as the one we see at ∆ = 10 in figure 7 , is due to a coincidental step into regions B or C. In order to demonstrate this, one would have to take smaller steps. An experiment in which we do so and thereby explore regions B and C is currently underway. Apart from this glitch (and the points too close to the noise floor) figure 7 indicates a good match of this data to the theory. There is certainly no evidence of any differently attenuated signal-spontaneous term in figures 4 nor 7.
B. Data and Interpretations
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