We study the curl-div-system with variable coefficients and a nonlocal homogenisation problem associated with it. Using, in part refining, techniques from nonlocal H-convergence for closed Hilbert complexes, we define the appropriate topology for possibly nonlocal and non-periodic coefficients in curl-div systems to model highly oscillatory behaviour of the coefficients on small scales. We address curl-div systems under various boundary conditions and analyse the limit of the ratio of small scale over large scale tending to zero. Already for standard Dirichlet boundary conditions and local coefficients the limit system is nontrivial and unexpected. Furthermore, we provide an analysis of highly oscillatory local coefficients for a curl-div system with impedance type boundary conditions relevant in scattering theory for Maxwell's equations and relate the abstract findings to local H-convergence and weak * -convergence of the coefficients.
Introduction
Homogenisation theory is concerned with the asymptotic behaviour of heterogenous materials when the ratio of the microscopic over macroscopic scale tends to 0. There is a vast literature concerning this and related questions, let us just mention the classical references [3, 7, 9, 16] . Originally the notion of local H-convergence was introduced and applied to standard problems, like the div(a grad) system where a is a L ∞ matrix function, see for instance [10, 16] . Recently motivated by new physical applications, like meta-materials, the notion of nonlocal H-convergence was introduced by the second author [19] , where some applications to div(a grad) or curl(a curl) systems are given.
In the present study, we focus on the curl-div-system relevant in the study of Maxwell's equations and scattering problems related to it, see [1, 8, 11, 12] .
More precisely, let Ω ⊆ R 3 be an open and bounded subset with weak Lipschitz boundary (i.e. a Lipschitz submanifold of R 3 ). Furthermore, we shall assume that the spaces of homogeneous Neumann and Dirichlet fields are both zero-dimensional.
Let a ∈ B(L 2 (Ω) 3 ) and b ∈ B(L 2 (Ω)). To set the stage, we address finding u ∈ L 2 (Ω) 3 such that for a suitable class of test functions ϕ, ψ we have
where u ∈ H 0 (curl) ∩ H(div). The right-hand sides f and g are living in appropriate distribution spaces. We shall show below that under suitable conditions on positive definiteness for a and b that the problem to find u ∈ H 0 (curl) ∩ H(div) for given f and g such that the above variational equality holds is well-posed. The main question we address in this manuscript is the continuous dependence of the solution operator S a,b : (f, g) → u on the operators a and b. More precisely, we shall show that (a, b) → S a,b is continuous if we endow (a subspace of) B(L 2 (Ω) 3 ) × B(L 2 (Ω)) with the topology induced by nonlocal H-convergence and the target space with the weak operator topology. This result forms a new application of nonlocal H-convergence, a concept recently introduced in [19] . Moreover, we emphasise that even for local operators, that is, operators induced by multiplication with L ∞ (Ω)-matrix fields, this result is new and surprising.
Indeed, given a bounded, measurable [0, 1) 3 -periodic function d : R 3 → R 3 and consider d n := d(n·) for all n ∈ N as multiplication operator in B(L 2 (Ω) 3 ) and B(L 2 (Ω)). Let u n ∈ H 0 (curl) ∩ H(div) be the solution of the variational problem
Then (u n ) n converges weakly to u, which is the unique solution of Note that e hom is in general not representable as a scalar multiplication operator anymore. In fact, even in the case of layered materials, e hom is composed of both M(d) −1 and M(1/d) in the main diagonal, see Theorem 5.5 below.
To perform our analysis, we actually introduce a notion of abstract curl-div systems and prove some convergence results within this abstract framework. These results are then applied to local and non-local systems of the form (1) .
We also address similar questions for impedance boundary conditions for which the previous framework cannot be used. Hence an ad-hoc convergence theorem is provided.
The paper is organised as follows: in Section 2 we recall the notion of nonlocal Hconvergence. The abstract curl-div system is introduced in Section 3 and its well-posedness is proved. Section 4 is devoted to some abstract convergence results. Applications of these results to local and non-local systems are given in Sections 5 and 6 respectively. Section 7 where the case of impedance boundary conditions is considered concludes the paper.
For s 0, H s (Ω) denotes the standard Sobolev space in Ω of order s equipped with its natural norm. The spaces H(div) and H(curl) are defined by
also equipped with their natural norms. Furthermore, we denote by H 0 (curl) the completion of C ∞ c (Ω)-vector fields under the norm of H(curl). Finally, we note that all abstract Hilbert spaces considered here are assumed to be separable.
Nonlocal H-convergence
In this section, we shortly recall the notion of nonlocal H-convergence as introduced in [19] .
Let H 0 , H 1 , H 2 be Hilbert spaces and A 0 : dom(A 0 ) ⊆ H 0 → H 1 and A 1 : dom(A 1 ) ⊆ H 1 → H 2 be densely defined, closed linear operators with closed ranges satisfying the following property ran(A 0 ) = ker(A 1 ).
In order to capture the above problem class we are mostly concerned with the following particular application:
3 be an open bounded weak Lipschitz domain with no harmonic Dirichlet fields, see [15] for the corresponding geometric characterisation of Ω having connected complement.
(
For the definition of nonlocal H-convergence, we need to introduce some additional operators associated with A 0 and A 1 :
We define
⊥ endowed with the graph norm of A 0 , which makes it a Hilbert space (and similarly for dom(A * 1 )). Note that due to the closed graph theorem, both A 0 and A * 1 acting as A 0 and A * 1 are topological isomorphisms. Due to the orthogonal decompositions
, we may represent a ∈ B(H 1 ) as block operator matrix a 00 a 01 a 10 a 11 ∈ B(ran(A 0 ) ⊕ ran(A * 1 )).
We let for 0 < α β M(α, β, (A 0 , A 1 )) := {a ∈ B(H 1 ); Re a 00 α, Re a −1 00
which defines the class of admissible coefficients.
Remark 2.2.
Note that for all a ∈ B(H 1 ) with the property Re a γ > 0 there exists 0 < α β such that a ∈ M(α, β, (A 0 , A 1 )).
The definition of nonlocal H-convergence is now given as follows.
Definition. Let (a n ) n be a sequence in M(α, β, (A 0 , A 1 )) and a ∈ M(α, β, (A 0 , A 1 )). Then (a n ) n nonlocally H-converges w.r.t. (A 0 , A 1 ) to a, if for all f ∈ dom(A 0 ) * and g ∈ dom(A * 1 ) * we have that u n ∈ dom(A 0 ) and v n ∈ dom(A * 1 ) being the unique solutions of a n A 0 u n , A 0 ϕ = f (ϕ) a
for all ϕ ∈ dom(A 0 ) and ψ ∈ dom(A * 1 ) weakly converge to u ∈ dom(A 0 ) and v ∈ dom(A * 1 ). Moreover, a n A 0 u n ⇀ aA 0 u and a
Without further reference, we shall use the 'sub-sequence-princpile' for nonlocal Hconvergence. This, however, can only be applied, if nonlocal H-convergence induces a topological space. For this, we recall one of the main theorems in [19] . Then (a n ) n nonlocally H-converges w.r.t. (A 0 , A 1 ) to some a, if and only if (a n ) n → a in M(α, β, (A 0 , A 1 )), τ nlh .
Solution theory for abstract curl-div-systems
As before, we let A 0 and A 1 be densely defined, closed linear operators with closed ranges satisfying the exact complex property ran(A 0 ) = ker(A 1 ). Additionally, we let A 2 : dom(A 2 ) ⊆ H 2 → H 3 and A 3 : dom(A 3 ) ⊆ H 3 → H 4 be densely defined, closed and linear with closed ranges, where H 3 , H 4 are Hilbert spaces. We shall furthermore assume the exact complex conditions ran(A 1 ) = ker(A 2 ) and ran(A 2 ) = ker(A 3 ).
Example 3.1. Let Ω ⊆ R 3 be open and bounded. Assume that Ω is a simply connected weak Lipschitz domain with connected complement. We set
Moreoever, we have the continuity estimate
where c > 0 only depends on A * 1 and A 2 .
Proof. We show uniqueness first. For this, let f = 0 and g = 0. We need to show that then necessarily u = 0. By the assumptions on a and b, we deduce that
where π 1 ∈ B(H 2 ) and π 2 ∈ B(H 3 ) are the orthogonal projections onto ran(A * 1 ) and ran(A 2 ), respectively. Thus,
2 ) and so u⊥H 2 , which yields u = 0. For the existence part, we use again
Similarly, we find u 2 ∈ dom(A 2 ) such that
Since ran(A 1 ) = ker(A 2 ) and ran(A * 2 ) = ker(A * 1 ), we deduce that u := u 1 + u 2 solves the problem in question.
For the continuity estimate, we use the solution u = u 1 + u 2 just constructed, to obtain
where c 1 = (A * 1 ) −1 −1 . A similar reasoning leads to an estimate of |g(u 2 )| from below. A combination of these yields the desired estimate. The formulation of the theorem was done in the way above just for convenience with regards to the forthcoming applications.
The abstract convergence result
In this section, we shall use the operators A 0 , A 1 , A 2 , A 3 as given as in the introductory part of the previous section. The main abstract result reads as follows.
Moreoever, we have a n A *
Proof. For n ∈ N, we decompose u n = u n,1 + u n,2 for all n ∈ N with u n,1 ∈ dom(A * 1 ) and u n,2 ∈ dom(A 2 ). Putting ψ = 0 in the variational equation satisfied by u n , we obtain a n A *
As a −1 n nonlocally H-converges to a −1 , we obtain
) and a n A * 1 u n = a n A *
where u 1 is the unique solution of
Similarly, we deduce that u n,2 weakly converges to some u 2 ∈ dom(A 2 ), with b n A 2 u n = b n A 2 u n,2 ⇀ bA 2 u 2 , where u 2 uniquely solves
Thus, v = u 1 + u 2 satisfies the same equation u satisfies in the statement of the theorem. By Theorem 3.2, we deduce u = v.
The remainder of this section is devoted to show that the H-convergence conditions on (a −1 n ) n and (b n ) n in the latter theorem are also necessary for the implied statement. For this we need another notion.
We say that A is w-identifying for A, if the following implication holds: Let a 1 , a 2 ∈ A and assume that for all u, ϕ ∈ dom(A) we have a 1 Au, Aϕ = a 2 Au, Aϕ .
We say that A is s-identifying for A, if given a 1 , a 2 ∈ A and a 1 Au = a 2 Au holds for all u ∈ dom(A), then a 1 = a 2 .
Remark 4.2. (a)
The letters 'w' and 's' are referring to 'weak' and 'strong', respectively. To avoid confusion, we choose to abbreviate these words however since 'w-identifying' implies 's-identifying'.
(b) We shall see in the next section that the notion just introduced is particularly important for local operators; in the symmetric case 'w-identifying' will be important and for non-symmetric operators 's-identifying' will be used. A 3 ) ) be bounded subsets. Assume that A and B are closed under nonlocal H-convergence. Assume that A * 1 is w-identifying for A −1 and that A 2 is w-identifying for B.
n ) n and (b n ) n nonlocally H-converge to a −1 and b, respectively.
For the proof of the latter statement, we need to recall a compactness result from [19] . Then for every sequence in B, we find a nonlocally H-convergent subsequence.
Proof of Theorem 4.3. By Theorem 4.4, we find a subsequence (n k ) k such that both (a
By assumption, we deduce that (u n ) n weakly converges to some u ∈ dom(A * 1 ) ∩ dom(A 2 ) satisfying aA By Theorem 3.2, we deduce that u = v. In consequence, we get that u n k ⇀ v. Thus, by Theorem 4.1, we obtain
which impliesã = a andb = b since A * 1 and A 2 are w-identifying. A subsequence principle, cf. Theorem 2.3, concludes the proof.
The non-symmetric case reads as follows. A 3 ) ) be bounded subsets. Assume that A and B are closed under nonlocal H-convergence. Assume that A * 1 is s-identifying for A −1 and that A 2 is s-identifiying for B.
.
Then (a 
An application to curl-div-systems with local coefficients
In this section, we elaborate on the implications of the above formulated abstract results in the particular setting of Example 3.1. We describe the nonlocal H-convergence topologies in more detail in the next proposition.
3×3 such that Re a n 1 β
and Re a n ) n (locally) H-converges to a, that is, for all f ∈ H −1 (Ω) and u n ∈ H 1 0 (Ω) satisfying
, where u satisfies
we have u n ⇀ u ∈ H 1 0 (Ω), where u satisfies
Proof. For (a), we use that div is surjective onto L 2 (Ω). Thus, the assertion follows upon relying onto Theorem 2.3 (note that ran(π * ) = {0} is trivial in this case). The assertion (b) and (c) have been shown in [19, Remark 4.11, Theorem 5.11 and Remark 5.12].
Proof. (a) follows from the fact that div maps onto L 2 (Ω). For the assertion in (c), let a −1
α} and such that a −1
We recall that for a scalar field p and a vectorial one A (smooth enough), one has
For a fixed x 0 ∈ Ω and ε > 0 small enough such that B(x 0 , ε) ⊂ Ω, we consider τ x 0 ,ε ∈ C ∞ c (Ω) such that τ x 0 ,ε is equal to 1 in the ball B(x 0 , ε). Applying the property (3) with p = τ x 0 ,ε and the function A b defined by
for an arbitrary b ∈ R 3 , we have
since curl(b × x) = 2b. Since τ 0 A b belongs to H 0 (curl), by our assumption (2), we then have
Restricting this identity to B(x 0 , ε), we obtain
Since this identity holds for all b ∈ R 3 , we deduce that
This proves that a
2 because x 0 is arbitrary in Ω. For the assertion in (b), let a −1
We
Then again using (3) we have
Then, setting d = a
2 , by (4), we have
, and λ 1. Hence by the previous identity, we find that
Dividing by λ 2 and letting λ goes to infitniy, we find
and all ξ ∈ R 3 and b ∈ C 3 . As {ξ × b : ξ ∈ R 3 , b ∈ C 3 } = C 3 and since d is selfadjoint, we conclude that d = 0.
Remark 5.3.
A closer look at the proofs of the statements in Proposition 5.2, we see that the positive definiteness conditions were not used. In fact, it even suffices to restrict the curl operators to C ∞ c (Ω)-vector fields and the div-operator to C ∞ (Ω)-vector fields, whenever they are dense in H(div), which is for instance the case if Ω has a continuous boundary.
We conclude this section with a closer look at periodic material coefficients. 
3×3 satisfying Re a(x) γ > 0 and a(x + k) = a(x) for all k ∈ Z 3 and almost all x ∈ R 3 . Define a n (x) := a(nx), n ∈ N, x ∈ R 3 . Then (a n ) n H-converges to some For the next theorem, we introduce the spaces For n ∈ N consider the problem of finding u n ∈ H 0 (curl) ∩ H(div) such that for given f ∈ H 0 (curl) * and g ∈ H(div) * we have
Then u n ⇀ u ∈ H 0 (curl) ∩ H(div), where u satisfies
Moreover, we have
Proof. This is a combination of the results above, since one readily checks that D(A *
Assume that for all f ∈ H 0 (curl) * and g ∈ H(div) * the following implication holds:
An application to curl-div-systems with nonlocal coefficients
In this section, we elaborate on the implications of the above formulated abstract results in the particular setting of Example 3.1 for nonlocal coefficients. For this, as in the previous section let Ω ⊆ R 3 be open, bounded, simply connected, weak Lipschitz with connected complement. We consider k ∈ L ∞ (R 3 ) [0, 1) 3 -periodic with k L ∞ < λ(Ω) and define
Young's inequality confirms that sup n k n * B(L 2 (Ω)) < 1. Using the techniques from [19, Example 6.7] , see also [20, Example 3.9] , we arrive at the following result.
, where u is the unique solution of
Moreover, we find the convergence of the fluxes
It is interesting to see that the behaviour of the continuous dependence is different from the local coefficient case. The reason for this is that the convolution with k n adds a hidden compactness to the problem.
Impedance boundary conditions and applications to scattering
In the following we want to address convergence results also for curl-div-problems with impedance type boundary conditions. For this, however, the considered system needs to be amended and extended. Thus, before we actually come to the convergence result -similar to the consideration of the previous problems -we shall focus on well-posedness conditions first.
Functional analytic preliminaries
Throughout this section let Ω ⊆ R 3 be an open bounded set with Lipschitz boundary. We recall the following fact from the literature (see for instance [5, 6] ). Introduce the mappings
where
We further denote by
, the range of these mappings that are Hilbert spaces with respective norms:
Theorem 7.1 ([5, p. 855]) . The mapping γ τ (resp. π τ ) extends continuously to the whole of
In the following, we will denote the continuous extensions of γ τ and π τ by their same name.
We denote by
Theorem 7.2. The operator A 0 is densely defined and closed.
Denote the respective limits by (E, H) and (E c , E d , H c , H d ). By the closedness of curl and div, we obtain (E c , E d , H c , H d ) = (curl E, div E, curl H, div H). In particular, we obtain that both (E n ) n and (H n ) n converge to E and H in H(curl). Thus, by Theorem 7.1, we may let n → ∞ in the equality γ τ H n = π τ E n and obtain γ τ H = π τ E, which eventually shows that (E, H) ∈ dom(A 0 ). The claim follows.
We need the following notion.
Definition. We say that Ω has the impedance compactness property,
compactly.
Corollary 7.4. Let Ω be C 2 or a convex polyhedron. Then Ω has the impedance compactness property.
Proof. The conditions imply that Ω has continuous boundary. Thus, H 1 (Ω) ֒→ L 2 (Ω) compactly, by the Rellich-Kondrachov selection theorem. Hence, the claim follows from Theorem 7.3.
Remark 7.5. The reason we have introduced the notion of 'impedance compactness property' is due to the fact that in all likelihood the H 1 -detour to show the compact embedding result is not needed. In fact, detouring H 1 has led to compact embedding results for H 0 (curl) ∩ H(div) and H(curl) ∩ H 0 (div) (and even mixed boundary conditions) for Ω being only weak Lipschitz domains, that is, Lipschitz manifolds ('Picard-Weck selection theorems'), see [22, 21, 14 ] also see [2] for different boundary conditions. Lemma 7.6. Let Ω have the impedance compactness property. Then ker(A 0 ) is finitedimensional and
Proof. The property that dom(A 0 ) embeds compactly into L 2 (Ω) 6 implies that the unit ball of ker(A 0 ) embeds compactly into L 2 (Ω) 6 . Since the norms on ker(A 0 ) and L 2 (Ω) 6 coincide, ker(A 0 ) is necessarily finite-dimensional. The closedness of the range as well as the asserted inequality are standard consequences of the compactness of dom
Remark 7.7. In the case of Ω being a convex polyhedron, it has been shown in [13] that ker(A 0 ) is trivial.
With Lemma 7.6, we can now deduce well-posedness of the variational problem to be studied. We denote A 0 := A 0 ∩ (ker(A 0 ) ⊥ ⊕ ran(A 0 )) the restriction to ker(A 0 ) ⊥ and adstriction to ran(A 0 ) of A 0 , in other words
8 is the canonical embedding and
Proof. The assertion follows from [19, Theorem 2.9 ] (see also [18, Theorem 3 .1] for a more general version) applied to C = A 0 ; using that ran(A 0 ) is closed by Lemma 7.6.
Remark 7.9. The statement in Theorem 7.8 follows from the classical Lax-Milgram lemma (disregarding the formula for (E, H)). Indeed, the necessary coerciveness condition in the Lax-Milgram lemma is implied by the inequality given in Lemma 7.6.
The convergence statement
Throughout this section, we shall assume that Ω has Lipschitz boundary and the impedance compactness property, which yields that A 0 has closed range, by Lemma 7.6. There are now several possibilities to address convergence of coefficient sequences of the variational problem associated with A 0 . We choose to start by defining a notion analogous to the above notion of nonlocal H-convergence. For this, we need to slightly adapt this notion and the set of admissible coefficients. For 0 < α β we set
Re a 00 , Re a 11 − a 10 a 
The adapted nonlocal H-convergence, now reads as follows. We note the similarity to the nonlocal H-convergence introduced above. In particular, in the light of Theorem 2.3.
n,00 → c Using standard estimates for weakly convergent sequences, we infer c ∈ M(α, β, A 0 ); see also [19, Lemma 2.12] .
A straightforward application of the properties inherited by the introduced convergence is the following. Proposition 7.10. Let (a n ) n be in M(α, β, A 0 ) nonlocally H-converging w.r.t. A 0 to some a. Then, for all F ∈ dom(A 0 ) * and (E n , H n ) ∈ dom(A 0 ) being the solution of
Proof. We use the solution formula provided by Theorem 7.8. Then using ι 0 :
as n → ∞. Furthermore, we have for n ∈ N with Theorem 7.8 again (and
as n → ∞.
Local blockdiagonal coefficients and local H-convergence
In this section, we shall consider more specifically coefficients of the following form 
. Then the following conditions are equivalent:
For the proof of this theorem, we invoke and recall the subsequent compactness statements.
Using the compactness of closed bounded sets of linear operators under the weak operator topology (see e.g. Theorem 5.1), we deduce the next theorem (in order to render (B, τ nlH,A 0 ) a Hausdorff space, one should consult the (easy) argument [19, Proposition 5.4] ). Proof of Theorem 7.11. By the Theorems 7.12 and 7.13, appealing to the subsequence principle, it suffices to show the following: Assume that (a n ) n → a H-nonlocally w.r.t A 0 and that 1/β. Then a = diag(a e , b e , a h , b h ). As the argument for a e is similar to a h , b h , b e , we only focus on a e first. Let E ∈ H 0 (curl), E = 0. Then div E = 0. Moreover (E, 0) ∈ dom(A 0 ) and
Then, by nonlocal H-convergence of (a n ) n , we deduce (E n , H n ) ⇀ (E, 0) in dom(A 0 ) and a n A 0 (E n , H n ) → aA 0 (E, 0) and by the unique solvability of the limit problem, we obtain
On the other hand, letẼ n ∈ H 0 (curl) be the unique solution of a e,n curlẼ n , curl E ′ = a e curl E, curl E ′ (E ′ ∈ H 0 (curl)).
We then see that (Ẽ n , 0) satisfies the same equation as (E n , H n ) does; thus E n =Ẽ n and H n = 0 for all n ∈ N. Moreover, we deduce by local H-convergence of a −1 e,n → a
that a e,n curl E n ⇀ a e curl E. Since, a n A 0 (E n , H n ) = (a e,n curl E n , 0, 0, 0) ⊤ and aA 0 (E, 0) = (a e curl E n , 0, 0, 0) ⊤ , we infer using a ∈ L ∞ (Ω) 8×8 and Proposition 5.2 (see also Remark 5.3) that a e = (a ij ) i,j∈{1,2,3} . By explicitly constructing right-hand sides (it suffices to use E and H being compactly supported C ∞ c -vector fields), we proceed to eventually obtain that the diagonal entries of a coincide with the ones of diag(a e , b e , a h , b h ) 
We need to show that a ij = 0 provided i, j ∈ {1, 2, 3, 4}, i = j. For this, we assume that 0 a 12 a 13 a 14 = 0. Next, if a 12 = 0 (the other cases can be dealt with similarly), take a C ∞ c (Ω)-function ϕ supported on a small ball. ϕ is not constant, grad ϕ = 0 and ϕ is not harmonic on its support since ϕ does not satisfy the maximum principle. We have div grad ϕ = 0 and by appropriately shifting ϕ, we may choose ϕ so that a 12 div grad ϕ = 0 (we shall further specify ϕ later). We set E := grad ϕ and define F ∈ dom(A 0 )
* by (note that (E, 0) ∈ dom(A 0 )) 
where a (2) is the second column of a along the above block decomposition. Let now (E n , H n ) ∈ dom(A 0 ) be the solution of a n A 0 (E n , H n ), A 0 (E ′ , H ′ ) = F (E ′ , H ′ ) ((E ′ , H ′ ) ∈ dom(A 0 )).
We have thus provided a characterisation for the nonlocal H-convergence for coefficients of the curl-div system in terms of nonlocal H-convergence (and even local H-convergence) of the diagonal entries. These results are relevant for the scattering problem in the context of Maxwell's equations. Of course it would be desirable to have a similar result also for nonlocal coefficients. Given that the topology induced by nonlocal H-convergence depends on the boundary conditions involved (see [19] ), a result along the lines of Theorem 7.11 for nonlocal coefficients instead of local ones is unlikely to be true without additional assumptions on the coefficients. We will postpone an analysis of this issue to future work.
