ABSTRACT. This note concerns stochastic processes on chains of arbitrary length whose Poisson kernel can be expressed in terms of the q-Racah polynomials, the most general q-deformed orthogonal polynomials in the discrete series of the Askey scheme. We give a new interpretation of this kernel as the probability transition density for a subordinated Markov process with only nearest neighbor hops. As an application, we give an elementary proof and extend a positivity result for a class of Poisson kernels which Gasper and Rahman established with direct methods.
INTRODUCTION
In this paper, we give general conditions that allow one to construct Markov processes whose infinitesimal generator admits the q-Racah polynomials as eigenstates. Definition 1.1. For 0 < q < 1, the q-Racah polynomials R n (µ(x)) := R n (µ(x); α, β, γ, δ|q) are defined using the q-deformed hypergeometric function 4 φ 3 as follows:
R n (µ(x)) = 4 φ 3 q −n , αβq n+1 , q −x , γδq x+1 αq, βδq, γq q; q for n = 0, 1, . . . , N and where µ(x) = q −x + γδq x+1 . Moreover, they must belong to one of the three families defined by the additional condition that either α = q −N −1 or βδ = q −N −1 or γ = q −N −1 .
Definition 1.2.
Let Λ N denote the set {0, 1, . . . , N } and let l 2 (Λ N ) be the Hilbert space of the real valued functions on Λ N .
The objective of this paper is to construct a class of Markov processes supported on the set Λ N whose transitional probability density can be expressed as a series in the q-Racah polynomials. This is a natural question as the q-Racah polynomials satisfy an orthogonality relation with respect to a discrete weight supported on the set Λ N (see [1] , [10] , [7] and the references therein for the properties of orthogonal polynomials in the Askey scheme). Namely, (1.2) x∈Λ N R m (µ(x))R n (µ(x))w(x) = h n δ nm where the weight is
and the normalization factor is
(q, αβγ −1 q, αδ −1 q, βq; q) n (αq, αβq, βδq, γq; q) n .
Following [7] , we denote (a; q) k for the q-analogue of the Pochhammer symbols:
(1.5) (a; q) 0 = 1 and (a; q)
Recall now the following definitions of Markov semigroup and Bernstein function:
Date: June 22, 2005. Definition 1.3. The one-parameter family of operators (K t ) t≥0 on l 2 (Λ N ) is said to be a Markov semigroup if its kernel K t (x, y) satisfies the following conditions ∀t, t ≥ 0, x, y ∈ Λ N :
Our main result can be stated as follows: Theorem 1.5. Assume that the parameters q, α, β, γ, δ satisfy the restrictions of Definition 1.1 for the q-Racah polynomials. Assume also that the following two functions are negative or zero,
Then for all Bernstein functions Φ the following series represents the kernel of a Markov semigroup:
where
We also prove that there exists a Bernstein function such that Φ(−λ n ) = n for all integers n = 1, 2, . . . , N , so that we obtain the following corollary: Corollary 1.6. If in addition to the hypothesis of the theorem we also have that αβ ≥ 0, then the function
is a Bernstein function such that Φ(−λ n ) = n for all integers n = 1, 2, . . . , N and the following series represents the kernel of a Markov semigroup on Λ N :
This corollary extends the result by Gasper and Rahman in [6] , where positivity of the Poisson kernel, defined as the following series (1.10)
was established for the third family of q-Racah polynomials, i.e. γ = q −N −1 , and under the additional conditions that 0 < αq < 1, 0 ≤ βq < 1 and 0 < δ < αq N . The proof in [6] is based on a term by term analysis of the series expansion and resummation formulas of independent interest. Our argument instead is more elementary and based on probabilistic considerations.
BACKGROUND AND PROOFS
As a preparation to the proof of our results, we recall the basics of the theory of Markov processes and Bochner subordination. Let (Ω, F, P) be a probability space equipped with the filtration {F t } t≥0 satisfying the usual conditions, i.e. right-continuous and F 0 contains all events of P-measure 0 in F. Let X = (X t ) t≥0 be a F t -adapted stochastic process on D ⊆ R.
Definition 2.1. The stochastic process X is called a Markov process if
The family of operators (K t ) t≥0 from Definition 1.3 defines the transitional probability density of a Markov process on l 2 (Λ N ) as follows:
Subordinators are also Markov processes, but on R + , and can be thought of as stochastic time changes. They must therefore satisfy a few additional conditions, such as, if T = (T t ) t≥0 is a subordinator, then T t ≥ 0 for each t > 0 a.s. and T s ≤ T t whenever s ≤ t. Moreover, for the purpose of the present demonstration, only subordinators with infinite lifetime will be considered, i.e. inf{t ≥ 0 : T t = ∞} = ∞ a.s. The formal definition, as given by Bertoin in [3] , follows: Definition 2.2. Let T = (T t ) t≥0 be a right-continuous increasing F t -adapted process started from 0 with values on [0, ∞], where ∞ is an absorbing state. T is called a subordinator if it has independent and homogeneous increments on [0, ∞). That is, the increment T t+s − T t is independent of F t and has the same distribution as T s .
A remarkable probabilistic application of subordinators is due to Bochner [4] , who proves the following: Theorem 2.3. Let X = (X t ) t≥0 be a Markov process and T = (T t ) t≥0 be a subordinator. Then the stochastic process Y = (Y t ) t≥0 = (X Tt ) t≥0 is again a Markov process. Moreover, if X is stationary, then Y is stationary.
A way to characterize subordinators is through their Laplace transform. A consequence of the independence and homogeneity of the increments is the following property: gives a necessary and sufficient condition for a function to be the Laplace exponent of a subordinator. Moreover, one can establish a one-to-one correspondence between Laplace exponents and Bernstein functions [2] . We summarize these results in the following theorem. 
ds).
This property extends to the transitional probability densities as follows:
The following definition leads to the explicit relation between q-Racah polynomials and Markov semigroups. Definition 2.6. The operator L is the infinitesimal generator of a Markov semigroup on l 2 (Λ N ) if its kernel, L(x, y) with x, y ∈ Λ N , satisfies the following two conditions:
(i) Non-Negativity: L(x, y) ≥ 0 ∀x = y ∈ Λ N ; (ii) Probability Conservation:
Let us recall the elementary result from probability theory according to which a Markov semigroup (K t ) t≥0 on l 2 (Λ N ) can always be represented as follows in terms of the infinitesimal generator L:
Definition 2.7. Let ∆ and ∇ denote the difference operators on l 2 (Λ N ) defined as follows:
The q-Racah polynomials introduced in Definition 1.1 satisfy the q-difference eigenvalue equation
where the operator L is given by
with B(x), D(x) and λ n defined in Theorem 1.5 (see [7] and the references therein for a proof).
Proposition 2.8. If B(x) ≤ 0 and D(x) ≤ 0 then L is the infinitesimal generator of a Markov semigroup.
Proof. Since the off-diagonal entries of the kernel L(x, y) of L only contains −B(x), −D(x) or 0, the non-negativity condition in Definition 2.6 is satisfied by assumption. The second condition is also satisfied since
Note that one property of the infinitesimal generator of a Markov process is that it must satisfy the positive maximum principle [9] ,
In particular, sup{R n (µ(x)) :
which implies that the eigenvalues of the infinitesimal generator are negative or zero.
Proposition 2.9. The kernel of K t = exp(tL) has the following representation in terms of the q-Racah polynomials:
(2.14)
where w(y) > 0 is the invariant measure density.
Proof. The q-Racah polynomials form an orthogonal basis of the Hilbert space l 2 (Λ N ), with invariant measure density w(y). From (2.10), K t satisfies the eigenvalue equation
The kernel can thus be written as an expansion in the q-Racah polynomials and we recover equation (2.14) in the proposition. The invariant measure density w(y) can be expressed recurrently as We now proceed to the proof of our main result stated in the introduction. By Theorem 2.4, there exists a semigroup {ρ t } t≥0 of positive measures on [0, ∞) associated to the Bernstein function Φ of Theorem 1.5. Theorem 2.5 together with Propositions 2.8 and 2.9 imply that the subordinated kernel takes the form:
which gives (1.6) by definition of the measure ρ t (ds). Furthermore, the associated semigroup is again a Markov semigroup, so we proved Theorem 1.5. Corollary 1.6 follows from the fact that the function [5] or formula (8), p. 314 in [8] ). Notice that Φ is defined such that Φ(−λ n ) = n for n = 1, 2, . . . , N and is clearly non-negative for all x ≥ 0. The eigenvalues λ n being negative or zero implies in particular that αβq 2 ≤ 1. Φ(λ 0 ) = Φ(0) thus depends on the value of αβq as follows: Therefore, Φ is a Bernstein function for αβ ≥ 0, which completes the proof of Corollary 1.6. Remark 2.10. Corollary 1.6 unravels an interesting connection with free probability theory. Let τ = t | ln q| be the renormalized time of the process, then the semigroup of measure {ρ τ } τ ≥0 reads
1+αβq)s I τ 2 αβq s ds.
In the limit q → 0, one recovers the Gamma measures
suggesting that the semigroup of Gamma measures defines a subordinator in the free case.
We conclude with the proof that Corollary 1.6 extends the result of positivity of the Poisson kernel given by Gasper and Rahman in [6] . Proposition 2.11. The set of conditions
for all x ∈ Λ N and where B(x) and D(x) are defined in Theorem 1.5.
Proof. Notice first that 0 < αq < 1 and 0 ≤ βq < 1 imply in particular αβ ≥ 0. We show next that B(x) ≤ 0 for all x ∈ Λ N . With conditions (2.23), B(x) becomes
For x ∈ {0, 1, . . . , N − 1} and since q < 1, we have
For x ∈ {1, . . . , N − 1}, we have Hence D(x) ≤ 0 since the only negative factor is β−q x−N −1 . The condition αq < 1 implies furthermore that the denominators of B(x) and D(x) respectively are never zero. Finally, let α = β = −δ = 1 , γ = q −N −1 .
The conditions in (2.24) are clearly satisfied, whereas δ > 0 in (2.23) fails, so the inclusion is strict.
