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Abstract-The  authors  propose  the  introduction of a previous linear 
transform for rational spectral estimation by using a linear predictor. 
The method i s  based on works of Oppenheim [l], [2] on discrete 
signal representation. 
The connection with zero-pole (ARMA) spectral estimators is dis- 
cussed, and the main potential advantages of the approach are indi- 
cated: reduction in estimator order, low implementation complexity, 
and the  possibility of increasing  frequency  resolution. 
The  use of this  known  linear transform seems to be  useful in cases  in 
which  the  presence of a  strong  periodicity  in the signal to be  analyzed 
is a priori known. 
Some promising results obtained in processing signals from hydro- 
graphic  measurements  are shown. 
I. INTRODUCTION 
A LINEAR predictor of length Q for a sample of a sto- chastic process {x} is of  the  form 
Q 
x^@) = a(i) * x(k - i )  
i = l  
in which the process is assumed to be  zero  mean  and  station- 
ary. If the coefficients {a(i)} are appropriately calculated, 
x^ @) will approximate the sample x(k) in  a  certain sense. The 
usual  criterion  consists  of  minimizing  the  mean  square  of  the 
prediction  error 
i.e., 
The coefficients {a(i)} obtained by minimizing (3) are the 
solutions  of the normal  system 
Q 
a(i)  Rxx(Z - i) = Rxx(Z), Z = 1 ,  . . . , Q 
i = 1  
where Rxx( -) is the  autocorrelation  function  of  the  process. 
A .spectral  estimator  for {x} can be derived from  this  linear 
predictor (see [3], for example). It is predicated on the fact 
that  for sufficiently large Q, {e@)} will typically converge to  
a white  process  with  covariance 0'. 
Then the resulting  spectral  estimator is 
Manuscript  received  August 6 ,  1980; revised  January 6 ,  1981. 
M. A. Lagunas-Hernindez  and  A.  Carol Vianova are with ETSI Tele- 
A. R. Figueiras-Vidal and J. B. Marifio-Acebal are with ETSI Tele- 
comunicacibn, Jorge  Girona  Salgado s/n, Barcelona,  Spain. 
comunicacibn, Cdad.  Universitaria,  Madrid,  Spain. 
where T is the  sampling  period  assumed  for  the samples x(n) .  
This  kind  of  rational  spectral  estimator,  which  implicates.an 
AR  model for {x}, is at  the present  time  one  of the  most use- 
ful and practical procedures for spectral estimation. Interest- 
ing and related methods are Burg's maximum  entropy (MEM) 
[4], [5] and Widrow's adaptive methods [6],  [7]. 
Despite  its  apparent  attractiveness, the spectral  form (5) has 
drawbacks. The estimator does not have zeros. This limita- 
tion is so remarkable that Welch's method [8], based on  the 
periodogram, shows better results in some cases than does 
MEM [with moving average  (MA) sequences].  The  absence 
of zeros also creates problems when the signal to be pro- 
cessed  is contaminated  by  a high noise component [9]. 
There  exist  some  techniques  which  include  zeros  in  the  pre- 
vious estimator  and  which  would alleviate these  drawbacks to 
some degree. They include generalizations of Widrow's algo- 
rithm [lo], the  ITIF of  Konvalinka  nd  Matausek [ l l ] ,  
Steiglitz's method [12], and the method of Gutowski et aZ. 
[ 131. Many of  these  require  a  high  degree  of  computational 
effort. 
In the present work, we suggest the application of a linear 
transform to  the available data as an indirect method for in- 
cluding  zeros.  This will often allow us to reduce the order  of 
the  all-pole (AR) estimator  on the transformed  data. The 
resulting method needs prior knowledge about the existence 
of a main peak in the power spectrum, or, in other words, 
if  a main periodicity in  the measured samples is present. The 
approximate duration of the mentioned periodicity is also 
needed in order to design the  final  power  spectrum  estimator. 
It must  be  noticed that  the presentation  here is oriented to 
parametric methods  in power  spectral  estimation, but,  in some 
sense, the involved ideas can be applied in nonparametric 
methods like the Blackman-Tukey method and Welch's 
method. 
We use the transformation in parametric methods because, 
in our personal point of view, they are well suited to take 
advantage of local or global characteristics of the signal to 
be analyzed in order to include some kind of preprocessing 
or to modify the estimator structure to obtain good quality 
spectral  estimators. 
In  fact,  windowing  and  overlapping  techniques  can  be 
viewed as previous data transformations (we refer the reader 
to references [ 141 and [ 151 for  a good discussion about  these 
particular  preprocessing  nonparametric  methods).  But,  in- 
cluding  modifications derived from  previous  knowledge about 
the problem under analysis, it is usually more difficult in 
these methods  than in  parametric  ones. 
Of course, a parametric method which uses specific  charac- 
teristics of the signal x ( n )  does not have a wide application 
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Fig. 1. One-step  predictor  with  data  preprocessing. 
and, clearly,  a  tradeoff  between  its  performance for particular 
signals and its usefulness  in general problems  exists. 
We recall that the features of the transformation described 
in  this  paper  apply  only to the cases where  a  main  periodicity 
in the signal x(n) exists. If it does not exist, general trans- 
formations, such as Parcor formulation [16] or orthonormal 
transforms [17] in parametric methods, and data or correla- 
tion windowing and overlapping in nonparametric methods 
will exhibit better results than the transformation proposed 
here. 
The resulting algorithm, compatible with any adaptation, 
seems to  reduce  the  order  of  the  estimator to obtain  compar- 
able results. It does not implicate hard computational effort, 
and, additionally, it allows an increase  in  resolution  obtained 
from the incorporated transfonn. 
We will show an example with an adaptive algorithm, ap- 
plied on original and on transformed data, for comparison 
purposes. 
11. APREVIOUS TRANSFORM FOR 
LINEAR  PREDICTION 
If we introduce  the  matrix  notation 
I 
(where t indicates  transposition),  then ( l ) ,  (2) ,  and  (4) can be 
written  in  the  form 
x^@) = Xk- ,A  = x(kj - e(k) 
RA = P .  
If  we  apply  preprocessing  on the  data X k - l  , we will obtain 
a new data vector *k-l (see Fig. 1) to predict x@). The  op- 
timum coefficients 2, which minimize the covariance of the 
new error e@), can be obtained from the matrix R" and the 
matrix I? which are derived from ?k-l in the same way as 
(8) and (9) are derived from (6). Then (12)  and (13)  become 
?(k) = 2 k - J  = x(k )  - Z(k) (12) 
where ?(k) is the new predicted value. Assuming that the 
preprocessing is linear and time-invariant, characterized by 
a transfer function H(z),  then the new estimate of Sxx(a) 
associated  with  the new predictor will be (Fig. 1) 
Fig. 2. Predictor  with  a previous  linear  transform  and the correspond- 
ing  prediction  error. 
Q 3xx<w> = F/ I 1 - 1 ~ ( k )  exp (-jka.r)H[exp ( j 0 7 ) l  
k= 1 
(14) 
where 5' is the  covariance  of e"@). When H(zj corresponds to 
a recursive filter  (IIR), its poles become the zeros of the spec- 
tral  estimator.  The  above  formula shows the  relation  between 
ARMA models  and  previous  preprocessing. 
The  inherent  drawback  of  this  indirect  method  for  including 
zeros with respect to direct methods is that some previous 
knowledge  of  the  structure  of  the  data is required in order to 
decide what  kind  of  preprocessing is adequate. 
To gain more  insight  about  the  mentioned  preprocessing,  in 
Section I11 we will obtain  some guidelines to decide  what  kind 
of  data  preprocessing is adequate. Also, we  will return to the 
general problem of a  linear  transformation  characterized by  a 
transition  matrix L as  we can see in (15) (Fig. 2): 
2;-l = L X i - , .  ( 1 5 )  
It is clear that when L is a  Toeplitz  matrix, we can  charac- 
terize the transformation using a  linear  system H ( z )  with 
initial  zero  conditions. But our  interest is centered  in  the 
general transformation  denoted by (1 5). 
111. EFFECT OF THE TRANSFORMATION  THE 
ORDER OF THE PREDICTOR 
It is not difficult to obtain formulas (16a) and (16b) from 
the previous equations: 
u2 = E[e2(k)] = R x x ( 0 )  - P t R  -'P 
5' =E[Z2(k ) ]  = R x x ( 0 )  - Prl?-'?. 
( 1 6 4  
(16b) 
From  (15) 
F = E [ x ( k )  2;-l ] = LP (1 7 4  
1R"I-l = [ ~ ( 2 i - ~ 2 ~ - ~ ) ] - ~  = ( L ' ) - ~ R - ~ ( L ) - ~ .  (1 7b) 
and, if L -' exists 
Inserting (17a) and (17b) in (16b), it is verified that both 
mean-square  errors are equal.  This  can  be also viewed in 
Fig. 3 ,  in a case of a second-order predictor, and L corre- 
sponding to a  rotation. 
Thus,  it is clear that  a linear  transform  does not reduce the 
mean square error. In  other words, since the transform leads 
new data  in  the same hyperplane  defined by  the  old  data,  the 
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Fig. 3. A transform  applied on geometrical  representation  for  a  second- 
order  one-step  predictor. 
minimum distance from x^@) or x"@) to x(k)  (sample to be 
predicted) remains. However, from Fig. 3 ,  one can infer that 
if L .leads  a  sample to  the position  of the x ( k )  projection  on 
the  data  plane,  the  order  of  the  predictor will be  reduced to 
one. Generalizing it, if a transform or preprocessing leads to 
such  a  data  set that  a  part  of them is more correlated  with the 
sample to  be predicted x@), and the other  part of  data less 
correlated, the first  part  length will be  enough to obtain  a new 
predictor with (approximately) the same mean-square error. 
Then, we must  search  for  a  transform  such that E [ x ( k )  i?(k - 
m)] be appreciable  for values of m as low as possible. 
An additional practical consideration is of importance. If 
2 is nearly  diagonal,  its inversion will be  straightforward,  and 
the  computational  time  per  iteration in adaptive methods will 
be decreased. 
Thus,  we  must select L according to the following requisites. 
1) Obtaining  data  maximally  correlated  with x(k)  and 
2) Low complexity, so as not to lose the computational 
forcing  a  nearly  diagonal  matrix R" for  the new data. 
advantages derived from the above  properties. 
IV. THE PROPOSED TRANSFORM 
Assuming now that a main  periodicity is present  in  the 
signal under analysis [e.g., 12 months in hydrographic data, 
100 ms  in EEG (electroencephalographic)  registers,  pitch 
period  in voiced speech, etc.], we propose, following the 
guidelines mentioned in Section 111, the insertion of a delay 
To among  the data used to predict x@). The value To should 
be approximately  the  duration  of  the  mentioned  periodicity. 
To = M .  7. (1 8) 
This  assumption  corresponds to admit  relative  maxima  each 
M points i n  R,,(m); then we expect  higher  correlation  among 
the ensemble x ( k  - i M ) ( i  = 1, Q) and x(k)  than  among the 
ensemble x ( k  - i)(i = 1, Q) and x@). Fig. 4 shows an example 
of  an  autocorrelation  function derived from  a  simulated signal 
with a periodicity M r  and also shows how a one-step pre- 
dictor  works  in  both cases: delay r and  delay M r  among  data. 
Fig. 5 indicates the structure of the modified  predictor, 
assuming that H(z) introduces  the desired delay Mr. The  pre- 
dictor error Z(k) would be used to update the {a"(i)} in an 
adaptive  algorithm. 
To clarify the involved idea we can give 'the followlng ex- 
ample. In a meteorological problem, the periodic structure 
of the data, using data obtained from the same month in 
L- rn. 
3RD.   ORDER  P EDICTOR ~- ____ 
(b) 
Fig. 4. Data  correlation and predictor  scheme  for:  (a)  Delay r between 
samples. @) Delay MT between  samples. 
different  years, provides better  prediction than using pre- 
vious months'  data  in  the  current  year. 
We select  a  delay  filter having only  a  pole 
H(z )  = ff - 2-1 
1 - (X2-l 
where a is forced to introduce  the desired delay in  the region 
of the spectra where the main periodicity is centered. This 
approximation  of  a  delay MT at all frequencies allows a  mem- 
ory  reduction  with  respect o a  nonrecursive  filter  with  a  trans- 
fer  function z - ~ .  
From Fig. 5 the new estimator will be 
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Fig. 5 .  The proposed  predictor using To recursive delays. 
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Fig. 6 .  Frequency compression/expansion by means of  a recursite 
fiiter  with  only  a pole. 
Based on the all-pass character of the filter H(z), we can 
introduce a new  (angular) frequency &, defined by (21a) 
and  (2 1 b) 
z" = H(z) (214 
exp ( ~ G T )  = H(exp ( j w ~ ) ) .  (2 1 b) 
Then (20) becomes 
To introduce the (angular) frequency 6 is equivalent to  a 
new  scaling of the frequency axis; this new  scaling  is shown in 
(23) assuming a unit sampling period 7. 
Cj =tan-' { (1 - a2)  sin 0/[(1 t a') cos w - 2a]}. (23) 
This has been already considered by Oppenheim [ 11, [2]. 
Fig. 6 illustrates how  different values  of a implicate different 
compression/expansion  of  frequency regions. This magnifying 
effect of low frequencies can be translated to  high or inter- 
mediate frequencies by selecting another filter to implement 
the delay MT. 
This magnifying effect must not be considered as a simple 
increase of resolution like selective linear prediction  methods 
[3], which use frequency warping techniques. We remark that 
our  interest is in  the use of new data  more  correlated  with  the 
sample to be  predicted  and  the warping effect was a secondary 
result. In  fact, this work shows that a modified  predictor, like 
that shown in Fig. 5, implicates a proper  choice for  the all-pass 
filters H ( z )  if a quality  improvement of the  estimate is desired. 
V. SOME RESULTS 
To illustrate the application of the previous ideas, we will 
apply our procedure in a hydrographic problem. 





Fig. 7. Available band and band of interest in the example, without 
transform. 
* AVAILABLE  BAND 
1/12 112 f 
- 
BAND OF INTEREST 
Fig. 8. Available band  and  band of interest  in the example,  transform- 
ing with a = 0.7. 
It : n? (mnths )  
256  
Fig. 9. A river flow  sampled monthly. 
In hydrographic  and  many other meteorological signals, long 
periodicities are of great interest. These periodicities are 
located at frequencies lower than  the main  yearly peak of the 
spectra. When 7 represents a month, we must use a delay To = 
127 (twelve months)  in  the design of the modified predictor. 
Then,  the magnifying effect previously discussed  is useful in 
these cases: without  transforming,  the  zone  of  interest would 
be of the available frequency band (Fig. 7); with filter H(z) 
of twelve months delay at a frequency months-', which is 
required to  improve the  quality of the  estimator,  the zone  of 
interest is extended in the form  shown in Fig. 8 (approximately). 
Fig. 9 is a river flow sampled 256 times within a monthly 
period. . Fig. 10 includes spectral estimations obtained without 
and  with  transforming [(a) and (b), respectively] by means of 
Griffiths's algorithm [7] and order 15, where the coefficients 
at  iteration k t 1 are 
Z ( k + l ) ( i )  ~ a " ( ~ ) ( i )  t p?(k - i) Z(kj (24) 
and p is a convergence parameter. 
The improvement is evident: two periodicities, which,  from 
a specialists' opinion,  are really present in the river  flow's be- 
havior, one every four years and another (slight) every eleven 
years. These periodicities are detected  with  the  transform  and 
they are not detected without  it.  Predictors having orders 
100 and 120, respectively, have been necessary for detecting 
these periodicities without using the transform. We have ob- 
tained similar results with simulated signals, and we have ob- 
served that slight deviations of a around  its  correct value in- 
troduce false peaks and,  at  the same time, decrease the values 
of true peaks. 
These and other experiences carried out  by  the  authors 
have shown a reduction of at least 20 percent in the pre- 
dictor order for equivalent estimations working with meteo- 
rological signals; with other kinds of signals this reduction 
varies depending  on the relative importance of the main 
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Fig. 10. (a) Spectral estimation of the river flow without transform. 
(b) With transform.. The same algorithm and order (Griffiths, 15) 
are used in both cases. 
periodicity. In EEG analysis, 15 percent seems to be the 
available reduction. 
VI. CONCLUSION 
The use of  an  adequately selected transform  of the available 
data allows a reduction in the  order  of  the spectral  estimation 
necessary to obtain a prescribed detail.  This results in a reduc- 
tion  of  the  computational  complexity as well  as in  introducing 
zeros  in the spectral  estimator. 
In  the case of signals with a main (strong) known periodicity 
corresponding to M times the sampling interval 7 ,  a delay MT 
takes the  hole of the linear transform.  Implementing  (approxi- 
mately)  this  delay by means of  an all-pass recursive fdter re- 
duces the required  memory  and magnifies the  frequency  band. 
At the same  time  we obtain  an improvement in  the estimator 
quality as a main  result.  This is of special interest  when  long 
periodicities are significant as it occurs with meteorological 
and hydrographic signals. Other  kinds  of recursive filters 
can be applied to magnify other  frequency  bands. 
The  method seems to be useful, apart  from  spectral  estima- 
tions  in  the indicated cases, to detect a transient  and  instanta- 
neous  frequency using adaptive  algorithms. 
The disadvantage of  the proposed  technique consists of  re- 
quiring a previous knowledge  of the problem  for selecting an 
adequate transform; but, in many cases, the designers will 
have this knowledge. 
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Abstract-The  Radon transform  of  a  bivariate function, which has ap- 
plication in tomographic imaging, has traditionally been viewed as a 
parametrized univariate function. In this paper, the Radon transform 
is instead viewed as  a  bivariate function  and two-dimensional sampling 
theory is used to address sampling and information  content issues. I t  is 
shown that  the  band region of the  Radon  transform of a function with 
a finite space-bandwidth product is a “finite-length bowtie.” Because 
of the special shape of this band region. “Nyquist sampling” of the 
Radon transform is on a  hexagonal grid. This sampling grid  requires a p  
proximately one-half as many samples as the rectangular  grid obtained 
from the traditional viewpoint. It is also shown that for a nonband- 
limited function of finite spatial support,  the bandregion of the  Radon 
transform is an “infinite-length bowtie.” Consequently, it follows that 
approximately 2 M 2 / n  independent pieces of information about the 
function can be extracted from M “projections.” These results and 
others follow very naturally from  the two-dimensional  viewpoint 
presented. 
I.  INTRODUCTION 
T HE Radon transform of a function  on IR2 arises naturally in the tomographic imaging problem which is concerned 
with  reconstructing a cross section  of  an  object  from measure- 
ments which are integrals of the “cross-section function” over 
lines. Each line-integral measurement is a sample of the  Radon 
transform of the cross-section function. If a sufficient set of 
these Radon transform samples  is known, then the Radon 
transform is adequately specified and the cross-section func- 
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tion can be determined by inverting the Radon transform. 
Typical examples of cross-section functions include the  attenu- 
ation function in transmission computer-assisted tomography 
[ 11, the refractive-index function in ultrasonic refractive-index 
tomography [2], the reflectivity function  in  ultrasonic reflec- 
tivity tomography [3], the radio-emission function in radio 
astronomy [4], and the molecular-structure function in elec- 
tron microscopy [5] . An X-ray transmission tomography ex- 
ample is illustrated  in Fig. l(a).  In  that figure, a three-dimen- 
sional object (the head) is decomposed into a set of parallel 
slices. In this way, a three-dimensional reconstruction prob- 
lem can be viewed  as a set of two-dimensional reconstruction 
problems. 
This article focuses on: 1) the sampling requirements which 
must be imposed on  the  Radon transform in order  that  it be 
uniquely  determined;  and 2) the implications of sampling the 
Radon transform with a limited number of “views” or  “pro- 
jections.” The sampling requirements are developed with a 
two-dimensional viewpoint and contrasted with the require- 
ments developed from the usual one-dimensional viewpoint 
[5], [ 6 ] .  By imposing standard approximations, it is shown 
that the bandregion of the Radon transform of a “band- 
limited”  function  of finite spatial support has the shape of a 
“finite-length bowtie.” Because of this special bandregion, it 
follows that “Nyquist” sampling of the  Radon transform  must 
be on a hexagonal grid. This sampling grid requires approxi- 
mately one-half as many samples as the rectangular grid ob- 
tained from the  traditional viewpoint. This result clarifies ap- 
parent discrepancies that  exist in the  literature regarding 
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