We present a general approach to the problem of determining tight asymptotic lower bounds for generalized central moments of the optimal alignment score of two independent sequences of i.i.d. random variables. At first, these are obtained under a main assumption for which sufficient conditions are provided. When the main assumption fails, we nevertheless develop a "uniform approximation" method leading to asymptotic lower bounds. Our general results are then applied to the length of the longest common subsequence of binary strings, in which case asymptotic lower bounds are obtained for the moments and the exponential moments of the optimal score. As a byproduct, a local upper bound on the rate function associated with the length of the longest common subsequences of two binary strings is also obtained.
π := (π 1 , π 2 , . . . , π k ) and µ := (µ 1 , µ 2 , . . . , µ k ) are two increasing sequences of positive integers such that 1 ≤ π 1 < π 2 < · · · < π k ≤ n and 1 ≤ µ 1 < µ 2 < · · · < µ k ≤ n. The integer k is the number of aligned letters, and n − k is the number of gaps in the alignment. Note that our definition of gap differs from the one that is commonly used in the sequence alignment literature. More precisely, in most of the literature, a gap is a block of consecutive indels (insertion and deletion, formally denoted by one or more consecutive "-") in both strings, and it depends on the alignment. For example, the left alignment below has four gaps, while the right one has five gaps. Since we consider sequences of equal length, and since we do not have a gap opening penalty (which refers to a constant cost to open a gap of any length), our gap corresponds to a pair of indels, one on the X-side and the other on the Y-side. In other words, the number of gaps in this sense is the number of indels in either one of the sequences. Hence, in our framework, both the left and the right alignment above have three gaps. Given a symmetric pairwise scoring function S : A × A → R + and a constant gap price δ ∈ R, the score of the alignment (π, µ), when aligning X n and Y n , is defined by
In our general scoring scheme δ can be positive, although usually δ ≤ 0 penalizes matches with "-". For negative δ, the quantity −δ is usually called the gap penalty. The optimal alignment score of X n and Y n is then defined as L n = L n (X n ; Y n ) := max (π,µ) U (π,µ) (X n ; Y n ) , where the maximum is taken over all possible alignments. To simplify notations, in what follows, we often set Z n := (X n , Y n ) so that L n = L n (Z n ). When δ = 0 and the scoring function assigns the value one to every pair of common letters and zero to all other pairs, i.e.,
S(a, b)
then L n (Z n ) is just the maximal number of pairs of aligned letters -the length of the longest common subsequences (LCS) of X n and Y n , which is probably the most frequently used measure of global similarity.
A Summary of Known Results
The study of L n is not only of theoretical interest but also has some practical consequences. For example, it is useful for distinguishing related (homologous) pairs of strings from unrelated ones. Unfortunately, for fixed n and an arbitrary distribution for X n and Y n , the distribution of L n is unknown. In view of these, an alternative approach is to study the typical values and the fluctuations of L n . When X n and Y n are taken from an ergodic process, by Kingman's subadditive ergodic theorem, there exists a constant γ * such that L n n → γ * a. s. and in L 1 , as n → ∞.
(1.1)
In the LCS case, the existence of γ * was first shown by Chvátal and Sankoff [8] , but its exact value (or an identity for it) remains unknown even for independent i.i.d. Bernoulli sequences (although numerically estimated). Alexander [1] obtained the rate of convergence in (1.1) in the LCS case, which was extended to general scoring functions in [20] , and to multiple (two or more) independent i.i.d. sequences with general score function in [12] .
Since the exact distribution of L n is rather hard to determine even for moderate n, it is natural to look for a limiting theorem, e.g.,
for some α ∈ (0, 1). Here P is a limiting distribution, and D −→ stands for convergence in law. Typically, one expects α = 1/2, and P to be a centered normal distribution, i.e., 2) where N stands for a centered normal distribution with variance σ 2 > 0. Under (1.2), for any r > 0, the r-th absolute moment of L n would then be expected to grow at speed n r/2 , as n → ∞.
In particular, the variance would grow linearly, i.e., lim n→∞ Var(L n ) n = σ 2 > 0, and then, (1.2) would be equivalent to
Such a limiting theorem would allow to construct asymptotic tests, based on the optimal score L n , hypothesizing that two given sequences X n and Y n are independent (not homologous) or not. Note that in the gapless case, i.e., when δ = −∞, the optimal score is just the sum of the pairwise scores L n = n i=1 S(X i , Y i ), and thus, under rather general assumptions on X n and Y n , the limiting theorem (1.3) (equivalently, (1.2)) holds true. This observation suggests to conjecture that (1.3) also holds in more general cases, in particular, in the LCS case. No such type of limiting theorem was known until [15] , which proved (1.3) in the LCS case, when X n and Y n are independent i.i.d. random sequences such that Var(L n ) admits a sublinear (in n) lower bound. The result in [15] upper-bounds the Monge-Kantorovich-Wasserstein distance, and in turn the Kolmogorov distance, implying weak convergence. The limiting theorem in [15] was extended to multiple independent i.i.d. sequences with a general score function in [12] . In contrast to [15] , the result in [12] directly upper-bounds the Kolmogorov distance, which improves the rate of weak convergence, but still requires a (looser) sublinear variance lower bound. Hence, establishing a linear-order variance lower bound for a general distribution of X 1 implies immediately the corresponding limiting theorem (1.3).
Therefore, there is a direct connection between a variance lower bound and the limiting theorem (1.3), leading to an extra motivation to study the rate of convergence of Var(L n ) as well as all the other central moments of L n .
The study of the asymptotic order of Var(L n ) in the case of LCS was first proposed by Chvátal and Sankoff [8] , who conjectured that Var(L n ) = o(n 2/3 ), for X n and Y n independent i.i.d. symmetric Bernoulli sequences, based on Monte-Carlo simulations. By the Efron-Stein inequality, in the case of independent i.i.d. sequences with score functions satisfying (2.1) below, there exist a universal constant (independent of n) C 2 > 0, such that
(1.4) (see Section 2 for more details). For the LCS case, this result was proved by Steele [29] . In [31] , Waterman asked whether or not the linear bound on the variance can be improved, at least in the LCS case. His simulations showed that, in some special cases (including the LCS case), Var(L n ) should grow linearly in n. These simulations suggest a linear lower bound on Var(L n ), which would invalidate the conjecture of Chvátal and Sankoff. In the past ten years, the asymptotic behavior of Var(L n ) has been investigated under various choices of sequences X n and Y n (cf. [5] , [11] , [17] , [19] , [21] , [2] , [3] , etc). In particular, in [21] , the asymptotic behavior of Var(L n ) is investigated within two scenarios. In the first one, a general scoring function with a high gap penalty is considered, and X n and Y n are independent i.i.d sequences drawn from a finite alphabet (see also Theorem 6.2 and Remark 6.3 below). In the second one, the LCS case is studied when both X n and Y n are binary sequence having a multinomial block structure, which is a generalization of the model in [30] (the first analysis of the so-called high entropy case). In many ways, the present paper complements [21] . The results of [19] (the so-called low entropy case) were generalized in [16] , and a linear variance lower bound was proved for an arbitrary finite alphabet (not just binary) and for the central moments of arbitrary order (not just the variance), but still under a strongly asymmetric distribution over the letters. The goal of the present paper is to study in this general framework the lower bounds on generalized moments of the optimal alignment score L n . To start with, in the next section we quickly show how to obtain upper moments and exponential bounds on L n . In Section 3, we develop a general argument to find lower bounds for the generalized central moments of L n . These lower bounds are obtained under a main assumption, and sufficient conditions for the validity of this main assumption are provided. Next, we relax some of these conditions (so that the main assumption is no longer satisfied), and develop a "uniform approximation" method giving rougher lower bounds for the generalized central moments of L n . In Section 4, the general results are applied to the binary LCS case, and some refinements of those lower bounds are also presented. Finally, in Section 5, we obtain a lower bound on some moment generating function, which is then used to derive a (local) upper bound on the rate function associated with the binary LCS case.
Upper Bounds on Moments and Exponential Moments
In this short section, we briefly review the upper bounds on central moments and exponential moments of L n . Recall that for any constant gap price δ ∈ R, changing the value of one of the 2n random variables X 1 , . . . , X n and Y 1 , . . . , Y n changes the value of L n by at most K, where
Thus, by Hoeffding's exponential martingale inequality, for every t > 0, 2) which indicates that V n := (L n − E(L n ))/ √ n is subgaussian. Hence, for any r > 0,
The above inequality provides an upper estimate, of the correct order, on the central absolute moments of L n . Some further simple and direct computations allow to improve the constant. Let r ≥ 2, x > 0, and let
Minimizing in x, i.e., taking x = K 2 (ln 2)n r/2 , and changing variables u = t 2/r /(K 2 n), lead to
When x = 0, the corresponding constant is slightly bigger than C(r), and is given by
Remark 2.1. For the LCS case, the following constant was obtained, as a consequence of a general tensorization inequality, in [16] :
For r close to 2, E(r) is smaller than C(r). Indeed,
However, for r > 2 large, E(r) might be bigger, e.g.,
In addition to moment estimates, the above methodology also provides an upper bound on the moment generating function of
Let t > 0 and r > 1. Then, with K = 1 and using (2.2),
Thus,
where erf (·) denotes the Gaussian error function.
Remark 2.2. The upper bound on the moment generating function can clearly also be found through the upper bounds on the moments. Indeed, when K = 1 and with the bound
where ξ is a N (0, 1/2) random variable, it follows that
Since,
while,
the upper bound in (2.3) is recovered:
Lower Bounds on Generalized Moments
Let Φ : R + → R + be a convex, nondecreasing function. The main objective of this section is to find a lower bound for the expectation
where, again
and where again the maximum is taken over all possible alignments.
In what follows, we deal with lower bounds on (3.1) with no further restrictions on Φ. This is somehow different from the upper bound case, where to the best of our knowledge, there is no uniform approach that applies to every convex nondecreasing Φ. Indeed, in the previous section, we established upper bounds for Φ(x) = |x| r , r > 0, and Φ(x) = e tx , t > 0. As shown in [16] , EfronStein type inequalities can be applied to Φ(x) = |x| r , r > 0, via the Burkholder's inequality, giving the aforementioned constant E(r). Another generalization of the Efron-Stein inequality, given, for example, in [6, Chapter 14] , is the subadditivity inequality of the so called Φ-Entropy. However, it only applies to those functions Φ having strictly positive second derivative and such that 1/Φ ′′ is concave, e.g., Φ(x) = |x| r , for r ∈ (1, 2], or Φ(x) = x log x. Moreover, the upper bounds on (3.1) for those Φ are linear in n as easily seen via, e.g., [6, Theorem 14.6] , together with (2.1). In [6, Chapter 15] , some further generalizations of Efron-stein inequality for Φ(x) = |x| r , r ≥ 2, are also obtained, which, together with (2.1), also imply upper bounds of order n r/2 on the r-th central moments (cf. Theorem 15.5 therein).
3.1
The Random Variable U n and the Set U n
Recall that X n is the sample space of X n and Y n , so that X n × X n is the sample space of Z n = (X n ; Y n ). In the sequel, we consider a function u : X n × X n → Z, so that U n := u(Z n ) is an integer-valued random variable. Let S n be the support of U n , and for every u ∈ S n , let
and set
Let δ > 0, and let the set U n ⊂ S n be such that
Since S n is finite, so is U n . Therefore, set
where u 1 < u 2 < · · · < u m and where m = m(n) depends on n. Clearly, except perhaps in some very special cases, such a set U n formally always exists (it might even consists of two elements). As we will see, U n becomes useful if P(U n ∈ U n ) ≥ c 0 , for δ and c 0 independent of n.
Therefore, there exists a n ∈ [u 1 , u m ], such that for every u i ∈ U n ,
, for every i = 1, . . . , m, and such that g ′ (x) ≥ δ/k 0 , for every x ∈ (u 1 , u m ). Then, one of the following three mutually exclusive possibilities holds:
In the first case, for every u i ∈ U n , i = 1, . . . , m,
so (3.4) holds with a n = u 1 . The third case can be handled similarly with a n = u m . For the middle case, since g is increasing and continuous, there exists a n ∈ [u 1 , u m ] such that µ n = g(a n ). Hence, by the mean value theorem,
completing the proof. Now, in view of (3.4), since Φ is monotone and non-negative,
i.e., the lower bound on the generalized moment is of the form
When Φ(x) = |x| r , for some r ≥ 1, then (3.6) becomes
If P(U n ∈ U n ) ≥ c 0 > 0, with δ, k 0 and c 0 all independent of n, then
Thus a lower bound on the centered absolute rth moment of L n (Z n ) is obtained via conditioning on U n . Typically, in applications, the random variable U n counts the number of some particular letters in Z n , and, therefore, it has a binomial distribution. In this case, the right hand side of (3.6) is relatively easy to compute.
Remark 3.3. Note that the argument leading to (3.6) is independent of n. Therefore, (3.5) continues to hold whenever Φ depends on n, provided Φ n remains convex and non-decreasing.
On the Existence of U n and U n
As shown in the previous subsection, the lower bound on the Φ-moment can be obtained via the random variable U n , provided that there exists a universal constant δ > 0 such that the corresponding set U n has a large enough probability. In what follows, we show that the existence of a suitable U n can be guaranteed using a random transformation,
such that, for most of the outcomes of Z, R increases the score by at least some fixed amount ε 0 > 0. Here, with a slight abuse of notation, Ω is a sample space for the randomness involved in R. More precisely, the random transformation should be such that there exists a set B n ⊂ X n × X n having a relatively large probability so that, for every z n ∈ B n , the expected score of R(z n ) exceeds the score of z n by ε 0 , namely,
Above E denotes the expectation over the randomness involved in R (i.e., the integral over Ω). The requirement that the set B n has a relatively large probability is formalized by requiring that
We will see that the faster ∆ n (ε 0 ) tends to zero, the better the lower bound is. The random transformation should be associated with U n and the set U n = {u 1 , . . . , u m } so that when U n takes its values in U n , then R increases its value in U n and has no effect on the conditional distribution of Z n . To formalize this requirement, for every u ∈ U n , let P (u) be the law of Z n given U n = u, i.e.,
is a random vector with law
which means that for every z n ∈ X n × X n ,
In particular, (3.8) implies that if u(Z n ) = u i , then u(R(Z n )) = u i+1 , but the converse statement might not be true.
Fast Convergence Condition. Our first general lower bound theorem assumes the existence of ε 0 so that ∆ n (ε 0 ) converges to zero sufficiently fast. To simplify the notation, in what follows, let
, such that the following two assumptions hold:
(ii) There exists a universal constant ε 0 > 0 such that
where ∆ n (ε 0 ) is given by (3.7) , and where ϕ be a function on N such that
Then, there exists a n ∈ [u 1 , u m ] so that for n large enough,
Proof. Let u i ∈ U n , and let Z (u i ) n be a random vector with law P (u i ) . By (3.8),
Hence,
Let ε 0 be as in (ii), and let B n (ε 0 ) ⊂ X n × X n be the set of outcomes of Z n such that
By (3.9), for any pair of sequences z n , when applying the transformation R, the score can decrease by at most −A. Hence
. Therefore, by (3.10) and (3.11),
Choose n 0 large enough (depending on ε 0 and A) so that for any n > n 0 ,
Therefore, for any n > n 0 and any u i ∈ U n ,
This proves (3.2), which entails (3.4) and thus (3.12). The proof is now complete.
Remark 3.5. The assumption (3.9) typically holds for any meaningful function u. The difficulties in applying Theorem 3.4 lie in finding u, R and U n , such that (3.10) holds for a given ε 0 . Since typically for every u ∈ S n , P(U n = u) → 0, ∆ n (ε 0 ) has to converge to zero sufficiently fast as n → ∞. The larger the probability P(U n ∈ U n ) is (recall that it has to be bounded away from zero), the smaller ϕ(n) is, and the faster the convergence to zero of ∆ n (ε 0 ) is.
Uniform Approximation
As mentioned in Remark 3.5, the most important assumption in Theorem 3.4 is the existence of the random transformation R and of the corresponding random variable U n such that (for some ε 0 > 0) the probability ∆ n (ε 0 ) converges to zero sufficiently fast. For all purposes, this is often a very specific requirement and so far, the existence of suitable R and U n has only been shown for very specific models (cf. [17] , [19] , [21] and [16] ). It is therefore important to relax the assumption of fast convergence, which is the goal of the present subsection. Below, the condition (3.10) is replaced by an arbitrarily slowly convergent sequence ∆ n (ε 0 ) → 0.
Theorem 3.6. For every n ∈ N, let there exist a random variable 
If for an ε 0 > 0, ∆ n (ε 0 ) → 0, then for n large enough,
Proof. Let ε 0 be as in the assumption of the theorem and let the set U 0 n ⊆ S n be defined as follows:
where B n (ε 0 ) is given by (3.13). Thus, by the very definition of ∆ n (ε 0 ),
When u i ∈ U n ∩ U 0 n , using an argument as in the proof of Theorem 3.4, and by (3.9) and (3.15), 17) provided that n > n 1 , for some positive integer n 1 large enough. When u i ∈ U n ∩ U 0 n , by (3.9),
Assuming n > n 1 , we are interested in the set U n ∩ U 0 n which can be represented as the union of disjoint subintervals of U n = {u 1 , · · · , u m }, i.e., U n ∩ U 0 n = ∪ N j=1 I j , where for j = 1, . . . , N ,
are disjoint subintervals of U n . Clearly, the number N of such intervals as well as the intervals I 1 , . . . , I N themselves depend on n. On each interval I j , (3.17) implies that the function ℓ n increases with a slope of at least ε 0 /2, and moreover, note that if
Note also that the approach in proving Theorem 3.4 largely applied because U n was a single interval where ℓ n increases. In the present, case the set U n ∩ U 0 n consists of several intervals and between them the function ℓ n does not necessarily increase. At first, it might appear that the approach of the previous subsection would work, when replacing
Unfortunately, a n would now depend on I j , and we would have to deal with the sums
To bypass this problem, we proceed differently. Consider the sets
i.e., J j is the image of I j under ℓ n . By (3.17) , all elements of J j are at least ε 0 /2-apart from each other (the intervals J j might overlap, although the intervals I j do not). By (3.18),
implying that the sum of the lengths of the (integer) intervals J j differs from the length of J := ∪ N j=1 J j by at most A m 0 (n). Formally,
where |J| denotes the length of J, i.e., the difference between the largest element and the smallest element of J, and ℓ n (u
) is the length of each J j . The number of elements ε 0 /2-apart needed for covering a (real) interval with length A m 0 (n) is at most 2A m 0 (n)/ε 0 + 1. Hence, at most 2A m 0 (n)/ε 0 + 1 elements ε 0 /2-apart will be lost due to overlappings, which implies that the set J contains at least
elements which are (at least) ε 0 /2-apart from each other. Using (3.11) and (3.16),
and therefore,
Recalling the assumption (3.14), there exists n 2 ∈ N such that for all n > n 2 ,
Now let
where
.
Since the interval
contains at most cϕ −1 (n)/4 elements which are ε 0 /2-apart from each other, and since the set J contains at least cϕ −1 (n)/2 elements which are ε 0 /2-apart from each other, it follows that B n contains at least cϕ −1 (n)/4 elements (the values of ℓ n being ε 0 /2-apart from each other). This implies that at least one of the two sets B + n and B − n , say B + n , contains at least cϕ −1 (n)/8 elements whose ℓ n -images are at least ε 0 /2-apart from each other. Let B n be the union of those cϕ −1 (n)/8 elements in B + n . Then the set B n \ B n consists of at least cϕ −1 (n)/8 elements (whose ℓ n -images are at least ε 0 /2-apart from each other). Hence, by the monotonicity of Φ,
The inequality (3.5) now finishes the proof.
Remark 3.7. In both Theorem 3.4 and Theorem 3.6, the thresholds, on large n, are independent of the choice of the convex function Φ. In Theorem 3.4, the threshold n 0 depends on the sequence ∆ n (ε 0 )/ϕ(n), but not on Φ. In Theorem 3.6, the threshold on n is obtained in two steps: the first threshold n 1 is to ensure the validity of (3.17), while the second threshold n 2 is to guarantee the validity of the last inequality in (3.19) . Both steps are independent of the choice of Φ.
Remark 3.8. The assumption m(n) = |U n | ≥ cϕ −1 (n) (for all n ∈ N), together with (3.11), implies that for every u ∈ U n , P(U n = u) ≥ ϕ(n) ≥ c m −1 (n). Hence, U n cannot be too large, since all the atoms in U n have roughly equal masses, justifying our naming this approach "uniform approximation". On the other hand, these two assumptions imply that P(U ∈ U n ) ≥ c, so that U n cannot be too small either. In the next section, we will see that the set U n satisfying the requirements of Theorem 3.6 does exist, but its choice must be made more carefully when compared to the one in Theorem 3.4. This is the price to pay for the arbitrarily slow convergence of ∆ n (ε 0 ).
The Binary LCS Case
As an applications of the general results of the previous section, in the rest of the paper, we consider the binary alphabet A = {0, 1}, i.e., X n and Y n are two independent i.i.d. sequences such that
, and L n (X n ; Y n ) is the length of the LCS of X n and Y n . Let u(z n ) count the zeros in z n = (x n ; y n ). Thus U n is equal to the number of zeros in Z n = (X n ; Y n ) and therefore U n ∼ B(2n, q), where q = 1 − p, and its support is S n = {0, 1, . . . , 2n}. Let the random transformation R be defined as follows: given z n , choose randomly (with uniform probability) a one and turn it into a zero. With this transformation, the condition (3.8) holds for any u = 0, . . . , 2n − 1. To see this, for any u = 0, . . . , 2n, let A n (u) ⊆ {0, 1} 2n consist of all the binary sequences containing exactly u zeros. For any z n ∈ A n (u),
In other words, P (u) is the uniform distribution on A n (u). Now, for any such u, let Z (u)
n be a random vector with law
n ) is supported on A n (u + 1). For any z n ∈ A n (u + 1), let 0 ≤ i 1 < · · · < i u+1 ≤ 2n be the positions of the zeros in z n , and let z (i j ) n , j = 1, . . . , u + 1, be the sequence in A n (u) obtained by changing the zero of z n at the position i j to a one. Then,
Finally note that since we are considering the LCS, any single-entry change in z n changes the score by at most one. Hence, A = 1 in (3.9) and
Lower Bounds Under Fast Convergence
The following theorem is proved in [19 Theorem 4.1. There exist positive constants ε 1 and ε 2 with ε 1 > ε 2 , and a set B n ⊆ A n × A n such that for every z n ∈ B n ,
Moreover, there exists p 0 > 0, such that for every 0 < p < p 0 ,
where c 1 > 0 does not depend on n, but may depend on p.
Hence (3.7) holds with ε 0 = ε 1 − ε 2 and ∆ n (ε 0 ) ≤ e −c 1 n , for n large enough. Furthermore, as shown above, (3.8) also holds for u i = 0, 1, . . . , 2n − 1.
In what follows, we will apply the fast convergence result (Theorem 3.4) to two possible choices of U n , and then compare the corresponding lower bounds on moments and exponential moments of |L n (Z n ) − µ n |.
The Standard U n
Often (cf. [19] , [21] and [16] ) the following choice of U n is used:
This "standard U n " is such that k 0 = 1 (recall (3.3)). By the de Moivre-Laplace local limit theorem (cf. [27, pp. 56]), there exists a universal constant b = b(p) > 0, which is independent of n, but depends on p, such that for n large enough,
The (best) constant b depends on the choice of U n , and it is easy to see (see (4.10) below) that for the standard U n as above, b ≥ e 2 √ π. Without loss of generality, assume that 2nq is a positive integer (if not, replace 2nq in the definition of U n with ⌈2nq⌉). Hence, with ϕ(n) = 1/b √ n, the condition (3.10) is verified and thus, all the assumptions of Theorem 3.4 are satisfied. Therefore, recalling that δ = ε 0 /2, E(Φ(|L n (Z n ) − µ n |)) is lower-bounded by
where the last inequality is obtained by minimizing over a n and since 2nq is a positive integer. 
Hence, for n large enough (independent of r, see Remark 3.7),
Example 4.3. For Φ(x) = e tx , t > 0, then the second summation in (4.3) becomes
, where ρ t := e ε 0 t/2 .
Hence, for n large enough,
Now, for any t > 0, there exists n large enough (depending on t) such that
Taking t = s/ √ n, with s > 0, gives a lower bound on the moment generating function of
the right-hand side of (4.6) approaches 2
showing the deficiency of the obtained bound, since we naturally expect the right hand side of (4.6) to approach one as s ↓ 0.
Remark 4.4. Since |V n | is non-negative, a series expansion, together with lower bounds on moments of |V n |, can also lower-bound its moment generating function. Indeed, by (4.4), for n large enough (independent of r),
This gives a lower bound similar to (4.6), except for the additive constant 1 − 2 √ 2/b, which ensures that the right-hand side of (4.7) tends to one as s ↓ 0.
Note finally that (4.6) is computed using the lower bound in (4.3) with Φ(x) = e tx and t = s/ √ n:
Above, the constant term (i.e., r = 0) converges to 2 √ 2/b as n → ∞, which is different from the constant term (equal to 1) in the series expansion in (4.7). The lower bound on the last series above can be computed using (4.4):
Therefore, the difference in the constants in (4.6) and (4.7) stems from the different constant terms (r = 0) in the respective series expansions.
The Extended U n
The bounds presented in the previous subsection give the correct order for the centered absolute moments (given that p is small enough), i.e., E(|L n − µ n | r ) ≍ O(n r/2 ). On the other hand, as argued at the end of Example 4.3, the lower bound on the moment generating function of |V n | can be improved. A way to do so (also valid for the moments of |V n |) is to extend the set U n and to refine the lower bound (4.2). In the present subsection, we show how the refined lower bound yields better approximations. In what follows, take β ∈ (1/2, 2/3), and redefine U n as follows
In the sequel, this U n is called the "extended" U n , and note that again k 0 = 1 (recall (3.3) ). Since (2n) β = o(n 2/3 ), it follows from the local de Moivre-Laplace theorem (cf. [27, pp. 56] ) that
, and q = 1 − p.
Hence, for every ǫ > 0, there exists N ∈ N such that, for any n > N ,
In particular,
Since 2β − 1 < 1, it follows that
On the other hand, by Theorem 4.1, there exists ε 0 > 0 and c 1 > 0, such that ∆ n (ε 0 ) ≤ e −c 1 n , for any n ∈ N large enough. Thus, the condition (3.10) holds and therefore, all the assumptions of Theorem 3.4 are verified. Thus, recalling that δ = ε 0 /2 and a n ∈ [2nq − (2n) β , 2nq + (2n) β ],
for n large enough, where the inequality follows from (4.9). From the symmetry of Φ(δ| · |), the right-hand side above is minimized at a n = 2nq. Moreover, let
Example 4.5. For Φ(x) = |x| r , r ≥ 1, since n β−1/2 → ∞, as n → ∞,
Since ǫ > 0 is arbitrary, (4.11) leads to
where ξ ∼ N (0, pq). Therefore, for n ∈ N large enough,
Let us compare this last bound with (4.4) of Example 4.2. From (4.9),
Hence, for each r ≥ 1, d 2 (r) > d 1 (r) will follow from (2pq) To show (4.12), set θ := (r + 1)/2 and
Then (4.12) is equivalent to f (x) > 1, for all x ≥ 2. Since
has a unique zeros at x = θ, it is sufficient to show that
But, this follows from a classical inequality for the gamma function (cf. [18, Theorem 1])
Γ(x) Γ(y) ≥ x x−1 e y y y−1 e x , for any x ≥ y ≥ 1.
Therefore, d 2 (r) > d 1 (r), for any r ≥ 1. That is, with the extended U n , Theorem 3.4 provides larger constants than the ones obtained with the standard U n .
Example 4.6. For Φ n (x) = e sx/ √ 2n with s > 0, then
Hence, (4.11) leads to
where again ξ ∼ N (0, pq). Therefore, for any s > 0,
(4.14)
Unlike the lower bound obtained in (4.6), the present lower bound approaches one as s ↓ 0. Thus, again, the bound obtained via Theorem 3.4, with the extended U n , outperforms the one obtained with the standard U n .
Remark 4.7. Since d 2 is given by the r-th moment of |ξ|, clearly
and so in this case, the lower bound on the moment generating function obtained via the series expansion gives the same result as (4.14).
Remark 4.8. There is another way to get (4.13). By (4.9), it is enough to prove that, as n → ∞,
To see this, note that by the CLT and the continuous mapping theorem, for any s ∈ R,
where " D −→ " stands for convergence in law. Moreover, for any ǫ > 0, by Hoeffding's exponential inequality,
which implies that the family of non-negative random variables exp sδ √ 2n |U n − 2nq| : n ∈ N is uniformly integrable. Let A n := {U n ∈ U n }. Again, Hoeffding's exponential inequality leads to 16) since 2β > 1. Therefore, for any s ∈ R,
where the last equality follows from (4.15) and the uniform integrability.
Uniform Approximation
We next show that in the binary LCS case, the uniform approximation approach (Theorem 3.6) also applies provided that U n is standard. Indeed, with the standard U n , we have m(n) = 2 √ 2n (ignoring the rounding), and ϕ(n) = 1/(b √ n), so that the condition m(n) ≥ cϕ −1 (n) = bc √ n holds with c = 2 √ 2/b, and thus Theorem 3.6 applies. Therefore,
Again, let us apply this result to |L n (Z n ) − µ n |.
Example 4.9. For Φ(x) = |x| r , r ≥ 1, the rightmost bound in (4.17) gives
Note that
where d 1 (r) is the constant given in (4.4). This last fact is quite expected since we had a cruder approximation and a weaker assumption ∆ n (ε 0 ) → 0, as n → ∞. Next, applying the finer lower middle bound in (4.17) gives
Once more, a better approximation leads to a larger constant
Example 4.10. For Φ(x) = e tx with t > 0, the rightmost bound in (4.17) gives 18) while the more refined middle bound, with ρ t = e ε 0 t/2 , gives
For every t > 0, the convergence to infinity (as n → ∞) of this last bound is slower than that of the bound (4.5). Hence, again, the uniform bound is smaller (for large n) than the ones obtained in the previous subsection using Theorem 3.4. Since t > 0, for n large enough (depending on t),
Remark 4.11. Again, when estimating the moment generating function of |V n | = |L n (Z)− µ n |/ √ n via its series expansion, with the lower bound E(|V n | r ) ≥ d 3 (r), for large n (uniformly in r),
which is the same bound as in (4.18) with t = s/ √ n, except for the constant term.
Remark 4.12. With the extended U n , the uniform approximation (Theorem 3.6) cannot be applied, since there does not exist a constant c > 0 such that m(n) = 2(2n) β ≥ c ϕ −1 (n), for any n ∈ N, with ϕ(n) given in (4.10).
Remark 4.13. We have obtained several constants d 3 (r) < d 4 (r) < d 1 (r) < d 2 (r) involved in lower bounding the moment E(|V n | r ). The best constant, d 2 (r), is obtained under fast convergence with extended U n . Clearly, in order to deduce the existence of c(r) such that E(|V n | r ) ≥ c(r), it suffices to tackle the case r = 1. However, it is easy to verify that in all the cases considered above (i.e., c(r) being either
, the constant (c(1)) r is smaller than c(r). Moreover, in all these cases, it is also true that c(r + 1) ≥ (c(r)) (r+1)/r , so that a better constant is obtained when estimating the r-th moment directly rather than estimating a lower-order moment.
5 An Upper Bound on the Rate Function
Background and Preliminary Results
The analysis right below (before Proposition 5.1) is similar to [4, Theorem 2] , but with a more general notion of score function and a slightly different definition of gap 1 . Again, let (X n ) n∈N and (Y n ) n∈N be two independent sequences of i.i.d. random variables, and let us consider a general scoring function S : A × A → R + . By subadditivity,
where L(X n+m n+1 ; Y n+m n+1 ) denotes the optimal alignments score of X n+m n+1 := (X n+1 , . . . , X n+m ) and Y n+m n+1 := (Y n+1 , . . . , Y n+m ). Hence, for any s ≥ 0,
Thus, by Fekete's lemma, for any s ≥ 0, the following limit -the rate function -exists:
and so,
Since for any n ∈ N,
it follows from (2.2) that for any s > γ * ,
The aim of the present section is to show that the methodology developed to date allows us to partially reverse (5.1) in the LCS case. That is, we will show that there exists a universal constant B > 0, such that
for any s belonging to an upper neighborhood of γ * . Moreover, the full claim (5.2), i.e., for all s > γ * , is shown to hold under a uniform convergence assumption, which is not proved in general. Hereafter and throughout this section, we will only consider the binary LCS case. For the rest of this subsection, we obtain a lower bound on E(e t(Ln(Zn)−ℓn(2nq)) ) (note that there is no absolute value in the exponent), which will be used to prove the claim (5.2) in the neighborhood of γ * . Since we are considering the special case of LCS and since we have already seen the advantage of the extended U n over the standard one, we shall use the extended U n . Throughout this section, let p 0 > 0 be given as in Theorem 4.1.
Proposition 5.1. Let t > 0 and let p ∈ (0, p 0 ). Then, there exists ε 0 > 0, such that
and where ξ ∼ N (0, pq).
Proof. For simplicity, assume 2nq to be an integer. Let U n be given by (4.8) . By the conditional Jensen's inequality,
Theorem 4.1 ensures that, with ε 0 := ε 1 − ε 2 , the condition (3.10) holds and therefore, all the assumptions of Theorem 3.4 are satisfied. If k ∈ U n and k ≥ 2nq, then by Theorem 3.4,
Hence, by (4.9), for any ǫ > 0 and n (depending on ǫ, but not on t) large enough,
and
Similarly, for n (depending on ǫ, but not on t) large enough,
Since ǫ > 0 is arbitrarily chosen,
where ξ ∼ N (0, pq).
To conclude this subsection, we provide an estimate on |E(L n (Z n )) − ℓ n (2nq)|/ √ 2n, which will be useful in the sequel.
Corollary 5.2. In the binary LCS setting, with
Proof. By (4.1),
Hence, for any ǫ > 0 and n large enough,
and by (4.16),
which clearly implies (5.5).
An Upper Bound on the Rate Function in the Neighborhood of γ *
The goal of this subsection is to prove the claim (5.2) in the neighborhood of γ * , i.e., for some constant B > 0 and γ > 0,
The following result of [14] (see also [13, Theorem 1] ) will be useful in the sequel of the proof: there exists Λ(t), t ∈ R, such that lim n→∞ Λ n (t) n = Λ(t), for any t ∈ R.
Moreover, r(s) and Λ(t) are convex functions and are related via
(ts − Λ(t)) , Λ(t) = r * (t) = sup s∈R (ts − r(s)) , for all s ∈ R and t ≥ 0. (5.7)
A Global Upper Bound Under a Uniform Lower Bound
Recall from Proposition 5.1 that
where λ is given by (5.3). Hence, for every 0 < λ 1 < λ and t > 0, 8) provided that n (which depends on t) is large enough . Proof. Let λ 2 := pq ε 2 0 /8. Since (5.8) holds uniformly in t, for n ≥ n 0 ,
and thus (recalling (5.5)),
which implies that,
Therefore, (5.2) holds true, for all s > γ * , with B = 1/(8λ 2 ) = 1/(4pqδ 2 ).
Binomial Approximation With the Further Extended U n
In this part, we derive (5.6) without assuming that (5.8) holds uniformly in t. Let M q (t) and K q (t) be respectively the moment generating function and the cumulant generating function of the Rademacher law with parameter q, i.e.,
We start with the following general theorem.
Theorem 5.4. Let p ∈ (0, p 0 ). Let there exist t 0 > 0 and δ > 0 such that, for any t ∈ [0, t 0 ], whenever n is large enough (possibly depending on t),
where (ν n ) n∈N ⊆ [0, ∞) is such that ln ν n = o(n), as n → ∞. Then, there exist constants B > 0 and γ > 0 such that (5.6) holds true.
Proof. Let t ∈ [0, t 0 ]. Taking logarithms in (5.9) leads to Λ n (t) = ln E e tLn(Zn) ≥ t ℓ n (2nq) + 2n K q (δt).
Dividing both sides of the above equality by n, and using (5.5), lead to
Now for any s ∈ R,
which implies that
We next show that Λ ′ (0+) = γ * (recall that Λ(t) and r(s) are related to each other only for t ∈ [0, ∞), see (5.7)). First, by (5.10), since K q (δt) ≥ 0 for any t ≥ 0, we have
Next, by definition, r(s) = 0 for any s < γ * . As stated in [13, Theorem 1] , r is a convex and, therefore, continuous function, and so r(γ * ) = 0. Thus, the function r is equal to zero up to γ * and is strictly increasing afterwards, and so,
Using (5.1) with K = 1 in the LCS case, for any t > 0,
where s t := t/2 + γ * > γ * , t > 0. Combining (5.12) and (5.13), it follows that Λ ′ (0+) = γ * , which, together with (5.11), implies that there exists γ 1 > 0, such that for any s ∈ (γ * , γ * + γ 1 ],
we obtain that the solution of
Clearly, there exists γ 2 > 0, such that when s − γ * ≤ γ 2 , u(x) ∈ [0, δt 0 ], and in this case
Since for w > 0, ln(1 + w) < w, and since for w ∈ (0, 1), ln(1 − w) < −w, it follows that
Therefore, (5.6) holds with B = 1/(4δ 2 q(1 − q)) and γ = min( γ 1 , γ 2 ).
Remark 5.5. By examining the above proof, it is easy to see that if (5.9) holds for any t > 0, then (5.2) holds for any s > γ * .
Let us return to (5.9) and examine under which conditions the hypothesis of Theorem 5.4 are satisfied. Since U n ∼ B(2n, q),
one might try to use the first term in (5.4) to get (5.9):
Thus (5.9) holds if,
for a sequence (ν n ) n∈N of positive reals such that ln ν n = o(n) (as n → ∞). Unfortunately, there does not exist such (ν n ) n∈N , since
To show a similar requirement, we need to further enlarge U n . The following lemma shows how to do so.
Lemma 5.6. For any η > 0, there exists b := b(η) > 0 such that for every n ∈ N large enough,
Proof. Since U n ∼ B(2n, q),
Next (cf. [9, Example 12.1.3]),
where h e is the binary entropy function of base e:
Hence, P (U n = k) ≥ 1 2n + 1 exp 2n h e k 2n + k 2n ln q + 1 − k 2n ln(1 − q) .
The continuous function g(x)
= h e (x) + x ln q + (1 − x) ln(1 − q), x ∈ (0, 1), is such that g(x) ≤ 0, for any x ∈ (0, 1), with g(q) = 0. Thus, for any η > 0, there exists b(η) > 0 such that, whenever |x − q| ≤ b/2, then g(x) ≥ −η/4, and so, if |k − 2nq| ≤ b(η)n,
Therefore, for n (depending only on η) large enough, inf k:|k−2nq|<bn
The proof is now complete.
Using Lemma 5.6, we can now verify the condition (5.9) of Theorem 5.4. Then, for any ǫ > 0 and any t ∈ [0, t 0 ], there exists N (t) ∈ N such that for any n ≥ N (t), (5.9) holds true with ν n ≡ 1 − ǫ, n ∈ N.
Proof. By Lemma 5.6, the set U n can now be further enlarged. Indeed, taking 0 < η < c 1 (where c 1 > 0 is given in Theorem 4.1), there exists b := b(η) > 0 such that sup k: |k−2nq|≤bn
e −c 1 n P (U n = k) ≤ e (η−c 1 )n → 0, n → ∞.
Let us therefore take U n = [2nq − bn, 2nq + bn] ∩ S n .
With ϕ(n) = e −ηn and by Theorem 4.1, the inequalities (3.10) (with ε 0 = ε 1 − ε 2 ) and (3.11) are both satisfied. Since in our LCS case (3.8) also holds, all the assumptions of Theorem 3.4 are verified and thus, for any k ∈ U n , ℓ n (k + 1) − ℓ n (k) ≥ δ = ε 0 /2, provided that n is large enough. Therefore, by the conditional Jensen's inequality, E e t(Ln(Zn)−ℓn(2nq)) ≥ E e t(ℓn(Un)−ℓn(2nq)) ≥ 2nq+bn k=2nq e t(ℓn(k)−ℓn(2nq)) P (U n = k) ≥ 2nq+bn k=2nq e tδ(k−2nq) P (U n = k) =: S It is easy to see that for every t > 0, S
n (t) ≤ Moreover, for any t > 0, S
n (t)+S   e tδ(k−2nq) P(U n = k) < e 2δtn P(|U n −2nq| > nb) ≤ 2e (2δt−b 2 )n , where the last inequality follows from Hoeffding's exponential inequality. Thus, for t > 0,
= S
(1)
n (t) + S
n (t) S n (t) ≤ c(t) S n (t) + S
n (t) S n (t) + 2 exp 2δt − b 2 − 2 ln M q (δt) n .
Hence, for any 0 < t < t 0 , where t 0 is the solution to (5.14), S
n (t) S n (t) → 1, as n → ∞.
Together with (5.15), it follows that, for every t ∈ (0, t 0 ], there exists N (t) ∈ N, such that for any n ≥ N (t), E e t(Ln(Zn)−ℓn(2nq)) ≥ S n (t) ≥ (1 − ǫ)M q (δt) 2n , which completes the proof.
6 Beyond the Binary LCS Case: Discussion
In this paper we applied the general methodology developed in Section 3 to the binary LCS case with strongly asymmetric distributions. From Theorem 4.1, this setup is one of few known models where the existence of a suitable random transformation and of ε 0 (such that (3.8) and ∆ n (ε 0 ) → 0 both hold) have been proven to exist. In the binary LCS case, Theorem 4.1 assumes a very asymmetric distribution, and further research is needed to relax this asymmetry assumption.
Other setups where the assumptions of Theorem 3.4 have been proved to hold were studied in [17] , [21] and [22] . For example, in [21] and [22] , the random variables (X n ) n∈N and (Y n ) n∈N are all i.i.d., every letter β ∈ A is taken with a positive probability (i.e., P(X 1 = β) > 0), and the scoring function S as well as the distribution of X 1 do satisfy the following asymmetry assumption. When S(b, b) = S(a, a) > S(b, a) (recall that S is assumed to be symmetric and non-constant), then Assumption 6.1 is satisfied if and only if P(X 1 = a) = P(X 1 = b). Thus, in terms of the distribution of X i and of the scoring function S, (6.1) requires much less than Theorem 4.1. However, the price to be paid there is in terms of δ. Namely, the analogue of Theorem 4.1 can be shown to hold only if the gap penalty −δ is sufficiently high. The theorem itself is as follows (cf. [21, Theorem 3.1]):
Theorem 6.2. Let Assumption 6.1 hold. Let a, b ∈ A be as in (6.1), and let the random transformation R turn the letter a in Z n into the letter b. Then there exist constants δ 0 < 0, ǫ 0 > 0, α > 0, and n 0 ∈ N, such that for any δ < δ 0 and n ≥ n 0 ,
