ABSTRACT. We study the interior Hölder regularity problem for weak solutions of the porous medium equation with external forces. Since the porous medium equation is the typical example of degenerate parabolic equations, Hölder regularity is a delicate matter and does not follow by classical methods. Caffrelli-Friedman, and Caffarelli-VazquezWolansky showed Hölder regularity for the model equation without external forces. DiBenedetto and Friedman showed the Hölder continuity of weak solutions with some integrability conditions of the external forces but they did not obtain the quantitative estimates. The quantitative estimates are important for studying the perturbation problem of the porous medium equation. We obtain the scale invariant Hölder estimates for weak solutions of the porous medium equations with the external forces. As a particular case, we recover the well known Hölder estimates for the linear heat equation.
INTRODUCTION
We consider the following degenerate parabolic equation:
where m > 1 is a constant, u = u(t, x) : (0, ∞) × R n → R is unknown, u 0 = u 0 (x) : R n → [0, ∞), f = f (t, x) : (0, ∞) × R n → R n and g = g(t, x) : (0, ∞) × R n → R are given. For f, g ≡ 0, the equation (1.1) is called the porous medium equation. The equation (1.1) is a degenerate parabolic equation since the diffusion coefficient mu m−1 may vanish. It is well-known that solutions of the degenerate parabolic equation (1.1) are not generally smooth even if the initial datum u 0 is smooth enough. We now introduce the notion of weak solutions. Definition 1.1. For u 0 ∈ L 1 (R n ) and for f, g ∈ L 1 ((0, ∞) × R n ), we call u a weak solution of (1.1) if there exists T > 0 such that (1) u(t, x) ≥ 0 for almost all (t, x)
with ∇u m ∈ L 2 ((0, T ) × R n ); (3) u satisfies (1.1), namely for all ϕ ∈ C 1 (0, T ; C 1 0 (R n )) and for almost all 0 < t < T ,
We remark that the existence of weak solutions is shown by Oleȋnik-Kalašinkov-Čžou [19] and J. L. Lions [16] (cf.Ôtani [22] ). Our aim in this paper is to obtain a priori Hölder estimates for weak solutions of (1.1).
Caffarelli-Friedman [5] and Caffarelli-Vázquez-Wolanski [6] showed Hölder continuity for solutions of the porous medium equation. They essentially use a pointwise estimates for the derivative of solutions given by Aronson-Benilan [2] and the comparison principle for the porous medium equation. For the general case with the external force (1.1), the Aronson-Benilan type estimate is not known. In addition, if the equation involves non-local effect such as the system with other equations, the comparison principle does not generally hold. For instance, we consider the following degenerate Keller-Segel system:
It is known by Sugiyama-Kunii [24] that there exists a time global bounded weak solution (u, ψ) of (1.2) in the case of 1 ≤ m ≤ 2 − 2 n and n ≥ 3 for small initial data. Regularity estimates of solutions of (1.2) are closely related to the large time asymptotic behavior of solutions of (1.2) (cf. Luckhaus-Sugiyama [17] , Ogawa [20] , Ogawa-Mizuno [21] ), however comparison principles do not hold for (1.2) . Therefore it is an worth to derive the regularity of the weak solution of (1.1) without using the comparison principle.
On the other hand, DiBenedetto-Friedman [9] , Wiegner [26] considered the p-Laplace evolution equation:
(1.3) ∂ t v − div(|∇v| p−2 ∇v) = 0, t > 0 , x ∈ R n , v(0, x) = v 0 (x), x ∈ R n .
The p-Laplace evolution equation is a typical example of degenerate parabolic equations. They showed the Hölder continuity for the gradient of the solutions of (1.3) by using the method of alternative and intrinsic rescaling. Misawa [18] showed the gradient Hölder estimates for more general p-Laplace evolution equations. We remark that they does not rely on the comparison principle for the p-Laplace evolution equation (1.3) . Roughly speaking, the gradient of the solution may be regarded to satisfy (1.1) with f, g ≡ 0 and it seems possible to apply their methods for solutions of (1.1). In fact, DiBenedetto-Friedman [9] showed Hölder continuity for solutions of (1.1) with f, g ≡ 0 and m > 1. They also mentioned the Hölder continuity of the weak solution of (1.1) involving the external forces
In this paper we extend the above mentioned results to the case of general external forces, more specifically, we prove Hölder continuity for bounded weak solutions of (1.1). In addition, we obtain Hölder estimates with explicit dependence on the external forces f and g.
It is well-known that Harnack estimates are closely related to Hölder continuity of solutions (cf. AronsonCaffarelli [3] , DiBenedetto [7] , [8] and DiBenedetto-Gianazza-Vespri [10] , [11] ). We remark that the porous medium equation (1.1) is not additive, in particular for a solution u of (1.1) and a constant k ∈ R, both u − k and k − u do not satisfy (1.1). Thus the Harnack inequality does not imply Hölder continuity of solutions of (1.1) directly. DiBenedetto-Gianazza-Vespri [10] , [11] pointed out this fact and considered Hölder estimates for the singular porous medium equation, namely (1.1) with 0 < m < 1. It is also well-known that regularity of the gradient of solutions imply Hölder continuity. Gradient estimates for p-Laplace evolution equations are recently studied by Kinnunen-Lewis [13] , Acerbi-Mingione [1] , Duzaar-Mingione [12] and Kuusi-Mingione [14] .
Before stating our main theorem, we introduce weak L p spaces.
Now, we state our main theorem.
Theorem 1.4.
Let m > 1 and let u be a bounded weak solution of
Then, for all ε > 0, the solution u is uniform Hölder continuous with respect to (t, x) in (ε, ∞) × R n . Precisely, there exist constants C, σ > 0 such that
for all (t, x), (s, y) ∈ (ε, ∞) × R n , where σ > 0 depends only on n, m, p, q and C > 0 depends only on n, m, p, q, ε.
When the initial datum u 0 is bounded positive and the external force div f + g is bounded, then solutions of (1.1) is bounded on some time interval (0, T ) by the maximum principle. Sugiyama-Kunii [24] and Ogawa [20] showed the boundedness for the solution and rescaled solution of (1.2) hence we may apply our results for (1.2). For ρ > 0 and x 0 ∈ R n , we denote the n-dimensional open ball with radius ρ and center x 0 by B ρ (x 0 ). We define parabolic cylinders Q ρ (t 0 , x 0 ), Q θ0 ρ (t 0 , x 0 ) and modified parabolic cylinders
. We often abbreviate the center of parabolic cylinders (t 0 , x 0 ). We denote the n-dimensional Lebesgue measure by
) and another function spaces are also same. For a function f on a set A, we denote the oscillation of f in A by osc A f := sup A f − inf A f . We denote the positive part of f and the negative part of f by f + := max{0, f } and f − := max{0, −f }, respectively. We
. the usual parabolic cylinder and the modified parabolic cylinder remark that a superscript plus or minus are different of the positive part or the negative part. For a constant k ∈ R and a function f on a set Ω, we let {f > k} := {x ∈ Ω : f (x) > k} and other level sets such as {f < k} are defined in a similar manner. We put
. We denote a constant depending on m, β, . . . by C(m, β, . . . ). The same letter C will be used to denote different constants. We use subscript numbers if we consider the relation between the constants. For a open interval (a, b) ⊂ R and a open ball
ALTERNATIVE LEMMA AND PROOF OF THE MAIN THEOREM
We hereafter replace u m by u and we consider the following equation:
and ω be an approximated supremum and oscillation of the weak solution u of (2.1), namely
Lemma 2.1 (alternative lemma). Let us assume (2.2) and (2.3). Then there exist constants 0 < θ 0 , η 0 < 1 and δ 0 > 0 depending only on n, m, p, q such that for all ρ > 0 satisfying ρ σ0 ≤ δ 0 ωM
, we obtain the following estimates:
(i) Lower bounds. If
We will prove part (i), which is Proposition 3.1 in Section 3 and part (ii), which is Proposition 4.1 in Section 4. According to Lemma 2.1, we obtain (2.4) osc
. We remark that we may take η 0 as small as we want since we obtain by (2.4) osc
Remark 2.2. We explain an advantage to use the modified parabolic cylinder. For ρ ≪ 1 and M > 0, we consider
Introducing the scale transform
we obtain (2.5)
Since M can be regarded as the supremum of u on Q ρ,M by the assumption (2.2), we may consider (2.5) as the uniformly parabolic equation. Furthermore, in view of
, the inequality 1 − 2 q − n p > 0 is the sufficient condition to ignore the external force. We now show Theorem 1.4 by temporary admitting Lemma 2.1. We put Q = (0, ∞) × R n , M 0 = sup Q u and ω 0 = M 0 . Let θ 0 , δ 0 and η 0 be as in Lemma 2.1. We choose 0 < ρ 0 < ε satisfying
We choose
and choose sequences as follows: For j ∈ N, (2.6)
Using Lemma 2.1, we obtain the following oscillation estimates.
is defined by the above (2.6). Then for 0 < δ 0 < 1 defined in Lemma 2.1 and for j ∈ N, we obtain
Proof of Lemma 2.3 . By the definition of M j , we obtain sup
To show osc Qj u ≤ ω j , we make induction. First we consider the case j = 1.
For this reason, we obtain
Otherwise, if
. Applying Lemma 2.1, we find osc
In either case, we obtain (2.7) for j = 1. Next we assume (2.7) for j ≤ k and we show for j = k + 1 using the following inequality:
To show (2.8), we consider the case µ
and hence µ
Since r 0 ≤ (
In either case, we have Q k+1 ⊂ Q k and hence
Second we consider the case
and hence
Hence we may apply Lemma 2.1 and we obtain
and
where the constant C depends only on n, m, p and q. Furthermore, if ρ > ρ 0 , then
Therefore, we find Without loss of generality, we assume t 0 = 0 by using the parallel translation. We omit the center of ball x 0 . We hereafter write µ + = sup Qρ,M u, µ − = inf Qρ,M u. In this section, we prove Lower bounds in Lemma 2.1. More precisely, we show the following proposition:
Assume inequalities (2.2) and (2.3). Then there exists 0 < θ 0 < 1 depending only on n, m, p, q such that if
To show the lower bounds, the following Caccioppoli estimate plays an important role.
Lemma 3.2 (the Caccioppoli estimate for sub-level sets). Let
By the integration by parts and the Young inequality, we obtain
We estimate the 1st term of the left-hand side of (3.2). Since (2.3) and
We estimate I 3 and I 4 . By the definition of the weak L p space and by the Hölder inequality, we have
We estimate I 1 . Since
we have
, and hence
In either case, we obtain (3.5)
Substituting (3.4) and (3.5) for (3.3) we obtain (3.1).
Proof of Proposition 3.1. We consider the scale transform
and we puth(ρ,
. We rewrite the Caccioppoli estimate (3.1) as follows:
We take p * , q * > 0 as
We remark that
Then, by using (2.2) and (ũ − k i ) − ≤ ω 2 , we rewrite (3.6) as
Using the Ladyženskaja inequality (cf. Proposition A.1) and the Hölder inequality, we have
we obtain
Either if q ≥ p, then q * p * ≤ 1 and we obtain
by the Hölder inequality. Otherwise, if q < p, then
Therefore, by using ρ σ0 ≤ ωh(ρ, ω)
and Lemma A.4, there exists 0
PROOF OF UPPER BOUNDS (II) OF LEMMA 2.1
In this section, we prove Upper bounds in Lemma 2.1. More precisely we show the following proposition:
Proposition 4.1. Let 0 < θ 0 < 1. Assume inequalities (2.2) and (2.3). Then, there exist η 1 , δ 1 > 0 depending only on n, m, p, q and θ 0 such that if
Taking θ 0 as in Proposition 3.1, δ 1 , η 1 > 0 as in Proposition 4.1 and
we obtain Lemma 2.1.
To prove Proposition 4.1, we first show measure estimates of sub level sets of some time slice.
Lemma 4.2. Let 0 < θ 0 < 1. If
then for all 0 < θ < θ 0 , there exists −
depending only on θ and θ 0 such that
Proof. By the change of variable t = 
which is contradiction.
We next show Bernstein type estimates for the positive part of solutions.
Lemma 4.3.
There exist r 0 , δ 2 > 0 depending only on n, m, p, q and θ 0 such that
Proof. We rewrite (2.1) as
where
2 r 0 and r 0 > 2 be chosen later. We remark that
We take the cut-off function η = η(x) as
where σ > 0 will be chosen later. Putting w = ψ(u) and taking the test function (ψ 2 ) ′ (u)η 2 in (τ 0 , t) × B ρ , where τ 0 will be chosen later, we have
Using the property (ψ 2 ) ′ ∇u = 2w∇w and the Young inequality, we have
Combining the above estimates, we have For simplicity, we put k
First, we estimate the left-hand side of (4.2). Since , we obtain
We estimate
and (2.2), we have
We estimate I 8 . Since
By the definition of the weak L p space and by the Hölder inequality, we have
Using (2.3), we obtain
We estimate I 9 and I 10 . Considering the same calculation for I 8 , we have (4.7)
and (4.8)
Combining estimates (4.3)-(4.8), we have
We choose parameters r 0 , σ and δ 2 . First we choose σ = σ(n, θ 0 )
Finally, we choose δ 2 = δ 2 (n, m, p, θ 0 ) > 0 sufficiently small such that
In the proof of Proposition 4.1, we need to show the Caccioppoli estimate. 
Proof. Testing a function (u − k) + η 2 to (2.1), we have
(4.10)
By the Young inequality and since k > µ + − ω 2 , we have
We estimate the first term of the left-hand side in (4.10). Since
we have (4.12)
Finally, we estimate I 1 . By (2.3), we have
and hence (4.13)
Combining estimates (4.11), (4.12) and (4.13), we obtain (4.14)
Using the same argument of the proof of Lemma 3.2, we have
hence we obtain (4.9) from (4.14).
Using Bernstein type estimates, the Caccioppoli estimate and the hole filling argument, we may prove the smallness of measures of super level sets. 
Remark 4.6. We obtain the estimate of δ 1 as
Proof of Lemma 4.5. We fix t ∈ I θ0 ρ,M and set
, where j ≥ r 0 and the constant r 0 is given by Lemma 4.3. By the Poincaré type inequality (cf. Proposition A.2), we have ω
Since k > µ + − ω 2 r 0 and Lemma 4.3, we have
Integrating over I θ0 ρ0,M for (4.15), we obtain
Then, by the Caccioppoli estimate (Lemma 4.4), we have
(4.16)
First we estimate I 1 . By the inequality (2.2), we have
Summing over i = r 0 + 1, . . . , q 0 , we have
We take q 0 > 0 enough large such that 2C(n, m, p, q)
we have Proof of Proposition 4.1. Let 0 < ν < 1 be chosen later. We take δ 1 > 0 and q 0 as in Lemma 4.5. We introduce the following scale transform
Then, using (2.2), we may rewrite the Caccioppoli estimate (4.9) as follows:
.
We take p * , q * > 0 as in the proof of Proposition 3.1 and for i ∈ N we take ρ = ρ i , k = k i ,η =η i satisfying η i ≡ 1 on Q θ0 ρi+1 and
By the Ladyženskaja inequality (cf. Proposition A.1) and the Hölder inequality, we have
Considering the same calculation of (3.7) and (3.8), we obtain
Therefore, by Lemma A.4, there exists 0
By Lemma 4.5, we obtain the upper bounds of u. 
Proof. By the Gagliardo-Nirenberg-Sobolev inequality, we have
Taking L q (I) norm on both side, we obtain (A.1). 
Proof. First we consider the case of n ≥ 2. We consider the case n = 1. For x ∈ N and x ′ ∈ N 0 , we have g(x) = g(x) − g(x ′ ) = Let Ω ⊂ R n be a domain (not necessary bounded).
