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Resumen
La desintegración doble beta sin neutrinos es un proceso hipotético en el que dos
neutrones de un núcleo se transforman en dos protones emitiendo únicamente
dos electrones, sin neutrinos. La detección de un proceso así demostraría que
los neutrinos son partículas de Majorana y que el número leptónico total no
se conserva (las oscilaciones de neutrinos ya han demostrado que el número
leptónico por familia no se conserva).
La determinación de la naturaleza del neutrino podría responder a varias
preguntas de diversa índole dentro de la física de partículas. Primero, podría
dar explicación a la escala de masas del neutrino a través de un mecanismo
de balancín (see-saw). Por otra parte, explicaría la asimetría entre materia y
antimateria en el origen del universo mediante teorías de leptogénesis. Esto
hace que la búsqueda de la desintegración doble beta sin neutrinos sea clave en
el escenario actual.
Hasta el momento no se ha encontrado evidencia experimental de esta desin-
tegración pero se han establecido limites inferiores a la vida media de este tipo
de eventos. Los límites actuales, en el caso del isótopo 136 del xenón, son de
1.07·1026 años, varios órdenes de magnitud por encima de la vida del universo.
Esta vida media hace que la desintegración sea extremadamente larga y que
su búsqueda no sea, en absoluto, una tarea fácil. Para valorar los requerimientos
de dicha búsqueda, podemos observar la sensibilidad de un experimento doble
beta, definida como el limite superior que podría poner a la masa efectiva del
proceso:
mββ = K2
√
1
e
4
√
c · ∆E
Mββ · t , (1)
donde K2 es una constante que depende del isotopo del que se busca la desin-
tegración, e es la eficiencia del detector, ∆E es el rango de energías de interés,
c es la cantidad de fondo radiactivo por kilogramo y keV en un año, Mββ es la
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masa total de isótopo y t el tiempo de exposición, siendo el producto entre masa
y tiempo la exposición total del experimento.
Todos estos parámetros deben ser optimizados a fin de encontrar este pro-
ceso: la eficiencia, entre 0 y 1, debe ser maximizada, se deben buscar técnicas
que permitan la acumulación de grandes masas sin descuidar la resolución en
energía del detector ni la cantidad de fondo radiactivo (background). Es más,
aquellas técnicas que son capaces de mantener una buena resolución en energía
y conseguir rechazar la mayor parte de su background son las más adecuadas
para la búsqueda de la desintegración doble beta sin neutrinos.
Así pues, cualquier método que pueda reforzar dichos parámetros debe ser
evaluada y perseguida. Como se explicará y mostrará más adelante, el algoritmo
de Maximum Likelihood Expectation Maximization (ML-EM) puede usarse en la
reconstrucción de eventos en cámaras de proyección temporal de gas a alta pre-
sión, permitiendo maximizar la resolución energética y la capacidad de rechazo
de ruido radioactivo. En concreto, y como objetivo de esta tesis, se ha evaluado
el impacto de dicho método en el esquema de reconstrucción del experimento
NEXT.
El experimento NEXT
El experimento Neutrino Experiment with a Xenon TPC (NEXT) buscará la desin-
tegración doble beta sin neutrinos usando una cámara de proyección temporal
(TPC) con xenón en estado gaseoso a alta presión. El xenón tiene varios isotopos
doble beta de forma que el medio de detección y la fuente coinciden. Para la
búsqueda, de entre los posibles isotopos, el experimento usará xenón enrique-
cido al 90% en el isotopo 136. La elección de este isotopo se debe a su alta
energía liberada en la desintegración (2458 keV) que permite evitar gran parte
del fondo radiactivo natural.
La señal experimental de un evento doble beta sin neutrinos consiste en una
deposición de energía fija igual a la diferencia de energía entre el núcleo y su
hijo. Por otra parte, los eventos doble beta tienen una señal topológica muy
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característica cuando se producen en un gas a alta presión; lo cual es el caso de
NEXT.
Dicha señal consiste en la ionización de electrones a lo largo de una traza
(de unos 30 cm de largo a 10 bares de presión). Esta traza es errática y tortuosa
debido a la dispersión múltiple (multiple scatttering) que sufren los dos electrones
emitidos en la desintegración. Cuando los electrones hayan perdido la suficiente
energía depositarán su energía restante de golpe en el medio provocando dos
grandes deposiciones en los extremos de la traza, los llamados blobs.
Este comportamiento es muy diferente al que se observa en eventos de un
solo electrón, eventos que forman la mayor parte del background del experimento.
De esta forma, esta información podría utilizarse para distinguir entre señal y
fondo. Esta es la idea detrás del diseño de NEXT, el cual permite obtener una
buena resolución energética y, simultáneamente, reconstruir esta señal topológ-
ica. Sin embargo, los sensores y electrónica óptimos para cada tarea son bastante
diferentes por lo que se ha optado por especializar cada uno de los planos de la
TPC en diferentes medidas.
Este concepto se conoce como Separated Optimized Function TPC o SOFT. Su
aplicación en NEXT consiste en el uso de una TPC asimétrica en la cual un
plano está cubierto por tubos fotomultiplicadores (PMTs), conocido como plano
de energía, y otro cubierto por contadores de fotones multipixeles (SiPM), lla-
mado plano de tracking. Para alcanzar la resolución en energía óptima, la señal
se amplifica muy cerca del plano de tracking usando electroluminiscencia, esto
es la emisión de luz de provocada por la excitación de los átomos por cargas
aceleradas por un campo eléctrico intenso.
De esta forma, el proceso de detección de señales en NEXT es el siguiente: las
partículas que interaccionan en el xenón a alta presión transfieren su energía al
medio mediante la ionización y la excitación. La excitación se manifiesta en un
primer centelleo en el que se emite luz ultravioleta (∼178 nm); esta emisión de
luz se conoce como S1. Los electrones arrancados en la ionización no se recom-
binan gracias a la aplicación de un campo eléctrico moderado (0.3 - 0.5 kV/cm).
Estos electrones derivan hacia el ánodo de la TPC donde entran en una región
altamente transparente en la que hay un campo eléctrico mucho más intenso (2 -
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3 kV/cm/bar). Allí, más fotones ultravioleta se generan isotrópicamente gracias
a la electroluminiscencia y conforman el llamado S2. Dado que la mayoría de
sensores no son sensibles a la luz ultravioleta, se emplea un cambiador de lon-
gitud de onda (tetrafenil butadieno, o TPB). Este cambiador de onda transforma
la luz ultravioleta en luz azul (de unos 430 nm).
Así pues, tanto el primer centelleo como la ionización acaban provocando
una señal óptica que puede ser detectada por ambos planos. Cuando la primera
señal, el S1, es detectado por el plano de energía, se considera que empieza el
evento. Por otra parte, la detección de la luz emitida en el S2 proporciona una
medida de la energía del evento. Además, la diferencia temporal entre el S1 y el
S2 puede usarse para estimar la posición longitudinal del evento.
Por otra parte la luz producida en la zona de electroluminiscencia puede us-
arse también para reconstruir trazas. Esto es gracias a la cercanía entre la región
de electroluminiscencia y el plano de tracking. Esta proximidad permite deter-
minar con precisión la posición transversal de los electrones de ionización en
el momento en el que atraviesan la zona de electroluminiscencia. Combinando
esta información con la longitudinal se puede obtener una reconstrucción tridi-
mensional del evento.
Considerándolo todo, este diseño es capaz de ofrecer una resolución en en-
ergía mejor del 0.5% FWHM en el valor Q del isotopo 136 del xenón proporcio-
nando, al mismo tiempo, la posibilidad de reconstruir trazas. Esta última es una
poderosa herramienta para la identificación de background.
Siguiendo las ideas detalladas, la Colaboración ha construido varios detec-
tores a lo largo de los años con el objetivo de demostrar su concepto y evaluar
el rendimiento de la técnica.
Tras operar fructíferamente dos prototipos en una intensa fase de desarrollo,
la Colaboración se encuentra comisionando su primer detector en el Laborato-
rio Subterráneo de Canfranc (LSC). Este detector, conocido como NEXT-White
(NEW), es la primera fase de NEXT-100, un detector mucho mayor que con-
tendrá 100 kg de xenón y se construirá también en el LSC. NEW demostrará el
modelo de fondo radiactivo del experimento, proporcionará estimaciones pre-
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cisas de la resolución de energía para altas energías y permitirá evaluar la dis-
criminación topológica derivada de la reconstrucción de trazas.
NEW operará con 5 kilos de xenón natural a una presión de entre 5 y 15
bares. El gas está dentro de un contenedor a presión de radio igual a 200 mm y
una longitud de 500 mm. Está equipado con 12 PMTs y casi 2000 SiPMs. Dado
que es el detector actual sobre el que trabaja la Colaboración, NEW ha sido el
detector usado como banco de pruebas de la validez de la implementación del
algoritmo ML-EM, tema central de esta tesis.
Maximum Likelihood Expectation Maximization (ML-EM)
La reconstrucción en NEXT es un problema bastante complejo dado que debe
combinarse la información de los dos planos de sensores y, además, hay varios
efectos diferentes que pueden afectar a la señal. Por si fuera poco, la señal ya es
de por sí compleja desde un punto de vista topológico.
En esta situación, resultan de interés los métodos capaces de resolver el prob-
lema inverso. De esta forma, el método ML-EM resulta ideal para conseguir una
reconstrucción de eventos satisfactoria gracias a que las fluctuaciones estadís-
ticas del método están implementadas correctamente dentro del método. Este
hecho es de máxima importancia cuando se evalúan procesos descritos por es-
tadística poissoniana, la cual describe los procesos de detección de fotones; es
decir, el caso de NEXT.
La estimación de la máxima verosimilitud o Maximum Likelihood Estima-
tion (MLE) es un método adecuado para resolver una gran variedad de proble-
mas inversos. El método consiste, básicamente, en maximizar la verosimilitud
o likelihood de un modelo estadístico que describe el grupo de transformaciones
que producen un resultado determinado dadas unas determinadas condiciones
iniciales.
Cuando se aplica se aplica dicho método a un conjunto de datos dado,
que venga descrito por el modelo estadístico, se obtiene una estimación de los
parámetros del modelo. Estos parámetros se corresponden con las condiciones
iniciales más probables que han llevado a las observaciones realizadas.
ix
Por ejemplo, en el caso de un proceso de detección, el conjunto de datos
que se pasaría al MLE sería la respuesta de los detectores y el MLE estimaría el
origen de esa misma señal.
Cuando se trabaja con MLE es preferible usar el logaritmo de la verosimilitud
en vez de la misma función de verosimilitud. Esto se debe a que los productos
son difíciles de tratar desde un punto de vista matemático y puede hacerse gra-
cias a que el logaritmo es una función monótona. Desafortunadamente, incluso
teniendo esto en cuenta, las soluciones analíticas son extremadamente raras e,
incluso, inexistentes. Sin embargo, pueden utilizarse algoritmos numéricos para
resolver esos casos.
Un algoritmo usado comúnmente para resolver problemas de MLE es el Ex-
pectation Maximization (EM). Este algoritmo funciona especialmente bien para
casos en los que la función de verosimilitud no puede ser escrita explícitamente
lo cual es habitual en casos complejos como el de NEXT. La combinación de
MLE con EM da como resultado el método de Maximum Likelihood Expecta-
tion Maximization (ML-EM).
La expresión matemática del ML-EM depende del modelo de verosimilitud
que se quiere maximizar por lo que, para usarlo en NEXT, hace falta obtener el
modelo que mejor describe la producción y detección de luz en el detector. Estos
procesos son poissonianos y el método ML-EM ha sido ampliamente utilizado
en procesos de dicha naturaleza.
Para estos casos, el logaritmo de la función de verosimilitud resulta en:
logL(x|y) =
n
∑
i
(yi log(Ax|i)− Ax|i). (2)
En NEXT, la señal observada se corresponde con la respuesta de los fotode-
tectores, tanto del plano de energía como del plano de tracking. Consecuente-
mente, el vector de salida y estará compuesto por el número de fotones detec-
tados por cada sensor d, yd. Esta cantidad es directamente proporcional a la
cantidad de luz producida dentro del detector que, a su vez, depende directa-
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mente en la carga depositada por un evento dado si se asume, idealmente, que
no hay perdida de carga durante la deriva de los electrones de ionización.
Dicho de otra manera, la densidad de carga depositada de correspondería
con nuestros parámetros iniciales, x, que sería el origen de la respuesta y reg-
istrada por los sensores. Esto es cierto únicamente porque se están considerando
solamente procesos de emisión de fotones (proceso poissoniano) y de detección
(proceso de Bernouilli), haciendo que el proceso global este dominado por es-
tadísticas de Poisson.
Para estimar la densidad de carga depositada, el volumen activo de la TPC
se voxeliza, es decir, se discretiza en pequeñas unidades de volumen llamados
voxeles, donde la carga se deposita. Así pues, x es un vector cuyos componentes
son proporcionales al número de pares de ionización xv producidos en cada
voxel v.
Dada la naturaleza poissoniana del proceso, todo el desarrollo hecho para
imagen médica para derivar la expresión matemática del método ML-EM puede
utilizarse directamente en el caso de NEXT. Como consecuencia, la expresión 3
puede resolverse usando el mismo algoritmo EM usado en imagen médica. De
esta forma la siguiente fórmula se obtiene:
xm(v) =
xm−1(v)
∑d P(v, d)
∑
d
y(d)P(v, d)(
∑v′ xm−1(v′)P(v′, d)
)
+ c(d)
(3)
donde x(v) es la carga depositada en el voxel v, m es un subíndice indicativo
del número de iteración actual, P(v, d) es la probabilidad de que un sensor d
detecte un fotón emitido como consecuencia de la carga depositada en el voxel
v, yd es el número de fotones detectados por el detector d y c(d) es el ruido
medio del sensor d. El denominador situado dentro del sumatorio sobre todos
los detectores es una estimación de la carga que debería estar midiendo el sensor
dada la estimación actual de los parámetros.
Sobre esta expresión matemática se ha trabajado en la tesis, considerando
y evaluando las necesidades adicionales para su implementación en la cadena
de reconstrucción de NEXT. Dicha implementación ha sido realizada creando
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una librería independiente en C++, de forma que pueda ser usada en distintos
detectores y geometrías sin necesidad de dependencias internas.
Implementación y optimización del método ML-EM en NEXT
Para aplicar la expresión del ML-EM en NEXT es necesario conocer y determi-
nar el modelo de probabilidad que marca los valores de P(v, d). Este modelo
puede computarse usando simulaciones dado el reto que supone una descrip-
ción analítica de todos los efectos. Para ello, usando una simulación del detector
NEW, un gran número (para evitar ruido estadístico) de electrones se generan
en diferentes puntos q(x, y, z) de la cámara, produciendo así luz y generando
una respuesta en los sensores. El cociente entre el número de fotones detectados
por un sensor d y los producidos desde un punto q da una estimación de la
probabilidad; la distribución de las diversas combinaciones entre q y d da una
matriz de probabilidad P(q, d). Si los voxeles son lo suficientemente pequeños,
la probabilidad P(v, d) es aproximadamente igual a P(q, d).
La situación descrita se corresponde con el procedimiento ideal, sin embargo
la matriz de probabilidades que contenga todo el volumen de la cámara sería
demasiado grande para manejarla fluidamente. Por ello solo se produce para
electrones situados en la zona de electroluminiscencia, de esta forma una matriz
P(qEL, d) siendo qEL = q(x, y, zEL. Esta aproximación es válida dado que todos
los electrones de ionización producidos dentro de la cámara derivan hacia la
región de electroluminiscencia y es allí donde se produce la luz. Por supuesto,
esta aproximación no incluye los efectos de deriva de la carga pero estos podrían
añadirse a posteriori.
Para reducir aún más el tamaño de esta matriz, se ha optado por parametri-
zarla. Para ello se ha evaluado la distribución espacial de probabilidades y se ha
generado una expresión para cada uno de los PMTs que define la probabilidad
en función de la posición XY del voxel. En el caso de los SiPMs se ha optado por
extraer una parametrización global a todos los sensores relacionando la distancia
radial del voxel al sensor.
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Esta probabilidad parametrizada, es la misma que se usa en la generación de
datos que se han usado para la validación del método con la excepción de que
en los datos generados se han añadido efectos de difusión De esta forma, dado
que el modelo para reconstruir va a ser fiel al modelo estadístico que genera
los datos, los resultados obtenidos se corresponden al mejor escenario posible y
muestran los límites del método.
Por otra parte, con esta parametrización bidimensional la viabilidad del método
para reconstruir tridimensionalmente los eventos se ve reducida. Aún así, el
método puede ser usado para reconstrucción y dos modos de funcionamiento
han sido implementados. El primero consiste en una reconstrucción completa-
mente bidimensional en el que se integra la carga medida por los sensores a lo
largo del tiempo. De esta forma, al aplicar la expresión de ML-EM sobre la carga
integrada, se obtiene una colección de píxeles (en vez de voxeles, tridimension-
ales) que representan la posición XY de todos los electrones de ionización en el
momento de llegar a la zona de electroluminiscencia. A lo largo de la deriva es-
tos electrones se han visto afectados por la difusión de forma que la distribución
de píxeles da una imagen de la proyección 2D del evento convolucionada con
los efectos de difusión y la posición longitudinal se limita a la posición media
del evento.
Con la misma parametrización de probabilidades otro modo de reconstruc-
ción ha sido desarrollado. En este modo, llamado pseudo tridimensional, la
señal de los sensores se divide en bines temporales y se trata cada conjunto
de bines de tiempo idéntico por separado. De esta forma para cada conjunto
se aplica el modo bidimensional dando como resultado un conjunto de proyec-
ciones XY del evento que van evolucionando en el tiempo. La agrupación de
todas estas proyecciones da una imagen tridimensional. Sin embargo, igual que
ocurría en el modo bidimensional, las proyecciones estarán convolucionadas con
los efectos de difusión.
En ambos casos, además de las imágenes, la suma de las cargas de todos
los píxeles/vóxeles da una estimación de la energía total del evento. Conse-
cuentemente y como se había dicho, el método sirve tanto para realizar medidas
energéticas como para reconstruir trazas.
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Con esto, el estudio se ha centrado en el modo bidimensional y se ha aplicado
el método a diferentes conjuntos de datos simulados con el objetivo de evaluar
y optimizar varios parámetros del método: número de iteraciones, tamaño de
los píxeles, distancia radial al centro de la cámara. Para ello se han tenido en
cuenta, principalmente, dos indicadores: la resolución en energía obtenida y la
precisión en el posicionamiento XY. También se han realizado estudios iniciales
de discriminación señal-background empleando redes neuronales sobre eventos
reconstruidos usando ML-EM.
La aplicación del algoritmo ML-EM dentro de la cadena de reconstrucción
de NEXT ha producido resultados extraordinarios hasta el momento. Una res-
olución en energía de 0.434% FWHM para eventos doble beta se consigue tras
100 iteraciones cuando se considera la mayoría del volumen activo del detec-
tor (150 mm de radio fiducial) mientras que la posición media reconstruida de
los eventos se sitúa a 1.7 mm de su posición real con 3σ. Considerando todo
el volumen activo la resolución en energía obtenida es 0.489%, muy cerca del
límite físico que se estima de 0.384%. Además se ha convertido que las medi-
das de energía escalan linealmente y que la resolución sigue es inversamente
proporcional a la raíz cuadrada de la energía del evento, como cabría esperar.
Adicionalmente se ha obtenido un porcentaje de discriminación de background
de 65.7% manteniendo el 82.3% de señal.
Aplicación del método en datos reales
Además de estudiar los casos límite del método se ha trabajado en estudiar la
adaptación del algoritmo a datos reales. Para ello lo más importante es definir
y obtener un modelo de verosimilitud que se asemeje a dichos datos. El pro-
cedimiento para hacer esto ha sido similar a la parametrización realizada para
evaluar la respuesta de los sensores.
De esta forma, se puede hacer un mapa de la respuesta media de los sensores
y la posición del evento. Dicha posición puede calcularse inicialmente usando
la posición media del evento con un simple baricentro de cargas. Para que esto
tenga sentido y el error sea mínimo se han realizado usando datos de kriptón
ya que sus eventos son point-like y su posición media se puede aproximar a su
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posición real. Además son eventos monoenergéticos por lo que todos los eventos
deberían tener la misma energía media. Este mapa se ha hecho individualmente
para cada uno de los PMTs mientras que para los SiPMs se ha optado por un
mapa bidimensional con la distancia en X y en Y al sensor. Es interesante notar,
además, que con este procedimiento la difusión transversal se incluye en los
mapas de probabilidad aunque solo un valor medio de la misma.
Este proceso se ha hecho primero usando los datos simulados para asegu-
rarse de su correcto funcionamiento. De esta manera se ha extraído un mapa
de la respuesta simulada de los sensores, de igual forma que se haría en datos
reales, en vez de usar la función que genera los datos de simulación, y se ha
utilizado en los datos simulados . Así pues, para el mismo conjunto de datos y
parámetros que antes, se ha obtenido una resolución en energía de 0.48% FWHM
para eventos doble beta, un número ligeramente peor que el 0.43% obtenido pero
en absoluto preocupante y que muestra que la forma de extraer la probabilidad
de los datos es viable en la realidad.
Por otra parte, dado que el modelo de probabilidades ahora tiene en cuenta,
parcialmente, la difusión, trazas con dicho efecto deconvolucionado han podido
obtenerse. De esta forma al evaluar la discriminación señal-background se ha
obtenido una aceptancia de señal del 82.7% con un rechazo de background del
71.5%.
Finalmente se ha intentado aplicar el método a los primeros datos del detec-
tor NEW. Sin embargo dicho estudio ha sido muy preliminar y las condiciones
del detector aún estaban lejos de ser óptimas por lo que los resultados obtenidos
no han sido tan buenos como cabía esperar.
Para ello el procedimiento ha sido el ya detallado con la adición de que, ahora
sí, hay efectos de deriva que reducen la carga y no se consideran en el método,
como la electronegatividad, de esta forma una serie de correcciones sencillas se
han aplicado antes de aplicar el método y después para optimizar los resultados.
Tras hacerlo una resolución del 8.00% FWHM se ha obtenido para eventos de
kriptón de 41.5 keV. Estos eventos distan de asemejarse a los eventos doble beta
sin neutrinos pero la resolución en energía extrapolada para dichas energías
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sería de un 1% FWHM. Los resultados en simulación muestran que extrapo-
larla resolución es razonable y, por otra parte, cabe decir que este resultado es
completamente preliminar y se espera que mejore según vayan mejorando las
condiciones del detector y mejores modelos de probabilidad se puedan ir ex-
trayendo.
Conclusiones
Tras todo el análisis realizado el método ML-EM parece ser de extrema utilidad
para el presente del experimento llevando al límite las características del detector
tanto en resolución energética como en reconstrucción de trazas. Además los
resultados del algoritmo pueden marcar, hasta cierto punto, decisiones de diseño
para futuros detectores, primero por la resolución espacial que muestran las
trazas reconstruidas a pesar de tener una separación de 1 cm entre sensores en
el plano de tracking y, segundo, porque los resultados obtenidos apuntan a la
posibilidad de conseguir una resolución energética por debajo del 1% usando
sólo SiPMs, lo cual podría ser de gran importancia en el desarrollo de nuevos
detectores.
xvi
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"The right man in the wrong place can make all the
difference in the world."
– G-Man, Half-Life 2
1
Neutrino physics and properties
Predicted by Pauli in 1930 as a solution for the missing energy measured in
beta decays, neutrinos remained unobserved for 26 years until first detected by
Cowan and Reines [56] in 1956. Since then, neutrinos and their nature have been
one of the most active fields within high energy particle physics.
Despite this, neutrinos characteristics are still not completely determined.
Complete evaluation of the nature of the neutrino could imply Beyond Standard
Model physics and provide answers to a variety of questions thus making the
neutrino the most interesting known particle to study.
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1.1 Discovering the neutrino
1.1.1 First neutrino detection
When Pauli proposed the existence of the neutrino he considered the particle
to have neither mass nor charge and, consequently, affirmed that it would be
impossible to detect. However, he was proven wrong years later. The Cowan -
Reines neutrino experiment provided the first detection of neutrinos with inverse
beta capture as the driving idea.
Due to the small interaction probability of neutrinos the experiment had to
be done near a nuclear reactor where high neutrino flux would be attainable if
neutrinos existed. Neutrinos produced inside the reactor interacted with protons
from two water tanks located between scintillation layers (fig. 1.1, left). The
interaction produces neutrons and positrons. The latter immediately annihilates
with electrons producing two gammas which were detected by photomultipliers
thanks to the scintillator. To detect the neutrons the water was doped with 108Cd.
Cadmium absorbs neutrons efficiently and emits a gamma ray as a result of the
absorption. The setup of the experiment was such that gamma emission from
Cd was separated 5.5 µs from the detection of the annihilation gammas (fig. 1.1,
right).
With the flux produced by the reactor from Savannah River Plant and using
around 40 kilograms of CdCl2 dissolved in 200 liters of water, they measured a
rate of about three neutrinos per hour which translated into a cross section of
6.3 · 10−44 cm2.
1.1.2 Solar neutrino problem: discovery of neutrino oscillations
Aiming to measure the electron neutrino flux received from the sun several ex-
periments were built in the late 1960s. The first experiment to measure this flux
was the Homestake experiment [51], headed by Ray Davis and John Bahcall.
The experiment was located underground (4200 meters of water equivalent)
in the Homestake Gold Mine in order to reduce background interference to a
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Figure 1.1: Experimental layout of the Cowan-Reines experiment (left). Interaction scheme inside
the water tanks (right) [124].
minimum. They used a 380 cubic meter tank filled with perchloroethylene.
Electron neutrinos interacted with 37Cl producing 37Ar. The argon was then
extracted and could be counted using a gas counter in order to estimate the
number of interactions produced (fig. 1.2, left).
Figure 1.2: Arrangement of the Homestake experiment detector (left). Results for 108 individual
solar neutrino observations made with the Homestake detector (right). The measured rate shows
an average of 2.56 SNU while Bahcall calculations estimates 9.3 SNU.
However, the experimental results obtained by Davis showed a flux approx-
imately a third lower than the rate predicted by Bahcall in his calculations (fig.
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1.2, right). This discrepancy is known as the solar neutrino problem. At the be-
ginning, the scientific community thought it was due to a mistake in either Davis
or Bahcall calculations. However, a number of later experiments (Kamiokande,
SAGE, GALLEX, and SNO) showed also much lower rates than expected.
As a solution to this, in 1969 Pontecorvo proposed that, if neutrino had
masses, then they could oscillate between flavours [85]. If this were the case,
the difference in the rate measured by Homestake and the predicted rate would
be explained by the change of flavour of electron neutrinos to either muon or
tau neutrinos since it was only sensitive to electron neutrinos.
The neutrino oscillation theory was confirmed first by Super Kamiokande
(Super-K) in 1998 [73] looking at the atmospheric neutrino (neutrinos produced
by the interaction of cosmic rays, mainly protons, with the atmosphere) rate.
Figure 1.3: Maintenance inside of Super Kamiokande detector. Coverage with photomultipliers
can be seen.
Super-K consists of a tank with 50 ktons of ultrapure water surrounded by
11.146 photomultipliers (fig 1.3). Neutrinos interact with the protons of the wa-
ter producing either electrons or muons. The flavour of the produced lepton
will be identical to the one of the interacting neutrino. The leptons produced
can surpass the light velocity in water and, therefore, produce Cherenkov light.
This light is detected by the photomultipliers surrounding the tank. The signal
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between electron and muons is quite different and, therefore, both electron and
muon neutrinos can be measured separately.
Super-K results showed a dependence of the number of muon neutrino events
with respect to the zenith angle (fig. 1.4). This contradicts the expected measure-
ments if neutrinos did not oscillate where no dependence should be seen. Their
results showed that neutrinos oscillated with a confidence level of 4.9σ. The
importance of this measure was rewarded with the Nobel Prize in 2015.
0
50
100
150
200
250
0
50
100
150
200
250
0
10
20
30
40
50
0
15
30
45
60
75
-1 -0.6 -0.2 0.2 0.6 10
40
80
120
160
200
-1 -0.6 -0.2 0.2 0.6 10
60
120
180
240
300
-1 -0.6 -0.2 0.2 0.6 10
20
40
60
80
100
e-like
p < 0.4 GeV/c
e-like
p > 0.4 GeV/c
e-like
p < 2.5 GeV/c
e-like
p > 2.5 GeV/c
µ-like
p < 0.4 GeV/c
cosl
µ-like
p > 0.4 GeV/c
cosl
µ-like
cosl
Partially Contained
cosl
sub-GeV multi-GeV
-1 -0.6 -0.2 0.2 0.6 10
25
50
75
100
125
Figure 1.4: Zenith angle distributions for µ-like and e-like events where upward-going particles
are those with Θ < 0. The hatched region shows the Monte Carlo expectation for no oscillations
normalized to the data lifetime with statistical errors. The bold line is the best-fit expectation for
νµ → ντ oscillations with the overall flux normalization fitted as a free parameter.
Still, this by itself did not solve completely the solar neutrino problem since
Super-K results only determined the atmospheric oscillation. The final answer
to this problem was provided by SNO in 2001.
SNO was designed to detect solar neutrinos using a similar scheme to Super-
K. However, it was sensitive to the three neutrino flavours. It consisted of a tank
filled with 1.000 tonnes of heavy water surrounded by 9.600 photomultipliers
(fig. 1.5, left). Electron neutrinos interacted in the tank resulting in the emission
of electrons which produced Cherenkov light. This charged current interaction
5
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was only possible for electron production since electron neutrinos coming from
the sun don’t have enough energy to produce either muons or taus.
However, the use of heavy water in SNO allowed for the measurement of
the neutral current interaction for all three flavors indistinctly. This interaction
consists of the dissociation of the deuteron nucleus in a neutron and a proton.
The neutron can then be captured by the heavy water producing a ∼ 6 MeV
gamma that could interact with an electron through Compton scattering and the
latest produced Cherenkov light.
Figure 1.5: Schematic of the SNO detector (left). Flux of 8B solar neutrinos with non-electron
flavour versus the flux of electron neutrinos as deduced from the SNO and Super-Kamiokande data
(right). The diagonal bands show the total 8B flux φ(νx) as predicted by BP2001 (dashed lines)
and that derived from the SNO and Super-Kamiokande measurements (solid lines) [9].
Being able to detect this two kind of events separately provided a global rate
of neutrino interactions in the neutral channel while electron neutrino rate could
be measured in the charged one. Their measurements showed that non-electron
flavour components appeared in the solar neutrino flux (fig. 1.5, right) and the
electron neutrino rate matched the observations of Davis in Homestake. On the
other hand, the neutral channel showed no diminution in the rate in comparison
to the non-oscillation case, which matched the prediction made by Bahcall.
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The results of SNO implied that neutrinos oscillate and, therefore, that neu-
trinos have mass in opposition to the prediction of the Standard Model. Neu-
trino oscillations consequently also proved that leptonic family number is not
conserved.
1.2 Neutrino mixing
Similar to the quark mixing, the concept of neutrino mixing is a natural outcome
of gauge theories with massive neutrinos. Neutrinos have three flavor eigen-
states, each one coupled to the charge of each associated lepton (e∓,µ∓,τ∓). In
other words, neutrinos have electron (νe), muon (νµ) or tau (ντ) flavor. However,
these states are different from the eigenstates of the Hamiltonian in the case of
neutrinos propagating in vacuum, that is, the mass eigenstates. The difference
between these two sets of eigenstates leads to the neutrino oscillation and can
be represented mathematically as a unitary transformation between the two of
them:
|να〉 =∑
i
U∗αi|νi〉
|νi〉 =∑
α
Uαi|να〉,
(1.1)
where |να〉 are the flavor eigenstates (α = e, µ, τ), |νi〉 are the mass eigenstates
(i = 1, 2, 3) and Uαi are the elements of a 3x3 matrix which accounts for the
neutrino mixing. This matrix is the Pontecorvo-Maki-Nakagawa-Sakata matrix.
The matrix can be expressed as:
U =

c12c13 s12c13 s13e−iδCP
−s12c23 − c12s13s23eiδCP c12c23 − s12s13s23eiδCP c13s23
s12s23 − c12s13c23eiδCP −c12s23 − s12s13c23eiδCP c13c23
 (1.2)
,
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where cij = cosθij, sij = sinθij, the angles θij are the three Euler rotation
angles and are comprised between 0 and pi/2 and δCP is the Dirac CP violation
phase, comprised betwen 0 and 2pi [107].
The neutrino mixing matrix can be expressed as the product of three simpler
matrices, each one associated with one of the mixing angles θij. This expres-
sion allows experiments to consider a two states mixing and focus only on the
evaluated angle. When written as a product, the transformation matrix results
in:
U =

1 0 0
0 c23 s23
0 −s23 c23


c13 0 s13e−iδ
0 1 0
−s13eiδ 0 c13


c12 s12
−s12 c12 0
0 0 1
 (1.3)
If we then consider a 2-neutrino oscillation, the flavour eigenstates are de-
fined then as:
|νl〉 = |ν1〉cosθ + |ν2〉sinθ, |νl′〉 = −|ν1〉sinθ + |ν2〉cosθ, (1.4)
where θ is the mixing angle and νl,l′ are different flavour eigenstates (l′ 6= l).
From this, the flavour change probability can be obtained and results in:
P2ν(νl → νl) = 1− 12 sin
22θ
(
1− cos(2pi L
Lν
)
)
,
P2ν(νl → ν′l ) = 1− P2ν(νl → νl)
(1.5)
where L is the distance traveled by the neutrino and Lν = 4pip/∆m2 with
∆m2 being the difference in mass between the two mass eigenstates, m22−m21 > 0.
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1.2.1 Current knowledge of oscillation parameters
Equation (1.5) shows that the probability of oscillation does not depend only on
the mixing angle but also on the mass difference between states and on the trav-
elled distance. This means that experiments have to use an adequate traveling
distance in order to look for each of the oscillation parameters. This distance
will then make each experiment be dominated by and sensitive to only some of
the parameters.
Considering this, solar neutrino experiments (Super-K, SNO, Borexino) mainly
allow for evaluation of θ12 while θ23 dominates atmospheric neutrino (Super-K)
and long baseline accelerator experiments (Minos, NOνA, T2K) in the νµ dis-
appearance channel. The last angle, θ13 can be measured based on the ν¯e dis-
appearance on medium baseline reactor experiments (Daya-Bay, Reno, Double
Chooz).
Mass differences, on the other hand, can also be determined by oscillation
experiments, that is the case of ∆m221 which controls the ν¯e disappearance on
long baseline reactors (KamLAND). Finally using long baseline accelerators both
δCP and |∆m23`|, with m` = (m21 + m22)/2), can be examined. The first one can
be studied in the νe appearance channel while the second one affects the νµ
disappearance.
The unknown sign of ∆m23` implies the possibility of two possible neutrino
orderings and the value of the parameters depends on this ordering. If ∆m23` is
positive then ν3 would be the heaviest mass state followed by ν2 and ν1. In the
inverted ordering case ν2 would be the heaviest and ν3 the lightest (fig. 1.6)
Considering both possibilites latest results of the experiments combined us-
ing a global fit are shown in table (1.1). It can be seen that, in practice, the Dirac
CP-violating phase and in the sign of ∆m23` are still unknown.
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Figure 1.6: Normal (a) and inverted (b) ordering of the mass eigenstates with their flavour content
(νe in red, νµ in green and ντ in blue).
Parameter Normal ordering Inverted ordering
θ12 (◦) 33.48+0.78−0.75 33.48
+0.78
−0.75
θ23 (◦) 42.3+3.0−1.6 49.5
+1.5
−2.2
θ13 (◦) 8.50+0.20−0.21 8.51
+0.20
−0.21
δCP (◦) 306+39−70 254
+63
−62
∆m221 (10
−5 eV2) 7.50+0.19−0.17 7.50
+0.19
−0.17
∆m23` (10
−3 eV2) +2.457+0.047−0.047 -2.449
+0.048
−0.047
Table 1.1: Global fit results to the various experiment results [83]. Values of the best fit with ±
1 sigma are shown.
1.3 Neutrino masses
Neutrino oscillation experiments are capable of giving the difference between
the mass eigenstates, however, they are not capable of measuring the absolute
energy scale of neutrino masses. However, there are other options to measure
the neutrino mass.
10
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The first approach is a direct measurement of the mass using the energy
spectrum of the electron emitted in a beta decay. The idea behind this approach
is to measure the endpoint of the spectrum with the best possible resolution
and compare it with the total energy released in the beta decay. If neutrinos
were massless then this two values would be identical. Since they are not, this
difference is directly an indicator of the neutrino mass. This effect can be seen
in Figure 1.7. With this, the effective decay mass mβ is:
m2β ≡
3
∑
i=1
|Uei|2m2i (1.6)
The leading experiment using this approach is KATRIN [106] which has re-
cently started his operation and expects to achieve sub-eV sensitivity using tri-
tium which has a Q-value of 18.6 keV. The energy of the electrons emitted in the
decay is measured using a 200 ton spectrometer.
Figure 1.7: Energy spectrum of the electron of the tritium β decay (left). Zoomed spectrum at the
endpoint region after subtracting the Q-value of the decay for the case of maseless neutrino and for
neutrino mass equal to 1 eV.
11
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Other way of having a measure of the neutrino masses comes from cosmo-
logical limits. The effective mass obtained through this method is:
mcosmo ≡
3
∑
i=1
mi (1.7)
However, cosmological results depend deeply on the model and are currently
compatible with massless neutrinos. Still, several claims and limits have been
calculated from a variety of autors. From claims of positive results in mass
measurements (mcosmo = 0.320± 0.081 eV [44]) using Planck data to conservative
upper limits (1.3 eV at 95% confidence level [93]) as the one showed in Figure
1.8b.
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Figure 1.8: Current constraints on the lightest neutrino mass from tritium β decay experiments
(a) and cosmological data (b) for the normal (red) and inverted (green) orderings.
Finally, neutrino masses can also be determined through neutrinoless double
beta decay experiments. However this decay is only possible if the neutrino is a
Majorana particle, i.e. it is its own antiparticle.
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1.4 Majorana neutrinos
Majorana particles are particles that also are their own antiparticle. Their ex-
istence was proposed by Ettore Majorana in 1937, thus their name. Due to its
chargeless nature, neutrinos are the only fermions who have the possibility to be
Majorana particles. The existance of Majorana neutrinos by itself could explain
a series of unanswered questions in the field.
1.4.1 Neutrino mass origin
The Standard Model states that only the negative chirality component ΨL of a
fermion field Ψ is involved in weak interactions. The fermion field is defined
as Ψ = ΨL + ΨR where the L and R subscripts stand for left-handed (L) and
right-handed (R) and indicates the negative (L) or positive (R) chirality of the
components. The chirality components are such that the following relations are
obeyed:
PLΨL = ΨL, PRΨL = 0
PRΨR = ΨR, PLΨR = 0,
(1.8)
where PL is the negative chirality projector defined as PL = 12 (1− γ5) while
PR is the positive chirality projector, PR = 12 (1 + γ5), being γ5 the fifth gamma
matrix.
The Dirac or Majorana nature of the neutrinos would be irrelevant if neutri-
nos were massless. Since neutrinos only participate in weak interactions, only
the negative chirality neutrino field is involved. This field, νL, describes both
negative helicity states of the neutrino and positive helicity states of the antineu-
trino. These states are the eigenstates of the helicity operator associated with
±1/2 eigenvalues respectively, with the helicity operator defined as the projec-
tion of the particle spin onto its momentum direction. Since there are no negative
helicity antineutrinos, the parity transformation from a negative helicity state to
a positive one implies that parity is maximally violated due to the chiral nature
of the weak interaction.
13
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For massless neutrinos, helicity and chirality are equivalent but that is not
the case for massive particles. In the case of relativistic neutrinos, the dominant
field of the weak interactions still has negative chirality but the chirality state
is now a linear combination of the ± helicity states. However, the contribution
of the positive helicity state is almost marginal since it’s proportional to mν/E.
Given the small mass of neutrinos this term is highly suppressed.
Since oscillation experiments have demonstrated that neutrinos are not mass-
less particles, the mass has to be added to the Standard Model Lagrangian. There
are two possible mechanisms to do that, either using a Dirac mass term or a Ma-
jorana mass term.
The Dirac mass terms can be added as it is done in case of quarks and
charged leptons. This is done by simply adding to the model the right-handed
components of the neutrino field. These components only participate in grav-
itational interaction and, therefore, are considered sterile. This mass term, not
SU(2)×U(1) invariant, appears after the spontaneous symmetry breaking of a
Yukawa term:
−LD = mD(νLνR + νRνL), (1.9)
where νL,R are the negative and positive chirality components of the neutrino
field ν and mD is a mass parameter. This mass parameter is bigger than 0 and
equal to the product of a dimensionless Yukawa coupling coefficient y with the
vacuum expectation value of the Higgs field after electroweak symmetry break-
ing v/sqrt(2). The addition of the right-handed spinor makes the Lagrangian
non-zero as opposed to the case of the massless neutrino, where only the left-
handed component would take part.
In addition to this approach, the mass can be included in the Standard Model
Lagrangian in a unique way, that is adding a Majorana mass term. For this, Et-
tore Majorana proposed the removal of half the degrees of freedom of a massive
14
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Dirac spinor [96]. This could be done easily by considering the neutrino field ν
equal to its CP conjugate, i.e. by applying the Majorana condition:
ν = νc, (1.10)
where the CP conjugate, νc, is given by νc = Cν¯T = C(γ0)Tν∗ with C being
the charge-conjugation operator. If the neutrino field is separated in both their
left-handed, νL, and right-handed components, νR, equation (1.10) implies:
νR = (νL)
c (1.11)
With this, it can be immediately seen that the right-handed component of
the neutrino field depends on the negative chirality component instead of be-
ing completely independent as assumed in the Dirac approach. This new re-
lationship can be applied to the previous contribution to the Standard Model
Lagrangian, eq. (1.9), to obtain:
−LL = 12 mL(νL(νL)
c + (νL)cνL), (1.12)
where mL is a free parameter with mass dimensions. This Majorana mass
term appears using only the negative chirality components of the neutrino field.
However, it’s not he only one that can be generated if neutrino is a Majorana par-
ticle. If, instead of using the left-handed components, we use the right-handed
components of the neutrino field, then a positive chirality Majorana mass term
can be constructed:
−LR = 12 mR(νR(νR)
c + (νR)cνR) (1.13)
While the negative chirality Majorana mass term can be generated with a
weak isospin triplet scalar (Higgs triplet) that gets a neutral component with
non-vanishing expectation value after electroweak symmetry breaking; the posi-
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tive chirality Majorana mass term cannot, since according to the Standard Model,
right-handed fermion fields are weak isospin singlets. Therefore, mR is com-
pletely unconnected to a Higgs vacuum expectation value and could have high
values. That is not the case for the parameters from the Dirac mass term, mD,
and the negative chirality Majorana mass term, mL.
The three possible mass terms transforms the negative chirality states into
positive chirality states which implies, consequently, that chirality is not con-
served in any massive neutrino scenario. In the specific case of the Majorana
mass term it can be seen that particles are converted into their antiparticles, and
thus the total lepton number would be violated in 2 units. It is interesting to
note that neutrino oscillations have shown that leptonic family number is not
conserved but that this wasn’t the case for the total number if neutrino were
Dirac particles.
1.4.2 See-saw mechanism
Current results of neutrino experiments imply that the neutrino masses are ex-
tremely low, specially compared to the other fermions being the difference be-
tween them of several orders of magnitude. With a maximum value of the order
of the electronvolt, this small mass can only be explained if the neutrino Yukawa
coupling is of the order of 10−12 which would mean that the neutrino Yukawa
coupling is six orders of magnitude smaller than the electron one.
Consequently, this possibility seems rather unnatural. However it is not the
only mechanism that could explain the low neutrino masses. If possitive or neg-
ative chirality fields are considered then the see-saw mechanism could provide
an elegant reason for the small masses.
In the simplest case of the see-saw mechanism, mL is considered to be zero.
This assumption, which is not arbitrary at all, comes from enforcing the gauge
Standard Model symmetries [81, 88]. This realization of the see-saw consists
then in simply adding, for each of the neutrino flavours, both the Dirac mass
16
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term, shown in (1.9), and a positive chirality mass term (1.13) to the Standard
Model Lagrangian in the following way (shown for only one flavour):
−LD+R = 12 N
c
L MNL + h.c. , (1.14)
where NL is the negative chirality vector defined as:
NL =
 νL
ν cR
 . (1.15)
and M is a matrix composed of the mass parameters of the added mass
terms, mD and mR, in this way:
M =
 0 mD
mD mR
 (1.16)
The two components of the field do not have a definite mass. To obtain a
definite mass the mass matrix M has to be diagonalized which will provide two
fields ν1L,2L and their associated eigenvalues m1,2. For this, a unitary matrix U
has to be found that satisfies these relationships:
UT M U =
m1 0
0 m2

NL = UnL
(1.17)
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where the vector nL is composed by the eigenvectors ν1L,2L:
nL =
ν1L
ν2L
 (1.18)
This transformation leads to the rewriting of (1.14) leaving it as:
−LD+R = 12
(
m1 ν c1L ν1L + m2 ν
c
2L ν2L
)
+ h.c. , (1.19)
In this case, mass and chirality are completely definite. In addition, this
expression has the exact same structure as the negative chirality Majorana mass
term, that means that the fields are identical to their conjugates and, therefore,
describe a Majorana particle.
As mentioned before, the Majorana mass mR could have large values since
positive chirality fields are electroweak singlets in the Standard Model. If the
approximation mR >> mD is considered, then one of the mass eigenvalues
m1,2 obtained through the previous realization of the see-saw mechanism would
be really small (of the order of m2D/mR) while the other would be really large
(approximately equal to mR). Therefore, a large Majorana mass (which implies
the Majorana nature of neutrinos) would allow for an explanation of the small
neutrinos masses.
The generalization to three flavours of the see-saw mechanism is fairly sim-
ple. In this case the mass matrix would take this form:
M =
 0 (MD)T
MD MR
 , (1.20)
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where MD and MR correspond to complex matrix of 3×3 dimension. This
means that now the mass matrix has a 6×6 dimension. The chirality vector, on
the other hand, now has the following form:
NL =
 νL
ν cR
 , (1.21)
where νL and νR are three-component vectors (meaning that NL has a total
of 6 components) defined as:
νL =

νeL
νµL
ντL
 , ν cR =

ν cs1R
ν cs2R
ν cs3R
 , (1.22)
The subscripts of the left-handed components correspond to the known neu-
trino flavours: electron neutrino, muon neutrino and tau neutrino while the sub-
scripts of the right-handed are related to three sterile flavours. These flavours
are considered sterile because they do not interact weakly.
If one applies the same diagonalization procedure as the single flavour case
and considers that the eigenvalues of MR are much bigger than MD then the
mass matrix M ends up as:
M '
Mlight 0
0 Mheavy
 (1.23)
where both Mlight ' −(MD)T(MR)−1MD and Mheavy'MR are 3×3 mass ma-
trices associated with light and heavy neutrino regions. Current observations
are within the low-energy phenomenology range where considering only the
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light neutrino sector is enough. In this case only Mlight is needed an can be
diagonalized to obtain three light neutrino masses:
UT MlightU =

m1 0 0
0 m2 0
0 0 m3
 (1.24)
It is noteworthy than, up to corrections of the order of Mlight/Mheavy, the
diagonalization matrix U corresponds to the neutrino mixing matrix (1.3). In
addition to the simple realization explained in before, known as type I see-saw
mechanism, more see-saw realizations exist. For example, the type I can be
generalized into type II in case the models consider left-right symmetric particle
content and, in this case, mL is no longer zero. In any case, see-saw mechanism
has proven itself to be an elegant explanation to the small neutrino masses.
1.4.3 Leptogenesis
Majorana neutrinos would not only provide an explanation of the low neutrino
masses but could also be responsible of the matter-antimatter asymmetry in the
universe following leptogenesis theories [74]. Heavy majorana neutrinos decay
into leptons lα and Higgs particles φ and, since they are their own antiparticles,
they can decay also to their antiparticle counterpart (l¯α, φ¯). An unbalance be-
tween the decay rates of the two modes would directly translate into a lepton
asymmetry which can be easily converted into a baryon asymmetry through a
sphaleron process [59]. To transform the lepton asymmetry into baryon asym-
metry the Sakharov’s conditions [114] must be met.
First there needs to be lepton number violating processes that would lead
into baryon number violation. In the case of the heavy Majorana neutrinos
decay the total lepton number is violated, therefore the condition is fulfilled. The
second condition is the existence of CP violation sources beyond the Standard
Model; if there are more than one heavy Majorana field then the heavy Majorana
decay could also violate CP. Finally, abandonment of the thermal equilibrium is
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needed. This can happen if the decay rate of the heavy Majorana neutrino is
slower than the expansion rate of the universe at the time of decoupling, that is
when the Universe’s thermal bath temperature and the lightest heavy neutrino
mass is of the same order.
In addition to these conditions, the grade of baryon asymmetry that is de-
duced from observations (η = (6.19± 0.15) · 10−10) has to be explained by any
leptogenesis theory. In the case of the heavy Majorana neutrinos, the asymmetry
eαα between the decay rates of a given flavour α is defined as:
εαα ≡ Γ(N1 → φlα)− Γ(N1 → φ¯l¯α)Γ(N1 → φl) + Γ(N1 → φ¯l¯)
(1.25)
where Γ(x) are the different rates of the possible N1 decays. In order to
match the baryon asymmetry magnitude eαα should be bigger than 10−7 [59].
Majorana neutrinos would not necessarily imply the leptogenesis scenario but
would make the leptogenesis hypothesis highly plausible.
1.4.4 Lepton number violation
The Majorana nature of the neutrinos would lead to the existance of a series of
processes that violate lepton number conservation in 2 units, that is |∆L| = 2.
The simplest way those process are mediated is by:
W−W− → l−α l−β , (1.26)
where the subscripts α and β account for the lepton flavour and the com-
bination of the flavours serves as the categorization of the processes. If light
Majorana neutrino exchange is the only contribution to lepton violation, the ef-
fective mass for the process is proportional to the element of the neutrino mass
matrix associated to the flavours taking part in the process:
Mlightαβ ≡
(
U∗diag(m1, m2, m3)U†
)
αβ
=
3
∑
i=1
U∗αiU
∗
βimi (1.27)
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where Uαi,βi are the components of the neutrino mixing matrix and mi are
the eigenvalues of the light neutrino mass matrix Mlight.
To decide the most effective process to evaluate if neutrinos are Majorana a
criteria is needed. This effective neutrino mass can be used as the metric for
the evaluation. As shown in the table 1.2 the most competitive process of all is
neutrinoless double beta decay mainly because it is the only process that allows
for amassing macroscopic quantities of double beta isotopes. This circumstance
makes ββ0ν the main focus on the Majorana neutrino search. However, other
processes should not be abandoned since phase cancellations could reduce the
effective mass mee greatly and impact the efficiency of the process.
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"Every puzzle has an answer."
– Professor Layton
2
Neutrinoless double beta decay
Double beta decay is a rare process in which a nucleus with Z protons decays
into another with Z+2 protons emitting 2 electrons simultaneously in the process
while maintaining the same mass number A. This kind of decay can only happen
in nuclei where, due to energetic restrictions, a single beta decay could not occur
because the Z+1 nucleus is less bound than the initial one. In addition to this, the
decay is only possible if the Z+2 nucleus is stronger bound than the Z nucleus,
thus making it more stable.
Both of these conditions, illustrated in Figure 2.1, have to be fulfilled for
the nucleus to decay via double beta. In theory, this only happens in 35 nuclides
where the nuclear pairing force ensures that nuclei with even number of protons
and neutrinos are more bound that odd-odd nuclei with the same atomic mass
number.
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Figure 2.1: Atomic masses of A = 136 isotopes and their possible nuclear transitions. Masses are
given as differences with respect to the most bound isotope, 136Ba. The red (green) levels indicate
odd-odd (even-even) nuclei.
2.1 Decay modes
First considered by Maria Goeppert-Mayer in 1935 [82], in the standard double
beta decay mode, known as ββ2ν, two anti-neutrinos are emitted in addition to
the two electrons:
(Z, A)→ (Z + 2, A) + 2 e− + 2 νe, (2.1)
The fact that two neutrinos are emitted makes total lepton number conserved
in the process and, therefore, completely allowed by the Standard Model. Fifteen
years after its proposal, the first evidence of its existence was observed in 1950
in 130Te using geochemical techniques [86]. However, the first direct detection
occured much later, at 1987; this was done using a time projection chamber
to detect the decay in 82Se [66]. Since then, the decay has been observed in a
number of isotopes and their lifetimes, of the order of 1020 years, have been
measured. These long lifetimes, shown in table 2.1, make the double beta decay
the slowest radiactive decay process that has ever been observed.
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Table 2.1: Best direct measurements of the half-life of ββ2ν processes. Values taken from the
averaging procedure described in [40].
Isotope T2ν1/2 (year) Experiments
48Ca (4.4+0.6−0.5)× 1019
Irvine TPC [39],
NEMO3 [72]
76Ge (1.93± 0.10)× 1021 GERDA [6]
82Se (0.92± 0.07)× 1020 NEMO3 [33],
Irvine TPC [67]
96Zr (2.3± 0.2)× 1019 NEMO2 [32],
NEMO3 [30]
100Mo (7.1± 0.4)× 1018 NEMO3 [33],
NEMO-2 [58]
116Cd (2.8± 0.2)× 1019 NEMO3 [72],
ELEGANT [65]
130Te (8.2± 0.2 (stat.)± 0.6 (sys.))× 1020 CUORE-0 [15]
134Xe > 8.7× 1020 EXO-200 [13]
136Xe (2.165± 0.016 (stat.)± 0.059 (sys.))× 1021 EXO-200 [11],
KamLAND-Zen [76]
150Nd (8.2± 0.9)× 1018 Irvine TPC [60]
NEMO3 [29]
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On the other hand, there is the possibility of having a double beta decay
without the emission of the neutrinos, the neutrinoless double beta decay (ββ0ν):
(Z, A)→ (Z + 2, A) + 2 e−, (2.2)
However this decay, which remains unobserved, can only be possible if mas-
sive neutrinos are Majorana particles as will be showed later. In fact, it was
proposed in 1939 by W. H. Furry [75] as a method to test the Majorana nature of
the neutrinos. In opposition to the ββ2ν decay, this kind of decay is not allowed
by the Standard Model as the total lepton number is no longer conserved.
Despite being different modes, the decays share some common traits. In
both of them the nuclear recoil is negligible and the leptons practically carry all
charge. Their transition goes from the 0+ ground state of the parent nucleus to,
generally, the same state of the final nucleus but it is possible (although highly
suppressed due to smaller phase space) for the transition to end in an excited
0+ or 2+ state. Finally, both decays are second-order weak processes which
means that their rate is proportional to the fourth power of the Fermi constant
GF, making them intrinsically slow.
On the other hand, there are a series of characteristics where the modes
differ. In addition to the violation of total lepton number conservation, the two
transitioning neutrons of the ββ2ν are completely uncorrelated but that is not
the case in the neutrinoless mode, where the neutrons are correlated.
The other big difference between modes lies in the expected energy distri-
bution of the emitted electrons. In the case of the two neutrino mode, the total
kinetic energy of both electrons follows a continuous distribution peaked below
half of the Q-value of the reaction, Qββ. In the case of the ββ0ν electrons take
all of the available energy since there are no more particles emitted and nu-
clear recoil is negligible. This translates into an energy spectrum consisting of a
mono-energetic line at Qββ value. The expected energy spectrum for each decay
mode are shown in Figure 2.2.
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Figure 2.2: Spectra for the total kinetic energy T1 + T2 of the two emitted electrons in different
ββ decay modes: ββ2ν, ββ0ν, and ββ decay with Majoron emission.
The possible Majorana nature of the neutrinos also allows for a number of
processes which would also violate total lepton number conservation:
β+β+0ν : (Z, A)→ (Z− 2, A) + 2 e+ (2.3)
β+EC0ν : e− + (Z, A)→ (Z− 2, A) + e+ (2.4)
ECEC0ν : 2 e− + (Z, A)→ (Z− 2, A)∗ (2.5)
These process are known respectively as double positron emission, single
positron emission plus single electron capture and double electron capture. Al-
though the physics case is the same for these processes and ββ0ν, they’re not as
viable from an experimental point of view. This is because β+β+0ν and β+EC0ν
have less phase space available while techniques involving ECEC0ν are not as
developed as those of ββ0ν.
Still, those processes should be further explored and evaluated since their
characteristic signals will be pretty different of that of a neutrinoless double beta
decay. For example, double electron capture can easily be evaluated in xenon
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detectors since the 124Xe isotope could decay through this process, giving a clear
signal of only two x-rays and nothing else.
2.2 The black box theorem
A number of sources leading to the neutrinoless double beta decay have been
proposed in several beyond the Standard Model theories. Still, no matter the
mechanism, ββ0ν processes imply the existance of Majorana neutrinos. Shown
by Schechter and Valle and known as the black box theorem [115], this is due
to the fact that any diagram that does not conserve the total lepton number and
contributes to the decay would also contribute to the electron-electron flavour
element of the Majorana mass matrix.
The diagram in Figure 2.3 illustrates this effect. However, it corresponds
to a small mass generated at four-loop level which does not explain the mass
splittings showed by oscillation results [64]. It follows that the theorem cannot
add information about the physics mechanism dominating an observable ββ0ν
decay. Therefore, the dominating ββ0ν mechanism could be directly connected
to oscillations, partly connected or completely unrelated [111].
W
νR e− e−
W
νL
p
n p
n
Figure 2.3: Diagram of the black box theorem. It shows how any neutrinoless double beta decay
process induces a ν¯-to-ν transition which translates into an effective Majorana mass term [115].
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2.3 Standard neutrinoless double beta decay mechanism
The simplest way in which neutrinoless double beta decay can be produced is
shown in Figure 2.4. The diagram in the picture shows the parent nucleus emit-
ting two virtual W bosons which exchange a light Majorana neutrino in order
to produce the outgoing electrons. This is only possible for massive Majorana
neutrinos.
dL uL
W
W
e−L
e−L
dL uL
ν
Figure 2.4: Light Majorana neutrino exchange in a ββ0ν decay.
An interesting way of seeing it is considering the exchanged neutrino as emit-
ted with almost positive helicity. Only the small negative helicity component is
absorbed at the other vertex by the Standard Model electroweak current. Since
the amplitude in this process is the sum over the contributions of the three light
neutrino mass states νi, and that is also proportional to U2ei, it then follows that
the modulus of the amplitude for the process is proportional to the effective
neutrino Majorana mass, mββ:
mββ ≡
∣∣∣∣∣ 3∑i=1 miU2ei
∣∣∣∣∣ (2.6)
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It can be seen immediately that this effective mass directly corresponds to the
modulus of the electron-electron flavour element of the neutrino mass matrix,
mββ ≡ | (mν)ee |.
The masses of the neutrinos contributing to the process have to be below√
Q ∼ 100 MeV for the light Majorana neutrino exchange to be the dominant
mechanism. Otherwise, the neutrino propagator can no longer be approximated
by mνp2 . Having this in mind then the half-life of the decay can be expressed as:
1
T0ν1/2
= G0ν(Q, Z) |M0ν|2 mββ2, (2.7)
where G0ν(Q, Z) is a phase space factor that depends on the transition Q-
value and on the nuclear charge Z, and M0ν is the nuclear matrix element
(NME). The phase space factor can be calculated analytically with reasonable
accuracy as long as the effect of the nuclear Coulomb field on the decay electron
wave-functions is well described. The nuclear matrix element, on the other hand,
can only be evaluated using nuclear models. These evaluations, however, have
large uncertainties that propagate unavoidably to any possible measurements of
mββ coming from ββ0ν experiments.
Given the direct relation between the effective mass of the light Majorana
neutrino exchange ββ0ν and the mass mixing matrix and, therefore, oscillation
phenomenology; study of ββ0ν can also provide information on the absolute
neutrino mass scale. The information from the actual neutrino masses mi that
can be extracted from the effective mass mββ depends on the uncertainties of the
oscillation parameters, on the unknown phase parameters of the mixing matrix
(Dirac and Majorana) and on the mass hierarchy. Finally, some additional and
unknown neutrino physics could be affecting this relationship.
The impact of these effects can be seen in Figure 2.5. The two bands corre-
spond to the case of the mass hierarchy being either normal or inverted while the
width of the bands are determined by the uncertainties of oscillation and phase
parameters. The figure also shows current limits established experimentally by
ββ0ν experiments.
32
2.3 Standard neutrinoless double beta decay mechanism
 (eV)lightestm
4−10 3−10 2−10 1−10
3−10
2−10
1−10
1
IH
NH
Xe)136KamLAND-Zen (
A
50 100 150
Ca
Ge
Se
Zr
Mo
Cd
Te
Te
Xe
Nd
 
(eV
)
m
Figure 2.5: Effective Majorana neutrino mass as a function of the lightest neutrino mass, mlight,
for each hierarchy. The red band corresponds to the normal ordering while the green represents
the inverted one. The darker regions are predictions based on best-fit values of neutrino oscillation
parameters and the light shaded regions indicate the 3σ ranges calculated from the oscillation
parameter uncertainties. The horizontal lines mark the current limits measured at 90% C.L. for
several nuclei. The corresponding nuclei are shown in the side-panel [79].
If the neutrino ordering were to be inverted, next generation experiments
would be able to explore the mass range where the effective Majorana neutrino
would be expected. However, combination of latest cosmological and oscillation
results hints that neutrino masses follow the normal hierarchy [117]. In that sce-
nario a further development of detectors will be needed to deeply evaluate the
mass space. Nevertheless, the effective Majorana neutrino mass could be higher
than 10−2eV and, consequently, be observable by forthcoming experiments.
Combination of positive results from several sources for absolute neutrino
mass scale observables can result in the determination of several neutrino prop-
erties. For example, determination of the effective mass of both the beta decay
and the neutrinoless double beta decay can be used to constrain the phases αi
[38]. It could be the case that measurements of mβ and mcosmo show an incon-
sistency with the double beta upper limits which would indicate that neutrinos
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are Dirac particles. It could also be that there is an inconsistency with an hypo-
thetical double beta effective mass non-zero measurement which would hint to
alternative mechanisms driving the ββ0ν decay.
2.4 Alternative neutrinoless double beta decay
mechanisms
There are a series of proposed alternatives to the light Majorana neutrino ex-
change as the dominating mechanism of the ββ0ν. The differences between
the mechanisms can reflect on several aspects like the Lorentz structure of the
currents. An example of this is shown in Figure 2.6a where positive chirality
interactions of heavy Majorana neutrinos appear.
dR uR
WR
WR
NRi
e−R
e−R
dR uR
dc uL
eL
eL
χ
e−L
e−L
dc uL
dL uL
W
W
ν
e−L
e−L
dL uR
χ0
(a) (b) (c)
Figure 2.6: Examples of non-standard mechanism for ββ0ν: (a) heavy neutrino exchange with
positive chirality currents [99]; (b) neutralino exchange in R-parity violating supersymmetry
[100]; (c) Majoron emission [80].
The mass scale of the exchanged virtual particles is another differentiating
factor between mechanisms. This is the case if sterile neutrinos are present in
the neutrino propagator or, as shown in Figure 2.6b, the exchange of heavy su-
persymmetric particles. Other option to consider is the number of final particles;
one possibility (shown in Figure 2.6c) is the emission of a Majoron, an hypothet-
ical light particle able to couple with neutrinos, along with the electrons. For
further discussion of these mechanisms, please see [111].
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It is possible that neutrinoless double beta decays observables by themselves
are able to identify the dominant mechanism of the process. For example, in
the case a Majoron is emitted, the energy spectrum of the emitted electrons is
rather different (if the neutrino-Majoron coupling is large enough) from the two
neutrinos double beta decay as shown in Figure 2.2.
Another example of this would be if positive chirality currents dominate the
transition rate. In this case the outgoing electrons will mostly be emitted as pos-
itive chirality states. Therefore, energy and angular correlations between them
will be different from those of the ones observed in a light Majorana neutrino
exchange.
2.5 Challenges and considerations for a ββ0ν experiment
With all said, it is clear that an observation of a neutrinoless double beta de-
cay would be a major discovery on particle physics. By itself, it would prove
total lepton number violation and the Majorana nature of the neutrinos. Unfor-
tunately, the lifetimes of these decays are expected to be extremely large. For
example, for a mββ of 50 meV we would have a half-life of the order of 1026
years, depending on the NME model and isotope, which makes the search for
the decay no easy task at all.
To quantify the experimental challenge it is useful to take a look on the ra-
dioactive decay law. When the observation time, t, is much smaller than the
half-life, T0ν1/2, as it’s the case, the expected number of detected decays can be
approximated by:
Nββ0ν = log 2 ·
Mββ · NA
Wββ
· e · t
T0ν1/2
, (2.8)
where Nββ0ν is the expected number of detected decays, Mββ and Wββ are
the mass and molar mass of the ββ emitter respectively, NA is the Avogadro
constant and e is the detection efficiency. It can be derived from the equation
that, for the case of a mββ of 50 meV and assuming perfect efficiency, a mass
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of 100 Kg of emitter with an exposition of over one year is needed to observe 1
decay.
This is an ideal scenario and does not apply to real life. If efficiency is not
considered to be perfect anymore and equations (2.7) and (2.8) are combined,
the sensitivity of an ββ0ν experiment can be defined as the mββ upper limit that
can be inferred from an experiment with no observations [98]:
mββ = K1
√
1
e ·Mββ · t , (2.9)
where K1 is a constant that only depends on the ββ0ν isotope. However,
experiments are affected by background, especially when studying decays with
such long half-lifes. Background can be accommodated to the equation 2.9 easily
if we consider the background to be intense enough:
mββ = K2
√
b1/2
e ·Mββ · t , (2.10)
where K2 also depends on the isotope and on the proportionality with the
background. If the background is not uniform but proportional to the exposure
(defined as Mββ · t) and to a energy range of interest ∆E around Qββ, b = c ·
Mββ · t · ∆E with c being the number of counts per kilogram and keV in a year,
equation (2.10) becomes:
mββ = K2
√
1
e
4
√
c · ∆E
Mββ · t . (2.11)
The objective is to reduce mββ as much as possible and, according to this
equation, there are a number of parameters to either minimize or maximize in
order to achieve this. The first obvious thing is to maximize the source expo-
sure which translates into maximizing the source mass as much as possible.
Therefore, technologies that allow for scalability into high masses are desirable.
Regarding this matter, the easiness of obtaining and enriching the double beta
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isotope also has to be considered since practically none of them are abundant in
nature.
Detector efficiency is, obviously, also of importance in experiments looking
for double beta. Generally, simpler detection techniques result in higher ef-
ficiency rates. Therefore, experiments doing only calorimetry measurements
usually have better efficiency than those that include additional features. Self-
shielding detectors also see reduced their efficiency due to the reduction of the
fiducial volume considered. However, detectors where the source is the same as
the medium commonly have better efficiency.
The energy region of interest is given by the energy resolution of the detector
and is of utmost importance. Energy resolution is the main background rejection
factor in any neutrinoless double beta decay. It’s the only rejection tool for
disregarding the ββ2ν events coming from the source. Moreover, in the case of
observing a positive signal, it increases the signal-to-noise ratio and significance.
Reducing the background rate is the other absolutely required condition of
these experiments. Its presence makes the sensitivity proportional to the inverse
fourth root of the exposure increasing dramatically the mass needed for taking
the explorable sensitivity to its limit.
The main background contributions to neutrinoless double beta decay exper-
iments come from the 2-neutrino mode of the ββ isotope, 208Tl, 214Bi, radon gas
and atmospheric radiation. As has already been said, ββ2ν can be suppressed
by having a sufficient energy resolution. 208Tl and 214Bi are natural radioactive
sources present in all materials which means that not only shielding from exter-
nal sources is absolutely needed but also radiopurity of the detector components
is mandatory.
On the other hand, radon gas is emanated from all materials and its decay
lines result in radioactive isotopes that can be attached to the detector surface;
providing a radon-free environment using traps becomes another requirement
to reduce the background. Finally, atmospheric radiation can be greatly reduced
by building the detectors underground thanks to the shielding provided by the
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rocks. In addition to this general background issues, some experiments may use
extra handles to reduce their background rate.
2.5.1 Nuclear matrix element
The nuclear characteristics of the chosen ββ isotope are presented in this section.
As stated earlier, K2 is a constant which varies with the isotope and the sensitiv-
ity of the experiment depends on this constant. K2 inversely depends on M0ν,
the nuclear matrix element (NME).
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Figure 2.7: Nuclear matrix elements (top) for ββ0ν decay candidates and their associated decay
half-life scaled by the square of the unknown parameter mββ (bottom). Extracted from [68].
Nuclear matrix elements should include all nuclear structure effects and must
be determined theoretically. However, due to the complex nature of the problem,
only estimations have been done so far. To carry out these estimations, there are
a series of approaches that vary in their choice of the nuclear valence space,
interaction Hamiltonian and the way of solving the equations of motion. All
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methods discussed below rely on effective couplings which need to be inferred
from data of different nuclear processes.
The list of methods currently used for evaluating NME of nuclei with large
number of nucleons include: Interactive Shell Model (ISM) [48], Interactive Bosson
Model (IBM) [42], Quasiparticle Random-Phase Approximation (QRPA) [112] and
Energy Density Functional method (EDF) [113]. Current results of these models for
several double beta nuclei are shown in Figure 2.7. The results of the calculations
show a large dispersion, with the difference spaning a factor of two in most
cases. The lack of a precise theoretical prediction for the NME impacts ββ0ν
experiments in a number of ways:
1. The exposure of the ββ0ν isotope needed to be sensitive to a particular
neutrino mass mββ in a background free experiment depends quadratically
on the uncertainties in the matrix element. In particular, more precise
nuclear matrix elements would reduce the large uncertainty in the needed
detector size to explore a particular mass region.
2. The spread in NME predictions does not permit to identify which nuclei
shows larger nuclear matrix elements. An accurate estimate of the NME
would quantify better the advantages of some nuclei over others due to the
nuclear structure.
3. The uncertainty on the matrix elements is the biggest source of error in the
determination of the neutrinoless double beta effective mass estimations.
In case of discovery of this decay, the uncertainty on the effective neutrino
mass inferred from it would be quite large.
At the moment, theoretical estimations lack a reliable evaluation of uncer-
tainties which implies the use of the big spreads between the seemingly reliable
methods as the main uncertainty. This is troublesome since poor calculations
may be included. A better assessment of the uncertainties would greatly im-
prove the situation.
In addition, in case of observation, a deep understanding of the NME would
also be useful to determine the underlying physics process and driving mecha-
nism of the decay.
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For all these reasons, focus on the calculation of the nuclear matrix elements
should be an immediate priority for any experiment or organization interested
in the discovery of the ββ0ν. Fortunately, the situation seems to improve as there
are various ideas to improve these calculations in the coming years [68]. These
ideas include the accommodation of all the important collective correlations to
the current models, the development of ab initio methods and a systematic as-
sessment of the theoretical uncertainty.
2.6 Observables of a ββ0ν experiment
Before describing experimental approaches to the detection of neutrinoless dou-
ble beta decay is important to clearly establish the possible observables of the
process.
The firsts and most obvious observables are the traits of the two electrons
emitted in the decay. As explained in section 2.1, the total energy of both elec-
trons is fixed and when measured should result in a gaussian peak centered at
that energy.
However, total energy is not the only observable derived from the emitted
particles. The behaviour of electrons and how they deposit their energy in the
detection medium is another parameter to be considered. When compared to
that of other particles, it can also be used as an observable to distinguish between
double beta and background events.
Finally, the daughter of the decay can be also used as an observable. If the
resulting nuclei can be tagged, its detection would imply unequivocally that a
double beta decay happened. This observable cannot be used to distinguish
between the two double beta decay modes but it would serve to suppress any
other background source. A detection technique that combines the daughter
tagging with an acceptable energy resolution would be background free.
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Neutrinoless double beta decay searches have been carried out over more than
half a century, exploiting the same experimental techniques used for measuring
the two-neutrino mode rate. Several ββ emitting isotopes have been investigated,
as shown in table 2.2.
For some time, the most restricting limits in the search for ββ0ν were ob-
tained by the Heidelberg-Moscow (HM) experiment [89]. It searched for the
ββ0ν decay of 76Ge using five high-purity Ge semiconductor detectors enriched
to 86% in 76Ge. The experiment ran in the Laboratori Nazionali del Gran Sasso
(LNGS), Italy, from 1990 to 2003, totaling an exposure of 71.7 kg·yr. A lower
limit on the ββ0ν half-life of T0ν1/2(
76Ge) ≥ 1.9 · 1025 years (90% CL) was obtained
[89] which translated into an effective Majorana mass bound of mββ < 0.32 eV.
Re-analysis of the data was done by a part of the group which resulted in
an evidence claim for 76Ge ββ0ν decay [91]. The latest publication by this group
reports a 6σ evidence for ββ0ν and a half-life measurement of T0ν1/2 = (2.23
+0.44
−0.31) ·
1025 years [90], corresponding to a mββ of around 0.3 eV. However, this claim has
been quite controversial [2] since no other observations that could corroborate it
have been made while the results of the current generation experiments refute
the claim.
The Cuoricino experiment [23], an array of 62 TeO2 bolometric crystals, ran
for five years in Gran Sasso searching for ββ0ν in 128Te and served as the first-
stage of the CUORE experiment, which will be explained latter. It reached a
sensitivity to mββ comparable to that of the HM experiment, but it could not
disprove the claim due to the uncertainties in the nuclear matrix elements [16].
Its successor, CUORE-0, established a limit on the half-life of 2.9 · 1024 years at
90% CL [17]. The combined results with Cuoricino result in a half-life limit of
4.0 · 1024 years [17].
The NEMO3 experiment [28] ran from 2003 to 2010 at the Modane Under-
ground Laboratory (LSM), in France. The detector, of cylindrical shape, had 20
segments of thin source planes, with a total area of 20 m2, supporting about
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Isotope T0ν1/2 (years) Experiment
48Ca > 5.8× 1022 ELEGANT [123]
76Ge > 5.3× 1025 GERDA [5]
82Se > 3.6× 1023 NEMO3 [41]
96Zr > 9.2× 1021 NEMO3 [30]
100Mo > 1.1× 1024 NEMO3 [41]
116Cd > 1.7× 1023 Solotvina [57]
130Te > 4.0× 1024 Cuoricino + CUORE-0 [17]
134Xe > 1.1× 1023 EXO-200 [13]
136Xe > 1.1× 1026 KamLAND-Zen [79]
150Nd > 1.8× 1022 NEMO3 [29]
Table 2.2: Limits on the half-life of ββ0ν processes for the most interesting isotopes until 2012.
All values are at 90% CL.
10 kg of source material. It was capable of reconstructing the electron tracks
emerging from the source providing a powerful signature to discriminate signal
from background. In addition to searching for ββ0ν, NEMO3 very successfully
served as a “ββ2ν factory”, providing precise ββ2ν half-life measurements for
seven ββ isotopes (see table 2.1). Apart from representing the ultimate back-
ground for ββ0ν searches , an accurate measurement of ββ2ν in several nuclides
is also important as input to NME calculations.
In addition to these, there are a series of current generation experiments
which have already been running for some time and have established new ββ0ν
half-life limits. On one hand, two experiments have been searching for the decay
in xenon liquid, EXO-200 [36] and KamLAND-ZEN [79]; the best limit between
the two experiments has been established by KamLAND-ZEN and estimates the
half-life of the decay to be longer than 1.07 · 1026 years at 90% CL [79]. This
value corresponds to an effective Majorana neutrino mass between 61 and 165
meV, depending on the NME, which is incompatible with the observation claims
of the Heidelberg-Moscow experiment. The search of the decay in germanium
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is lead by the GERDA experiment without any observation of the decay so far.
The current half-life limit set by GERDA is 5.3 · 1025 years at 90% CL [5]. This
limit also contradicts the claims of the Heidelberg-Moscow experiment, using
the same isotope. A more detailed description of these and other experiments
currently running, or soon to be built, will be given in section 2.8.
2.8 Current generation of experiments
Neutrinoless double beta decay is one of the most active topics in particle physics.
This can be seen by the number of experiments already running. In addition, a
group of experiments are entering their final stages of construction and should
soon join them in the race for the discovery of ββ0ν. That is the case of NEXT,
focus of this thesis and which will be detailed in chapter 3.
2.8.1 GERDA
The GERDA experiment [3] looks for the neutrinoless double beta decay process
in 76Ge using semiconductor diodes able to measure energy with very high pre-
cision. The GERDA approach consists on focusing on obtaining the best possible
energy resolution to improve the background suppression and so the signal to
background ratio and sensitivity. The main feature of GERDA’s detectors is to
operate bare Ge detectors made out of material enriched in 76Ge in liquid argon
(LAr).
The core of the GERDA experiment (fig. 2.8) is an array of germanium diodes
suspended in strings into a cryostat filled with LAr. The LAr serves both as
cooling medium and shield. The cryostat is a steel vessel with a copper lining
used primarily to reduce the gamma radiation from the steel vessel. This cryostat
is placed in a large water tank, that fulfills the functions of shielding the inner
volumes from radiation sources within the hall, such as neutrons, as well as
providing a sensitive medium for a muon veto system.
GERDA has run in two phases, with an improvement in most of the detectors
between them. In Phase I of the experiment eight semi-coaxial (refurbished
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Figure 2.8: Model of the GERDA detector.
and redeployed from the HdM and IGEX experiments) and five Broad Energy
Germanium (BEGe) type detectors have been deployed. For the second phase, 7
semi-coaxial detectors and 30 BEGe detectors were used.
The use of BEGe detectors over the semi-coaxial ones allowed the experiment
to greatly enhance their performance. Never used before in this field, these de-
tectors have an outstanding resolution (3.0 keV FWHM at Qββ), even better than
the semi-coaxial detectors (4.0 keV FWHM) [5]. In addition to this, the signal
from single-site events (SSE) and multi-site events (MSE) is very different in
this kind of detectors [8]. Therefore, pulse shape discrimination can be applied
to improve background rejection greatly since ββ0ν events are SSE events in
germanium while most of the background are photons scattering inside the de-
tector, i.e. MSE events. Combining everything, their background estimation for
Phase-I and Phase-II were (0.010± 0.001) counts/(keV · kg · y) and 0.7+1.1−0.5 · 10−3
counts/(keV · kg · y) respectively [7, 5].
This is practically a background-free regime. Consequently, it completely
compensates for the elevated cost of enriching germanium and allows for op-
erating with lower emitter masses than other experiments while achieving out-
standing results.
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With this, the half-life of the ββ2ν decay of 76Ge was derived from the Phase-
I data from the GERDA experiment. It was done using a total exposure of
20.3 kg·yr (17.9 from semi-coaxial detectors and 2.4 from BEGe detectors) after
discarding 1.3 kg·yr exposure data from semi-coaxials due to high background.
The analysis estimated the half-life of the ββ2ν decay to be (1.926± 0.095)·1021
yr [6].
On the other hand, the analysis to T0ν1/2 for the first phase yielded a lower
limit of > 2.1 · 1025 yr (90 % CL) [7]. When adding the second phase data to
the previous one the limit improves up to > 5.3 · 1025 years [5]. From this, an
upper limit on the effective mass value between 0.15 and 0.33 eV is deduced,
depending on the nuclear matrix element.
2.8.2 EXO
The Enriched Xenon Observatory (EXO) is an experimental program searching
for neutrinoless double beta decay using 136Xe. The first phase of the experi-
ment, EXO-200 [37], consists in a 200-kilogram liquid xenon (LXe) time projec-
tion chamber that has been taking physics data at the Waste Isolation Pilot Plant
(WIPP), in New Mexico, USA, since early May 2011 with xenon enriched to 85%
in the ββ0ν isotope.
EXO-200 uses the xenon as both source and detector in an homogeneous,
liquid phase xenon TPC. The experiment deploys 200 kg of xenon enriched to
80.67± 0.14% in the 136Xe isotope. Of the 200 kg of available enriched xenon, 175
kg are in liquid phase. Of those, 110 kg are in the active volume of the detector
while the rest is used for self-shielding.
The EXO detector (fig. 2.9) records both the ionization and the scintillation
signal. Charge is collected at each end of the TPC by wire planes, held at virtual
ground, while the 178 nm wavelength scintillation light is collected by two arrays
of large area avalanche photodiodes (LAAPDs), one behind each of the two
charge collection planes ("U" wires). A second wire plane ("V" wires), positioned
in front of the charge collection plane and oriented at 60◦ from it, is biased to
ensure full electron transparency and is used to inductively record a second
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Figure 2.9: Schematic diagram of the EXO-200 detector.
coordinate for each ionization cluster. Three-dimensional position sensitivity is
achieved by using the difference in the arrival time between the ionization and
scintillation signals to calculate the electron drift time.
One of the biggest advantages of using xenon is that it’s gaseous at room
temperature. Consequently it is easily enriched to the ββ0ν isotopes and large
masses of ββ0ν emitter are affordable. The choice for the 136Xe isotope over the
134Xe one is due to the different Qββ values of each one. The first one is at 2.458
MeV while the second is at 826 keV, thus heavily affected by natural radioactivity.
Another advantage of liquid xenon is that, given its density, the traveling
path of the electrons inside it is extremely short. Therefore, as in GERDA, ββ
events are mostly single-site (SS) events while γ backgrounds are typically multi-
site (MS). Discrimination between the two types of events can enhance the back-
ground rejection of the experiment although not as efficiently as GERDA.
On the other hand, resolution in liquid xenon is quite low and that reduces
the sensitivity of the experiment. Still, being able to read both ionization and
scintillation signal allows for anti-correlation corrections [55] resulting in an en-
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ergy resolution at the ββ Q-value of 3.60± 0.15% FWHM for single deposition
events and 3.88± 0.12% FWHM for multiple deposition events [12].
Taking everything into account they estimated a background rate of (1.7±
0.2) · 10−3 counts/(keV · kg · y) [12]. Although having more background than
GERDA, results from EXO-200 are competitive owing to the larger mass of ββ
emitter.
EXO-200 produced results for both double beta modes. For ββ2ν an efficiency
of (87.4 ± 2.53)% for events inside the fiducial region was achieved. With a total
exposure of 23.14 kg·yr a measurement for the half life of the process yielded a
result of (2.165± 0.016 (stat.)± 0.059 (sys.)) · 1021 years [11].
For the estimation of the half-life of the neutrinoless process the data pub-
lished corresponds to an exposure of 100 kg·yr [12] with a detector efficiency of
(84.6 ± 8.6)% The lower limit on T0ν1/2 is > 1.1 · 1025 yr and has been obtained
using the profile likelihood fit to the entire single and multiple deposition.
An additional analysis was done looking for the decay in 134Xe yielding a
lower limit on the half-life of the 2-neutrino mode of > 8.7 · 1020 yr and a lower
limit of the neutrinoless mode of > 1.1 · 1023 yr [13].
2.8.3 KamLAND-Zen
Based in Kamioka, the KamLAND-Zen experiment uses 136Xe as a source for the
experiment [78]. It is a modification of the existing KamLAND detector which
was carried out in the summer of 2011. The ββ source/detector consists in 13
tons of Xe-loaded liquid scintillator (Xe-LS) contained in a 3 meter diameter
spherical inner balloon (IB). The IB is made out of transparent nylon film and
is suspended at the center of the KamLAND detector by 12 straps of the same
material. The IB is surrounded by 1 kiloton of LS in a 13 meter diameter spherical
outer balloon (OB). The outer LS acts as an active shield for external γ’s and as
a detector for internal radiation from the xenon (fig. 2.10).
KamLAND-Zen compromises the energy resolution of the detector in order
to be able to use very large masses of xenon. Effectively they were able to use
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Figure 2.10: Schematic diagram of the KamLAND-Zen detector.
345 kg of 136Xe mass in its first phase and 383 kg in the second one. However,
since only the scintillation signal is measured, no anti-correlation corrections can
be made to the energy measurements. As a consequence, their energy resolution
at Qββ was only of 9.89% FWHM. For the second phase the energy resolution is
σ = (7.3± 0.3)%/√(E(MeV)) [79] which translates into a resolution at Qββ of
10.94% FWHM. This worsening is due to an increase of dead PMTs.
While large masses are desirable, the resolution of the experiment demands
a strong positive signal in order to be able to claim a observation of ββ0ν events,
otherwise it will be completely diluted within the background.
Overall, their background is approximately 0.01 counts/(keV · kg · y) [61],
thanks to a tight selection cut in the fiducial volume and the identification of
214Bi events via Bi-Po tagging [34]. Still, their background rate is a order of
magnitude worse than the achieved by EXO-200. In addition, such a fiducial cut
greatly wastes the large mass of ββemitter that they have available.
The first phase of KamLAND-Zen established a lower limit to the half-life
of the ββ0ν of > 1.9 · 1025 yr at 90% CL for a total exposure of 89.5 kg·yr [77].
On the other hand, their half-life measure of the 136Xe ββ2ν decay is T2ν1/2 =
(2.38± 0.02 (stat.)± 0.14 (syst.)) · 1021 yr [76], which is consistent with the EXO-
200 result.
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The second phase ran from December 2013 to October 2015 for a total expo-
sure of 504 kg·yr, 126 kg·yr after fiducialization. The ββ0ν half-life lower limit
extracted from this phase is > 9.6 · 1025 yr at 90% CL. Combination of the results
from both phases of KamLAND-Zen lead to a lower limit of > 1.07 · 1026 yr
which translates to an upper limit on mββ between 61 and 165 meV.
2.8.4 CUORE
The Cryogenic Underground Observatory for Rare Events (CUORE) [27] has
been designed following the successful experience of the MiDBD [31] and Cuori-
cino [23] 130Te experiments where, for the first time, arrays of bolometers were
used to search for ββ decay.
Although it has yet to produce results, it is currently running in the hall A of
the Gran Sasso Underground Laboratory and aims to find neutrinoless double
beta decay in 130Te. Prior to this, the collaboration operated and tested one single
tower, CUORE-0, and obtained similar results to those of Cuoricino [17].
CUORE uses a system of 988 bolometers divided in 19 towers, for a total
isotope mass of 206 kg. Each bolometer consists of a crystal of TeO2 of 5× 5× 5
cm3 and are arranged in 19 vertical towers consisting of 13 layers of 4 crystals
each, making a total of 52 bolometers per tower.
The CUORE bolometers operate at temperatures of 10 mK and a challenging
3He/4He dilution refrigerator, with a cooling power of 3 mW at 120 mK, has
been designed for cooling down the system. A system of lead shields is hosted
inside the cryostat close to the detectors [45]. A 6 cm thick roman lead shield
surrounds the detector array on its sides, while a 30 cm thick layer of low-activity
lead is placed above the detector. A sketch of the detector is shown in Figure
2.11.
Unlike the other approaches, which used light detection as the detection
process. The energy released in a single particle interaction within the crystal
is measurable as a change in temperature by Neutron Transmutation Doped
(NTD) germanium thermistors. With this method an energy resolution of 4.9
keV FWHM at Qββ is achivable and has been already demonstrated [14].
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Figure 2.11: Schematics of the CUORE detector and cryostat.
Although not far from GERDA’s resolution, the background rejection in
CUORE is not as good as the germanium experiment and has been estimated to
be 0.058 ± 0.004 counts/(keV · kg · y)[14]. However, one advantage of CUORE
is the use of tellurium since there is no need of enrichment given the natural
abundance of 130Te (∼34%).
Since it is currently running, CUORE has still to produce results. However,
an estimation of both double beta modes of 130Te half-lives was extracted from
CUORE-0 data. For the two-neutrino mode, a half-live of (8.2 ± 0.2 (stat.) ±
0.6 (sys.)) · 1020 years was obtained [15]. Compared to pasts experiments, the
CUORE-0 result is the most precise measurement of the ββ2ν half-live to date.
On the other hand, no neutrinoless double beta decay was observed in CUORE-
0. Consequently, a bound on the half-live of the ββ0ν of > 2.7 · 1024 years at 90%
CL was placed [17]. Combining Cuoricino and CUORE-0 results, a lower limit
of > 4.0 · 1024 years (90% CL) is obtained.
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2.8.5 SNO+
Besides the field leading experiments explained so far, SNO+ will join the search
for the neutrinoless double beta decay in the short term [24].
It is situated underground at SNOLAB and reuses the Sudbury Neutrino Ob-
servatory detector, a multipurpose liquid scintillator experiment. The detector
reuses many of the components of its predecessor, replacing the heavy water by
780 tonnes of liquid scintillator in order to obtain a lower energy threshold. The
detector consists of a 12 meter diameter acrylic vessel surrounded by about 9500
8-in photomultiplier tubes that provide a 54% effective photocathode coverage.
The primary goal of SNO+ is a search for the neutrinoless double beta decay
ββ0ν of 130Te. In Phase I, foreseen for this year, the detector will be loaded with
0.3% natural tellurium, corresponding to nearly 800 kg of double beta isotope.
In addition, the possibilitiy of increasing this quantity has been investigated for
the future.
The approach of SNO+ is really similar to that of KamLAND-Zen where en-
ergy resolution is not the priority and is expected to be ∼10.8% FWHM at 130Te
Qββ. Therefore, the ββ2ν spectrum will be an important source of background.
The expected levels of uranium and thorium in the liquid scintillator can be a
source of background to the signal but will be actively suppressed via Bi-Po
tagging. As in KamLAND-Zen, external backgrounds will be cut using a tight
fiducial cut, of 3.5 meters, at the cost of preserving only 20% of the events. Con-
sidering all, a lower limit of T0ν1/2 > 9 ·1025 years at 90% CL is expected to be
achieved after five years of data-taking.
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"When life gives you lemons, don’t make lemonade. Make
life take the lemons back!"
– Cave Johnson, Portal 2
3
The NEXT experiment
As explained in the previous chapter, the half-life of the ββ0ν decays are several
times larger than the life of the universe. Consequently, finding such a process is
an impressive experimental challenge. The sensitivity needed to do so demand
a strong background rejection and all tools that can help towards it should be
used and pursued.
To reject background properly a perfect knowledge of the signal signature is
mandatory. In the case of the neutrinoless double beta, the signal is characterized
by emitting the two electrons with always the same total energy, therefore an
excellent energy resolution is needed.
Xenon gas is an excellent detection medium to look for double beta because
it has several ββ isotopes (being specially interesting the 136 isotope), thus al-
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lowing for a source equal to detector medium approach. In addition, it pro-
vides strong rejection power thanks to its intrinsic energy resolution at gas phase
(∼0.3% at the 136Xe Qββ value) in combination with the fact that the two-electron
topology in high pressure gas is very characteristic and can be used to distin-
guish signals from backgrounds (see section 3.4).
NEXT Collaboration aims to make full use of the advantages of gaseous
xenon for discovering neutrinoless double beta decay. For this, a high pressure
gaseous xenon time projection chamber (HPGXe TPC) with optimized sensors
for different functions (energy measurements and track reconstruction), the so-
called SOFT (Separated Optimized Function TPC) concept. The xenon will be
90% enriched in the 136Xe isotope, which, as already stated, decays through
double beta decay. The interest in this isotope and not another is due to its high
Q-value (2458 keV) where background is less intense.
3.1 Separated Optimized Function TPC (SOFT)
Neutrinoless double beta decay events leave a distinctive topological signature
in gaseous xenon: an ionization track, about 30 cm long at 10 bar, tortuous
due to multiple scattering, and with larger energy depositions at both ends (see
section 3.4). The Gotthard experiment [95], consisting in a small xenon-methane
mixture gas TPC (5.3 kg enriched to 62.5% in 136Xe) operated at 5 bar, proved
the effectiveness of such a signature to discriminate signal from background.
Having a good resolution while being able to reconstruct this topological
signal is a major bonus of the NEXT technology. However, those kind of mea-
surements require different sensor schemes since the needs for each one are quite
distinct.
Precise light collection with single-photon sensitivity is required for compe-
tent energy measurements. This demand makes photomultiplier tubes the best
choice to perform the measurements. This is thanks to their low noise and dark
current while operating at high gain. In addition to this, enough coverage can
be achieved with not that many photomultipliers thanks to their large sensitive
area, thus reducing their background contribution.
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On the other hand, the complexity of the energy deposition pattern requires
a dense distribution of sensors to perform a satisfactory track reconstruction.
In this regard, although precise energy measurements would also be welcomed,
they are not mandatory as long as the pattern can be distinguished.
It is clear that the requirements for both kinds of measurements are pretty
different and, therefore, they cannot be performed by the same system. A solu-
tion to this situation is to perform both measurements separately with optimized
systems for each purpouse. This is the SOFT concept [103, 22].
The application of this concept in NEXT consists on an asymmetric TPC
design where one of the planes is covered with PMTs, called the energy plane,
while the other is filled with an array of 1-mm2 MPPCs, 1-cm spaced, known
as the tracking plane. To achieve optimal energy resolution, signal is amplified
near the tracking plane using electroluminiscence (EL, see section 3.3).
With this, the detection process in NEXT (fig. 3.1) is as follows: particles
interacting in the HPXe transfer their energy to the medium through ioniza-
tion and excitation. The excitation energy is manifested in the prompt emission
of VUV (∼178 nm) scintillation light. The ionization tracks (positive ions and
free electrons) left behind by the particle are prevented from recombination by
a moderate electric field (0.3 - 0.5 kV/cm). The ionization electrons drift to-
ward the TPC anode, entering a highly-transparent region with an even more
intense electric field (2 - 3 kV/cm/bar). There, further VUV photons are gen-
erated isotropically by electroluminescence. However, sensors are not usually
sensitive to VUV light. To enhance sensors’ efficiency a wavelength shifter, such
as tetraphenyl butadiene (TPB), which shifts VUV to blue light (∼430 nm), can
be used.
Therefore, both scintillation and ionization produce an optical signal that is
detected by both planes. When detected by the energy plane (located behind the
cathode), the primary scintillation light constitutes the start-of-event, whereas
the detection of EL light provides an energy measurement. The difference in
time between these two signals, called S1 and S2 respectively, can be used to
estimate the longitudinal position of the event.
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Figure 3.1: The Separated Optimized FuncTion (SOFT) concept in the NEXT experiment:
EL light generated at the anode is recorded in the photosensor plane right behind it and used for
tracking; it is also recorded in the photosensor plane behind the transparent cathode and used for
a precise energy measurement.
On the other hand, the EL light is also used for tracking. This is because the
tracking plane is located a few millimeters away from the anode, where the EL
region ends. This closeness allows for a precise determination of the transverse
position of the ionization electrons when arriving to the EL region. In combina-
tion with the longitudinal information, a full three-dimensional reconstruction
of the event is possible.
3.2 Energy resolution in gaseous xenon
Excellent energy resolution is a crucial ingredient for a ββ0ν experiment. In-
deed, physics allows such resolution to be attained in a high-pressure gaseous
xenon chamber (HPGXe). This is clearly seen in Figure 3.2, reproduced from
Bolotnikov and Ramsey (1997) [46]. The resolutions displayed were extracted
from the photo-conversion peak of the 662 keV gamma ray from the 137Cs iso-
tope. Only the ionization signal was detected. A striking feature in Figure 3.2 is
the apparent transition at density ρt ∼ 0.55 g/cm3 (corresponding to a pressure
of around 100 bar). Below this density and for the operation pressures of NEXT,
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the energy resolution is approximately constant:
δE/E = 6× 10−3 FWHM. (3.1)
For densities greater than ρt, energy resolution deteriorates rapidly, approaching
a plateau at LXe density.
Figure 3.2: The energy resolution (FWHM) is shown for 137Cs 662 keV gamma rays, as a function
of xenon density, for the ionization signal only. Reproduced from [46].
The most plausible explanation underlying this strange behavior is the ap-
pearance, as density increases, of two-phase xenon (see [104] and references
therein). In contrast, given the xenon critical density, the intrinsic resolution in
the gas phase is very good up to pressures in the vicinity of 50 bar, at room
temperature, although practical and technical issues dictate operation at smaller
pressures, in the range of 10 to 20 bar.
Extrapolating the observed resolution in Figure 3.2 as
√
E to the 136Xe Q-
value (2458 keV), the intrinsic energy resolution is predicted:
δE/E = 3× 10−3 FWHM. (3.2)
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Based on ionization signals only, the above energy resolution reflects an order
of magnitude improvement relative to LXe. For densities less than ρt, the mea-
sured energy resolution in Figure 3.2 matches the prediction based on Fano’s
theory [69]. The Fano factor F reflects the fluctuations of the number of ioniza-
tions produced. For electrons depositing a fixed energy E, the rms fluctuations
σI in the total number of free electrons NI can be expressed as:
σI =
√
F NI . (3.3)
For pure gaseous xenon (GXe), various measurements [104] show that:
FGXe = 0.15± 0.02 (3.4)
In LXe, however, the anomalously large fluctuations in the partitioning of energy
between excitation and ionization translates into a big fluctuation in the number
of ionizations which produces an anomalous Fano factor:
FLXe ∼ 20, (3.5)
larger than the one corresponding to GXe by about two orders of magnitude.
3.2.1 Scintillation
Two processes are produced in xenon, as a response to the passage of charged
particles. The first one is ionization of the gas (call WI to the average energy spent
in the creation of one electron-ion pair); the second is emission of scintillation light
(call Ws to the average energy spent in the creation of one primary scintillation
photon). The detection of primary scintillation allows the measurement of the
start-of-the-event t0, needed to place an event properly in 3-D space in a TPC. A
measurement made within the the context of the NEXT R&D [70] yields:
Ws = 76± 6 eV (3.6)
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Since the end-point of the 136Xe transition to 136Ba is Qββ = 2457.83 keV, this
translates in
Ns = 32342± 2551 photons. (3.7)
These photons are emitted isotropically and need to be readout with pho-
tosensors capable to count single photoelectrons, that is, photomultipliers. In
addition, quenchers should be used with caution since primary scintillation sig-
nals are quenched by common molecular additives such as nitrogen, hydrogen
or methane.
3.2.2 Ionization
Ionization can be used to measure both the energy of the (ββ0ν) event and to
track the two signature electrons. In order to do so, electrons must be first drifted
towards the anode. This, in turn, requires a suitable electric field.
The longitudinal diffusion of electrons drifting towards the anode has a min-
imum in xenon given by:
E/p = 0.03 V/cm · Torr (3.8)
or 375 V/cm at 15 bar, with a drift velocity of about 1 mm/µs.
At E/p above that given by (3.8), the drift velocity changes slowly. A low
drift velocity is not necessarily a disadvantage in a low-rate experiment such as
NEXT, assuming that attachment (whose effect increases with drift time) is kept
under control. Indeed, too high electric field can result in unwanted systematic
effects [121].
The diffusion depends on both electric field and electron temperature. For a
drift of 1 m and an electric field of 375 V/cm (at 15 bar) the transverse diffusion
is of the order of 1 cm.
For pure gaseous xenon, studies [63] show that:
WI = 22.4 eV. (3.9)
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This results in a number of primary electrons produced at Qββ of:
NI = 2457.8/22.4 = 109723 (3.10)
or, roughly, 105 primary electrons for a 136Xe ββ0ν event.
3.2.3 Intrinsic energy resolution
For electrons depositing a fixed energy E, the (rms) fluctuations σl in the total
number of free electrons NI can be expressed as:
σl = (FNI)1/2 = (0.15× 105)1/2 = 122 rms electrons (3.11)
The intrinsic energy resolution (FHWM) can be obtained as:
δE/E = 2.35 σl/NI = 2.35× 122/105 ∼ 3× 10−3 FWHM (3.12)
which corresponds to the value found in [46].
Of course, there are many factors that can spoil this very good intrinsic reso-
lution such as:
1. Losses of drifting electrons due to electronegative impurities, volume re-
combination, grid transparency, etc., represented by a factor L = 1 − e,
where e is the overall electron collection efficiency.
2. Gain processes such as avalanche multiplication, which multiply the signal
by m and introduce fluctuations in the detected signal, represented by a
variance G.
3. Electronic noise, in electrons RMS at signal processing input, represented
by n.
In addition there are other important sinks of resolution, such as fluctuations
associated to Bremsstrahlung losses, channel equalization, non-linearities, etc.
However, an analysis of the previous list is sufficient to understand the main
60
3.2 Energy resolution in gaseous xenon
issues to be addressed to approach the intrinsic resolution. Assuming that all the
above-mentioned sources are gaussian and uncorrelated, they can be combined
in quadrature:
σ2n = (F + G + L)NI +
n2
m
. (3.13)
where σn is the total number of electrons (rms), due to fluctuations in all sources.
Then:
δE/E =
2.35 σn
NIe
(3.14)
= 2.35
 F + G + L + n2mNI
NIe2
1/2 , (3.15)
The challenge in NEXT is to minimize the factor L (this can be achieved with
a very clean gas that minimizes attachment) and the gain fluctuation factor G.
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Figure 3.3: Energy resolution (FWHM) in the NEXT-DBDM prototype [19] for 662 keV gammas
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The gain factor is considerably larger than F in gas proportional counters
involving avalanche multiplication. On the other hand, G can be made at least
as small as F using electroluminescence.
Measurements done in one of the NEXT prototypes, NEXT-DBDM [19], show,
indeed, that the use of EL allows to achieve resolutions close to intrinsic ones.
Concretely, a 1% FWHM resolution for the 662 keV gamma rays and 5% FWHM
resolution for the ∼30 keV xenon x-rays was obtained (fig. 3.3). These values
extrapolate to ∼0.5% FWHM at Qββ.
3.3 Electroluminiscence
3.3.1 The Gas Proportional Scintillation Chamber
Figure 3.4 (top), illustrates the principle of a Gas Proportional Scintillation Cham-
ber (GPSC) [54, 49]. An x-ray enters through the chamber window and is ab-
sorbed in a region of weak electric field (> 0.8 kV·cm−1·bar−1) known as the
drift region. The ionization electrons drift under such a field to a region of
moderately high electric field (around 3− 4 kV·cm−1·bar−1 range), the so-called
scintillation or EL region. In the scintillation region, each electron is accelerated
so that it excites, but does not ionize, the gas atoms/molecules.
The excited atoms decay, emitting UV light (the so-called secondary scintil-
lation), which is detected by a photosensor, usually a photomultiplier tube. The
intensity of the secondary scintillation light is two or three orders of magnitude
stronger than that of the primary scintillation. However, since the secondary
scintillation is produced while the electrons drift, its latency is much longer
than that for the primary scintillation, and its rise time is much slower (a few µs
compared to a few ns). For properly chosen electric field strengths and EL re-
gion spatial widths, the number nph of secondary scintillation photons produced
by a single primary electron is nearly constant and can reach values as large as
a few thousand photons per electron.
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Figure 3.4: Top: principle of a Gas Proportional Scintillation Counter. Bottom: principle of a Gas
Proportional Counter with avalanche gain (from [53]).
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The average total number, Nt, of secondary scintillation photons produced by
an X-ray photon is then Nt = nph · NI , (recall that NI is the number of primary
ionization electrons) so the photosensor signal amplitude is nearly proportional
to E, hence the name of gas proportional scintillation counter (GPSC) for this
device.
What makes the devices extraordinarily attractive is their improved energy
resolution compared with conventional Proportional Chambers (PC) (figure 3.4
(bottom)). In a PC the primary electrons are made to drift towards a strong
electric field region, usually in the vicinity of a small diameter (typically 25 µm)
anode wire. In this region, electrons engage in ionizing collisions that lead to an
avalanche with an average multiplication gain M of the order of 103 to 104. If M
is not too large, space charge effects can be neglected, and the average number
of electrons at the end of the avalanche, Na = M · NI , is also proportional to the
energy E of the absorbed X-ray photon (hence the name proportional (ionization)
counter given to this device). However, for PC detectors, there are fluctuations
not only in NI but also in M; for GPSCs, since the gain is achieved through
a scintillation process with almost no fluctuations, only fluctuations in NI and
in the photosensor need to be considered. Thus a better energy resolution is
achieved in the latter case; typical values for 5.9 keV X-rays are 8% for GPSC
and 14% for PC.
The Scintillation Drift Chamber (SDC) was invented in 1978 [50]. An SDC
is a TPC with EL readout instead of charge gain by electron avalanche multi-
plication in gas. A large SDC with 19 PMTs [47] demonstrated excellent energy
resolution at high pressure (9 bar), and for high energy X-rays. However, for
mainstream particle physics, EL has had applications primarily in only one tech-
nique: two-phase LXe detectors aimed at direct detection of WIMPs [26]. In that
very successful application, the enabling asset of EL is not the excellent energy
resolution (limited, as we have seen, by the anomalous Fano factor in liquid),
but the capability to detect single electrons.
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3.3.2 Xenon atomic energy structure
In the EL region the drift electrons are accelerated and collide with the gas
atoms. If the electric field is not too large, the electrons collide elastically with
the atoms and can also excite but not ionize them. In the case that an excitation
collision happens, the atom can stay in one of several excited levels. Since, at
high pressures (above few hundreds of torr [118]), the time intervals between
collisions of an excited atom with other atoms of the gas are much smaller than
the atomic radiative lifetimes [105] the main channel of de-population of these
excited atoms is through the formation of excimers–electronically excited molec-
ular states. Excimers, R∗∗2 , are formed through three-body collisions between
one excited atom, R∗, and two atoms in the ground state, R:
R∗ + 2R→ R∗∗2 + R (3.16)
The excimers responsible for the VUV electroluminescence, 0+u
(1Σ+u ), (ν = 0)1 Σ+u
and (ν = 0)3 Σ+u , are formed from 1s4 and 1s5 atomic levels (J = 3/2) [102] or
by radiative transitions from higher excited molecular levels which are formed
from atoms with an energy higher than 1s4 and 1s5 [92]. The excimers repre-
sented with “(ν = 0)”, R∗2 , are vibrationally relaxed through two-body collisions
between the unrelaxed excimers, e.g. 0+u
(1Σ+u ), R∗∗2 , and ground atoms, R:
R∗∗2 + R→ R∗2 + R (3.17)
Vibrational unrelaxed excimers can decay to the repulsive ground state, 1Σ+g ,
emitting a VUV photon:
R∗∗2 → 2R + hν (3.18)
as well as vibrational relaxed excimers:
R∗2 → 2R + hν (3.19)
In the case that the radiative decay is from R∗∗2 the energy of the VUV photon
is slightly higher than if the decay is from R∗2 . In this way, at low gas pressures, a
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continuum emission spectrum is observed with two peaks, usually called “first
continuum” - at higher frequencies - and “second continuum” - at lower frequen-
cies. The reason why, at high pressures, one usually only observes the “second
continuum” is because process (3.17) is preferable to (3.18) due to the increase
in the number of atom collisions.
3.3.3 Electroluminescence yield
The reduced electroluminescence yield,
(
Y
p
)
, is defined as the number of pho-
tons emitted per primary electron and per unit of drift length divided by the
number density of the gas, N. The behavior of
(
Y
p
)
with the reduced electric
field,
(
E
p
)
, has been evaluated in several studies and remains linear up to a re-
duced electric field of ∼ 8 kV·cm−1·bar−1 [101]. This threshold appears when,
for higher values of the electric field, the fluctuations in the secondary charge
production, which are bigger than in the electroluminescence, start to dominate.
In other words, the EL yield keeps its linear behavior while the probability of
ionization is low and has been estimated [101] to be:
Y
p
= 140
E
p
− 116
[
photoelectrons · cm−1 · bar−1
]
(3.20)
Consider, for example, the number of photons produced in a TPC operating
at 15 bar pressure, with a EL region of 5 mm and E/p set to 3. One then pro-
duces 2280 EL photons per primary electron. Since there are about 105 primary
electrons in a ββ0ν event, we end up with ∼ 3× 108 EL photons.
Consider now the variance G of the gain [98]:
G =
J − 1
Y
+
(σq/q)2 + 1
npe
, (3.21)
The contributions to the gain resolution G must include fluctuations in:
1. the EL gain Y and the relative variance in the number of emitted electrolu-
minescence photons, J;
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2. npe, the number of photo-electrons per incident electron;
3. the gain process in the photo-detector per single photo-electron, whose
fluctuation we express by σq/q, the charge resolution of the photo-detectors.
The first term in (3.21) is much smaller than the second, since Y is large and
J is small (fig. 3.5) for the expected range of operation of NEXT (between 2 and
3 kV·cm−1·bar−1.
Figure 3.5: Energy resolution, RE, and relative variance in the number of emitted EL photons (J)
as a function of the reduced electric field.
Given the low value of J, and assuming that electronic low electronic noise
and negligible loss of drifting electrons (achievable circumstances in practice),
equation (3.15) can now be simplified to:
δE/E = 2.35
√√√√Wi · (F + (σq/q)2+1npe )
E
, (3.22)
The limited photon detection efficiency results in a smaller number for npe.
Assuming σ2pd = 0.5 (most PMTs will do better than that) and setting G = 0.15
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(so that it contributes no more than the Fano factor) one obtains:
nELpe ≥ 10 (3.23)
Thus, in order to optimize the resolution a device capable of detecting at least
10 photoelectrons per primary electron is necessary.
Simulations within the collaboration have been done to estimate the energy
resolution attainable by NEXT for the ββ0ν events. Figure 3.5 shows energy
resolution RE curves as a function of the reduced electric field for three different
scenarios: a) an ideal detector that detects all EL photons; b) an detector with
50% effective PMT coverage and an effective detection efficiency per PMT of
10% (k = 0.5× 0.1 = 0.05); and c) a detector with 5% PMT coverage and 10%
detection efficiency (k = 0.005).
NEXT predictions for both the EL yield and the EL resolution are consistent
with data available in the literature and show the possibility to reach a resolution
at Qββ which can be as low as 0.4%, and in any case, at the level of their target
resolution of 1%.
3.4 Double beta decay topology
A major advantage of the NEXT design is the possibility of reconstructing the
topology of an event in the detector. A ββ0ν signal event involves 2 electrons,
the energies of which sum to Qββ (∼2.45 MeV). While good energy resolution
is enough to separate those events from the more abundant ββ2ν events, back-
grounds still exist in the form of the compton and photoelectric interactions of
high-energy photons emitted after the decay of 208Tl and 214Bi which result in
single electrons with energy similar to Qββ.
An electron passing through xenon gas at 10 bar will lose energy, generally,
in two distinct phases: a MIP-like region with dE/dx ' 70 keV·cm−1 and, a
region at the end of the track dominated by multiple scattering where ∼300
keV is deposited in a short distance (a “blob”). In order to separate a signal
event from one induced by the backgrounds described above, a topology of two
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Figure 3.6: Topological signatures left by interactions in NEXT. Left: Monte-Carlo simulation
of a 136Xe ββ0ν event in xenon gas at 15 bar. Right: Monte-Carlo simulation of a background
event, in this case an electron produced via Compton scattering of a 2.447 MeV photon emitted
by 214Bi.
electrons with a common vertex must be distinguished from a single electron
track. This requires the power to resolve the “blob” and MIP regions as well as
separate an end-point blob energy deposit from a fluctuation in the dE/dx of the
MIP region induced, for example, by bremsstrahlung or delta rays emitted by the
electrons.
Therefore, in designing the tracking plane a number of physical effects, both
inherent to the interaction of electrons in the gas and resulting from the read-out
of the signal, must be taken into account. The most important of these are the
emission of delta electrons and bremsstrahlung photons, and the diffusion of the
electron cloud during drift.
The tracks shown in Figure 3.6 are those of a simulated signal event and a
compton electron liberated by a 2.447 MeV gamma from 214Bi where the energy
scale shown is that of the energy deposited by the electron and the effects of
drift are not included. In both cases the end-point “blob” regions are clearly
visible as high energy deposits at the extremes of the tracks. However, both
exhibit additional deposits of energy greater than that predicted by MIP energy
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loss within the track as well as deposits which are separated from the main trace
of the electrons.
While sufficient position resolution is required to separate the “blob” and
MIP regions and so that regions of increased dE/dx are not added together to
the extent that they can mimic the deposit of an additional “blob”, very fine
grained tracking is of little use since the blurring of the track due to photon and
delta electron emission and the subsequent drift of the charge cloud remove any
useful information at this level.
In pure xenon, the transverse diffusion expected is of the order of 1 mm/
√
cm
and the read-out plane must be positioned a few mm from the EL production
region which results in blurring of order 1 cm at read-out. On other hand, the
sensor needed should have high stability and be resistant to pressures of 10-15
bar, also the gain should be in the proper range (∼ 105) so they do not satu-
rate but give enough information to distinguish the MIP region and the “blob”.
Taking all these effects into account, SiPM are a good technological choice since
they allow for the use of moderate EL without problems of stability, they have
a relatively low cost and, a reasonable position resolution can be achieved with-
out very dense arrays. Detailed simulation studies [22] yielded a pitch of 1 cm
as the best compromise to provide a good separation between the two blobs of
the signal electron and an acceptable number of channels at 10-15 bar of pure
xenon.
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"It’s dangerous to go alone! Take this."
– Old man, The Legend of Zelda
4
The NEXT detectors
Following the explained ideas, the collaboration has built several detectors through
the years with the objective of demonstrating their concept and evaluating the
performance of the technique.
After fruitful operation with two prototypes during an intensive R&D phase,
the Collaboration is currently commissioning their first detector at Laboratorio
Subteráneo de Canfranc (LSC), NEXT-White (NEW). This detector serves as a
first step of NEXT-100, which will also be built at LSC, and will demonstrate the
background model, estimate the energy resolution and evaluate the performance
of the topological discrimination.
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4.1 R&D Phase
Before the construction of NEW, the collaboration built two prototypes, NEXT-
DEMO and NEXT-DBDM, that successfully validated the design of NEXT-100.
4.1.1 NEXT-DEMO
Although no longer running, NEXT-DEMO [18] (fig. 4.1) is a high-pressure
xenon electroluminescent TPC implementing the NEXT detector concept de-
scribed above. Its active volume is 30 cm long and 30 cm diameter, with an
EL region of ∼ 5 mm. A tube of hexagonal cross section made of PTFE, known
as light tube, is inserted into the active volume to improve the light collection.
The TPC is housed in a stainless-steel pressure vessel that can withstand up to
15 bar. Natural xenon circulates in a closed loop through the vessel and a sys-
tem of purifying filters. The detector is not radiopure and is not shielded against
natural radioactivity. It is installed in a semi-clean room at the Instituto de Física
Corpuscular (IFIC), in Valencia, Spain.
energy plane
field cage
light tube
cathode
tracking plane
anode
vacuum valve
signal
feedthrough
pressure vessel
Figure 4.1: Cross-section drawing of the NEXT-DEMO detector with major parts labelled.
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The main objective of NEXT-DEMO was the validation of the NEXT-100 de-
sign. More specifically, the goals of the prototype were:
• Demonstrate the energy resolution achievable using NEXT concept.
• Reconstruct the topological signature of electrons in high-pressure xenon
gas (HPXe).
• Test long drift lengths and high voltages.
• Understand gas recirculation and purification in a large volume.
• Understand the collection of light and the use of wavelength shifters (WLS).
The detector first operation was with two identical sensor planes composed
of nineteen 1-inch pressure-resistant photomultipliers, Hamamatsu R7378A. One
of the planes, the tracking plane, was operated at a lower gain to avoid sensor
saturation.
In this stage, the detector was evaluated under two different conditions: an
ultraviolet configuration (UVC) in which the PTFE light tube had no coating; and
a blue configuration (BC) in which the panels were coated with TPB in order to
study the possible improvement in light collection.
The unsuitability of PMTs for track reconstruction prevented the collabora-
tion to evaluate this characteristic of their design and only mean position of the
events could be reconstructed. With this, a first evaluation of the energy reso-
lution was made using the 511 keV back-to-back gammas originated from the
β+ decay of a 22Na source. The analysis yielded, after geometrical and attach-
ment corrections, an energy resolution of 2.89% FWHM for the UVC and 1.75%
FWHM for the BC at 511 keV (fig. 4.2) [18]. Improved energy resolution for the
BC period data is explained by the improved photoelectron statistics, which is a
factor of three larger than in the UVC. Extrapolating using the BC result to the
Q value of 136Xe (2458 keV) assuming a E−1/2 dependence predicts a resolution
of 0.8% FWHM. This result already improved on the NEXT target resolution of
1% FWHM at Qββ.
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Figure 4.2: Top: Energy spectra for 22Na gamma-ray events within the fiducial volume of NEXT-
DEMO after spatial corrections. Left for the ultraviolet configuration (UVC); right for the blue
configuration (BC). Bottom: Gaussian fits to the photoelectric peaks of the above spectra, with an
energy resolution at 511 keV of 2.89% FWHM for the UVC and 1.75% FWHM for the BC.
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Figure 4.3: Energy spectrum after spatial corrections for 137Cs (left) and detail of the photoelectric
peak with fit values (right). The resolution at 662 keV is 1.58% FWHM. That result extrapolates
to 0.82% FWHM at the Qββ end-point energy.
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A second phase of the detector followed up with the replacement of the old
tracking plane with one composed of 256 Hamamatsu S10362-050-11P Silicon
PhotoMultiplier (SiPMs). In this phase, energy resolution was again evaluated
for 22Na and 137Cs sources [21]. For the photoelectric peak (662 keV) ot the
latest one, an energy resolution of 1.56%FWHM was achieved (fig. 4.3). This
value extrapolates to an energy resolution of 0.83% FWHM at Qββ. That re-
sult is compatible with the one measured for the 22Na photoelectric peak and
demonstrated the energy resolution scalability of the detector. Later analysis of
the 511 keV 22Na photoelectric peak yielded an even better resolution of 1.62%
FWHM that extrapolates to 0.74% FWHM at Qββ [94].
Figure 4.4: Examples of 22Na (top left), 137Cs (top right) and muon (bottom) track xy plane
projections. Figure bottom right shows the three tracks with the same energy scale.
In addition to the energy resolution analysis, basic track reconstruction was
also performed thanks to the new tracking plane. This consisted in an approach
were the signal was sliced along the longitudinal dimension and a mean XY
point was calculated using the barycenter for each slice. With the energy and
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Z position of each slice, a cubic spline between the individual points was calcu-
lated. This method, although being simple, showed promising results as several
kinds of events could be easily identified (fig. 4.4).
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Figure 4.5: Signal efficiency as a function of background rejection derived from a cut in the blobs
energy. Blobs were defined as the energy depositions at both extremes of tracks.
Initial studies of the rejection power of the topological signal were also per-
formed in this prototype [71]. The results showed an extra background rejection
factor of (75.7 ± 1.4)%, while maintaining an efficiency of (66.7 ± 1)% (frac-
tion of signal events that survive the cut) for signal events (fig. 4.5). Moreover,
those numbers matched almost perfectly with the results extracted from DEMO
simulations.
4.1.2 NEXT-DBDM
Built and operated at the Lawrence Berkeley National Laboratory (USA), the
main goal of the NEXT-DBDM prototype (fig. 4.6) was the demonstration of the
near intrinsic energy resolution at energies up to 662 keV and the optimization
of the NEXT-100 detector design, construction, and operating parameters.
It used a 33.5 cm long stainless steel cylindrical pressure vessel with a di-
ameter of 20 cm. It contained only one plane which was used for energy mea-
surements and imitated the NEXT-DEMO energy plane holding nineteen Hama-
matsu R7378A photomultipliers arranged in an hexagonal pattern.
76
4.1 R&D Phase
Figure 4.6: Drawing of the NEXT-DBDM detector with major parts labelled.
An analysis on the 662 keV photoelectric peak of 137Cs yielded an energy
resolution of 1.1% FWHM at 10 bar and of 1.0% FWHM at 15 bar (fig. 4.7) [19],
after a tight central fiducial cut. These values extrapolate respectively to 0.57%
and 0.52% FWHM at Qββwhich almost reaches the optimistic scenario of the
collaboration.
Calibrated S2 Charge (keV)
600 610 620 630 640 650 660 670 680 690 700
Co
un
ts
 p
er
 k
eV
0
20
40
60
80
100
120 1.1% FWHM
Calibrated S2 Charge (keV)
600 610 620 630 640 650 660 670 680 690 700
Co
un
ts
 p
er
 k
eV
0
10
20
30
40
50
1.0% FWHM
Figure 4.7: Energy spectrum obtained in NEXT-DBDM for the 137Cs zoomed at the fitted photo-
electric peak (662 keV) at 10 bar (left) and 15 bar (right). Energy resolutions are 1.1% and 1.0%
FWHM respectively.
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4.2 The NEW detector
The successful R&D phase has been followed by the construction of NEXT-White
(NEW) which can be considered the first stage of the NEXT experiment. With
a size of approximately half of NEXT-100 in every dimension, the primary goal
of NEW is to provide an intermediate step in the construction of the NEXT-100
detector that will allow the validation of the technological solutions proposed in
the collaboration TDR [20].
In addition, NEW will permit a measurement of the energy resolution at
high energy, and the characterization of the 2-electron topological signature, by
measuring the ββ2ν mode. Finally, NEW will permit a realistic assessment of
the NEXT background model before the construction of the NEXT-100 detector.
NEW is currently under commissioning at Laboratorio Subterráneo de Can-
franc and it’s expected to operate at a pressure of up to 15 bar with an E/p of ∼
2 kV/(cm·bar).
Gas system
The gas system used for the NEW detector is almost the same than the one that
will be used for NEXT-100 since both detectors have the same gas requirements
with the obvious exception of the volume. Thereby, once the NEXT-100 detector
is ready, the only parts that we will need to be changed are the pressure vessel
and the recovery tanks.
The gas system is a vital part of the detector given that the source and de-
tection medium of the detector coincides. In addition, Its main functions are the
following:
• Pressurization and depressurization of the system.
• Recirculation and cleaning of the gas.
• Evacuation of the detector.
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These operations have to be completely safe and without major fails when
operating with xenon due to the gas price, especially when enriched. This relia-
bility level can not be achieved just with passive components because some de-
cisions require a minimum of "intelligence". For this reason, the gas system has
been fully automated using a Compact RIO (a FPGA-based PLC (Programmable
Logic Controller) from National Instruments). The Compact RIO, which runs a
real time LabVIEW variant, is connected to the different monitoring devices of
the system (pressure gauges, vacuum gauges, valves, compressor, chiller...) and
acts accordingly by opening and closing the valves that control the gas flow. The
Compact RIO is also connected to the slow control net so all the parameters can
be used to generate the proper reports or alarms and to interact with the other
elements connected to this net, explained later.
For the gas evacuation, the standard procedure consists on the liquefaction
of the gas stored in the whole system using a custom cryo-recovery bottle (fig.
4.8a). This bottle is cooled carefully with liquid nitrogen so the gas is recovered
slowly by the depressurization created. Then, a vacuum pump is used to recover
the residual gas in the vessel and the rest of the pipes.
(a) Cryo-recovery bottle. (b) NEXT-100 vessel used as emer-
gency recovery tank.
(c) Gas system frame with the main com-
ponents.
Figure 4.8: Different parts of the NEW gas system.
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However, this procedure is rather slow and has to be done manually thus
rendering it useless in the case of an emergency. For this reason an emergency
recovery technique had to be implemented. To do this recovery an emergency
tank, with a volume capable of housing the whole experiment gas at approx-
imately 1 bar, is kept at a moderate vacuum. If an anomaly is detected and
the gas on the experiment is compromised, a big Carten valve is automatically
opened and the gas flows quickly from the vessel to the tank through a 4" pipe.
Once there, the gas can be redirected to the cryo-recovery bottle to safely store
the gas. As shown on figure 4.8b, during the NEW phase the NEXT-100 vessel
is used as recovery tank, as it has the desired volume for this function.
(a) Gas system frame holding the
getters.
(b) Compressor. (c) Compact RIO cabinet.
Figure 4.9: Different parts of the NEW gas system involved in gas recirculation.
Gas cleaning is an absolute necessity in order to avoid signal deteriorations
due to impurities. For cleaning, the gas is in constant recirculation, using a
compressor built by the SERA company, through getters (fig. 4.9a). Two types
of getters are used: the cold getters, which clean the gas from O2, H2O, CO, H2,
volatile acids, organics, refractory compounds and volatile bases; and the hot
getter, which outlet impurity levels for O2, H2O, CO, CO2, H2, N2 and CH4 are
reduced to low parts per billion (ppb) levels or below.
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Pressure vessel
The NEW pressure vessel (fig. 4.10) has been manufactured with the same 316Ti
steel alloy selected for the NEXT-100 detector, from Nironit [97, 25], by the
company TRINOS. The fabrication of the vessel was made possible thanks to
a CEDETI grant.
Figure 4.10: NEW detector pressure vessel before being placed in the operation platform.
With an internal diameter of 64 cm and a length of 950 cm, the dimensions
of NEW are intermediate between NEXT-DEMO and NEXT-100. By design the
pressure vessel can hold up to 50 bar and it is CE certified to 20 bar.
For shielding purposes, inside the vessel there are 6 cm thick copper bars,
covering all the cylinder. The bars are designed with a stepped profile, so each
one matches the adjacent bars. This way there are no straight paths for outer
particles to get into the active volume. In addition to that, both detection planes
have a copper plate incorporated of 12 cm thickness. This ensures that all the
active volume is properly shielded form any direction except for some openings
in the copper, placed to allow the detector calibration using radioactive sources
outside the vessel.
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Lead castle
To shield NEW from the external flux of high-energy gamma rays, the pressure
vessel of the detector is placed inside a lead castle (figure 4.11), with a wall
thickness of 20 cm, made of layers of staggered lead bricks held with a steel
structure. The bricks have standard dimensions (200× 100× 50 mm3), and an
activity in uranium and thorium lower than 0.4 mBq/kg so they do not become
a major background source of the experiment.
Figure 4.11: The NEXT Experiment lead castle. The NEW detector stands previously to the
piping and cabling installation.
The lead castle is made of two halves mounted on a system of wheels that
moves on rails and alternates between two possible positions: an open and a
closed one. The former is used for installation and service of the pressure vessel;
the latter is used during normal operation. A lock system fixes the castle to the
floor in both configurations to avoid accidental displacements.
Due to the mild seismic activity of the part of the Pyrenees where the LSC
is located, the lead castle is mounted on a seismic structure in order to isolate
it from possible ground vibrations. Thereby the lead castle is not mechanically
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attached to the working platform, and all the electrical and gas connections are
flexible between this separate structures.
Time projection chamber (TPC)
Field cage
The field cage generates the electric field within the active volume of chamber
to drift the ionized electrons produced in the gas. This electric field has to be
enough to avoid electron recombination in gas. On the other hand, the field
in the drift region should be highly uniform and homogeneous trying to avoid
any radial component of the field. Those field characteristics are mandatory to
ensure no charge losses in the walls during the drifting process.
The NEW field cage has an outer diameter of 500 mm and a length of 500
mm. This dimensions are approximately equal to both the longitudinal and
radial dimensions expected for NEXT-100.
(a) Field cage before being installed. (b) HDPE supports to keep the
field cage in place.
(c) Detail of the copper rings at-
tached to the resistor chain.
Figure 4.12: NEW field cage details during assembly.
The design is based on a high density polyethylene (HDPE) cylindrical shell,
25 mm thick, which isolates the copper shield from the voltage inside the cage.
There are copper rings uniformly distributed placed inside grooves in the HDPE
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body and connected by copper clamps to a resistor chain. This scheme allows
for an homogeneous field.
These rings are made out of electrolytic copper which section is a rounded
rectangle of 10× 3 mm and 0.5 mm radius on the edges. The grooves for the
rings are 4 mm in depth, allowing some space between the surface of the ring
and the wall of the field cage that is necessary to support the light tube inside
the field cage.
Cathode
In the energy plane end-side of the field cage, there is placed a transparent grid
that serves as cathode (fig. 4.13a). It is located at 100 mm from the PMTs. The
cathode is the section with the highest voltage, which produces the electric field
towards the gate, where the EL region starts.
However, an electric field is also produced in the PMTs direction. Since the
cathode is at high voltages, a enormous electric potential is produced between
the PMTs and the cathode. This potential has to be degraded to near zero volts
at the PMT window surface so a buffer region is defined.
(a) Cathode grid. (b) Fused silica anode. (c) Gate grid mounted over the anode.
Figure 4.13: NEW field cage cathode, anode and gate, during the installation on June 2016.
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In this region the design of the field cage is made in such a way that it
degrades the voltage without using rings, trying to avoid electric fields regions
near the breakdown. The polyethylene there is also slightly thinner (15 mm)
than in the drift region to give enough space to introduce the cathode inside the
field cage.
The electric field that will be generated in NEW will be ∼ 300 V/cm enough
to avoid recombination of the ionized electrons. Therefore, a maximum voltage
of 30 kV (for a drift of 500 mm) is foreseen in the cathode.
EL region, gate and anode
The solution for the EL region is to use a combination of a mesh, for the gate (fig.
4.13c), and a solid quartz (fused silica) plate coated with Indium-Tin Oxide (ITO)
as anode (fig. 4.13b). This coating results in a ∼ 90% transparency conductive
layer that allows to fix a voltage in the surface of the quartz plate and then creates
an homogeneous field in the EL region. The quartz plate is coated with TPB to
shift the VUV light of the Xenon electroluminescence to blue, to be detected by
the tracking plane SiPMs which are not sensitive to VUV light.
The quartz plate solution has multiple advantages. First, it protects the SiPMs
from sparking and then there is no need to coat the SIPMs themselves, only the
quartz plate. Second, it removes the necessity for tension and strength at one
side of the mesh, only a small ring surrounding the edge of the ITO coating is
needed to prevent sharp edges of the conductive layer. Last, the production of
the quartz plate is simpler and cheaper than the mesh.
Both anode and gate are assembled in the tracking plane copper plate, so the
distance between the anode and the SiPMs can be precisely adjusted between 4
and 6 mm. Then a spring contact in the gate connects it electrically to the field
cage.
The anode is set at 0 kV while the gate voltage values will vary depending
on the pressure of the detector and the width of the EL region. When operating
at 15 bar and EL region width of 5 mm, 15 kV will be needed at the gate for an
E/p of 2 kV/(cm·bar).
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Resistor chain
The resistor chain has two purposes: to hold together the two sides of the dif-
ferent rings, and to connect the rings by resistors. Thereby a voltage divider is
created and the potential is uniformly degraded.
Figure 4.14: NEW resistor chain in two pieces before the assembly on the field cage. The chain
shown is the first FR4 prototype, made to test the field cage performance before the final one is
produced.
The NEW resistor chain (figure 4.14) is mounted on a CuFlon board connect-
ing every ring to the next one and also the cathode and the gate to their closest
rings. The resistors need to hold high voltage and their tolerance needs to be
minimum to guarantee homogeneity in the electric field. Instead of using just
one resistor between rings two parallel 10 GΩ resistors have been mounted to
safeguard a possible resistor failure.
High voltage feedthroughs
The voltages needed for NEW operation are similar to the NEXT-DEMO require-
ments. The design has been slightly modified for a better connection with the
cathode and gate of the NEW detector.
The feedthroughs have been completely redesigned to ensure that they hold
easily the 50 kV considered as the maximum requirement for normal operation.
The design is based on an original idea by H. Wang [109].
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(a) HV feedthrough design cross section. (b) HV feedthrough tip detail.
Figure 4.15: High voltage feedthroughs designed for NEW.
Light tube
The light tube (figure 4.16) consists of a hollow PTFE cylinder, placed inside the
field cage. It is the most internal part of the detector, where the events of interest
are produced. As explained and to increase light recollection, the inner side of
the light tube has been coated with TPB. Due to the big size of the pieces, the
coating was made at the Darkside [4] facilities of the Laboratori Nazionali del Gran
Sasso (LNGS).
Figure 4.16: NEW light tube, made of PTFE.
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The light tube has a inner diameter of 416 mm, and a wall of just 10 mm.
Due to the tricky design parameters, the one showed in the picture is made by
several rings attached together; but a new one will be produced in just one piece
and will be installed in a detector upgrade.
Near the cathode there is a small support that prevents it from touching the
cathode wires. The light tube does not need any fixing to the field cage, it is
supported by friction to it.
Energy plane
The energy plane of NEW is composed by 12 Hamamatsu R11410-10 PMTs. Those
PMTs, which will also be used in NEXT-100, are characterized by their low ra-
dioactivity and are ideal for low-background experiments. The design of the
energy plane (shown on figure 4.17) consists of a 12 cm thick copper support
plate with 12 copper window surrounds with brazed sapphire windows fixed to
the front of the plate and covering the 12 apertures through which the PMTs are
fed. The set-up as a whole seals the pressure vessel from the torispherical head
which is held at vacuum levels of ∼ 10−4 mbar.
(a) Back side of the energy plane being installed. The
PMTs are placed inside the holes, and covered with a 12 cm
copper "hat".
(b) Front side of the energy plane. The sapphire
windows isolate the vacuum from the pressure.
Figure 4.17: NEW energy plane during installation on July 2015.
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Additional copper shielding (fig. 4.17a) are fixed to the vacuum side of the
apertures to guard against gammas traversing the PMTs and entering in the
detector volume. The PMTs are optically coupled to the sapphire window using
NyoGel OCK-451 and held in place by a HDPE brace and spring.
In order to improve the light collection, the sapphire windows are coated
with TPB. To protect the PMTs from the electric field inside the TPC, the win-
dows were also coated with a conductive layer of ITO, the same used for the
fused silica plate on the field cage.
(a) One of the Hamamatsu R11410-10 PMTs. (b) Kapton base potted with thermal epoxy.
Figure 4.18: PMT and its polarization base used in NEW.
The PMTs are supplied with high voltage and have their signal extracted via
a shielded twisted pair cable connected to a custom feedthrough in the tori-
spherical head. The distribution of signal and supply at each individual PMT
is controlled using a Kapton circuit board (base) which has the resistor divider
to properly fed the PMT dynodes. Then the base is covered with a copper cap
filled with epoxy which is connected by a braid to the support plate, to allow
generated heat to be dissipated in the vacuum conditions.
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Tracking plane
The NEW tracking plane is made of 28 Kapton boards, known as DICE-boards
within the collaboration (KDB). Each KDB has an 8× 8 SiPM array placed with
1 cm pitch for a total of 64 SiPMs, a NTC temperature sensor and four LEDs
for PMT calibration. The KDBs over-cover the fiducial region with 1792 SiPMs,
ensuring that there are no dead regions. The connector is located at the end of
a long tail, and is separated from the gas, in the fiducial volume, by a 120 mm
thick copper plate shield.
(a) Tracking plane installation on November 2015. (b) Tracking plane upgrade with PTFE masks on
April 2016.
Figure 4.19: NEW tracking plane.
The choice of material for the board was driven by the radioactivity budget
of the experiment. To reduce the background contribution of the tracking plane
Kapton was chosen as its activity (upper limit) is, at least, one order of magnitude
less than the DICE-boards used in NEXT-DEMO.
To improve the reflectivity of the tracking plane and be able to collect more
light on the energy plane the DICE-Boards are covered by PTFE masks, as shown
on figure 4.19b.
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Electronics and DAQ
From the beginning of the NEXT Experiment, the electronics were devised to
be easily scalable and compatible with all the detector stages. So almost all the
electronics are evolved versions from the early stages of NEXT-DEMO.
The energy plane front-end have been upgraded to accommodate the new
differential cable scheme intended to reduce the coupled noise due to the long
cables. Also, as the PMTs are biased with positive voltage, a coupling capacitor
is needed in order to isolate the high voltage from the input analog stage, but
allowing the smalls signals to pass through. This produces a known effect that
distorts the signal, so a further signal reconstruction that deconvolves this effect
is needed to keep the energy resolution. This deconvolution can be made online
so the trigger is not affected by the distortion but also offline as the raw signal
and the deconvolved one are sent to the ADC cards via HDMI cable. There the
signals are digitized, and then processed.
Figure 4.20: The NEW electronics cabinets. From the left, the computers and servers, the energy
plane, and the tracking plane cabinet. At each side of the cabinets there is a big UPS, capable of
supply the whole system up to 40 minutes in case of power failure.
Concerning the digital stage, each front-end board has a Virtex-6 XC6VLX130T
FPGA which reads out data from up to 64 1MHz ADCs, formats data, time-
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stamps and stores them in a reconfigurable-length dual-event circular buffer to
avoid dead time. When a trigger is received, zero-suppressed data are read out
and sent to the upper stage. The circular buffer is implemented with the inter-
nal resources of the FPGA and is able to store two complete events in raw mode,
whose maximum size corresponds to several times the maximum detector drift
time (up to 3.2 ms).
Baseline adjustment and zero-suppression parameters (baseline reference,
value over the baseline, pre- and post-samples, minimum number of samples
to consider a pulse) are configurable through a set of commands. In zero-
suppression mode, the system triggers when the signal exceeds the value over
the baseline fixed during at least the minimum number of samples to consider a
pulse. Then, this signal is sent with its pre- and post-samples. Raw data mode
of operation, where no zero suppression occurs, is also supported for testing
purposes.
Both tracking plane and energy plane front-end cards interface the Scalable
Readout System’s (SRS) DAQ interface modules [122] (tested on both FECv3 and
the new FECv6) through the SRS’ DTCC (Data, Trigger, Clock and Control) link
specification over copper [120]. In this link, data, trigger, clock and slow controls
flow on the same RJ-45 or HDMI connector over 4 LVDS pairs. ALICE’s DATE
is used as DAQ software environment. As a result, the front-end electronics are
fully compatible with CERN RD-51 SRS electronics. The DTCC configuration
used is the basic one. The link has been fully tested up to 250 Mbps over the two
data pairs using 1 meter SFTP 6A copper cables.
Slow control
An experiment with such complexity as the NEW detector needs an advanced
control system. That is what we have called the slow control (SC). With the
slow control an internal network which connects all the subsystems and devices
involved in the experiment has been created. In addition , it adds an intelligence
that keeps the system safe and acts to prevent and solve problems immediately.
On figure 4.21 the control displays are shown.
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Figure 4.21: The NEXT Slow Control.
An especialized slow control for each of several systems of NEW has been
developed to a total number of six:
• High Voltage: Monitors and controls the voltage on the field cage cath-
ode and gate. Detects the sparks and recovers or shuts down the system
according to the parameters set.
• Gas System: Monitors all the parameters involving the gas system: valves,
pressure, vacuum, compressor, chiller, vacuum pumps, RGA. It allows for
manual activation of an emergency stop.
• Power Supplies: Monitors and controls all the power supplies that power
the electronics in the experiment.
• PMT High Voltage: Monitors and controls the PMTs power supply, detects
overcurrents and controls the vacuum pump connected to the energy plane
volume.
• Sensors: Monitors the temperatures and other important parameters of the
electronics and DAQ computers. It also controls the contactors that power
almost all the equipment and electronics.
• Main: This slow control receives the main parameters and warnings from
the other ones and summarizes them so shifters know if everything is
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working properly just looking at this one. It also has an emergency button,
that stops everything to prevent damage, and can remotely switch on the
other slow control computers.
All the slow controls are interconnected since their behaviour may affect
other subsystems. All of them also generates reports, including all the events
registered for each subsystem and the main parameters measured. Also emails
are sent to shifters, with warnings or alarms produced, so intervention can be
done as soon as possible.
4.3 NEXT-100
The NEXT experiment was formally proposed to the Laboratorio Subterraáneo
de Canfranc (LSC) in 2009 in a Letter of Intent [84]. The detector design was nar-
rowed down in a Conceptual Design Report [22] published in 2011, and fixed a
year later in a Technical Design Report (TDR) [20]. Consequently, the Collabora-
tion favored the configuration that had been tested with the NEXT-DEMO and
NEXT-DBDM prototypes.
As explained before, NEW is a reduced version of NEXT-100 with the same
technologies. So there is no need of a detailed explanation of every NEXT-100
component. However, the main differences are the following:
• Pressure vessel: The pressure vessel of NEXT-100 (fig. 4.22), consists of a
cylindrical central section of 160 cm length, 136 cm inner diameter and 1
cm wall thickness, and two identical torispherical heads of 35 cm height,
136 cm inner diameter and 1 cm wall thickness. It has been fabricated
with stainless steel type 316Ti due to its low levels of natural radioactive
contaminants.
• Field cage: The main body of the field cage is an open-ended high-density
polyethylene (HDPE) cylinder of 148 cm length, 107.5 cm inner diameter
and 2.5 cm wall thickness that provides structural stiffness and electric
insulation. A series of copper rings for electric field shaping are fixed to
the inner surface of the cylinder, soldered to a resistor chain that fixes
94
4.3 NEXT-100
Figure 4.22: Cross-section view of the NEXT-100 detector. The active volume is shielded from
external radiation by at least 12 cm of copper in all directions.
the voltage of each ring. The rings are covered by PTFE tiles coated with
TPB to shift the xenon VUV light to blue and improve the light collection
efficiency. One of the ends of the HDPE cylinder is closed by a fused-silica
window 1 cm thick. The inner surface of the window functions as the TPC
anode thanks to a transparent, conductive, wavelength-shifting coating of
Indium-Tin Oxide (ITO) and TPB. The two other electrodes of the TPC,
EL gate and cathode, are positioned 0.5 cm and 106.5 cm away from the
anode, respectively, and are built with highly-transparent stainless steel
wire mesh stretched over circular frames.
• Energy plane: The energy plane of NEXT-100 will be composed of 60
Hamamatsu R11410-10 PMTs located behind the cathode of the TPC for
a coverage of ∼ 30%. The copper plate and mechanical elements of the
energy plane have the same structure as NEW, adapted to the bigger size
of the detector.
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• Tracking plane: The tracking plane will have the same structure as NEW,
but the number of DICE-Boards is increased to 112, which gives a total
of 7168 SiPM matrix. As consequence of the larger number of SiPMs, the
feedthrough is being improved and optimized, to allow higher connector
density. Also the front-ends used will be the future revision of the board,
the FEB64v3.
• Electronics: As the electronics designed for the NEXT experiment are fully
scalable, there will not be big changes on this subsystem. It will need a
larger number of electronic boards (∼ 5 times more front-end cards) and
the DAQ system will be scaled accordingly.
• Gas system: The gas volume in NEXT-100 is bigger, but the main com-
ponents used for NEW are the ones planned for NEXT-100. The main
difference is the emergency recovery tank, which is 10 times bigger than
the one used for NEW, due to the gas volume needed.
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"Would you kindly?"
– Atlas, Bioshock
5
ML-EM and its implementation in
NEXT
Reconstruction in NEXT is a fairly complex problem since there are many differ-
ent effects that have an impact on the signal and the information of two different
planes have to be combined. In addition to that, the signal itself is rather com-
plex by itself from a topological point of view. In this situation, methods capable
of solving the inverse problem become of interest. In this scenario Maximum
Likelihood Expectation Maximization arises as an ideal method for achieving
a satisfactory event reconstruction because the distribution of statistical fluctu-
ations are considered correctly within the method. This fact is of utmost im-
portance when evaluating Poisson statistics which drive the photon counting
processes.
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5.1 Maximum Likelihood Expectation Maximization
5.1.1 Maximum Likelihood Estimation
Maximum Likelihood Estimation (MLE) [108] is a method suitable for solving a
vast variety of inverse problems. As its name implies, the underlying idea be-
hind it is to maximize the likelihood of a given statistical model (either analytic,
simulated or derived from measurements) describing a forward problem, that
is, the group of transformations that give a particular output from a determined
input.
Applying the method to a given data set corresponding to the output of the
underlying statistical model, MLE provides estimates for the model’s parame-
ters. These parameters are the most likely solution, i.e., the most probable input
that led to the observed measurements. In the case of a detection process, the
data set provided to MLE would be the response of the detectors and MLE
would estimate the source of that signal.
The log-likelihood function is preferred when using MLE since products are
difficult to treat mathematically and because the logarithm is a monotone func-
tion. Therefore, the mathematical expression that defines MLE is:
xML = arg max logL(x|y), (5.1)
where xML is the ML estimate, L is the likelihood function, y is the vector of ob-
servations and x is the vector of unknown parameters. Unfortunately, even with
this consideration, analytic solutions are extremely rare, and maybe nonexistent.
As a consequence, a variety of numerical algorithms can be used to calculate
MLE, being the Expectation Maximization method the most suitable.
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5.1.2 Expectation Maximization
Expectation Maximization (EM) [62] is an iterative algorithm used for finding
maximum likelihood estimates of the parameters of a given statistical model
and a group of data. The algorithm is especially suited for problems with in-
complete data or if the maximization of the likelihood function cannot be writ-
ten explicitly. In this latter case, hidden variables can be introduced purely as
a mathematical tool in order to make the estimation tractable. Given that, in
the case of discrete variables, likelihood and probability can be related, this is
done by adding the hidden variables in such a way that the knowledge of them
considerably simplifies the maximization:
L(x|y) = P(y|x) =∑
z
P(y, z|x), (5.2)
where z is the vector of latent, or hidden, variables, P(y|x) is the marginal prob-
ability of the observed data and P(y, z|x) is the joint probability with the hidden
variables.
If we know the value of the parameters x, we can find the value of the latent
variables z by maximizing the log-likelihood over all possible values of z. Con-
versely, if we know the value of the latent variables z, we can find an estimate
of the parameters x fairly easily by simply grouping the observed data points
according to the value of the associated latent variable. The algorithm works as
follows:
1. Initialize the parameters x to some random values.
2. Expectation step (E-step): compute the best value for z given these param-
eter values.
3. Maximization step (M-step): Use the just-computed values of z to compute
a better estimate for the parameters x.
4. Iterate steps 2 and 3 until convergence.
Calculating the maximum likelihood estimator using this iterative method re-
sults in the Maximum Likelihood Expectation Maximization, ML-EM, whose
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mathematical expression and development depends on the likelihood model to
be maximized [119].
5.2 Applying ML-EM in NEXT
Using ML-EM in NEXT requires the mathematical model that best describes the
light production and detection processes inside the detector. In other words, de-
velopment of the mathematical expression that derives from ML-EM algorithm
and correct assessment of the observables and parameters of the method are
needed.
To implement the algorithm a C++ based independent library, known as RE-
SET (REconstruction of Signals for an Electroluminescent TPC), has been devel-
oped. Consequently, although thought for NEXT case, the algorithm is flexible
and can be used in other scenarios outside of our reconstruction scheme, without
needing any extra dependencies.
5.2.1 ML-EM expression in NEXT
The ML-EM algorithm can be applied to several problems and, specifically, it
has been broadly used in processes of Poisson nature. This is exactly the case
of NEXT where scintillation and photon counting are the underlying processes.
For a Poisson process, the log-likelihood function is:
logL(x|y) = log
n
∏
i
P(yi|x)
= log
n
∏
i
e−Ax|i (Ax|i)yi
yi!
= −
n
∑
i
(Ax|i − yi log(Ax|i) + log(yi!), (5.3)
where n is the dimension of the vector of observations y and A is the transfor-
mation matrix that relates the parameters x with the response y, i.e. y = A · x,
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and i indicates the ith vector component. After some rewriting and suppressing
constant terms, equation (5.3) can be expressed as:
logL(x|y) =
n
∑
i
(yi log(Ax|i)− Ax|i). (5.4)
In NEXT, the observed signal is the response of the photodetectors of both the
energy and the tracking plane. Therefore, our output vector y will be the number
of detected photons by each sensor d, yd. This quantity of detections is directly
proportional to the amount of light produced inside the detector which depends
directly on the charge deposited during a given event, assuming, ideally, that
there is no charge loss during the drift due to attachment. In other words,
this deposited charge density is our input dataset, x, and is the source of the
registered response y. This is true because only emission (Poisson process) and
detection (Bernouilli process) are being considered, making the overall process
driven by Poisson statistics.
In order to estimate this unknown density, the active volume of the TPC is
voxelized (discretized) into small volume units, called voxels, in which the event
charge is deposited. Then x is a vector whose components are proportional to
the number of ionization pairs xv produced at each voxel v.
Given the Poisson nature of the detection process, all steps for derivation of
the ML-EM in nuclear medicine apply directly to the NEXT case. As a conse-
quence, expression (5.4) can be solved using the same Expectation Maximization
algorithm used in medical imaging [116]. This results, writing the sums and
probabilities explicitly, in:
xm(v) =
xm−1(v)
∑d P(v, d)
∑
d
y(d)P(v, d)
∑v′ xm−1(v′)P(v′, d)
(5.5)
where x(v) is the charge deposited in the voxel v, P(v, d) is the probability of
detection by the detector d when having a photon emitted due to the charge
deposited in voxel v and y(d) is the number of photoelectrons produced in the
detector d. This is the most basic and applicable expression of the ML-EM algo-
rithm to NEXT.
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The denominator inside the sum over the detectors in expression (5.5) is an
estimation of what the sensor should be measuring with the current estimates
of the parameters, that is, with the current charge distribution estimated. This
is known as the forward projection and noise can be easily accomodated into it
by simply adding a noise term, analogous to the implementation done in [52],
leaving (5.5) as:
xm(v) =
xm−1(v)
∑d P(v, d)
∑
d
y(d)P(v, d)(
∑v′ xm−1(v′)P(v′, d)
)
+ c(d)
(5.6)
where c(d) is the mean noise of the detector d.
5.2.2 Implementation of ML-EM
The variables and parameters from expression (5.6) have to be clearly identified
and defined for the NEXT case. In addition to that, for a computationally effi-
cient implementation of the algorithm, several simplifications can be made to the
problem to improve the overall speed and performance of the method without
reducing its precision.
Probability model
To apply the ML-EM expression it is necessary to know the probability distribu-
tion P(v, d). This can be estimated by simulation because an analytic description
of all physical effects is very challenging. For this the NEXT detector simulation
is used. A high number of electrons, to reduce statistical noise, are simulated
inside the detector volume at an exact location q(x, y, z), thus producing light
and generating a response in the sensors. In this case, the number of photons
detected divided by the number of photons produced is an estimate for the
probability of light detection of sensor d from an electron deposited in point q.
This is done for each point q inside an imaginary grid which divides uniformly
the detector volume. As a result, a matrix of probabilities P(q, d) is obtained.
If the voxels are small enough, then the probability P(v, d) from a voxel can be
approximated to that of the point q in the center of the voxel, P(v, d) ≈ P(q, d).
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The situation above explained would be the ideal approach. This matrix,
however, is too big to handle without substantial additional effort. In order to
reduce its size and computation time, it is only produced for electrons at the EL
region, that is, the probability matrix only accounts for points q(x, y, zEL). This is
valid since all the ionization electrons produced inside the chamber drift towards
the EL region and light is produced inside this region. The approach neglects
the drift effects of charge distribution but those could be added analytically at a
later stage.
Even with this simplification, the probability matrix is rather large. An imag-
inary transverse section of the TPC is divided in a 1 per 1 mm grid. The response
of the light sensors is simulated for light produced at each of those cells. The
number of cells is more than 150 thousand in the case of NEW, each one with
a number of probabilities associated equal to the number of sensors that detect
light from that point. This situation still leads to a large probability matrix that
would become even larger when moving to larger detectors.
To avoid this issue, a parametrization of the forward problem can be derived
from the simulations. It allows to predict the probability matrix with a much
higher granularity using a probability function that depends on the distance
between the point and the sensor.
The parametrization of the PMTs is done individually and a function is ob-
tained for each one of the twelve channels. This is done by profiling the detection
probability along the radial position of the points relative to the longitudinal axis
of the chamber. Then, a profile of this profile is done alongside the phi position
of the event for several radial positions. With this, an XY distribution of proba-
bilities is obtained (fig. 5.1, left).
In the case of the SiPMs, an individual function is not optimal since it would
mean having almost 2000 functions for NEW and 4000 functions for NEXT-100,
the next phase of the NEXT experiment. A different approach is followed: in-
stead of using the radial distance from the point to the XY center of the chamber,
the distance of the point to the sensor is used. Then, a profile of the probabilities
relative to the distance sensor-point can be done. The profile is only done for
distances up to 20 mm, further from that the probability of detection is consid-
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Figure 5.1: Light detection probability function of the PMTs along the XY position (left) and of
the SiPMs along the radial distance to the sensors (right).
ered negligible since light is concentrated only within the sensors positioned in
front of the event (probability 20 mm away is approximately 2% of the proba-
bility in front of the sensor). A spline fit of this profile serves as the probability
function for the SiPMs (fig. 5.1, right).
Reconstruction mode
Using probability functions that do not account for drift effects constrains the
current tri-dimensional viability of the method. However, even with this limita-
tions, the algorithm can be applied and used for reconstruction. With the current
probability functions two reconstruction modes have been developed although
the pseudo-tridimensional approach is still being tested.
Bi-dimensional mode: In this mode, the signal of the sensors is fully integrated
over time losing information of the evolution of the event alongside the longitu-
dinal axis (fig. 5.2, left). As a consequence, we can apply (5.6) to the integrated
charge n(d) and obtain the charge distribution in the EL plane. This simplifica-
tion of the problem reduces its computational charge. Consequently, instead of
voxelizing the full volume of the chamber, we pixelize (that is, we discretize in
area units) the EL region.
As a result, the output of the method is a collection of pixels that reflect the
XY position of the ionization electrons when they arrived to the EL area and the
number of them that have ended up drifting to that pixel, thus it is an image
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of the original XY projection of the track convoluted with drift effects. In this
case we have no z-dimension information besides the mean position given by
the difference in time between S2 and S1. In addition to this 2D track, the sum
of all the pixels’ energy can be used as an estimate of the energy of the event.
Pseudo tri-dimensional mode: Another approach is to divide the signal in time
slices, instead of integrating it over the full event time, and treat each of these
slices as an independent input for the bi-dimensional mode (fig. 5.2, right). Each
of this slices will then produce an image XY of the charge distribution at the EL
region between the initial and final time of the slice.
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Figure 5.2: Bi-dimensional (left) and pseudo tri-dimensional mode scheme (right).
In this case, the same probability functions are used but now, instead of
a pixelizat on, a voxelization can be made using the time information of each
slice. Therefore, nd kn wing the S1 of the event, a tri-dimensional image can
be obtained which will be composed of the set of images produced by each slice.
The voxel size in the longitudinal dimension has to be djusted in suc a way
that it corresponds with the time width of the slice. In our case the drift velocity
is of 1 mm/µs, which translates into a time slice of t µs for a voxel size of tmm.
Still, since the probability function does not account for drift effects, the output
of this mode is a representation of the evolution of the charge arriving at the EL
region, not of the original charge; the output is a collection of the corresponding
bi-dimensional projections of each time bin.
105
Chapter 5. ML-EM and its implementation in NEXT
Convergence of the method
As explained in 5.1.2, ML-EM is applied iteratively until some convergence cri-
teria is reached. Convergence of the expression (5.5) has already been proven in
[116]. Although it may seem convenient to iterate as much as possible, ML-EM
suffers from a noise increment when over-iterating [43, 125]; therefore a stopping
criteria has to be defined.
The convergence of the likelihood can serve as the stopping criteria of the al-
gorithm. Likelihood can be calculated at each iteration comparing the probabil-
ity of having the detected sensor response with respect to a Poisson distribution
with mean equal to the forward projection given by the method (fig. 5.3, left).
Studying the percentage change in likelihood can provide then a valid thresh-
old to stop the iterative process. By reconstruction of 10 000 simulated events
(fig. 5.3, right), we found that a cut below 0.1% is reasonable for stopping the
iterations. This change usually is reached slightly before 100 iterations are done.
0 100 200 300 400 500
Iteration
900
800
700
600
500
400
300
200
100
Lo
g-
Lik
eli
ho
od
Iteration
20 40 60 80 100 120 140 160
Ch
an
ge
 in
 lik
el
ih
oo
d 
(%
)
3−10
2−10
1−10
1
10
Figure 5.3: Evolution of the likelihood for a event (left) and mean percentual change of the likeli-
hood along the number of iterations (right).
Method initialization
A seed is needed to initialize any iterative method such as ML-EM. In order to
avoid any prior bias, the initial charge of pixels is set as a uniform distribution.
The initial value of this distribution, as long as it is uniform, can be arbitrary. Our
choice has been to use the total number of photons detected by PMTs divided
by the total number of pixels that will be iterated through.
106
5.2 Applying ML-EM in NEXT
Silicon photomultipliers probability function implies that SiPM only detect
non-negligible light if it is produced near them. Keeping this in mind, only sen-
sors with non-zero detection probability are considered to reduce computational
charge. As a consequence, for the starting number of pixels, a region of interest
is selected instead of pixelizing all the space. To do this, a rectangular area that
covers the SiPMs that have detected light is selected. The sides of this rectangle
are enlarged up to 20 mm to consider the pixels where, according to the SiPM
probability function (fig. 5.1, right), produced light could have been detected if
produced. This latest consideration avoids any possible prior bias to the seed.
Finally, the response vectors are defined. All PMTs are taken into account
since all of them detect light. That is not the case with SiPMs because not all of
them detect light nor have detection probability within the region of interested
chosen. Then, iterating over all of SiPMs is, again, ineffective and only those
with non-negligible probability detection are considered.
This initialization is suitable for both bi-dimensional and pseudo tri-dimensional
modes. For the first one, the region of interest and response vector are defined
using the integrated charge; for the later one this initialization is made for each
signal slice. This implies a different initial seed, region of interest and response
vector for each slice.
Noise implementation
The mathematical expression of ML-EM in NEXT (5.6) includes the term c(d)
that accounts for sensor noise. This term translates into the mean noise of each
sensor over the period of signal integration. In the case of the PMTs the noise is
the baseline variation of the sensor. This variation, however, follows a gaussian
distribution centered at zero (fig. 5.4, left) with a RMS of 0.04 photoelectrons per
100 ns. Therefore, the mean noise of the PMTs is considered to be zero when
applying ML-EM.
For the SiPMs, however, in addition to the noise from electronic sources and
baseline variation, centered at zero, there is a strong thermal noise component,
also known as dark noise. Then the noise term of the formula has to include
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both terms. This can be done by using the mean value of the dark noise spec-
trum of the sensor (fig. 5.4, right). The noise values shown indicate the rate per
microsecond. To transform them into the total mean noise, taken as c(d) in the
ML-EM formula, they have to be multiplied by the full time interval of the event
in case of the bi-dimensional mode or by the time width of each slice in case of
the pseudo tri-dimensional one.
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Figure 5.4: Single photoelectron spectrum of a PMT (left) and dark noise spectrum of a SiPM
(right).
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"It’s a funny thing, ambition. It can take one to sublime
heights or harrowing depths. And sometimes they are one
and the same."
– Emily Kaldwin, Dishonored
6
Method characterization
As explained, the main goal of applying ML-EM in NEXT is to achieve good
energy resolution and track reconstruction at the same time. With this in mind,
evaluation of the algorithm parameters must be done in order to optimize the
performance of those traits.
6.1 Simulated data generation
6.1.1 Event simulation
The data used has been produced using the NEW detector simulation of NEXT,
based on Geant4 [10]. It was generated using a fast simulation in which only
charge depositions of the event are simulated. The effects of the charge drift can
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easily be included analytically later making the simulation process much faster.
The light detected by each sensor, and their corresponding waveform (fig. 6.1),
are also included afterwards using the light detection probability parametriza-
tion from section 5.2.2. For the PMTs both primary and secondary scintillation
(S1 and S2) are simulated while only the latest is simulated for SiPMs since light
produced in ionization is not enough to be detected by this kind of sensors.
This generation scheme implies that the simulated data and ML-EM use al-
most the same probability model except for the non-inclusion, at the moment,
of charge drift effects in ML-EM. Therefore, the reconstruction obtained through
this algorithm will be smeared by these effects.
Samples of 83Kr, 22Na, 208Tl and 136Xe ββ0ν events have been produced. The
first three correspond to the sources planned to be used for calibration in NEW
while the latest corresponds to the signal events. The pressure of the xenon
in the production is set to 15 bar. For this pressure a transverse diffusion of
1 mm/
√
cm and a longitudinal diffusion of 0.3 mm/
√
cm have been consid-
ered following previous measurements at 10 bar made by the Collaboration [94].
The potential difference in the electroluminescence region is considered to be
13.73 kV which entails a E/p (coefficient between electric field applied and gas
pressure) in the electroluminescence region of ∼1.83 kV/(cm·bar). This E/p cor-
responds, according to equation (3.20), to a gain of 1050 photons per ionization
electron.
The charge resolution of the PMTs (defined to be the division between the
sensor gain and its sigma) has been considered to be 0.6. Noise in the sensors is
included in the signal generation by adding a random value to each time bin of
the waveforms. For PMTs, noise is considered to be a random value following
a gaussian distribution centered at zero with RMS equal to the actual baseline
noise of each channel. In the case of SiPMs, to consider electronic and thermal
noise, the noise is included by adding a random number following the dark
noise spectrum distribution (fig. 5.4, right) measured for each sensor.
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6.1.2 Data preprocessing
The data, acquired in the form of waveforms, needs some treatment before being
used by the reconstruction algorithm. The first step on the signal preprocessing
is to calculate and remove the baseline on each event and sensor in order to
measure the signal parameters, such as the area or the height of the pulses.
However, this process is only needed in the case of working with actual data
since simulated waveforms are generated with the baseline already set to 0 (fig.
6.1).
This step is done by calculating the mean baseline position at the beginning
of each event, before the signal starts. The baseline is then subtracted on all the
waveform giving a value of 0 in the regions were no signal is being observed.
After this, the measured ADCs are converted into photoelectrons according to
the gain of each channel.
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Figure 6.1: Simulated waveform from a PMT of a 22Na event. S1 can be clearly seen at 600 µs
while a bigger signal with different structure, corresponding to the S2, starts at ∼820 µs. The
event was, consequently, produced at 220 mm from the EL region.
A peak search in the PMTs’ waveforms is done following the baseline subtrac-
tion. First, the signals are summed and averaged to avoid random fluctuations
in individual channels. Then, they are rebinned depending on the type of peak
that is being searched for. For S1 peaks, the signal is rebinned by a factor four.
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Data is acquired in time bins of 25 ns so the new sampling is of 0.1 µs. On the
other hand, for S2 peak search, the data is rebinned by a factor 40, resulting in a
1 µs binning.
After the rebinning, the actual search for the peaks is done by looking at the
time width of the pulses, their area and their height compared to the baseline
RMS. The following parameters were used for S1 and S2 peaks:
• S1
– Pulse area = [0.5, 300] photoelectrons.
– Pulse width = [0.1, 2] µs.
– Pulse minimum height = 3 baseline’s σ.
• S2
– Pulse area = [5, 106] photoelectrons.
– Pulse width = [3, 500] µs.
– Pulse minimum height = 3 baseline’s σ.
Once the peaks are identified, the temporal window where they are located
is chosen in every channel only for events that have no more than one S1. With
this information a map is created relating the sensors with the charge detected
by each one at each time bin. The map for the S2 signal is the one used for
the reconstruction with ML-EM and can be used for each time bin to do the
pseudo tri-dimensional reconstruction or integrated over all the time bins to do
the bi-dimensional reconstruction, as explained in section 5.2.2.
With the signal treatment applied up to this point, the resulting energy spec-
trum of the events is shown on Figure 6.2 for a simulated data set of 83Kr dis-
tributed through all the volume.
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Figure 6.2: Raw energy spectrum of simulated 83Kr events.
6.2 Method optimization
As stated, parameters of the method must be evaluated in order to achieve the
best performance with the algorithm. The most effective way of doing this evalu-
ation is using the simplest possible case, i.e. point-like depositions. Broadly used
for calibration purpouses [87], 83Kr low deposition energy (41.5 keV) translates
into a point-like deposition making it ideal for the studies.
As one of NEXT flagships, energy resolution itself is a good indicator of the
performance and can be directly evaluated. Regarding the position reconstruc-
tion, the rms of the difference between the mean position of the reconstructed
pixels weighted by their charge and the true position of the event is evaluated for
our ML-EM implementation. The following studies have all been done running
the bi-dimensional reconstruction mode of the algorithm over 100 000 events.
The errors assigned are derived from the fits and weighted with their reduced
χ2.
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6.2.1 Number of iterations
Beyond taking into account the estimator of the model explained in section
(5.2.2), the maximum number of iterations applied must be chosen in a way
where the performance approaches optimal values within a reasonable compu-
tational time.
Applying the method for several numbers of iterations using a pixel size of
10×10 mm to events fully contained within 150 mm of the longitudinal axis
of the detector shows that energy resolution reaches a mean value of ∼2.94 %
FWHM (fig. 6.3, left) at the krypton energy with only 10 iterations (fig. 6.4,
left).The resolution obtained through ML-EM extrapolates to ∼0.38 % at Qββ,
better than the Collaboration’s optimistic goal. Increasing the number of itera-
tions does not improve this number, therefore iterating more than this will only
add unprofitable computation time.
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Figure 6.3: Reconstructed energy of 83Kr (left) and distribution of the position difference for x
and y axis between reconstruction and true position (right) after 100 iterations.
Difference between reconstructed mean position and mean true position also
shows that around 100 iterations are enough to get satisfactory values (fig. 6.4,
right). At this number of iterations the distribution is peaked at almost zero
with, after applying a gaussian fit, a sigma of around 0.4 mm in both dimensions
(fig. 6.3, right). This implies that all the events are reconstructed within a radial
distance of ∼ 1.7 mm from the real position with 3σ.
While energy resolution shows that only ten iterations are enough to get an
stable and satisfactory performance, the position difference evaluation indicates
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Figure 6.4: Dependance on the number of iterations of the energy resolution (left) and of the RMS
of the XY mean position difference between reconstructed and true information (right) for 83Kr
events.
that a cut at around 100 iterations is desirable. This number is compatible with
the likelihood (fig. 5.3, right) evolution alongside the number of iterations where
the difference between iterations is below 0.1%.
In addition to this, computation time has also to be taken into account. A
fit to the computing time for several number of iterations indicates that each
iteration of the ML-EM algorithm needs approximately 4.9 ms to be computed.
500 ms for 100 iterations are a reasonable time to make a fast event reconstruction
and perform a quick energy cut in order to do a detailed study. However, the
computing time could be highly improved by parallelization.
6.2.2 Pixel size
An adequate pixel size selection is also needed for optimal performance. A
large pixel may enclose some of the geometrical effects that aims to be corrected,
therefore worsening the capability of correction at such level. Smaller pixel size
is, then, the desired objective. However, like with the case of iterations, this in-
creases highly the computational time. Therefore, pixel size has to be evaluated
and optimized. This evaluation is done applying 100 iterations and considering
square pixels with sizes between 1 mm to 20 mm in 1 mm steps.
Study of the change of energy resolution depending on the pixel size (fig.
6.5, left) shows that, up to 10 mm resolution, energy resolution remains stable.
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Figure 6.5: Pixel size dependance of the energy resolution (left) and of the rms of the XY mean
position difference between reconstructed and true information (right) for 83Kr.
The same behaviour can be observed when looking at the difference between
reconstructed and true position (fig. 6.5, right). However, for bigger sizes the
method starts to notably worsen and to approximate the probability associated
to the pixel to that of the center of the pixel is no longer valid. Therefore, any
pixel size up to 10 mm is a valid choice without degrading the performance of
the method.
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Figure 6.6: Computing time per event for different pixel sizes after 100 iterations.
Computing time evaluation of the choice of pixel size shows that time is
increased dramatically as the image pixel used is smaller (fig. 6.6). Therefore,
since performance of the method does not improves significantly with small
pixels, a 10 mm pixel size is desirable at least for a fast event selection and
116
6.2 Method optimization
reconstruction while detailed reconstruction should be done only for the events
within the region of interest.
6.2.3 Radial dependence
The proximity of the event to the field cage walls can affect the performance
of the reconstruction since near these walls the border effects impact the signal
more significantly. An evaluation of how these effects worsens the performance
of our implementation of the method and chosen model is then needed. For
this, several radial fiducial cuts (from 50 mm to 200 mm in 10 mm jumps) are
applied to krypton events reconstructed using ML-EM after applying 100 itera-
tions using a pixel size of 10 mm. The fiducial cut is done by demanding that
the reconstructed mean position of the event is within the fiducial area.
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Figure 6.7: Dependence on the fiducial radius of energy resolution (left) and of the rms of the XY
mean position difference between reconstructed and true information (right) for 83Kr.
Energy resolution remains stable up to a radial distance of 150 mm from the
center (∼2.9% FWHM) (fig. 6.7, left). From that point resolution begins to get
worse to end up at ∼ 3.25% FWHM for the whole active volume of the detector.
Although resolution deteriorates by 10%, energy resolution for the full active
volume is better than the Collaboration’s objective of 0.5% at the Qββ value.
On the other hand, the difference between true and reconstructed position
remains stable up to a radial distance of 180 mm at a value of ∼ 0.35 mm for each
dimension (fig. 6.7, right). After that the difference increases but still remains
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below 0.4 mm for the full active volume of the chamber. This could be due to
the complicated parametrization that is used.
Considering both parameters, best results are achieved for events contained
within 150 mm from the longitudinal axis of the chamber. However, since the
number of events increases with the square of the radius being able to use the
algorithm successfully with large fiducial areas can be of potential utility at the
cost of having a slightly worse performance.
6.2.4 Cut over pixel charge
When creating the seed, pixels which could have charge according to the light
detected are taken into account. However, this does not imply that all the pixels
considered actually have charge. The inclusion of non-relevant pixels then can
add unnecessary extra-time to the method. To avoid this a cut over the charge of
the pixels can be done at each iteration. The cut consists on assigning a charge
of zero to pixels below a threshold equal to a percentage of the highest charge
of all pixels.
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Figure 6.8: Pixel charge cut dependence of the energy resolution (left) and of the rms of the XY
mean position difference between reconstructed and true information (right) for 83Kr.
The method has been applied through 100 iterations with a pixel size of 10
mm and a fiducial radius of 150 mm. The pixel charge cuts evaluated range from
1% to 5% in 1% jumps. Energy resolution gets slightly worse as we increase the
threshold for the cut but remains within acceptable values, between 2.94% and
2.99% FWHM at the 41.5 keV of the krypton event (fig. 6.8, left).
118
6.2 Method optimization
In contrast, the difference in position shows an opposite behaviour (fig. 6.8,
right). When increasing the cut and, therefore, reducing the total number of
pixels, the available charge is concentrated around the real position of the event
reducing the difference between the reconstructed position and the real one.
Still, as was the case with the energy resolution, the performance regarding this
parameter is not greatly affected by the cut values as the difference between the
best and the worst case is only ∼0.1 mm.
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Figure 6.9: Computing time per event for different pixel charge cuts.
Although reducing it, the pixel charge cut does not impact significantly on
computing time of the method (fig. 6.9). A better reconstruction performance is
then prioritized over time performance and, therefore, the cut should be avoided.
6.2.5 Sensor planes
One of the main characteristics of NEXT is the use of two different detection
planes, each one specialized either on tracking or energy measurements. The
implementation of ML-EM in NEXT uses both of them indistinctly to maximize
the performance of the method. However, given the different traits of each plane
it is of interest to test the algorithm using each of the planes just by themselves.
Results of running the algorithm using only the energy plane sensors for
100 iterations with a pixel size of 10 mm show that using only these sensors
completely disables the capability of position reconstruction of the method as
the difference between real and reconstructed position of the event becomes
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arbitrary (fig. 6.10, right). As a consequence of the bad distribution of charge, the
energy resolution performance is also severely affected and the energy spectrum
remains really similar to the raw energy spectrum (fig. 6.10, left).
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Figure 6.10: Reconstructed energy of 83Kr (left) and distribution of the position difference for x
and y axis between reconstruction and true position (right) after 100 iterations using only the
energy plane sensors.
On the other hand, repeating the process with only the tracking plane infor-
mation yields a very similar result when looking at the positioning performance
of the method (fig. 6.11, right) to the one achieved when using both planes.
However, although good, the energy resolution does not reach the levels ob-
tained with both planes and results in a ∼ 9.2% FWHM (fig. 6.11, left).
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Figure 6.11: Reconstructed energy of 83Kr (left) and distribution of the position difference for x
and y axis between reconstruction and true position (right) after 100 iterations using only the
tracking plane sensors.
The results show the importance and the impact of the dual plane design of
NEXT. The information coming for both planes must be used to obtain the best
results possible with the method.
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However, considering that the tracking plane is not optimized for energy
measurements, the results from that plane are promising in that regard. While
they are not yet the best candidates for energy measurements, improvements on
SiPMs could translate into their usage in both detection planes without harming
the detector performance.
6.2.6 Energy dependance
All the evaluations so far have been made considering point-like depositions.
However, most of the events in consideration in NEXT will be higher energy
events producing long tracks within the detector. The difference in mean po-
sition is not that relevant for this kind of event and the validity of tracking re-
construction in these cases should be preliminary evaluated later using another
approach.
However, a correct extrapolation and determination of the energy resolution
for higher energies is absolutely necessary. To evaluate the performance of the
method in this regard, simulated events of the 511 keV and 1.2 MeV gammas
from 22Na, 1.6 MeV electron-positron pair from 208Tl and ββ0ν events of 136Xe
(2.458 MeV) have been reconstructed with the ML-EM algorithm using 10×10
mm pixels and 100 iterations. This has been done for events within a radial
distance of 150 mm from the chamber’s longitudinal axis.
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Figure 6.12: Scalability of the reconstructed energy (left) and of the energy resolution for a fiducial
cut of 150 mm (right) for 83Kr, 22Na, 208Tl and 136Xe ββ0ν events. In red, a fit to the results
(blue) from ML-EM reconstruction; the dashed line shows the energy resolution limit in gaseous
xenon under the simulated parameters.
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The reconstructed energy for the various sources shows a linear behaviour
(fig. 6.12, left) allowing for an easy calibration method when applying it to real
data. On the other hand, energy resolution scales inversely with the square root
of the event energy as it is expected if there are no other effects dominating the
resolution (fig. 6.12, right).
The energy resolution limit of a gaseous detector is described by equation
(3.22). In the used simulations, the charge resolution σq/q of the PMTs was set
to 0.6 and the estimated number of photons detected per ionization electron was
9.49 according to the detection probabilities considered. Considering this, the
energy resolution limit would be ∼ 0.384% FWHM at Qββ.
The results obtained at all energies match almost completely the best reso-
lution attainable with the simulation parameters used for data generation. It
follows that, with the appropriate model, the method will perform outstand-
ingly.
Energy resolution radial dependence has already been evaluated with point-
like depositions. However, it could have a different impact on the case of long
tracks. Evaluating this effect in the same way as in section 6.2.3) for 136 Xe ββ0ν
events shows that indeed the resolution gets a bit worse when considering bigger
volumes but even when considering the full volume of the chamber, resolution
of neutrinoless double beta decays is of 0.49% FWHM (fig. 6.13, left).
However, fiducial cuts enhance even more the energy resolution. Concretely,
energy resolution for a reasonable fiducial radial cut up to 150 mm, when res-
olution starts to deteriorate, is 0.43% FWHM. If the fiducial volume is reduced
enough, resolution achieved reaches the limit derived from physics itself.
6.2.7 Track reconstruction
As stated, ML-EM not only allow for a great energy resolution but also provides
a detailed reconstruction of the event. This characteristic is vital for background
rejection in NEXT since the topological cut is especially relevant.
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Figure 6.13: Radial dependence of the energy resolution for 136 Xe ββ0ν events (left). Resolution
for a 150 mm fiducial cut shows a 0.434% FWHM energy resolution (right).
A ββ0ν track (fig. 6.14, top) reconstructed using 100 iterations of the two-
dimensional mode of the ML-EM algorithm with a pixel size of 2 mm is shown
on Figure 6.14, bottom right. It can be seen that with these parameters the
method tends to concentrate the charge in certain spots instead of providing
a smooth distribution. The position of the hot spots coincide with the center
of the SiPMs located in the anode, where the probability of detection is higher.
However this quantization effect vanishes for higher number of iterations
and it can be seen that with 1000 iterations the track is perfectly reconstructed
(fig. 6.15, right). From this it can be concluded that the likelihood cut selection
of 0.1% is enough for precise energy reconstruction but not for track recovery.
It should be noted that at its current state, the diffusion probability is not
implemented and the tracks reconstructed are smeared by diffusion. Therefore
the reconstructed track should be compared with the diffused simulated track
(fig. 6.14, top right). Both the reconstructed and the simulated track share the
same traits and the characteristic two blobs of a ββ0ν event in gas are clearly
seen.
On the other hand, what is important is the background rejection that can
be extracted from the use of the algorithm. This aspect has still to be studied in
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Figure 6.14: Simulated ββ0ν track in NEW (top left) and the arriving charge produced by it that
arrives to the electroluminescence region (top right). Anode response to the light produced of this
charge (bottom left) and reconstructed track using ML-EM with 100 iterations (bottom right).
Since diffusion is not being deconvolved, pictures on the right should be compared.
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Figure 6.15: Simulated ββ0ν track smeared by diffusion (left) and its reconstruction using 1000
iterations of ML-EM (right).
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much more detail but early studies have been done using a deep neural network
(DNN) to classify events between background and signal.
For this the GoogLeNet DNN has been used in a similar fashion to [110]. The
neural network was trained with the ML-EM bi-dimensional reconstruction of
both simulated ββ0ν decay events and single electrons of energy equal to Qββ.
An XY projection of the event, as that of Figure 6.15, comprised of the pixel
output given by the reconstruction, was passed to the neural network indicating
if the event was either background or signal. This was done for an equal number
of events of each type.
This process has been done for a pixel size of 10 mm and three different total
number of iterations: 100, 500 and 1000 iterations. Additionally, the training was
also done for 5 mm pixels after 100 iterations. Smaller pixel sizes with variable
number of iterations have not been tested because, for training the DNN, a large
number of events is required to be reconstructed. ML-EM is not a fast method
under those circumstances and large processing time is needed to fully evaluate
the performance.
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Figure 6.16: Signal efficiency versus background rejection for several number of iterations (left)
and for two different pixel sizes (right).
Once trained, events are passed to the DNN where they are assigned a prob-
ability of being of one type or the other. The type with higher probability is
considered to be the type of the event passed. This way events are classified
between signal and background events.
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Results of this process are shown on Figure 6.16. It can be seen that the num-
ber of iterations does not seem to affect the rejection power of the algorithm and
background rejection is ∼62% for a ∼82% signal efficiency. On the other hand,
for the same number of iterations, running the algorithm for three different pixel
sizes has yielded an improvement on the performance: for a signal efficiency of
82.3%, the background rejection is 62.5%, 64.6% and 65.7% for a pixel size of 10,
5 and 2 mm respectively and 100 iterations. Still, a deeper evaluation should be
done in the future testing several combinations of pixel size and number of iter-
ations to fully understand the background rejection achieved when combining
ML-EM with neural networks.
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"You are playing it wrong, give me the controller."
– Fortune machine, The Binding of Isaac: Rebirth
7
Application to real data
The best case scenario of the method has been evaluated so far with outstanding
results. However they were achieved using the same probability model that was
used in the data generation. This won’t be possible when working with real
data so a way of obtaining a valid model from data has to be developed and
evaluated.
7.1 Extraction of the probability model
The way of obtaining a suitable probability model follows the same philosophy
as the method used for the obtention of the probability matrix for Monte Carlo
simulations explained in section 5.2.2. There, the idea was to spatially charac-
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terize the sensor response by generating single ionization electrons along the
transverse plane of the detector.
When working with data is impossible to use single electrons, however, we
can look for events that, more or less, meet the requirements for this task. The
ideal events are those whose deposition occur in a single point so the sensor
response corresponds only to light produced in that exact point and no other
effects impact the response. In addition to this, events must be distributed all
along the plane so it can be fully characterized.
Two types of events can fit these demands: 83Kr events and xenon x-rays.
Both of them are distributed through all the chamber and, more important, are
point-like events. Although the ionization electrons produced by the charge de-
positon will be convoluted with diffusion, the sensor response can be considered
to be originated as if all light were produced at a single point localized at the
mean position of the event.
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Figure 7.1: Mean measured energy of simulated 83Kr events by a central PMT along XY position
(left) and by the SiPMs along the radial distance to the sensors (right).
Now, with the appropriate data, a bi-dimensional XY profile of the charge
produced at each sensor for events produced at each position can be made. This
is done individually for each of the energy plane PMTs (fig. 7.1, left). However,
given the large number of sensors, for the SiPMs a general profile is used. This
profile is made using the difference between the XY position of the event and the
sensors, in a similar fashion to the probability parametrization of section 5.2.2.
At the moment only a general profile for all sensors is made and the absolute
position of the event is not taken into account (fig. 7.1, right). This could mean
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that the existence of areas with strong geometrical effects may not be properly
considered in this model.
7.2 Performance in simulated data
Before applying the method to real data is necessary to check that the results ob-
tained when using this new probability model are satisfactory and comparable
to those shown in chapter 6. Therefore, the same analysis as the one in section
6.2 will be repeated using the bidimensional method with the exception than
now the probability model used is the extracted from the simulated data itself
instead of the parametrization used to generate it.
The datasets used are exactly the same as the previous chapter. The prob-
ability model is calculated using the 83Kr events and the raw energy measured
by the photosensors. The raw energy can be directly used since the measured
charge should be equal to the total detection probability, after convolving all the
effects, and the light produced. When considering a particular point is obvious
than differences between sensors in light detection will be only due to the dif-
ferent detection probabilities. It follows that using the measured charge only
implies the addition of a constant, equal in all sensors, and has no effect in the
reconstruction besides the scale of the reconstructed charge.
On the other hand, the position of the events are calculated using a barycen-
ter as was explained for the position difference evaluation. The profile has been
made using bins of 10× 10 mm, matching the usual voxel size used. For smaller
sizes a interpolation between the bin centers is used to estimate the value.
The parameters to evaluate will be the same as those in section 6.2 minus the
cut evaluation, that didn’t seem to impact the method greatly, and the sensor
plane study, since it seems obvious that both of them are needed to get optimal
results.
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7.2.1 Number of iterations
With a pixel size of 10 × 10 mm, running the method for several numbers of
iterations for events fully contained within 150 mm of the longitudinal axis of
the detector show that 50 iterations are enough to achieve a resolution slightly
above 3% FWHM (fig. 7.2, left), slightly above the resolution achieved using the
generator probability model (∼ 2.95 % FWHM). In addition, only 10 iterations
were necessary for reaching the best possible resolution while in this case five
times more iterations are needed.
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Figure 7.2: Dependance on the number of iterations of the energy resolution (left) and of the RMS
of the XY mean position difference between reconstructed and true information (right) for 83Kr
events using a probability model extracted from simulated data.
In the case of the positioning accuracy it can be seen that the best value is
reached at 100 iterations (fig. 7.2, right). From that point the method starts to
introduce noise to the reconstruction and becomes less reliable.
All in all, resolution is not far from the best case scenario and the RMS of the
difference between real position and reconstructed position is around 0.5 mm
in both X and Y dimensions. Therefore, the performance of the method is still
completely satisfactory when using this probability model.
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7.2.2 Pixel size
The evaluation of the pixel size over 100 iterations an a fiducial cut of 150 mm
now shows that only a pixel size that is a divisor of the SiPM pitch (1, 2, 5 and 10
mm) is suitable for both energy resolution and position accuracy (fig. 7.3). The
heterogeneous pixel distribution between SiPMs when the size is not an exact
divisor of the pitch results in an extreme worsening of the method performance.
When this is not the case the results are completely satisfactory. Consequently,
a pixel size of either 1, 2, 5 and 10 mm is a valid choice for the method.
It can also be seen that the negative effect in the accuracy of the Y position
is much greater than in the X position. The reason behind this asymmetry is
unknown and has to be evaluated. However it is not worrisome as the method
behaves well when using the appropriate pixel size.
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Figure 7.3: Pixel size dependance of the energy resolution (left) and of the rms of the XY mean
position difference between reconstructed and true information (right) for 83Kr using a probabil-
ity model extracted from simulated data. For the Y dimension some values are higher than the
histogram limits.
It should be noted that the behavior, outside of the cases of exact divisor
pixel size, is quite different from the results showed in the previous chapter. The
reason of this is not clear at the moment but could be related to the fact that the
model extracted from the data includes the transverse diffusion and makes the
method more sensitive to the irregular distance between sensors and pixels for
a pixel size choice that is not a divisor of the SiPM pitch.
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7.2.3 Radial dependance
Looking at the radial performance of the method, using 10 mm pixels and doing
100 ML-EM iterations, it can be seen that energy resolution remains stable below
3% FWHM up to a fiducial cut of 170 mm while the position accuracy worsens
slightly as the fiducial radius increases up to a value slightly above 0.5 mm (fig.
7.4.
The results are not much worse than the ones obtained for the best case
scenario. Therefore the algorithm can be used for large fiducial volumes conse-
quently maximizing the usable isotope mass.
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Figure 7.4: Dependance on the fiducial radius of energy resolution (left) and of the rms of the XY
mean position difference between reconstructed and true information (right) for 83Kr.
7.2.4 Energy dependance
As in the previous chapter, the performance of the approach for non point-like
events should be evaluated. For this, the same data sets have been used: sim-
ulated events of the 511 keV and 1.2 MeV gammas from the 22Na, 1.6 MeV
electron-positron pair from 208Tl and ββ0ν events of 136Xe (2.458 MeV). The
events have been reconstructed with the ML-EM algorithm using 10×10 mm
pixels and 100 iterations. Containment of the mean position within a radial
distance of 150 mm from the chamber’s longitudinal axis has been demanded.
Results match almost perfectly the ones showed in figure 6.12. Scalability of
the energy is not an issue when using the data-extracted probability model as
the dependance of the reconstructed energy with the real energy of the event
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is perfectly linear (fig. 7.5, left). On the other hand, overall energy resolution
is slightly worse in this case but still remains close to the resolution limit given
the simulation conditions and its dependance with the event energy scales as
expected (fig. 7.5, right).
0 500 1000 1500 2000 2500
Energy (keV)
0
10
20
30
40
50
60
70
R
e
co
n
st
ru
ct
e
d
 e
n
e
rg
y
 (
a
.u
.)
Ereco(a. u. ) = (− 8. 192± 0. 002) · 10−4 +
                   (0. 02± 3 · 1012) ·E(keV)
0 500 1000 1500 2000 2500
Energy (keV)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
En
er
gy
 re
so
lut
ion
 (%
) Ereso(%) = (0. 0727± 0. 0008) +
(19. 1± 0. 6)√
E(keV)
Resolution limit
Fit
Figure 7.5: Scalability of the reconstructed energy (left) and of the energy resolution for a fiducial
cut of 150 mm (right) for 83Kr, 22Na, 208Tl and 136Xe ββ0ν events. In red, a fit to the results
(blue) from ML-EM reconstruction; the dashed line shows the energy resolution limit in gaseous
xenon under the simulated parameters.
On the other hand, the study of the radial dependance for long tracks, specif-
ically for 136 Xe ββ0ν events, show that radial effects are not completely corrected
with the method for events happening close to the light tube wall. Resolution re-
mains below the optimistic goal of the collaboration, 0.5% FWHM, up to a radial
distance of 150 mm from the center (fig. 7.6, right). After this point resolution
worsens up to 0.6% FWHM.
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Figure 7.6: Radial dependance of the energy resolution for 136 Xe ββ0ν events (left). Resolution
for a 150 mm fiducial cut shows a 0.477% FWHM energy resolution (right).
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Concretely, for a fiducial cut of 150 mm (maximum volume while meeting
the collaboration goals), energy resolution is 0.48% FWHM (fig. 7.6, left). This
resolution is around a 10% worse than the result achieved, for the same fiducial
cut, when using the same probability model as the one used to generate the data.
7.2.5 Track reconstruction
Shown in Figure 7.7, the same double beta event as the one reconstructed in 6.2.7,
has now been reconstructed using the data-extracted probability model and a
pixel size of 2 mm. However, in this case a visually satisfactory reconstruction is
achieved with only 100 iterations.
This is explained because, when using the light parametrization used for
event generation as the probability model, diffusion is not taken into account.
However, the light is produced after the event has diffused and, in the end, a
minimal fraction of light is detected by sensors that are located further than
the parametrization maximum distance and whose detection probability was
considered to be zero.
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Figure 7.7: Simulated ββ0ν track smeared by diffusion (left) and its reconstruction using 1000
iterations of ML-EM (right).
On the other hand, the extracted probability model convolves transverse dif-
fusion and includes SiPMs that are further of those 20 mm. Therefore, in this
approach the impact of transverse diffusion can be reduced in comparison to
the previous approach. After running 1000 iterations, a less diffused track is
obtained (7.7, right). For krypton events, 1000 iterations were introducing noise;
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in this case that is not happening because the event is much more complex and
convergence is slower.
Event discrimination with DNNs has also been tested with the output of
the bi-dimensional ML-EM reconstruction using the data-extracted probability
model. With the same procedure as the one described in the previous case, the
performance using 10 mm voxels has been tested using 100 ML-EM iterations.
Results (fig. 7.8, left) show that the rejection achieved (61.1% for a signal effi-
ciency of 82.7%) using this model is really similar to the one in the previous
chapter.
0.0 0.2 0.4 0.6 0.8 1.0
Signal Efficiency
0.0
0.2
0.4
0.6
0.8
1.0
Ba
ck
gr
ou
nd
 R
eje
cti
on
2D mode
Pseudo 3D mode
Figure 7.8: Signal efficiency versus background rejection for events reconstructed with the 2D
and the pseudo 3D (right) ML-EM reconstruction mode, with voxels of 10 mm.
In addition, thanks to the faster convergence, the performance of the pseudo
tri-dimensional mode has also been evaluated in this regard. The three simulated
and reconstructed projections, using a voxelization of 2 mm and 1000 iterations,
of an event can be seen in Figure 7.9.
The reconstructed track seems to be a good match of the simulated one. This
similarity is reflected when testing the performance of the DNN event classi-
fication. However, due to the computing time, this has only be done for a 10
mm voxelization and 100 iterations. As expected, when using the pseudo tri-
dimensional application of the method, the background rejection is improved
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Figure 7.9: XY (top), XZ (middle) and YZ (bottom) projections of simulated track with diffusion
(left) and its reconstruction with ML-EM 3D mode (right).
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while keeping the same signal efficiency (∼82.7%). The raise, using 10 mm vox-
els, goes from 61.1% to 71.5%.
All in all, results proof that the ML-EM algorithm is a powerful tool to reject
background not only thanks to the great energy resolution achievable but also
to the detailed track reconstruction that the method is able to provide.
7.3 Reconstruction of real events
The previous evaluation of the performance shows that the strategy to apply
the method to real data from the detector is completely viable. Data taking of
the second run of the NEW detector started just recently and, consequently, the
following results are at a very early stage and should be considered preliminary.
During this run a PMT was not operative so only 11 PMTs were available in the
data sets used. To accommodate the method to this circumstance, the informa-
tion of that PMT was not used and it’s probability was considered to be zero
when applying the reconstruction algorithm.
7.3.1 Krypton analysis
As explained, krypton is ideal for calibrating the detector and the probability
model can be easily extracted from it in the same way it was done for the sim-
ulated data. The procedure was applied to a run taken at a pressure of 7.13 bar
filled with depleted xenon. The cathode voltage was set at 22 kV while the elec-
troluminescence region was at 7 kV for a drift field of ∼296 V/cm and a gain of
approximately, see equation (3.20), 483 photons per ionization electron.
The trigger was set to look for S2 peaks in coincidence of 5 or more PMTs.
To trigger, the response of the sensors had to be between 3 and 20 thousand
ADC counts; this translates to a range of 120 to 800 photoelectrons detected by
PMT. In addition, a width between 4 and 12 µs was required to trigger. With
this configuration, over 645.000 of triggers were taken.
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The raw data was processed according to the scheme detailed in section 6.1.2
using the following parameters:
• S1
– Pulse area = [0.5, 30] photoelectrons.
– Pulse width = [0.125, 0.5] µs.
– Pulse minimum height = 5 baseline’s σ.
• S2
– Pulse area = [150, 104] photoelectrons.
– Pulse width = [5, 600] µs.
– Pulse minimum height = 3 baseline’s σ.
After this selection, a cut where the condition of having one and only one S1
and one S2 was applied. Only 278.000 events remained after this selection but
additional steps are needed to obtain the best probability maps.
During the run there seemed to be a pressure related problem that affected
the electroluminescence gain. This problem was unidentified but is obvious
when looking at the mean energy of the events in function of the acquisition
time (fig. 7.10, left). Given that erratic behaviour, only events whose energy was
more or less stable were used to generate the probability map. The decision was
to use events whose timestamp was above 1.49036·1012 seconds (UNIX time),
that corresponds to the interval shown on the right image of Figure 7.10.
On the other hand, the method, at its current state, is not able to correct
for attachment and, when working with real data, the measured energy of the
event varies greatly due to this effect. A basic way of obtaining a probability
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Figure 7.10: Profile of the raw energy with the data acquisition time (left) and zoom on the region
that was considered stable for this evaluation (right).
map without this effect is to correct by attachment all of the events used in the
creation of the model. Attachment is well known and is described by:
NIEL = NI · e−z/τ , (7.1)
with NI being the total number of ionization electrons produced, NIEL the
number of ionization electrons arriving at the electroluminescence region, z is
the distance to the EL (and its correspondence with the drift time is of 1 mm =
1 µs) and τ is the lifetime of a ionization electron inside the gas before they are
captured by electronegative impurities.
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Figure 7.11: Profile of the raw energy (left) and corrected by attachment (right) alongside the
longitudinal position of the event. The effect is not fully corrected and mild residuals remain.
The correction of this effect is really simple and consists of multiplying the
measured energy, which is directly proportional to NIEL , by a factor e
(z/τ).
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However, τ has to be determined. An exponential fit to a profile of the detected
light along the longitudinal position (z) of the event can provide an estimation
of the lifetime, which corresponds to the inverse of the slope of the fit. A lifetime
of 181 µs was calculated from the data used (fig. 7.11, left).
With this consideration, although some residual effects remain (fig. 7.11,
right), the corrected charge can be used to generate a corrected probability model
that matches the data, following the procedure explained in section 7.1. The
charge XY profile for a central PMT and for SiPMs are shown in Figure 7.12.
As would be expected, the distribution is not as homogeneous as it was for
simulated data.
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Figure 7.12: Mean measured energy of detected 83Kr events by a central PMT along XY position
(left) and by the SiPMs along the radial distance to the sensors (right).
Having now the probability model, ML-EM can be applied to detector data.
However events have to be corrected by attachment before passing them to the
ML-EM algorithm since the model used does not account for that effect. In
addition, a radial fiducial cut of 150 mm, as was done with the simulated data,
and an additional cut in the longitudinal position, demanding the event to be
between 70 and 130 mm away from the anode (the reason of this cut will be
explained later), have been applied. Combining this with the prior attachment
correction the energy spectra already improves as shown on Figure 7.13 and a
value of 11.77% FWHM is achieved. This value extrapolates to 1.52% FWHM at
Qββ.
After this correction, the events are ready to be passed to the ML-EM algo-
rithm. Applying the algorithm for 100 iterations, in its bi-dimensional mode,
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Figure 7.13: Raw energy spectra of 83Kr events (left) with a radial fiducial cut of 150 mm.
Attachment correction defines better the peak (right) with a resolution of 11.77% FWHM.
with a pixel size of 10 mm, improved the resolution to a value of 9.61% FWHM
(fig, 7.14, left). Still, residual effects in the z position are dragged worsening the
overall performance (fig. 7.14, right). We believe that those effects are due to
trigger biasing although should be evaluated carefully in the future.
The residual effect is now corrected again using the exact same method of
correction as above, resulting in a resolution of 8.79% FWHM (fig. 7.14, bottom
left). It can be seen in the longitudinal profile that for events nearer than 70 mm
and further than 130 mm from the anode, the behaviour is not linear (fig. 7.14,
bottom right). This is the reason behind the longitudinal fiducial cut mentioned
before.
Finally, to obtain the best resolution possible with the current data, the energy
dependance with the acquisition time of the event has to be corrected. Although
considering the most stable area (fig. 7.10) there is still and incremental effect
which propagates to the output of the reconstruction (fig. 7.15, left). An scaling
factor can be extracted from the profile to scale the events to the same mean
energy (fig. 7.15, right).
The final spectra obtained with the method after the corrections and scaling
is shown on the left image of Figure 7.16. An energy resolution of 8.00% FWHM
is achieved. This value extrapolates to a resolution of 1.04%FWHM at Qββ.
Evolution of the resolution with the number of iterations and pixel size can
be also done as in previous sections. Results show a similar behaviour to the
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Figure 7.14: Reconstructed energy spectra of 83Kr events using ML-EM, with an energy reso-
lution of 9.61% FWHM (above left). Residual attachment effects are still impacting the energy
reconstruction (above right). The correction of this effect (bottom) results in an 8.79% FWHM
resolution.
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Figure 7.15: Profile of the reconstructed energy with the data acquisition time (left). The scaling
of this effect flattens the distribution and eliminates the dependance (right).
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Figure 7.16: Final reconstructed energy spectra of 83Kr events using 100 ML-EM iterations with
a pixel size of 10 mm. Energy resolution of the peak is 8.00% FWHM.
studies done over simulated data. Energy resolution converges quickly with
few iterations (fig. 7.17, left) and, although complete convergence seems to be
achieved after 150 iterations, the variation is of only ∼1% after 75 iterations. The
choice of 100 iterations for the studies is then acceptable.
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Figure 7.17: Iteration (left) and pixel size (right) dependance of the energy resolution. Conver-
gence is achieved at around.
On the other hand, the dependance with the pixel size (fig. 7.17, right) shows,
again, that pixel sizes equal to divisors of the SiPM pitch are the appropriate
choice for the method. With this, the choice of 10 mm pixels is adequate for
energy reconstruction while keeping to a minimum the computing time.
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This resolution is achieved for a fiducial radius of 150 mm; however a radial
evaluation of the energy resolution shows (fig. 7.18, left) that radial effects are
not completely corrected and have a tiny impact on resolution. A resolution
below of 1% FWHM at Qββis achieved for a fiducial radial cut of 110 mm (fig.
7.18, right).
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Figure 7.18: Radial dependance of the energy resolution (left). For a cut of 110 mm, resolution is
1% FWHM when extrapolated to the energy of ββ0ν events (right).
Although good, the resolution obtained with the method when applied to
real data is still far from the results of the simulated events. However, as stated,
due to the recentness of the taken data, only a preliminary study has been done.
As a better model is extracted from data, the results will improve. In any case,
an energy resolution below 1% for ββ0ν events seem to be completely within
reach.
In addition to this, the krypton data used was under conditions of high at-
tachment and low drift field, both effects that have an impact on resolution and
can affect both the model creation and the signal reconstruction. Later data
runs with sodium were taken with cleaner gas and higher drift field and studies
within the Collaboration showed an improve in resolution with respect to the
krypton data. However, as of now, no more krypton data was taken thus mak-
ing it impossible to re-do this analysis under better circumstances. This will be
done in the future as the detector approaches optimal operation conditions.
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7.3.2 Cobalt reconstruction
In addition to the evaluation of the energy resolution done with krypton data,
reconstruction of events coming from a 56Co source has been made using the
probability model extracted from krypton.
The data was taken at 6.84 bar with the cathode voltage set to 27 kV and the
electroluminescence voltage set to 7 kV. This translates into a drift field of ∼395
V/cm and a gain of approximately 500 photons per ionization electron.
As was in the krypton run, the trigger was configured to search for S2 peaks
in coincidence on 5 or more PMTs. In this case the minimal charge of the event
had to be of 534.000 ADC counts (∼21500 photoelectrons) with no limit on the
maximum charge. Therefore, high energy events were the objective. The width
of the event was set accordingly, demanding the event to be longer than 20 µs.
The total number of triggers of the data set was 14.437.
Since the cobalt source is not monoenergetic, the energy distribution is really
sparse thus not allowing for a energy resolution evaluation with the low quan-
tity of events. In addition, tools to evaluate correctly the track reconstruction
still are under development. As a consequence only visual evaluation of the
tracking capabilities of the method has been done for this thesis. For this, it’s
specially relevant the 2.6 MeV gamma that it emits. This gamma can undergo a
pair-production process where the resultant electron and positron will produce
an erratic track with two ending blobs, similar to the ββ0ν track (with lower
energy).
With a voxel size of 2 mm, 100 ML-EM iterations of the pseudo tri-dimensional
mode were applied to the data. Although being early results, track reconstruc-
tion with the method seems to be outstanding as double electron events, with
their corresponding two blobs, can be distinguished of single electron events,
which only have one end with a high-energy deposition. This difference is de-
picted in Figure 7.19 and 7.20 where there are shown two events of similar recon-
structed energy and clearly different topology. Since the pseudo tri-dimensional
reconstruction is, in the end, a collection of 2D projections alongside the Z di-
mension, the XY projection looks much better than the others.
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Figure 7.19: Anode response (top left) of a cobalt event with two electrons and the three projec-
tions, XY (top right), XZ (bottom left) and YZ (bottom right), of the reconstructed track. The two
blobs are clearly seen at (-20, -155, 30) and (-75, -90, 38) mm.
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Figure 7.20: Anode response (top left) of a cobalt event with a single electron and the three
projections, XY (top right), XZ (bottom left) and YZ (bottom right), of the reconstructed track.
Only one blob is seen, located at (130, 60, 245) mm.
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"Thank you Mario! But our princess is in another cas-
tle!"
– Toad, Super Mario Bros.
8
Conclusions, future work and
applications
This work has shown the viability and consequent advantages of using Maxi-
mum Likelihood Expectation Maximization for reconstructing events in a gaseous
TPC and specifically in NEXT.
As stated, NEXT aims to achieve excellent energy resolution while offering a
very competitive background rejection thanks to the use of its tracking capabili-
ties and ML-EM seems to enhance their performance in both regards.
This method relays heavily on having a probability model that describes with
precision the detection process of the experiment. When using the exact same
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model, only possible in simulated data, the resolution achieved is extremely
close to the physical limit and positioning precision remains submillimetric.
In addition, a way of extracting a sufficiently precise model has been de-
veloped and evaluated. The performance over simulated data considering this
extracted model, as it would be when working with real data, has yielded results
really similar to the best case scenario and a resolution below 0.5% FWHM for
ββ0nu events has been achieved without losing the positioning capabilities.
However, when applying the method to real data, the performance was a
bit far from the simulation results, and a resolution of 8% FWHM for krypton
low-energy (41.5 keV) events was achieved which extrapolates to ∼1% FWHM
at Qββ.
This worsening, of course, is logical up to a certain point but an improve-
ment of these results should be expected. This will be done by improving the
stability of the data taking conditions (lifetime, operating voltage, etc.) and by
defining better the probability model, which is of uppermost importance in or-
der to achieve better results. The latter can be done, for example, by having a
SiPM probability function for each board or even for each sensor. In any case,
the focus of future work should be on further examining the possibilities of the
algorithm when applied to a real life situation and to implement the several .
However, with just this preliminary approach, the method provides for clean
tracks and the different topology of the events can be easily seen. A rigorous
evaluation of the track reconstruction has still to be done, specially when work-
ing with data.
Studies in this regard have already started under simulated data, using a
DNN to discriminate backgrounds from signal, yielding satisfactory results:
71.5% background rejection with an 82.7% signal efficiency. This was only done
in a tri-dimensional approach using 10 mm voxels but it has been shown that the
usage of 2 mm voxelization improves the background rejection in the 2D mode
of the method so improvement in this regard should also be expected.
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In addition of these great results, the application of this algorithm can help
shape the future detectors of the experiment. The Collaboration has already
done, and plans on continuing them, some studies of gas mixtures. The method
capability of providing well defined tracks, even thinner than the widening effect
caused by diffusion, should be taken into account when evaluating this mixtures.
This is because the objective of the mixtures is to reduce diffusion and improve
the tracking and, if this is the case, the pitch of the tracking plane should be
much smaller (as diffusion would be no longer the dominating effect). However,
in that scenario, using ML-EM reconstruction may allow for the use of a similar
pitch to the current one. This would be much more convenient from both a
technical and economical point of view.
On the other hand, it has been shown that using only SiPMs is a possibility
for the future. The usage of the method, over simulated data, with only the
tracking plane information, composed of those SiPMs, has yielded a resolution
of 9.24% FWHM for krypton events which extrapolates to a 1.2% FWHM within
the region of interest. This number may not seem impressive but is heavily af-
fected by statistic fluctuations on the number of detected photons. While around
10 photons per ionization electron is a desirable number to detect, when using
only the tracking plane just ∼0.7 photons are detected and resolution is heavily
affected. With this number and assuming that the charge resolution is perfect
and does not affect the resolution, a resolution limit of 0.9% FWHM can be de-
rived. In addition to this, the formula presented and used for energy resolution
does not account for dark noise effects, which can be problematic when using
SiPMs. Consequently, the limit resolution, as it is now, should be even worse
than 0.9% FWHM and close to the measured resolution.
This result suggests that, if the energy plane were also composed of SiPM
thus increasing number of detected photons, the energy resolution would im-
prove and be comparable to the current design. This is interesting because
SiPMs are more radiopure than PMTs, thus reducing total background. Not
only that, SiPMs are also cheaper which is a factor that should not be disre-
garded. Moreover, from a technical point of view, building a plane of PMTs is
more challenging than one of SiPMs. This is because radiopure PMTs cannot
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work under pressure and their body must be separated from the active volume
of the chamber.
On the other hand, this design may have some drawbacks that have to be
considered. For example, S1 signals could be confused with dark noise, ham-
pering the longitudinal positioning capability of the detector. However, current
SiPM specifications are not that far from what it is needed and it can be solved
by cooling the plane a few tens of degrees.
Of course, this is an option yet to be deeply evaluated but with outstanding
potential. In addition, SiPM technology is a very active field at the moment and
improvements on these sensors may increase the viability of this approach.
All in all and although further work has still to be done, ML-EM reconstruc-
tion appears to be an extraordinary interesting tool for event reconstruction in
NEXT, not only at a present time but also for the future. Enhancement and
deeper understanding of the method should be pursued as its potential could
be key to optimize the detector capabilities.
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