Correctly determining the association of seismic phases across a network is crucial for developing accurate earthquake catalogs. Nearly all established methods use travel-time information as the main criterion for determining associations, and in problems in which earthquake rates are high and many false arrivals are present, many standard techniques may fail to resolve the problem accurately. As an alternative approach, in this work we apply convolutional neural networks (CNNs) to the problem of associations; we train CNNs to read earthquake waveform arrival pairs between two stations and predict the binary classification of whether the two waveforms are from a common source or different sources. Applying the method to a large training dataset of previously cataloged earthquakes in Chile, we obtain > 80% true positive prediction rates for highfrequency data (> 2 Hz) and stations separated in excess of 100 km. As a secondary benefit, the output of the neural network can also be used to infer predicted phase types of arrivals. The method is ideally applied in conjunction with standard travel-time-based association routines and can be adapted for arbitrary network geometries and applications, so long as sufficient training data are available.
INTRODUCTION
Seismic data are routinely processed to develop earthquake catalogs and generate records of seismicity for source regions all around the world. Earthquake catalogs are inherently incomplete, and the magnitude of completion reflects an inability to accurately catalog small-magnitude events. Small events occur more frequently than larger ones and generally have lower signal-to-noise ratio arrivals that can easily be mistaken for false arrivals. A primary complication of identifying small earthquakes, in addition to phase picking, is that high rates of small-magnitude events produce arrivals that can occur within short intervals of each other and may be overlapping in time across a seismic network. When many arrivals are present, it can be difficult to determine which sets of arrivals are from a common source. It can also be difficult to determine which arrivals are false picks and how many distinct earthquakes have occurred. Developing accurate catalogs of small earthquakes requires determining the associations of phases across a network, along with the auxiliary questions of identifying false arrivals and determining the number of earthquakes.
Existing association methods largely rely on travel-time information and an assumed sparsity of sources in time and space. Observed relative arrival times of phases (between stations) are compared with theoretical moveout times to group sets of arrivals that are consistent with a realistic source. Some methods use grid-search (Johnson et al., 1997) or iterative techniques (Sippl et al., 2013) to optimize the number of arrivals paired with earthquakes, while simultaneously trying to use as few events as possible to fit the data. Other notable techniques include a Bayesian association method (Arora et al., 2013) , a waveform-based pairwise association technique built upon the fingerprint and similarity thresholding (FAST) method (Bergen and Beroza, 2018) , and the use of recurrent neural networks applied to arrival-time data (Ross, Yue, et al., 2018) . With the exception of template matching and some beamforming and waveform-coherency methods that combine association along with event detection (Ringdal and Kvaerna, 1989; Gibbons and Ringdal, 2006; Grigoli et al., 2013) , the waveforms of individual arrivals are rarely used to assist in determining associations. Raw waveforms are difficult to use for associations because path effects from arbitrary source locations are typically not well known and mask information in the waveforms that would indicate a common source (Aki and Richards, 2002) .
Convolutional neural networks (CNNs) have recently been applied to arrival-time picking of earthquakes with significant promise (Perol et al., 2018; Wu et al., 2018; and to a number of other problems relevant to geophysics and seismology (Lu et al., 2018; . CNNs use a cascading series of convolution operations to map input images or signals directly to arbitrary output targets, with minimal preprocessing and without relying on manually chosen feature inputs. Rather than using prespecified features, CNNs excel at extracting and using hidden information contained in large preexisting training datasets to learn (or calibrate) the filter (or kernel) weights inside the network, such that it can correctly predict the inputoutput relationships of the training dataset to a high accuracy and ideally generalize to new, unseen data (LeCun et al., 2015; Schmid huber, 2015; Goodfellow et al., 2016) . In addition to automatically determining complex functional mappings from existing datasets, a strength of CNNs is that arbitrary dimensional input-output relationships can be learned, which allows seismogram records (of arbitrary prespecified length) to be directly mapped to answer specific targeted questions.
In this article, we present a deep-neuralnetwork approach applied to the problem of phase associations. We implement a CNN to take pairs of earthquake arrival waveforms on two different stations and predict whether the two waveforms are from the same source (label 1) or different sources (label 0). Using large, pre-existing earthquake catalogs, databases of paired waveforms (between stations) to common sources are readily available. An advantage of this approach is that the raw seismic data can directly be used to predict associations, leveraging diagnostic information contained in the waveforms that is often unused for this purpose.
DATA
In this study, we use broadband seismic data collected on the Integrated Plate Boundary Observatory Chile (IPOC). We take a catalog from northern Chile that includes 866,842 earthquakes between 2013 and 2017, spanning the region between latitudes [18°S, 24°S] and longitudes [67°W, 72°W] (Fig. 1) . From each earthquake, we extract waveform pairs between stations that have an arrival pick associated with the event. For each arrival, we take 6 s of data from 1.5 s preceding to 4.5 s following the inferred arrival time, for all three components. For each station, we also extract waveforms of all false picks that were detected by an energy-based single-station triggering algorithm but ultimately not associated with any earthquake in the catalog. All extracted waveforms are normalized to have unit particlemotion energy while preserving the relative energy between each component. All data are band-passed between 2 and 22 Hz and sampled at 50 Hz.
For demonstration, we use one station, PB02, as the master station and extract a separate database for several other stations of the network with paired arrivals to this one. Each waveform pair is marked as either P-P or S-S, indicating which phase types comprise the pair. Each station pair has a variable number of associated picks, but on average ∼550; 000 waveform pairs are available between each set of stations and for each phase type. The precise number of sample points (of P-P, S-S, and false phase types) is given in Ⓔ Table S1 (available in the electronic supplement to this article). A schematic of the waveform extraction and database building steps is given in Figure 2 .
METHODS
CNNs are composed by stacking several (or many) convolutional layers, followed by a number of fully connected layers that map the flattened feature vector of the last convolutional layer to the final output. Between each layer, downsampling ▴ Figure 1 . Locations of 15,000 earthquakes randomly chosen from the catalog between training (blue circles), validation (black circles), and testing (red circles) datasets. Seismic stations used in this study are marked by triangles, and station names are horizontally aligned with their respective stations. Squares represent other stations of the Integrated Plate Boundary Observatory Chile (IPOC) network used in the development of the catalog. The box in inset marks the study region in northern Chile.
and nonlinear activations are used that enable the extraction of information from the input and its nonlinear mapping to the targeted output (Goodfellow et al., 2016) . The fundamental computational unit of a CNN is the convolutional filter (or kernel) acting on a tensor, which may be defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 5 2 ; 1 6 4 x
1 for 1D time series, which maps the tensor x n at layer n to the ith channel of layer n 1, using the n 1th layers ith set of filters w . The σ· operator represents any nonlinear activation, and the asterisk represents the convolution operation. The full capacity of a CNN (i.e., the ability to produce complex mappings) is achieved by using many filters simultaneously and iteratively mapping each layer's current tensor state to the subsequent layers, following the calculations of equation (1). The fully connected layers at the end of the CNN resemble a standard, nonconvolutional artificial neural network that maps the features extracted from the convolutional steps to the final output, using a nonconvolutional functional analog of equation (1).
Through some trial and error and monitoring of the validation test metrics, we chose a four-layer CNN with two fully connected layers (Fig. 3) . Between each convolutional layer, max pooling is used. The rectified linear unit (ReLU) activation is used for all nodes inside the network, and the sigmoid activation is used as the activation for the final node. The ReLU and sigmoid activations are defined by 
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The output of the CNN is the activation at the last node, which is bounded between 0 and 1 by the sigmoid activation. As input to the CNN, we concatenate the three-component slices of data from each station across channels, such that the input size is six 1D channels of fixed length (300 data points per channel). Details of the number of filters and the kernel sizes used are given in Figure 3 .
Training
We split events in the catalog by absolute time into training (years 2013-2015) , validation (year 2016), and testing (year 2017) bins (Fig. 1) . We train a distinct CNN for each station and phase pair (P-P or S-S). For each of the CNNs, positive labels are all correctly associated waveforms of the phase types chosen, and false label pairs can be of several varieties: waveforms of opposite phases (i.e., P-S and S-P), waveforms from two different earthquakes, and one or more of the waveforms being a false pick from the database of all false arrivals (Fig. 2) . We note that with this labeling scheme, for n earthquakes there are On and On 2 possible true and false combinations, respectively. Of the IPOC network, we only include station pairs that have at least 200,000 paired waveforms available in the training dataset (Table S1 ).
▴ Figure 2 . An example of extracting pairwise waveforms between stations and the labeling scheme of true and false association pairs. (Top) Seismic records of two stations, with P and S arrivals marked, and all 16 possible pairwise connections drawn between arrivals of either station. Solid lines denote true associations for the four cases in which either P-P or S-S associations of the same earthquake are connected. Dotted lines denote false associations, and include connections between earthquake pairs widely spaced in time or space. (Bottom) Insets of the extracted normalized waveform pairs along with their assigned label for the four example connections marked above.
We train each CNN with stochastic gradient descent (SGD), using the Adam optimizer (Kingma and Ba, 2014) and the automatic differentiation capabilities of PyTorch (Paszke et al., 2017) . The loss function we minimize is the binary cross-entropy loss, and it is computed over each mini-batch of N samples, as defined by E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 3 ; 4 0 ; 3 6 7 H p; q − 1 N X N i1 q logp 1 − q log1 − p; 3 in which q is the target label (0 or 1), and p is the predicted label. Using automatic differentiation, the loss (equation 3) is differentiable with respect to all of the free parameters of the CNN. For each mini-batch, we randomly choose 750 correctly paired waveforms from the database and 750 randomly chosen false associations. SGD is terminated after the validation error stabilizes, which generally occurs after ∼10; 000 mini-batch updates (Ⓔ Figs. S1 and S2).
EXPERIMENTS
Trained models are evaluated over the test dataset by computing the precision, recall, and F 1 quality metrics (Powers, 2011) . Precision (P) is the ratio of true positives to true positives plus false positives; recall (R) is the ratio of true positives to true positives plus false negatives; and F 1 is a summary statistic ▴ Figure 3 . Schematic of the CNN architecture. Light blue, red, green, and purple boxes denote input data, convolutional layers, max pooling operators, and dense (or fully connected) layers, respectively. ReLU activation is used for all layers inside the network, and output is bounded between (0,1) by the sigmoid activation. Kernel sizes and number of convolutional filters in each convolutional layer are given above the red boxes. Tensor sizes at each layer of the network are denoted by tuples of (rows, columns, and channels). Precision (P), recall (R), and F1 are given separately for each station pair and for both phase types. Stations are sorted by epicentral distance from the master station, PB02. Metrics are the average result over 250,000 random samples from the testing dataset that consist of half-positive and half-negative labeled samples. Median metrics over all station pairs are given on the bottom row.
given by the quantity 2P × R=P R. We round outputs of the CNN to their nearest class to infer predicted labels (i.e., all outputs > 0:5 denote a positive predicted label, and those ≤ 0:5 denote a negative predicted label). Across all experiments, we find relatively high levels of precision and recall, with median values of F 1 of 0.869 and 0.879, for P-and S-wave models, respectively. Median precision and recall quantities are within 0:03 units of one another, indicating that there is no significant imbalance between false positives and false negatives (Table 1) . Most station pairs have similar performance, though performance gradually weakens as interstation distances increase (Table 1 ; Ⓔ Fig. S3 ).
As a more complete summary of model performance, we also compute the receiver operating characteristic (ROC) curves of the CNN's predictions in testing. ROC curves compute the rate of false positives to false negatives as the discrimination threshold of a classifier varies between 0 and 1; they are frequently used to evaluate a binary classifier's overall performance (Powers, 2011) . The area under the ROC curve (AUC) for a perfect model is 1, whereas a model that performs equivalently to a random guess is 0.5. In our experiments, we measure an AUC of 0.944 and 0.943 for the P-and S-wave models, respectively (Ⓔ Fig. S4) .
We probe the trained neural networks with a few additional tests. First, we bin all earthquakes in the testing dataset by their magnitude at several increasing quantile values of the catalog's magnitude distribution. From each bin, we compute the true positive rate over 30,000 randomly selected positive samples, with randomly selected station pair and phase-type combinations. We find a small but notable improvement of 4%-6% in the true positive prediction rate going from the smallest to the largest magnitudes (Ⓔ Fig. S5 ).
Second, we evaluate which sets of falsely associated waveform pairs are most likely to produce false positives. For this, we iterate over the following procedure: (1) choose a random earthquake waveform recorded on PB02, (2) sample another randomly chosen set of 1000 earthquakes that are falsely associated with it (from arbitrary station-and phase-pair combinations), and (3) compute the CNN predictions between these arrival pairs. For all events with predictions > 0:85 (i.e., falsely associated waveform pairs that produce highly confident false positive predictions), we record the differential measurement of the spatial locations of these events with the original earthquake used. We iterate this process 1000 times and record the full database of differential spatial locations. The histograms of these spatial differences have well-defined maxima at nearly zero offset (Ⓔ Figs. S6 and S7) . This indicates that falsely associated waveform pairs from similar source coordinates (and offset in time) have the highest tendency of producing false positives. We note that to make these results robust, we sample the 1000 trial earthquakes at each iteration with probabilities inversely proportional to the spatial density estimate of earthquake locations in the catalog (Epanechnikov, 1969) , so that dense earthquake regions do not bias the residuals toward a zero mean.
EXAMPLE APPLICATION
As a demonstration of applying the CNNs to all stations of the network simultaneously, we apply the neural networks to 20 days of continuous data between January 1-20, 2017. We compute the CNN predictions for each arrival of station PB02 with arrivals from other stations of the network that occur within 50 s. We treat all arrivals as having an unknown phase and compute the predictions of both the . In (a-c), blue lines denote P-P phase connections, and red lines denote S-S phase connections. Green circles mark arrivals on the master station, PB02, and blue circles mark arrivals on all other stations. Arrivals and waveforms are plotted on the y axis at the latitude coordinate of the station on which they are detected.
P-and S-phase-trained models. All arrival connections that have predictions > 0:5 are recorded, and for any two arrivals compared, only the maximum prediction between the P-and S-phase models is retained. Each arrival on Station PB02 is further restricted to have at most one connection to each other station; the pair that is chosen is the sample with the maximum predicted association value between itself and all other arrivals of a fixed station (if there are multiple arrivals). These steps create a database of predicted phase-dependent associations between arrivals on Station PB02 and arrivals across the rest of the network over continuous time. Figure 4b shows an example set of predicted associations following this procedure that is given alongside the ground-truth result recorded in the catalog (Fig. 4a) . In this example, we note that many of the earthquakes have a large number of correctly associated arrivals and, in addition, many correct phase types (i.e., P or S) have been determined. In its current form, pairwise association likelihood does not by itself resolve the full association problem. However, we can assess how well the CNN predictions agree with the ground-truth catalog with a simple analysis. We count the number of earthquakes in the catalog that have ≥ n 1 P-P and ≥ n 2 S-S phase associations and then calculate the proportion of these events that are recovered by the same criteria with the CNN's predictions. We vary n 1 and n 2 over a range of values to obtain a spectrum of success and failure rates. While ad hoc, this gives a view into how random or structured the CNN predictions are with respect to applications across the entire network. Evaluating the reconstruction rates over January 2017, and letting n 1 and n 2 vary between one and four (five is the maximum with only six stations available), we find that for the lowest values of n 1 and n 2 , rates of recovered events are high (e.g., > 80%), and they fall off to a ∼70% recovery rate for the most restrictive thresholds (Ⓔ Fig. S8 ). Using these same criteria, we also compute the number of events with ≥ n 1 P-P or ≥ n 2 S-S phase connections obtained from this process that were not originally in the ground-truth catalog. Reported as a proportion of the number of total events in the catalog, we find that rates of previously uncataloged detections vary between ∼0:4 to ∼0:05 as n 1 and n 2 vary between one and four (Ⓔ Fig. S9 ).
DISCUSSION
In this article, we presented the possibility of directly memorizing pairwise associations between stations based on the waveforms themselves, using a deep-neural-network approach that can be trained on large pre-existing datasets of pairwiseassociated waveforms. We posed the problem as a binary classification task and trained two separate models for P-P and S-S phase associations. We found no significant differences in performance between the two models (Ⓔ Fig. S3 ). The biggest influence on performance metrics were the interstation distances and the number of training data points. We found that station pairs with too few training samples (e.g., < 200; 000) did not learn robust models for the architecture we chose. As interstation distances increased, performance quality decreased (Table 1 and Ⓔ Fig. S3) , however there is a possibility that increased numbers of falsely associated waveform pairs are contained in the catalog between more distant stations.
The method we implemented could be expanded in several ways. Rather than use a different CNN for both phase types (P-P and S-S), it seems appropriate to use multiclass classification and use a single CNN to predict any combination of phase types, possibly including mixed-phase combinations (e.g., P-S and S-P). Using a single fixed station as the master station was only done for demonstration; logically a CNN could be trained for all station pairs. If false positive and false negative predictions are uncorrelated between distinct-stationpair CNN mappings, using the redundancy of all n 2 station pairs for n stations could dramatically improve the reliability of the outputs. Further, in using all interstation pairs, many station pairs would have small interstation distances, which could lead to improved prediction results.
A suitable use of this method would be to augment other association techniques, rather than function as a stand-alone algorithm. Relative arrival-time information is a hard constraint on which sets of arrivals may be associated across a seismic network, and it would be ideal to combine the insights from travel-time-based metrics with information contained in the waveforms themselves, perhaps in a Bayesian framework (Arora et al., 2013) . A valuable way to interpret the output of this method would be as a mathematical graph, where each arrival pair has an edge weight that varies as a function of predicted association likelihood (and phase type). Such graphs could be optimized to obtain sparse, representative structures (Nemhauser and Wolsey, 1988) , and other graph metrics such as node centrality and connectivity could be used to identify false arrivals and potentially the number of distinct earthquakes occurring in a time interval. Determining how pairwiseassociation likelihoods and travel-time-based association metrics could be combined into a stand-alone association algorithm is a potentially promising direction of future research.
This method shares some similarities to waveform-similaritybased detection algorithms. Template matching and autocorrelation, among other waveform-similarity-based methods (Gibbons and Ringdal, 2006; Brown et al., 2008; Yoon et al., 2015) use identifiable repeating signals to detect the occurrence of new events. We found that (distinct) events occurring in similar locations were the most likely to produce false positives for our neural networks (Ⓔ Figs. S5 and S6) . This result suggests that the CNNs may be learning an understanding of the underlying path effects, or Green's functions connecting arbitrary source-receiver pairs, which is the same mechanism through which classical waveform-similarity-detection algorithms succeed. Key differences, however, are that we focus on association in this work, rather than detection, and that a single CNN is learning some understanding of all, or at least many, path effects, whereas in standard template matching, a different template is used for all known sourcereceiver pairs. By processing all waveforms through a single neural network, we expect that there may be gains in the CNN's ability to generalize to variants of waveforms that it has never been trained on (e.g., differing moment tensors, source coordinates, and source time functions) and for which traditional waveform similarity metrics (e.g., cross-correlation and L2-norm distance) may not be able to adapt.
CONCLUSIONS
Determining earthquake associations is a nontrivial task, given that, in general, several auxiliary problems must be considered and resolved simultaneously. Determining the number of events, the phase types of arrivals (including identifying false arrivals), and the associations between arrivals to common sources are all interrelated problems. Methods that enable us to use new forms of data and information may prove invaluable in assisting with these tasks, and we believe predicting pairwise-association likelihoods directly from the raw waveforms is a valuable step in this direction.
DATA AND RESOURCES
This work included data from the CX seismic network, obtained from the GEOFON Data Centre. The catalog used in the analysis is a currently unpublished catalog of northern Chile, to be made available in a future publication. All data processing is done in MATLAB and Python, and the neural networks are trained using PyTorch.
