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ABSTRACT
A complex model capable of simulating the transient, non- 
adiabatic operation of fixed bed reactors involving multiple solid- 
fluid reactions has been developed. Numerical integration of the 
resulting differential equations was accomplished by a predictor- 
corrector technique which was programmed in FORTRAN IV computer 
language. Analysis of sulfur dioxide removal from flue gases was 
performed by utilizing this model.
The mathematical model was derived for the following 
irreversible gas-solid reactions:
Cu20 +  1/2 02 2CuO (oxidation)
CuO + 1/2 02 + S02 -* CuSO^ (sulfation)
These reactions have industrial Importance in the removal of sulfur 
dioxide from flue gases. The unreacted-shrinking-core mechanism 
describes the progress of these two reactions within the spherical 
porous particles which serve to pack the bed. The Cu20 was assumed 
to be dispersed evenly throughout the pellets. All three 
intraparticle resistances to mass transfer and a film resistance to 
heat transfer at the pellet surface were considered. The latter 
resistance was adjusted to account for internal thermal conductivity 
of the particles. Temperature gradients within the particles had 
to be neglected in order to achieve tractable particle energy 
balances. Fore diffusion was described by an effective diffusivity 
which accounts for both Knudsen and ordinary molecular diffusion.
-x-
Mass flow In the pores due to surface migration and pressure
differences was neglected. Accumulation of mass within the pores
can be safely ignored, but accumulation of energy within the particles
t h .was included. Chemical reaction rates were described by n order 
type expressions. The frequency factor, activation energy, dependency 
upon the sulfur dioxide concentration, the heat of reaction, and 
verification of the shrinking core mechanism have been reported in 
the literature along with the experimental data from which they were 
determined.
Axial transfer of heat and mass by forced convection and 
accumulation of heat and mass have been accounted for in the bulk 
gas phase. Transfer of heat and mass between the two phases is 
based on film coefficients. Diffusion of heat and mass and radial 
gradients in temperature and concentration were assumed negligible 
in the bulk gas. Provision for heat removal at the wall has been 
included, however. Due to the low concentration of oxygen and 
sulfur dioxide, the mass velocity was considered constant and Fick’s 
law was utilized to describe pore diffusion.
The model consisted of partial differential equations 
describing the bulk gas phase material balances, solid reactant 
material balances, and bulk gas phase and pellet gas phase energy 
balances which incorporate the analytical solution for the pellet 
gas material balances. The rate of solid reactant consumption was 
expressed in terms of the rate of shrinkage of the shrinking cores 
within the particles. Variation of gas density and effective 
diffusivity with temperature was rigorously accounted for in the
pellet pores. Temperature variation of the other physical 
properties was assumed constant in the derivations, but were allowed 
to vary in the numerical integration procedure.
The characteristic transformation reduced the original system 
of partial differential equations to a set of equations with 
derivatives in each equation occuring in only one direction. The 
accuracy of the numerical technique was established by conparing 
numerical results with those obtained from an analytical solution 
for a limiting case.
Rate controlling factors during transient, adiabatic operation 
were the pore diffusion and chemical reaction in the sulfation zone 
of the particle and the particle thermal conductivity. Reactor 
performance was strongly influenced by the size of the pellets, inlet 
flue gas temperature, and initial pellet temperatures. The ability 
of the pellets to exchange heat between portions of the bed via 
the flue gas was shown to be important. Starting with C ^ O  in the 
bed rather than CuO led to increased temperature rises but slower 
initial consumption of the sulfur dioxide.
Under the proper conditions, removal of sulfur dioxide, from 
flue gases by fixed beds of Cu^O was feasible. Maximum pellet 
diameter of 1/4", minimum inlet flue gas temperatures of 400°C and 
minimum initial bed temperatures of 440°C should result in break­
through times of 20 minutes and temperature rises of 100°C.
xii-
CHAPTER I 
INTRODUCTION
The numerous and Increasing use of fixed bed reactors in 
industry has created a concomittant rise in the utilization of 
fixed bed mathematical models. Practical applications for these 
models can be found in the analysis of experimental data, optimal 
control, and "a priori’' design of fixed bed processes. A typical 
commercial design study might Include scaleup, optimization and 
stability analyses. Models contain many factors which vary with 
bed dimensions, thereby lessening experimentation in the scaleup 
from pilot plant to commercial reactors. Optimization and 
stability analyses are also enhanced by accurate models. The 
transient response of a process to perturbations is required in 
obtaining quantitative conclusions with regard to stability, and 
a model facilitates the use of mathematically oriented optimization 
techniques. In the analysis of experimental data, a model may 
help explain an observed reaction rate in terms of basic kinetic 
mechanisms and transport phenomena. Proposed kinetic mechanisms are 
inserted in the model and a comparison between experimental results 
and model predictions determines their validity. The optimal control 
for a nonlinear fixed bed process can be obtained by simulation 
of the reactor under various control schemes. Thus the ability 
to predict the transient concentration and temperature profiles 
within fixed bed reactors is basic to their deisgn.
The purpose of this thesis is to study a fixed bed reactor of
The moving bed processes are discussed further in Section 2.3.2 of 
Chapter II.
Parsons et al (35) have compiled a voluminous work on the 
applicability of metal oxides for removing sulfur dioxide from 
flue gases. Economic analyses were performed on a fluidized bed 
process involving the following typical operating conditions:
sorber inlet temperature = 613°F = 323°C
sorber inlet SO^ concentration = 0.003 mole fraction 
sorber inlet pressure = 14.7 psia 
sorber pressure drop = 4.28 in. 1^0
sorber outlet SO2  concentration *» 0.00015 mole fraction 
regenerator inlet temperature = 1377°F = 747°C
This document (35) formed the basis for the article by Sladek et al 
(40). It contained thermodynamic screening to determine which metal 
oxides had the capacity to lower the SO2  concentration to a 
specified level while forming a solid product which could be 
regenerated thermally by small amounts of energy. Further screening 
of oxides was accomplished by experimental studies to determine which 
of the thermodynamically favorable candidates had feasible rates of 
reaction. Only the oxides of copper and iron possessed rates of 
reaction rapid enough for significant solid conversion. Copper was 
utilized throughout the remainder of the study due to its better 
defined stoichiometry.
The sorption cycle of a fixed bed process based on operating 
features of the Shell process and the moving bed studies (35,40)
will be simulated in the present Investigation. Critical parameters 
of interest are the maximum temperature rise in the bed and 
the exit SO^ concentration. The sorption reactions are exothermic 
(see Appendix B-7), and the maximum temperature attained in the bed 
will have to be controlled to prevent degradation of the inert 
carrier and the sorbent. The exit concentration will be analyzed 
using breakthrough time. This is the elapsed time required for 
the exit concentration to reach a specified level after feed is 
introduced to the bed. When removing an Impurity, the breakthrough 
concentration is usually determined by the maximum concentration 
specified for that component. Analysis of breakthrough is faci­
litated by use of breakthrough curves, which are graphs of exit 
fluid phase concentration versus time.
Also of interest when comparing alternate operations is the 
bed loading at breakthrough, which is the fraction of the solid 
phase utilized (sulfate versus oxide in this study). The bed 
loading can be related to the bed efficiency which is the cummulative 
fraction of SO2  removed from the flue gas since its initial 
introduction in a sorption cycle.
Wen and Wang (49) state that the shrinking core mechanism 
describes S ( > 2  sorption accurately, and it will be utilized. The 
model will be derived as generally as possible so that it can be 
applied to other systems having similar reaction mechanisms.
The next chapter contains a discussion of fixed bed modelling 
techniques and the shrinking core mechanism, a review of the 
published fixed bed reactor models, and a survey of flue gas
sorption involving regenerable solids.
A derivation of the quasilinear partial differential equations 
which describe the transient operation of the fixed bed chemical 
reactor under study is presented in Chapter III. The equations 
are developed in a general manner, and then justifications for 
various simplifications are given. The characteristic trans­
formations are also introduced in this chapter. Chapter IV discusses
i
and presents solutions to these differential equations. A numerical 
solution algorithm based on the predictor-corrector technique is 
developed and an analytical solution based on the Legendre trans­
formation is given for a special case (diffusion controlling the 
overall reaction rate). A comparison between the results of the 
numerical and analytical solutions and results for the solution of 
the general case are presented in Chapter V. The effects of inlet 
and initial conditions, flow rate, pellet diffusion, and bed and 
pellet dimensions are investigated.
6CHAPTER II 
LITERATURE SURVEY
2.1 Fixed Bed Modelling
To model a process rigorously, one must incorporate as many of 
the important physical phenomena involved as possible. A model for 
a fixed bed chemical reactor might include axial and radial energy 
and mass transfer due to forced convection and/or diffusion of the 
fluid, interparticle heat transfer by conduction and radiation, 
film transfer of heat and mass through the boundary layer surrounding 
the pellets, intraparticle heat conduction and mass diffusion, and 
the chemical reaction on the solid surface.
These phenomena and their interactions are illustrated in 
Figure 1. Parallel lines in either the pellet phase or the fluid 
phase consisting of the intersticial voids between pellets indicate 
that the transfer phenomena identified by these lines occur in 
parallel. In other words, they can occur simultaneously, whereas 
the intrapellet and film transfer phenomena occur in series. The 
mass or energy must be transferred across the film resistance in 
order for the pore diffusion mechanism to transfer the fluid or 
energy to or from the interior reaction site. In some cases, the 
chemical reaction and diffusion within the pellet occur in parallel 
rather than in series as shown in Figure 1, which means that chemical 
reaction occurs homogeneously throughout the pellet rather hetero­
geneously at a particular reaction site within the pellet respectively. 
The transfer of sensible energy due to the bulk movement of mass is 
also included in the diagram. Although not accounted for in this
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figure, the accumulation of energy and mass in both the pellet 
phase and the bulk fluid phase are other important physical phenomena 
which must be accounted for in certain applications of fixed bed 
reactors.
The manner in which the reaction proceeds inside of the porous 
solid phase may also be a significant factor in the performance of 
the reactor and special attention must be directed to incorporate 
this phenomenon into the model. The interaction of the diffusion 
and chemical reaction determine this solid reaction mechanism. For 
solid-fluid reactions, Men (46) has classified the mechanisms and 
termed the two limiting cases as heterogeneous reaction and 
homogeneous reaction. In the former, the zone of reaction inside 
the pellet is restricted to the interface between the inner unreacted 
solid reactant and the outer product or "ash” layer. The shrinking 
core model of Yagi and Kunu* (20,46) accurately describes this case 
which occurs when the porosity is small or the chemical reaction rate 
is rapid compared to the diffusion. Conversely, when the porosity 
of the solid is large and the solid reactants are distributed homo­
geneously throughout the solid phase, reactions between the fluid 
and solid occurs homogeneously throughout the solid. This regime 
Wen terms the homogeneous reaction. In actuality a combination of 
these two extremes may exist, as a particle may initially undergo 
homogeneous reaction and later convert to the shrinking core.
In addition to accuracy, the model has to be practical and 
tractable. It is relatively easy to account for all of the 
aforementioned rate processes and develop a very complex model,
9but such a model Is useless If the resulting system of equations Is 
unsolvahle. Thus, the goal of the reactor design engineer Is to 
obtain a balanced model. The optimum arrangement Is the most complete 
model which can be solved with an economical amount of equipment and 
time while simultaneously matching the performance of the pilot-plant 
or commercial reactor.
The mathematical simulation of fixed beds can be approached in 
a variety of ways. Lamb and Wilhelm (18) have classified fixed bed 
models into either the deterministic or stochastic categories with 
the former including the continuum and discrete approaches, in the 
continuum approach, the model consists of partial differential 
equations which are developed by applying the energy, mass and/or 
momentum conservation balances to appropriate differential elements 
of the bed. The fluid properties in the intersticial pellet voids 
are considered to vary continuously throughout the bed when 
deriving conservation equations in the bulk fluid phase. The fLuid 
properties are taken as constant along the length of a pellet, 
however, when considering conservation balances in the pores of 
the solid packing (two phase models). In some cases, the bed is 
assumed to be composed of one pseudohomogeneous phase (36), and 
effectiveness factors are utilized to adjust the true reaction rate 
for intraparticle and film effects (one phase models). When the 
heat and mass transfer resistances at the pellet surface are 
significant, separate balances on the solid and fluid phase are 
necessary however. The most widely used and accurate discrete 
approach is the mixing cell or finite stage model first developed
10
by Kramers and Alberda (18) for one space dimension and later 
generalized by Deans and Lapldus (10) for the two-dimensional case. 
The mixing cell theory approximates a packed, tubular vessel by a 
sequence of finite, stirred tanks or cells - it considers interstices 
between pellets as a series of interconnected perfectly mixed stages.
Each cell is considered to be ring-shaped with length and 
width approximately equivalent to the pellet dimensions. They are 
arranged concentrically and in longitudinal layers with each 
successive longitudinal layer offset by half-widths so that each 
cell has inlets from two adjacent cells in the preceding layer and 
outlets to two cells in the next layer. Flow is only taken in the 
axial direction with radial effects being approximated by the radial 
coupling of cells in adjacent axial layers. For a raactor containing 
intraparticle resistances, each ring-shaped cell of fluid surrounds 
a "typical" spherical solid cell describing effects in the pellets , 
or a solid cell can be split between adjacent longitudinal layers; 
i.e., small functional variations over a particle length are assumed. 
Use of the finite stage model renders differential-difference 
equations (26) or difference equations (10) rather than differential 
equations. It can be used only when the fixed bed Reynold's number 
exceeds 100.
Two types of stochastic models were also presented. The first 
or "purely stochastic" model is developed by considering the stage 
size variable in a mixing cell model based upon matching stage sizes 
with the size distribution of void spaces, in the bed. The "random 
perturbation" model is attained by using a deterministic model to 
compute concentration and temperature patterns while considering
11
random variations In the size and position of voids within the bed 
as sources of perturbations In these patterns.
Use of either of the stochastic models should yield a more 
accurate simulation than the deterministic models since packed 
beds exhibit stochastic rather than deterministic behaviour. These 
models are very difficult to implement and require more experimetal 
data (imformation on structure of bed void spaces) than the 
deterministic models however. The "random perturbation" model has 
only been applied to beds of dumped spheres with no reaction occuring. 
Thus, these stochastic models are impractical at present. Considering 
the bed as a single hypothetical phase is reasonable when the pellet 
and fluid temperatures are equivalent and the chemical reaction rate 
controls. In comparison to continuum models, the mixing cell model 
reduces time of computation, especially when the effects of axial 
dispersion and radial diffusion of heat and mass and/or thermal 
radiation are incorporated, and is more appealing since it is a 
heterogeneous, discrete system similar to the hetergeneous bed. 
Conversely the continuum approach presents a contradiction in that 
the model is discrete when considering particles but a continuum 
for the intersticial fluid. Furthermore, the mathematical system 
itself is a continuum but numerical solutions are often required which 
contain space increments less than the diameter of a particle. 
Physically, the assumption of negligible variation across the pellets 
when deriving the pellet equations may be grossly in error, since 
systems with rapid highly exothermic reactions may contain large 
gradients in the space of a particle diameter. The mixing cell
12
models also utilize this last assumption however. It should also 
be pointed out that mixing cell models have one other advantage over 
continuum models. In order to obtain tractable solutions to 
continuum models which incorporate intraparticle diffusion effects, 
the pseudosteady state approximation (5,7,46) usually has to be 
made. In this approximation the accumulation of energy and/or mass 
of the fluid in the pellet pores is considered negligible in 
comparison to the rate of reaction in the pellet. Mixing cell models 
can incorporate the completely transient pellet conservation 
equations, since the system of equations to be solved vary from 
algebraic equations in the steady state case to ordinary differential 
equations in the transient analysis.
In conclusion, the continuum approach is used overwhelmingly 
in fixed bed reactor modelling since the mixing cell model is very 
difficult to implement, especially when intraparticle resistances 
and nonlinear reactions are included. At present McGuire and 
Lapidus (26) have developed the most complete finite stage model 
by including film, pore and reaction resistances in the pellets.
Even the steady state solution required a prohibitive amount of 
IBM 7090 time however. Mixing cell models are in order only when 
radiation or diffusion of mass or energy is an overiding transfer 
phenomenon.
2.2 Literature Fixed-Bed Models
Once a model is developed, a suitable solution algorithm, 
analytical or numerical, must be devised. Many models and their
13
algorithms have been published, but the specific assumptions and 
simplifications performed often are not explicitly stated. A review 
of these studies will help to determine the optimum balance between 
accuracy and practicality required and illustrate the need for the 
present investigation.
Table 1 lists some of the pertinent published work in the field 
of fixed bed reactor design and summarizes the various physical 
processes included in each study. Table 2 is a similar synopsis 
of single pellet studies which consider spherical pellets in a gas 
stream of constant composition utilizing the shrinking core model. 
Table 1 is divided into two sections with the first consisting of 
fixed bed design incorporating the homogeneous reaction in the solid 
phase and another on fixed bed designs incorporating the shrinking 
core meachanism for reaction in the solid phase. The references 
in each section and in Table 2 are arranged in chronological order 
and are identified according to their sequence in the bibliography.
The model type refers to whether the system was simulated using the 
continuum (C), finite stage (FS), or stochastic (S), approach. The 
significant transfer phenomena included in the model under both 
categories of Table 1 are in addition to the axial convection of 
energy and mass, while those listed in Table 2 are inclusive since 
intersticial fluid phase phenomena do not apply. The various 
symbols utilized in Tables 1 and 2 to describe the transport 
phenomena are identified at the end of Table 2. The physical property 
variation is with respect to temperature and not concentration. The 
abbreviation CTX under the solution method heading indicates that the 
characteristic transformation was utilized. This transformation
TABLE 1
Published Fixed Bed Reactor Models
Model Transfer Phenomena Physical
Reference Type Mass Heat Reaction Rate
Property
Variation
#1: Homogeneous Solid Phase Reaction
(42) C CR CR constant constant
CD C A F,A linear rev.adsorp. cons tant
(10) FS AD,RD,CR AD,RD,CR irrev.lst order Ahrrenius "k"
(21) C F,CR F,CR irrev.lst order Ahrrenius "k"
(15) C CR CR empirical 1st order constant
(18) S AD,RD AD,RD no reaction constant
(13) C CR CR fn(conc.,temp) constant
(23) C F-P-A isothermal linear rev.adsorp. constant
(26)
(43)
FS
FS
AD,RD,F,P,CR
AD,F,CR
AD,RD,FP,CR
AD,R,F,CR
irrev.lst order 
irrev.lst order
Ahrrenius
"k", p . 
g
Ahrrenius 'V'
(11) C F»A isothermal linear irrev.adsorp. constant
(32) C CR CR "k" * (solid cone) 
* (fluid cone)
Ahrrenius "kfl
(15) C CR CR,wall cooling irrev. 1st order Ahrrenius "k"
Solution
Method
Graphical(CTX)
Numerical(CTX)
Numerical
Numerical(CTX)
Analytical
Numerical
Numerical
Semi-Analytical
Numerical
Numerical
Hybrid Comp.
Semi-Analytical 
(Legendre Transf.)
Anal,Corajk(CTX)
See Nomenclature Key of Table 2
TABUS 1 (Cont'd)
Published Fixed Bed Reactor Models
Model
Reference Type
Transfer Phenomena
Mass Heat Reaction Rate
Physical
Property
Variation
Solution
Method
#2: Shrinking Core Solid Phase Reaction
(31) C F,P F,CR not limiting vary in algorithm 
only
(29) C F,P,CR isothermal irrev.lst order constant
(38) C F»P isothermal not limiting constant
(6) C F,P,CR isothermal constant
(33) C F,P,CR isothermal constant
Present
Study C F,P,CR F,CR multiple reac­
tions, 2nd order
vary in 
algorithm
Numerical
(CTX)
Numerical
(CTX)
Semi-
Analytical
Semi-
Analytical
Num. (CTX) 
and Anal.
* See Nomenclature Key, of Table 2. {
TABLE 2
Single Pellet Studies Using Shrinking Core Model
Transfer Phenomena Multiple Physical
Property Solution
jference Mass Heat Reactions Reaction Rate(s) Variation Method
(39) F,P,CR F,P,CR No irrev.lst order Ahrrenius "k" Numerical
(46) F,P,CR isothermal No irrev.zero, 1st, 
and 2nd order
constant Anal.and 
Num.
(22) F,P F,P,CR No not limiting constant Analytical
(49) F,P,CR F,R,P,CR Yes irrev.lst order De,pg,"k" Anal.and 
Num.
(47) F,P,CR isothermal Yes irrev.zero or 
1st order
constant Analytical
(48) F,P,CR F,P,CR Yes irrev.zero or 
1st order
De,p j’V  
* g'
Analytical
Nomenclature Key (Tables 1 and 2):
CR = chemical reaction or heat of reaction
F = mass or heat film transfer
AD = axial mass diffusion or heat conduction in bulk fluid phase
RD = radial mass diffusion or heat conduction in bulk fluid phase
RC = radial mass convection or heat convection in bulk fluid phase
R = radiation
A a adsorption or heat of adsorption
P s diffusion or conduction in pores CTX = utilized
transformation
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will be described In the next chapter. Furthermore, the models will 
be assumed to represent unsteady state, unless stated otherwise.
The early work by van Deemter (42) and the more recent studies 
of Johnson et al (15) and Gonzalez and Spencer (13) are very simple 
single phase, one-dimensional models devised to analyze the adiabatic 
regeneration of coke-deposited catalysts by oxidation. They 
considered the chemical reaction to be the controlling step and 
utilized oversimplified rate expressions. The analytical solutions 
of Johnson and van Deemter predicted regeneration time, maximum 
temperature rise, and temperature and concentration profiles outside 
of the reaction zone satisfactorily, but failed to adequately describe 
the length of the reaction zone and temperature and concentration 
profiles in the reaction zone. Their results should be especially 
valid in low temperature regeneration since chemical reaction controls 
in this region, whereas pore diffusion controls at high temperatures 
(15,31,32).
Ozawa used a more realistic reaction rate in his low temperature 
coke regeneration model and obtained a semi-analytical solution by 
employing the Legendre transformation (32). He employed the 
quasisteady state approximation which assumes the accumulation of 
energy and mass in the intersticial fluid phase are negligible in 
comparison with the convective flow. Ozawa later generalized his 
solution technique (33) to obtain analytical or semi-analytical 
solutions to the quasilinear nonhomogeneous partial differential 
equations describing one-dimensional fixed bed systems provided that 
the nonhomogeneous term is separable in the dependent variables.
Bischoff (6) also presents a generalized technique applicable to the 
preceding system of equations. These two papers are listed in 
Section 2 of Table 1, but they apply equally to both sections. 
Through the use of the Legendre transformation, Ozawa derives his 
solution on a firmer mathematical basis than Bischoff who utilizes 
a "mathematical trick" based on hindsight. The "trick" involves 
guessing the solution form based on the results of solutions to 
similar problems. Bischoff1s technique is easier to implement 
however. These techniques will be discussed further in Chapter IV 
where their applicability to unsteady state problems will be 
illustrated. Bischoff (6) and Ozawa (32,33) only applied their 
techniques to quasisteady state problems. Both of these methods 
can be applied to models incorporating either the shrinking core 
or the homogeneous solid phase reactions in which all three 
intraparticle resistances - film transfer, pore diffusion, and 
chemical reaction - are significant.
The analytical expressions of both Ozawa and Bischoff are 
implicit with regard to the dependent variables, however, and 
analytical inversion to develop the concentration profiles is 
usually impossible. A numerical inversion scheme is presented by 
Ozawa (32). In addition, both these techniques solve only the 
material balance equations for fixed bed systems. A method of 
incorporating the energy balance solution is developed for the 
particular homogeneous reaction system under study by Ozawa (32). 
Bischoff (6) presents methods for developing profiles of the 
bed-average amount of solid product and catalyst activity ratio
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with respect to time. The catalyst activity ratio was defined as the 
bed-average effectiveness factor with time versus the Initial bed- 
average effectiveness factor.
The utility of the method of characteristics in solving partial 
differential equations describing fixed bed operation was presented 
by Acrivos (1) in 1956. It was applied to a fixed bed adsorber in 
which adsorption, heat film transfer and heat of adsorption were 
significant. Various cases were studied including varying velocity, 
reversible adsorption, and multiple species of adsorbates. In 
addition to these cases, it was stated that the method of 
characteristics applies even when the flow rate varies, composition 
or temperature of the feed varies with time, density depends on 
composition and/or temperature, and the initial solid phase con­
centration is nonuniform. Thus, the method can always be used to 
reduce a set of quasilinear, totally hyperbolic partial differential 
.equations to a set of nonlinear ordinary differential equations and 
will be used extensively in later chapters where a full explanation 
of the method will be presented.
The significance of pore diffusion in adsorption rate studies 
was studied by Masamune and Smith (23). Simple isothermal models 
with semi-analytical solutions were developed for each of the 
following mass transfer rates controlling: film transfer, pore
diffusion, and linear reversible adsorption. Eteson and Zwiebel 
(11) utilize a simple isothermal model consisting of linear 
irreversible adsorption, film transfer, axial convection and constant 
physical properties to compare the efficiency of the hybrid computer
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to that of the digital computer with regard to time and hardware.
They concluded that the hybrid was better than most digitals of 
the time (1969) and indicated that it may be far superior for 
nonlinear problems. The IBM 360-40 was considered better, however, 
and the newest high storage, high speed digital machines would no 
doubt be competitive with the hybrid when solving the nonlinear 
problems. Another relatively simple model was presented recently 
to study hot spot control. Kardos and Stevens (15) use an irrevers- 
ible first order highly exothermic reaction as the rate controlling 
step for heat and mass transfer and also consider removal of heat at 
the walls in developing a model to show that a control system for 
a packed bed reactor can be simulated on conventional analog 
equipment. They also employed the method of characteristics to 
simplify the system. Liu and Amundson (21) studied the stability 
of an adiabatic reactor involving film transfer and an irreversible 
exothermic first order reaction. The characteristic equations were 
solved with predictor-corrector and Runge-Kutta algorithms.
Stability was found to depend upon existence of multiple stationary 
states for single particles.
All of the models discussed previously and those presented in 
the second section of Table 1 are one-dimensional and neglect axial 
and radial diffusion of heat and mass. These phenomena are included 
in the mixing cell models of Deans and Lapidus (10), McGuire and 
Lapidus (26), and Vanderveen et al (43). Each of these studies 
utilizes a single irreversible exothermic first order reaction in 
conjunction with an Ahrrenius temperature dependency for the reaction
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rate constant. The remaining physical properties are considered 
constant.
As mentioned previously, McGuire and Lapidus (26) developed the 
most complex model in Table 1, but even the steady state solution 
was too expensive to obtain. Thus it was necessary to decrease the 
number of axial and radial cells which correspondingly reduced the 
accuracy of the model. The purpose of their study was to utilize 
the mixing cell model in analyzing reactor stability under pertur­
bations in bed inlet conditions. Instability was defined as 
runaway temperature. The two-dimensional model of Deans and Lapidus 
included radial and axial gradients in concentration and temperautre, 
but iritraparticle heat and mass transfer consisted of chemical 
reaction only. The more recent finite stage model of Vanderveen is 
intermediate in complexity to the two preceding models. It is a one­
dimensional mixing cell model (axial variations in temperature and 
concentration) which accounts for radiation, diffusion and convection 
in the bulk fluid phase and film transfer and chemical reactions in 
the porous solid.
These studies (10,26,33) showed that the effects of diffusion 
and radiation in the bulk fluid phase tended to shift the reaction 
zone upstream, increase the time of transient behaviour, and decrease 
the possibility for multiple steady states. McGuire and Lapidus 
also found that the pseudosteady state approximation may yield 
misleading results in regard to stability when pellets are subjected 
to perturbations in the surrounding fluid temperature.
Lamb and Wilhelm's simple analysis (18) represented an initial
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attempt to develop a stochastic model for fixed bed equipment.
The model only considered axial and radial diffusion of heat and 
mass. Convection and reaction were not included, and the authors 
recommend use of the model only to estimate the variance of 
concentration and temperature at each point in the bed for this 
limited system.
While not listed in Table 1, the recent papers by Hlavacek (14), 
Paris and Stevens (34), and J. M. Smith (41) are excellent compre­
hensive articles in the general area of continuum modelling of fixed 
bed chemical reactors. Each gives insight into the need and 
utility of models, the significant physical phenomena which might be 
included in a realistic model, the interaction between these physical 
phenomena and chemical reaction, and the criteria which must be met 
in order to simplify models so that tractable solutions can be 
obtained.
Hlavacek (14) presents equations representing a cylindrical 
catalytic fixed bed reactor containing spherical catalyt pellets 
in which axial convection, axial and radial diffusion (conduction), 
external particle film transfer, pore diffusion (conduction) and 
chemical reaction at the catalyst surface contribute terms to the 
conservation of mass and energy. Chemical reaction consists of 
a single irreversible first order fluid reaction, A -• B. The 
single pellet equations, a two dimensional steady state model 
neglecting axial mixing of heat and mass, and a one-dimensional 
transient model neglecting radial concentration and temperature
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variation are Investigated. Justification of simplifications, 
recommended solution techniques, and criteria for stability are 
presented for each case. Paris and Stevens (34) examine continuum 
and discrete models, develop continuum equations for the phenomena 
included in Hlavacek's system plus the addition of radiation and 
radial convection of mass and heat,systematically investigate the 
effects of each of these phenomena separately, and present 
justifications and limitations of the one dimensional model. This 
represents an excellent review article on fixed bed reactor modelling. 
J.M. Smith (41) discusses the need and utility of models in scaling 
up laboratory and pilot-plant reactors and makes several interesting 
observations:
1) The failure of a model to match experimental data 
may be due to inaccurate transport constants 
(especially intraparticle) rather than faulty models.
2) Published comparisons between models and pilot plant 
data are rare because data is rarely available.
3) A model is essential in designing commercial 
heterogeneous (fixed bed, slurry and fluidized bed) 
reactors and enables one to rapidly explore effects 
of critical parameters such as flow rate, initial 
temperature, particle size, and particle to bed 
diameter ratio.
Although these last three papers and others (10,15,18,21,26,43) 
in Table 1 deal with catalytic fluid‘reactions, their results can 
be applied to noncatalytic solid-fluid reactions because both cases 
involve adsorption on the porous solid and are therefore described 
by similar equations. In catalytic reactions, it is hypothesized
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Chat the fluid reactants adsorb onto catalyst sites where the reac­
tions occur and the product(s) then desorb. This is very similar 
to the steps in a solid-fluid reaction in which the fluid reactant 
is considered to be adsorbed by the solid reactant, the reaction 
occurs, and either the fluid products desorb or a solid stationary 
product is formed. Thus, additional mass conservation equations 
are necessary in fluid-solid reaction* systems to describe the solid 
reactant concentrations. Comments on the bulk fluid phase equations 
and the. transfer terms between this phase and the solids of either 
situation are especially applicable to each other.
K.E. Olson et al (31) and J. H. Olson (29) examined the high 
temperature regeneration of coke-deposited catalyst beds using the 
shrinking core model. The latter study considered all three 
Intraparticle resistances to mass transfer in a transient, isothermal 
model and was solved numerically using the method of characteristics. 
Also this model was generalized and enabled consideration of irrever­
sible adsorption problems. Olson et al (31) included intraparticle 
heat film transfer and heat of reaction in their study of an 
adiabatic reactor and assumed the rate of pore diffusion and mass 
film transfer were limiting in comparison to chemical reaction rate. 
Only the quasisteady state and stationary state were studied in 
this model however. The stationary state model consists of a moving 
coordinate in the combustion zone for the quasisteady state; that 
is, the dependent variables (concentration and temperature) in the 
combustion zone remain fixed with time with respect to this moving 
coordinate system. The movement of the combustion zone down the
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bed is taken as constant and is a function of stoichiometry. This 
model gave accurate profiles only after long elapsed times, but 
resulted in a savings of computer time. The resulting equations for 
both the quasisteady and stationary states were solved using the 
Runge-Kutta-Gill method and the change of properties such as density, 
heat capacity, mass and heat transfer coefficients, diffusivity, heat 
of reaction, and thermal conductivity with temperature was performed 
at each point in the numerical algorithm. The variation of physical 
properties was not rigorously accounted for in the derivation of 
the differential equations however. Nevertheless, this was the only 
study which contained the temperature variation of properties other 
than reaction rate constant as illustrated in the second-to-last 
column in Table 1. The present study incorporates the variation of 
density and diffusivity in deriving the differential equations and 
includes variation of properties with temperature in the numerical 
algorithm. Other studies (1,34) discuss qualitatively the physical 
effects and mathematical complexities generated by allowing physical 
properties to vary.
A continuum model of an isothermal fixed bed reactor characterized 
by a rapid, irreversible solid-fluid reaction influenced by film and 
pore diffusion of the fluid reactants in the solid is developed by 
Scott (38) in order to analyze the oxidation of hydrogen in a helium 
stream by copper dioxide (copper oxide + water = copper + adsorbed 
water). Using the shrinking core mechanism in conjunction with the 
pseudosteady state approximation, a pair of quasilinear first order 
partial differential equations are derived. The method of
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characteristics is applied and the resulting pair of ordinary 
differential equations are solved numerically using a simple Euler 
formula. Fixed bed experiments were used to verify the kinetic model 
and consequently allowed determination of the mass transfer parameters. 
The model verification was obtained by comparing the S-shaped break­
through curves generated by the computer and those obtained from the 
experimental data. Breakthrough curves are simply a plot of exit 
concentration versus time and a study of the effects of flow rate, 
inlet concentration and temperature, and bed diameter on these 
curves was facilitated by the model. From this study a generalized 
chart useful in the design of any fixed bed system which follows 
the aforementioned reaction mechanism is developed. The chart 
consisted of a plot of breakthrough time versus a number character­
izing external mass transport with an internal transport property 
number as another Independent parameter. Breakthrough time is 
defined as the time when the exit concentration reached ten percent 
of the inlet concentration. This study also gives further proof 
that the use of spherical pellets in models renders accurate 
simulations for systems utilizing nonspherical pellets.
Among the single pellet studies of exothermic diffusion 
controlled solid-fluid reactions listed in Table 2, Luss and 
Amundson (22) present an analysis of the maximum temperature rise 
in a pellet and across the gas film surrounding the pellet using the 
shrinking core model. They include the heat capacity of the 
unreacted core in their model which is usually neglected in previous 
studies. Results indicate that theoretically, temperature rises
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large enough to cause sintering of catalyst particles could occur.
The potential temperature rise predicted by neglecting the heat 
capacity of the unreacted core proves to be too conservative.
The remaining works in Table 2 represent excellent state-of-the- 
art articles for intraparticle and external film rate phenomena in 
conjunction with the shrinking core mechanism in fluid-solid 
reactions. The early work of Shen and Smith (39) analyzes the 
interaction of diffusion and reaction by utilizing a single first 
order reversible or irreversible reaction with an Ahrrenius reaction 
rate constant. An isothermal study is performed using a reversible 
reaction to develop conversion-time relationships using the pseudo­
steady state approximation. The conversion of solid reactant is 
shown to be a function of time and two parameters which measure film 
and pore diffusion resistances. This was accomplished by solving 
the resulting ordinary differential equations analytically and then 
comparing the solution to experimental data. Similar relationships 
are developed numerically for the nonisothermal case where three 
additional transport parameters are required. The pseudosteady state 
approximation is applied to both the heat and mass balances, and 
stability for exothermic reactions is shown to be impossible in 
certain temperature regions.
In his classic papers (46,49) on noncatalytic heterogeneous 
solid-fluid reaction models, Wen presents a workable organization 
and arrangement sorely needed in this field. The classification of 
solid-fluid reactions commonly encountered was accomplished by two 
methods in the first paper (46). The following scheme represents
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classification based on the phases in which the various species 
appear:
Solid reactant -* fluid products (I)
Solid reactants -* fluid and solid products (II)
Fluid and solid reactants fluid products (III)
Fluid and solid reactants solid products (IV)
Fluid and solid reactants “• fluid and solid (V)
products
Classification according to the manner by which the reaction pro­
gresses, that is unreacted shrinking core, homogeneous reaction, or 
a combination of these two extremes, was discussed earlier.
Examples of the many industrially important applications of these 
heterogeneous noncatalytic systems are given, and it is stated 
that relatively few studies are available on these systems. Reasons 
given for the lack of study and organization in this area are the 
intricate interactions among the rates of chemical reaction and rates 
of energy and mass transfer and the widely scattered applications of 
these models, such as in the leaching of ores, drying of porous 
particles, melting and freezing, crystallization, ion-exchange pro** 
cesses, and solid-fluid reacting systems.
Several other important rules and concepts are presented in the 
first paper (46). It has been shown that the order of solid-gas 
reactions varies from zero to two based on adsorption isotherms and 
on numerous experimental studies. The incorporation of varying 
particle size in the shrinking core model is illustrated in this 
paper and others (39,47,48,49). Geometrical instability and two 
types of thermal instability for exothermic reactions are described
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In this paper and by Wen and Wang (49). Thermal instabilities can 
be caused by the effect of the solid reaction product in impeding 
the loss of heat or by the multiple intersection of the heat loss 
and heat generation curves when plotted versus pellet temperature. 
Geometrical instability occurs when the rate of reaction per unit 
area increases as the reaction Interface penetration deepens and 
great uneveness of the reaction surface results. This latter 
instability can occur under both isothermal and nonisothermal 
conditions. Thermal instability can cause sudden transitions in 
rate controlling steps even when surrounding conditions remain 
constant (39,46,49).
The effectiveness factor for noncatalytic solid-fluid reactions 
is introduced (39,46,47,48,49). Its utility in describing 
geometrical Instability and the transition in rate controlling steps 
concisely are illustrated when plotting it versus conversion of the 
solid reactant. During such transitions it is shown that use of the 
pseudosteady state may be misleading. The effectiveness factor and 
the concept of selectivity are utilized in analyzing multiple 
reactions in these systems (47,48,49). Three categroies of multiple 
reactions are analyzed - independent, parallel, and consecutive 
reactions. In each category the reaction rate is considered to be 
irreversible and zero or first order since only a single fluid 
reactant is involved in each reaction. The pseudosteady state is 
used in each study involving multiple reactions to assure tractable 
solutions.
In the nonisothermal studies of Wen and Wang (49) and Wen and
Wei (48), the diffusivity, gas density and reaction rate constant 
vary with temperature, and it is shown how the pseudosteady state 
approximation may be lnnacurate for the pellet energy balance. 
Criteria for obtaining high selectivities are presented in these 
studies (47,48,49), since selectivity is usually more important 
than rate of reaction in multiple reactions. Stability analyses 
are also performed.
Wen and Wang (49) mention that a single rate determining step 
is only a limiting case and that a solid-fluid process is usually 
simultaneously influenced by more than one step. The cases of 
intraparticle mass transfer controlling, chemical reaction con­
trolling, and heat transfer controlling along with the three cases 
in which pairs of the previous phenomena are considered significant 
and the remaining phenomenon negligible are analyzed separately. 
Expressions for the effectiveness factor and the conversion-time 
relationships are derived for each case. Also for the case of all 
three of these phenomena being significant simultaneously, the 
influence of surrounding gas temperature, heat transfer around and 
within particles, gas film diffusion, and heat of reaction and 
activation energy on the effectiveness factor and thereby stability, 
is presented by way of graphs of effectiveness versus solid con­
version with pertinent descriptive constants as parameters. It is 
also shown that radiation decreased the possibility of instability 
which agrees with the findings of Vanderveen et al (43) discussed 
earlier.
Criteria for validity of the pseudosteady state approximation
in both the energy and material balances are derived theoretically by 
Wen (46) for a single reaction system. For the material balance, 
it is shown to be valid for solid-gas systems except with very high 
pressures and extremely low solid reactant concentration. Its use 
in solid-liquid systems is not recommended. The approximation is 
also shown to be val id for the energy balance when solid heat 
capacity and intraparticle temperature variations are small in 
solid-gas systems. It may lead to errors during translations in 
the rate controlling steps in solid-gas systems and for all solid- 
liquid systems however. Another important point stressed in this 
article is the lack of experimental studies for multiple reactions 
in noncatalytic solid-fluid heterogeneous systems.
Conclusions
None of the studies in Tables 1 and 2 consider multiple solid 
reactants involved in a mixed reaction system except the present 
study. By mixed reaction, the reactions do not fit the definition 
of an independent, parallel or consecutive system of reactions and 
must be described as a combination (mix) of the latter two. 
Furthermore, of the papers dealing explicitly with the shrinking 
core model or, for that matter, all of the continuum models, none 
includes heat effects when all three intraparticle resistances to 
mass transfer are simultaneously significant. The mixing cell 
studies incorporate this combination, but they exclude multiple 
reactions and nonlinear reactions. In addition, the complex mixing 
cell models which included most of the intraparticle effects (26)
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required an extraordinary amount of computer time for their solution.
Thus, none of the fixed bed models, with the exception of the 
present study, treat multiple reactions or nonlinear reactions. 
Variation of physical properties besides the reaction rate constant 
with temperature is included only in some of the single pellet studies 
(48,49) and by Olson (31) and the present study in Table 1.
In conclusion, a void exists in fixed bed simulations. No 
tractable solution has been reported for the transient, variable 
property (with temperature) analysis of fluid-solid reactions with 
multiple solid reactants in which the shrinking core mechanism where 
all three intraparticle mass transfer resistances and heat effects 
are significant.
2.3 Removal of Sulfur Dioxide from Flue Gas
2.3.1 Sulfur Removal Processes
Sulfur dioxide has been recognized for a number of years as a 
major air pollutant (4,24,37,40,50) and is termed by some the worst 
industrial air pollutant (27). The magnitude of the problem is 
expressed by the fact that 34 million tons of sulfur dioxide were 
emitted into the U.S. in 1970 (24,50), and estimates are that three- 
fourths of this total was produced by electrical power plants burning 
fossil fuels. Due to the large increase in demand of electricity, 
the amount of sulfur dioxide exposed to the atmosphere is expected 
to quadruple by the end of the century (50).
Standards on maximum allowable S0^ levels to be enforced in 
1975 under the 1970 Clean Air Act and proposed new taxes on sulfur
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emissions have generated Increased Interests In sulfur removal (50). 
The Environmental Protection Agency has recommended upper limits of 
80 micrograms per cubic meter annual arithmetic average concentration 
and a 365 micrograms per cubic meter 24-hour concentration. Several 
alternatives currently under study to remove sulfur from gaseous 
effluents include the transition to natural gas or to low sulfur 
coal and fuel oil, desulfurization of coal and fuel oil before 
consumption by utilities, and flue gas desulfurization processes.
Each have their relative merits and demerits, but it is the 
consensus that a successful process to remove sulfur dioxide from 
flue gas must be developed within the next several years.
At least fifty waste gas sulfur recovery approaches are being 
developed (37) at the present time. The basic flue gas desulfuri­
zation processes consist of wet scrubbing, adsorption, reaction with 
metals or metal oxides, reduction with gases or with carbon, and 
catalytic oxidation (4,37,40) to S0^. The main criteria for each 
of these processes is that they reduce the ambient SO2  concentration 
in a manner which is both commercially practical and economical.
The goal set by most investigators to ensure reduction to a safe 
(and legal) level is 90 percent sulfur removal from the flue gas 
(45). Furthermore, emphasis has been applied towards recovery of a 
marketable sulfur compound since this would defray the cost of 
cleaning the flue gas. The most preferred final by-product 
mentioned is elemental sulfur (4,45) when no local market for sulfuric 
acid exists. Simultaneously, this would also ensure that one 
pollution problem is not being solved by substituting another; i.e.,
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an air pollution problem is solved, but a solid waste disposal or 
water pollution problem is caused by the by-product. Thus processes 
which possess a regenerable reagent and a marketable by-product are 
very favorable.
Sladek et al (40) investigate flue gas sulfur removal by reaction 
with metal oxides enabling the use of thermal, rather than chemical, 
regeneration. The authors indicate that thermal regeneration should 
lead to operating cost advantages. Thermal regeneration consists of 
decomposing the sorbed sulfate to the metal oxide and sulfur 
trioxide at high temperatures. The solid-gas reaction is termed 
sorption and the solid reactants (metal oxides) are termed sorbents. 
These systems of nomenclature will be used interchangeably in the 
remainder of this study. The authors examine a moving bed process 
proposed earlier by Newell (27) which is shown in Figure 2 in 
conjunction with typical inlet conditions and optimal outlet 
conditions established by the authors. Flue gases usually contain 
nitrogen, water vapor, carbon dioxide, oxygen and sulfur dioxide 
with concentration of the latter species usually less than 3.5 and 
0.3 volume percent respectively and are available at temperatures 
varying between 100 to 450°C (17,40). The maximum S0£ content in 
the sorber effluent is set at 0.015 volume per cent and an upper 
limit of 750°C is chosen for the maximum temperature during the 
sorption cycle to prevent damage to the solid.
Reaction paths of various metal-oxygen-sulfur systems are 
developed through the use of published data and thermodynamic 
calculations. Thermodynamic requirements on the sorbent were
Feed Sorbent Cleaned Flue Gas
£ 0.00015 atm
SO
- 0.028 atm
Feed Flue GasSpent
Sorbent
By-product SO 
S0o, or H-S0,
Sorber
Sulfur
Recovery
Regenerator
Purge Gas
FIGURE 2. Typical Moving Bed S0^ Removal Process
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generated by the process criteria mentioned. Based on these 
reaction paths and thermodynamic requirements, the oxides of 
aluminum, bismuth, cerium, cobalt, chromium,copper, iron, hafnium, 
nickel, tin, thorium, titanium, vanadium, uranium, zinc and 
zirconium are shown to be favorable candidates. Possible by-products 
after thermal regeneration are sulfuric acid and high concentration 
(25%) SO^ or SOg gas. Also, many possible reaction paths were 
investigated for both sorption and regeneration, but it was con­
cluded that formation and decomposition of sulfates are the most 
likely reactions.
Bienstock et al (4) have compiled published information on the 
physical properties and chemistry of Reactions with potential
application to the problem of air pollution are emphasized. State- 
of-the-art discussions are presented for each of the flue gas sulfur 
recovery approaches mentioned earlier, and several of the most 
promising untried (at the time) processes are recommended. Among 
the highly feasible processes is the high temperature sorption of 
SO2  by cupric oxide (CuO + ^  ^ 2  + ®®2 = CuS®4  ^an<* thermal re­
generation with dry air at 736°C (CuSO^ A CuOSO^ ^ CuO + SO^).
Published data on sorption processes for flue gas sulfur recovery 
are rare. Godfrey, et al (12) analyze a moving bed sorption-re- 
generation cycle using alkalized alumina (NaAl^), Norman and Wood 
(28) present sorption data and kinetic expressions using manganese 
oxide and alkalized alumina, and Bares et al (3) list fixed bed data 
on the reaction between solid sodium carbonate and sulfur dioxide.
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2.3.2 Copper Sorbent
As mentioned in the first chapter, fixed bed sorption over 
copper pellets was chosen as the system to be studied. It was 
chosen for several reasons. Oxides of copper have great theoretical 
potential in comparison to other metal oxides and approaches (4,40) 
and have been proven commercially practical (45). Also, this 
system presents the opportunity to fill the void which currently 
exists in fixed bed simulations; i.e., the transient analysis of 
multiple solid reactants in fluid-solid reactions described by the 
shrinking core model where all three intraparticle mass transfer 
resistances and heat effects are significant.
The various reaction paths for the Cu-S-0 system entail the 
following reactions (40):
Cun0 + 1/2 0„ _ 2CuO + 2S0„  ^2CuS0„ + 0„ ^ 2CuS0,2 --------2—► ---- —2— P J  -z-p a
I
3/2 CuS04 + 1/2 CuS 
+_S0^Cu2S03 _+j7202_^ Cu2S04 + 1 / 2 0 ^  CuSO^C uO
Parsons et al (35) have experimentally determined the temp­
erature dependency and order of the reaction rate for the sulfation 
reaction
CuO + S02 + 1/2 02 "* CuS04
using very small particles in order to minimize diffusion effects.
A linear dependence on S02 concentration, an activation energy 
of 27 K cal/g.mole, verification of the shrinking core model with 
both diffusion and surface chemical reaction significant, and a
9 -1 -1
frequency factor of 4,27.10 min atm were exhibited by the 
copper oxide system In the temperature range of 325 - 404°C. The 
authors note that an Ahrrenlus plot (In k vs. 1/T) for copper oxide 
exhibited a deviation at high temperatures. As mentioned previously, 
this may be caused by transition in rate controlling mechanisms.
Thus a flexible model based on as many significant rate phenomena as 
possible would be very useful in analyzing such a system.
Their study also contains expressions for the heat of reaction 
for the sulfation reaction, heat of formation, and the heat capacity 
as functions of temperature for the various metal oxides and sulfates 
Methods for preparing the pellets are discussed and pellet properties 
such as density, surface area per unit weight, and dimensions are 
tabulated.
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CHAPTER III 
MODEL DEVELOPMENT
In the development of models the approach utilized will be to 
create the most general and complex simulation and then simplify 
the resulting system of equations. This will be accomplished by 
showing that under certain conditions some of the transfer phenomena 
can be safely ignored since an upper:.’ limit can be assigned to the 
terms describing their effects. In certain cases the equations may 
still be unsolvable and additional expedient simplifications may be 
accepted in order to obtain tractable solutions.
3.1 General Fixed Bed Model
3.1.1 System Description
Consider a cylindrical vessel randomly packed with uniform 
porous spheres. Each sphere is impregnated with a single solid 
reactant which is evenly dispersed throughout the pellet. The fluid 
flowing in the intersticial void space between pellets will be 
referred to as the bulk gas or external phase, while the immobile 
fluid in the pellet pores will be termed the pellet gas or internal 
phase. The continuum approach will be used and functional variations 
over an axial increment equivalent to a pellet sphere diameter will 
be considered negligible. Justification for the use of spherical 
pellets in the simulation, even though the bed may contain other 
shapes is cited in Appendix B-2.
Assume that the external phase is in fully developed turbulent 
flow. This criterion is satisfied for modified Reynolds numbers
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exceeding 100 (10) where the modified Reynolds number, N_ , is given
K6
as
NRe « 2G R/n
where G - superficial mass velocity, g/sq.cm-sec.
R = pellet radius, cm.
p, = external viscosity, g/cm-sec.
This condition is verified in Appendix A-9 where the modified 
Reynolds number varies between 100 and 200. Transport of energy 
and mass in the external field is due to forced convection and 
diffusion (conduction of heat) in the axial direction.
The bulk gas stream contains fluid reactants which undergo 
irreversible exothermic reactions with the solid reactant. The 
overall reaction rate is determined by mass transfer of the reacting 
fluid species from the bulk fluid to the reaction site within the 
solid porous pellet, the reaction occuring on the interior surfaces 
of the solid, and energy transfer from the reaction site to the 
bulk fluid. Internal pellet phase mass transfer will include both 
diffusion through the external film surrounding each pellet and pore 
diffusion. Similarly, energy transfer between the reaction site and 
the fluid phase consists of conduction within the pellet and film 
transfer at the outer surface of the pellet.
The fluid consists of five components, 02» S02» N2* C02 and 
H20, which will be identified with subscripts 1 through 5 respectively 
throughout the remainder of this study. The stoichiometry to be used 
is that given by Sladek (40) and Bienstock (4) in Section 2.3.2 
describing the irreversible exothermic reactions of cuprous oxide
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with oxygen and sulfur dioxide as shown below: 
Reaction l(oxldatlon):
Cu20 + l/202 - 2CuO
Reaction II (sulfation):
CuO + S02 + l/202 -  CuS04
which can be stated in general form as
8
2 Y ^ A  = 0 1 - I, II
j=l J J
where
y = stoichiometric coefficient for the j component
J
in Reaction i which is positive for products and 
negative for reactants
Aj * molar quantities of component j.
The component subscripts 6 through 8 represent Cu20, CuSO^ and CuO 
respectively.
According to Wen and Wang (49) and Parsons et al (35), the 
foregoing fluid-solid reactions can be described by the shrinking core 
mechanism. A cross-sectional view of a partially reacted spherical 
particle would reveal three distinct layers - an outer layer of 
CuSO^, an intermediate layer of CuO, and an unreacted inner core of 
pure Cu20. If Reaction I is much faster than Reaction II, the 
situation illustrated below results.
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gas film
CuSO/
CuO \
I
\
A sphere of radius R Is surrounded by a gas film offering
resistance to mass transfer. In the outer portion of the sphere,
r to R, both reactions have occurred and In another section, a to c * * c
r^, only Reaction I has occurred. An Inner core of unreacted pellets
exists from the center of a pellet to radius a^. Both the Inner 
solid phase Interface, a^, and the outer solid phase Interface 
radius, rc> are moving inward with respect to time, while the pellet 
outside radius, R, is constant.
Gas phase concentration gradients exist in the external gas film 
due to diffusional resistance, and gradients also exist within the 
reacted solid phase of the pellet due to pore diffusion. Similarly 
a temperature profile may exist within a particle, and typical 
profiles for a partially reacted particle are given in Figure 3.
For exothermic reactions the temperature at the center of the pellet
FIGURE 3
Pellet Concentration and Temperature Profiles
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43
represents a minimum, and then increases with time. Once the maximum 
temperature of the pellet begins to decrease, the center temperature 
represents the pellet maximum and decreases with time. Thus the 
temperature profile in Figure 3 represents the pellet before the 
maximum temperature is attained and the heat of reaction for the 
oxidation reaction greater than or equal to that of the sulfation 
reaction. The latter assumption is verified in Appendix B-7.
Before deriving the conservation equations, all the assumptions 
implicitly stated in the preceding disucssion are summarized:
(1) Pressure drop across the length of the reactor is 
negligible so that momentum balances are unnecessary.
(2) Radial convection of energy and mass are negligible.
(3) Radial diffusion of mass and radial conduction of 
heat are negligible.
(4) Axial dispersion of heat and mass are negligible.
(3) Thermal equilibrium exists between the solid and gas 
in the pellet pores.
(6) Radial symmetry exists within each spherical pellet.
(7) Radiation and conduction of heat between adjacent 
pellets is ignored.
As mentioned previously axial pressure drop in similar full scale 
commercial reactors is less than 200mm of water (45). Radial 
convection is absent since the reactor operates adiabatically and 
no fluid is removed through the reactor walls.
Based on both theoretical and experimental evidence, Paris and 
Stevens (34) indicate that radial mass diffusion may be neglected for
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modified Reynolds numbers exceeding 50. This criterion is satisfied 
in the present study, and radial temperature gradients are absent 
in adiabatic operation.
Additional arguments for neglecting radial terms even for the 
nonadiabatic case are presented (34). For streams with equivalent 
mean velocities, conditions for piston flow are simulated closer in 
a packed bed than an empty bed of the same dimensions because the 
pellets force fluid elements to split and intermingle constantly. 
Therefore temperature and concentration profiles are relatively flat 
in fixed beds. Even if radial gradients exist, the one-space 
dimensional form of the conservation equations can be used rigorously 
when only the mean concentration and temperature over a cross section 
of the bed are required. The mean values are of interest in most 
stability, hot spot control, and design studies. In this situation, 
nonadiabatic conditions are accounted for by simply adding a wall 
exchange term, h(T -T -.), to the energy balance. Experience
££LS V & l l
indicates that radial temperature gradients are small except in a 
narrow annulus near the wall (34). The mean temperature therefore 
approximates the maximum temperature which is the temperature along 
the axis of the bed. Furthermore, tractable solutions for the 
transient bulk gas phase energy and material balances with radial 
mass and energy diffusion have not yet been developed. Thus the 
loss in accuracy in neglecting radial terms is amply compensated for 
by the great simplifications allowed in the numerical or analytical 
solution by reducing the number of independent variables from three 
to two,
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Similar reasoning Is presented (30,34) for neglecting axial 
diffusion of energy and mass. The turbulent convection effects In 
the packed bed predominate over transport by diffusion. It has 
even been proposed that packed beds be used to prevent axial dis­
persion In reactors. Also the mathematical complexities presented 
by the second order derivatives of the diffusion terms are again 
not worthwhile considering the accuracy attained by the models 
neglecting axial dispersion.
The radial symmetry assumption for the pellets is valid as long 
as functional variations over a pellet length are small. The 
weaknesses and advantages of this assumption were discussed in 
Chapter II.
Interparticle radiation and conduction could be accounted for 
by utilizing an empirical effective solid phase thermal conductivity 
in conjunction with an additional energy balance on the solid (30).
The complexity introduced versus the signifigance of the effects 
usually encountered when including these phenomena (30,43), indicate 
that they can be neglected in this study.
3.1.2 External Material Balances
Consider the conservation of oxygen and sulfur dioxide in a 
differential cylindrical element with diameter equal to that of the 
bed, D_, and axial thickness of AZ. Accounting for convection into 
and out of the element, accumulation, and loss of mass to the internal 
phase, the following expression describes flow of fluid components 
in the external or bulk gas phase,
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GAx^ GAx^
M |  M
Z+AZ
1 T 3  (l-€)AAZk'(xi-XiR) = (AAZe yi); i - 1,2 (3-1)
3 ™
where x^ = external mole fraction of component i 
X^ = internal mole fraction of component i 
y^ = external molar concentration of specy i, g mole/cc 
M » gas mixture molecular weight, g/g mole 
€ = bed porosity or void fraction
2
A = cross sectional area of the bed, sq.cmCffD^A)
B
R = pellet radius, cm
G - superficial mass velocity, g/sq.cm-sec
Z = axial bed length measured from bed entrance, cm
k' = mass film transfer coefficient for component i, 
g mole/sq.cm-sec.
t * time, sec.
Units on quantities are merely examples, and any consistent set of 
units can be utilized. The subscript R represents conditions at 
the outer surface of the pellets.
Variation of the mass velocity, G, and the mixture molecular 
weight, M, can be considered negligible since the combined con­
centration of oxygen and sulfur dioxide is less than 4 per cent. 
Dividing both sides of Equation (3-1) by AeAZ,evaluating the limit 
of each expression as AZ approaches zero, and rearranging terms
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renders,
dy, G dx -3(l-c)k'
at” + €M dZ~ = iT7 (xi"XiR^; 1=1 >2 <3“2)
Boundary and initial conditions applying to Equations (3-2) are, 
yi(Z,t=0) = 0; i-1,2 (3-3)
Xi(Z=0,t) - xiQ; i-1,2 (3-4)
where
X._ - inlet mole fraction of specie i, which may vary 
with time
Utilizing the ideal gas law, the conversion between mole frac­
tion and molar concentration is,
p x, Px.
yi ' - ~ 7 <3-5>
where P represents pressure in atmospheres and R is the universal 
gas constant. It is necessary to use both methods for expressing 
composition in developing the nonisothermal conservation equations 
since the convection of mass is proportional to the mole fraction 
gradient, rate of mass accumulation to the time variation of 
concentration, transfer across the gas-solid interface to mole 
fraction differences, and pore diffusion to mole fraction gradients.
3.1.3 External Energy Balance
Neglecting kinetic^ potential, nuclear, electromagnetic, and 
radiative energies, a general energy balance can be expressed as,
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(accumulation of internal energy) - (net gain of enthalpy 
by convection) +  (net gain of energy thru conduction)
+ (net gain of energy through generation or "source" 
terms)
where net gain = input-output
The "source" term might consist of energy transferred between the 
external and internal phases by film transfer of heat due to finite 
temperature differences in the two phases and/or by transfer of 
sensible heat due to mass transfer between the two phases.
Applying the general energy balance to the differential element 
used in the preceeding section gives the following,
t < C A A Z V  - ?  V | z
ST
- —  S O C i V l  + ( - A € k  gaz*)!
i >Z+AZ B rZ
(-AC k  &)l +  ^(l-C)AAZ j~h(T -T )C AC kg az )| +  R |_ ' s ,R V
-  = ki(Xi-XlR)hi(TB,R>] ( 3 ' 6 )
where U = intensive internal energy of the gas mixture, cal/g
s
p = gas density, g/cc 
6
h^ = partial molal enthalpy of specy i, cal/g mole
T = bulk gas phase temperature, °C 
8
Tc = solid phase temperature, °C
h = film heat transfer coefficient, cal/sq.cm-sec-°C
k - gas mixture thermal conductivity, cal/cm-sec-°C.
8
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The subscript R denotes conditions at the pellet surface. The molal 
enthalpies are evaluated at the external temperature, T , except in
O
the interphase mass transfer term where a film temperature is used.
This temperature Is between the external and internal temperatures,
T and T„ and is consistent with the conditions used to predict 
g S,R' *
the film transfer coefficients (see Appendix A-9).
Neglecting axial dispersion, dividing both sides of Equation 
(3-4) by Ac AZ, and evaluating the limit of each expression as AZ 
approaches zero yields,
-  b  h  f xi V + 3H ? i  [h(Is R - V
-  e  k '  c v v w ]  = I f  < P g V  (3_7)
For an ideal gas, enthalpy is a function of temperature only 
and the following relation between heat capacity and temperature 
applies,
dhi ^ i  BT ST
3n ° dT * i 3o
th
where represents the molar heat capacity of the i component
in cal/g mole-°C and m  is an unspecified variable. The bulk gas
heat capacity, C , and the molar heat capacities are related by,
S
cg ■ 7" ? (yi °i) " S  (Xi Ci) <3_9)g 1 .
where C ■ gas mixture heat capacity at constant pressure, cal/g-°C. 
g
Also, if the variation of the heat capacity across the fluid film 
surrounding a pellet is neglected, one obtains,
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(3-10)
from Equation(3-8).
By performing the following steps
1) expand the left-most term in Equation (3-7) by 
differentiating within the summation.
2) utilize Equation (3-8) in the expansion, then 
Equation (3-9) where the former was used.
3) substitute Equation (3-2) where appropriate in the 
expansion.
4) neglect the accumulation of energy due to the accumu­
lation of mass term.
5) rearrange terms so that interphase mass transfer 
terms are within a single summation.
6) utilize Equation (3-10) in the preceding step.
7) assume that the interphase mass fluxes are related 
by stoichiometry; that is,
Steps 4) and 7) are approximations. The latter step neglects 
diffusion of the inert components which would only be significant 
when the initial front of flue gas passes through the bed. The 
former is necessary to obtain tractable solutions.
it can be shown that Equation (2-7) reduces to,
(3-11)
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Using typical wlues (T * 350°C) for the pertinent parameters
8
as given in Appendices A and B and the maximum oxygen mole fraction 
differential possible, the ratio of the interphase heat transfer 
due to mass transfer to that due to film heat convection is
2k.(x1-X1_)c1
— ±— i— <; 0.05
h
Thus, the interphase heat transfer due to mass transfer can be 
neglected, and Equation (3-11) reduces to,
> gc St o /i
—  (0 U ) H —^ S = , /iv \ (3-12)
St <pg V  + € SZ €R S,R V  ^
Neglecting potential and kinetic energy effects, the internal 
energy and enthalpy are related by the following expression,
Hg = “g + J P/pg (3_13)
where H =■ intensive enthalpy of the gas mixture, cal/g
8
J = an energy conversion factor, cal/g-cm
Also, note that Equation (3-8) remains valid when H replaces h.
8
and C replaces c.. 
g i
By utilizing Equations (3-13) and (3-8) in conjunction with 
constant pressure in the bulk gas phase, Equation (3-12) could be 
simplified to,
J^S. +  — &■ » 3{!~€)h (T _x ) (3-14)
St p € BZ €RC p  ^S,R gJ K J
8 8 8
if the gas density and heat capacity are considered constant.
The following boundary and initial conditions apply to both 
Equations (3-12) and (3-14),
Tg(Z,t=0) - Tgl (3-15)
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Tg(Z-0,t) - Tg0, t > 0 (3-16)
where Tgi - Initial flue gas temperature which is a constant
TgQ ” Inlet flue gas temperature which may vary with 
time.
3.1.4 Surface Kinetics
For solid-fluid reactions, Wen (46) discusses the merits of
describing the reaction rate on the porous surface based on the
Langmuir adsorption isotherm versus simple n C^  order rate expressions.
£ llFor design purposes, it was concluded that the n order equations 
are satisfactory provided extrapolation beyond the experimental 
range in which the rate expression was determined is not involved.
Thus define the overall reaction rate per unit of pellet surface 
area as
h  ■ > 2
<UVya6)/dt d(vysl)/dt
*L6<4,lac> vU <4*“e)
R » k /; a3 a4 a5 
11 XI ys8 ysl ys2
d(Vys8)/dt d(Vysl)/dt d(Vys2)/dt 
Y21(4«*> Y22(4*r^)
where a. (i ■ 1,2...5) = constants 
1
R « overall reaction rate for reaction j based on 
3 pellet surface area, g moles/sq.cm-sec.
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yg^ * internal or solid phase molar concentration; 
g mole i/cc of fluid, for i - 1....5; or
g mole i/cc of pellet, for i ■ 6,7,8
k* « reaction rate constant for reaction j with units
J depending on the value of the a^'s
V = volume, cc
The rate expressions represent irreversible reactions, since most 
reactions with solid surfaces cannot be truly reversible (46). Also, 
Parsons et al (35) have demonstrated experimentally that the copper 
reaction system under study is irreversible and that Reaction II 
has a linear dependence on SC^. Both theoretical and experimental 
evidence (46) indicate that the order of gas-solid reactions varies 
between zero and two. Thus allow
for this study.
In most applications the solid phase concentrations at the 
reaction interface are constant, but it may vary with radial position 
in certain processes. Due to the simplifications allowed, however, 
solid phase reactant will be considered to be evenly distributed.
Thus regardless of the values of a^ and a^, the solid phase con­
centrations can be incorporated into the rate constants without loss 
of generality.
Utilizing the preceding information, rate expressions for the 
consumption per unit area of oxygen in Reaction I, Rj and the 
consumption of sulfur dioxide in Reaction I I , c a n  be. obtained as 
follows,
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Rj “ kj ysl ° g mole 02/sq.cm.-sec 
RII,2 “ kII ysl ys2 “ 8 “°le s02/8<l*cm"8ec
where
kI “ K l K  ys6 “ cm/sec
n a3 4
kII ” y^22^kII ys8 * cm /sec_g mole of 02
3,1.5 Internal Material Balances
Considering a one-dimensional flow, the molar flux of a fluid 
component, through a plane perpendicular to the flow direction 
due to molecular diffusion Is given by (49)
Ni ’ - 5* D1 v*i + *i = *! 
where Is the molecular dlffuslvlty of component 1 In sq.cm/sec.
For equlmolar counter diffusion or for very dilute concentrations of 
component 1, Fick's Law Is valid.
»i ’ - H -  " e l 7*! <3‘17>
The flue gas stream will be considered dilute with respect to 02 and
so2.
Applying the conservation of mass to a differential element 
consisting of the shell between two concentric spheres of radius 
r and r + Ar respectively, the flow of fluid component 1 through the 
porous solid is described by
2 ^ 1 1 2 Pg |
M2  Dei w \ x + M2 Dei i T  >|r+Ar
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where = effective pore diffusivity of component i ,
sq.cm/sec.
C,s porosity of the pellets
Surface migration and mass flow due to pressure gradients within the 
pores have been neglected in the preceding equation. A complete 
discussion of these phenomena and the concept of effective diffusi- 
vities within porous solids is given in Appendix B-6.
The effective diffusivity in the molecular diffusion regime 
varies with temperature to the 3/2 or second power; whereas in Knudsen 
diffusion, the variation is proportional to the square root of 
temperature. The effective diffusivity may be considered proportional 
to the first power in temperature, since the actual diffusion mechanism 
will probably be a combination of both types. The fluid density 
under the ideal gas assumption is inversely proportional to temp­
erature, hence the product of the fluid density and effective 
diffusivity is insensitive to temperature. Thus neglecting variations 
due to composition, this product may be considered constant, and the 
general internal fluid balance becomes,
2
Dividing both sides of Equation (3-18) by 4ffr 4r and utilizing 
the definition of the partial derivative renders,
(3-19)
(3-20)
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Denoting the mole fraction of component i in the oxidation or
intermediate zone of the pellet (a <  r <  r ) as X.. and that of
C C 1 "
the components in the outer or sulfation layer (rc < r < R) as X^,
Equation (3-20) represents the flow of reactants in the outer layer 
while Equation (3-21) represents the flow of oxygen in the inter­
mediate pellet zone.
using X^ to represent oxygen fluid concentration, since is the 
only component of interest in this zone.
The initial condition for these internal material balances is 
as follows,
(3-21)
X±(Z,r,t = 0) = 0; i=l,2,* (3-22)
while the pertinent boundary conditions are:
at the pellet surface:
(3-23)
at the inner solid interface (r = SLC ) :
(3 -2 4 )
c c
at the outer solid interface (r = r ):
c
Xi(z,rc,t) - X*(Z,rc,t) (3-25)
(3-26)
c c
where y - ^ 2 1 ^ 2 2
These boundary conditions state that the molar flux through the 
film equals that diffusing through the porous solid at the pellet 
surface (Equation (3-23)); the mass diffusing into a solid interface 
from the pellet surface equals the mass consumed by reaction plus 
the mass diffusing away on the other side of the interface 
(Equations (3-24, 26, and 27)); and the fluid concentration profile 
within a pellet is continuous (Equation 3-25).
Employing the pseudosteady state approximation which was defined 
in Section 2.1 Equations (3-20, 21) reduce to
which is Laplace's equation. The approximation should be valid for 
the present system, since pressure is not high while solid reactant 
concentration is not extremely low (46). The approximation is also 
verified by Bischoff (5) and Blakemore (7) for similar conditions.
The general solution for Laplace's equation is,
where and B^ are constant (with respect to r) and depend on the 
boundary conditions. Note that the solution is undefined at the 
center of a pellet. This means that special precautions may have to
(3-28)
r
+ Bt ; i =1,2,* (3-29)
be made later whenever the solid Interfaces approach the pellet center (complete solid conversion). 
Solving Equations (3-23,34,35,36, 37,39) simultaneously yields,
XL(Z,r,t) =
2
X r  —  - -  +  Del»ac + VkH rc ys2,rc ( 1_  _ 1_ + Del,ac\ / 1_ _ 1\ .
1L a D ,  \ a r 2 / \ r r / Jc k_a el,rc c c k„a c
I c___________  i_c_______________ _ _____
[~ 1 1 | Del,a'c ~Pg,RPel,R / I  1 pg,RDel,R\ / 1 1 Pel,ac\ ^ I ^ c  ys2,rc~j
L a  R . J. m 2.t M r  R .2./J l a  r . 2 / D .  Jc k a MR k, c R k, M c c k_a el,rc
I c l 1 I c
I" l + (i_ . I) ysl,rc ^
L r r' D 0 _  J
(3-30)
2
* 2 (Z »r>t) = ------------1 , " V 2  c --------------------- — S------ — —  <3 -3 1 >f ,,Iirc ysl_,rc / 1_ _ 1 pg,R e2,R \ “j
L  D .  \ r R 2 / „ J J
e2,rc c R k ^ M
where the subscripts r , a , and R preceded by a comma infer that the parameter or variable inc c
question is evaluated at the conditions existing at the pellet radius indicated.
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These last two expressions are coupled and implicit through
the molar concentration terms, y and y 0, evaluated at the outer
8/
reaction interface r . The mole fractions, x., and the molarc ’ 1’
concentrations, yg^» are related by Equation (3-5),
Using Equation (3-32), explicit expressions can be obtained for 
X^ and X 2  by solving Equations (3-30,31) simultaneously. This 
operation will be performed later.
3.1.6 Solid Phase Material Balances
Considering stoichiometry at the solid phase interfaces, r andc
a^, the rates of consumption of the solid reactant (CU2 O) and 
intermediate product (CuO) can be related to the rate of shrinkage 
of the unreacted core and the outer reaction interface radii 
respectively.
The rate of sulfate production at the outer interface in 
terms of the sulfation reaction is,
rc
(3-32)
c
where «* weight of component i per pellet, g
a = weight of sulfate per mole of SO2  consumed, 
g CuSO^/g mole SO2
IY27M7^V22^
molecular weight of component i, g/g mole
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This rate Is also equivalent to the product of the sulfate density 
and the rate of sulfate volume change with respect to time,
4 3 4 3
dN, 9(t  TrR - t  7Tr )
JZL = n w __£______ 3___c_
dt Ps 7 St
2 drc
" 'PsW7 4ffrc d T  
where represents the weight fraction of component 1. Equating 
the two preceding equations and rearranging yields,
il£ = - H u  (V y )| <3-33>
St (V s 2 > | r
7 c
Similar reasoning at the inner interface, ac> for the C ^ O  con­
sumption renders the following expression for the shrinkage of the 
inner unreacted core,
Ba 0k
y- la ( 3 ’ 3 4 )
C
where 0 = Y^6M6^^11 = 8 Cu2®/s mole 02
The initial conditions for these balances are,
rc(Z,t = 0) = R (3-35a)
ac(Z,t = 0) = R (3-35b)
Thus Equations (3-33) and (3-34) describe the movement of the
solid reaction interfaces within the pellets for a given cross
section of the bed. The relation between the solid conversion and
the sulfate radius r can be defined by,
c
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* 3% 3 ■=■ ff(R -r ) r
x' » solid reactant --------—  - 1 - (-£•) (3-36a)
conversion 4 ,^,3j VR
thereby rendering the following relationship between the rate of
solid reactant conversion and movement of the sulfate radius
2
t r  -  f t < £ >  <3- 361»
3,1.7 General Pellet Energy Balance
Applying the general energy balance of Section 3.1.3 to the 
differential element described in Section 3.1.5 while assuming that 
thermal equilibrium exists between the solid and fluid phase within 
the pellet, one obtains,
[4m:24r(psUs + pg «s Ug)]
- i > 2 f "gDel ( I l- ) h4 +Ar- L4" 2 I V e i (  ^  X I  
dT -i r~ n ST
L 8 8r - U i r  L  ! 3t 1
where kg = effective thermal conductivity of the porous pellet
(Including the fluid phase), cal/cm-sec-<’C
U = intensive internal energy of the solid, cal/g s
The individual contributions of the various solid reactants and
products (CU2 O, CuO, CuS0^) to Ug have been included in the pellet
heat capacity, C (see Appendix B-5). Similar techniques were used s
to estimate the effective conductivity and pellet density, thus 
C , k , and p are not dependent on the solid phase composition.S o  8
2
Dividing both sides of the preceding equation by 4ffr Ar, 
evaluating the limit of each term as Ar becomes infinitesmal, 
and utilizing Equation (3-14) yields,
1P j~H - —  (l-€ )1 + p .€ [h  - — 1 }  dt l*s L s ps 8 _) s L 8 pg J J
1 ^ r ^ ' o “j
" o Tr S p D ,( ) h. + r k r-2- i
r2 9r l  i 8 ei\ dr / i s dr J (3
where H - intensive enthalpy of the solid, cal/g 
8
For the pellet gas phase, the intensive enthalpy and partial 
molal enthalpies can be related as follows,
1 5 1 5 H = —  E y , h = £  Z X h (3
8 pg i 31 1 i 1 1
Incorporating Equations (3-8,38) and isobaric conditions, 
Equation (3-37) can be simplified to,
dT 5 dT 5 / 3K v
»acs a r  + es b  I <ysihi) - a r  * pgDei( a r  ) ci
The preceding equation can be simplified further by using 
Equation (3-20) in the second term from the right, followed by 
expansion of the internal energy accumulation team in conjunction 
with (3-8) and finally cancelling like terms rendering,
Using Equation (3-9) in this equation yields,
3T 3T 5 ax. , * / , 3T \
( p C  + c p C ) ~  = r-£ s P D 4*ri c 4 + ' ^ l “ (r K -5t )VKs 8 sKg g' at ar ^ *g ei 3r i f2 5r \ s dr/
(3-39)
The heat capacity of the gas in the pores may be neglected,
€p C
since the ratio — is less than 0.001 using values given in
P C s s
the appendices. Furthermore, the molar fluxes within the pores can 
be related by stoichiometry, since the reaction rate was considered 
much faster than the accumulation in the internal phase in Section 
3.1.5. Thus,
5 ax ax. R kl(xi" Xlr^
£ p D . c. w  2p D . c. = 2c.  =-----  (3-40)
± Kg ei 3r i Hg el 3r 1 1 r2
neglecting internal accumulation. Again this approximation neglects 
the flow of inerts in the pellet pores which may not be rigorous as 
the flue gas initially passes through the bed.
Equation (3-39) can now be reduced to,
2 ST. 2 aXL 3T 8IS 2 » ,
r p C t—  = 2r p D . . ■ c ——  + 2k r _ + k r ' —
Hs s dt pg el 3r 1 3r s 3r s 3r
Using Equation (3-40) and the values for the parameters in the
appendices, the ratio of the energy transfer by mass diffusion to
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that by conduction,
R^^Xj-Xj)
2k r 
8
, is less than 0.1 for most applications. The
preceding equation can therefore be simplified to,
P,C, &  -  ^  h  ( « \  &  )r
Denoting the temperature in the outer pellet layer (r < r < R), 
the intermediate layer (a < r < r ), and the inner core as T .,
C C S JL
Tfl2 » and respectively, the pellet energy balances and initial 
and boundary conditions follow.
?vr rST
(r2k j - P c -r-Si ; i-1,2,3 (3-42)
2 3r \ a dr / s s dt
Ts±(Z,r,t=0) - Tg(Z,0); i-1,2,3 (3-43)
ar .
k
■ ar <>
k all _ If. .. « ATI _L 1-  I
s dr
’ J
c
|r = [kiiJ’siy.2 fiHn  + ks a r 1 4 . <3'45)
Tsl(Z,rc,1:) = Ts2(Z'rc,t:) (3"46)
[ V . 2 “ l + k . | S 2 l  (3-47)8 *  L  --------- - -  "a
c c
Ts2<Z’V C) = T83(Z-ac-t) (3‘48)
^ 1  = 0  (3-49)
81 U o
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where AHj *» heat o£ reaction for Reaction 1, cal/g mole Og
“ heat of reaction for Reaction II, cal/g mole-SC^
and kj = k° exp(-AEj/RT)
which are the Arrhrenius expressions for temperature dependency of
reaction rates with k° representing frequency factors and AE,
*3 J
representing activation energies.
Equations (3-42) must be solved in order to obtain expressions 
for T (Z,a ,t), T (Z,r ,t) and T (Z,R,t). A tractable simultaneous
8 0  8 0  S
solution of these three equations with the coupled boundary 
conditions is much more feasible if the pseudosteady state ap­
proximation is performed. Physically, this implies that the 
accumulation of energy is negligible in comparison to the energy 
being generated by reaction. It is usually valid for small pellet 
heat capacity and small pellet radial temperature gradients. To 
introduce further simplification, assume that the temperature 
variation of the effective thermal conductivity is negligible. 
Equations (3-42) become,
h (r2 & 1) ' ° ! 1 ■ 1>2’3 < 3 - S 0 )
with general solutions,
-A.
Tsi(Z,r,t) = — i + B l ; i-1,2,3 (3-51)
where and depend on Equations (3-43) through (3-49) and are 
independent of r.
Solving Equations (3-51) and (3-43) through (3-49) simul­
taneously leads to,
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<kIy.l>| ( ' ° V * c  +  <kn y.ly.2)| (-^2>r* a 1 r/»
ac rcT(Z,R,t) - T (Z,t) + --------£------- —
8 R h
= T + (3-52)
8 R h
T(Z,r ,t) “ * _ + ( ”-----------------------------------0-53)
C 8 ' rc R Rzh 7 ks
k
T(Z,ac,t) - T + ( i - . I  + 4 - ) L
c R h s
+ (r - i+ 3-'). c- <3-54>
where F - (kiyslH
■ aac
*kIiyslys2^| (_AH2^r 1 rc
Equations (3-53,54) represent an implicit set of algebraic relations
for T (r ) and T (a ). s c' sN c'
When the accumulation of energy in the unreacted core is included 
and the variation of temperature in this region with respect to 
radius is neglected, the following set of equations result,
T (Z,R,t) - T + F * G (3-55)
8 8 R h
V * - v * >  - *g ♦  ( f  - 1  . <3-56>
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- \ + ( k - * + 7 ;  ) k  
+  G - -  ) t (3-57)c
where
dTs(2,ac ,t)
dt
Thus the three preceding equations represent an Implicit set of 
nonhomogeneous first order ordinary differential equations with 
Initial condition given by Equation (3-43).
In either case, any prospect for a tractable solution of the 
implicit equations for T (a ) and T (r ) seems rather remote. If theS C  S C
activation energies are very small, however, the exponential 
Arrhenius terms revert to constants at elevated temperatures. This 
assumption simplifies Equations (3-53,54) and (3-56,57) into explicit 
expressions for Ts(rc) Ta(ac) which are useful as expressions 
for estimating the maximum temperature differences in the pellet.
This assumption may not be entirely rigorous, however, since the 
activation energy for the sulfation reaction is estimated at 27 
K cal/mole (35). Such a value is not low enough to make the 
temperature effect in the reaction rate constant negligible.
3.1.8 Film-Controlled Pellet Energy Balance
Hlavacek (14), Paris et al (34) and Olson (30) indicate that, 
in many cases, the pellet interior is practically isothermal, and 
the major resistance to energy transfer occurs at the pellet surface 
where the film resistance predominates. Thus there should be a
finite temperature difference across the "film" surrounding each 
pellet, but only a negligible difference between the pellet surface 
temperature and the Interior reaction site temperature. This 
assumption would lead to a great deal of simplification in the 
pellet energy balance and would allow the inclusion of the 
accumulation of energy within the pellet.
The development in the previous section ignored energy accumula­
tion. This could lead to large errors, especially when the heat 
capacity of the solid is not negligible (22). Furthermore, to make 
practical use of the pellet energy balance presented in the 
preceding section, it was necessary to assume that the activation 
energies of both the oxidation and sulfation reactions were 
negligible. This was shown to be a poor approximation for the 
sulfation reaction, however.
Neglecting the resistance to energy transfer in the pellet 
interior reduces the maximum pellet temperature attainable (for 
exothermic reactions), since the heat liberated by reaction can 
escape from the pellet to the bulk fluid phase much faster when only 
an external resistance must be encountered. An estimate of the 
relative importance of the internal and external heat transfer 
resistances is given by the Biot number, This dimensionless
number is the ratio of the internal pellet heat transfer resistance 
divided by the external resistance,
u = —
“Bi k_ s
Using Appendices A and B, Nfi^  ~  10, which infers that internal
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resistance Is much more significant than external resistance.
Thus, two unsatisfactory alternatives exist -
a) utilize a pellet energy balance incorporating the
internal resistance k . but neglect accumulation ofs
energy and significant activation energies.
b) utilize a pellet energy balance including energy 
accumulation and large activation energy (reaction 
rate constants vary with temperature), but neglect 
heat conduction within the pellets (kg -* °°) even 
though this effect is known to be significant.
The second approach will be utilized since energy accumulation 
should not be ignored. Also, the pellet heat transfer resistances 
can be lumped at the outer pellet surface, thereby artifically 
allowing higher temperatures to be attained at the reaction site. 
This will in turn have a greater effect on the reaction rate, since 
the reaction rate constants increase with temperature. Variation 
of the rate constants with temperature can be included without ap­
preciably affecting the ease of solution which is not the case in 
the first alternative.
The lumped surface resistance, h 7, which combines interior and 
external resistances, can be roughly approximated by
1_ 1 . R_
. / h kh s
since the two resistances in question occur in series.
Under these circumstances, the pertinent terms for the pellet 
energy balance over a differential element described in Section
3.1.2 are:
into pellet by mass transfer:
4im2 r  5
A A Z ( 1 _ € )  a k / ( x ^ y h ^ )  j
I HR
leaving pellet by convection film transfer:
AAZ (1 -c ) |  [h (Ts-Tg) ]
accumulation:
A A Z(l-e ) I r C p U  + c p U ]' dt s s s'g gJ
generation:
In the generation term, the pseudosteady state approximation for
intrapellet mass transfer and stoichiometry controlling are assumed
as was done previously in Section 3.1.3.
Combining these terms, dividing by AAZ(l-€), neglecting the
heat capacity of the gas in comparison to that of the solid, and
then utilizing Equations (3-8) and (3-14) along with isobaric
conditions, the pellet energy balance becomes, 
dT
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Using typical values taken from the appendices, the ratio of 
the energy transfer due to mass transfer across the fluid film to 
the energy generated by reaction Is negligible, and the preceding 
relation reduces to,
with Initial condition represented by Equation (3-42).
Unless stated otherwise, the pellet energy balance with film 
transfer controlling will be used throughout the remainder of the 
study.
3.2 Characteristic Transformations
3.2.1 Constant Property Equation System
In fixed bed reactor models, the fluid density and heat capacity, 
heat and mass transfer coefficients, and the stream velocity are 
usually considered constant (14,34). Even though one or more of these 
assumptions may not be rigorously satisfied, they are utilized because 
of the considerable degree of simplification allowed by their use 
and because of the degree of accuracy attained in most practical 
applications with their use. Ideally, they should be used only when 
changes in temperature and pressure are relatively small. Their use 
can be enhanced by use of average values or by actually allowing 
these parameters to vary in the numerical solution algorithms even
(3-58)
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though the equation system was derived based on constant properties.
In this section, simplifications in the equations developed in 
Section 3,1 resulting from the utilization of constant gas density 
will be presented. The resulting differential equations may not 
seem simpler in form (they may even become more complex), but 
their solution is much simpler if constant density is assumed.
Utilizing Equation (3-5) in conjunction with constant gas 
density, the external mass balances represented by Equation (3-2) 
become,
^ i  G ^ i  -3(l-OK. r- / T \-i
5t” = RC Lyi"y si,R\ ;1"1*2
(3-59)
where = modified film mass transfer coefficient for
compound i
- kf R'T /P = k/M/p = cm/sec 
1 g i 8
The external energy balance with constant density was derived 
previously and is given by Equation (3-14). Movement of the reaction 
interfaces within the pellets are still described by Equations 
(3-33) and (3-34).
Again using Equation (3-5) and constant gas density, the 
internal mass balances for the film-controlling pellet temperature 
case reduces to:
pellet oxygen profile:
r iyi i. r--l Del
ysl(Z,r,t) =
_  ^kllrcys2,rc
r . fl2 D .k a el
I c
, 2 k_a 
I c
L*. R k a  r V
I c 1
,'k .
1 °el
rc w 2 I c
■)
*IlV.2.rc
Del
(3-60)
pellet sulfur dioxide profile:
i 2k__r y - 
 ^ II c sl.rc
y2 L1 + ( r " rJ De2 J
y (Z,r,t) = 2  -------------------------  (3-61)
Note that the relation between the modified mass transfer coefficient, K^, and the mass transfer 
coefficient, k^, has also been utilized.
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The pellet energy balance la defined by Equation (3-62) when 
Equations (3-5) and (3-58) are combined.
3.2.2 Characteristics
For both variable and constant gas density, the material and 
energy balances describing the reactor represent a system of quasl- 
linear partial differential equations of the first order for 
functions of two independent variables. Courant and Friederichs (9) 
present a complete mathematical treatment for the solution of these 
systems based on the concept of characteristics,provided the 
equations are hyperbolic. Criteria for existence, uniqueness and 
convergence of the solutions for these systems are also presented.
Characteristics are curves in the domain space of the di­
fferential equations system; that is, a relationship between the 
independent variables of the system. If a linear combination of 
the differential equations can be found such that the derivatives 
of the dependent variables combine to derivatives in the same 
direction (the directional derivatives of each has the same direction) 
then this direction is termed characteristic. Thus along a 
characteristic, the system reduces to ordinary rather than partial 
differential equations.
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For n differential equations, n linear combinations of these 
equations are sought In which the directional derivatives of the 
dependent variables are In the same direction for each combination.
If each of these n characteristic directions are real and distinct, 
the system Is totally hyperbolic. The differential equations are 
classified as parabolic when exactly one real characteristic 
direction exists and elliptic when complex or imaginary characteristics 
arise. For hyperbolic systems, a systematic procedure called 
the method of characteristics is presented to obtain the 
characteristic directions and the resulting ordinary differential 
equation system.
tHIf u (Z,t) represents the j dependent variable in a system 
 ^ du. du.
of n dependent variables, the linear combination a -Trr1- + b -r-*1, isoZ ot
the directional derivative of u^ along the curve or direction 
dZ/dt = a/b. Consider the following system of quasilinear partial 
differential equations,'
du* du*
K ,
j=l
n / ,
'i = * (aij 3z + bij ar; + ei; 1=1 •"
where a^j» an^ c^j depend on Z,t and uj'8. From linear algebra,
Courant and Friederichs (9) show that the condition represented by
Equation (3-63) must be satisfied for a linear combination of the
equations to possess directional derivatives along the curves (Z^jt^)
in which —  <= -rr *= 6, . The 6, are the characteristic directions
t dt i l
a
and a is the curve parameter.
Iaij V  ' \ j  Zc l ■ 0 (3'63)
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A similar determinant equation exists for determining the character­
istic ordinary differential equations for the dependent variables. 
Associating variables as follows,
“l " *1> u2 * y2’ u3 ■ V  u4 “ V
the expansion of determinant Equation (3-63) for the constant 
density system represented by Equations (3-13), (3-33), (3-34),
(3-59), and (3-62) results in,
t - Z J Z3 = 0\p € a oJ a 
s
Thus the characteristic directions are given by,
dZ = 0
dZ/dt = G/p e 
8
Normalizing the independent variables, the characteristics are,
X = Z/L (3-64)
6 - - X - 5 - X (3-65)
n €L 
8
Gtwhere £ = Thus the characteristic directions are real but
PgeL
not distinct.
The 0- characteristics of Equation (3-65) represent the
trajectory in the t-Z plane, of inert elements in the fluid as they
move through the bed with velocity G/p €. For an inert which enters
8
the bed at t = 0, its movement is graced by,
Z = Gt/p £
8
and providing that the reactants are not totally consumed, the above
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curve represents the Interface between the unreacted, fresh part of
the bed and the portion of the bed In which sulfation and oxidation
have occurred. The elapsed time t , for an Inert particle to pass£*
through the bed to a point Z_ is given byL
Z„P €
t = E 8
E G
Another useful physical interpretation of the 6- characteristic is 
that a disturbance in the composition or temperature of the feed 
will be propogated along this trajectory.
The characteristics in the t-Z plane for this system of equations 
are the straight lines traversing the domain shown below.
X - characteristics 
>\ __t
t4
ft
a>
slope
78
3.2,3 Transformations of Independent Variables 
Consider the general equation,
|a + §  = F(u,v) (3-66)
where u(X,§) is a dependent variable in the (X,§) domain. If u is 
also a function of X and 0, u(X,9), where X, §, and 0 are defined 
by Equations (3-64) and (3-65), the rules of partial differentiation 
allow the following relations to be developed:
#  - -1 (3-67)
and
ax
58
35
5u(X.5) = 5u , 5u 50 _ 5u 5u
ax ax ao ax 3\ " 38
(3-68)
(3-69)
3u(\,5) = 30 3u(X|8) (3-70)
a§ ao a§ ae ^  /u'
Substituting Equations (3-69) and (3-70) into Equation (3-66) 
yields,
9u(*».0) = F (3-71)
OK
Thus transforming from the original independent variables to 
the characteristics can be used to eliminate the terms from 
equations such as (3-59) and (3-13).
3.3 Normalized System Equations-Model 1
By nondimensionalizlng the conservation equations with respect 
to both their independent and dependent variables, the solutions
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obtained will be as Independent of the properties of a particular 
system as possible. Therefore use the following group of relations 
in normalizing the system equations
0) = r /R c Y - yl/y10
0 ■ a /R c S = y2/y20
^ = T /Tn S 0
Y - V T0
(3-72)
and Equations (3-64), (3-65), (3-70) and (3-71).
The normalized equations will be even more general .if the
following group of dimensionless numbers is also defined.
Rk
N_, = ——  = modified Damkohler number for Reaction I
D1 el
RkIIy 10
T^)9 i = — n  = modified Damkohler number for Reaction
e2 II, component 1 (02)
RVkIIY20ND 2 2  “ — g  = modified Damkohler number for Reaction
el II, component 2 (S02)
RK
N , ** -— *■ = Sherwood number for component j.
sh. D . 
j ej
The subscript 0 implies inlet conditions.
Before applying these definitions to the differential equations, 
analyze the algebraic internal material balances, Equations (3-60) 
and (3-61), with regard to Equation (3-72) and the dimensionless 
numbers. Evaluating the internal material balance for sulfur 
dioxide (Equation (3-61)) at r = rc , then substituting the 
resulting expression for ys2 (rc) into Equation (3-60) evaluated at
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r ** r , and finally using Equation (3-72) and the dimensionless c
groups, the following quadratic expression is obtained for the 
oxygen pellet concentration at the sulfation reaction site.
where
and
-B -4AC
YRC =  '~2A----- <3“73>
ysl(Z’rc»t)YRC = — ----£---
y10
A - [0-02(i_ 1---  ) + -L.] L  + - 1)1 (3-74)
•»* shl “Dl"1 sh2 -1
* - - *2(1 - + ir"]D21 L shl WD1J
+ [(Sd - *> + if2-] [  ^  {» + »2t £ —  - 1)}
“ Dl L D21 ** shl J
- vjuj + d)2( ^  - 1)} 1  (3-75)
I N3h2 -J J
0 - i r - f w  1 - b  + 5 ^ 1  (3-76)
D21 *“ Dl J
Explicit expressions for the other important terms involving 
Equations (3-60) and (3-61) can now be normalized and are presented 
below.
ys2(Z»rc,t:) SSRC « — ----£        j- —  (3-77)
y20 a + N | R C [ ^ ( j ---- 1)3
sh2
YAC = y«l(Z’ac>l:)
yio
NDl
{0y ( i . _i_) + j l  } + „D22SRCil„ + ^ ( - j l  .
shl Dl
Dl
(3-78)
r
LT y10 * J '
f - t b  -  + y -  nd22sm[ “* “2(5^ -  -  o ]  [ X 1 - !  y  y [ ( » - * 2+ y  w * ^ 1-  &
L5^ 1 ' ^  + V  + ND22 SRCL“*"2(nI 7 - 0 ]  [ X 1 - f  ) + S ^ J
= (AY) (3-79)
r y82(z,R,e)^ 1 + ■ » ! « ( -  + [} ' »D21™ < ^ 2> ] *
LS  S ' ---------------------------------- ;------------------------------------------------  = ( AS>
1 +  HD 2 1 H } +  “ 2(  r h '  0 1
(3 -80 )
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Utulizing Equations (3-73), (3-77), (3-78), (3-79) and 
(3-80) along with the normalized dependent and independent variables 
and the dimensionless numbers, the remaining normalized, dimensionless 
conservation equations, (3-34), (3-59), (3-14), and (3-62), become 
respectively:
external temperature balance:
ff + ff - ' ^ R c P 1* '<*•*> <3-81>s
external oxygen balance:
dY dY -3(l-€)p KXL
I f+ -  at8 • <AI> <3-82>
external sulfur dioxide balance:
. -3(l-C)pK_L
i  + 1  * — s r - 8^ -  • <“ > <3-83>
oxidation reaction interface movement:
^  -cp pk1y1rtL
i t  = j  p:»6 -yac <3- 84)
sulfation reaction interface movement:
3uj _ ~€pg°^Ily10y20L #  S(YRC) _________
85 ®  P«”7 i + - i)j
QhZ
(3-85)
pellet temperature balance:
-3€P„L,, r  K, A HTylft (IS) Kg( t t ^-yAH^y^ (AS)P L.  j in
& - - = & [  0* * > + - S f e “   +
rs’8 ”*° hT° (3-86)
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The normalized, dimensionless boundary and Initial conditions 
for the preceding differential equations become: 
at the bed Inlet,
Y(0,§) = Y(0,g) = S(0,§) = 1.0
and at the Instant flue gas Is admitted to the bed,
0(X,O) = (jo(\,0) = 1.0
|J.(X,0) = T±/T0
where represents the initial bed temperature and Tq the inlet 
flue gas temperature.
Transforming from the usual space-time (\,§) independent 
variables to the characteristic domain (\,6) as explained in Section 
3.2.3, Equations (3-81) through (3-86) become,
(3-87)
(3-88)
as
ax
-3(l-€)PgK2L
• (AS) = -A3(AS) (3-89)GR
• YAC * -A.YAC 
4
(3-90)
ato ~€pgokn yioy2oL 
ae “ grpsw7 • (YRC)(SRC)
-A5 (YRC) (SRC) (3-91)
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fe - 0 * >  +  V B )  +  V “ >]<®p8 „
= -A6[(|a-Y) + A ?(AY) + V * > ]  (3-92)
where the dimensionless constants A^ are defined as
3(l-C)Lh A = 3(1~€)pgKlL
i
g
a «  A
1 GRC 2 GR
3 “ OR 4 GRpsW6
. .  gPgakI l y10y20L . .  3«P«1Ul
5 GRp W, 6 GRp Cs I rs s
KlAHIy10 . K2^AHXl'vAHI^y20
1 " hT0 8 hT0
The boundary conditions for this system of differential equations 
are as follows: 
at the bed inlet:
Y(O,0) = Y(0,9) = S(O,0) = 1.0 (3-93)
and at the instant the initial wave of flue gas components reaches 
each point down the bed length:
0(X,O) = cu(X,0) = 1.0
|x(X,0) = ^ / T q (3‘94)
Equations (3-87) through (3-92) will be termed Model 1. As 
mentioned previously, pore diffusion and chemical reaction are the
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significant resistances existing within the pellets for this model. 
These equations cannot be solved analytically, and a numerical 
solution algorithm will be developed in Chapter IV.
In the next section, Model 2 will be Introduced. It is similar 
to Model 1 except that Model 2 utilizes thermal equilibrium between 
the pellet and external gas phases and pore diffusion as the 
controlling resistance within the porous pellets. Furthermore, 
only the sulfation reaction will be considered. In other words, it 
will be assumed that the pellets initially consist of CuO dispersed 
throughout the pellets rather than C^O. This could be accomplished 
in thermal regeneration by reducing the maximum temperature level 
during regeneration (4), thereby only partially reducing the CuSO^ 
to the oxide state. This could also be accomplished after complete 
thermal regeneration to Cu^O by oxidation with air to CuO.
It will be shown in Chapter V that Model 2 possesses an 
analytical solution. Thus Model 2 can be utilized to check the 
accuracy of the numerical algorithm developed to solve the equations 
of Model 1, since the numerical and analytical solutions of Model 
2 can be compared.
3.4 Pore Diffusion Controlling - Model 2
Parsons et al (35) determined experimentally that a shift in the 
sulfate reaction mechanism may occur at high temperatures. If the 
surface reaction rate constant possesses an exponential temperature 
dependency, a shift from a mechanism consisting of diffusion and 
surface kinetics to one controlled by diffusion can be expected at
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elevated temperatures. At high temperatures, the reaction rates of 
the sulfur dioxide at the solid Interface, due to the exponential 
Increase with temperature, could become Infinitely great In comparison 
with the diffusion of this component across the film resistance 
surrounding the pellets and the diffusion through the pellet pore 
structure.
At such a temperature level the sulfur dioxide concentration at 
the sulfation interface rfi approaches zero, since the reaction rate 
constant becomes infinite and the reaction is irreversible. This 
condition makes the solution of the pseudosteady state internal mass 
balance, Equation (3-28), much simpler, and the resulting system 
conservation equations are much less complex than those of Model 1.
Furthermore, thermal equilibrium between the external gas phase 
and the pellets should be more likely for diffusion controlling, 
since the reaction and heat generation rates possess a weaker temp­
erature dependence than chemical reaction controlling. This will 
make the system equations even simpler while still rendering 
reasonable temperature and concentration profiles.
Thus Model 2 contains pore diffusion and film mass transfer, 
whereas Model 1 includes pore diffusion, film heat and mass transfer, 
and surface reaction as significant intraparticle rate processes.
Also, only the sulfation reaction, Reaction II, is included, since 
the initial state of the bed when flue gas is introduced is considered 
to be cupric oxide, CuO, rather than cuprous oxide, Cu^O.
To develop the sulfur dioxide profile within the pellet pores, 
the pertinent conservation relation, Equation (3-28), and its
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boundary conditions for pore diffusion controlling need to be solved.
The boundary condition for Equation (3-28) at the pellet surface
remains the same, Equation (3-23), but the condition at the
reaction interface r becomes,c
X2(Z,rc,t) = 0 (3-95)
Solving Equations (3-28), (3-23) and (3-95) for S02(i=2) 
simultaneously and utilizing constant gas density leads to the 
following expression for the sulfur dioxide profile within the 
pellets.
(1_ _ I-j
y _(Z,r,t) * y?(Z,t) — -----£— -- : (3-96)
/ L I .  e2 \
V  R
Similar reasoning for the oxygen internal mass balance renders 
the expression below for the pellet oxygen profile.
Ayi<7 - 7)
yBl(Z,r,t) =  ---- £---------  (3-97)
\r R „2 )
Kj^ R
The movement of the sulfation reaction interface r within thec
pellet is developed similarly to Equation (3-33). Relating the 
change in pellet sulfate volume to the rate of change in the weight 
of sulfate for each pellet yields,
® 7 2 3rc
d r  ' at"
and relating the production of sulfate by reaction to the rate of 
change in the weight of sulfate for each pellet yields
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I 1 - « ( - 2°e2 £ * ) | r
\ 2 y2,rc
c
2
f i . . I + “s2_)
Equating these two expressions and rearranging terms leads to the 
following expression for solid reaction interface movement in the 
diffusion controlled case.
drc _ _aDe2 V rc
‘  ( 3 ' 9 8 )
Vr " R „ _2/
k 2r ‘
Evaluating Equations (3-96) and (3-97) at r = R and substituting 
the resulting expressions into the oxygen and sulfur dioxide external 
balances, Equations (3-59), the external mass balances for diffusion 
controlling and gas-solid thermal equilibrium become,
* i  + G _  yi (3_99)
at cPg az R3f a  i V
k  ' R
The energy balance for solid-gas thermal equilibrium and 
sulfation reaction under diffusion control can be obtained by:
1) combining the pellet and external phase energy balances of Model 
1, Equations (3-13) and (3-62), in such a manner that the gas-solid 
heat transfer terms cancel; 2) allowing Tg = = T; and 3) setting
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■ 0. Performing these operations yields,
-3(1-c )K2
Neglecting the heat capacity of the gas In comparison to the 
solid phase heat capacity, and utilizing Equation (3-96) for 
y 0 , the preceding equation reduces to,
The system of conservation equations for Model 2, Equations 
(3-98), (3-99) and (3-100), can be normalized and transformed by 
utilizing characteristics in a manner identical to that used on the 
Model 1 system in the last section. Thus upon rearranging terms 
and using Equations (3-64), (3-65), (3-70), (3-71) and (3-72), the 
diffusion controlling equations become: 
external oxygen balance:
-3(l-QDe2AHII
3
(3-100)
SY
3X
(3-101)
external sulfur dioxide balance:
as 
ax (3-102)
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pellet unreacted core radius:
^  - -A'________S_________  (3-103)
*  ' 3 i > - - o ]sh2
reactor temperature:
-3(1-C)€p D y L M
--------- S-.eZ zu---££- . -------  (3-104)
[-■fc-O]
where Y « T/Tq
3<l-OpA l L 
1 " OR2
L . _  3 ( W ) p A 2 L
2 GR2
3 “ 2
GR pgW?
The boundary and Initial conditions are Identical to those for 
Model 1.
¥(0,0) = Y(O,0) = S(0,6) - 1.0 (3.93)
Y(\,0) = \ / T Q , u)(X,0) = 1.0 (3.94)
In Section 3.1.7, the ratio between the bulk gas phase and
Cp C
pellet phase heat capacities, ^ & ■—  ■ $ was shown to be less than
<i- O p8c8
0.0001. Therefore as a rough approximation, the reactor temperature
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profiles become simply,
dY _ . Sm (3-105)
g e2jr2CT“"lIwhere
The pertinent boundary condition for the reactor energy balance is 
Equation (3-94).
In the remainder of this study, analysis of Model 2 will consist 
of differential equations (3-101), (3-102), (3-103) and (3-105).
3.5 Reactor Temperature Control - Nonadiabatic Model
Kardos and Stevens (15) study control of run-away temperature 
in fixed bed chemical reactors by dividing the reactor into 
sections with each section having a different rate of external 
cooling. These run-away temperatures may occur in systems containing 
exothermic reactions. In the sections near the bed entrance, a low 
external cooling rate allows the reaction to get started. The 
next sections, where the bed temperature and reaction rate reach a 
maximum possess high cooling rates. A low cooling rate in the last 
section is utilized to enable the reaction to go to completion.
To implement such temperature control schemes, the external 
phase temperature balance for Model I Equation (3-13), becomes
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where TW (Z,t) = reactor wall temperature, °C
hw ■ heat transfer coefficient for transfer between
reactor fluid and the wall, cal/sq cm-°C-sec
D_ = reactor diameter, cmO
Normalizing and transforming to the characteristic independent 
variables, the bulk gas phase energy balance with external cooling 
can be written as
dY _ -3(l-g)Lh (y -il) - w (y _y \
b\ GRC GC DB V
g g B
= -A 1(Y-ti) - A9(Y-Yw) (3-107)
where ^  - t/Tq.
A, = « V G C gDB 
This equation is subject to boundary condition (3-93).
Thus nonadiabatic operation of the fixed bed reactor is described 
by replacing Equation (3-87) by (3-107) in the Model 1 equation 
system. The set of Equations (3-88) through (3-92) and Equation 
(3-107) and boundary conditions given by Equation (3-93) will be 
referred to as Model 3.
3. 6 Summary
Three distinct models have been developed in this chapter. The 
assumptions common to all three models are:
1) the fluid stream is in plug flow with negligible 
pressure loss between the entrance and exit of the 
bed.
the fluid stream is in fully developed turbulent 
flow.
radial gradients of temperature and concentration 
in the bed are negligible.
axial dispersion of heat and mass are negligible.
the solid phase of the bed consists of spherical 
porous pellets of uniform size.
radial symmetry exists within each spherical pellet, 
and the solid reactant is dispersed evenly throughout 
the pore structure.
radiation and conduction of heat between adjacent 
pellets is ignored.
thermal equilibrium exists between the solid and 
fluid in the pellet pores.
the pellet pores contain no temperature or pressure 
gradients
the irreversible solid-gas reactions occur via the 
shrinking core mechanism; that is, the chemical 
reaction rates are fast relative to the pore diffusion 
rates.
the accumulation of mass within the pellet pores is 
negligible in comparison to the reaction rates at the 
shrinking core interfaces (pseudosteady state 
approximation).
oxidation of the initial solid reactant occurs faster 
than sulfation of the intermediate solid reactant.
the mass velocity, 6, and the molecular weight of 
the gas stream are constant.
sensible energy transfer due to mass transfer is 
negligible .
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15) fluxes of C> 2  and SOg through the "film" resistance 
surrounding each pellet are significant and can 
be related by stoichiometry.
The distinguishing features between each model are:
Nonisothermal nature 
of bed operation:
Model 1 
adiabatic
Model 2 Model 3
adiabatic nonadiabatlc
Pellet-bulk gas 
phase temperature 
equilibrium?
Intraparticle 
mass transfer:
no
pore dlff, 
and chem. 
reaction
yes
pore dlff. 
control­
ling
no
pore dlff. 
and chem. 
reaction
In addition, the heat capacity of the bulk gas phase is neglected 
in Model 2. Justifications for the various assumptions were 
presented previously.
After applying the characteristic transformation and normalizing, 
the final form of each model is given by Equations (3-87) through 
(3-94) for Model 1; (3-101), (3-102), (3-103), (3-105), (3-93) and 
(3-94) for Model 2; and (3-88) through (3-94) and (3-107) for Model 
3.
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techniques for the numerical solution of ordinary differential 
equations, because along the characteristic curves the partial 
differential system reduces to ordinary differentials. Within this 
solution approach, there are two categories of solution methods (8). 
One involves "open" type formulas characterized by the Runge-Kutta 
technique, while the other category consists of "closed" type 
formulas characterized by the predictor-corrector technique. In 
open formulas, the solution for the variable u, which is a function 
of an Independent variable x, at the point u(x+Ax) is expressed 
in terms of the function and its derivative, ~  = f(x), evaluated 
at point x and points backward, x-Ax, x-2Ax, etc. which are already 
known. Whereas closed formulas express the solution for u(x+Ax) 
in terms of backward points and at x+Ax by estimating the value of the 
function at this point and iterating until a correct value is 
found.
In the second approach, the system equations (3-81) through 
(3-86) are Investigated. These equations are approximated by the 
use of finite differences producing a system of algebraic equations 
to be solved. Von Rosenburg (44) recommends various finite difference 
schemes based on the class (parabolic, elliptic or hyperbolic) of 
the partial differential equation. For quasilinear systems of the 
hyperbolic type, the centered-difference scheme is recommended. In 
this scheme, the partial derivative terms are approximated through 
use of truncated Taylor's series at-:the midpoint or center of 
two consecutive discrete independent variable locations. Thus, 
for the simple system u(x), the centered-difference approximation
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at the point x - —  is,
duI _ ufx] ~ ufx-Axl
^ 1 -fix/ 2
2
and terms such as u are evaluated by simple averaging,
“2 1 - Ax/2 = \  <u2fx“^ }  + u2(x3)
Each of the aforementioned techniques was explored and 
implemented. Of these, only the predictor-corrector method 
discussed in the first approach proved satisfactory. The un­
successful Runge-Kutta and finite-difference schemes were beset 
with numerical instability problems.
4.1.2 Discrete Variable Notation
Consider the evaluation of the system variables only at a 
finite number of points spaced equally in each direction. The 
domain of interest of the bed is represented by the value of the 
discrete independent variables at each of these points described 
by the subscripts i,j where
\± - i(A\) i = 0 , 1 ....
= j(A8 ) j = 0 ,1 ,......
with A0 not necessarily equal to A\. A grid network describing the 
bed is
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(i,J)
(0,0) (1,0)
X
The notation for the dependent variables at a specific discrete 
point (i,j) is expressed in the following manner,
U(V V ■ ui,j
for u = Y,Y, S, 0, a), |i,.
4.1.3 Predictor Corrector Algorithm
The characteristic differential equations of Model 1 were solved 
using a second-order predictor-corrector integration scheme. The 
various integration formulas which apply for the system
ai =
can be presented in simplified form as
Starcer
unri- 1 u + h m +  5  f(l ,u)l m* nr J
h
2
(4-1)
(4-2)
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Predictor
(4-3)
Corrector
|ff(l u )  + f(l 
Z L m, m
where h = Al.
1  = mhm
fchand the superscript k represents the k iteration
The starter is the modified Euler formula (25), and it is used 
near boundaries when values of u are known at only one level back 
fron m+1. Once the integration has been started, the predictor 
formula is utilized to estimate the value of u at the new point, 
and the corrector is then used iteratively to improve upon this 
value. The predictor is a multistep integration formula in­
corporating Newton's backward formula (8 ), while the corrector is 
a second-Oi.der Euler formula utilizing an average slope between 
the point of interest, m+ 1 , and the next point, m.
To facilitate implementation of this integration scheme to 
Equations (3-87) through (3-92), use the following functional 
notation
F^Y,^} = -A^Y-u,) 
F 2 {Y,Y,S,0,uj,h} = -a2ay 
F3 {Y,Y,S,0,u>,p/} = -A3AS 
F 4 {Y,Y,S,0,u),p,} = -A4 (YAC)
(4-5)
(4-6)
(4-7)
(4-8)
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F 5 O,Y,S,0,(U,h} - -A5 (YRC)«(SRC) (4-9)
F6 (Y,Y,S,0,a)jtx} - -A6 [(p,-Y) + A ?AY + AflASj (4-10)
where A ^  AY, AS, YRC, SRC, and YAC are defined in Chapter
III. Furthermore, define
FK,i,j = FK(Yi,r Yi,r Si,j’ 0i,j* "i.j,
K « 1 ,2 ...6  (4-11)
- Ul~1-^ i-1/2,j 2u. 1 / 9  , = 1" a‘L ---^  ; u = 0,cu,|i (4-12)
u. . + u. .
i.J i,j-l
Ui,j-l/2 ------ =-------  ; u = Y,Y,S (4-13)
AX |U = !’H
ui-i/2.j “ ui-i,j + 2  FKi-i,j \ : : : (4-i4)
K = 1,2,3
A O  U  =  0 ,U),|JL
' t . i a a  “ “ij.i + r W i  = (4'15)
|_K = 4,5,6
Utilizing Equations (4-2) through (4-15), the second-order 
starter, predictor and corrector formulas for Equations (3-87) through 
(3-92) become, 
starter equations:
Yi,j = Yi-l,j + Fl{Yi-l,j + 2 ^ Fl{Yi-l,j,p,i-l,j},
^i-1.1 + ^i.n _ 
2 I “ Yi-l,j + AX{YiIl£2,j,M'i-l/2,jJ‘
(4-16a)
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Yi,j " Yi-l,j + F2 Vi/2.]1 Yi-1/2,_1 *Sl-l/2, j *
0 i-l/2 ,j’ “i-1 /2 , j,M,i-l/2 ,j
(4-16b)
S. , = S, . , + AX F, 
i»j i-l.j 3 Yi-l/2 ,j> Yi_-l/2 , j *Sj-l/2 , j *
0.i-1 /2 , j* (Ui-l/2 , j *^i-l/2 ,j
(4-16c)
*i, J * *i,J-l + F4 Yi,j-1 /2 * Yi,j-l/2 ’Si,j-l/2 ’
0 i,.1 - 1 /2 * U)i..1 -l/2 ,t*i. 1 -1 / 2
(4-17a)
“i,j " ®i,J-l + A 0  F5 Yi»j-1 /2 , Yi,j-l/2 fSi,j-1 /2 * 
^i,1 -1 /2 * U)i, 1 -l/2 *M,i, 1 -1 / 2
(4-17b)
i^,j " »i.j-1 + F6 Yi,j-1 /2 * j-l/2 ,Yi,j-1 /2 *
0 i,j-l/2 * “i,.1 -1 /2 * ^ i,.1 -1 / 2  [
(4-17c)
predictor equations:
(4-18a)
Yi J  “ Yi-2 ,j + 2AX F 2 ,i-1 ,j
(4-l8b)
Si J  “ Si-2,j + 2AX F3,i-1,j
(4-18c)
J = 0 i,j” 2  + 2 A 6  F4,i,j- 1 (4-19a)
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(o)
“V  4 4 O +  2 A0 F s 4 4 1i»J i»J“2 5,i,j-l
(4-19b)
(o) - u 
i,j 1»J“2
+ 2A0 F (4-19c)
corrector equations:
i,j i-l,j 2 L  l»x-l,J It- i,j, pl,j JJ
(4-20a)
v (k) „ Y . AX 
Zl,j *1-1,j +  2
F + F
2 ,1 -1 ,j + 2
v (k) „(k-l) (k-1) 
i,j’ i,j * 1,J ’
.(k-1) (k-1) (k-1)
*i,j ■ " i.j '“i .j
(4-20b)
.00 _ 
'i,J “
S
i"l»j 2
F + F
3,1-1,j + 3
¥ (k) Y (k) (k-1) 
i,J* 1,J* i,j *
(k - D  ( k - D  <k-!3| 
9 l,j’ “ i,j ’ 1,J
(4-20c)
,(k) = M , A0'‘i.j 0i,j-i +r F4,i,j-1 + F4 V k) Y <k> <;<k>i,J* i,j’ i»j’
< J
(k-1), m(k-l) (k-1 ) 
i,j i»j ’
(4-21a)
(k) . A0 
"i.j = tui,j-i+ r
F + F 
5,i,j-l 5
M
w(k) Y (k) „(k) 
i,j’ i»j *
L i,j*
(k-1) (k-D 
i.j ’
(k) . A0 F + F 
'6,1,J-l +  6
4
v(k) 
i» j ’
Y (k) „(k) 
i>j * i,j’
*<k> u>(k) u (k“1} 
“i.J* ifJ
(4-21b)
(4-21c)
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Before presenting the solution algorithm, consider the X,0 grid 
network shown below
o
v-y
U3
I
n
ov -/
5*
I
«-|
A
o
IH
e
j= 3  jr
j- 2
j=i i
J°o
Boundary Steps
1) = □
2 ) = x
3) = 0
4) - x
0  *
 a *—
i=0 i=l i=2
Time Steps
1 ) = 0  
2) =» 0 
3) - *
0 * * * * *
0 * * * * *
* *
-K-
0 (1 ,0 ) = ai(i,0 ) » 1 . 0  
H(i,0 ) = T 1 /To
The boundary and initial conditions are shown along their 
respective axes to give a better perspective as to which variables 
are known along each X, 0 axis. Thus values for the oxidation 
reaction radius, sulfation reaction radius and pellet temperature 
(0 , w, p, respectively) are known along the upper horizontal line, 
j = 0 , while the bulk gas temperature, concentration and SO^
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concentration (Y, Y and S respectively) are given along the vertical 
0 axis, 1 « 0. At the point j =0, 1 ■= 0 all six Independent 
variables are known. The symbols on the grid represent points at 
which the steps in the following algorithm will apply. The steps 
are divided into two basic categories. The first set contains the 
"boundary" steps which will be utilized only at the beginning of 
the integration primarily to incorporate the inlet conditions and 
to start integration in the 0-direction. The second category 
includes the "time" steps which will be repeated at each new 0  
level (increment in j). Notice from Equation (3-65) that increasing 
0 , corresponds directly to increasing time for a fixed bed position 
X.
The solution algorithm for the prediction of the concentration 
and temperature profiles in the bed based on the Model 1 character­
istic differential equations is as follows:
Boundary Steps
1) Determine Y(1,0), Y(1,0) and S(1,0) through use of the 
pertinent starter equation, Equation (4-16), and then 
obtain 0(0,1), <u(0,l), and |j,(0,l) by starter Equation 
(4-17). In using Equation (4-16), the values for 0(1,0), 
U)(1,0) and p,(l,0) are given by boundary condition (3-94) 
(see, for example, the expanded form of Equation (4-16a) 
for i « 1, j = 0). Similarly the values of Y(0,1),
Y(0,1) and S(0,1) are known by boundary condition (3-93) 
for Equation (4-17).
2) Calculate Y(i,0), Y(i,0) and S(i,0) at each i, for
i = 1,2,3....1/AX, by predictor-corrector integration 
along the bed length at 0 = j = 0. At each i, first use
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predictor Equation (4-18). then use corrector Equation 
(4-20) Interatlvely until Y, Y and S are each changing 
by less than a specified tolerance, a. Start this 
procedure at i = 2  and then repeat it as 1  is incremented 
by one until i = 1/AX is reached.
The convergence criteria used thrcughout the 
solution technique will be as follows;
Convergence of variable u(i,j) will be accepted 
when
u(k) _ u(k-l)
(k-1 )
(ij j)
- 5where ct = 1 0  for example.
(4-22)
3) Determine Y, Y, S, 0, id, p, at the point 1 = 1, j = 1 by 
applying starter Equation (4-16), then starter Equation 
(4-17). To insure accuracy, correct the values obtained 
by utilizing Equations (4-20) then (4-21) iteratively 
until each of the six dependent variables is changing
by less than the specified tolerance. Before using 
Equation (4-16), however, values for 0(1,1), uj(1,1) and 
|i,(l,l) must be approximated. The approximation utilized, 
is to set them equal to their respective values at 
i o 1 , j = 0 .
4) Determine Y(i,l), Y(i,l), S(i,l), 0(i,l), u)(i,l) and 
p,(i,l) at each i for i *= 2,3,*.. 1/AX. Starting at i = 2 
and increasing i until the value 1/AX is reached, apply 
the following steps at each new point (i,l):
a) Use predictor Equation (4-18) to obtain
y(o) y(o) an<j g(o)
*(i,l)* *(i,l) (i,l)
b) Use starter Equation (4-17) to obtain
,(o) (o) . (o)
V . i >’ “( i l i ) and “(i.D •
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c) Set the counter, k, to 1.
d) Use corrector Equation (4-20) to obtain
»00 Y (k) and S(k)
(1 >1 )* Y (i,D ^  (1 ,1 )*
e) Use corrector Equation (4-21) to obtain
mOO 0 0  . (k)
(1 ,1 )* (1 ,1 ) ^(1 ,1 )*
f) Use the convergence test, Equation (4-22), on all 
six of the dependent variables. If each of them 
is changing by less than the specified tolerance, 
increment i and proceed to step a). Otherwise, 
increment the counter, k, by one and proceed
to step d).
Time Steps
After completion of the boundary steps, repeat the following 
three steps at each new level of 0 as j is increased (j=2,3,...).
1) Calculate 0(0,j), u)(0,j) and p,(0,j) by using predictor 
Equation (4-19), followed by the iterative application 
of corrector Equation (4-21) until each of these three 
variables is changing by less than the specified tolerance.
2) Compute values for Y, Y, S, 0, tw, and (j, at the point 
(l,j) by applying predictor Equation (4-19), followed by 
use of starter Equation (4-16). Next, improve on these 
initial values by utilizing corrector Equations (4-20) 
and (4-21) iteratively, and in that order, until each of 
the six variables has satisfied the convergence criteria.
3) Determine Y(i,j), Y(i,j), S(i,j), 0(i,j), u>(i,j), and 
|i,(i,j) for i = 2,3,... 1/AX. Again starting at i = 2 and 
incrementing by one until i = 1/AX, apply predictor 
Equation (4-18), then predictor Equation (4-19) followed 
by the use of corrector Equations (4-20) and (4-21) 
Iteratively and in that order until each of the six
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dependent variables has converged at each value of 1 .
It should be noted that whenever Equations (4-16) through 
(4-21) are utilized In the above algorithm* each of them are always 
implemented in the a, b, c sequence. When applying Equation (4-16), 
for example, first (4-16a) is utilized, followed by (4-16b) and 
lastly (4-16c). The computations in the algorithm can be terminated 
when the breakthrough concentration is attained or after a specified 
elapsed time has occurred.
Several subjects pertaining to this solution algorithm deserve 
further comment. By use of Equation (4-14) in Equation (4-16), 
the pellet temperature, oxidation reaction radius and sulfation 
reaction radius (^, ¥ and uu) have been considered to vary linearly 
between the points iAX and (i-l)A\ along the axis of the bed. 
Referring back to Equations (3-84), (3-85) and (3-86), the varia­
tion of these three dependent variables with axial distance is 
incorporated by the variation of Y, Y, and S with distance. This 
is a relatively weak dependence, however, as will be illustrated 
in the results section. Thus the major variations in 0 and u) 
occur with time, or the 0 -characteristic in this case, and the 
assumption of linear profiles between axial grid points is 
acceptable when integrating Y, Y and S axially through use of the 
starter Equation (4-16). Furthermore, if any significant error were 
introduced by this assumption, it would be rectified by the subse­
quent correction of the values for Y, Y and S at this point by 
use of corrector formula (4-20). The corrector does not depend 
on values at the point (i-1 /2 ,j) or any other points between normal
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grid points. Values predicted by the starter formula are always 
readjusted by the Iterative use of corrector formulas except In 
boundary step 1). Similar comments can be made on the use of 
Equation (4-15) in starter Equation (4-17) with regard to the 
linear profiles of Y,Y and S between grid points along the 6 - 
characteristic.
The algorithm was devised in as general a manner as possible, 
so that it can be used to solve any system of first order coupled 
nonlinear partial differential equations of the following form,
= zi> z25 1  = l»-..n (4-23)
= Fj {u, u i z >^ z2  ^ -J = 1» * • *m (4-24)
with boundary conditions given by,
u^z^ = 0 , z2} = arbitrary function of z^
(4-25)
u^{z^, z^ = 0 } = arbitrary function of z^
where the F^ and F^ represent arbitrary functions of the dependent 
variables u, • • * u n 3  an<^  ill ” and the independent
variables z^ ind z^« Thus the nonadiabatic case, Model 3, and the 
diffusion controlling case, Model 2, can also be solved using 
this algorithm. The algorithm may be applicable to a large class 
of partial differential equations, since systems of n ^  order quasi- 
linear partial differential equations can always be reduced to a
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system of first order partial differential equations by trans­
formation of the dependent variables.
The algorithm is also very efficient in that relatively little 
storage of profile Information is required. Referring to the last 
grid network shown, it can be seen that at most only three 0 -levels 
plus convergence and error estimation criteria for the dependent 
variables need storage allocations in order to predict their values 
along the length of the reactor at the next 0-level. Three 0-levels 
are required, because a two-step predictor-corrector technique has 
been applied. Thus for AX = 0.05, a maximum of only 390 dependent 
variable storage locations are required when implementing this 
algorithm on a digital computer for the Model 1.characteristic 
equations.
Whenever corrector Equations (4-20) and (4-21) are used in
succession, the number of dependent variables evaluated at the 
ttl
current or k Iteration increases and those evaluated at the 
preceding or (k-1 ) correction iteration decrease correspondingly 
as the sequence of formulas (4-20a), (4-20b),...(4-21b), (4-21c) 
are being implemented in succession. This should lead to faster 
convergence for the variables at the end of the sequence.
The predictor-corrector solution algorithm presented in this 
section has been translated into an equivalent digital computer 
program written in Fortran IV language for either the IBM 360-65 
at the Computer Research Center or the XDS Sigma 5 in the Chemical 
Engineering Building at Louisiana State University. A copy of the 
Fortran IV program is listed in Appendix C.
Ill
4. 2 Analytical Solution Technique - Model 2
4.2.1 Description
Ozawa (33) studies the solution of the following set of partial
differential equations,
S j  - 5 a - <4-26)
subject to the boundary conditions
u(zx = 0 , z2) = uo(z2); z 2  > 0  (4-27)
v(zx, z2  = 0 ) = vq(z1>; z1 >  0 (4-28)
where dependent variables u and v are each functions of independent
variables z. and z„, u and v represent known functions of zn and 
1  2 * o o c 2
z  ^respectively and f is a known function of both u and v. This 
equation set arises often when describing transient, reacting 
systems in fixed beds with one-dimensional geometry.
Noting that du/dz^ - dv/dz2  = 0, Ozawa introduces a potential 
function, Q, such that
u = dQ/dz2; v = d Q / ^
§j2_ . f(«i/az1,aQ/3.2)
If f is separable, that is,
f(u,v) = g(u) h(v)
and if either of the functions g or h is linear, analytical or 
semianalytical solutions for Equations (4-26) can be obtained by 
utilizing the Legendre transformation. The Legendre transform, I, 
of Q is defined as (2),
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I - + u z2-Q
Utilizing the relationships between the potential function, 
Legendre transform and the original equation set, Ozawa establishes 
the following system of equations assuming that g(u) = u,
—  = ------ — ------  (4-29}u dv /bz, ^
v-v +
o h(v )
dzi “ ---dv av ,iz.—  (4-30)
[ - . ♦ - f e n
h(v) v-v +
Z 2  " 3 u £  J z ^dv + x(u)J (4-31)
where X(u) is a function determined through the boundary condition 
(4-28). Thus from Equations (4-29), (4-30) and (4-31) with 
boundary conditions (4-27) and (4-28), Ozawa provides a procedure 
to obtain analytical expressions of the form
Z 1  = Fi^u»v  ^ (4-32)
z2 = F 2 (u ,v ) (4-33)
where and F 2  are functions of u and v obtained by this integration 
procedure.
The resulting solution, Equations (4-32) and (4-33), of the 
original system equations are implicit with respect to the dependent 
variables and usually may not be inverted analytically to obtain 
explicit expressions for u and v in terms of z^ and z^.
The major disadvantage of Ozawa's procedure is the difficulty
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encountered In obtaining an expression for F 2 (u,v) from Equation 
(4-31). Blschoff (6 ) derives an analytical solution technique for 
Equations (4-26), (4-17), and (4-28) which is much easier to 
implement than Ozawa's by assuming a solution
based on intuition. Equation (4-35) is merely a special case of 
Ozawa's Equation (4-29) where v q is restricted to a constant value 
rather than an arbitrary function of z^. This is normally not a 
very restrictive condition, since it amounts to requiring that 
either the inlet or the initial concentration of one of the reacting 
species be a constant. This criterion is satisfied in most fixed 
bed applications.
Under this restriction, Bischoff obtains the following implicit 
solutions,
v(Zl,z2) - vo
o (4-35)
z
1
(4-37)
(4-38)
o
which apply to the differential equation system,
(4-39)
u(0 ,z2) = uq(z2) (4-40)
u(z^,0 ) = vq = constant (4-41)
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If uq Is also a constant, the relationship between Equations 
(4-32), (4-33), (4-37) and (4-38) can be expressed by
V(V Z2> dv
/n \ (v*v )h(v) v( 0 ,z2) o'
rv <o,*2) dv
(4-42)
" F2<u’v) * J T h W  <4_43)z 2 v oo
where v(0,z2) related to u and v by Equation (4-35).
4.2.2 Analytical Solution for Model 2
The bulk gas phase S02  balance and pellet reaction interface 
(solid reactant material balance) equation for Model 2, mass 
diffusion controlling, are coupled to each other through the bulk 
gas phase SO^ concentration, S, and the sulfation reaction interface 
radius, tu. However, these two equations are not functions of the 
0 2  concentration, Y, or the reactor temperature, Y.
The expressions for the variation of the S02  and solid reaction 
radius, Equations (3-101) and (3-102) for Model 2 are
_  -Cp «D 0 y00L _
=  g e. 2  2 0 , .  s ------  (3-101)
GR p W_ a) +  (jj (rj-------- 1)
8  * sh2
-3(l-c)p D _L
fr " --r ------------- T “ “---  (3-102)
OK GR 1 +  oj(i-----  -  1)
sh2
with boundary conditions
cu(X,0) = S(0,6) <= 1.0 (3-93)
By using the proper transformation, Equations (3-101), (3-102) and
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(3-93) can be changed to match the form of Equations (4-39), (4-40) 
and (4-41). The transformed equations can then be solved 
analytically.
Define the variables $(\,0) and X(X,0) as
U)
3
3
$ = v- (4-44)
Ofy20€
3(1-0 PgW7 (4-45)
Utilizing § and X» Equations (3-101) and (3-102) become
a* a* . -3(i-OPgne2x. x(3t)1/3________  (4_46)
3 0  OR 2  ! + (3 i)l/3(i _  . 1} ( 4  46)
sh2
with boundary conditions
$(X,0) » 1/3 - §o (4-47)
ay20e
X(O,0) - 3(1.€)PgW7 - X (4-48)
Associating variables between Equations (4-46), (4-47) and 
(4-48) and Equations (4-39), (4-40), and (4-41) as follows,
X = z^
0 =
X - u 
$ = v
the solution can be obtained from Equations (4-35), (4-42) and 
(4-43).
Associating variables properly and rearranging terms, Equation
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(4-35) yields
(4 - 1/3)X 
4(0,0}     —  + 1/3
■ K ^ r - 1- + i ) <4-49>
Associating variables, Integrating Equations (4-42) and (4-43), 
then utilizing Equation (4-49), and lastly retransforming to the 
original variables to and S through Equations (4-44) and (4-45), the 
analytical expressions relating <u, S, X and 0 become,
X = -c.
0 = -C,
/ 3  arctan ( 2u) + 1) V 3  arc tan ( —  + ■1) + In 
X V 3  V V 3
-In u/ - 1
[(■V ■*')
+ »' + (u/ ) 2
2/3 2(rr - 0 ("3-1)
r / u , -1 + i’) - i +  '"5h2
3 S ]
ID-1
T --------7
,/1 +  U) +  0)
(4-50)
(4-51)
where
U)
■ ( t ^  + O
1/3
C, =
GR
3(l-€)pgDe2L
C„ =
2 £f>e“De 2 y 2 0 L
The last two equations are Implicit In S and a> and cannot be 
analytically Inverted to obtain explicit expressions for each of 
these variables in terms of 0 and X. Thus, numerical inversion 
techniques involving one or two-dimensional search techniques are 
required to develop the bed profiles for S and to.
A two-dimensional search algorithm, such as pattern, gradient 
partan, steepest descent, Powell's nonderivative methods, etc., 
could be devised for Equations (4-50) and (4-51). The equations
could be combined in the following manner, for example
1) Square both sides of each equation.
2) Combine the resulting expressions by simple addition.
2 23) Set this relation to zero by subtracting X + 0  from 
each side.
One of the two-dimensional search routines could be implemented on 
the cost function resulting from the last step above, aay 
F(u),S,X,0), by
1) choosing particular values, X and 0 , for X and 0.
2) obtaining the corresponding values Sq and u)o for S and
(u from the numerical solution of the original partial
differential equation system, Equations (3-93), (3-101)
and (3-102) (or simply guess the starting values S°, u)°).
* *
3) evaluating F at X and u>
mfc ^
4) starting the search for the location of F(S,oo,X ,uj ) = 0
at (S , u) ). v o* o'
Due to the complexity of Equation (4-50), these two dimensional 
searches will be very time consuming and the true roots of
k k
F(S,cu,X ,cu ) = 0 may be impossible to evaluate with any degree of 
accuracy.
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A one-dimensional search routine would be much simpler to 
implement and would reduce the search time correspondingly. The 
following procedure for implementing a one-dimensional search 
algorithm to obtain the axial concentration profiles from 
Equations (4-50) and (4-51) could be used (32). Given a set of 
values of uu and 0, Equation (4-51) can be solved for S by using 
the Golden Section search method. The value of S obtained can be 
substituted into Equation (4-50), and a value for A can be 
determined. The Golden Section technique can be utilized since 
the value for S is bounded by an upper limit of 1.0 and a lower 
limit of 0.0. Equation (4-51) would be chosen for the one­
dimensional search because it is much simpler than Equation (4-50) 
which contains complex algebraic expressions within arctangent and 
natural logarithm functions. In evaluating the arctangent function 
by computer or otherwise, care must be taken since,
arctan(x/(-y)) arctan (-x/y)
An algorithm to estimate the error involved in the numerical 
solution of partial differential equations (3-101) and (3-102) by 
comparison with the analytical solution, Equations (4-50) and (4-51), 
is given by:
1) Starting at the point (i=n^,j=2) on the grid network 
shown, in Section 4.1.3, perform the following steps,
a) Evaluate Equations (4-50) and (4-51) using values
for u). and S obtained from the numerical 
j IjJ
solution of the differential equations. Thus the
expected values for A, , and 0 . , are available.
*-»J
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b)
c)
2) Increment j by one and return to step 1-a) until j =
6 mav/A6 , then proceed to the following step
3) Increment i by n2> set J = 2  and return to step 1 -a).
This step is repeated until i => (1 + AX)/AX
4) Evaluate the mean and variance of the errors in 0 and X.
where values for the constants n^ and ^  are chosen so that profiles 
in time at points at 1/3, 2/3 and the outlet of the bed are 
evaluated for accuracy.
The preceding algorithm has been programmed in Fortran IV 
language for use on the IBM 360-65 and the XDS Sigma 5 located in 
the Computer Science Center and the Chemical Engineering Building, 
respectively, at Louisiana State University. A copy of the computer 
program is listed in Appendix D.
Whichever method is used to develop profiles for S and <u for 
Model 2, a simple relation exists between the oxygen concentration
Compute the values for the independent variables 
used in the numerical solution at the point (i,j) 
by,
*
i, j 
*
“ iAX 
- jA0
Determine the fractional errors between the 
numerical values, X and 0 , and the analytical 
values, X and 0, at the point (i,j) by ,
absolute 
fract ional 
error in X
X-X
absolute 
fractional = 
error in 0
0-0
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Y and the sulfur dioxide concentration S. Combining Equations 
(3-102) and (3-103), Integrating and rearranging terms leads to,
(Bel/De 2 )Y _ s (4-52)
If boundary condition (3-93) Is utilized and If the Sherwood 
numbers are equal. The last assumption is a very good one for 
the system under study since
N^ohl ' ^  .9980 ___
(Hg h 2  - I) = 79983 " - ” 8 6
using values from Appendices A and B for the pertinent parameters.
Similar analytical expressions for the bed temperature, Y,
cannot be obtained from either Equation (3-104) or (3-105) in
conjunction with the analytical expressions for u), S and Y. An
approximate relationship for Y, accurate within numerical
integration by quadratures, can be obtained through Equation (3-105)
which neglects the heat capacity of the external gas phase.
From Equation (3-105), the following expression is valid at 
*
a given X = X ,
Y(X
*  3 ( i - € ) € PgDe2y 2oLAHi i  r  soj de
“ 1,0 " _ 2 J l-hu(NGR“T o 1 'hu(Nsh2_1)
o
utilizing boundary condition (3-93). The integral can be evaluated
numerically (44) using Guassian quadratures or simpler algorithms
* *
such as the trapezoidal rule. Values for S(X ,6 ) and u)(X ,0) in 
the integration procedure can be evaluated using any of the numerical 
inversion algorithms for Equations (4-51) and (4-52) presented
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earlier. This would be a very time-consuming procedure however, and 
Is not recommended.
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CHAPTER V 
RESULTS
Mathematical models describing transient, nonisothermal operation 
o£ a fixed bed chemical reactor involving reactions between gaseous 
reactants in the feed stream and solid reactants distributed through­
out the porous inert solid support were developed in Chapter III. 
Numerical and analytical solution techniques applicable to these 
models were introduced in Chapter IV. In this chapter, the accuracy 
of the numerical solution algorithm and an analysis of the transient 
operation of the reactor will be performed.
5.1 Operating Parameters for Flue Gas Sulfur Removal via Fixed
Beds of Metal Oxides
Before presenting the concentration and temperature profiles 
for the various models, analysis of the differential equations may 
be helpful. The solution to these equations depends upon the 
constants A^ ■♦Aj and A^ as defined in Chapter III. These
constants in turn depend upon the physical properties of the flue 
gas and the pellets, the reactor and pellet dimensions, and the inlet 
and initial conditions of the system.
Expressions for the physical properties of the flue gas and 
the porous pellets (consisting of copper oxide distributed on an 
inert alumina carrier) are developed in the appendices, and those 
appearing in the dimensionless constants are presented in Table 3. 
Values for these properties at 675°K (402°C) are also given, since 
675°K and 1 atm will represent standard or reference operating
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Property
pg
C
8
el
e2
AH,
AH
II
II
K,
K,
TABLE 3
Physical Properties with Temperature Effects 
*
Expression 
0.351T-1
0.228+8.33-10-5T 
+ 3.04*10"9T2
0.207+8.14-10"5T 
-3130T"2
3.69*10"4T0,562
3.71-10"4T0,509 
-5 0 445
8.85-10
2.61T-67500
7.41T-138640
,-1350
(-
9.15*10 e
8.92-1014 e
)
-13500)
2.16-10'3T1,31
8.39-10_4 T 1 , 4 1
Value at 
675°K. 1 atm
5.2.10- 4
0.286
0.256
0.0144
0.0102
1.61-10"3
-65740
-133600
1.24-106
1.84-106
10.99
8.19
Units
g/cc
cal/g-°K
cal/g-°X
sq.cm/sec
sq.cm/sec
cal/sq.cm-sec-
°K
cal/mole 0 ^ 
cal/mole SO2
cm/sec
cm4 /mole-sec 
cm/sec 
cm/sec
* where T - °K
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conditions for the purpose of demonstrating the numerical and 
analytical solutions. A comparison of the temperature and 
concentration profiles obtained by utilizing "average" constant 
values for the physical properties (at 675°K, 1 atm) versus those 
obtained by allowing the properties to vary with temperature will 
be performed.
Standard values for the remaining physical properties and 
operating conditions can be defined as:
gas mass velocity, G = 0.0359 g/sq-cm-sec
(linear velocity = 61 cm/sec)
bed void fraction, e = 0.4
pellet radius, R » 1/4 in. = .635 cm
pellet density, p = 1 . 6  g/ccs
Initial weight fraction cuprous oxide in pellet, Wg = 0 . 1  
inlet oxygen mole fraction, = 0.0304 
inlet sulfur dioxide mole fraction, X^q = 0 . 0 0 1 1  
reactor length, L = 61 cm
initial pellet temperature, = 615°K = 342°c = 650°F 
inlet gas temperature, Tq » 615°K
The effect of temperature on the dimensionless constants is 
given below using the preceding standard conditions and expressions:
A 4 ss 3.4.l06 T_:Lexp( 
<A^ —  3.4*108T ^expC 
A 6  2 : 4*10"2 t ’ 1 / 2  
A 6 Ag =s 5*10‘8 T 2 / 5
-1350. 
T }
-13500
T
AfiA ? —  5 *10 T
-5 1/3
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NShJ -  4 x3/4 : J - »>2
„DI ,  |
Nd2j ^  1 0 1 2  T ' 1 / 2  eXP( ^ | 0 0 ) , j - 1 . 2
a' ^  |  t “ 1 / 2  A 3  2: 5*10“ 4  T 3 / 2
A 2  “  f T " ^ 2  A4 “  7 ’ 1 0 ' 5  T-1^2
The preceding values and expressions are the basis for the 
numerical solutions to be presented unless explicitly stated other­
wise. As mentioned previously, published data on this process are 
not available, but these conditions are thought to be fairly typical. 
Utilizing these standard values, the relation between the
characteristics and the original Independent variables (time and
Gaxial distance) can be Illustrated better. Notice that, 
2,782 sec \  so that for
where t
X
0
p €L 
8
§ - | = 2.782 t-X 
the following conditions exist,
t:(sec) 0 ill
1 0 27.82 1 . 0
36 1 0 0 . 0 0 1 . 0
1800 5150.00 1 . 0
0.36 0 . 0 0 . 0
1 0 26.82 0.965
36 99.00 0.990
1800 5149.00 0.9998
(3-65)
Gt
Thus for elapsed times greater than 36 seconds, 0 * —  *» § to
P8
within one per cent.
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In addition to the concentration and temperature profiles, 
parameters of interest for this study which can be obtained from 
these profiles are the maximum bed temperature attained, the break­
through time, and the bed efficiency. The latter two parameters are 
described in terms of the following definitions.
Breakthrough Time: This is the time required for the sulfur
dioxide level at the exit of the reactor to increase to 1 0 % 
of its inlet concentration.
Bed Load, B: This is the amount of CuSO^ contained in the
bed at any given time.
th
n , volume of\ /pellets w i  differ-\
B = lim E I CuSO, perj ^per unit J^ential bed J 
n -*00 i=l pellet bed volume volume
weight
( p e U e t )  (cuSOTper )
 ^density volume of CuSO,
- I Cl-€)PsW 7LDg J (1-U)3 )d\
o
which can be integrated numerically using the trapezoidal rule and 
profile information.
Bed Efficiency, T|: This is the cumulative fraction of sulfur
dioxide removed from the flue gas which has passed through the 
bed up to any given time, t_.Ei
By 7
11 =
where W 7 = inlet mass flow rate of SO^* g/sec 
X 7 “ stoichiometric constant
"  "2  V22/M7 y27 "  g S02/g  CuS04
128
When comparing two alternative processes or modes of operation 
which possess equivalent breakthrough times, the one having the 
larger bed efficiency would be preferred, since this Indicates that 
a larger percentage of the SC^ was removed. The bed efficiency can 
vary for processes with equal breakthrough times’when the break­
through curve of one is sharp and the other flat. In the former, 
the exit SO^ concentration would remain very low until near break­
through, and then rise to breakthrough concentration very rapidly.
A rough idea of the bed loading at breakthrough can be obtained from
the radius of the outer shrinking core at breakthrough, because
3
fractional pellet utilization is given by l-<w . The efficiency is 
only of secondary importance, however, since the critical criteria 
for a successful SC> 2  removal process are the breakthrough time and 
the maximum bed temperature attained. Achieving the largest break­
through time possible would be an important goal, since this would 
lead to less frequent regeneration and more economical operation.
As mentioned previously, the maximum allowable bed temperature 
(peak temperature) will be 750°C in order to prevent degradation 
of the pellets.
5.2 Accuracy of the Numerical Solution Technique
The accuracy of the numerical integration technique presented 
in Section 4.1 can be ascertained through use of the analytical- 
comparison-algorithm developed in Section 4.2.2 and presented in 
Appendix D. The comparison algorithm yields the mean absolute 
fractional differences between the analytical and numerical values.
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of the Independent variables for a given set of dependent variables. 
The variance In these two quantities Is also computed. This 
algorithm can only be used to determine the numerical accuracy for 
the Model 2 characteristic equations using constant, "averaged" 
properties, since this is the only case which possesses an 
analytical solution.
Using the standard conditions defined in the preceding section, 
analysis of the effect of step sizes (A0 and AX) on the accuracy of 
the predictor-corrector integration scheme for Model 2 with constant 
properties is shown in Table 4. For each case it was attempted to 
present an equal number of points for error evaluation to the 
comparison subroutine, because the number of samples can affect the 
mean and the variance. Thus, 300 points were usually transmitted 
to the comparison subroutine for evaluation of error.
From Table 4, the optimum A0 for AX = 0.05 (20 discrete points 
in distance) occurs between 50 and 25. Employing Equation (3-65) 
and AX = 0.05 and A0 = 25, At corresponds to 13.5 seconds. . For 
larger step sizes with distance, no reasonable A0 could be obtained. 
When the distance step size was decreased to 0.025, A0 had to be 
decreased in order to obtain stable numerical solutions. Numerical 
instability was inferred whenever abnormal oscillations in the 
profiles for any of the dependent variables occurred and/or whenever 
values for Y, S, 0, w or T| exceeded 1.0 or became negative (since 
each of these variables is normalized between 0.0 and 1.0). Also, 
values for the dimensionless temperatures, Y and |x, less than 1 . 0  
indicate numerical instability as long as T^ s T , since the reactions
TABLE 4
Effect of Step Size on Accuracy of Numerical Solution 
____________________ (Model 2)_______________________
Space "Time" Mean Absolute Variance of Absolute
Increment Increment Fractional Error Fractional Error Numerical
m i (A6 ) in \ in 6 in X in 0 Stability
0.025 25 0 .6 -1 0 " 2 2.73*10' 2 0.27 *10~ 3 0.59*10" 2 Yes
50 - - - - Unstable
0.050 1 0 1.43*10~ 2 5.08*10-2 1.26*10"3 1 .6 8 *1 0 ~ 2 Yes
25 1.43-10" 2 5.02-10- 2 1.25*10"3 1.65’10-2 Yes
50 1.40»10-2 4.91*10~2 1.19*10-3 1.57-10" 2 Yes
1 0 0 2.07-10"2 7.78-10’2 2.36*10‘3 3.9*10' 2 Unstable
0 . 1 0 0 1 - 2 5 • «• — Unstable
are exothermic.
For AX « 0.05 notice that a minimum exists in both the X and
8  deviations at A0 111 50. This phenomenon can be explained by
considering truncation and roundoff errors. These two types of 
errors always occur in numerical integration. The latter is present 
because only a finite number of digits can be used to represent 
numbers in digital computers. Roundoff errors exist because the 
integration formulas are only approximate for finite step sizes. 
Therefore decreasing the step size usually reduces the truncation 
errors, but conversely increases the accumulated roundoff errors 
since more steps are needed to reach a given final point. Thus, 
optimum step sizes should exist at which the combined truncation and 
roundoff errors are minimized.
In conclusion, step sizes of A0 = 50 and AX = 0.05 will be used 
to develop the Model 2 profiles even though step sizes one half 
this size for each variable produced less deviation when compared 
to the analytical solution. Differences in the profiles obtained 
for either pair is negligible, and the former pair leads to
execution times one-fourth that of the latter for equal final values
of bed length and real-time operation of the bed (a single sorption 
cycle). Normally, a single sorption cycle would be the elapsed time 
between introduction of flue gas to the reactor and the point at 
which the exit concentration reaches 1 0 % of the inlet SO^ 
concentration (breakthrough).
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5.3 Model 2 Profiles
Results of the numerical solution of the Model 2 equations using 
the standard Inlet and Initial conditions and standard, "average" 
values for the physical properties are shown in Figures 4 through 
8 . These profiles were obtained using A0 = 50 and AX = 0.05.
Figure 4 is a plot of bed efficiency versus time elapsed since 
the flue gas was first introduced to the bed. Figure 5 presents 
the normalized bulk gas phase oxygen concentration versus the time- 
distance characteristic, 0, with the distance characteristic, X, 
as a parameter. From Equation (3-65), it can be seen that for a 
fixed distance 0  varies proportionally with the elapsed time from 
the instant that the flue gas first reaches this point in the bed.
Thus the curves of Figure 5 are essentially a plot of 0£ con­
centration versus time at different points in the bed. Using 
0  as the ordinate instead of "real" time merely shifts the profiles- 
with-time for each point in the reactor to a common origin. If "real" 
time were used, the concentration profile at the outlet of the 
reactor with time would be offset from that at the reactor inlet
by t , the time required by an inert to traverse the length of the£
bed.
The normalized bulk gas phase sulfur dioxide concentration versus 
6  with normalized distance, X, as a parameter is presented in 
Figure 6 . This figure contains the breakthrough curve which is 
defined as the profile at the outlet of the reactor. From the 
relationships between X, 0 and t presented in Section 5.1, 30 minutes 
corresponds to a 0 of 5150. Breakthrough (S = 0.10) occurs for
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0 ■ 5700 which is equivalent to 33 minutes after sorption was 
initiated. Notice in Figures 4 and 6  that bed efficiency decreases 
refect outlet SOg increases.
Figure 7 illustrates the position of the unreacted-shrinking- 
core radius within a pellet at various positions in the bed as time 
of sorption varies. The normalized radius, iu, is presented and this 
can be related to conversion of solid reactant by Equation (3-36a). 
Notice that at breakthrough, the pellets at the bed outlet have 
hardly been utilized u) *** 0.99. Penetration of the sulfation re­
action site at the bed inlet is also small. At breakthrough, it 
corresponds to a normalized radius of 0.95 which is only 14.5% 
conversion of the solid reactant at the bed inlet.
The reactor temperature at various locations and times within 
the bed is presented in Figure 8 . Notice that reactor temperature 
is monotonically increasing at any given point in the bed and 
could conceivably melt the reactor if long sorption cycles were 
allowed and enough CuO were present during adiabatic operation.
This feature is one of the major weaknesses of Model 2. Comparing 
the Model 2 reactor energy balance, Equation (3-105), with the pellet 
energy balance of Model 1, Equation (3-92), the model 2 balance is 
merely a pellet balance and no allowance of axial transport of heat 
is present. Thus, the temperature of the flue gas near the entrance 
jumps immediately to that of the very hot pellets at this point and, 
because pellet-bulk gas thermal equilibrium exists, the gas tempera­
ture decreases as the gas passes down the reactor, never carrying 
away any of the heat generated in the various segments of the bed. 
This is a very unrealistic feature and Model 2 cannot be expected
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to generate very rigorous reactor temperature profiles. Therefore 
Its use should be restricted to checking the accuracy of the 
numerical Integration.
Figures 3 through 8  represent time profiles or what an observer 
sitting on a pellet sees as the flue gas flows past him or what 
goes on within the pellets at his axial location In the bed.
Figures 9,10, and 11 represent "snapshot" profiles of the state of 
the SO^, pellet unreacted-shrinking-core radius, and temperature 
along the length of the bed at a fixed Instant of time. To be 
completely rigorous, they represent what an observer riding a 
nitrogen molecule sees as he passes through the reactor, but his 
journey is so fast (0.36 seconds at the "standard" conditions) 
that they approximate a snapshot of what is occurring throughout 
the bed at any instant. Therefore, these "snapshot" profiles can 
be obtained directly from the "time" or 0 -profiles by merely placing 
a straight-edge perplndicular to the abscissa at a particular value Of 
6 . These three figures illustrate the wave-like nature of the con­
centration and temperature profiles.
The effect of allowing the physical properties to vary with 
temperature is illustrated in Figure 12. Comparing Figure 6  with 
Figure 12, the results with variable properties show no appreciable 
change from those obtained by utilizing constant properties. A 
slight difference does exist, however, because breakthrough ( 6  =
5700) no longer corresponds to 33 minutes. In converting from 0 
to t,
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since density decreases with temperature. Thus breakthrough for 
Model 2 with variable properties occurs at 36 minutes. The peak 
temperature for variable properties is 6 6 6 .7°K (393.7°C) while 
that for constant properties is 665.5°K for Model 2. This represents 
a rise of 50°C in 45 minutes and is well below the 1025°K upper 
limit for peak bed temperature. In both cases the peak temperature 
location is the entrance to the bed which is to be expected for 
the energy balance utilized. As was the case for the SO2  profiles, 
(see Figures 6  and 12), the shapes of the (^shrinking-core radius 
and temperature profiles for variable properties are identical to 
those for constant properties (see Figures 5, 7, and 8  respectively).
The increase in the peak temperature and the breakthrough time
for the variable property case can be explained upon examination of 
*
f
the variation of the constants with temperature. The consumption 
of SO^ and the generation of heat (determined by A^ and A^ res­
pectively) increase as the temperature decreases. The average temp­
erature in the bed for the variable properties run was about 640°K, 
whereas, the physical properties were evaluated at 675°K. Therefore 
the increase in the exit SO^ concentration should be slower and 
the rise in the bed temperature greater for the conditions of the 
variable property case. Naturally the effects would not have been 
very substantial if the constant properties had been evaluated at a 
more proper average temperature (say 645°K rather than 675°K). In 
conclusion, however, allowing the physical properties to vary had
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no appreciable effect upon Model 2.
Execution time for a 45 minute sorption cycle utilizing Model 2 
with constant conditions was one minute and 10 seconds on the IBM 
360-65. This represents a computer to real time ratio of 0.026. The 
ratio for the variable property solution was 0*108 for a 48 minute 
sorption cycle or 4.1 times greater than the constant property 
solution.
The penetration of the reaction zone into the pellets (solid 
reactant conversion) can be increased by increasing A^. For a 
given pellet diameter, this could be accomplished by reducing the 
initial CuO concentration, W^, or by increasing the diffusion 
within the pores, Since Knudsen diffusion predominates, the
latter phenomenon varies in direct proportion to the size of the 
pellet pores. For both variable and constant properties, the 
furthest penetration of the sulfation reaction site at the "standard" 
conditions is 0.95R (14.5% pellet conversion) for Model 2. Referring 
to the latter case as the standard, the following results were 
obtained using constant properties for Model 2:
Operating
Conditions
Maximum
Reaction
Penetration
Pellet
Conversion
Break- 
Peak through
Temp.(°K) Time(min)
Standard 0.95R
0.935R
14.5%
17.6%
653
680
33.0
46.0
0.935R 17.6% 650 18.5
0.907R 26.0% 660 35.4
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The maximum penetration In each case occurred at the reactor inlet.
As expected, decreasing the CuO concentration increased pellet 
utilization, but reduced breakthrough time by 50% which is very 
undesirable. Doubling the effective pore diffusivity (increasing 
the size of pellet pores) increased breakthrough time by 39% and 
increased pellet utilization by 2 1 %. In the extreme, therefore, 
only 26% of the pellet volume has been converted to CuSO^.
5.4 Model 1 Profiles
5.4.1 Constant Properties
Results of the numerical integration of the Model 1 
"characteristic" differential equations by the predlctor-corrector 
scheme introduced in Section 4.1.3 are presented in Figures 13 through 
19. To achieve stable solutions, it was necessary to reduce A0 to 
10.0 (from 50.0) for a distance step size of A\ = 0.05. These step 
sizes will be used in the remainder of this chapter unless stated 
otherwise. The standard initial and inlet conditions were used, but 
the physical properties were evaluated at 640°K, instead of 675°K, 
in order to match the average temperature expected in the bed.
For a sorption cycle of 5 minutes, execution time on the IBM- 
360-65 was 1.81 minutes which corresponds to a computer/real time 
ratio of 0.36. This ratio is 13.9 times as great as the ratio for 
the standard conditions, constant property run of Model 2.
The breakthrough curve is the bottom curye in Figure 16.
Instead of steadily increasing from 0.0 to the breakthrough point of 
0.1 at the bed exit as in Model 2, the normalized SO2  concentration
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slowly falls from Its Inlet concentration to a normalized
value of 0.4993 after 5 minutes (0 - 782). This can be 
explained by observing the exit Og concentration profile which is 
given by the bottom curve of Figure 15. It behaves as in Model 2 
(see Figure 5) since it slowly increases from near 0.0, but at a much 
faster rate. Physically, this means that the sulfation reaction 
cannot start immediately because most of the is being consumed by 
oxidation and there is very little CuO for sulfation. As more oxygen 
becomes available, the oxidation reaction site penetration deepens, 
thereby allowing sulfation to occur. Thus, the consumption of SO2  
is delayed until the oxidation reaction penetration becomes 
significant.
Analysis of the dimensionless numbers evaluated at "standard" 
conditions will lend further insight to the Model 1, constant
3
property results. The Sherwood numbers are both greater than 10 
which means that resistance to diffusion of mass across the surface 
film surrounding each pellet is negligible compared to the resistance 
to mass transfer in the pellet pores. The modified Damkohler number 
for the oxidation reaction is on the order of 1 0  ^implying that the 
diffusion resistance in the pores is very large in comparison to re­
sistance to the oxygen consumption at the oxidation reaction site. 
Thus, pore diffusion is the controlling resistance for the oxidation 
reaction at the "standard" conditions. The modified Damkohler 
numbers for the sulfation reaction possess orders of magnitude of
10° and 10^. Thus, N_„, and N . „ indicate that pore diffusionD21, D22 sh2 r
and chemical reaction at the sulfation site influence the sulfation
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reaction simultaneously, and that the film mass transfer resistance
faster than sulfation as was expected.
From Figure 19, the peak temperature attained by the pellets Is 
648°K (375°C) which is a temperature rise of 33°C in 5 minutes.
A 50°C rise in 45 minutes occurred in Model 2 at the same initial 
and inlet conditions. This means that the heat liberated by the 
oxidation reaction significantly Increases bed temperatures. 
Comparing the shapes of the temperature profiles in Models 1 and 2 
(Figures 8 , 14 and 19), the effect of allowing heat to escape to 
the bulk gas phase and be carried down the reactor is very evident. 
Temperature "waves” are developed and the location of the maximum 
temperature moves down the bed with time rather than remaining at 
the entrance as in Model 2.
The peak temperature was determined from Figure 19. Notice the 
bed temperature is only shown at the bed inlet, Z = L/3, Z - 2L/3, 
and the bed outlet. A more detailed profile would show that the 
true peak temperature was 2°k higher and located at Z = 3L/5 
rather than at 2L/3. Therefore the magnitude and location of the 
peak temperature obtained from the normal output of the computer 
program is only a general (but rather good) estimate of these 
quantities.
Another interesting phenomenon of Model 1 is that the bulk gas 
temperature can exceed the pellet temperature once the hot spot 
(peak temperature at any instant) is passed. This can be explained 
by examining the bulk gas energy balance, Equation (3-87) and
is negligible. Also
Dl
oxidation reaction is much
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considering hitching a ride upon a nitrogen molecule. Such a ride
Is traced In the t, Z plane by a constant value of 6 . The pellet
temperatures observed during this ride can therefore be ascertained 
by examining Figure 19 at a constant value of 0. Between the 
bed entrance and the location of the hot spot, the nitrogen molecule 
observes Tg > T^, and therefore its temperature increases. Once past 
the hot spot however, the nitrogen molecule has risen to very nearly 
T and finds that the pellet temperature has dropped leaving
8 1 Q&X
T > T . Thus, this flue gas now preheats the remaining portion of
g s
the bed as heat is transferred to the pellets. Before the hot spot 
is reached, the pellets can be considered to preheat the flue gas
before it reaches the point of maximum reaction rate. This
phenomenon makes the Model 1 energy temperature profiles much more 
realistic than Model 2.
After 5 minutes of sorption, the maximum sulfation reaction 
site penetration is 0.997R (1.0% pellet utilization) and the maximum 
oxidation reaction penetration is 0.852R. Both conditions occur at 
the bed entrance as seen in Figures 17 and 18. At the same time 
and point for Model 2 (constant property run), the sulfation 
penetration was 0.979R (7% pellet utilization). Thus the addition 
of the chemical reaction resistance at the sulfation site decreased 
the pellet utilization by.70%.
Comparing Figures 4 and 13, the Model 1 efficiency is much lower 
and exhibits a gradual increase throughout the sorption cycle. This 
corresponds directly with the gradual decrease in the exit S 0 ^ 
profile. The maximum effeciency attained is 44.2% while the
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minimum efficiency for Model 2 under similar conditions is 92%.
Thus the addition of the chemical reaction resistance at the 
sulfation site is responsible for an average drop in bed efficiency 
of 67%.
By increasing the sorption cycle, the exit SO^ profile 
reached a minimum normalized concentration of .4959 at 7.5 minutes 
and then began to rise. This indicates that the point of maximum 
sulfation had passed through the length of the bed and finally 
reached the exit of the bed at 7.5 minutes.
In studies of similar fixed bed systems, the accuracy of the 
numerical solution is usually determined by analytically integrating 
the solid phase material balances at the bed entrance since the gas 
phase concentrations remain constant at their inlet conditions.
This is not possible in Model 1, since Equations (3-90, 91 and 92) 
are too complex.
5.4.2 Variable Properties
Allowing the physical properties to vary has a greater effect 
on the!Model 1 profiles than it did for Model 2. This is expected 
since the reaction rate constants are more temperature dependent than 
the effective diffusivities. Figures 20 and 21 represent the variable 
property S0£ and pellet temperature profiles respectively. For a 
5 minute 2 second sorption cycle, the computer to real time ratio 
is 0.9 which is 2-^  times as great as for constant properties. As 
in the discussion for Model 2 with variable properties, note that 
the inclusion of variable gas density has varied the sorption time 
even though the final value of 0  is the same in both the constant
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and variable property runs ( 2  seconds more for variable property). 
Again, this occurs since the temperature at the bed exit at the 
end of sorption Is 644°K and the constant physical properties are 
evaluated at 640°K.
The peak temperature for variable properties Is 642°K and 
occurs two-thirds down the length of the reactor from the inlet.
Thus there is a slight increase (2°C) in the temperature profiles 
from the constant to the variable property case for Model 1.
The concentration profiles differ in that the SO2  exit profile
decreases to 0.46 rather 0.50 as in the constant property run. The
increased consumption of SO^ can be caused by the slightly higher
temperature level maintained throughout the course of the sorption
cycle, since one of the limiting resistances, , increases
II
strongly with temperature.
To achieve feasible breakthrough times, every possible advantage 
will have to be utilized. Therefore, the variation of properties will 
be included in the remaining studies even though execution times are 
more than doubled. The last case analyzed - Model 1, variable 
properties, 5 minute sorption cycle - will be termed Run 1 in the 
following sections.
5.4.3 Reaction Rate Constants
The effect of the reaction rate constants is investigated in 
Runs 2 through 4 as the frequency factors, k°, are varied. The 
results are tabulated below:
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>perties Run 1 Run 2 Run 3 Run 4
H 
0
1 0 7 1 0 2 5 1 0 2 1 0 7
1 0 1 5 1 0 1 5 1 0 1 5 1 0 1 6
min
0.9985 0.9985 0.9985 0.9910
U>nnax 1.050 1.055 1.055 1.056
s(1>eW
.438 .438 .438 0.014
where subscript "max" Infers the maximum value attained and "min"
the minimum value attained. The normalized sulfation reaction
penetration is u), the bed efficiency is 7], the normalized pellet
temperature is ii(=Tg/To), and the normalized SO2  concentration at
the exit is S(1,0).
Each of the runs consisted of a 5 minute sorption cycle and
2locations for u> , and u are at the entrance and ■=■ down the min 'max 3
bed respectively and at the end of the cycle. Also in each case
the minimum exit SO^ concentration occurred at the end of the cycle.
As predicted earlier, the oxidation reaction rate constant had
2 25no appreciable effect as it was varied between 10 and 10 . In
Run 4, the sulfation rate constant exhibited its rate controlling 
behaviour as an increase of 10 times its reported value (see Appendix 
B-9) drastically changed the breakthrough curve. The shape of this 
curve was similar to the other runs as the exit SO^ concentration 
decreased from its inlet concentration, but the rate of decrease was 
much faster with breakthrough concentration being passed (from 
higher concentrations - this is not the breakthrough time) after 
0.48 minutes. Also, as in the other runs, the exit SO^ was still
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gradually decreasing after 5 minutes. This means that extra care 
must be taken In the experimental determination of the sulfation 
reaction rate constant. Runs 2 and 3 indicate that assuming the 
value of the oxidation rate constant, k^ ., in Appendix B-9 was quite 
satisfactory.
5.4.4 Lumping Pellet Heat Transfer Resistance at Surface 
The previous Model 1 runs neglected the internal resistance 
to heat transfer (kg -* 0 0 ) for the pellets. As mentioned in Section
3.1.8, the lumped (at the surface) pellet heat transfer resistance,
h 7, can be approximated by
1  1  . R
h7 = h + irs
h /
which yields = 0.1 at 675°K. Assuming that this ratio is
constant with temperature, the effect of including pellet internal 
resistance is studied in Run 5. The results for Runs 1 and 5 are 
given by:
Properties Run 1 Run 5
h 10"5 T 1 / 2  10"6 T 1 / 2
id  . 0.9985 0.9982
min
S^nax 1.050 1.0441
Position X * 2/3, X = 1.0,
of u, 0  = 0 , 0  = 0 ,rmax f f
S(1»8)min 0 , 4 3 8  0.6247 @ 4 . 8 8  min
S(l,0f) 0.438 0.6248
where the subscript "f" refers to the end of the sorption cycle
(5 minutes).
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The maximum sulfation penetration Is greater In Run 5 because
the Inlet pellet temperatures during the entire cycle averaged 5°C
higher than those In Run 1. This coupled with the fact that the
same amount of Oj and SO^ were available In both runs (Inlet gas
concentrations are constant) leads to Increased sulfation at the
Inlet. From the location and magnitude of T In these twos ,max
runs, the temperature wave for Run 5 travels down the bed faster and 
with a smaller amplitude than In Run 1.
Reduction In the magnitude of the heat wave can be explained by 
the decreased value of h. Less heat Is transferred from the hot 
pellets to the flue gas at the bed entrance with reduced h. Thus 
the entrance pellet temperatures are greater for Run 5. However, 
less preheating of the downstream pellets can occur If less heat 
was given to the gases at the entrance. Furthermore, what little 
heat that has been transferred to the gas will not transfer very 
readily to the cooler downstream pellets because of the Increased 
surface resistance. Thus there Is much less preheating of the 
downstream bed Initially; and, as the reaction zone proceeds 
down the bed, less preheating of the flue gas takes place. 
Consequently the sulfation reaction (except at the entrance) is not 
as rapid, since is strongly dependent on temperature and It is a 
rate controlling factor.
Results of Run 5 indicate that rapid transfer of heat between 
phases aids performance of the reactor. Unfortunately, large re­
sistance to heat transfer between the phases is predicted for the 
present system (see Section 3.1.8). Thus the profiles of Run 5 are
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more likely to occur than those of Run 1.
5.4.5 Greater Initial Bed Temperature
The effect of permitting the initial temperature of the pellets 
to be greater than the inlet gas temperature is studied in Run 6  
shown below:
Properties Run 1 Run 6
T (\,0) 615°K 675°K
Q
is , 0.9985 0. ‘979min
u, 1.050 1.154►“max
Location X ■ 2/3, X = 2/3,
of u. 8  ■ 0 - 0  = 8 ,pmax f f
S^1,0^min 0.438 .077 @ 4.1 min
S(l,8 f) 0.438 .079
Both runs are for a sorption cycle of 5 minutes. Note that the 
velocity of the heat wave was not affected in Run 6  as it was in Run 
5. A vastly improved breakthrough curve is obtained for Run 6 .
The exit SC^ level decreases rapidly from its inlet level and passes 
down through breakthrough after 1 . 8  minutes, reaches a minimum level 
at 4.1 minutes, then gradually begins to increase again. The peak 
temperature attained is 710°K (437°C) which is well below the upper 
safety limit of 1020°K.
It is very likely that industrial application of this reactor 
would involve initial bed temperatures greater than the inlet 
temperatures (35). Therefore this improvement in operation can be 
expected to occur.
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A solution with T (\,0) “ 800°K was impossible to obtains
due to instability even though step size was halved.
5.4.6 Inlet Conditions
The effects of various inlet conditions are illustrated in
Runs 7, 8 , 9 and 10 which are compared to Run 1 in Table 5. Each
of these runs represents a sorption cycle of 5 minutes. Inlet gas
temperature and initial pellet temperature were increased from 615°K
to 675°K in Run 7. This corresponds to operating with a hotter flue
gas. In Run 8 , the inlet oxygen concentration is increased by
50%, while in Run 9 the inlet sulfur dioxide concentration doubled
over that of Run 1.
The velocity of the heat wave has been slowed in Run 7, since
the location of T at 5 minutes is one-third down the bed versus
s,max
two-thirds for Runs 8 , 9, 10 and 1. Run 7 possesses the best break­
through curve of all the cases studied. The exit S0£ concentration 
decreased from its inlet level to the breakthrough level in ten
seconds and reduced another tenfold in the next 20 seconds. It then
-4gradually declined to a minimum normalized concentration of 1 .8 . 1 0
after 2.5 minutes. At the end of the 5 minute sorption cycle it had
-4only reached a level of 3.0.10 . Therefore, obtaining a hotter flue
gas greatly improves breakthrough. The flue gas temperature may be 
beyond the feasible control of the sorption unit operators however. 
Thus, this benefit may be difficult to achieve economically.
From the results of Runs 8 , 9 and 10, it can be concluded that 
increasing the inlet oxygen concentration improves the reactor
TABLE 5
Effect of Inlet Conditions on Model 1
Properties Run 7 Run 8 Run 9 Run 10 Run 1
Difference 
between Run 1
T. = T = 755°K 
i o yl0  ** 2  y ! 0  
of Run 1
y 2 0  " 2 y 2 0  
of Run 1
y 1 0  2  y 1 0  
y 2 0  “ 2 y 2 0
None
a)
^min
0.9872 0.9978 0.9971 0.9957 0.9985
^max
1.0472b) 1.0687 1.0577 1.0724 1.0552
c)
Location
of p. max
s a , e j
X = 1/3,
e = ef
-4d) 
3*10 *
X = 2/3, 
8  = 9f
0.253
X = 2/3, 
0  = 8
f
0.462
X = 2/3,
e = ef
0.265
X = 2/3 
6  * ef
0.460
a) Occurs at the bed entrance at the end of the sorption cycle in each run. Maximum pellet 
utilization is obtained by l-a)^  .
b) p = Ts/T0
c) 6 ^ corresponds to 5 minutes.
-4
d) Decreased below breakthrough at 10 seconds and reached a minimum level of 1.8»10 at
2.5 minutes.
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performance, while increasing Che sulfur dioxide concentration 
has no appreciable effect. Increasing inlet 0  ^concentration by 
50% halved the exit S0£ concentration at the end of the 5 minute 
cycle. This may be a very practical method to increase the 
consumption, since the inlet 0 ^ concentration may be increased by 
combustion of the fuel with more excess air. This would also 
increase the sorber inlet temperature of the flue gas which is 
very desirable.
5.4.7 Bed. Pellet and Pore Dimensions
Parameters which the reactor designer has some measure of 
control over are the bed length L, the pellet radius R and, to some 
extent, the pore size. Increasing the pore size is equivalent to 
increasing the effective diffusivities in the present system, since 
Knudsen diffusion predominates. The effect of increasing diffusivity 
is given by Run 11, varying the pellet diameter is illustrated in 
Runs 12 and 13, and increasing bed length is studied in Run 14. These 
runs are compared to Run 1 in Table 6 . To achieve numerical stability, 
the distance step size, A\, had to be halved in Runs 13 and 14.
In Run 11, the diffusivities are made ten times greater. Such 
a large increase is realistic when pore size is increased to the 
point where ordinary molecular diffusion predominates over Knudsen 
diffusion (see Appendices A - 6  and B-6 ). From Table 6 , it can
3
be seen that the maximum utilization of the pellets (1 -u) ) and them
location of the peak temperature are equal between Runs 1 and 11.
The latter fact indicates that the heat waves had equivalent 
velocities in each run. The peak temperature for larger pores is
TABLE 6
Effect of Physical Dimensions on Model 1
Properties Run 11 Run 12 Run 13 Run 14 Run 1
Difference D = 10D , 
ei ei
: of Run 1 
0.9982
R = -| R R « R/2 L = 2L None
between Run 1 
a)U) .min
J
of Run 1 
0.9982
of Run 1 
0.9971
of Run 1 
0.9985 0.9985
u 1.1181 1.0660 1.0967 1.0556 1.0552
nnax
Location X = 2/3, X = 2/3, X = 1/3, X = 1/3, X = 2/3
of u 5 min 5 min 4.92 min 5 min 5 min
Tnax
s(i,e£)b) 0.153 0.324 c)0.070 0.260 0.438
a) This occurs at the bed entrance a^d at the end of the sorption cycle in each run. 
Maximum pellet utilization is l_U)m£n *
b) corresponds to 5 minutes
c) Decreased below breakthrough after 4.1 minutes.
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39°C greater, however, which Is due to the Increased rates of 
reaction (pore diffusion was a rate limiting factor for sulfation). 
This caused the exit SO2  level to be much lower at the end of the 
cycle (0.15 versus 0.44), but still not below the breakthrough 
concentration. As In Run 1, the exit SO^ concentration continued 
to gradually decrease at the end of 5 minutes in Run 11. Thus while 
increasing the pore size improved the performance significantly, 
this factor alone will not produce practical breakthrough curves.
Reducing the pellet diameter from 1/2" to 1/4" is studied in 
Run 13 and to 2/5" is presented in Run 12. As mentioned in 
Appendix B-2, these sizes are within the practical range used in 
fixed bed reactors. As indicated in Table 6 , reducing particle 
size vastly improves performance of the reactor. This is predicted 
by analysis of the dlmensionless numbers, since rates of change 
of each of the system dependent variables (the constants, A^, of 
Chapter 111) varies inversely with R, and the Sherwood and Damkohler 
numbers are proportional to R. These last two numbers are the 
ratios of the pore diffusional resistance to film and reaction site 
resistances respectively, and a decrease in their value increases 
pore diffusion rates. Since pore diffusion is limiting, reducing R 
directly improves reaction rate according to the form of the 
differential equations.
In Run 12 a 20% reduction in pellet diameter resulted in a 30% 
drop in exit SO2  concentration when compared to Run 1 at the end of 
5 minutes. The maximum pellet utilization and velocity of the heat 
wave are the same as Run 1, but the peak temperature is 7°C higher
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In Run 12. In Run 13 a 50% reduction In pellet diameter resulted 
In an 85% drop In exit SO2  concentration. As in Run 1, the exit 
S02  was gradually decreasing at the end of the cycle. Maximum 
pellet utilization was slightly improved in Run 13. Also in relation 
to Run 1, the peak temperature is 25°C greater in Run 13, and from 
the respective location of their peak temperatures, the velocity 
of the heat wave is slower in Run 13. These results indicate small 
pellets should be used in the present reactor. With regard to the 
numerical simulation, however, halving pellet diameter approximately 
doubles execution time, since AX had to be halved in Run 13.
According to the dimenslonless constants, A^, increasing reactor 
length should increase the rate of change of each of the dependent 
variables in direct proportion. This criterion is met in Run 14, 
since doubling the reactor length reduced the exit SO2  concentration 
of Run 1 by 44% at the end of equivalent length sorption cycles.
The magnitude and velocity of the heat waves and the maximum pellet 
utilization of Runs 1 and 14 are equivalent. With regard to the 
numerical solution, increase in execution times are proportional to 
the increase in L, since Ax has to be halved in Run 14 in order to 
achieve stable solutions. The comparison between Runs 1 and 14 
indicates that increasing reactor length improves reactor performance, 
but capital investment increases with reactor size also.
In conclusion, the results of Runs 11, 12, 13 and 14 demonstrate 
that increasing reactor length and pore size improve the reactor 
performance, but not to the degree that reducing pellet diameter 
achieves. Also, changing the size of the pellets is more reasonable
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than Increasing pore size or reactor length from both practical 
and economic considerations.
The length of the sorption cycle was increased for Run 13 and 
resulted in a breakthrough time of 18.2 minutes. The pellet temp­
erature profile and sulfur dioxide profiles for this run are presented 
in Figures 23 and 2 2 respectively. The peak temperature is 
442°C (715°K) which represents a temperature rise of 100°C in 17 
minutes. This run was repeated with the exception that the lumped 
pellet heat transfer resistance, h /, was used instead of h. The 
results strikingly indicate the controlling effect of the internal 
resistance, since the exit SO2  concentration never dipped below the 
breakthrough level, and reached a minimum normalized concentration 
of 0.15 after 15 minutes, then slowly began to rise. Notice in 
Figure 2  2 that the breakthrough curve remains below the 10% level 
for 14 minutes out of the 18 minute sorption cycle.
5.4.8 Mass Velocity
The effect of reducing the mass velocity G is studied in Run 
15, while increasing the velocity is incorporated in Run 16. The 
results of these studies are tabulated below and compared to the 
standard (Run 1):
Properties Run 15 Run 16 Run 1
G/GRun 1 1 / 2 3/2 1 . 0
min 0.9985 0.9985 0.9985
rmax 1.0555 1.0560 1.0552
Location 
of u.max
X = 1/3, 
0 » 0£
X = 2/3,
e - e £
X - 2/3 
8  ■ 6t
FIGURE 22. NORMALIZED SULFUR DIOXIDE PROFILE
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su, e f)
Properties Run 15 
0.256
Run 16 
0.608
Run 1 
0.438
where 0^ represents a sorption cycle of 5 minutes. To achieve a 
stable numerical solution for Run 15 It was necessary to halve the 
distance step size.
Increasing the mass velocity corresponds to either increasing
the mass flow rate of the gas or reducing the cross-sectional area
of the bed. In Run 16, increasing the standard value of G from Run
1 by 50% reduced reactor performance, since the exit SO 2  level
increased by 32% over that of Run 1 at the end of a 5 minute sorption
cycle. Halving the standard value of G increased reactor performance
by reducing the exit S( > 2  level of Run 1 by 44%,. The magnitude of
3
the maximum pellet utilization (1“U)min) was not appreciably changed 
by varying G.
Notice from the results of Run 14 in Table 6  and Run 15 of 
this section that doubling the reactor length had the same effect as 
halving the mass velocity. This can be predicted from the system's 
dimensionless constants, since the ratio ~  appears in through 
Ag. The maximum penetration of the sulfation reaction ((t>ni^ ri), the 
magnitude and location of the peak temperature (ttinav) > a“d the 
exit S ( > 2  concentration at the end of the sorption cycle are identical 
in Runs 14 and 15.
The mass flow rate of the flue gas will normally be beyond the 
control of the reactor designer, therefore varying G can only be 
accomplished by varying the bed diameter. Decreasing G by one-half 
corresponds to increasing bed diameter by 41% for a given gas mass
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rate. Therefore this increase in performance can be achieved by 
increasing capital investment (larger reactor), but the Increase 
in performance is not as significant as that produced by using 
smaller pellets or by increasing the bed temperature level.
5.5 Summary
For A9 - 50 and AX = 0.025, the numerical solutions generated 
by the predictor-correctot algorithm of the Model 2 differential 
equations were shown to match the analytical solutions to within 
approximately 3% at any point in time and distance. In order to 
assure numerical stability for the cases studied with Model I, it 
was necessary to use step sizes of AS = 10.0 and AX = 0.025. No 
analytical method was available to check the accuracy of the numerical 
solution of the Model 1 differential equations.
In Section 5.3, it was shown that the Model 2 energy balance 
is unrealistic, because the transfer of heat between the pellet and 
bulk gas phase cannot be neglected. Breakthrough time for the 
•'standard" operating conditions was approximately 33 minutes for 
Model 2. Allowing the physical properties to vary with temperature 
had no appreciable effect with Model 2.
The temperature profiles and breakthrough curves of Model 1 
are very different than those of Model 2. Analysis of the pertinent 
dimensionless numbers indicates that pore diffusion in the sulfation 
zone of the pellet and the chemical reaction at the sulfation site 
are the rate controlling steps at the expected operating conditions. 
Thus, Model 2 is not very realistic for the system under study,
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while Model 1 Is.
Allowing physical properties to vary with temperature affected 
the Model 1 breakthrough curves yielding improved performance.
This feature should yield more realistic profiles, but its inclusion 
increased the computer to real time ratio 2.45 times that of the 
constant property case. For a five minute sorption cycle, this 
ratio is 0.88 for the IBM 360-65 using A0 = 10 and AX = 0.05.
Therefore a thirty minute breakthrough would require 27 minutes of 
execution time on the IBM 360-65 for these step sizes.
Incorporating the oxidation reaction in Model 1 benefits reactor 
performance, since it generated higher bed temperatures which 
consequently increased the rate controlling factors and 
It also has a detrimental effect on performance (breakthrough), 
however, in that sulfation is delayed until the oxidation reaction 
site penetration is significant. Thus, even though penetration of 
the sulfate radius into the pellets was small for all the runs 
investigated, the C ^ O  should be dispersed throughout the pellets 
in order to gain full benefit of the heat generated by the oxidation 
reaction (which penetrates much deeper into the pellets).
Analyzing the system under study through use of the dimensionless 
constants and many simulations utilizing Model 1,it was found that:
1) Pore diffusion and chemical reaction in the sulfation 
layer of the pellets are the rate controlling factors.
2) Resistance to heat transfer within the pellets is 
significant, and including this resistance 
significantly worsens reactor performance.
3) Preheating of the downstream pellets by the flue 
gas (which is itself heated by the pellets at the 
inlet) at Initial stages of a sorption cycle is 
significant and improves reactor performance. At 
later stages of the cycle, as the point of maximum 
reaction rate moves down the reactor, preheating 
of the flue gas by the preceding portions of the 
bed improves reactor performance appreciably.
4) Consumption of S02  by the bed is very sensitive 
to temperature and pellet radius. Therefore 
utilizing a bed still hot from regeneration, 
obtaining flue gas as hot as possible and use of 
1 /4 " pellets or smaller are very desirable.
5) Accurate experimental determination of the sulfation 
activation energy and frequency factor are essential 
Similarly, accurate estimation of the effective
diffusivities for 0 2  and S0 2, either experimentally 
or theoretically, is required.
6 ) Increasing pore size (so that molecular rather than 
Knudsen diffusion predominates), inlet oxygen 
concentration, and reactor size also improve reactor 
performance, but are not as significant or practical 
(ease of implementation and cost) as utilizing 
smaller pellet sizes and higher initial bed temp­
erature and inlet flue gas temperature.
7) Incorporating the various factors (increasing L,
D_, T,, T or decreasing R) which cause improvements 
B i o
in the reactor performance increases simulation time 
since steeper gradients are encountered and/or the 
reactor length is increased (A\ had to be reduced).
Thus, development of a rigorous and efficient model capable 
of mirroring reality and development of an efficient algorithm to
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solve the model's differential equations accurately has enabled 
the preceding analysis to be performed. This analysis emphasized 
the optimization of design aspects for the system under study, 
but could also serve in the analysis of experimental data from a 
pilot plant reactor.
From the various simulations performed, it can be concluded that 
removal of SO^ from flue gas is feasible in fixed bed reactors if 
pellet diameters smaller than 1/4", inlet flue gas temperatures 
greater than 400°C and initial bed temperatures exceeding 440°C 
are utilized in conjunction with the remaining "standard" conditions 
defined in Section 5.1. Temperature rises of approximately 100°C 
and breakthrough times on the order of 2 0  minutes can be expected.
Simulations of the system using Model 3 were not included, 
since run-away temperature and hot spots did not arise for the 
conditions studied, and removal of heat would be detrimental to 
reactor performance.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS
A complex model capable of simulating the transient, non- 
iso thermal operation of a large class of fixed bed reactors has 
been developed. The most complete model incorporated two coupled, 
nonlinear solid-fluid reactions described by the unreacted-shrinking- 
core mechanism. Intraparticle resistances to mass transfer included 
n order type reaction rate expressions, pore diffusion and film 
transfer through an external gas film surrounding each pellet. All 
resistance to energy transfer between the reaction sites within the 
pellet and the bulk gas phase are lumped at the pellet surface.
The model utilizes an analytical solution to the pellet gas phase 
material balances after the pseudosteady state approxina tion is 
applied. The model has industrial importance and is applied to the 
removal of sulfur dioxide from flue gases over fixed beds containing 
copper oxides.
A numerical integration scheme based on the predictor-corrector 
technique is developed to solve the system of equations
i = 1,2
j B 1 ,2 ,...m
where
u .. un
v
n
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The digital computer algorithm developed to implement the integration 
allows the physical properties of the system to vary with temperature.
Utilizing the characteristic transformation, the differential 
equations developed in the preceding model were transformed to the 
above form. For a limiting case, analytical solutions were ob­
tained and utilized to determine the accuracy of the numerical 
solutions. The numerical and analytical solutions agreed to within 
3% using step sizes of 0.025 for dimensionless distance and 50.0 
for the dimensionless "time" characteristic.
Models incorporating multiple solid reactants in solid-fluid 
reactions have not appeared in the literature. Therefore the 
development, solution and application of such a model to an 
industrial application fills a void which currently exists in fixed 
bed reactor simulations. Also, the inclusion of all three intra­
particle mass transfer resistances and intraparticle heat effects 
simultaneously in a fixed bed model is not reported in the literature. 
The author's model accomplishes both of the preceding qualities.
Analyzing the flue gas sulfur removal process through use of 
many simulations with the above model, it was found that internal 
heat transfer resistance and pore diffusion and chemical reaction 
control the rate of the sulfation reaction. Increasing flue gas 
inlet temperature, initial temperature of the bed and using small 
diameter pellets vastly improve reactor performance. Using 1/4" 
diameter pellets or smaller, initial bed temperatures greater than 
400°C, inlet flue gas temperatures exceeding 340°C and the "standard" 
conditions given in Section 5.1, Model 1 predicts that the removal
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of SOg from flue gas by CUgO is feasible in fixed bed reactors. 
Breakthrough times of approximately 20 minutes and 100°C temperature 
rises can be expected.
It was shown that accurate values are required for the effective 
diffusivity coefficients for 0 ^ and SO2 , the sulfation reaction 
rate constant (frequency factor and activation energy), the 
dependency of the sulfation reaction rate on O2  and SO2  concentration, 
and the effective thermal conductivity within the pellets. The 
general model (Model 1) should be reliable, because the reaction rate 
constant, order of the sulfur dioxide concentration dependency, the 
heat of reaction, and verification of the shrinking core mechanism 
were determined via experimental data for the sulfation reaction in 
a published report (35). In addition, established techniques are 
available to predict the effective diffusivities.
As a result of this research, several possibilities of future 
work are evident. Experimental data on fixed bed reactors involving 
gas-solid reaction systems involving multiple solid reactants is not 
available. The present work and that of Parsons et al (35) indicate 
that the removal of sulfur dioxide from flue gas by reaction with 
copper oxide or iron oxide is practical. Therefore it would be 
Interesting to build an experimental reactor to verify the 
observations made through use of the models in Chapter V. Also, 
the development of an efficient solution technique for the rigorous 
incorporation of temperature variation of the physical properties 
represented by equations (3-2), (3-12), (3-33), (3-34), (3-30), (3-31) 
and (3-58) deserves some attention. As mentioned in Chapter III*
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a tractable representation of the pellet energy balance which 
accounts for both radial gradients of temperature within the 
pellets and accumulation of energy in the pellets is needed, since 
both of these phenomena are important and rigorous inclusion of 
only one of them at a time is now possible.
It should also be mentioned that the numerical integration 
algorithm was written in a very general fashion and can be 
applied to a wide variety of problems by merely changing the 
boundary condition section and reading in new data. The total 
number of partial differential equations, the number having partials 
in distance, and the stoichiometric coefficients are considered 
data, rendering the algorithm very versatile.
NOMENCLATURE
radial position within pellet at which 
oxidation reaction is occurring, cm
cross-sectional bed area, sq.cm.
dimensionless system parameters for Model 1 
equations
dimensionless system parameters for Model 2 
equations
bed load = weight of CuSO^ contained in the 
bed at any instant, g
tilmolar heat capacity of i component, cal/ 
g mole-°C
gas mixture heat capacity, cal/g-°C
pellet heat capacity, cal/g-°C
bed diameter, cm
molecular diffusivity, sq.cm.
effective diffusivity, sq.cm.
th
activation energy for i reaction, 
cal/g mole
some function
some function
mass flux or mass velocity, g/sq cm-sec
heat transfer coefficient at pellet surface, 
cal/sq cm-sec-°C
lumped (internal and surface) pellet heat 
transfer coefficient, cal/sq cm-sec-°C
partial molal enthalpy of component i, 
cal/g mole
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heat transfer coefficient at bed wall 
cal/sq cm-sec-°C
gas phase intensive enthalpy, cal/g 
pellet phase intensive enthalpy, cal/g
heat of reaction for reaction i, cal/g mole
indices used in discrete variable notation 
and in numerical algorithms
Legendre transform
3
energy conversion factor, cal/cm -atm.
j* " * 1 reaction's rate constant:
Reaction X = cm/sec 
Reaction II = cnA/g mole-sec
gas phase thermal conductivity, cal/cm-sec-°C
effective pellet thermal conductivity, 
cal/cm-sec-°C
frequency factor for reaction j (same units 
as k±)
film mass transfer coefficient at pellet 
surface for component i, g mole/sq cm-sec
reaction rate constant for reaction j
film mass transfer coefficient of component 
i , cm/sec
bed length, cm
gas mixture molecular weight, g/g mole 
molecular weight of component i, g/g mole 
molar flux of component i, g mole/cm^sec 
weight of component i per pellet, g/pellet 
Biot number for heat transfer
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Damkohler number
Reynolds number
Sherwood number
bed pressure, atm
potential function
radial distance In pellet, cm
radial position within pellet at which 
sulfation reaction Is occurring, cm
pellet outer radius, cm
fch.
overall reaction rate for 1  reaction
3
universal gas constant, 82.06 cm atm/g mole 
°K
y2normalized SO, concentration = —  
z y 2 0
time, sec 
temperature, °K 
some dependent variables 
intensive Internal energy, cal/g 
volume, cc
weight fraction of component in the solid 
pellet
bulk gas phase mole fraction for component 1
weight fraction for bulk gas phase component 
1
pellet gas phase mole fraction for component 1
bulk gas phase molar concentration for 
component 1 , g mole/cc
pellet gas phase molar concentration for 
component 1 , g mole/cc
normalized oxygen concentration ** y^/y
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axial distance from bed entrance, cm 
some Independent variables
Y27M7stoichiometric constant = I- ■ ■ ■ ■■! — 159.5
g CuSO^/g mole SC> 2
Y22
Y16M6stoichiometric constant = -----  = 286 g
Y 1 1
CUgO/g mole 0 2
stoichiometric constant = Y 21^22 = mo^es 
0 2 /mole S0 2  for sulfation reaction
ttlstoichiometric coefficient for 1  react ioi), 
,thj component 
bed void fraction 
pellet void fraction
bed efficiency = cunmulative fraction of 
SO2  removed from flue gas
a normalized characteristic direction ■
Gt  Z
pg€L ' L
2
normalized distance = r-
L
normalized pellet temperature = ^ 8 / ^ 0
Gt
dimensionless time = ■ ■ T
p8«l
gas density, g/cc 
pellet density, g/cc
convergence criteria in numerical algorithm
a(*
normalized oxidation reaction radius,
K
transformed sulfation reaction radius 
s a) /3
°*20€S
transformed S0o concentration ~2 ---- 3(l-€)p8 W 7
¥ = normalized bulk gas phase temperature =
T / T
g ° r
(;
uu > normalized sulfation reaction radius = —
Subscripts
g = external or bulk gas phase
tih thi = designates i component; i reaction,
or initial conditions 
j = designates j component or j reaction
s = internal or pellet gas phase
S = solid pellet phase
0  = inlet condition
1 = o2
2  = S0 2
3 - N2
4 = C0 2
5 - H20
6 = Cu2°
7  - CuSO^
8  = CuO
I = oxidation reaction
I I  = sulfation reaction
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APPENDIX A
ESTIMATION OF PHYSICAL PROPERTIES FOR BULK GAS PHASE
1. Inlet Temperature Range
For convenience and easy reference, the range of the typical 
Inlet temperatures for a fixed bed flue gas sulfur removal process 
(19,26,29) is given below along with the conversions to other 
temperature scales.
c^_ 1L °F
Minimum Inlet Temperature 342 615 1 1 1 0 650
Average Inlet Temperature 402 675 1 2 1 0 750
Maximum Inlet Temperature 482 755 1360 900
2. Inlet Flue Gas Composition
A typical flue gas composition is nonexistant, since it depends 
on the type of fuel used (coke, fuel oil, natural gas, etc.), the
composition of the fuel, the amount of excess air present, and the
temperature of combustion. The inlet flue gas composition for 
this study is based on the following criteria (1 2 ):
1) Flue gas is a combustion product of the following coal:
Component Weight Per Cent
Carbon 70.1
Oxygen 6 . 6
Hydrogen 4.9
Nitrogen 1.4
Sulfur 3.0
Ash 12.7
Moiature 1.3
2) Combustion conditions:
Excess air «= 20%
Heating value ■ 12800 BTU/pound
3) Sulfur in the coal:
Bums to SOg: 2%
Bums to SO2 : 98%
4) Practically no ash in the flue gas.
5) Flue gas analysis:
Component
Inlet 
Weight Fraction
Inlet 
Mole Fraction
°2 .0340
.0304
so2 .0025 .0011
N 2 .7615
.7805
co2 .1420 .0926
H 2° .0600 .0954
Assuming that only a tenth of the original sulfur dioxide and
oxygen remain in the flue gas at the outlet of the reactor, the
following outlet composition for the flue gas exists for the above
inlet composition.
Component
Outlet 
Weight Fraction
Outlet 
Mole Fraction
°2
.00352 .00314
so2 .00026 .00012
n 2 .78739 .80303
C02 .14680 .09529
h 2o .06203 .09842
The effect of composition on the physical properties will be 
determined by using both the inlet and outlet compositions and then 
comparing the resulting correlations.
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3. Flue Gas Molecular Weight
Based on the preceding flue gas composition range, the mixture 
molecular weight of the gas stream varied by less than 0.25%. Thus 
the gas mixture molecular weight, obtained by mole fraction averaging, 
is 28.6 g/g mole.
4. Gas Density
A volume balance on a given weight of gas of known composition 
renders the following relation between the mixture density, com­
position, and species' densities,
p mixture = p = T—  -----------------  (A-4.1)
g s
i=l Pi
where x^ is the weight fraction of specy i and p^ is the density 
of gaseous specy i. Assuming ideal temperature effect of gases 
and using data available in the literature (13,20), the expression 
below was obtained to represent the gas density.
p - 21.9 T*1 #/cft
8
= 0.351 T * gr/cc
where T is temperature in degrees Kelvin. This expression predicts 
flue gas density to within 0.5% of that obtained by using Equation 
(A-4.1) over the composition range to be expected in this study.
5. Mixture Viscosity
Due to the greater influence of the heavier molecules in 
collisions, mixture viscosities often deviate positively from that
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predicted by simple mole-fraction averaging. The mixture 
viscosity may even be greater than the viscosity of any pure 
component. This phenomenon frequently occurs In mixtures of 
polar and nonpolar gases having a wide range of molecular weights 
but equivalent pure component viscosities.
Using the Chapman-Enskog theory, as recommended in Reid and 
Sherwood (22) and given below, to predict the pure component 
viscosities, the preceding situation Is approached for the flue 
gas. The Chapman-Enskog theory yields the following expression 
for viscosity,
where T is temperature in degrees. Kelvin, is molecular weight 
of specy i, is the molecule diameter in angstroms for specy i, 
and Cly is the appropriate collision integral. The molecular 
weights vary between 18 and 64, while the viscosity ranges from
0.024 cp and 0.037 cp at 673°K.
The Wilke (34) estimation method was utilized to predict mix­
ture viscosity because of its ease of application and agreement with 
experimental data (22) at low pressures. The equations involved are,
, cp
(A-5.1)
9
- [} + (Mj/Mp1^  /{/8(l+(Mi/Mj))1/2]-J
where u = mixture viscosity
O
= pure component viscosity
= molecular weight of specy 1
» mole fraction of specy 1
Generating values with the preceding formulas, the following
expression was arrived at for the variation of mixture viscosity
with temperature,
U, = 6.9.10" 4  T°*637,cp
8
where T is temperature in degrees Kelvin. This expression 
predicts flue gas viscosity to within 2.5% of that given by 
Equation (A-5.1) over the range of compositions and temperatures 
expected in this study.
6 . Bulk Gas Mixture Diffusivities
The theory of diffusion in multicomponent systems is complex, 
with the diffusivity expressions depending upon the geometry of the 
system, the direction(s) of diffusion, and the number of components 
diffusing and remaining stagnant. A rigorous but complex, analysis 
of diffusion in multicomponent gas systems is given in Hirschfelder 
et al (9). A simplifying approximation can be made, however, by 
introducing a mixture diffusion coefficient, for component i
of the mixture. Such a treatment is given in Chapter 21 of Bird, 
Stewart and Lightfoot's text (3), and it will be considered to be 
adequate for the present problem.
In their analysis, the mixture diffusivity is defined by 
Fick's law as,
where 1 ^ is molar flux for species i relative to the molar average
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velocity In a multicomponent mixture. By definition the sum
of the molar fluxes, 1 ^, is zero, yielding the following expression
for In an n-component mixture, 
n
Z  D Vx = 0 
i=i lm 1
The relationship between the molar flux relative to a stationary 
boundary, N^, and 1  ^is,
n
I. = N.-x £ N, (A-6.1)
1  j=l J
Using Hirschfelders and Curtiss' expression for Vx^ (6 ) and
Equation (A-6.1), the equation for D^m becomes (3,4),
n
N.-x E N,
1  j=l J
D. =  r,------------  (A-6.2)im n N.x.-N.x
E ■ 1 J J
j=l °ij
Once the ratios and directions of the N^'s are known, D^m can be 
predicted easily using Equation (A-6.2).
The binary diffusion coefficient, , will be estimated by
(22),
D±j = 1.858.10"3T3/2 J  ^  ^  / (F Op) (A-6.3)
2
where is in cm /sec, T in °K, P is pressure in atmospheres, tL 
is the molecular weight of component i, is the Leonnard-Jones 
force constant for a mixture in j£, and represents the Lennard-
Jones potential function for diffusion.
Basing the molar flux ratios on stoichiometry and using 
Equations (A-6.2) and (A-6.3), the mixture diffusivities are 
determined and presented below for various temperatures.
197
2 2 
Temperature, ®K D ^ c m  /sec) D2m^cm /8ec^
615 0.726 0.452
675 0.835 0.561
755 1.010 0.666
7. Bulk Gas Heat Capacity
None of the available prediction methods for the heat capacity 
of gas mixtures has been sufficiently tested, and the methods for 
polar mixtures are known to be unreliable (22). There is also wide
disagreement among the standard reference books on the data for
common gases.
For these reasons and because of their ease of implementation, 
the empirical relations developed in Hougen et al (1 1 ) for the pure 
component molal heat capacities were deemed acceptable.
The mixture heat capacity obtained by simple mole fraction 
averaging of the pure components is given by
C = 2.78 + 8.33.10"5T + 3.04.10"9 T 2
g
where C is the mixture heat capacity in cal/g-°K, and the absolute 
g
temperature T is expressed in °K.
8 . Bulk Gas Mixture Thermal Conductivity
The thermal conductivity of a gas mixture is usually a nonlinear 
function of composition (22). Compared to the mole fraction 
averaging of the pure component conductivities, a positive deviation 
results if the molecules possess widely different polarities, 
whereas the mixture conductivity is less than this average for polar
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mixtures. Some mixtures, such as show positive deviations
at high temperatures but exhibit negative deviations at low temper­
atures (14).
The flue gas mixture contains both polar and nonpolar molecules, 
therefore simple mole fraction averaging cannot be utilized. For 
this type of mixture, either the Lindsay and Bromley formulation 
or the Cheung, Bromley and Wilke method are recommended (22) based 
on a compromise of accuracy versus ease of application. Both of 
these methods utilize the Wassiljewa mixture equation,
n r n
= Z P /| 1 + £ A (x /* ) 
i=l 1 - 1=1 1J J 1
j*i
where is the mixture property, is the property for component i, 
is a function to be specified and is the mole fraction for
f*h
the i component. This is the same form as the mixture viscosity 
equation in Appendix A-5.
The Lindsay-Bromley method will be used for the flue gas mixture 
since it has been tested more extensively and is easier to implement. 
The method consists of the following pair of equations (22),
k8
= Z k . / T l + S  A .(x ./x. )""! (A-8.1)
i=l 1  L j = 1  U  j i J
where k^ is the mixture thermal conductivity and k^ is the pure- 
component thermal conductivity. The function A ^  was developed I 
utilizing a Sutherland model for a gas and is expressed by,
1/2 2
Ai j  = H 1 + i (|1i / 1‘j ) <HA )3/4[1 + si /T)/1 + sj /T) ] ]  )
[l + au n ) / [ i  + Si/t)] (A-8.2)
where Si 1.5 T,bi
S±j = 0.733 CS±Sj) 1/2
= normal boiling point of component 1
Values for the thermal conductivity of the pure components In 
the flue gas were taken from the literature (27). Data at three 
temperatures (600°K, 700°K, and 800°K) was fitted to a second-order 
polynomial expression In temperature for each component.
A computer program was developed to determine the polynomial 
coefficients and the mixture thermal conductivity at various 
temperatures and compositions using Equations (A-8.1) and (A-8.2). 
Based on these conductivities, the following expression for mixture 
thermal conductivity as a function of temperature was found to be 
valid to within 1 .2 % over the entire temperature and composition 
range expected,
k
g
4.45.10  ^ cal/cm-sec°K
where temperature, T, has units of degrees Kelvin
9. Fixed Bed Heat and Hass Transfer Coefficients
Due to the complex flow paths and geometry in fixed beds, it 
has been necessary to develop semiempirical correlations for mass
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and heat transfer rates between the pellets and the flowing fluid. 
The dimensionless groups selected for correlation are based on 
analysis of the pertinent conservation equations. For forced 
convection in fixed beds, the significant dimensionless groups for 
heat and mass transfer are the Chilton-Colburn j-factors, void 
fraction of the bed, and the Reynolds, Schmidt and Frandtl numbers 
(4).
At negligible interphase transfer rates, advantage can be taken 
of the analogy between heat and mass transfer which, for multi- 
component diffusion, is conveniently expressed by the j-factors 
as (4),
P.
j - V i  N2/3
“D G Sci
(A-9.1a)
*• = same function of
h° „2/3
C
8
4 a  — W
JH C G Pr
ND and €
Re (A-9.1b)
|X
where Nsci = d~ = Sehmidt number for component i 
° ^g im
N = ° = Prandtl number
Pr k
2RG
n =   = Reynolds number
Re *.g
K? “ mass transfer coefficient for component i at
i negligible interphase mass transfer rates
h° = heat transfer coefficients at negligible inter­
phase heat transfer rates.
Equation (A-9.1) is especially valid if the Prandtl and Schmidt
numbers exceed 0.5 and the flow velocity is high. Each of these
conditions is met, since it will be shown that
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N_. ~  1.0, N_ 2  1.0, v «  16000 ft/hrpr sc
where v = fluid velocity.
The transfer coefficients are defined by
Ni = Ki < V ysi>
Q = h(T -T ) g s'
where is the- molar flux of component i perpendicular to the solid-
fluid interface, Q is the heat flux perpendicular to the interface, 
the subscripts "g" and "s" represent conditions in the ambient fluid 
and at the pellet surface respectively. It should be emphasized that 
all of the parameters in Equation (A-9.1) are local and represent 
conditions only at a single cross-section of the bed.
The first j-factor correlation in general use was by Gamson 
Thodos and Hougen (7), and since then there have been numerous 
investigations (2,4,5,10,17,21,35) and correlations published. The 
data for these correlations was obtained in various ways: dissolving
soluble solids into flowing streams, evaporating liquids from 
porous pellets into gas streams, extracting misicible liquids from 
pellets into fluid streams and sublimating volatile solids into air. 
Ten of these correlations were compared over a wide range of Reynolds 
numbers and had a.:mean deviation of + 28% (15,28). This indicates 
the large differences which exist among the various correlations. 
Possible reasons for these deviations include axial mixing effects, 
wall effects, and ambiguity over the vapor pressures and 
diffusivities to be used in the calcuations.
Petrovic and Thodos1 recent correlation (21) was chosen for
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this study, since it matches closely many of the experimental 
correlations (McCune and Wilhelm, Gamson et al, Wilke and Hougen) 
and Carberry's theoretical analysis for conditions existing in 
this study. Their correlation is given by,
€jD = 0.357 N~^ (A-9.2)
which is valid for 3 < N„ < 2000. This correlation is based onRe
new data and correction of various earlier studies by Thodos for 
axial mixing.
Using the results of the preceding sections in conjunction with
Equation (A-9.1), the following expressions are developed for the
transfer coefficients at negligible transfer rates.
o -5 0 hU5
h = 8.85.10 T * , cal/sq cm-sec-°K (A-9.2)
K° » 2.16.10"3 T 1 , 3 1  , cm/sec (A-9.3)
K° = 8.09.10'4 T 1 * 4 2  , cm/sec (A-9.4)
where T is in °K. The mass transfer correlations are valid to
within 2.7% and the heat transfer correlations to within 0.8% in
comparison to Equations (A-9.1) over the expected temperature range.
The Schmidt numbers varied between 1.0 and 1.6, Prandtl numbers
equaled 1.0, and the Reynolds number varied between 135 and 155.
In developing these expressions, j and j were considered equal.
£l D
Bird, Stewart and Lightfoot present approximate methods to 
correct the above values for high mass transfer rates (3,4) using 
either the film theory, penetration theory, or boundary layer 
theory. The authors correlated correction factors, 8 , versus either 
flux ratios, R, or rate factors, 0, using each of the aforementioned
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theories. For mixtures, these quantities are defined in Table A-l.
TABLE A-l
Summary of Coordinates for Mass Transfer 
Correction Plots (4)
Diffusivity Flux Rate Correction
Process Ratio.A Ratio.R Factor,0 Factor,9
E.N.C S iN lCcH h
Heat transfer Npr R^ , = 0^ = J J SJ,
h h
S.N, k' K±
Mass transfer N . R. =* “■ «*■ 0. « -i—1 8. = —sci im k^ ^im im ^/o Ro
‘i i
In Table A-l, h and k£ represent heat and mass transfer coefficients, 
respectively, at significant transfer rates. The following 
relationship applies for the mass transfer coefficients, k^ and
PKk = K >~b
i i M
These correlation charts are given on p. 675 of Bird et al (4).
By utilizing stoichiometry to approximate the ratios of the 
molar fluxes, 1^/Nj, and the fact that yg^ is always less than or 
equal to y^, it can be shown that,
-.06 <s Rim £ 0
for i «* 1,2. The R - 6  chart in Bird, Stewart, and Lightfoot yields,
k , K
1.0 =£0. = — =—  =s 1.04 (A-9.5)im ,o o
i i
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for the conditions of this study regardless of which of the three 
transfer theories is utilized.
From the definition of 0^m one obtains,
k ' ° 0
N = — — — --- (A-9.6)
1  (SjNj/N,)
and from the film theory analysis
*im ’ ln<Rlm + X> * *1» - 2 RL
as R. (A-9.7)
im
for small values of On® c^n combine Equations (A-9.6) and
(A-9.7) to obtain,
K
Ni " Ri-m
k / 0  (x ,-x )
■r  (A-9.8)
Xis j j i
Combining Equation (A-9.2) with the definition of the thermal rate
factor, 0 ^, yields
k / 0  x.. -x- N.18 S -J.(h S —  n £ —■*- c
T uo N. N- gj
h 1 -x, E.
which has the following limits,
-.09 £ 0T ^ 0.0
For this range of conditions, the 0-6 chart in Bird, Stewart and 
Lightfoot (4) predicts
h°
i . °  *  e T  -  g -  ^  1 . 0 7
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regardless of whether the film, penetration or boundary layer theory 
Is utilized.
Thus the interphase mass transfer rate in the reactor under 
study will not appreciably affect the coefficients obtained in 
Equations (A-9.2), (A-9.3) and (A-9.4).
206
APPENDIX B
ESTIMATION OF PHYSICAL PROPERTIES FOR PELLETS
1. Physical Characterization of Pellets
In order to predict effective diffusivity the following pellet 
characteristics for permeability must be known:
1 ) pore size distribution
2 ) pellet void fraction
3) shapes and path directions of the pores.
Pore size distribution is important since it largely determines 
the mechanism of mass transport in the pores. Knudsen diffusion 
predominates in the pores when the mean free path between inter- 
molecular collisions is much greater than the pore diameter, while
molecular or "ordinary" diffusion occurs when the pore diameter is
much larger than the mean free path. Hence pore size distribution 
is important since only one of these mechanisms will apply or both. 
Both may apply in the transition region, which is a range of pore 
sizes and/or molecular concentrations in which both collisions of 
molecules with the pore walls and collisions between molecules are 
equally important. Also, a pore structure involving a system of 
large macropores, each leading to much smaller micropores, could 
exhibit ordinary diffusion in the large pores and Knudsen diffusion 
in the micropores. Such a structure is common when pellets are made 
by compacting fine porous powders.
The shape and direction of the pores is also important. A 
pellet with many bottle-neck pores, for example, would be
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characterized by an effective radius much smaller than the average 
pore radius. The path the pores take in the pellet determines 
the area of intersection at the surface. Also a pore that twists 
and bends, merges with other pores, becomes a dead-end, or runs 
into another outside surface causes varying effects on the rate of 
diffusion.
The void fraction is determined by the shape, path and size 
of the pores.
The following sections quantitize this qualitative introductory 
section on the pellet properties.
2. Inert Pellet Carrier and Pellet Dimensions
Alumina is one of the most widely used catalyst supports,
because it is structurally stable up to temperatures of 590°C, inert
in most reacting environments, and available in many forms with
2
surface areas varying between 1 and 300 m /g. Furthermore, an 
announced industrial fixed bed process (29) and an experimental 
moving bed process (19) to remove SO2  from flue gas both utilize 
inert alumina as the support for copper oxide sorbents. For these 
reasons, alumina is the chosen as the pellet support for the present 
investigation.
The metal oxide sorbent could be distributed onto the pores of 
the carrier by the simple and widely used method described in 
Sa.tterfield's text (23). It consists of immersing the carrier in 
an appropriate solution, followed by drying and then possibly 
reducing or calcining the product. Parsons et al (19) use this
technique with calcination to prepare the metal oxide sorbent and 
give a detailed discussion. The metal hydroxides are dispersed 
on the carrier by precipitation, followed by several filterings 
and washings. The moist product is dried at low temperature for 
several days and then calcined at relatively low temperatures
to avoid sintering. The final product had surface areas of
2
50 m /g and density of 1.6 g/cc.
Catalytic and noncatalytic pellets can be manufactured in 
various sizes and shapes. In fixed beds the pellets normally are 
irregular granules, short cylindrical extrudates, cylinders, 
spheres, and saddles with the mean diameter for these particles 
varying between " and j". If the particles are too large, 
diffusional resistance becomes prohibitive and the interior surface 
becomes ineffective. Particles smaller than " are usually 
mechanically weak, difficult to make, and/or responsible for 
excessive pressure drop. For these reasons spherical pellets 
in the above diameter range will be investigated. Simple shapes, 
such as a sphere, are necessary in analytical reactor studies 
if tractable solutions are to be obtained. Also there exists both 
theoretical (1) and experimental (17) evidence on the applicability 
of mathematical models with spherical pellets to systems containing 
other pellet geometry without loss of accuracy.
3. Pore Size
A study by Weisz and Schwartz (30) on 59 different catalyst 
pellets resulted in average pore sizes varying between 9 2 and 250 2.
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Thus, a mean pore radius of 100 £ will be selected for this study.
4. Pellet Density
In Weisz and Schwartz1 study (30), the density of various 
alumina pellets varied between 0.9 and 1.6 g/cc. The copper 
oxide-inert alumina pellets prepared by Parsons et al (19) possessed 
an average density of 1.6 g/cc. The latter value is considered 
acceptable for this study.
5. Pellet Heat Capacity
No literature data was available on the heat capacity of 
alumina pellets. However Perry (20) lists expressions for the 
molar heat capacities of alumina, cupric oxide and cupric sulfate 
as a function of temperature. The expressions are based on U.S.
Bureau of Mines Bulletin #371 published in 1934. Parsons (19) derives 
similar expressions for the heat capacities of the oxides and 
sulfates of copper using more recent data, however, and these will 
be utilized for Cu^O, CuO and CuSO^. The expressions are of the 
form
C . = A. + B, T + C,T"2 cal/g-°Kpi 1 1  1
Utilizing a weight fraction averaging technique and the fact 
that the maximum initial concentration of cuprous oxide is 10%, 
the solid heat capacity can be expressed as
C = 0.207 + 8.14.10"5 T - 3.13.103t "2 cal/g-°Ks
for the copper-alumina pellets. This expression is valid to within 
+ 2.3% over the expected solids composition range.
6. Effective Pore Diffusivities
Experimental evidence indicates that pores are interstices be­
tween ill-fitting crystallites, possessing highly irregular cross- 
sections and can be considered an array of randomly oriented 
cylinders with rough walls and many intersections with other pores.
There are three possible mechanisms for mass flow in these 
pellet pores:
1) Diffusion in the void area due to concentration 
differences.
2) Forced flow due to pressure differences.
3) Surface migration of adsorbed molecules on the pore 
wall due to specialized conditions allowing thick, physi­
cally adsorbed layers to form.
Flow in pores due to pressure differences can arise for two 
reasons. A pressure drop can develop when a volume change exists 
in a gas phase reaction; i.e., the volune contraction due to 
reaction can cause the interior of a pellet to be at a lower pressure 
than the surface. Pressure differences for this effect are usually 
negligible. Secondly, axial pressure drop in the reactor can cause 
significant pressure gradients across a pellet. This effect does 
not have to be considered for the present study, because there is 
negligible pressure drop in the reactor under investigation. Surface 
migration is rarely significant (23,33), especially at low pressures, 
and will not be included.
As mentioned in an earlier discussion, mass diffusion in the 
pores can occur by two mechanisms - ordinary diffusion and Knudsen 
diffusion. Knudsen diffusion occurs when the gas density is low
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and/or when the pores are quite small. The diffusion coefficient 
per unit cross-sectional area of pore for component 1 In Knudsen 
flow Is (23,33),
dik = 9*7,1°3 r sq cm/8ec
where r is the pore radius In cm, T the temperature In °K, and
th
the molecular weight of the i component. The diffusivity, 
for ordinary diffusion is discussed in Appendix A-6. It occurs 
when molecule-molecule collisions predominate rather than molecule- 
wall collisions. To account for flow in the transition region 
where both diffusion mechanisms are significant, several expressions 
have been developed (23,25,33). Wheeler's intuitive relation is 
given by
Di = “imC 1 - e*P(-DiK/»1M>] (B-6.1)
where is the diffusivity in the transition region. The complexity
involved in the application of the other techniques ususally cannot
be justified. It should be noted that when ordinary diffusion
predominates ^iM^’ exPonent^a -^ term approaches zero
and whereas, when Knudsen flow predominates •
Subsequent expansion of Equation (B-6.1) leads to,
2 3
D . D - fiS + ^ i S _  .
i iK 2D.m  , 2 ...
iM 6DiM
S: D. 
iK
Equation (B-6.1) will be utilized to predict pore diffusivity 
because of its generality and accuracy in all three regions of pore
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diffusion.
The effective diffusivity, Die» will be less than the ideal
pore diffusivity, D^, for two reasons. First, for a given cross-
section of porous material, the amount of free space available for
diffusion is equal to the volume void fraction € , if the poress
are randomly oriented. Secondly, a tortuosity factor, x> must be 
introduced to account for the winding path, irregular shape, and 
varying cross-section of the pores. These three factors all tend 
to reduce the diffusivity. Constrictions offer resistances which 
cannot be offset by enlargements. Also the devious pore path is 
longer than a straight line parallel to the mean direction of 
mass flow. Wheeler develops a theoretical value of 0.5 for x by 
assuming pores to be cylinders of a fixed diameter which intersect 
any plane at an average angle of 45°. Satterfield (23) cites 
experimental data for all types of pellets in which x ranged 
between 0.1 and 1.0.
Based on the foregoing discussion, an expression relating the 
effective diffusivity to the ideal pore diffusion coefficient is,
Die * Cs * Di
Values for c and x f°r this study are chosen from the data obtained s
by Gorring and de Rosset (8) for alumina spheres
C8 = 0.7
X = 0.5
These values are used because alumina was chosen as the support, the 
tortuosity agrees with Wheeler's prediction and the pellets are
213
spherical.
Calculations with various compositions over the temperature 
range of 600°K-800°K indicate the following expression is valid 
for effective diffusivities,
Dle = 3.69.10"4 T°’562, cm2/sec
— 3  7 1  r r > 0 » 5 0 9  2 .D. " j i.iu x cm /sec
2e *
where T is temperature in degrees Kelvin. These two relations
are valid to within 0.7% over the range of conditions (both
temperature and composition) expected.
Knudsen diffusion predominates, especially for the sulfur
dioxide, as the temperature coefficients are approximately equal to
1/2. The SO^ should tend towards Knudsen flow before the Og, since
the molecules are larger and are more likely to hit the pore walls.
7. Heats of Reaction
The standard heat of reaction is defined as the heat of
reaction at 25°C and 1 atm of pressure. It can be predicted from
the standard heats of formation of the products and reactants 
according to the following expression,
~ ^ Product8-J25°C Reactant8J25°c
Using the standard heats of formation pertaining to the copper sys­
tem (19,32), standard heats of reaction for the two reactions.are
AH _| = -74.2 K cal/g mole
r 125°C
AH ,J = -75.94 K cal/g mole
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where AH^, Is Che heat evolved per mole of oxygen converted In 
the first (or oxidation) reaction. *-s t*ie heat evolved per
mole of sulfur dioxide converted In the second (or sulfation) 
reaction.
Heat of reaction is usually strongly dependent on temperature,
therefore a relation must be derived to extrapolate these values to
values which will apply at the high temperatures expected in this
investigation. According to Levenspiel (16), the heat of reaction
2
temperature T 2 , AH^, is related to a known heat of reaction at 
temperature T^, AH*, as follows,
T2
AH^ = AHi j + J V CpjdT jol»2 (B-7.1)
*1
■ where
, c pj ■ j-l>2
and the heat capacities of the gases, (i=l,2...5), are given in 
Hougen et al (11) and those for the solids, (i=6,7,8), are given 
in Appendix B-5. The y. , are the stoichiometric coefficients 
defined in Section 3.1.1. Note that Equation (B-7.1) is not valid 
if phase changes occur.
Expressions for the heats of reaction at temperature T can 
be obtained from Equation (B-7.1) as,
AHrI = -125576 + 4.74 T + 5.36.10-4T2 (B-7.2)
+ 3.34.10"7 + 3.02.l o V 1 
AHrII - -136220 + 3.22T -1.52.10"2T2 (B-7.3)
+ 4.29.IO"6T3 -l.Sl.loV"1
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where AHr Is in cal/g mole and T Is in °K. Equations (B-7.2) and 
(B-7.3) can be simplified to,
_ = 5.22T - 135000, cal/g mole 0orx z
AH _ = 7.41T - 138640, cal/g mole SO
■ XX M
where T is in °K. These last two correlations match Equations 
(B-7.2) and (B-7.3) to within + 0.02% over the temperature range 
of interest.
8. Pellet Thermal Conductivity
Satterfield (23) provides an excellent review on the thermal 
conductivity of porous particles in fixed beds and states that 
relatively little data has been published in this area. "A priori" 
prediction of this property can be ruled out, because the data 
reported thus far yields no significant correlation between con­
ductivity of the pure solid and that of the porous material. Instead,
geometrical considerations predominate, and these factors are
different to quantitize.
For these reasons, the data reported by Mischke and Smith (23)
for alumina pellets with air in the pores will be considered satis-
-4factory. The conductivity is given as 5.2.10 cal/sec-cm-°C at 50°C 
for a pellet density and pressure equivalent to that being using in 
the present study.
The conductivity of gases varies approximately linearly with 
temperature, while the temperature effect of the porous solid is not 
stated in the literature. Evidence that the porous solid con­
ductivity varies inversely with temperature (18) leads to the
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following relation
k - k T * 1'8s o
Utilizing this relation and the preceding data point, the thermal 
conductivity of the porous alumina pellet Is given by
k = 13.5 T cal/sec-cm-°Cs
where T Is in °K.
9. Reaction Rate Constants
Parsons et al (19) performed experimental analyses In order 
to define the reaction kinetics of the sulfation reaction using 
various metal oxides. Utilizing a TRACOR TGA-3C thermal balance 
in their isothermal kinetic measurements, data was obtained in 
the form of solid product (metal sulfate) weight gain as a function 
of time. This raw data was converted to product conversion, X /, 
versus time by dividing the weight gain by the maximum theoretical 
weight gain.
For very small diameter particles of 44-88 microns, it was 
postulated that
^  = k (l-X,)n(x2P) (B-9.1)
for the sulfation reaction. If n = 2/3, this expression describes 
the shrinking core mechanism with chemical reaction rate controlling 
(31). For n = 1/3, the external film mass transfer controls a 
shrinking core reaction (31). A more complex expression for pore 
diffusion controlling the shrinking core was also tested. The data 
for CuO fit the chemical reaction rate controlling, n = 2/3, 
expression very well. This could be expected for such small particle
217
sizes. A value of 40 roin * atm * for k was determined at 482°C 
with initial concentrations of 0.034 and .003 mole per cent for the 
oxygen and sulfur dioxide respectively.
The relation between the Tracor sulfation reaction rate constant, 
k, and that introduced in Equation (3-33), can be determined
by the following arguments.
For chemical reaction controlling, the shrinking core mechanism 
developed in Section 3.1.5 becomes,
fls. . !^IIy y I (3-33)
dt p W_ si s2|rs 7 1 rc
or
bt “ Rp W? yiy2 (B-9.2)
3 /
since yg^(z,r,t) = y^(z,t) for r £ rQ in this case.
Parsons and coworkers define the product conversion, X 7, as the
weight gain of CuSO^ divided by the theoretical stoichiometric
weight gain. Thus the relation between this conversion and the
radius of the shrinking core is
, = weight gain_ = ^ 3  (B-9.3)
max.wt.gain
and therefore
dX' _ 2 dui .
it-  = -3i“ dt
Combining Equations (B-9.1) through (B-9.4) and Equation (3-5)
(which relates mole fraction and concentration) and using Parsons'
conditions (19) for pellet size, pellet density, temperature, oxygen
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concentration and product concentration yields
, 4
k - 1.53*107 cm
II mole-sec
at 482“C (775°K).
For an Arrhenius temperature dependency, the rate constant 
becomes
kj - k° exp(-AE^/RT)
where T Is evaluated In °K. The activation energy for the sulfation 
reaction Is reported (19) as 27 K cal/mole, therefore
kjj = 8.917.10^ exp(-13500/T) cm^/sec-mole SO2
for the sulfation reaction.
CuO + 1/2 02 + S02 -* CuS04
Data is not available on the oxidation reaction,
Cu20 + 1/2 02 - CuO 
but if its activation energy is assumed to be one tenth that of the 
sulfation reaction and if k^ = k ^  at 402°C, then
k^ “ 9.15»10^ exp(-1350/T), cm/sec
where T = °K.
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APPENDIX C
PREDICTOR CORRECTOR ALGORITHM IN FORTRAN IV
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *  
***** PR EDICTOR—CORRECTOR PDE SOLUTION ALGORITHM *****
10
20
DIMENS 
DIMENS 
DOODLE 
DOUBLE 
DOUBLE 
DOUBLE 
DOUBLE 
COMMON 
COMMON 
COMMON 
COMMON 
COMMON 
COMMON 
DOUBLE 
DIMENS 
DOUBLF 
DO I 1 = 
Q( I ) = 0 
READ(5 
FORMAT 
MR ITE( 
FORMAT
PRECISION 
PRECISION 
PRfcCISION 
PRECISION
ION XX(1J,150).YY(10.150).Y<4.IC1.6)•KD(10> 
ION ABC(6)*WXY(6)
PRECISION U 
EH
DZ * DT 
HOLD 
SA V ( 6 )
U<42* 3.6)•N.I.J 
/MO/ ER(6).KOUNT•IPC 
/OM/ JJ 
/MSPC/ DZ•DT«NN.NN1 
/MP/ HOLD!6)
/MFPP/ GC50).Q(20).GG(25)
PRECISION DABS 
ION TITLE(20)
PRECISION AAA(6)
I .20 
« 0E00
.I 0 i TITLE 
(20A4)
6.2G) TITLE
(10X.******••5X.20A4.5X*•*****•//)
IPC= PRINT CONTROL PARAMETER
IR = NUMBER OF DISTANCE 
N = NUMBER OF PDE'S
STEPS
PC=0. SENSE SWITCH CONTROLS PRINTING 
PC »GT• 0* PRINT EVERY PC GRID POINTS 
PC • LT# 0. NO INDIVIDUAL PRINTING
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C NN = NUMBER OF PDE*S WITH PARTIAL WRT DISTANCE CTX
C
c FOR MODEL 1 -
C U< I*Jtl)=PSI( II.JJ), U(I,J.2)=Y<II ,JJ), U(I.J,3)=S<II.JJ).
C U( I •J* 4)=PHI( 11•JJ ) • U<I,J.S>=W(II,JJ>, U(I.J.6)=MU(II.JJ)
C WHERE 11*1-1 AND JJ=J-1
C I=DISTANCE CTX
C J*TIME-DIST CTX
C
c
C CONSTANTS
C
READ!5,100) G.GG 
100 FORMAT!8E10*3)
G( 15)=G(14)*G(32 >/G(31) 
G ( 16)=G(27)/G(28)
G(18)=G(18)*G(50)/28«6
G!19)=G(19)*G(501/28*6
G(39>=G< 29)/G(20)*G<32)
G(40>=G(26)/G(27)*G<31>
IPC=G( 4 1 ) 1
IR=G(35)+0.1
IR1=IR+1
N=G(37>+0,1
NN=G(36)+0«1
NNI=NN+1•1
NM1*N—1
ABC!1>=G<42)
WXY!1)=G(43)
DO102 I=2,NN1 
ABC!I)=0,0E00 
102 WXY! I ) = 0,2E00 
ABC!N)=G(44)
WXY(N)=G(45)
ABC!NMl)=G(46)
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u
u
u
WXY(NMl)= 6(47)
DT=G(34)
TOL=G<17)
KOUNT = 0 
DZ=1•0D00/ IR 
DO 105 1 = 1*N 
105 AAA( I )=67i»*0/G( 22)
CALL PPROP(AAA)
G(18)=G(18)*G(4)/G(50)
G(19)=G(19)*G(4)/G(50)
Q(20)=(1.0-G(2))*G(5)*G(15)*G(20)/G(1)*G(28)*G(30)/G(33)/G(32)/GC2 
19)
ITIM=G(36)*Q(19)/DT+0.01
IT 1= ITIM+1»I
NTP =IT1/102
NTP=NTP+1«1
NTP1=NTP+1
NTP2=NTP1+NTP
ND=2•1
XX(1•l)=0.0
YY(1.1)=1.0
KET= 1
JJMIN=Q(19)*60.0/DT 
JTEST=JJMIN
END OF CONSTANTS
WRITE(6*110) N*IPC*IR•ITIM.NTP1.NTP2 
WRITE(6*120)
WRITE(6*130) G.GG*Q*DZ.DT*TOL 
110 FORMAT(/1 OX*'NO* OF PDE = ••12•I OX*•PRINT CONTROL * '.14./I0X.
1 'LENGTH STEPS = *•13.10X.•TIME STEPS = '.14.
210X* 'STORE AT TIME STEPS I.••12.••••12.•.ETC.•//)
120 FORMAT!10X.'SYSTEM PARAMETERS EVALUATED AT 675 DEGREES KELVIN*/) 
130 FORMAT(9(2X.E11.4)/)
o
u
u
u
 
u 
u 
u 
u
u
u
u
00135K=i » N 
ER!K)=0*0O00 
001351=1.IR1 
00135J=1,3 
135 U(1.J.K)=0*0D00
BOUNDARY AND INITIAL CONDITIONS
THIS SECTION MAY NEED TO BE CHANGED FOR DIFFERENT PROBLEMS
00200 K=1•NN 
D0200 J = 1 • 3 
200 UC 1.J.0  = 1.0000 
DO300 1=1.IR1 
U< I,I»N)=G(21)/G(22>
00300 K=NN1.NM1 
300 U(I.l.K)=1«0000
END OF BC*S
WRITE(6.310)
310 FORMAT(1H1)
WR1TE(6.3201
320 FORMAT!2X.•I•*2X*•J••AX* *PSI•*1SX*•Y*«16X.•S*•16X*•PHI••1SX*•W*•15 
IX.*MU*/>
K=1
WRITE(6.3501 K 
350 FORMAT!/ IX.**** STEP*.12/1
***** STEP 1 *****
COMPUTE PSI11.0).Y!1.0) AND S(1*0)
1=2
J=l
JJ=1
CALL START!11
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n 
o 
ft 
n 
ft 
ft 
ft
CALL OUTPUT 
COMPUTE PHI(0«1)*W(0»1) ANO MUCO.l)
1 = 1
J=2
JJ-2
CALL ST ART(21 
CALL OUTPUT 
K=2
MR1TEI6.350) K
***** STEP 2 *****
COMPUTE PSI(IiO)iY(IiOtl ANO S<I*0)
J=1
JJ=1
D0500 1=3.IRl 
L=l
CALL PREOCL)
CALL CQRR(L)
♦00 KEY=0
00410 K=1«NN 
♦10 SAV(K.)=U(I.J.K)
CALL COR(L)
00490 K=l.NN
TEST=DABSC(U(I.J.K)-SAV(K))/SAV<K)) 
IF(TEST *GE«TOL) KEY=1 
♦90 ERCK)=(HOLD(K)-U<I.J.K))/5.0 
IF(KEY.GT*0) GOTOAOO 
CALL OUTPUT 
500 CONTINUE 
K=3
WRITE(6.350) K
• GT.l
4f
I
c ***** STEP 3 *****
C COMPUTE PS I•Y.StPHI»N AND MU AT <1*1)
C
1=2
J=2
JJ=2
DO760 M=NNltN 
780 UCI.J.M)=U(I.J-l.M)
CALL START(1)
CALL STARTC 2 >
00790 L = 1*N 
790 HULD(L)=U(I•J.L)
CALL CORR(l)
CALL CORR(2)
800 KEY=0
00810 L—I*N 
810 SAV(L)=U(I.J.L)
CALL COR(1)
CALL COR(2)
DOB15 L—I•N
TEST=DABS((UCI«J.L)-SAV(L)J/SAVCL)>
815 IFCTEST.CE.TOD KEV=1 
IF(KEY.GT.0) GOT0800 
00830 L—1 * N 
830 ERCL)=(HOLO(L)-UCI.J.L)1/5.0 
CALL OUTPUT 
K=4
NR ITE C 6.350) K
C
c ***** STEP 4 *****
C COMPUTE PSI.Y.S.PHI.W AND MU AT Cl.l)
C
001000 1=3*IR1 
CALL PREDC1)
CALL START C 2)
I.GT.l
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(JUtloO M=NNl.N 
060 HDLDCM)=U(I•J.M)
CALL CORR(1»
CALL CORR( 2 )
900 KEY = 0
D0910 L= 1 *N 
910 SAV(L)=U(I.J.L)
CALL CORt1 )
CALL CORt2)
00970 L=1.N
TEST-DABSt(U(I.J.L)-SAV(L))/SAVtL))
970 IFt TEST.GE.TOL) KEY=I 
IFt KEY*GT•0) COTO900 
00990 L=1.N
990 ER( L ) = tHOLDt L)—UtI»J.L))/5*0 
CALL OUTPUT 
1000 CONTINUE 
J J=2
COMPUTE AVERAGE BED EFFICIENCY VERSUS TIME
IFfJJ*LT*JTEST) G0T01080
KET=KET+1
JTEST=JTEST+JJMIN
XXt l.KET) = < JJ-1 )*DT/Q( 19>/60*0
K=N-1
VY(l.KET)=tl.0-U(I.J ,K>**3>/2*0 
DOIOSO 1=2.IR 
1050 YYtl.KET) =YY(I.KET)+ t1.O-UtI•J .K)**3)
YY(1.KET)—(YY(I.KET)+t1•O—UtIR1.J .K)**3)/2*0)*Qt20)/XXt1.KET)*DZ 
1/60*0 
1080 CONTINUE
END OF BED EFFICIENCY CALCULATIONS
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c
C brriHE DEPENDENT VARIABLES FOR PROFILE INFORMATION
C
NT = 0 
NTPT =1
DOlltO JJ=I•2
I F ( JJ.LT.NTPT) GOTOlllO
NTPT=NTPT♦NTP
NT =NT♦I
KT-Q
001100 I I — 1•43*I 4 
KT=KT♦1 
1=11*1
IF(I I«EQ*1)1=1
DO1100 M=I*N
Y( KT,JJ,M)=U(I*JJ*M)
1100 CONTINUE 
1110 CONTINUE
C
C END OF STORAGE
C
c 
c
c ********** START OF THETA(TIME) LOOPS ***************
C
c
J=3
D02500JJ=3*IT1
C
c **** TIME STEP I ****
C COMPUTE PHI(0«J)• W(0«J) ANO MU(0*J) J«GT*1
C
DOI200 L=1«NN 
1200 ERCL)=0*0000 
1 = 1
to
to
vo
u
u
u
u
CALL PRED(2>
CALL CORR(2)
1550 KEY=0
001600 L=NNl.N 
1600 SAV(L)=U tI.J *L)
CALL CORt2)
DO1650 L=NNl*N
TEST=DABSt tUtI.J.Ll-SAVCL)>/SAV(L>} 
IFt TESTtGEtTOL) KEY*1 
1650 ER t L) = t HOLDt L)—UtI.J.L))/5«0 
IF(KEY.GT.O)GOTO1550 
CALL OUTPUT
**** TIME STEP 2 ***♦
COMPUTE PSI•Y*StPHI*tf AND MU AT <1«
1-2
CALL PREDt 2)
CALL START11)
DO1690 Ksl.NN 
1690 HOLOtK)=UtItJtK)
CALL CORR(1)
CALL CORRt 2)
1700 KEY-=0
001710 L=1.N 
1710 SAV t L)=U(I,J.L)
001720 L=l*ND 
1720 CALL COR t L)
DO17 70 L=l.N
TEST=DABS(t UtI•J tL)—SAVtL))/SAVCL)> 
1770 IFtTEST.GE.TOL) KEY=l 
IF(KEY.GT.O) GOT01700 
DO1800 L=1tN 
1800 ERtL)*(HOLOtL)-U(I*J.L))/5.0 
CALL OUTPUT
J*GT«1
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ft 
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ft
**** TIME STEP 3 ****
COMPUTE PSI.Y.S.PHI•W ANO MU AT CI.J) I.J BOTH .GT. 1
002000 1=3.IR1 
001810 L=1»N0 
1810 CALL PREDCL)
001820 L=1•ND 
1820 CALL CORR(L)
1825 KEY = 0
001827 L=1.N 
1827 SAV(L)=U(I.J.L)
001830 L=1.N0 
1830 CALL COR(L)
001850 L=1.N *
TEST=DABS((U(I.J.L)-SAV(L))/SAV(L))
1850 IFtTEST.GE.TOL) KEY=1 
IF(KEY.GT.O) GOT01825 
001900 M=1. N 
1900 ERCM)=(HOLO(M)-UCI.J.M))/5.0 
CALL OUTPUT 
2000 CONTINUE
COMPUTE AVERAGE BED EFFICIENCY VERSUS TIME
IFtJJ.LT.JTEST) GOT02080
KET=KET*1
JTEST=JTEST +JJMIN
XX(l.KET)=(JJ-l)*DT/Q(l9)/60.0
K=N— 1
YY(l.KET)=<1.0-U(1.J .K)**3)/2.0 
002050 1=2.IR 
2050 YYtl.KET) =YY(1.KET)+(1.O—UlI•J «K)**3)
YY(1.KET)=(YY(1«KET)+(1•0—UCIR1•J .K)**3)/2.0)*Q(20)/XX(l.KET)*DZ 
1/60.0
2080 CONTINUE
C
C END OF BED EFFICIENCY CALCULATIONS
C
c
C STORE DEPENDENT VARIABLES FOR PROFILE INFORMATION
C
IF(JJ.LT.NTPT) GOT02110 
NTPT-NTPT+NTP 
NT = NT + 1 
KT = 0
002100 11 = 1•43*14 
KT=KTM 
1=11-1
IF(II.EQ.l)1=1
D02100 M=1 • N
Y( KT« NT•M1=U(I.J.M)
2100 CONTINUE 
2110 CONTINUE
C
C END OF STORAGE
C
002400 JK=1*2 
JL=JKF1 
002400 K=1.N 
002400 1=1.IR1 
2400 U( I.JK.K)=U(I«JL.K)
002450 K=l.N 
D02450 1=1.IR1 
2450 U(I•J.K)=0.0D00 
002500 K=1.NN 
UC1.J,K)=1.0D00 
2500 CONTINUE
C
C
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c ************ END OF THETA(TIME) LOOPS ******* 
C
c
c
C LIST DEPENDENT VARIABLE PROFILES
C
WRITE!6.2550) (YY<I.JJ>.XX(I.JJ).JJ=1,KET) 
2550 FORMAT!(10X.2I 3X.D15.7)/))
D02580 KT=1.4 
D02580 JJ=1«NJ 
2580 WRITE(6*2600) KT•JJ.(Y(KT•JJ*M).M=1*N)
2600 FORMAT!IX.II,IX.I3.6!5X*E13«5)/>
C
C PLOT BED EFFICIENCY
C
KD!1)=KET 
ABCD-0.0 
WXYZ=0.20 
LAST=0
CALL MPLOT!XX*YY»KD*1•I•I•OBLAST*ABCD.WXYZ)
NPLT*4
K=1
RAT 10—1•0 
002700 1*1.10 
2700 KD!I )=NT
003000 KT=1.4 
D03000 JJ=1•NT 
3000 XX!KT*JJ)=!JJ-1>*DT*NTP
C
C PLOT N DEPENDENT VARIABLES
C
004000 M=1,N 
IF(M.EQ.N) LAST*!
003800 KT=1•4 
D03800 JJ*1*NT
ro
ww
n
o
n
IF (M. ECU l*OR«M*£Q»N) Y(KT»JJ»M)*Y<<CT •JJ.M)*G<22>-273.0 
3800 YY(KT*JJ1=Y(KT*J,UM)
ABC0=A8C<M)
NXYZ=WXY(M)
PLOT NPUT CURVES FOR EACH DEPENDENT VARIABLE
CALL MPLOT(XX*YY»KD«NPLT#K#RATIO»LAST»ABCD»WXYZ)
4000 CONTINUE 
STOP 
END
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SUBROUTINE OUTPUT 
INTEGER SENSE 
DOUBLE PRECISION U 
DOUBLE PRECISION ER 
COMMON U(42.3*6)*N«I.J 
COMMON /MO/ ER(6)*KOUNT•IPC 
COMMON /OM/ JJ 
DATA SENSE/O/
IF(IPC) 2200•2000•2100 
2000 CONTINUE
IF(SENSE*EQ*1) W R I T E (6*2050) I • J J • IU< I • J*K) *ER«KI *Ksrl*N) 
20S0 FORMATC2CIX.13).61IX.F6.4.IX.09,2))
RETURN 
2100 KOUNT =KOUNT♦1
IF(XOUNT *LT•IPC) GOT02200
WRITE!6*2050)I*JJ*(U(I.J*K)*ER<K>*Ksl*N)
K0UNT*0 
2200 RETURN 
END
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SUBROUTINE STARTCL)
STARTER FORMULAS
DOUBLE PRECISION U 
DOUBLE PRECISION DZ.DT 
DOUBLE PRECISION SltA(6)»B(6)
COMMON U(42«3.6)*N,I.J 
COMMON /MSPC/ OZ*OT*NN.NNI 
GOTO*200*400) *L
INTEGRATE IN 01 STANCE DIRECTION (LAMBDA CHARACTERISTIC)
200 11=1-1
D0210 K = t.N 
210 A(K)=U(I I.J.K)
D0220 K-NN1.N /
220 B(K)*(U<11•J*K)+U(I•J*K))/2*0 
00230 K—1•NN 
CALL FUN(A«S1*K)
230 8(K)=U(II*J«K)+DZ4Sl/2»0 
D0250 Ks1* N N  
CALL FUN(6,SI*K)
250 U((«J.K)=U(I I,J.K)+DZ*S1 
RETURN
INTEGRATE ALONG THETA CHARACTERISTIC
400 JJ=J-1
D0410 K=1*N 
410 A(K)=U(I.JJ*K)
D0420 K=1*NN 
420 B(K)s(U(I.JJ«K)*U<I.J.K>>/2*0 
00430 K=NNltN 
CALL FUN(A*S1«K)
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430 B(K)=U(I.JJ.K)+DT*Sl/2»0 
00450 K=NN1.N 
CALL FUN(B*S1*K)
450 U(I.J.K)=U(I.JJ.K)+DT*Si 
RETURN 
END
n 
n 
n 
n
o
n
 
n
o
n
SUBROUTINE PREOIL)
PREDICTOR FORMULAS
OOUOLE PRECISION U 
DOUBLE PRECISION DZ.DT 
DOUBLE PRECISION HOLD 
DOUBLE PRECISION A(6)«F 
COMMON U(42*3,6),N,I,J 
COMMON /MSPC/ DZ.DT*NN*NN1 
COMMON /MP/ HOLD(6)
GOTO I 200.400) »L
INTEGRATE IN DISTANCE DIRECTION (LAMBDA CHARACTERISTIC!
200 DO2I0 K=1.N 
210 A(KI=U(I—l.J.K)
00250 K=1.NN 
CALL FUNIA.F.K)
U< I . J.K)=U(I-2,J.K)+2.0*DZ*F 
2S0 HOLDIK>=U(I.J.K)
RETURN
INTEGRATE ALONG THETA CHARACTERISTIC
400 D0410 K=I.N 
410 AIK)=U(I,J-l,K)
D0450 K=NN1.N 
CALL FUNIA.F.K)
U( I • J.K )=U( I.J-2.K>+2«0*DT«F 
450 HOLD(K)sUI I.J »K)
RETURN
END
NS
US
00
g 
U 
U 
O
U
U
 
U 
U 
U
SUBROUTINE CORR(L)
CORRECTOR FORMULAS
DOUBLE PRECISION U 
DOUBLE PRECISION DZ.DT 
DOUBLE PRECISION F1.S(6).A(6)
COMMON U(42.3.6)«N.I.J 
COMMON /MSPC/ OZ.DT.NN.NN1 
GOTO(200•400 ) «L 
ENTRY COR(L)
GOTOt250.450)*L
INTEGRATE IN DISTANCE DIRECTION (LAMBDA CHARACTERISTIC)
200 11=1-1
002!0 K=i.N 
210 AIK)=U(11•J.K)
00220 K=1.NN 
CALL FUN(A.Fl.K)
220 S(K)=Fl 
250 D0260 K = 1.N 
260 A(K)=U<I.J.K)
D0280 K=1 *NN 
CALL FUN(A.Fl.K)
280 U(l.J.K)=U(11•J.K)+DZ*(S<K)4F11/2*0 
RETURN
INTEGRATE ALONG THETA CHARACTERISTIC
400 JJ=J-1
00410 K=l.N 
410 A{K)=U<I.JJ.K)
D0420 K=NN1.N 
CALL FUN(A.F1.K)
N3
U»
VO
420 S<K)=F1 
450 D0460 K=1.N 
460 A(K)=U<I.J.K)
D0480 K=NNl*N 
CALL FUN{A«F1«K)
460 U(I,J,K)=U(I.JJ,K)+DT*(S(K)+Fl)/2. 
RETURN 
END
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Q(13)=G(3)*G(9)*G(16)*GC19)/G(12) 
Q(14)=Q(13)/Q(12)
Q(19)=G(1)/G(2)/G(4)/G(20)
RETURN
END
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1000
1001
1002
1003
c
c
1004
SUBROUTINE MPLOT (XX*YY*KD*NPLT*K*RATIQ.LAST*ABCD«WXYZ) 
K=l CARTESIAN PLOT OF Y VS X
KX=NUMBER OF SETS OF X-Y PAIRS TO BE PLOTTEO 
INTEGER KDdO).L(lO)
DIMENSION X(250)*Y(250)•BUFFER!10000)
DIMENSION HEAD!20 ) •TITLEC20)•ABC 20)*ORD(20)
DIMENSION XXC10*150),YY(10*150)
DIMENSION LGNDI20)•LEGEND(2)
DIMENSION ABC( 6> * WXY(6)
COMMON U(42.3.6)tN,I.j 
DATA BLANK/* •/
DATA L(1)*L(2)*L(3)*L(4)*L(5).L(6)*L<7). L< 8 ) .L< 9 > *Ld 0 >/ 
10.1.2.3.4.5.6.10.11,12/
DATA HGL/C•10/
PREPARE GRAPH FOR NPLTILE 10) CURVES
DETERMINE YLGH - LENGTH OF Y-AXIS IN INCHES
IF(NPLT *LE•2)GOTO1000
IF{NPLT «LE«4)GOTO1001
IF(NPLT»LE«6)GOTO1002
IFINPLT «LE«8)GOTO1003
YLGH=6«5
GOTO 1004
YLGH=7«3
GOTO1004
YLGH=7«1
GOTO1004
YLGH=6* 9
GOTO 1004
YLGH=6.7
READ HEAD.TITLE.A8.0RD. & LEGEND 
EACH LGND MUST HAVE LE 26 CHARACTERS 
YLGH=YLGH-«4
READ100*(HEAD!I)* 1 = 1*20)
READI00.(TITLE!I).1=1*20)
READ100*(A8(I)•1=1*20)
100
102
1008
c
c
1022
READIOC*(ORD(I).1=1.20)
FORMAT(20A4)
FURMATt1X.20A4)
I H=0 
IT = 0 
IX = 0 
I Y=0 
0010081=1.20
1F{AQ(I).EO.BLANK)IX=IX+1
IF(OHD(I).EO.BLANK)IY=IV*1
IF(HEAD!I).ECU BLANK)IH=IH+l
IF ( T I TLEI I).EQ*BLANK)IT*IT4-1
CONTINUE
IX = -t 20-IX)*4
IY = (20“IY )*4
IH=(20-IH ) *4
IT = I 20“IT)*4
H= IH
T= IT
HGH=5.6/(H+l.E-07)
HGT = 5.6/(TM .E-07)
IF(HGH.GT.0.20)HGH=0.20 
IF(HGT.GT.O.20)HGT=0.20
FIND LARGEST & SMALLEST X & Y FOR SCALING LATER 
ALL PLOTS TO SAME SCALE 
BIGY=YY(1.1)
BIGX=XX(1.1)
SMLX=XX(1.1)
SMLY=YY(1.1)
0010091=1.NPLT 
MAX=KD(I)
DO1009J=1.MAX
IFCYYII.J).LT*SMLY)SMLY=YY(1.J)
IF(YY(I *J).GT«BIGY)BiGY=YY(I.J)
IF(XX(I.J).LT«SMLX)SMLX=XX(I•J)
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IF{XX(I.J).GT.BIGX)BIGX=XX!I.J)
1009 CONTINUE
C DRAW HEAD.TITLE,LEGEND. & BOX PLOT
DATA LEGEND/•LEGE• , •ND •/
CALL PLOTS!BUFFER*10000)
|F(RAT 10»NE.1« )CALL FACTOR!RATIO)
CALL PLOT(10,,0.,—3)
CALL PLQT!6,0«0..2)
CALL PLOT16.0.9.0.2)
CALL PLOT( 0, . 9. . 2 )
CALL PLOT( 0.,0*.2)
CALL PLOT(,0.,8.3.3)
CALL PLOTI6..8.3.2)
DUM=IH*HGH
XSH=(5.6-DUM)/2.+.2
DUM=IT*HGT
XST=15.6-DUM1/2.+.2
IFIIH.NE.01CALL SYMBOL(XSH.8*7.HGH.HEAD.0..IH) 
IF(IT.NE.O>CALL SYMBOL<XST,8.4,HGT.TITLE.0..IT) 
CALL SYMBOL!.2.8.1.HGL,LEGEND,0..8)
CALL PLOT(0..8.05.3)
CALL PLOT!1..8.05.2)
KK=1
YDGN=8.1 
0010151=1,NPLT 
GOTO!1010.1011),KK
1010 YBGN=YBGN-0.20 
LS=L! I )
CALL SYMBOL!.10.YBGN.HGL.LS.0.*-1)
READ100,!LGND!LL)«LL=1.20)
IL = 0
DO1012LL=1,20 
1012 IF!LGND!LL) .EO.BLANK) IL=IL+1 
IL=< 20“ IL ) *4
CALL SYMBOL!.4,YBGN.NGL.LGND,0.•IL)
247
ion
1013
1015
C
1100
PRINT 102.(LGND(LL)*LL=1*20)
KK=2
GOTO1015 
LS=L(I)
CALL SYMBOL(3*1•YBGN.HGL »LS*0«• —1) 
HEAD100*(LGND(LL)*LL=1*20)
IL=C
DO1013LL=1*20
IF(LGND(LL)*EQ.BLANK)IL=IL+1 
IL=(20-IL)*4
CALL SYMBOL(3*4.YBGN.HGL.LGND.0#•IL) 
PRINT102.(LGND(LL)*LL=1.20)
KK=1
CONTINUE
YBGN=YBGN-G*1
CALL PLOT!O..YOGN.3)
CALL PLOT(6*•YBGN*2)
CALL PLOTC-1.5.0..3)
CALL PLOT(-l«5.1a«2)
CALL PLOT(—1.5.0..3)
CALL PLOTt-1.5.10..2)
CALL PLOT(7*.0«.3)
CALL PLOT(7..1..2)
CALL PLOT(7..9«•3}
CALL PLOT(7..10..2)
PLOT 0 SCALE FOR CARTESIAN PLOT 
CALL PLOT!.5..5.-3)
DOl1031=1.NPLT 
TXl=XX(1.1)
TX2=XX( I.KOI I ) )
TY1=YY(I.1)
TY2=YY{ I.KOI I))
XXI I.1)=SMLX 
XXI I.KOI I))=B IGX 
YY(I.1)=SMLY
248
YY(I.KDCI))=BIGY 
MAX=KD(I)
001101J=1.MAX 
Y{ J)=YY( I» J )
1101 X(J) = XX( I •J )
CALL SCALE(X*5*1*MAX*1)
Y(MAX♦1)=ABCO 
Y(MAX+2>=«XYZ 
XCMAX+l)=0*0E00 
MAX2=MAX+2
PR INT200G*KD(I)* YLGH 
2000 FORMATCIX,I3*2X*F6«2>
X(1)=TX1 
X(KD<I))=TX2 
Y(I>=TY1 
Y C KO(I))=TY2 
XX(1,1)=TX1 
XX(I*KO(I))=TX2 
YY(I•l)=TYl 
YYCI*KD(I))*TY2 
LS=L( I)
MR 1 TEC 6.9000) (X(J).Y(J).J—1.MAX)
WRITEC 6*9000 ) ( X(J).Y(J).J=MAX.MAX2>
9000 FORMAT(2(6X*E13«6)>
1103 CALL LINE(X*Y,MAX*1*I0*LS)
CALL PLOT(-•5«-#5.-3)
MAX=KD(NPLT)
CALL AXISC *5*• 5* ORD•IY* YLGH•90«•YCMAX+l) • YCMAX+2)) 
CALL AX ISC *S**5*A8*IX*5*1*0*•X(MAX+l)*XCMAX+2)) 
CALL PLOTC0**0**~3)
IF(LAST.EQ*1)CALL PLOTC0.*0**999)
RETURN
END
2
4
9
MODEL I CTX PDE'S BY PREDICTOR—CORRECTOR
3»530E-02 4.000E-01 3*175E-01 S.200E-04 1.600E-00
1«00CE—01
W000E-05 3,040E—02 1.100E-03 6,l00E+0l 6«1S0E+02 6#150E+02
1.000E+00 5#000E—01 1•000E-03 I•000E-00 6.400E+01 1.431E+02 l,595E+02
2*500E-03 1•000E+01 4»100E+0l 1•IOOE+03 6* 000E-00 3.000E-00
0,000E-00 3* 00CE + 02 2.500E+01 3.000E+02 2.500E+01 9,700E—01 5.000E-03
5.200E-04 3.510E-01 2.280E-01 8.330E-05 3.040E-09 2.074E-01 8*1ACE—05
-3.130E+03 9«l46E+06-l*350E+03 8« 917E414-1•350E+04 2.160E-03 1«31OE—00 8.390E-04
1*41OE-OO 3.690E-04 5.620E-01 3* 710E-04 5.090E-01 2« 610E—00—6»750E+Q4 7.410E-00
-1.386E+05 8.850E-05 4*450E-01
FIGURE 13, BED EFFICIENCY VERSUS ELAPSED TIME 
••••«•••••••••« MODEL 1* RUN 13 (1/4 PELLETS)
TIME (MINUTES)
BED EFFICIENCY
FIGURE 14* BULK GAS PHASE TEMPERATURE PROFILES 
••••••«•••«•••• MODEL 1» RUN 13 (1/4 PELLETS)
TIME-DISTANCE CHARACTERISTIC 
BULK GAS TEMPERATURE (DEG* C)
INLET OF REACTOR 
1/3 DOWN THE REACTOR 
2/3 DOWN THE REACTOR 
OUTLET OF THE REACTOR
FIGURE 15. NORMALIZED OXYGEN PROFILE
   ..........  MODEL 1, RUN 13 (1/4 PELLETS)
TIME-DISTANCE CHARACTERISTIC
NORMALIZED OXYGEN CONCENTRATION
INLET OF REACTOR
1/3 DOWN THE REACTOR
2/3 DOWN THE REACTOR
OUTLET OF THE REACTOR
FIGURE 21* NURMALIZEO SULFUR DIOXIDE PROFILE 
••••••••••••••• MODEL 1, RUN 13 (1/4 PELLETS)
TIME-DISTANCE CHARACTERISTIC
250
NORMALIZED SULFUR-OIOXIDE CONCENTRATION 
INLET OF REACTOR 
1/3 DOWN THE REACTOR 
2/3 DOWN THE REACTOR 
OUTLET OF THE REACTOR
FIGURE 17. NORMALIZED OXIDATION REACTION SITE 
•••• PENETRATION FOR RUN 13 (1/4 PELLETS) 
TIME-DISTANCE CHARACTERISTIC
NORMALIZED CUPRIC OXIDE-CUPROUS OXIDE RADIUS
INLET OF REACTOR
1/3 DOWN THE REACTOR
2/3 DOWN THE REACTOR
OUTLET OF THE REACTOR
FIGURE 18* NORMALIZED SULFATION REACTION SITE 
•••• PENETRATION FOR RUN 13 (1/4 PELLETS) 
TIME-DISTANCE CHARACTERISTIC
NORMALIZED COPPER SULFATE-CUPRIC OXIDE RADIUS
INLET OF REACTOR
1/3 DOWN THE REACTOR
2/3 DOWN THE REACTOR
OUTLET OF THE REACTOR
FIGURE 22* PELLET TEMPERATURE PROFILES
...... MODEL 1« RUN 13 (1/4 PELLETS)
TIME-DISTANCE CHARACTERISTIC 
PELLET TEMPERATURE (DEG« C)
INLET OF REACTOR 
1/3 DOWN THE REACTOR 
2/3 DOWN THE REACTOR 
OUTLET OF THE REACTOR
APPENDIX D
ANALYTICAL SOLUTION COMPARISON ALGORITHM IN FORTRAN IV
********** PLACE THESE STATEMENTS AFTER STATEMENT NUMBER 2600 IN ******
********** THE MAIN PROGRAM OF THE PREDICTOR-CORRECTOR SOLUTION ******
********** ALGORITHM ******
C ******
C CHECK ACCURACY OF NUMERICAL SOLUTION ******
C ******
CALL COMPAR( Y*NT »NTP) ******
SUBROUTINE COMPARC Y*NT*NTP)
C
C THIS SUBROUTINE COMPARES THE ANALYTICAL AND NUMERICAL SOLUTIONS FOR
C MODEL 2 (DIFFUSION-CONTROLLED CASE) BY DETERMINING THE FRACTIONAL
C DIFFERENCE BETWEEN THE COMPUTED AND ANALYTICAL VALUES FOR THE
C INDEPENDENT VARIABLES (THE NORMALIZED DISTANCE CHARACTERISTIC AND THE
C NORMALIZED TIME-DISTANCE CHARACTERISTIC)*
C
c 
c
C Z IS THE ANALYTICAL VALUE FOR THE NORMALIZED DISTANCE CHARACTERISTIC*
C ZI IS THE COMPUTED VALUE OF THE NORMALIZED DISTANCE CHARACTERISTIC*
C T IS THE ANALYTICAL VALUE FOR THE NORMALIZED TIME-DISTANCE
C CHARACTERISTIC*
C TI IS THE COMPUTED VALUE FOR THE NORMALIZED TIME-DISTANCE
C. CHARACTERISTIC*
C AZ IS THE FRACTIONAL ERROR IN THE DISTANCE CHARACTERISTIC*
C AT IS THE FRACTIONAL ERROR IN THE TIME-DISTANCE CHARACTERISTIC*
C VZ IS THE VARIANCE IN THE FRACTIONAL ERROR IN THE DISTANCE
C CHARACTERISTIC*
C VT IS THE VARIANCE IN THE FRACTIONAL ERROR OF THE TIME-DISTANCE
C CHARACTERISTIC*
C Y IS THE MATRIX CONTAINING THE COMPUTED VALUES OF THE DEPENDENT
C VARIABLES*
C M IS THE NORMALIZED UNREACTED-SHRINKING—CORE RADIUS*
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S IS THE NORMALIZED SULFUR DIOXIDE CONCENTRATION*
DIMENSION Y( 4.101*6)
DOUBLE PRECISION U.DZ.DT.AZ.AT,VZ.VT 
COMMON UI42.3.6)*N.ItJ 
COMMON /MSPC/ DZ.DT 
COMMON /MFPP/ G(50).0(20)*GG<25)
DATA AZ•AT•VZ•VT /0*0D+00.0.00*00.0*00+00.0.00+00/
FUNCTION STATEMENTS
ATA(M)=C*ATAN2I(2* 0*W+l.O).(C))
AL<W>=ALOG<A8SI(W>1*0)/SQRT<1.0+W+W**2)))
NSTAT-3*NT 
C--SQRT 4 3* 0)
K=l
C1=GI1>*G(3)*G(3)/3*0/<1.0-G(2>>/G(4)/G(13)/G(20) 
C2=CI*G(5) *G(I5)*1.5/G(2)/G<39)/G<19)*(l.0-G<2>> 
10 DOIOOJ1=2.4 
I=CJI-1)♦14 
DOIOO J=2.NT 
S-Y(JI.J.2)
*=Y(JI.J.3)
IF(M.GT.0.9999999) NSTATsNSTAT-l 
IF( W«GT.0.9999999) GOTOIOO 
Wl=(w**3-i.0)/S+i.0 
AA-SIGN(l.O.Wl)
Wl=((AA+W1>**(1 .0/3.0>) *AA 
Z=ATA(W)
Zl-ATA(W!)
Z=Z-Z1+AL(W>
Zl—AL(Ml>
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Z=Z-Z1
Z1=Q<10)*ALOG(ABS(S))
ZI=Z+Z1
z=-ci*zi
Zl=(1-1)*DZ
T=-C2*( v*l**2 -l«0+2»0*OC10)*<M**3-l«0>/3*0/$>
T1=CJ-l)*DT*NTP 
IF(K«EQ«2) G0T050 
AZ=AZ+ABS((Z-Zl>/Zl>
AT=AT+A6S((T-Tl)/Tl)
GOTO100 
50 VZ=VZ*((Z-Zl)/Zl-AZ>**2 
VT=VT+<(T-Tl)/Tl-AT)**2 
100 CONTINUE 
K=K+l
IF(K«GT»2> GOTO110 
AZ=AZ/NSTAT 
AT=AT/NSTAT 
IF(K «E0« 2) GOTOIO 
110 VZ=VZ/(NSTAT—1)
VT=VT/(NSTAT-1)
WRITE(6*150)
WRITE(6»200) AZ.AT.VZ.VT 
150 FORMAT(IHI.27X.«LAMBDA••8X.•THETA•//)
200 FORMAT!10X«‘MEAN ERROR s •«2(2X«D16»8)/*3X «*VARIANCE IN ERROR = '• 
12(2X.D16.8))
RETURN
ENO
255
256
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