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Die Entwicklung von selbststa¨ndig agierenden Robotern stellt aktuell ein
wichtiges Ziel der Robotik dar. Unter kontrollierten Umgebungsbedingungen
ko¨nnen Industrie- und Serviceroboter bereits heute autonom Arbeitsabla¨ufe
durchfu¨hren. Beispiele hierfu¨r sind Fertigungsstraßen in der Automobilindus-
trie oder Serviceroboter als Haushaltshilfe. Diese Roboter werden fu¨r einen
bestimmten Arbeitsschritt entworfen und sind auf die Ausfu¨hrung dieser
Ta¨tigkeit festgelegt. Zusa¨tzlich kommen sie meist in einer bekannten oder
kontrollierten Umgebung zum Einsatz.
Wesentlich herausfordernder ist es jedoch, mobile autonome Roboter zu
entwickeln, die auch in unbekannten Umgebungen und unter wechselnden Be-
dingungen operieren ko¨nnen. Dies ist besonders fu¨r Roboter wichtig, die mit
Menschen in Interaktion treten sollen. Insbesondere mu¨ssen diese Systeme in
der Lage sein dynamisch auf unvorhergesehene Ereignisse zu reagieren.
Gerade Umgebungen mit vielen Passanten stellen fu¨r autonome Robo-
ter eine Herausforderung dar, was die Entwicklung von Systemen fu¨r diesen
Anwendungsbereich zu einem interessanten Forschungsthema macht. Bereits
in den 90er Jahren wurden die ersten Tour-Guide Roboter RHINO [1] und
Minerva [2] entwickelt. Sie dienten dazu, Menschen in o¨ffentlichen Geba¨uden,
wie in Museen, zu begleiten und zu fu¨hren. Spa¨tere Entwicklungen waren die
Tour-Guides Jinny [3] und ShopBot [4]. Diese Roboter kamen alle in kontrol-
lierten Umgebungen zum Einsatz. Es ist jedoch wu¨nschenswert ein System zu
entwickeln, dass nicht auf einen bestimmten Einsatzbereich festgelegt ist. Ge-
rade ein Guide, der sowohl in Geba¨uden, als auch in Außenarealen operieren
kann, birgt großes Potential fu¨r viele Anwendungsbereiche.
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1.1 Der mobile Roboter auf dem Campus
Eine Situation wie die Folgende werden die meisten Menschen bereits er-
lebt haben. Man befindet sich zu Gast auf einem großen Gela¨nde wie z.B.
einer Messehalle, einem Flughafen oder dem Campus einer Universita¨t und
sucht einen bestimmten Ort. Dabei kann es sich, je nach Situation, um einen
Messestand, ein Bu¨ro oder auch nur das richtige Regal in einem Gescha¨ft
handeln. Zusa¨tzlich dra¨ngt die Zeit: Man muss pu¨nktlich zu einem Termin
erscheinen, beziehungsweise ein Flugzeug erreichen. Gerade unter Zeitdruck
ist es leicht mo¨glich in einer unbekannten Umgebung die Orientierung zu ver-
lieren. In einer derartigen Situation wa¨re es wu¨nschenswert, einen auf Abruf
verfu¨gbaren ortskundigen Fu¨hrer zu haben.
An diesem Punkt kommt CampusGuide, ein per SMS abrufbarer Roboter-
Fremdenfu¨hrer, ins Spiel. Er soll auf dem Gela¨nde der TU Dortmund ope-
rieren um derartige Probleme zu lo¨sen. Der Roboter kann jedoch nicht nur
bei der Orientierung hilfreich sein, sondern auch mit seiner Fa¨higkeit, In-
formationen fu¨r den Benutzer aufzubereiten. Viele Benutzer werden sich
auf der Suche nach Personen befinden. Deren Aufenthaltsort zu ermitteln
kann jedoch, obwohl die Daten online vollsta¨ndig vorliegen, eine Herausfor-
derung darstellen. Auch diese Schwierigkeit sollte ein guter Fremdenfu¨hrer
u¨berwinden ko¨nnen. Dem Roboter steht dafu¨r, zusa¨tzlich zu internen Daten-
banken, die Mo¨glichkeit zur Verfu¨gung, online nach Personen oder Adressen
zu suchen. Auch der Zugriff auf frei nutzbares Kartenmaterial wie z.B. das
der OpenStreetMap(OSM)1 ist mo¨glich und kann zur Suche nach Zielen und
befahrbaren Wegen verwendet werden.
1.2 Anforderungen und Zielsetzung
Um die genaue Zielsetzung fu¨r das System zu formulieren betrachten wir
zuerst einen typischen Anwendungsfall von CampusGuide (siehe Abb. 1.1).
Ein Besucher befindet sich auf dem Campus der TU Dortmund und ist
auf der Suche nach einer bestimmen Person oder einem Geba¨ude. Wenn ihm
dies nicht auf Anhieb gelingt, oder er sich nicht die Mu¨he machen mo¨chte
zu suchen, kann er mit einer SMS den CampusGuide zu seiner momentanen
Position rufen.
Der Roboter empfa¨ngt diese SMS und berechnet auf Kartendaten, die aus
der OSM erzeugt wurden, einen Weg zum Standort des Benutzers und fa¨hrt
diesen an. Zeitgleich erzeugt er ein Passwort, mit dem der Benutzer sich am
Roboter authentifizieren kann und schickt dieses dem Benutzer per SMS zu.
1http://www.openstreetmap.org/
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(a) Ein Gast auf dem Cam-
pus kann sein Ziel nicht fin-
den
(b) Der Benutzer ruft den
Roboter per SMS
(c) Der Roboter erreicht
den Benutzer
(d) Der Benutzer wa¨hlt ein
Ziel
(e) Der Roboter fu¨hrt den
Nutzer zum Ziel
(f) Das Ziel wurde erreicht,
der Roboter beendet die
Fu¨hrung
Abbildung 1.1: Ein typischer Anwendungsfall
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Auf diesem Weg erha¨lt der Benutzer ebenfalls eine Besta¨tigung, dass sich der
Roboter auf dem Weg zu ihm befindet.
Sobald CampusGuide am Zielort angekommen ist, macht er sich auf die
Suche nach dem Benutzer. Dafu¨r verwendet er eine Kamera, deren Bilder
mit Hilfe einer Gesichtserkennungssoftware analysiert werden, und die Daten
eines Beinpaar-Detektors.
Der Benutzer kann an den Roboter herantreten und sich, mittels des vom
Roboter verschickten Passworts, bei CampusGuide anmelden. Dann steht
ihm eine Benutzeroberfla¨che zur Verfu¨gung, mit der er nach seinem Zielort
oder der Zielperson suchen kann.
Wenn der Benutzer ein Ziel ausgewa¨hlt hat, berechnet CampusGuide,
erneut auf Daten von OSM, einen Pfad zum Ziel. Wa¨hrend der Roboter
dieses Ziel anfa¨hrt, achtet er darauf, dass er sich nicht zu weit vom Benutzer
entfernt.
Sobald das Ziel erreicht ist, gibt CampusGuide dies dem Benutzer bekannt
und bleibt stehen. Der Nutzer kann entweder einen neuen Zielort eingeben
oder sich abmelden und den Roboter damit fu¨r andere Aufgaben wieder
freigeben.
Das Ziel der Projektgruppe ist es, ein Softwareframework zu entwerfen,
das diese Aufgaben erfu¨llen kann. Fu¨r die Realisierung der Personendetekti-
on, der Mensch-Maschine-Interaktion und der autonomen Navigation kom-
men außerdem geeignete Verfahren der Mustererkennung zur Anwendung.
Als Hardware stehen uns die Roboterplattform SCITOS G52 und das Smart-
phone HTC Legend 3 zur Verfu¨gung. Aus dem Anwendungsfall ergeben sich
die folgenden Anforderungen:
Die Roboterplattform soll in der Lage sein, sich selbststa¨ndig auf dem
Campus zu bewegen. Dazu muss sie zum einen in der Lage sein Hindernisse
zu erkennen und diesen auszuweichen. Zum anderen muss sie selbststa¨ndig,
mit Hilfe einer Karte, Pfade planen und diese abfahren ko¨nnen. Dafu¨r soll
sowohl der GPS-Empfa¨nger des Smartphones, als auch die eigene Sensorik
des Roboters (Laser und Kamera) verwendet werden. Die Karte die fu¨r die-
se Navigation verwendet wird soll der Roboter automatisch aus Daten der
OSM erzeugen. Um die Kommunikation mit dem Benutzer zu ermo¨glichen,
muss das Smartphone an die Roboterplattform angebunden werden. Dieses
soll der Software auf dem Roboter außerdem Zugriff auf GPS Daten, Inter-
netanbindung, Bluetooth- und Telefonfunktionen des Smartphones erlauben.
U¨ber diese Verbindung soll das selbststa¨ndige Holen von Daten aus dem In-
ternet, insbesondere von Kartendaten der OSM, sowie das Bereitstellen von
2http://www.metralabs.com
3http://www.htc.com/de/product/legend/overview.html
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Daten fu¨r eine Webapplikation zum Verfolgen der Position des Roboters rea-
lisiert werden. Zusa¨tzlich soll der Roboter in der Lage sein Menschen, und
somit mo¨gliche Interaktionspartner, zu identifizieren. Dazu ko¨nnen der Laser-
Entfernungsmesser und eine Kamera verwendet werden. Des Weiteren muss
ein Konzept zur Interaktion mit dem Benutzer, sowohl per SMS, als auch
mit dem Touchscreen des Roboters, entwickelt werden.
1.3 Aufbau des Endberichts
Um einen U¨berblick u¨ber a¨hnliche Projekte zu geben, werden in Kapitel zwei
zuna¨chst verwandte Arbeiten vorgestellt. Daru¨berhinaus werden dort einige
Arbeiten vorgestellt, auf deren Grundlage wir Lo¨sungen fu¨r die in Kap. 1.2
identifizierten Probleme entwickelt haben. In Kapitel drei werden Grundla-
gen, wie zum Beispiel die von uns verwendete Hardware, vorgestellt. Insbe-
sondere wird dort auf die Sensorik des Roboters, die Software des Smartpho-
nes und die Software zur Steuerung des Roboters eingegangen. Kapitel vier
entha¨lt die Beschreibung des von uns entwickelten Systems. Wir betrach-
ten dort den allgemeinen Aufbau des Frameworks sowie die Realisierung der
einzelnen Module. Kapitel fu¨nf beschreibt die Evaluation der einzelnen Kom-
ponenten sowie den Benutzertest des Gesamtsystems. Abschließend werden
in Kapitel sechs die Ergebnisse der Projektgruppe zusammengefasst und Aus-
blicke auf mo¨gliche Erweiterungen und Verbesserungen des Systems gegeben.
Kapitel 2
Verwandte Arbeiten
Die autonome Robotik ist bereits seit geraumer Zeit ein aktives Forschungs-
feld. Daher existiert eine Vielzahl von Arbeiten, die sich mit Themen bescha¨f-
tigen, die fu¨r die Projektgruppe CampusGuide wichtig sind. Im Folgenden
wird ein U¨berblick u¨ber wissenschaftliche Arbeiten und Publikationen ge-
geben, die sich mit verwandten Problemen und den Grundlagen fu¨r unser
System bescha¨ftigen.
2.1 A¨hnliche Projekte
Fu¨r die Projektgruppe haben wissenschaftliche Arbeiten, mit einer a¨hnlichen
Zielsetzung, eine besondere Bedeutung. Dies sind insbesondere Tourguides
die in verschiedenen Umgebungen Personen zu ihren Zielorten fu¨hren sollen.
In [4] wird der Service-Roboter ShopBot vorgestellt, der in einem Bau-
markt als Guide fungiert. Fu¨r diese Aufgabe beno¨tigt der Roboter zwei wich-
tige Fertigkeiten. Er muss selbststa¨ndig in dem Gescha¨ft navigieren sowie
Personen erkennen und ihre Position verfolgen ko¨nnen.
Bei der Navigation werden zwei verschiedene Ansa¨tze getestet. Der erste
Ansatz nutzt einen Simultaneous Localization and Mapping (SLAM)-Algo-
rithmus [5], um aus den Sonar- und Laser-Messungen des Roboters eine Karte
des Gescha¨fts zu erstellen. Dabei wird nach U¨bereinstimmungen einer loka-
len mit einer globalen Karte gesucht, um die Position des Roboters zu ermit-
teln. Der zweite Ansatz verfolgt das Ziel, Kamerabilder von der Umgebung
des Roboters als Navigationsgrundlage zu nutzen. Dazu wurden im gesamten
Gescha¨ft, in Absta¨nden von 20 cm, 360◦ Aufnahmen der Umgebung gemacht.
Von diesen Bildern wurden Histogramme im HSV-Farbraum erstellt und den
entsprechenden Positionen und Richtungen zugeordnet. Durch die Beziehung
mehrerer aufeinanderfolgender Aufnahmen erha¨lt man Informationen durch
9
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den geometrischen Unterschied der Aufnahmen, durch die vera¨nderte Positi-
on, und den visuellen Unterschied. Der visuelle Unterschied ha¨ngt stark von
der Entfernung zum Hindernis ab, sodass bei nahen Objekten die Unterschie-
de zwischen den Aufnahmen gro¨ßer sind als bei weit entfernten Objekten. So
entsteht ein Graph, dessen Knoten verschiedene Positionen und Blickrich-
tungen repra¨sentieren und die extrahierten Merkmale der Umgebung abspei-
chern. Wa¨hrend der Navigation im Gescha¨ft sucht der Roboter im Graphen
den Knoten, der die gro¨ßte A¨hnlichkeit mit den Merkmalen der aktuellen
Umgebung hat und bestimmt damit die eigene Position und Richtung. Die
Tests des ShopBots zeigten, dass der erste Ansatz leicht bessere Ergebnisse
lieferte.
Die Personenerkennung des ShopBots wird durch eine Kombination von
drei Methoden erreicht. Die erste Methode wendet einen Beinpaardetektor
auf die Entfernungsmessungen eines horizontalen 2D-Laserscans an. Bei der
zweiten Methode werden die Kamera-Bilder nach Hautfarben abgesucht. Die
dritte Methode nutzt einen Viola-Jones-Gesichtserkenner [6]. Wenn alle drei
Methoden eine gemeinsame Detektion aufweisen, wurde eine Person vermu-
tet.
Die Tests zeigen, dass sich der Roboter in der geschlossenen Umgebung
des Baumarktes gut zurechtfindet und die Personen in den meisten Fa¨llen
zum gewu¨nschten Ziel geleiten kann. Die Personendetektion ist in der Lage
die meisten Personen korrekt zu detektieren und wa¨hrend der Route zum
Zielort korrekt zu verfolgen.
Ein weiteres Szenario, in dem Roboter als Fu¨hrer bereits eingesetzt und
ausfu¨hrlich getestet wurden, sind Tourguides in Museen [7][2][3]. Dabei soll
der Roboter selbststa¨ndig durch das Museum navigieren, Fu¨hrungen durch
das Museum machen und den Besuchern Informationen zu den Ausstellungs-
stu¨cken geben. Die gro¨ßten Probleme entstehen dadurch, dass der Roboter
oft in Bereichen fahren muss, in denen sich viele Menschen aufhalten. Diese
du¨rfen nicht gefa¨hrdet oder behindert werden. Trotzdem muss der Roboter
auch mit den Personen interagieren, die ihn nutzen wollen. Außerdem ko¨nnen
meist keine Modifikationen an der Umgebung vorgenommen werden, um dem
Roboter die Navigation zu erleichtern.
Im Deutschen Museum in Bonn wurde der Roboter RHINO [7] einge-
setzt und getestet. Dieser Roboter kann seine Umgebung mit Laser-Scan-
nern, Sonar- und Infrarot-Sensoren erfassen. Fu¨r die Navigation des Roboters
wurde eine Karte des Museums erstellt, auf der alle Hindernisse eingezeich-
net sind. Insbesondere sind auch feste Hindernisse eingetragen, die von den
Sensoren nicht erfasst werden ko¨nnen, wie Glasscheiben. Beim Einsatz im
Museum trifft der Roboter nicht nur auf feste, sondern auch auf bewegliche
Hindernisse, insbesondere Personen. Erkennt der Roboter ein Hindernis oder
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eine freie Fla¨che, so wird auf einer lokalen Karte ein entsprechender Wahr-
scheinlichkeitwert fu¨r ein Hindernis eingetragen. Diese Wahrscheinlichkeiten
werden im Laufe der Zeit angepasst, um zu modellieren, dass sich die Um-
gebung dynamisch a¨ndern kann. Damit der Roboter sich lokalisieren kann,
vergleicht er die Sensormessungen mit der Umgebungskarte, um daraus die
wahrscheinlichsten Positionen des Roboters zu ermitteln. Dabei besteht das
Problem, dass Personen in der Umgebung des Roboters stehen ko¨nnen und
somit die Sensoren blockieren. Dadurch kann der Roboter die eingezeichne-
ten Hindernisse auf der Karte nicht erkennen. Um dieses Problem auszuglei-
chen, wurde ein modifizierter Markov Lokalisierungsalgorithmus [8] benutzt,
der die Messungen in zwei Kategorien einteilt. Wenn die Messungen nicht
mit den erwarteten Hindernissen aus der Karte u¨bereinstimmen, werden die
Messungen nicht fu¨r die Lokalisierung des Roboters verwendet. Beim Ein-
satz im Museum konnte RHINO in fast allen Fa¨llen Personen zuverla¨ssig
zu ihrem Zielort fu¨hren. Allerdings stieß RHINO im Einsatz immer wieder
auf das Problem, dass Personen absichtlich den Weg blockierten, wodurch es
erheblich erschwert wurde, einen Weg zum Ziel zu finden.
Eine Weiterentwicklung von RHINO ist der Roboter Minerva [2], der im
Smithsonian’s National Museum of American History zum Einsatz kam. Hier-
bei wurde die Navigation des Roboters dadurch verbessert, dass zusa¨tzlich
zu den bisherigen Sensormessungen noch Kamerabilder von der Decke auf-
genommen werden. Anhand der Struktur der Decke versucht der Roboter
seine Position und Ausrichtung zu bestimmen, falls die restlichen Sensorda-
ten nicht ausreichend sind. Dies ist insbesondere no¨tig, wenn sich Minerva auf
einer großen freien Fla¨che ohne sonstige Lokalisierungspunkte befindet. Das
Problem, dass Personen den Roboter absichtlich blockieren, konnte bei Mi-
nerva zum gro¨ßten Teil gelo¨st werden, da er ein ku¨nstliches Gesicht hat, mit
dem er Emotionen darstellen kann. Durch die Darstellung von Emotionen
empfinden Personen den Roboter deutlich menschena¨hnlicher und blockie-
ren wesentlich seltener seinen Weg. So entstehen nicht so oft Situationen, in
denen Minerva keinen Pfad zum Ziel findet, weil Personen im Weg stehen.
Der Roboter Jinny [3] ist am KIST (Korea Institute of Science and Tech-
nology) im Einsatz. Dieser verwendet fu¨r die Navigation zwei Laser-Scan-
ner und zwei Infrarot-Sensoren. Jinny erweitert die bestehenden Ansa¨tze da-
durch, dass er sein Navigationsverhalten der aktuellen Situation anpasst.
Dabei nutzt er insgesamt vier Verhaltensweisen. Eine allgemeine Verhaltens-
weise, bei der der Roboter versucht mo¨glichst direkt auf das Ziel zuzufahren
und dabei Hindernissen auszuweichen, eine Verhaltensweise, die dem Verlauf
von Wa¨nden folgt, eine Variante die Personen auffordert aus dem Weg zu
gehen, wenn der Roboter von vielen Personen umringt ist, und eine Varian-
te, in der der Roboter ferngesteuert werden kann. Durch dieses angepasste
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Verhalten kann Jinny z.B. schneller durch Menschenmengen navigieren, da
er nicht von vornherein versucht allen Personen auszuweichen, sondern sie
per Sprachausgabe auffordert, ihm Platz zu machen.
2.2 Navigation
Beim Einsatz in Außenbereichen treffen Roboter auf verschiedene Unter-
gru¨nde, die nicht alle fu¨r den Roboter befahrbar sind. Es mu¨ssen dabei Me-
thoden gefunden werden, die diese Untergru¨nde erkennen und verhindern,
dass der Roboter auf diesen Untergru¨nden fa¨hrt. In der Vergangenheit wur-
den verschiedene Ansa¨tze getestet und bei einigen Wettbewerben miteinander
verglichen.
Die DARPA Grand Challenge hat zu großen Fortschritten in dem Bereich
der autonomen Roboter gefu¨hrt. Dieser Wettbewerb wurde von der Defense
Advanced Research Projects Agency ausgerufen. Dabei bestand die Aufgabe
darin, ein Fahrzeug zu entwickeln, dass eine Strecke von 150 Meilen durch
die Mojavewu¨ste selbststa¨ndig, in mo¨glichst geringer Zeit, zuru¨cklegt. Auf
dieser Strecke muss der Roboter auf verschiedenstem Terrain fahren und
Hindernissen auf der Strecke selbststa¨ndig ausweichen. Die Strecke besteht
aus Abschnitten mit gepflasterten, bis hin zu Abschnitten mit unbefestigtem
Terrain. Dadurch ergeben sich verschiedene Anforderungen an die Fahrzeuge
und an die Lo¨sungsansa¨tze zur Vermeidung von Hindernissen. So mu¨ssen
zum Beispiel Felsen am Wegesrand oder zu große Steigungen erkannt und
vermieden werden.
In [9], [10] und [11] werden drei Fahrzeuge beschrieben, die an der DARPA
Grand Challenge 2004 bzw. 2005 teilgenommen haben. Diese drei Fahrzeuge
nutzen verschiedene Techniken, um die Umgebung um das Fahrzeug herum zu
erkennen und aus diesen Daten Hindernisse abzuleiten. Der in [9] beschriebe-
ne CajunBot nutzt zwei Laser-Entfernungsmesser, die schra¨g auf den Boden
vor dem Fahrzeug gerichtet sind, kombiniert mit einem Tra¨gheitsnavigati-
onssystem. Diese Kombination ermo¨glicht es dem Fahrzeug, die A¨nderungen
der Entfernungsdaten, die durch Bodenwellen entstehen, auszugleichen und
so falsch erkannte Hindernisse zu entfernen.
Der Gewinner des Wettbewerbes 2005 wird in [10] beschrieben. Der Ro-
boter Stanley nutzt insgesamt fu¨nf Laser-Entfernungsmesser und eine Farb-
kamera. Die Laserscanner sind in verschiedenen Winkeln auf den Bereich vor
dem Fahrzeug ausgerichtet, um Hindernisse in einem Bereich bis zu einer
Entfernung von 25m zu erkennen. Da diese Entfernung aber nicht ausreicht,
um das Fahrzeug mit ausreichender Geschwindigkeit zu fahren, wird fu¨r die
Erkennung weit entfernter Hindernisse die Kamera genutzt. Die Kamera ist
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so ausgerichtet, dass sie sowohl den Nahbereich vor dem Fahrzeug abdeckt,
als auch weiter entfernte Punkte. Auf den Kamerabildern wird dabei nach
Bereichen gesucht, die von den Laser-Entfernungsmessern als befahrbar klas-
sifiziert wurden. Weit entfernte Bereiche auf den Kamerabildern, die diesel-
ben optischen Eigenschaften haben wie die bereits als befahrbar klassifizier-
ten Bereiche, werden ebenfalls als befahrbar angenommen. Dies erlaubt dem
Fahrzeug mit einer ho¨heren Geschwindigkeit zu fahren, da ansonsten die Ge-
schwindigkeit, in Abha¨ngigkeit zum Bremsweg, an die maximale Reichweite
der Laser-Entfernungsmesser angepasst werden mu¨sste.
Das dritte Fahrzeug [11], nutzt eine Kombination mehrerer unterschied-
licher Sensoren. Zwei Radar-Sensoren erkennen Hindernisse bereits in großer
Entfernung. Der Bereich der mittleren Entfernung zum Fahrzeug wird von
insgesamt vier Laser-Entfernungsmessern und der Nahbereich von zwo¨lf Ul-
traschall-Sensoren abgetastet. Die unterschiedlichen Reichweiten und Genau-
igkeiten der Sensoren bieten die Mo¨glichkeit, in verschiedenen Distanzen Hin-
dernisse erfolgreich zu erkennen. Unterstu¨tzt wird dieses System von zwei
Farbkameras. Auf den Kamerabildern wird zum einen nach Kanten gesucht,
um Hindernisse zu erkennen. Außerdem wird davon ausgegangen, dass sich
befahrbare Bereiche optisch deutlich von den nicht-befahrbaren Bereichen
unterscheiden.
Diese Fahrzeuge bieten verschiedene erfolgreiche Ansa¨tze fu¨r die Naviga-
tion in Außenbereichen. Der große Unterschied zu unserem Szenario besteht
allerdings darin, dass die Fahrzeuge, im Gegensatz zu unserem Roboter, von
vornherein fu¨r Außenbereiche konzipiert wurden. Dadurch sind sie in der
Lage u¨ber unbefestigtes Terrain zu fahren, sodass sie nur großen Hinder-
nissen ausweichen mu¨ssen. Außerdem nutzen alle drei Fahrzeuge mehrere
Laser-Entfernungsmesser, um die Umgebung in mehreren Entfernungen nach
Hindernissen abzusuchen. Ein solches Vorgehen kommt fu¨r uns aber aus Kos-
tengru¨nden nicht in Frage.
Ein weiterer Wettbewerb, der großen Einfluss auf die Entwicklung autono-
mer Roboter hatte, war die Tsukuba Challenge 2007. Bei diesem Wettbewerb
bestand die Aufgabe darin, einen Roboter zu entwickeln, der sich auf einem
realen Fußweg autonom und ohne zusa¨tzliche Markierungen des Weges, be-
wegen soll. Die Strecke ist insgesamt ein Kilometer lang und hat mehrere
unterschiedliche Untergru¨nde, die teilweise auch mit Laub bedeckt sind. Auf
dem Weg soll der Roboter Fußga¨ngern und Fahrradfahrern ausweichen, ohne
diese stark zu behindern. Morales et al. beschreiben in [12] den Sieger dieses
Wettbewerbs. Der Roboter nutzt insgesamt vier Laser-Entfernungsmesser,
um Hindernisse und den Untergrund zu erkennen. Davon sind zwei waage-
recht ausgerichtet und suchen nach Hindernissen in der Na¨he des Roboters.
Die anderen beiden Scanner erfassen in unterschiedlichen Winkeln den Be-
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reich vor dem Roboter, um den Boden zu erfassen. Der Roboter versucht,
vorher festgelegte GPS-Punkte anzufahren und auf dem Weg dorthin Hin-
dernissen und unpassierbarem Untergrund auszuweichen. Dabei wird jeder
Untergrund, der von den Laser-Scannern als flach erkannt wird, als befahrbar
anerkannt. Im Gegensatz zu unserem Szenario ist dieser Roboter in der Lage
u¨ber verschiedene unbefestigte Untergru¨nde zu fahren. Außerdem nutzt auch
dieser Roboter mehrere Laser-Scanner fu¨r die Erkennung des Untergrundes.
In [13] wird die Navigation eines Roboters mittels Wegpunkten beschrie-
ben. Als Sensorik stehen dafu¨r die Odometrie des Roboters, ein Kompass,
ein GPS-Empfa¨nger und ein Gyroskop zur Verfu¨gung. Es wird ein Verfahren
vorgestellt, dass einen Kalman Filter verwendet um die Ungenauigkeiten des
GPS-Empfa¨ngers auszugleichen. Da unser Roboter jedoch u¨ber kein Gyro-
skop verfu¨gt und der Kompass des Smartphones sto¨rungsanfa¨llig ist, stellt
dieses Verfahren fu¨r uns keine Option dar.
Der mobile Außenroboter KURT2 [14] fa¨hrt in a¨hnlichen Umgebungen
wie CampusGuide und verwendet ebenfalls Sensoren wie Kamera, Laser-
Entfernungsmesser und einen GPS-Empfa¨nger. Durch die Berechnung der
GPS-Koordinaten, wird ein Weg von einem Startort zu einer Zielposition be-
stimmt. Das Ziel ist es hierbei, die Sensordaten in Echtzeit auszuwerten. Der
Roboter wurde in dem Botanischen Garten der Universita¨t Osnabru¨ck ge-
testet. Dabei fuhr er auf Wegen mit Pflastersteinen oder Schotterwegen, die
durch Steine oder Rasen abgegrenzt sind. Angewendet wurden hier ein Rand-
extraktionsalgorithmus und ein Gegenstandsextraktionsalgorithmus, um die
Befahrbarkeit der Wege zu bestimmen. Der Weg wird zuna¨chst als einzel-
nes Objekt aufgefasst und die Wegra¨nder werden als Kanten herausgefiltert.
Schwierigkeiten haben sich bei Vera¨nderlichkeiten der Umgebung, unscharfen
Fahrbahngrenzen, bei verschiedenen Beleuchtungen und sehr dynamischen
Situationen, die schnelle Kontrollzyklen der Software erforderten, ergeben.
Fu¨r autonome und mobile Roboter ist es wichtig, befahrbare und nicht
befahrbare Bereiche unterscheiden zu ko¨nnen. Dafu¨r wurde eine Segmentie-
rungsmethode entwickelt, die Farben und Texturen beschreibt und die be-
fahrbaren Bereiche anzeigt [15]. Diese Methode nennt man Texturdeskriptor.
Der Deskriptor arbeitet in mehreren Schritten. Als Erstes stellt er die Textu-
rinformationen zusammen und fu¨hrt den k-Means Algorithmus [16] aus, der
ein Clustering aus den gegebenen Texturinformationen bildet. Anschließend
wird ein Clustering Histogramm hergestellt, der letztendlich die Ergebnisse
des Algorithmus pra¨sentiert. Dieses Segmentierungsverfahren hat den Vorteil
die Wiedererkennung der befahrbaren Bereiche zu ermo¨glichen. Der Roboter
lernt verschiedene Typen von Wegen, durch Charakterisierung der Farben
und Texturen, zu unterscheiden und auf ihnen zu navigieren.
In [17] wird ein Algorithmus angewendet, der anhand der Kameradaten
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die Rauheit, Steigung, Unterbrechungen und Ha¨rte eines Gela¨ndes erkennt.
Um die Oberfla¨che zu klassifizieren, wird zuerst eine Horizontlinie beno¨tigt,
die durch die Pixelsignatur der Grundebene bestimmt wird. Die Steigung
eines Gela¨ndes wird ermittelt, indem auf den Bildern von zwei versetzt po-
sitionierten Kameras nach korrelierenden Punkten gesucht wird. Bei sehr
homogenen Fla¨chen treten allerdings Fehler in der Fla¨chenerkennung auf, da
die Steigung, ohne eindeutige Referenzpunkte nicht korrekt ermittelt wer-
den kann. Gela¨ndeabbru¨che, wie Treppen und Schlaglo¨cher, werden von der
Fla¨chenerkennung oft als Steigungen und nicht als Hindernisse interpretiert,
was den Roboter in gefa¨hrliche Situationen bringen kann. Durch eine Kamera,
die direkt vor dem Roboter den Boden aufnimmt, wird die Gela¨ndeha¨rte be-
stimmt, was dem Roboter ermo¨glicht, Fla¨chen mit zu lockerem Untergrund
auszuweichen. Dieser Ansatz wird dadurch eingeschra¨nkt, dass wechselnde
Lichtverha¨ltnisse und Schatten Fehler in der Erkennung des Gela¨ndes verur-
sachen.
2.3 Mensch Maschine Interaktion
2.3.1 Personendetektion
Methoden der Personendetektion sind fu¨r Roboter insbesondere in Situatio-
nen notwendig, in denen sie Menschen finden und lokalisieren sollen. Viele
Ansa¨tze auf diesem Gebiet bescha¨ftigen sich mit der Detektion von Men-
schen in Kamerabildern. Dies ist schwierig, da Menschen oft nicht eindeutig
vom Hintergrund unterscheidbar sind. Außerdem ist das Erscheinungsbild
von Menschen sehr variabel. Problematisch ist zudem, dass die Personende-
tektion sehr zeitaufwa¨ndig sein kann. Einige Ansa¨tze, die sich mit diesem
Thema befassen, werden im Folgenden vorgestellt.
Eine Mo¨glichkeit, um Menschen zu finden, basiert auf der Tatsache, dass
jeder Mensch bestimmte Ko¨rperteile hat, die jeweils identisch angeordnet
sind [18]. Hier sollen verschiedene Ko¨rperteile in einem Bild identifiziert wer-
den, die klar voneinander unterscheidbar sind. Zu diesem Zweck wird das
Bild nach bestimmten Segmenten untersucht, die den gesuchten Ko¨rperteilen
a¨hneln, und danach nach einer Kombination der gefundenen Ko¨rperteile ge-
sucht, die zusammen einem anatomisch korrekt zusammengesetzten Men-
schen entsprechen.
Bei diesem Ansatz gibt es mehrere Probleme. Zum einen sich die Extre-
mita¨ten in ihrer Form sehr a¨hnlich. Zum anderen funktioniert das Verfahren,
so wie in [18] beschrieben, nur bei unbekleideten Personen, die in wenigen
Standardpositionen stehen, mit zufriedenstellenden Ergebnissen. Ansonsten
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leiden sowohl die Geschwindigkeit, als auch die Qualita¨t der Ergebnisse. Da-
durch ist dieses Verfahren ungeeignet fu¨r die Verwendung im Rahmen der
Projektgruppe.
Ein Verfahren, das in Echtzeit Menschen detektieren und verfolgen soll,
indem Vera¨nderungen der Umgebung analysiert werden, wird in [19] unter-
sucht. Damit dies auch unter schwierigen Bedingungen, wie etwa Umgebun-
gen mit sich bewegenden Ba¨umen, sich vera¨ndernden Schatten oder nachts,
funktioniert, werden mittels Hintergrundsubtraktion Unterschiede zwischen
zwei aufeinander folgenden Bildern bestimmt und Menschen anhand von In-
formationen, bzgl. Gro¨ße und Farbe identifiziert. Dieser Ansatz weist auch in
schwierigen Umgebungen eine hohe Klassifizierungsrate auf scheitert jedoch
oftmals bei Personengruppen. Der Nutzen fu¨r die Projektgruppe ist trotz-
dem eher gering, da sich der Roboter ha¨ufig bewegt. Es ist jedoch fu¨r diesen
Ansatz wichtig, Regionen u¨ber einen la¨ngeren Zeitraum zu beobachten, um
den Hintergrund zu erfassen. Da unsere Anwendung jedoch echtzeitfa¨hig sein
soll, wurde dieser Ansatz nicht weiter verfolgt.
Ein sehr robuster Ansatz zur Detektion von Gesichtern wird in [20] be-
trachtet. Dieser verwendet Integralbilder, um mo¨glichst effizient die folgenden
Bearbeitungen durchzufu¨hren. Integralbilder zeichnen sich dadurch aus, dass
in einem Pixel die Summe der Farbwerte aller Pixel steht, die sich im Recht-
eck zwischen dem Pixel und dem Ursprung befinden. Somit kann zur Lauf-
zeit die Summe der Pixel innerhalb eines Rechtecks nur mit Hilfe der Eck-
punkte dieses Rechtecks berechnet werden. Weitere Eigenschaften, die den
Ansatz auszeichnen, sind die Verwendung von einfachen Rechteckmerkma-
len, sowie einer Kaskade. Durch die Abweisungskaskade wird sicher gestellt,
dass uninteressante Bildregionen schnell von der Klassifikation ausgeschlos-
sen werden. Dafu¨r werden zuerst schwache Klassifikatoren angewandt, die
wenig Rechenaufwand erfordern. Starke und rechenaufwa¨ndige Klassifikato-
ren kommen erst spa¨t zum Einsatz und werden daher nur auf wenige Bildre-
gionen angewandt. Dieses Verfahren hat sich als sehr schnell herausgestellt
und ermo¨glicht es in Echtzeit Gesichter in Bildern effektiv zu detektieren.
Deshalb halten wir diesen Ansatz fu¨r die Zwecke der PG geeignet.
In [21] wird ein Verfahren beschrieben, das auf [20] aufbaut. Hierbei wer-
den Informationen bezu¨glich des Erscheinungsbildes und der Bewegung be-
nutzt, um Menschen in Videosequenzen zu detektieren. Dies funktioniert
auch unter schwierigen Bedingungen wie Regen. Dieser Ansatz ist sehr ef-
fizient und weist nur eine geringe Rate an falsch positiven Detektionen auf.
Die Schwa¨che des Verfahrens besteht darin, dass nicht vollsta¨ndig sichtbare
Menschen schlechter gefunden werden als komplett sichtbare Menschen. In
unserem Szenario befinden sich die zu detektierenden Personen oft nah am
Roboter, wodurch sie nicht komplett von der Kamera erfasst werden ko¨nnen.
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Aus diesem Grund ist dieses Verfahren nicht fu¨r unseren Anwendungsfall
geeignet.
Unter der Verwendung von Histogrammen von orientierten Gradienten
(HoG) ko¨nnen Menschen schnell und zuverla¨ssig erkannt werden [22]. Ein
HoG za¨hlt die Vorkommnisse bestimmter Orientierungen von Gradienten
in ausgewa¨hlten Bildausschnitten und beschreibt so die Form der gesuch-
ten Objekte (hier Menschen), um diese zu erkennen. Dabei werden Blo¨cke
in unterschiedlichen Gro¨ßen und Gro¨ßenverha¨ltnissen betrachtet, um mehr
Mo¨glichkeiten zur Detektion zu erhalten. Zusa¨tzlich wird eine Abweisungs-
kaskade verwendet, bis sowohl eine vorher festgelegte minimale Detektionsra-
te, als auch eine maximale falsch positive Rate erfu¨llt ist. Da uninteressante
Bildausschnitte sehr schnell verworfen werden, ist die Personendetektion mit
diesem Verfahren in Echtzeit mo¨glich, wobei die Detektionsrate sehr hoch
war. Dieser Ansatz erscheint uns ebenfalls fu¨r die Anforderungen der PG an
die Personendetektion geeignet.
Ein Verfahren, das den HoG-Ansatz verbessert, wird in [23] vorgestellt.
Dabei werden zusa¨tzlich Informationen bzgl. Kleidung, Texturen und Farbe
in die Auswertung einbezogen. Da durch diese zusa¨tzlichen Informationen die
Anzahl der Dimensionen derart steigt, dass diese nicht mehr effizient verar-
beitet werden ko¨nnen, werden unvollsta¨ndige kleinste Rechtecke verwendet,
um die Anzahl der Dimensionen zu reduzieren. Dies geschieht durch eine
Projektion eines Merkmalsvektors, der aus einem Detektionsfenster extra-
hiert wurde, auf einen Gewichtsvektor, wobei das Ergebnis ein Eigenvektor
ist, welcher zur Klassifikation verwendet wird. Der Ansatz besticht durch sehr
hohe richtige Detektionsraten bei sehr hoher Effizienz und ist, verglichen mit
anderen Verfahren, jedem ga¨ngigen Ansatz u¨berlegen. Die Autoren stellen
auf ihrer Internetseite1 ein Programm zur Verfu¨gung, das dieses Verfahren
verwendet. Dieses konnte unsere Erwartungen jedoch nicht erfu¨llen, da die
Gesichtsdetektion mit diesem Programm selbst auf niedrig aufgelo¨sten Bil-
dern nicht in Echtzeit lief, weshalb dieser Ansatz nicht weiter verfolgt wurde.
2.3.2 Emotionen bei Robotern
Die Interaktion von Robotern und Menschen ist ein noch junges Forschungs-
gebiet, welches erst seit den 90er Jahren des letzten Jahrtausends besteht.
Hierzu gibt Dautenhahn einen guten U¨berblick u¨ber das Forschungsgebiet
[24]. Sie beschreibt die Entwicklung des gesamten Forschungsgebietes und
verschiedene Forschungsprojekte, welche sich mit Emotionsausdru¨cken in der
Interaktion von Robotern und Nutzern bescha¨ftigen. Ebenso ist eine Klas-
1http://www.umiacs.umd.edu/∼schwartz/softwares.html#detectorPLS
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sifikation von Robotern gema¨ß den von ihnen beno¨tigten Fa¨higkeiten zum
Ausdruck von Emotionen enthalten. Diese Klassifikation reicht von Robo-
tern, die mangels direktem Kontakt mit Menschen keinerlei Fa¨higkeiten zum
Emotionsausdruck verfu¨gen mu¨ssen (beispielsweise Weltraumsonden), u¨ber
Tourguides, deren Arbeitsgebiet nach einer mittelma¨ßige Fa¨higkeit zur Emo-
tionsexpression verlangt, bis hin zu
”
Robotergehilfen“ (Robot Companions),
die mit Menschen zusammen leben. Diese dienen z.B. als Helfer fu¨r be-
hinderte Personen. Ein solches Einsatzgebiet erfordert, dass die Fa¨higkeit
des Roboters zum Emotionsausdruck entsprechend hoch sein muss, um eine
gro¨ßtmo¨gliche Akzeptanz zu gewa¨hrleisten.
Speziell auf dem Gebiet der Tourguides (welche CampusGuide von ihrem
Aufgabengebiet her am Na¨chsten kommen) haben sich die emotionalen Ka-
pazita¨ten der Roboter in den letzten 10 Jahren stark verbessert. Wa¨hrend
anfa¨nglich Tourguides benutzt wurden, welche nicht u¨ber die Mo¨glichkeit zur
Expression von Emotionen verfu¨gten, stellte man schnell fest, dass ein emo-
tionales Verhalten bei Robotern es diesen erleichtert, bei den Benutzern ein
erwu¨nschtes Verhalten hervorzurufen.
Ein gutes Beispiel fu¨r die Auswirkung von Emotionen bei Robotern ist
im Vergleich zwischen den Tourguides Rhino und Minerva zu sehen. Bei
Rhino handelte es sich um einen Tourguide, welcher im deutschen Museum in
Bonn eingesetzt wurde, welcher u¨ber keine Fa¨higkeiten verfu¨gte, Emotionen
auszudru¨cken (siehe [7] und [1]).
Im Gegensatz dazu war Minerva, der Tourguide des Smithsonian Muse-
ums in Washington, mit internen Emotionszusta¨nden ausgestattet (mehrere
Stufen von Freude und A¨rger) und verfu¨gte u¨ber ein
”
Gesicht“ mit ausmo-
delliertem mechanischen Mund sowie Augenbrauen, um diese Emotionen der
Umwelt mitzuteilen. Emotionen wurden von Minerva vor allem dann einge-
setzt, wenn Menschen ihm den Weg versperrten und er diese zum beiseite
treten motivieren wollte.
Ein Vergleich der beiden Tourguides ergab, dass die Durchschnittsge-
schwindigkeit von Minerva u¨ber jener von Rhino lag, obwohl Minerva einen
Arbeitsplatz hatte, an dem viel mehr Publikumsverkehr war, als am Arbeits-
platz von Rhino. Auch gab es bei Minerva eine erheblich niedrigere Anzahl
an Fa¨llen, in denen Besucher bewusst versuchten, destruktives Verhalten ge-
genu¨ber dem Roboter auszuu¨ben, z.B. durch den Versuch, den Roboter in
unbekannte Bereiche, wie etwa das Museums-Treppenhaus, zu dra¨ngen, oder
ihm bewusst den Weg durch Umrunden zu versperren und damit seine Pfad-
planung zum Absturz zu bringen (siehe [25]).
Kapitel 3
Grundlagen
In der Robotik werden die Zielsetzungen und die Mo¨glichkeiten eines Pro-
jektes sehr stark von den Eigenschaften des benutzten Systems beeinflusst.
Dies umfasst sowohl alle Merkmale der verwendeten Hardware als auch der
Software, die auf dieser zum Einsatz kommt. Daraus ergeben sich einige Ein-
schra¨nkungen und Besonderheiten, die bei der Realisierung des Projektes be-
achtet werden mu¨ssen. In diesem Kapitel wird der verwendete Roboter mit
allen Eigenschaften und Mo¨glichkeiten erla¨utert. Dazu geho¨ren die grund-
legende Roboterplattform, die eingebauten Sensoren und das angeschlosse-
ne Smartphone. Außerdem beschreibt dieses Kapitel die Eigenschaften des
Player/Stage Software-Frameworks, welches die Steuerungsbefehle auf dem
Roboter ausfu¨hrt und einige grundlegende Funktionen bereitstellt.
3.1 Hardware
Die Hardware des verwendeten Roboters besteht aus drei wesentlichen Teilen,
die unterschiedliche Aufgabenbereiche erfu¨llen. Dabei realisiert die Roboter-
plattform SCITOS G5 die Bewegung des Roboters und bietet die Ressourcen
fu¨r die no¨tigen Berechnungen. Durch das angeschlossene Smartphone HTC
Legend wird ermo¨glicht die Position mit GPS zu bestimmen und SMS zu
senden und zu empfangen. Um die Umgebung um den Roboter zu erkunden,
wurden mehrere Sensoren mit verschiedenen Eigenschaften angeschlossen.
Die Abbildung 3.1 zeigt den Roboter mit den Sensoren. In den folgenden
Abschnitten betrachten wir die einzelnen Hardwarekomponenten im Detail.
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Abbildung 3.1: SCITOS G5
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3.1.1 Roboterplattform
Als Grundgeru¨st des Roboters dient uns die Roboterplattform SCITOS G5
der Firma MetraLabs GmbH 1. Sie wurde als eine flexible Hardware-Architek-
tur fu¨r mobile Roboter entwickelt, die insbesondere bei Forschungsprojekten
verwendet wird. [26]. Mobile Roboter haben zwar verschiedene Anforderun-
gen, die durch die unterschiedlichen Ziele und Aufgaben der Roboter entste-
hen, aber viele Bestandteile sind meistens die Gleichen. Dadurch empfiehlt
sich die Verwendung einer flexiblen Plattform, die die gemeinsamen Kompo-
nenten beinhaltet. So mu¨ssen diese Teile nicht fu¨r jeden Roboter neu entwi-
ckelt werden. Zu diesen Komponenten geho¨ren zum Beispiel die Stromver-
sorgung und die Kommunikation zwischen den Bestandteilen des Roboters.
Zusa¨tzliche Komponenten, wie z. B. Sensoren und Interaktionsmo¨glichkeiten
mit dem Benutzer, vervollsta¨ndigen den Roboter und passen ihn an die An-
forderungen der Projektgruppe an.
Die Plattform SCITOS G5 ist nur fu¨r den Einsatz in geschlossenen Ra¨u-
men konzipiert. Dadurch kann der Roboter nur auf flachen und festen Ober-
fla¨chen fahren. Auf unebenen Fla¨chen, sowie auf losem Untergrund kann
er stecken bleiben. Da der Einsatzbereich des Roboters bei den Aufgaben
der Projektgruppe außerhalb von geschlossenen Ra¨umen liegt, kann er auf
Fla¨chen stoßen, die er nicht befahren kann. Auf dem Campus sind an vie-
len Stellen Fla¨chen mit Gras oder loser Erde direkt neben den Wegen. Um
dort nicht stecken zu bleiben muss vermieden werden, dass der Roboter auf
solche Fla¨chen fa¨hrt. Außerdem hat der Roboter keine Mo¨glichkeit Stufen
oder große Steigungen zu u¨berwinden. Diese Hindernisse ko¨nnten zu einem
Umstu¨rzen des Roboters fu¨hren und mu¨ssen auf jeden Fall vermieden werden.
Durch diese Einschra¨nkungen ist die Roboterplattform nur sehr bedingt fu¨r
den Einsatz im Freien geeignet. Da der Einsatzbereich des Roboters in dieser
Projektgruppe allerdings im Freien liegt, mu¨ssen Wege gefunden werden, um
den Roboter vor diesen Hindernissen zu schu¨tzen.
Um die anfallenden Berechnungen auf dem Roboter durchzufu¨hren, be-
sitzt er einen eingebauten PC. Dieser regelt außerdem die Steuerung des Ro-
boters und speichert alle aufgenommenen Sensordaten. Dieser PC ist mit
einem Intel Core Duo T2300 1,6 GHz ausgestattet. Er besitzt 2048 MB
RAM und eine 100-GB-Festplatte. Um die Echtzeit-Fa¨higkeit des Systems
nicht zu gefa¨hrden, ko¨nnen keine Berechnungen ausgelagert werden. Daher
mu¨ssen alle Funktionen des Roboters, sowie zusa¨tzliche Berechnungen unse-
res Systems, auf diesem PC laufen. Dabei muss zusa¨tzlich beachtet werden,
dass dadurch die Rechenleistung des PCs nicht u¨berschritten wird, da auch
dies einen Echtzeit-Einsatz gefa¨hrden wu¨rde. Zusa¨tzlich ist der PC mit einer
1http://www.metralabs.com/
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WLAN-Antenne ausgeru¨stet, die es dem Roboter ermo¨glicht jederzeit Daten
zu versenden und zu empfangen.
3.1.2 Sensoren
Der Roboter ist mit verschiedenen Sensoren ausgeru¨stet, mit denen er die
Umgebung erfassen kann. Dabei handelt es sich um ein Odometriesystem,
Sonar-Sensoren sowie einen Laser-Entfernungsmesser. Weiterhin ist die Platt-
form mit einem Bumperring und zwei Kameras ausgestattet. Im folgenden
Abschnitt werden die Eigenschaften der Sensoren beschrieben.
Die Odometrie des Roboters erfasst die Bewegungen der Ra¨der des Robo-
ters und bildet die eigene Position und Richtung relativ zu einem Startpunkt
in einem internen Koordinatensystem ab. Abweichungen bei der Messung
der Radbewegungen (z. B. durch Verlust der Bodenhaftung eines der Ra¨der,
unterschiedliche Abnutzung der Ra¨der, ...) ko¨nnen zu einer ungenauen Ab-
bildung der Roboterbewegung fu¨hren. Deshalb sind Maßnahmen notwendig,
die diese Fehler korrigieren.
Auf der Roboterplattform sind insgesamt 24 Sonar-Sensoren verbaut, die
den Nahbereich um den Roboter abtasten. Zusammen decken die Sonar-
Sensoren einen Winkel von 360◦ um den Roboter ab und haben eine ma-
ximale Reichweite von 3 m. Die Messgenauigkeit nimmt mit ansteigender
Entfernung stark ab, weshalb nur Hindernisse nah um den Roboter erkannt
werden ko¨nnen.
Eine zuverla¨ssigere Abtastung der Umgebung liefert der Laser-Entfer-
nungsmesser. Der Abtastwinkel von 270◦ wird allerdings durch die Installati-
on auf dem Roboter auf einen Bereich von 180◦ in Fahrtrichtung des Roboters
eingeschra¨nkt. Mit einer Abtastauflo¨sung von 0,5◦ und einer Reichweite von
30 m liefert der Laser-Scanner ein sehr genaues Abbild der Umgebung. Durch
die hohe Reichweite kann der Laser-Scanner Hindernisse schon fru¨h erken-
nen, wodurch genu¨gend Vorlauf zur Berechnung einer Ausweichbewegung
bereit steht. Durch seine waagerechte Montage in einer Einbauho¨he von 40
cm u¨ber dem Boden, kann der Laser-Entfernungsmesser nur Hindernisse in
einer Ebene parallel zum Boden erkennen. Auf Grund dieser Einschra¨nkung
ko¨nnen keine Hindernisse, die kleiner als 40 cm sind oder die ho¨her als 40 cm
beginnen erkannt werden.
Der SCITOS G5 besitzt einen Bumperring um den gesamten Rumpf des
Roboters. Sto¨ßt der Roboter mit dem Bumper gegen ein Hindernis wird der
Antrieb sofort abgeschaltet. So ist sicher gestellt, dass der Roboter nicht
bescha¨digt wird oder keine Personen und Gegensta¨nde in der Umgebung
bescha¨digt, wenn er einmal einem Hindernis nicht rechtszeitig ausweicht.
Ungefa¨hr auf Augenho¨he befindet sich eine dreh- und neigbare Kamera
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mit PAL-Auflo¨sung (720x576 Bildpunkte). Sie hat einen Dreh-Bereich von
-170◦ bis +170◦ und einen Neig-Bereich von -30◦ bis +90◦, wodurch die Kame-
ra aus fast jeder Richtung Bilder aufzeichnen kann, ohne dass die Plattform
bewegt werden muss.
Zusa¨tzlich ist auf dem Roboter noch eine zweite Kamera mit einer Auf-
lo¨sung von 640x480 Bildpunkten installiert. Sie ist in einem fest eingestellten
Winkel von 45◦ nach unten in Fahrtrichtung vor den Roboter gerichtet. Die-
se Kamera ermo¨glicht es, den Untergrund und kleine Hindernisse vor dem
Roboter zu erkennen.
Fu¨r die Interaktion mit dem Benutzer ist auf dem Roboter ein Touch-
screen mit eingebauten Lautsprechern und einem Mikrofon installiert. Auf
dem Touchscreen ko¨nnen dem Benutzer verschiedene Informationen ange-
zeigt und Eingaben entgegen genommen werden.
3.1.3 Smartphone
Um zusa¨tzliche Interaktionsmo¨glichkeiten u¨ber die Benutzung des Touch-
screens hinaus zu bieten, haben wir ein Smartphone an den SCITOS G5
angeschlossen. U¨ber dieses kann der Benutzer seine aktuelle Position an den
Roboter schicken, wodurch CampusGuide die Position des Nutzers bestim-
men und zu ihm fahren kann. Als Smartphone nutzen wir das HTC Legend
(siehe Abb. 3.2). Es bietet mehrere Funktionen, die wir fu¨r die Projektgruppe
nutzen. Die wichtigste Funktion, die uns das Handy liefert, ist die Kurznach-
richten Funktion (Short Message Service, SMS), welche die Kommunikation
mit dem Benutzer u¨ber große Distanz ermo¨glicht. Zusa¨tzlich bietet uns das
Smartphone die Nutzung eines globalen Navigationssystems (Global Positio-
ning System, GPS). Mit den GPS-Koordinaten, die CampusGuide von dem
Smartphone erha¨lt, kann sich der Roboter auf dem Campus lokalisieren und
von der aktuellen Position aus eine Route zum Ziel ermitteln. Außerdem
bietet das HTC Legend eine Bluetooth-Schnittstelle. Dies stellt eine Daten-
verbindung zwischen dem Roboter und dem Handy bereit und bietet die
Mo¨glichkeit, die Entfernung zu anderen Bluetooth-Gera¨ten ermitteln.
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Abbildung 3.2: Smartphone - HTC legend
3.2 Player/Stage
In diesem Abschnitt mo¨chten wird das Framework Player/Stage vorgestellt.
Es ist ein plattform- und sprachunabha¨ngiges Framework fu¨r die Steuerung
von mobilen Robotern, welches keine Annahme u¨ber den benutzten Roboter
macht. Das Framework bietet einen Roboterserver. Zu Simulationszwecken
wird eine Simulationsumgebung mitgeliefert. Im Weiteren betrachten wir die
beiden Werkzeuge getrennt voneinander.
Player bietet eine Schnittstelle zu den Sensoren eines Roboters. Dabei
erlaubt das umgesetzte Client/Server Modell dem Client eine Verbindung
u¨ber TCP-Sockets zum Player aufzubauen, die Daten von den Sensoren zu
lesen, Anweisungen zu geben und die Sensoren online zu konfigurieren. Der
Player kommuniziert mit den Sensoren u¨ber dazugeho¨rige Treiber. Dem Cli-
ent dagegen werden Schnittstellen fu¨r die Kommunikation mit den Sensoren
zur Verfu¨gung gestellt. Anschaulich interagiert der Player beispielsweise mit
einem Lasertreiber, stellt dem Client jedoch nur eine Laserschnittstelle zu
Verfu¨gung. Die Struktur erlaubt, den Client auf mehreren Robotern lau-
fen zu lassen. Auf der anderen Seite erlaubt der Player-Server, gleichzeitig
mehrere Clientverbindungen aufzubauen. Die vereinfachte Architektur vom
Player-Server und dem Simulationstool ist in der Abbildung 3.3 dargestellt.
Eine große Anzahl von abstrakten Treibern sind in dem Player-Server
verfu¨gbar und werden sta¨ndig von der Benutzergemeinschaft weiter entwi-
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(a) Player-Server (b) Stage
Abbildung 3.3: Player/Stage
ckelt. Ein abstrakter Treiber kommuniziert nicht direkt mit der Hardware,
wie es die Treiber in der Player-Umgebung sonst tun, sondern benutzt andere
Treiber. Die wichtigste Verwendung der abstrakten Treiber ist die Umset-
zung von Algorithmen, wie es beispielsweise in der Navigation getan wird.
Dort werden Treiber benutzt die Hindernisvermeidung, oder auch Umfahrung
ermo¨glichen. Es existieren bereits mehrere abstrakte Treiber.
Der Player-Server wird mit der Ausfu¨hrung des Konfigurationsfiles ge-
startet. In dem Konfigurationsfile wird definiert welche Treiber instantiiert
werden sollen und wie sie an die Hardware gebunden werden. Daraufhin wird
das Programm des Users in dem Client ausgefu¨hrt und verbindet sich mit
dem Roboterserver zur weiteren Interaktionen.
Das Stage Framework bietet einen Robotersimulator an. Dieser Simula-
tor ist in der Lage mehrere Roboter gleichzeitig in einer zweidimensionalen
Umgebung zu simulieren.
Stage interagiert als eine Schnittstelle von Player, weshalb meistens keine
A¨nderung notwendig sind, um nach der Simulation die wirkliche Anwendung
auszufu¨hren. Der Simulator bietet keine Unterstu¨tzung der Treiber wie den
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oben erwa¨hnten Lasertreiber an, sondern er hat ein abstraktes Treibermo-
dell wie zum Beispiel laser. In Gegensatz zur Konfigurationsfile von Player
gibt es in Stage eine sogenannte World-Datei. Hier wird das abstrakte Mo-
dell definiert. Letztendlich nimmt Stage die Anweisungen von Player an und




Gema¨ß den Anforderungen an die Projektgruppe handelt es sich bei Campus-
Guide um ein verteiltes System. Es besteht zum einen aus dem SCITOS G5,
der Sensordaten verarbeiten, Wege planen sowie mit dem Benutzer durch den
Touchscreen interagieren muss. Zusa¨tzlich agieren die Algorithmen und Pro-
gramme aus Player/Stage als eigensta¨ndige Module. Als zweite Komponente
existiert das Smartphone, das die SMS-Kommunikation mit dem Benutzer,
die Bluetooth-Abstandsmessung sowie die Webanbindung des Roboters reali-
siert. Als dritte Komponente kommt der Webserver hinzu, der von Benutzern
wie Administratoren verwendet wird, um auf Daten des Roboters zuzugrei-
fen.
Die Kommunikation der einzelnen Komponenten des Systems, insbeson-
dere mit den fertigen Modulen von Player, stellt eine große Schwierigkeit dar.
Eine Lo¨sung fu¨r dieses Problem bildet das Blackboard von Player/Stage. Es
bietet den Vorteil nativ mit Player-Modulen kommunizieren zu ko¨nnen und
stellt zusa¨tzlich eine zentrale, einfach zu erreichende Datenstruktur dar, die
Vorteile fu¨r ein verteiltes System bietet. Da sich auf dem Blackboard belie-
bige Datentypen ablegen lassen, auf die von allen anderen Programmteilen
aus zugegriffen werden kann, stellt es eine ideale zentrale Komponente dar.
Wir haben uns daher entschlossen die Kommunikation aller Module u¨ber das
Blackboard zu realisieren.
Der Zugriff von Modulen auf Daten im Blackboard wird mit einer Ob-
server -Architektur (siehe [27]) realisiert. Ein Modul, das auf einen bestimm-
ten Wert zugreift, wird als Observer fu¨r diesen Wert eingetragen und u¨ber
A¨nderungen im entsprechenden Datenfeld auf dem Blackboard informiert.
So wird z.B. die, vom Smartphone bestimmte, aktuelle GPS-Position des
27
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Roboters auf das Blackboard geschrieben. Alle Module, die mit diesem Wert
arbeiten, also z.B. der Webserver und die Navigation, werden u¨ber diese
A¨nderung informiert und ko¨nnen entsprechend reagieren. Welche Datenfelder
auf dem Blackboard existieren und welches Modul auf welches Feld zugreift,
ist in Abbildung 4.1 dargestellt.
Abbildung 4.1: Die Datenfelder im Blackboard und der Zugriff der einzel-
nen Module auf diese. Manche Module greifen nur lesend auf Datenfelder zu,
andere hingegen schreibend. Zum Beispiel schreibt das KOMM-Modul das
Passwort auf das Blackboard, wa¨hrend dieses vom GUI-Modul nur gelesen
wird. Die Art des Zugriffs wird durch die Richtung der Pfeile repra¨sentiert.
Der Fehlerzustand und der Roboterzustand werden implizit von allen Modu-
len gelesen.
Zusa¨tzlich werden auf dem Blackboard Zustands- und Fehlerwerte verwal-
tet. Diese geben an, in welchen Zusta¨nden sich das System und die einzelnen
Module momentan befinden und ob ein Fehler in einem der Module vorliegt.
Der Wert Roboterzustand (siehe Tabelle 4.1) gibt z.B. an, ob der Roboter
sich gerade auf dem Weg zum Benutzer befindet, momentan ohne Aufgabe
ist oder ob ein Fehler vorliegt. Eine komplette Liste aller Zustandscodes ist
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Roboterzustand
Wert Zustand Beschreibung
0 Idle Der Roboter ist einsatzbereit
1 Busy
2 Moving to Client Der Roboter fa¨hrt zu einem Benutzer
3 At Client Pos Der Roboter hat die vom Benutzer
angegebene Position erreicht
4 Moving to Target Der Roboter fa¨hrt ein vom Benutzer
gewa¨hltes Ziel an
5 At Target Das vom Nutzer angegebene Ziel wurde
erreicht
6 Moving Home Nach beendeter Navigation fa¨hrt der
Roboter seine Ladestation an
7 Maintenance Mode Wartungsmodus. Der Roboter nimmt
keine Anfragen von Benutzern an
8 Error Mode Ein Fehler ist aufgetreten, die genaue
Art des Fehlers ist im Datenfeld
”
Fehlercode“ gespeichert
9 Moving to exact user pos Benutzer wird mit Personenerkennung
gesucht
10 At exact user pos Benutzer wurde identifiziert und inter-
agiert
Tabelle 4.1: Die Werte die das Datenfeld Roboterzustand im Blackboard an-
nehmen kann mit ihrer Bedeutung.
in Anhang A zu finden.
Unser System besteht im Wesentlichen aus vier Modulen, deren Realisie-
rung in diesem Kapitel erla¨utert wird: das Kommunikationsmodul (KOMM),
das die Kommunikation zwischen Roboter und Benutzer u¨ber das Smartpho-
ne realisiert; das Modul Mensch-Maschine-Interaktion (MMI), welches das
Interface fu¨r den Benutzer, sowie das Erkennen von Personen realisiert; das
Navigationsmodul (NAV), das sich mit der Lokalisation des Roboters, Pfad-
planung und Hindernisvermeidung bescha¨ftigt und dem Webserver, der es
ermo¨glicht die Postion des Roboters aus dem Internet zu verfolgen.
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4.2 Kommunikationsarchitektur zwischen
Nutzer, Smartphone und Roboter
Mo¨chte ein Nutzer unseren mobilen Roboter in Gebrauch nehmen, mu¨ssen
Kommunikationswege zwischen beiden Parteien existieren. Der erste Schritt
besteht darin, dass der Nutzer CampusGuide kontaktiert. Hierzu beno¨tigen
wir eine Komponente, die als Mediator zwischen dem Nutzer und dem Ro-
boter fungiert und somit die Kommunikation zwischen beiden realisiert. Als
Kommunikationskomponente haben wir das im vorigen Kapitel aufgefu¨hrte
Smartphone gewa¨hlt. Die Gru¨nde hierfu¨r sind zum einen, dass wir mit einem
SMS-Service eine sehr einfache und fu¨r den Nutzer angenehme Form anbieten
ko¨nnen unser System zu kontaktieren. Daru¨ber hinaus bietet das gewa¨hlte
Smartphone ein quelloffenes Betriebssystem, was es uns ermo¨glicht eigene
Programme zu entwickeln und nach unseren Vorstellungen auf dem Telefon
auszufu¨hren. In Abbildung 4.2 sind die Kommunikationswege, vereinfacht
dargestellt, zu sehen.
Abbildung 4.2: U¨bersicht der Kommunikation zwischen dem Benutzer,
Smartphone und Roboter
4.2.1 Einfu¨hrung in das Android-Betriebssystem
In diesem Kapitel werden die grundlegenden Methoden und Eigenschaften
des Android-Betriebssystems1 erla¨utert. Android ist ein Open Source Be-
triebssystem, das 2008 von Google speziell fu¨r mobile Gera¨te entwickelt wur-
de. Das System zeichnet sich durch einige wichtige Eigenschaften aus. So
wird z.B. jedes laufende Programm in einer eigenen virtuellen Maschine,
1www.android.com
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der sogenannten Dalvik virtual machine ausgefu¨hrt und besitzt einen nur
diesem Prozess zugesicherten Speicherbereich. Zudem hat jedes Programm
eigene Rechte. Der Kern des Systems basiert auf Linux und daher ist auch
die Rechtevergabe ganz a¨hnlich der von Linux auf permissions aufgebaut.
Eine weitere ganz wesentliche Eigenschaft des Android-Betriebssystems ist
das Prinzip der lose gekoppelten Komponenten. Darunter ist zu verstehen,
dass ganze Programme oder auch nur einzelne Teile davon in anderen Pro-
grammen verwendet werden ko¨nnen. So ist es beispielsweise denkbar, dass
zwei vo¨llig verschiedene Programme eine Komponente, welche z.B. Kontakt-
daten bereitstellt, nutzen. Ganz generell sind Android-Programme aus vier
verschiedenen Komponententypen aufgebaut. Diese sind Activities, welche
die Benutzeroberfla¨che bereitstellen, Services welche Hintergrundprozesse be-
reitstellen, Content provider die die Daten der Anwendung verwalten, sowie
Broadcastreceiver, die dazu da sind als Vermittler im gesamten System zu
fungieren und auf bestimmte, vorher festgelegte, Nachrichten zu reagieren.
4.2.1.1 Intents
Das im vorigen Abschnitt angesprochene Prinzip der lose gekoppelten Kom-
ponenten wird durch die sogenannten Intents ermo¨glicht. Ein Intent ist eine
Nachricht, deren Typ und Inhalt dynamisch festgelegt werden kann. Das
heißt, man kann als Entwickler seine eigenen Intents erstellen, beliebige Da-
ten anha¨ngen und diese dann ins System schicken. Alle Komponenten die den
Typ des Intent kennen und auf diesen Typ reagieren, bekommen die Nach-
richt und ko¨nnen darauf ihrerseits eine Aktion durchfu¨hren. Dadurch ist eine
sehr einfache und effiziente Art der Interprozesskommunikation geschaffen,
mit Hilfe derer man komplexe Systeme handhaben kann.
4.2.2 Bluetooth
Die Bluetooth-Verbindung wird im Android-Betriebssystem durch die Imple-
mentierung des BlueZ Bluetooth-Stacks repra¨sentiert. Dieser Stack bietet die
grundlegenden Methoden um eine Verbindung zu erstellen. Um ein anderes
Bluetooth-Gera¨t zu finden und eine Kommunikation zu initiieren mu¨ssen be-
stimmte Voraussetzungen erfu¨llt sein. Zum einem muss auf Seite des Servers
ein Bluetooth-Dienst angeboten werden. Der Dienst muss hierfu¨r dem loka-
len Service Discovery Protocol (SDP) Server mit einem Universally Unique
Identifier (UUID) u¨bergeben werden. Zum anderen muss auf Seite des Clients
genau dieser UUID bekannt sein, damit der richtige Dienst angefragt werden
kann. Auf die Anfrage antwortet der Server mit den Spezifikationen der Ver-
bindung und die Kommunikation kann beginnen. Typischerweise findet diese
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Kommunikation u¨ber einen Radio Frequency Communication (RFCOMM)
Kanal statt, welcher eine serielle Verbindung zwischen Bluetooth-Gera¨ten
emuliert.
4.2.3 Nutzerfindung per SMS
Wie im vorigen Kapitel schon angesprochen ist die prima¨re Kommunikati-
on zwischen dem Nutzer und CampusGuide durch SMS realisiert. Weitere
Mo¨glichkeiten, die Kommunikation zum Nutzer zu realisieren, wa¨ren eine
Ortung per Anruf oder u¨ber das Internet gewesen. Dagegen sprechen aber
einige wichtige Gru¨nde. Zum einen hat nicht jeder ein modernes Smartphone,
um damit ins Internet zu gelangen und auch die Ortung per Anruf wu¨rde
sich als sehr schwierig und vor allem unzureichend erweisen. Die Ortung
per Anruf wu¨rde sich an den Telefonmasten orientieren um dadurch die un-
gefa¨hre Position des anrufenden zu ermitteln. Dieses Verfahren ist allerdings
sehr ungenau und ha¨ngt zu stark von den Telefonmasten ab, so dass der
Roboter den anrufenden nur in den seltensten Fa¨llen erreichen wu¨rde. Der
Hauptgrund fu¨r die Wahl von SMS ist, dass wir u¨ber eine SMS sehr einfach
Informationen, in Form des Standortes und des Telefonnamens, vom Benut-
zer erhalten und vor allem, dass wir sehr einfach notwendige Daten, in Form
eines Passwortes, an den Benutzer zuru¨cksenden ko¨nnen. Die Realisierung
des SMS-Kommunikationsprogramms wird im Folgenden na¨her erla¨utert.
Wenn eine vom Nutzer gesendete SMS ankommt, wird sie von einem
Programm auf dem Smartphone registriert und bearbeitet. Abbildung 4.3
veranschaulicht die Verarbeitung einer SMS vom Nutzer. Das Verschicken der
Daten am Ende der Bearbeitung gibt anderen Komponenten die Mo¨glichkeit
diese zu nutzen, um so z.B. den Standort in einer Datenbank nachzuschlagen.
4.2.4 GPS
Der von uns verwendete Roboter besitzt kein eigenes GPS-Modul. Aus die-
sem Grund benutzt CampusGuide das Smartphone zur Lokalisierung. Die
Daten mu¨ssen demnach erst vom Telefon auf den Roboter geschickt wer-
den, allerdings haben wir durch das Smartphone den Vorteil, dass zusa¨tzlich
ein digitaler Kompass zur Verfu¨gung steht. Mithilfe des Kompasses ist es
mo¨glich die aktuelle Orientierung des Roboters festzustellen, um so die Qua-
lita¨t der Navigation und die Pra¨zision der Lokalisierung zu verbessern. Die
Funktionalita¨ten werden in einem Modul fu¨r das Smartphone realisiert, wel-
ches sta¨ndig die aktuelle Position des Roboters abruft und diese dann mit
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Abbildung 4.3: Ablauf der Verarbeitung einer SMS vom Benutzer
der entsprechenden Orientierung an das Blackboard sendet. Hinzu kommt
die aktuelle Systemzeit, damit die Positionen von CampusGuide zu jeder
Zeit voneinander unterschieden werden ko¨nnen, selbst wenn der Roboter sich
nicht bewegt.
4.2.5 Bluetooth-Abstandsmessung
Hat ein Benutzer des CampusGuide eine Fu¨hrung gestartet, so gilt es, jenen
auf dem Weg zum gewa¨hlten Ziel nicht zu verlieren. Hierzu muss der mobile
Roboter den Abstand zu der gefu¨hrten Person messen, ohne dass dem Nutzer
ein zusa¨tzliches Gera¨t u¨bergeben wird. Da moderne Mobiltelefone meist u¨ber
ein Bluetooth-Modul verfu¨gen und zur Anforderung des Roboters ein Telefon
beno¨tigt wird, bietet es sich an, die Abstandsmessung u¨ber die Bluetooth-
Signalsta¨rke des Handys des Benutzers zu realisieren.
Voraussetzungen zur erfolgreichen Abstandsmessung via Bluetooth-Si-
gnalsta¨rke sind eine eingeschaltete Bluetooth-Funktion und der Name des
Mobiltelefons, welcher in der anfordernden SMS mitgesendet wird. Sind diese
Pra¨missen erfu¨llt, so kann die Abstandsmessung, wie nachfolgend beschrie-
KAPITEL 4. REALISIERUNG 34
ben realisiert werden.
Auf dem Smartphone des CampusGuide wird zuna¨chst der Discovering-
Service gestartet, welcher die Umgebung auf alle in Reichweite befindlichen
Bluetooth-Gera¨te scannt. Alle Namen der gefundenen Gera¨te werden mit
der Kennung des Nutzertelefons verglichen. Findet der Discovering-Service
die passende Bluetooth-Kennung, wird dieser Service beendet und mit dem
Smartphone des Roboters gekoppelt. Bis zur Freigabe des gefundenen Gera¨ts
wird permanent die Bluetooth-Signalsta¨rke u¨ber den Received Signal Strength
Indication (RSSI) Wert zwischen den gekoppelten Parteien ermittelt. U¨ber
ein Zeitintervall t wird der Median der Messwerte bestimmt und als Maß
fu¨r die Entfernung zum Benutzer ausgewertet. U¨berschreitet der gemessene
Wert einen Schwellwert oder werden u¨ber einen definierten Zeitraum keine
Signale empfangen, so gilt der Benutzer als verloren. In diesem Fall ko¨nnte
CampusGuide seine Fahrt unterbrechen und solange stehen bleiben, bis das
Signal wieder detektiert wird.
Durch Messungenauigkeiten ko¨nnen in den gemessenen RSSI-Werten vie-
le Ausreißer beobachtet werden. Aufgrund seiner Robustheit gegenu¨ber ex-
trem abweichenden Werten haben wir uns fu¨r den Median zur Mittelung der
Messwerte entschieden und betrachten daher nicht das arithmetische Mittel.
4.2.6 Kommunikation mit dem Roboter
In den vorangegangenen Abschnitten werden mehrfach Daten an das Black-
board gesendet oder Daten von diesem empfangen. Hierzu bedarf es einer
Kommunikation vom Smartphone zum Roboter und auf dem Roboter selber
zum Blackboard. Als Erstes muss also ein Kommunikationskanal zwischen
Smartphone und Roboter hergestellt werden. Hierzu kommen mehrere Me-
thoden in Frage: USB, WLAN sowie Bluetooth. Die USB-Variante ist auf den
ersten Blick natu¨rlich am besten geeignet, da sie im Gegensatz zu WLAN
oder Bluetooth u¨ber ein Kabel und nicht u¨ber Funk senden und empfan-
gen kann. Dies ist wichtig fu¨r eine gute Verbindungsqualita¨t, da hier a¨ußere
Sto¨reinflu¨sse nicht so leicht die Kommunikation beeinflussen ko¨nnen. Wenn
man allerdings von einem Android-Smartphone aus u¨ber USB kommunizie-
ren will, ist dies keine triviale Aufgabe. Das Betriebssystem verbietet jede
Kommunikation u¨ber diesen Port. Aufgrund des Benutzersystems, hat der
Ausfu¨hrende der Applikation niemals die erforderlichen Rechte dafu¨r.
Der zweite Ansatz ist WLAN. Diese Methode ko¨nnen wir direkt ausschlie-
ßen, da CampusGuide mit dem Internet verbunden sein muss. Dies impliziert,
dass der Roboter eine sta¨ndige Verbindung zum WLAN der Universita¨t oder
zum, durch das Smartphone bereitgestellten, Internet haben muss. Hierbei
wu¨rde sich der Roboter bei der Fahrt an diversen Accesspoints anmelden
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und ko¨nnte somit nicht einem Ad-Hoc Netzwerk des Smartphones beitreten.
Zudem wa¨re es auch nicht mo¨glich zu garantieren, dass Telefon und Roboter
zu jeder Zeit mit dem gleichen Netz verbunden sind, um dann u¨ber dieses zu
kommunizieren.
Dies fu¨hrt uns zur letzten Methode: Die Bluetooth-Verbindung. Wie schon
in der Einfu¨hrung angesprochen, benutzen Smartphone und Roboter den
gleichen Bluetooth-Stack. In unserer Architektur stellt der Roboter den Ser-
ver fu¨r die Kommunikation bereit und das Smartphone ist der Client. Wir
haben uns an dieser Stelle fu¨r ein zweistufiges Konzept entschieden, wo in
der ersten Stufe die Bluetooth Daten empfangen werden und in der Zweiten
interpretiert und an das Blackboard weitergeleitet werden. Es wurde also
fu¨r den Roboter eine Bluetooth-Server Anwendung implementiert, die Da-
ten empfangen kann und diese dann in die gewu¨nschte Richtung weiterleitet.
Diese Server-Anwendung wartet auf die Annahme der Kommunikation durch
das Smartphone. Die Anwendung auf dem Smartphone sucht genau diesen
Dienst auf dem Roboter und kann so eine Kommunikation initiieren. Der
Datentransfer selber findet u¨ber Nachrichten in einer speziellen Kodierung
statt.
Vom Smartphone zum Roboter:
Neue eingehende SMS: *2Nummer#SMS-Typ#Nachricht#Zeitstempel**
Neue GPS-Position: *1Latitude#Longitude#Orientierung#Zeitstempel**
Neue Distanz: *3Wert**
Vom Roboter zum Smartphone:
Neues Passwort: *Passwort**
Bei der Passwort-Nachricht bedarf es keiner erneuten U¨bertragung der Num-
mer, da diese intern gespeichert wir, damit weitere Anfragen fu¨r CampusGui-
de abgewiesen werden ko¨nnen.
Jetzt ko¨nnen alle Daten des Smartphones an den Roboter u¨bertragen wer-
den, womit nun lediglich die Anbindung an das Blackboard und die Nach-
richteninterpretation fehlen. Die zweite Stufe unseres Konzepts beschreibt
genau ein solches Programm. Es empfa¨ngt die Daten, interpretiert die Nach-
richten und schreibt deren Werte in die dafu¨r vorgesehenen Variablen des
Blackboards. Diese Programmstruktur erfu¨llt all unsere Anforderungen an
die Kommunikation zwischen Roboter und Smartphone.
Die Verwendung des Smartphones hat sich fu¨r CampusGuide als sehr
nu¨tzlich und gute Wahl als Mediator zwischen dem Benutzer und der Ro-
boterplattform herausgestellt. Wir sind jetzt in der Lage eine Anforderung
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von CampusGuide durch einen Nutzer entgegen zu nehmen, ihm zu antwor-
ten und auch um den Abstand zu ihm zu messen. Auf der anderen Seite
ko¨nnen wir die empfangenen Daten vom Nutzer sowie Positionskoordinaten
an den Roboter weiterleiten und auch wieder empfangen. Diese Funktiona-
lita¨ten bilden sozusagen die Grundlage um CampusGuide nach außen hin fu¨r
Anwender nutzbar zu machen.
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4.3 Navigation
Der Aspekt Navigation umfasst bei CampusGuide mehrere Teilaspekte. Zu-
erst muss der Roboter herausfinden, wo genau er sich befindet. In einem
Außenareal kann er sich anhand der GPS-Informationen des Handys lokali-
sieren. Innerhalb eines Geba¨udes mu¨ssen jedoch Verfahren verwendet werden,
die ohne GPS auskommen. Zusa¨tzlich wird fu¨r die Planung einer Route ei-
ne Karte beno¨tigt. Diese kann, je nach Umgebung, entweder aus Daten der
OSM oder lokal vom Roboter erzeugt werden. Ist die Position des Roboters
bekannt und liegt eine geeignete Karte vor kann ein Pfad zu einem gegebenen
Zielort geplant werden. Wa¨hrend der Fahrt muss CampusGuide Hindernisse
erkennen und ihnen ausweichen. Dies gilt sowohl fu¨r Objekte, die seinen Weg
blockieren, wie z.B. geparkte Autos als auch fu¨r Untergru¨nde, die fu¨r den Ro-
boter nicht befahrbar sind. Das Problem, die Befahrbarkeit oder Drivability
eines Untergrunds zu bestimmen wird in Kap. 4.4 na¨her erla¨utert.
4.3.1 Lokalisierung
Damit der Roboter u¨berhaupt von einem Ort zu einem anderen fahren kann,
ist es natu¨rlich notwendig, dass er jederzeit weiß, wo er sich gerade befindet.
Sehr einfach la¨sst sich dies mit Hilfe von GPS realisieren. Ein Empfa¨nger
liest das Signal von mehreren GPS-Satelliten und kann daraus auf mehrere
Meter genau seine Position auf der Erdoberfla¨che bestimmen. Leider sind
GPS-Signale innerhalb der meisten Geba¨ude nicht verfu¨gbar und so greifen
wir auf einen Karten basierten Ansatz zuru¨ck.
Da in den meisten Fa¨llen keine genaue Karte eines Geba¨udes, besonders
mit der vorhandenen Einrichtung, zur Verfu¨gung steht, muss diese vorher,
mit Hilfe des Laserscanners am Roboter, erstellt werden. Ein Laserscan be-
steht dabei aus einer Menge von Punkten, die aus einem Winkel und einer
Entfernung bestehen. Damit der Roboter aus mehreren Laserscans eine Karte
erstellen kann, muss er wissen, wo er sich in dem Geba¨ude befindet. Damit
er sich aber lokalisieren kann, beno¨tigt er eine Karte. Um diese gegensei-
tige Abha¨ngigkeit zu u¨berwinden, kann der Roboter eine Karte relativ zu
seiner eigenen Position erzeugen und gleichzeitig versuchen sich auf dieser
lokalisieren. Dabei orientiert er sich an markanten Punkten (Merkmale). Fu¨r
die Lo¨sung dieses SLAM-Problems existiert mittlerweile eine Vielzahl von
Ansa¨tzen unter denen wir uns fu¨r eine Implementierung des GMapping ge-
nannten Verfahrens entschieden haben [28][29]. Es nutzt einen sogenannten
Rao Blackwellized Partikelfilter (RBP), um rasterbasierte Karten zu erzeu-
gen. Diese Karten repra¨sentieren die Umwelt durch eine Menge von Zellen, die
entweder belegt (schwarz) oder frei (weiß) sein ko¨nnen. Durch Abstufungen
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des Grauwerts wird die Wahrscheinlichkeit, dass eine Zelle frei ist, abgebil-
det. Jeder Partikel im RBP entha¨lt die vermutete Roboterposition, Merkmale
extrahiert aus den Sensordaten des Roboters und eine Vermutung daru¨ber,
wie die Karte aussieht. Durch U¨berleben des passendsten Partikel bestehen
nur die Partikel fort, deren Kartenhypothese am besten mit der aktuellen
Sensormessung u¨bereinstimmt. Abb. 4.4 zeigt das Ergebnis der GMapping-
Implementierung, nach dem der Roboter einmal durch das Geba¨ude gefahren
ist.
Abbildung 4.4: Rasterkarte unserer Testumgebung, erstellt mit GMapping.
Freie Bereiche sind weiß markiert, Zellen die ein Hindernis darstellen schwarz.
Alle Zellen u¨ber die keine Aussage getroffen werden konnte, sind blau gefa¨rbt.
Die erstellte Karte wird u¨ber den Player Treiber mapfile in den Player
Server geladen und dadurch allen anderen Treibern zur Verfu¨gung gestellt.
Zur Lokalisierung nutzen wir den amcl Treiber, der im Player-Framework ent-
halten ist. Dieser bekommt als Eingabe die rasterbasierte Karte, Laserscans
sowie die Odometriedaten von CampusGuide und liefert die wahrscheinlichste
Position des Roboters zuru¨ck. Adaptive Monte-Carlo Localization (AMCL)
basiert ebenfalls auf Partikelfiltern wobei jeder Partikel fu¨r eine mo¨gliche
Roboterposition steht. In jedem Aktualisierungsschritt werden die Partikel
anhand der Odometrie Informationen bewegt. Danach werden die verschie-
denen Partikel anhand der Lasermessung gewichtet; je besser die Messung
zu der Position des Partikels passt, desto ho¨her ist die Wahrscheinlichkeit
das sich der Roboter dort befindet. Aus dem entstandenen Set wird durch
Ziehen mit zuru¨cklegen eine neue Menge von Partikeln gezogen. Dadurch ver-
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schwinden die Partikel, deren Position unwahrscheinlich ist und es entsteht
eine Ha¨ufung von Partikeln dort, wo sich der Roboter am wahrscheinlichsten
befindet. Um Ressourcen zu sparen, passt der Algorithmus die verwendete
Anzahl der Partikel zur Laufzeit dynamisch an. Je sicherer die Roboterposi-
tion ist, desto weniger Partikel befinden sich im Einsatz und umgekehrt.
Die so gewonnene Position des Roboters wird an die lokale Hindernisver-
meidung weitergegeben, die diese dann zusammen mit der Zielposition nutzt,
um den Roboter an den gewu¨nschten Ort zu bewegen.
4.3.2 Kartenmaterial der OpenStreetMap
Damit sich der Roboter auch in Außenbereichen lokalisieren und einen Weg
planen kann, wird eine Karte des gesamten Campus beno¨tigt. Diese kann
nicht mittels SLAM erzeugt werden da, bedingt durch die maximale Reich-
weite des Laser-Entfernungsmessers, nicht genug eindeutige Merkmale gefun-
den werde ko¨nnen. Um die Navigation mittels des GPS-Moduls des Handys
zu ermo¨glichen, sollten dieser Karte außerdem GPS-Koordinaten zugeordnet
werden ko¨nnen. Solche GPS-Daten holen wir automatisch aus der Datenbank
der OSM, da diese uns eine lizenzkostenfreie Mo¨glichkeit bietet, an detail-
lierte Karteninformationen mit hoher Genauigkeit zu gelangen.
4.3.2.1 OSM-Daten automatisch herunterladen
Alle Daten der OSM sind in einer zentralen Datenbank gespeichert. Es gibt
verschiedene Wege, um auf diese Daten zuzugreifen:
1. Manuell mittels eines Clients wie z.B. JOSM2
2. Fu¨r einen bestimmten Bereich, direkt u¨ber die OSM-API
Die OSM bietet mit der OSM-API eine Programmierschnittstelle, mit
der wir die beno¨tigten Daten automatisch beziehen ko¨nnen. Somit kann der
Roboter immer mit aktuellen Daten arbeiten. U¨ber die OSM-API kann je-
doch immer nur ein begrenzter Kartenausschnitt auf einmal heruntergeladen
werden. Der OSM-Server liefert derzeit maximal einen Bereich von 0,23 Qua-
dratgrad, was in Deutschland etwa einem Bereich von 50km2 entspricht. Dies
ist mehr als ausreichend um die Daten fu¨r den kompletten Einsatzbereich von
CampusGuide mit einem API-Aufruf herunterzuladen.
Die OSM-API basiert auf der Representational State Transfer (REST)
Architektur. Das heißt, dass jede Anfrage an die API in Form einer URL
2http://josm.openstreetmap.de/
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gestellt werden kann. Um z.B. die Daten des Campus der TU Dortmund
herunterzuladen wird folgender Aufruf verwendet:
.../api/0.6/map?bbox=bbox=<7.40526>,<51.48729>,<7.427>,<51.49885>
Der genaue Ausschnitt, der herunterladen werden soll, ist durch eine
Bounding Box aus 4 GPS-Koordinaten eingegrenzt. Fu¨r den Fall, dass sich
der Operationsbereich von CampusGuide auf dem Gela¨nde der TU a¨ndert,
oder er an einem anderen Ort eingesetzt werden soll, mu¨ssen nur diese Werte
modifiziert werden.
4.3.2.2 GPS-Wegpunkte extrahieren
Die OSM liefert auf Anfragen durch die API Daten in Form einer XML-Datei
zuru¨ck. Wir haben ein Programm entwickelt, das automatisch die Wege aus
einer solchen XML-Datei extrahiert und aufbereitet. Eine solche von der OSM
bezogene Datei entha¨lt Informationen wie z.B. Punkte mit dazugeho¨rigen
GPS-Koordinaten (Nodes), Wege, Relationen und Tags. Diese werden fu¨r die
Darstellung von Objekten auf der Karte verwendet. Ein Geba¨ude wird dabei
z.B. durch mehrere verbundene Punkte repra¨sentiert, denen der gemeinsame
Tag building = yes zugewiesen wird. Von den erhaltenen Informationen, sind
fu¨r den Roboter nur die Punkte von Interesse, die Wege repra¨sentieren. Wege
werden in der OSM durch eine Menge verbundener Wegpunkte repra¨sentiert,
die mit dem Tag Highway versehen sind. Der Wert der dem Highway-Tag zu-
geordnet wurde gibt an, um welche Art Weg es sich handelt (z.B. Autobahn,
Fußweg). Anhand dieser Tags werden genau die Wege aus der Datei extra-
hiert, die fu¨r CampusGuide prinzipiell befahrbar sind. Aus diesen Wegen und
ihren Knotenpunkten wird ein Graph erzeugt, auf dem die Pfadplanung von
CampusGuide durchgefu¨hrt wird.
4.3.3 Pfadplanung
Die von uns verwendete Roboterplattform ist nicht dazu geeignet, sich au-
tonom auf dem Campus zu bewegen. So kann sie z.B. keine absteigenden
Treppen erkennen, nicht u¨ber Wiesen fahren und auch keine zu starken Stei-
gungen bewa¨ltigen. Damit der Roboter trotzdem sicher und vor allem schnell
von seiner aktuellen Position ein anderes Ziel erreichen kann, bedarf es eines
Mechanismus, der ihm zu jedem Zeitpunkt den optimalen Weg bereitstellt.
Der optimale Weg ist dabei der ku¨rzeste Weg, der mit ho¨chster Wahrschein-
lichkeit von unserer Roboterplattform befahrbar ist. Da wir u¨ber eine gute
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lokale Hindernisvermeidung verfu¨gen, muss der Pfad nicht sehr genau ange-
geben werden. Es ist ausreichend, eine Liste von Koordinaten von allen mar-
kanten Punkten auszugeben. Markante Punkte stellen neben dem Ziel vor
allem Kreuzungen dar, an denen abgebogen werden muss. Um schnell von
A nach B zu kommen, muss der Roboter nur noch die Liste der Wegpunkte
sukzessive abarbeiten. Als Struktur zur Implementierung der Pfadplanung
bieten sich aus folgenden Gru¨nden Graphen an:
1. Aus Graphen erha¨lt man sehr einfach Listen von Knoten (die Weg-
punkte repra¨sentieren)
2. Sie sind gut erforscht und es steht eine breite Auswahl an effizienten
Algorithmen zur Verfu¨gung
3. Es gibt frei verfu¨gbare Implementierungen
Zur Realisierung kommt die LEMON Graph Library zum Einsatz [30]. LE-
MON steht fu¨r Library for Efficient Modeling and Optimization in Networks
und ist eine in C++ geschriebene und frei verfu¨gbare Bibliothek, die eine
Vielzahl von ha¨ufig verwendeten Graphenstrukturen und -algorithmen effizi-
ent implementiert.
Der Graph wird aus OpenStreetMap Daten aufgebaut. Jeder Knoten
repra¨sentiert eine OSM Node, welche aus einer eindeutigen ID und GPS-
Koordinaten besteht. Eine Kante wird zwischen zwei Knoten genau dann
eingefu¨gt wenn, es einen OSM-Weg zwischen zwei Nodes gibt, der laut An-
notation auch von Fahrra¨dern befahren werden kann. So wird sicher gestellt,
dass jeder Weg der durch den Graphen gefunden wird, weder Treppen noch
Wiese entha¨lt. Als Kantengewicht wird die Entfernung zwischen den beiden
GPS-Koordinaten verwendet. Das ist ausreichend, da in den OSM-Daten
zwei Nodes immer nur direkt verbunden sind.
Natu¨rlich wird es selten vorkommen, dass der Start- bzw. der Zielpunkt
genau auf einem Knoten des Graphen liegt. Dies stellt aber kein Problem dar.
Zuna¨chst werden die Knoten ermittelt, die dem Startpunkt und dem End-
punkt am na¨chsten liegen. Zwischen diesen beiden Knoten wird dann mit dem
Dijkstra-Algorithmus [31] der ku¨rzeste Pfad ermittelt. Um den kompletten
Pfad zu erhalten, muss an die resultierende Liste nur noch der Zielpunkt als
letzter Wegpunkt angeha¨ngt werden.
Die gesamte Implementierung wurde als Player-Plugin realisiert. Dabei
wurde das planner -Interface komplett so implementiert, dass der Treiber
problemlos mit jedem anderen Treiber aus dem Player-Framework, der dieses
Interface nutzt, funktioniert.
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4.3.4 Hindernisvermeidung
Hat sich CampusGuide lokalisiert und eine Pfad zum Zielpunkt bestimmt,
so kann es trotzdem sein, dass der er einem Hindernis begegnet. Dabei kann
es sich z.B. um eine Laterne, ein geparktes Auto, oder ein beliebiges ande-
res Objekt handeln, das nicht in der OSM verzeichnet ist und deshalb vom
Pfadplaner nicht beru¨cksichtigt werden konnte. Insbesondere bewegliche Hin-
dernisse, wie z.B. Menschen, mu¨ssen erkannt werden. Damit CampusGuide
keine Gefahr fu¨r Passanten darstellt, bedarf es einer robusten Methode, die
erkennt,wenn etwas oder jemand den Weg versperrt. Wurde ein Hindernis
entdeckt, muss ein Ausweichkurs um das Hindernis berechnet werden, bevor
CampusGuide auf seiner geplanten Route weiterfahren kann.
Wir haben uns entschieden auf die Implementierung des VFH+ Algorith-
mus zuru¨ckzugreifen, die bereits im Player-Framework zur Verfu¨gung steht.
Der Algorithmus ist ein weit verbreiteter Ansatz und hat sich als robust und
effizient erwiesen. VFH wurde 1991 von Borenstein und Koren vorgestellt;
1998 wurde er durch Ulrich und Borenstein verbessert und in VFH+ umbe-
nannt [32]. Aus den Daten des Laserscanners erzeugt der Algorithmus ein po-
lar Histogramm um die Position des Roboters herum. Ta¨ler in diesem Histo-
gramm werden als Hindernisse interpretiert und es wird ein Set von mo¨glichen
Fahrtrichtungen generiert. Aus diesem Set wird die Richtung gewa¨hlt, die
der Zielrichtung am na¨chsten ist. Die Implementierung im Player Framework
erha¨lt dafu¨r einen Zielpunkt und berechnet daraus Steuerbefehle, die den
Roboter kollisionsfrei zum Ziel bringen sollen. Dazu muss der vfh Treiber
neben den Laserdaten auch Zugriff auf die aktuelle Roboterposition haben.
Zur Kommunikation zwischen dem vfh Treiber und der Roboter-Hardware
wird das position2d -Interface verwendet. Es bietet sowohl die Mo¨glichkeit
die kartesischen Positionsdaten des Roboters auszulesen, als auch Steuerbe-
fehle von anderen Treibern anzunehmen. Die Implementierung von VFH im
Player-Framework erlaubt nur den Zugriff auf ein position2d -Interface. Fu¨r
unsere Implementierung stellt das ein Problem dar, denn wir verwenden zur
Lokalisation und Steuerung zwei getrennte Module. Der Treiber der Firma
MetraLabs nimmt die Steuerbefehle an und der amcl Treiber liefert die ak-
tuelle Position. Zwar kann der MetraLabs Treiber auch die Roboterposition
anhand von Odometriedaten liefern, doch hat diese Methode einen entschei-
denden Nachteil: Durch unebenen oder rutschigen Boden stimmt die durch
die an den Getrieben angebrachten Encoderscheiben bestimmte Bewegung
nicht mit der tatsa¨chlichen Roboterbewegung u¨berein. Diese Fehler summie-
ren sich sehr schnell auf und nach kurzer Zeit wa¨re die gelieferte Position fu¨r
unsere Zwecke zu ungenau. Wir haben deswegen den vfh Treiber aus dem
Player-Framework um ein weiteres position2d -Interface erweitert. Den Trei-
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ber haben wir dahin gehend modifiziert, dass er die Position von dem einem
Modul bezieht und die Steuerbefehle an das andere Modul sendet.
Damit ist die aus drei Ebenen bestehende Architektur komplett. Der glo-
bale Planer sendet seinen gewu¨nschten Pfad an die lokale Hindernisvermei-
dung. Diese versucht dem Pfad so gut wie mo¨glich zu folgen, bezieht dabei
aber noch Sensordaten mit ein, um unerwarteten Hindernissen ausweichen
zu ko¨nnen. Die Hindernisvermeidung generiert die Steuerbefehle, die dann
an die Motoren des Roboters gesendet werden.
4.4 Befahrbarkeit
Als Befahrbarkeit oder Drivability wird die Eigenschaft eines Untergrundes
bezeichnet, die angibt, ob dieser Untergrund von einem Roboter befahren
werden kann oder nicht. Dies ist natu¨rlich stark von dem Modell und der
Ausstattung des Roboters abha¨ngig. Da der SCITOS G5 fu¨r den Einsatz
in Innenra¨umen konstruiert wurde, kommt nur eine kleine Menge an Un-
tergru¨nden fu¨r CampusGuide u¨berhaupt in Frage. Die nicht befahrbaren
Untergru¨nde soll der Roboter selbststa¨ndig als Hindernisse erkennen und
umfahren.
Die Befahrbarkeit eines Untergrunds kann auf mehrere Arten bestimmt
werden. Steht ein geeigneter Sensor zur Verfu¨gung, kann die Struktur des
Bodens direkt betrachtet werden. Der Roboter den Morales et al. [12] fu¨r die
Tsukuba Challenge verwendet haben, verfu¨gt z.B. u¨ber zwei diagonal auf den
Boden gerichtete Laser-Entfernungsmesser, mit denen Erho¨hungen, Treppen-
stufen und andere Unebenheiten erkannt werden ko¨nnen. Da uns ein solcher
Sensor nicht zur Verfu¨gung steht, haben wir uns entschieden, den Untergrund
mit Hilfe von Kamerabildern zu klassifizieren. Dafu¨r werden Merkmale aus
den Bildern extrahiert und mit Hilfe eines ku¨nstlichen neuronalen Netzes
ausgewertet.
Fu¨r dieses Verfahren verwenden wir nur die Kamera, die direkt in Fahr-
richtung des Roboters auf den Boden gerichtet ist (Siehe Abb. 3.1, Boden-
Kamera). Die obere Kamera ist fu¨r diese Aufgabe nicht geeignet, da diese
drehbar gelagert ist und sich wa¨hrend der Fahrt verstellen kann. Dadurch ist
es nicht mo¨glich sichere Ru¨ckschlu¨sse von einem Punkt des Bildes auf eine
Position vor dem Roboter zu ziehen.
Das Modul ist als Pipeline aufgebaut, die in regelma¨ßigen Absta¨nden
Bilder der Kamera bezieht, Hindernisse detektiert und ihre Ergebnisse an
das Navigations-Modul weitergibt.
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Abbildung 4.5: Pipeline zur Befahrbarkeitserkennung. Von links nach rechts:
(a) Aufnahme der Kamerabilder; (b) Einteilung der Bilder in Segmente; (c)
Umrechnung der Segmente in den HSV-Farbraum; (d) Erstellung von Merk-
malsvektoren u¨ber die Bildsegmente; (e) Eingabe der Merkmalsvektoren in
das neuronale Netz; (f) Entscheidung des neuronalen Netzes zur Befahrbar-
keit des Bildsegmentes
4.4.1 Pipeline
Der Ablauf der Befahrbarkeits-Erkennung folgt der in Abbildung 4.5 darge-
stellten Pipeline. Das von der Kamera gelieferte Bild wird nicht im Ganzen
betrachtet, sondern in kleine Segmente unterteilt. Fu¨r jedes dieser Teilbilder
werden Merkmale extrahiert und ein Merkmalsvektor erstellt, der die Ein-
gabe fu¨r das nachgeschaltete neuronale Netz bildet. Fa¨llt die Antwort des
Netzes fu¨r den eben betrachteten Bildausschnitt negativ (nicht befahrbar)
aus, wird dieser Bereich in den Laserdaten als Hindernis eingesetzt.
Um die Pipeline in Funktion zu testen haben wir zuerst einen Erkenner
implementiert, der nur auf Basis von Farbwerten arbeitet. Dieser betrach-
tet das komplette Bild und verzichtet auf die Merkmalsextraktion aus den
Teilbildern.
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4.4.2 Farberkenner
Der von uns implementierte Farberkenner kann auf einen bestimmten Farb-
wert trainiert werden. Dieser wird als Hindernis erkannt und als virtuelles
Objekt in die Daten des Laser-Entfernungsmessers geschrieben.
Um den Erkenner zu trainieren, haben wir aus Bildern der Roboterka-
mera die Bereiche extrahiert, die als Hindernis klassifiziert werden sollen.
Auf Basis der extrahierten Farbwerte haben wir ein Histogramm im RGB
Farbraum erzeugt, das den Farbbereich der Hindernisse beschreibt. Diesen
Bereich haben wir mit zwei quadratischen Funktionen approximiert, die als
Eingabe den Farbwert eines zu klassifizierenden Pixel erhalten. Zu einem
Eingabebild kann mit diesem Verfahren im laufenden Betrieb eine Karte der
Befahrbarkeit dieses Bildes erzeugt werden.
Die Karte muss an das Navigationsmodul weitergegeben und in die Hin-
dernisvermeidung einbezogen werden. Da die verwendete Kamera auf dem
Roboter in fester Position und Ausrichtung installiert ist, kann aus einer Po-
sition im Bild auf einen Punkt auf dem Boden vor dem Roboter geschlossen
werden. Dies gilt, da wir davon ausgehen, dass sich der Roboter auf ebenen
Fla¨chen bewegt. Fu¨r jedes Pixel, das ein Hindernis repra¨sentiert, kann also
ein Winkel und ein Abstand vom Roboter berechnet werden. Diese Daten
werden mit denen des Laser-Entfernungsmessers kombiniert, dessen Werte
ebenfalls als Entfernungen fu¨r eine Menge an Winkeln bestimmt werden.
Es wird fu¨r alle Winkel das Minimum u¨ber den Abstand, den der Laser-
Entfernungsmesser liefert und den vom Farberkenner bestimmten Abstand
gebildet. Dadurch wird ein vom Farberkenner detektiertes Hindernis als
”
vir-
tuelles Hindernis“ fu¨r den Laser modelliert und dadurch automatisch von der
Hindernisvermeidung beru¨cksichtigt.
Da der Farberkenner auf einen bestimmten Farbwert trainiert werden
muss, kann er nur sinnvoll in unserer Testumgebung verwendet werden. Um
eine Befahrbarkeitserkennung in Außenarealen zu realisieren, mu¨ssen wir auf
ein breiteres Farbspektrum reagieren. Daher ist der Farberkenner fu¨r das
angestrebte Szenario nicht ausreichend. Zusa¨tzlich mo¨chten wir strukturelle
Merkmale in die Erkennung einbeziehen. Dazu kommt ein ku¨nstliches neu-
ronales Netz zum Einsatz.
4.4.3 Annotation
Zum Training eines ku¨nstlichen neuronalen Netzes wird eine Datenbasis be-
no¨tigt, von der das Netz lernen kann. In unserem Fall mussten wir fu¨r einen
Satz Bilder von Hand festlegen, ob der Untergrund fu¨r den Roboter befahrbar
ist. Da die Menge der zu annotierenden Bilder sehr groß war und eine pixel-
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genaue Einfa¨rbung damit zu aufwa¨ndig, haben wir ein Programm entwickelt,
das diese Annotation vereinfacht. Ein eingegebenes Bild sollte nach der Ver-
arbeitung in Segmente aufgeteilt sein, die mit einem passenden Label fu¨r den
Untergrund den sie zeigen versehen sind. Wir haben uns fu¨r die Codierung
in Farbwerten entschieden (gru¨n: befahrbar, blau: vielleicht befahrbar, rot:
nicht befahrbar), da sich diese leicht in das Ausgangsbild einblenden lassen.
Zum Segmentieren der Bilder haben wir zwei Ansa¨tze verfolgt. Zum einen
haben wir versucht mit Hilfe des Canny Edge Detectors Trennlinien zwischen
einzelnen Segmenten zu bestimmen. Dieses Verfahren tendierte jedoch dazu,
auch Fla¨chen zusammenfassen, die nicht zusammengeho¨ren. Ein Beispiel ist
in Abbildung 4.6 zu sehen. Der zweite Ansatz basiert auf dem Watershed
Algorithmus. Dieser zerlegt anhand von vorgegebenen Startwerten ein Grau-
wertbild in verschiedene Segmente. Mit gut gewa¨hlten Startwerten konnten
wir so eine fu¨r unsere Zwecke ausreichend genaue Segmentierung erreichen.
Der Benutzer muss die einzelnen Regionen des Bildes von Hand mit Mar-
kern versehen (siehe Abb. 4.6c). Diese Marker bilden die Startwerte fu¨r den
Watershed Algorithmus, der eine zusammenha¨ngende Fla¨che fu¨r jeden ge-
gebenen Startwert erzeugt. Jedem gefundenen Segment kann daraufhin ein
Label zugewiesen werden das die Befahrbarkeit des Untergrunds repra¨sentiert
(siehe Abb. 4.7c).
Mit diesem Tool kann fu¨r jede Bilddatei eine Karte der Befahrbarkeit
erstellt werden, auf deren Basis ein ku¨nstliches neuronales Netz trainiert
und validiert werden kann. Wir verwenden einen so vorbereiteten Datensatz
ebenfalls zur Evaluation des Befahrbarkeits-Moduls.
4.4.4 Merkmalsextraktion
Zur Erkennung der Befahrbarkeit eines Untergrunds werden aus dem Ka-
merabild Merkmale extrahiert, welche die Eingabe fu¨r das neuronale Netz
darstellen. Hierbei haben wir zwei Ansa¨tze verfolgt. Zum einen erstellen wir
ein Farbhistogramm und entscheiden u¨ber die Befahrbarkeit eines Bildaus-
schnitts anhand der Farbe des Untergrunds und zum anderen arbeiten wir
mit Gaborfiltern zur Kantenerkennung, um den Untergrund anhand seiner
Struktur zu klassifizieren. Zum Training des neuronalen Netzes werden diese
Merkmalsvektoren mit den Annotationen aus 4.4.3 verknu¨pft, so dass fu¨r
jeden Merkmalsvektor bekannt ist, ob er befahrbaren oder nicht befahr-
baren Untergrund repra¨sentiert. Im laufenden Betrieb soll das Netz einen
Merkmalsvektor als Eingabe erhalten und von diesem auf die Befahrbarkeit
schließen.
KAPITEL 4. REALISIERUNG 47
(a) Ausgangsbild (b) Mit dem Canny Edge Detector gefun-
dene Kanten. Ba¨ume, Wiese und Geba¨ude
im oberen rechten Teil des Bildes werden zu
einer Fla¨che zusammengefasst. Ebenso wer-
den im Zentrum des Bildes Pflastersteine
und Treppenstufen nicht getrennt.
(c) Bild versehen mit acht Markern fu¨r den
Watershed Algorithmus (weiße Linien).
(d) Mithilfe des Watershed Algorithmus seg-
mentiertes Bild. Die verschiedenen Fla¨chen
sind klar getrennt. Das Ergebnis ha¨ngt je-
doch stark von der Wahl der Marker ab.
Abbildung 4.6: Vergleich der Beiden Verfahren zur Segmentierung der Ein-
gabebilder.
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(a) Nach der Anwendung des Watershed
Algorithmus vorliegendes Bild. In diesem
ko¨nnen Segmente durch klicke ausgewa¨hlt
werden.
(b) Das gru¨n markierte Segment wurde aus-
gewa¨hlt. Diesem kann ein Untergrund bzw.
ein Label zugewiesen werden.
(c) Die Maske der zugewiesenen Unter-
gru¨nde. Drei Segmente wurden bereits be-
arbeitet. Dem unteren Segmente wurde das
Label
”




(d) Die vollsta¨ndige Maske der Untergru¨nde.
Abbildung 4.7: Zuweisung von Labels an die einzelnen Segmente eines Bildes.
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4.4.4.1 Farbhistogramme
Zur Betrachtung der Farben eines Untergrunds beno¨tigen wir einen passen-
den Farbraum. Der Ansatz den nativen RGB-Farbraum der verwendeten
Kamera zu benutzen schied aus, da hierbei die Umgebungshelligkeit eine
zu große Rolle spielt und somit die Ergebnisse zu verschiedenen Tageszeiten
und bei unterschiedlichen Witterungen starke Streuungen aufwiesen. Wir
entschieden uns fu¨r einen Farbraum, in dem die Helligkeit in einem einzel-
nen Kanal dargestellt wird. Zur Auswahl stehen hier die Farbra¨ume: hue-
saturation-value (HSV), normalized -RG (NRG) und Lab. Fu¨r die Klassifi-
kation kann man diese dann auf die Farbkana¨le beschra¨nken um ein hellig-
keitsunabha¨ngiges Ergebnis zu erzielen und so mo¨gliche Probleme mit dem
Umgebungslicht zu minimieren. Wir betrachten zur Erstellung des Farbhisto-
gramms einen Frame, der von der Kamera geliefert wird. Diesen unterteilen
wir mittels einem sich verschiebenden Fensters (sliding window) und klassi-
fizieren jedes Kamerabild Fenster fu¨r Fenster. Dieser zu betrachtende Aus-
schnitt (region of interest / ROI) wird in den gewa¨hlten Farbraum u¨berfu¨hrt
und analysiert. Es werden je zehn Beha¨lter (bins) fu¨r beide Farbkomponen-
ten verwendet, um das Farbhistogramm zu erstellen. Diese unterscheiden sich
von Farbraum zu Farbraum, wobei z. B. bei HSV die Kana¨le Farbton (hue)
und Sa¨ttigung (saturation) verwendet werden. Die zehn konkatenierten Zei-
lenvektoren dieser 10 × 10 Matrix sind der Eingabevektor fu¨r das vorher
trainierte neuronale Netz.
4.4.4.2 Gabor
Da Farbe nicht ausreichend ist, um eine mo¨glichst genaue Klassifikation des
Untergrunds zu ermo¨glichen, haben wir zusa¨tzlich ein Verfahren fu¨r die Ex-
traktion struktureller Merkmale implementiert, welches z. B. Muster von
Pflastersteinen von denen, einer Wiese unterscheiden kann. Wir wenden 2D-
Gaborfilter [33] mit acht Orientierungen und vier verschiedenen Frequenzen
an, um so mo¨glichst alle Kanten im Bild zu finden.
Hierbei wird das Bild in einem bestimmten Bereich mit einem durch 4.1
definierten Gaborfilter gefaltet. Die Antwort des Filters gibt an, wie gut die
Strukturen im Bild mit denen des Filters u¨bereinstimmen.
f(x, y) = e−pi[(x−x0)
2a2+(y−y0)2b2]e−2pii[u0(x−x0)+v0(y−y0)], (4.1)







Hierbei ist f(x, y) das Produkt einer elliptischen Gaußfunktion mit dem
Mittelpunkt (x0, y0) und einer komplexen Exponentialfunktion, die die har-
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darstellt. Das Seitenverha¨ltnis der Gaußfunktion ist hierbei durch


























Abbildung 4.9: Beispielantworten der Gaborfilter bei Pflastersteinen
Durch die Verwendung verschiedener Frequenzen fallen die Antworten
der Filter jeweils bei entsprechend feinen Untergrundstrukturen sta¨rker oder
schwa¨cher aus. Eine starke Antwort ist hier durch einen hohen Weißanteil im
Bild repra¨sentiert. Ein Stu¨ck Wiese liefert z. B. durch die vielen Grashalme,
die in allen mo¨glichen Richtungen liegen, eine relativ homogene Antwort (sie-
he Abb. 4.8). Aufgrund der unruhigen Struktur des Rasens ist die Antwort
der Filter bei allen Orientierungen und Frequenzen a¨hnlich. Im Gegensatz da-
zu wird das Ergebnis nach dem Filtern eines Bildes mit Pflastersteinen (siehe
Abb. 4.9) nicht bei jeder Orientierung gleich aussehen. Wenn die Orientie-
rung horizontal verla¨uft, liegt der Filter genau auf den horizontalen Fugen im
Weg und im Ergebnis ist ein deutlich ho¨herer Weißanteil als bei einer, zum
Bild, diagonalen Orientierung. A¨hnlich verha¨lt es sich bei den Frequenzen, da
auch hier die Steine eine sehr homogene Oberfla¨che haben, sodass Antworten
der Filter hauptsa¨chlich bei niedrigen Frequenzen diesen hohen Weißanteil
aufweisen. Der Grund hierfu¨r ist das niederfrequente Auftreten von Fugen.
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Aus diesen Erkenntnissen haben wir ein Merkmal generiert, welches ein
Histogramm u¨ber die Filterantworten ist. Die Anzahl der bins ist definiert
u¨ber die Anzahl der Frequenzen und Orientierungen und die bins beinhal-
ten die Summe aller Farbwerte der Antwort des Gaborfilters bei gegebenen
Parameter.
4.4.5 Klassifikation
Im laufenden Betrieb werden die von der Kamera aufgenommenen Bilder
mit einem sliding window abgetastet. Aus diesen Teilbildern werden Merk-
malsvektoren durch die in Kapitel 4.4.4.1 und in Kapitel 4.4.4.2 beschriebe-
nen Verfahren extrahiert. Die Vektoren werden durch ein neuronales Netz
klassifiziert, wodurch eine Karte der Befahrbarkeit des Bildes entsteht. Die
so detektierten Hindernisse werden, analog zu dem in 4.4.2 beschriebenen
Verfahren, in die Daten des Laser-Entfernungsmessers eingebracht. Dadurch
werden die als nicht befahrbar klassifizierten Untergru¨nde automatisch von
der Hindernisvermeidung beachtet.
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4.5 Mensch-Maschine-Interaktion
Die Mensch-Maschine-Interaktion (MMI) umfasst sowohl die passive als auch
die aktive Interaktion mit dem Benutzer. In unserem Projekt erfolgt die
passive Interaktion durch einen Personendetektor, der dazu verwendet wird,
mo¨gliche Nutzer mit Hilfe des Laser-Scanners, sowie der beweglichen Kamera,
zu finden. Die aktive Interaktion mit dem Roboter erfolgt durch den Touch-
screen, u¨ber den eine grafische Oberfla¨che (GUI) bedient wird. Des Weiteren
kommt ein grafisches Emotionssystem zum Einsatz, das dazu dient, den Ro-
boter menschlicher wirken zu lassen, und den Benutzern so den Zugang zum
Roboter zu erleichtern.
4.5.1 Personendetektion
Sobald der Roboter an seiner Einsatzposition angekommen ist, ist das na¨chste
zu erreichende Ziel die Identifikation des Benutzers, der ihn gerufen hat. Zu
diesem Zweck wird ein Beinpaardetektor eingesetzt, der die Umgebung nach
potenziellen Menschen absucht, und dessen Ergebnisse danach von einem
Gesichtsdetektor verifiziert oder abgelehnt werden. Wird auf diese Art eine
Person gefunden, so fa¨hrt der Roboter zu dieser und bleibt etwa einen Meter
vor ihr stehen. Der Nutzer kann sich mit dem per SMS erhaltenen Passwort
u¨ber die grafische Oberfla¨che anmelden.
Bei der Frage nach dem Aufbau eines Personendetektors gibt es zwei Pro-
blemstellungen. Zum einen soll die Detektion mo¨glichst schnell funktionie-
ren, zum anderen soll ein Ziel angesteuert werden, bei dem es sich tatsa¨chlich
um eine Person handelt. Der verwendete HoG-Gesichtsdetektor findet zwar
mit hoher Wahrscheinlichkeit Personen, die auf einem Bild zu sehen sind,
ist dabei jedoch relativ langsam. Da ein komplettes Absuchen der Umge-
bung sehr zeitaufwa¨ndig wa¨re, erfolgt eine Vorauswahl von mo¨glichen inter-
essanten Positionen, an denen sich Menschen befinden ko¨nnten, durch den
Beinpaardetektor. Dieser liefert sehr schnell gute Ergebnisse, die dann vom
Gesichtsdetektor verifiziert werden ko¨nnen.
4.5.1.1 Ablauf der Personendetektion
Die Personendetektion startet, sobald der Roboter am Ziel angekommen ist.
Zu diesem Zweck wird zuerst der Bereich vor dem Roboter mittels des Lasers
in Knieho¨he gescannt. Mit Hilfe der erhaltenen Daten wird nach drei Arten
von Objekten (Beinpaaren, einzelnen Beinen und Ro¨cken) gesucht, um die
Positionen potenzieller Personen zu ermitteln. Diese werden zuerst nach ihrer
Art und dann nach dem minimalen Abstand zum Roboter sortiert, so dass
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Abbildung 4.10: Ablauf der Personendetektion
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detektierte Beinpaare, die nah am Roboter sind die ho¨chste Priorita¨t haben,
und Ro¨cke, die sehr weit entfernt sind, die niedrigste Priorita¨t genießen. Von
den so ermittelten mo¨glichen Personen werden die vier ho¨chst priorisierten
Positionen nacheinander vom Gesichtsdetektor untersucht, wobei der Prozess
abbricht, sobald eine Verifikation erfolgt ist. Die Gesichtsdetektion erfolgt auf
Bildern, die von der beweglichen Kamera aufgenommen werden. Zu diesem
Zweck werden drei nacheinander aufgenommene Bilder betrachtet. Falls auf
zwei dieser Bilder ein Gesicht an derselben Position detektiert wird, so wird
dies als korrekte Detektion gesehen und der Roboter fa¨hrt zur vorher ermit-
telten Position und dreht sich zum Benutzer, so dass dieser sich u¨ber den
Touchscreen anmelden kann. Der Aufbau des Systems ist in Abbildung 4.10
dargestellt.
4.5.1.2 Beinpaardetektor
Die Grundidee des Beinpaardetektors ist es mittels des Laser-Scanners Ob-
jekte zu finden, die von der Form her Beinpaare sein ko¨nnten. Grundlegende
Ideen, wie die Ermittlung der Form eines Beines, basieren dabei auf dem
Beindetektor der Projektgruppe Partybot3. Der Laser-Scanner liefert fu¨r die
Beindetektion zwei Informationen: einen Winkel und eine Entfernung, aus
denen fu¨r jeden gescannten Punkt eine Koordinate berechnet wird. Zudem
ko¨nnen diese Daten verwendet werden, um Beine zu ermitteln. Dies geschieht
in mehreren Schritten.
Zuerst ist es wichtig einzelne Objekte voneinander zu unterscheiden. Zu
diesem Zweck werden im ersten Schritt die Entfernungen benachbarter La-
serpunkte miteinander verglichen, wobei nur Objekte betrachtet werden, die
sich ho¨chstens 5 m vom Roboter entfernt befinden. Um aus den Laserdaten
einzelne Objekte zu extrahieren, wird der Abstand zum Roboter von zwei
benachbarten Laserpunkten verwendet. Wenn dieser mehr als 23 cm betra¨gt,
wird dies so interpretiert, dass beide Laserpunkte zu verschiedenen Objekten
geho¨ren und diese entsprechend indiziert. Somit gilt fu¨r jeden Laserpunkt,
der demselben Objekt zugeordnet wurde, dass der Abstand zum Roboter im
Vergleich zu seinem Nachbarn ho¨chstens 23 cm mehr betra¨gt.
Fu¨r die so unterteilen Objekte wird im zweiten Schritt jeweils ermittelt,
ob es sich dabei um ein Bein handeln ko¨nnte. Hierzu werden drei Kriterien
verwendet, die alle erfu¨llt sein mu¨ssen: Die Beinbreite, die Beintiefe sowie
die Beinform. Dabei entspricht die Beinbreite dem Abstand zwischen dem
ersten und dem letzten Laserpunkt, die demselben Objekt zugeordnet wer-
den. Dabei werden alle Laserpunkte betrachtet, die einem Objekt zugeordnet
3https://eldorado.tu-dortmund.de/bitstream/2003/26365/1/PG525 Endbericht.pdf
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Laser
Bein
Abbildung 4.11: Beinerkennung (Breite, Tiefe, Za¨hlrichtung fu¨r
Form(durchgezogen = gegen Uhrzeiger; gestrichelt = mit Uhrzeiger))
werden. Von diesen werden die Laserpunkte mit der zum Roboter ku¨rzesten
und weitesten Entfernung voneinander subtrahiert. Das Ergebnis wird in Re-
lation zur Beinbreite gesetzt. Dabei muss die Beintiefe in einem festgelegten
Bereich im Vergleich zur Beinbreite liegen, damit dieses Kriterium erfu¨llt ist.
Als drittes Kriterium wird die Beinform betrachtet. Hierfu¨r wird der Verlauf
der Laserpunkte verfolgt. Mit Hilfe von zwei Zeigern, die von den Außen-
punkten des Objektes zum Mittelpunkt gefu¨hrt werden, wird ermittelt, ob
das Objekt eine leichte Wo¨lbung hat. Sa¨mtliche zuvor ermittelten Objekte,
die diese drei Kriterien erfu¨llen werden als Beine erkannt. Fu¨r alle Kombina-
tionen der ermittelten Beine wird als na¨chstes die Distanz zueinander ermit-
telt. Liegt diese unter einem Maximalwert, so wird die jeweilige Kombination
von Beinen als Beinpaar klassifiziert. Zuletzt werden aus den nicht als Bein
erkannten Objekten alle Objekte als Rock klassifiziert die eine bestimmte
Breite haben. Dafu¨r muss ein Objekt mindestens eine Breite von zweifacher
minimaler Beinbreite haben, sodass auch zwei Beine, die direkt nebenein-
ander stehen und somit nicht als einzelne Beine erkannt werden ko¨nnen, in
die Kategorie Rock eingeordnet werden. Die maximale Breite fu¨r Rockobjek-
te ist die Summe aus maximalem Beinabstand fu¨r Beinpaare zuzu¨glich der
minimalen Breite fu¨r Beine (siehe Abb. 4.11).
In einem dritten Schritt wird eine Liste aller Objekte erstellt, die zuvor
einer der drei Kategorien zuordnet wurden. Dabei werden alle Beine aus der
Liste entfernt, die auch einem Beinpaar zugeordnet wurden. Zuletzt werden
die Objekte nach ihrer Priorita¨t sortiert. Diese sind so gewa¨hlt, dass die
Wahrscheinlichkeit, dass es sich bei einem Objekt um eine Person handelt,
maximiert wird. Aus diesem Grund haben Beinpaare die ho¨chste Priorita¨t,
einzelne Beine eine mittlere Priorita¨t und Rockobjekte eine niedrige Priorita¨t.
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Da Ro¨cke im Normalfall so kurz sind, dass sie die Messungen des Laser-
Scanners nicht beeinflussen, entstehen hierdurch keine negativen Einflu¨sse
auf die Detektionsrate von weiblichen Personen. Wurden mehrere Objekte
derselben Kategorie zugeordnet, so hat innerhalb dieser Gruppe das Objekt,
das dem Roboter am na¨chsten liegt, die ho¨chste Priorita¨t.
Von den so ermittelten Positionen von Objekten, an denen Menschen
vermutet werden, werden maximal die vier ho¨chst Priorisierten mittels Ge-
sichtsdetektion untersucht. Falls diese an keiner der Positionen ein positives
Ergebnis liefert, dreht sich der Roboter um 120◦ und startet den Vorgang
von vorn. Sollte auch dieses Mal keine Person erkannt werden, wiederholt er
diesen Schritt ein weiteres Mal. Somit kann der Roboter Personen finden,
die sich an einer beliebigen Position innerhalb des Radius von 5 Metern um
ihn herum befinden, was mit einer 180◦-Drehung nicht mo¨glich wa¨re, da der
Roboter Personen direkt neben sich nicht finden wu¨rde (siehe Abb. 4.12).
Abbildung 4.12: Drehungen des Roboters, um 360◦ zu erfassen
Die ermittelten Laserdaten werden im Administratorbereich der grafi-
schen Oberfla¨che ausgegeben. Dabei werden nur die Objekte gefa¨rbt, die
eine der vier ho¨chsten Priorita¨ten erhalten haben (siehe Abb. 4.13).
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Abbildung 4.13: Priorita¨ten des Roboters. Beinpaar, Bein, Rockobjekt. Je
heller desto niedriger die Priorita¨t
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4.5.1.3 Gesichtsdetektor
Zur Verifikation der ermittelten Positionen kommt ein Gesichtsdetektor zum
Einsatz. Hier standen uns zwei Ansa¨tze zur Verfu¨gung, die dieses Problem
schnell lo¨sen: Der Viola-Jones- (VJ, siehe [20]) und der HoG-Detektor-Ansatz
(HoG, siehe [22]). Wir haben uns fu¨r den HoG-Detektor entschieden, da
der VJ nur auf der Frontalansicht von Gesichtern gut funktioniert und im
Gegensatz zum HoG Gesichter in Profilansichten nicht detektiert.
Fu¨r die Gesichtsdetektion wird die bewegliche Kamera in die Richtung
gedreht, in der zuvor eine mo¨gliche Person durch den Beinpaardetektor er-
mittelt wurde. Hierbei kommt der beschriebene HoG-Detektor zum Einsatz,
der sehr zuverla¨ssig Gesichter erkennen kann. Dieser wird auf fu¨nf aufein-
anderfolgende Bilder angewendet. Falls in mindestens drei dieser Bilder, an
ungefa¨hr derselben Position in der Mitte des Bildes, ein Gesicht erkannt wird,
wird dies als Besta¨tigung der Beinpaardetektormessung gewertet und die fu¨r
diese Person ermittelten Koordinaten angesteuert. Zudem werden die Bilder
im Administratorbereich inklusive Farbcodierung fu¨r die Anzahl der Detek-
tionen je Pixelspalte der Bilder ausgegeben (siehe Abb. 4.14).
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Abbildung 4.14: Ergebnis der Gesichtsdetektion. Anzahl Detektionen: Fu¨nf.
Vier. Drei. Zwei. Eins
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4.5.2 Benutzerschnittstelle
Bisherige Tourguides nutzten fu¨r die Befehlseingabe durch den Nutzer vor
allem fest installierte Kno¨pfe auf dem Roboter (siehe z.B. RHINO in [7]), eine
Kombination aus Spracherkennung zusammen mit Kno¨pfen (siehe RoboX in
[34]) oder ein Touchscreen und Kno¨pfe (siehe Jinny in [3]).
Fu¨r CampusGuide wurde ebenfalls eine Spracherkennung als Eingabe-
mo¨glichkeit erwogen. Diese wurde jedoch schnell verworfen, da aufgrund des
Einsatzgebietes (Außenbereich) sehr starke Nebengera¨usche zu erwarten ge-
wesen wa¨ren. Dieses ha¨tte gerade bei la¨ngeren Sprachkommandos in einer
hohen Fehlerquote resultiert. Zudem ha¨tte die Art der Eingaben (vor allem
Eigennamen der Mitarbeiter sowie Namen von Fakulta¨ten, Geba¨uden bzw.
Abteilungen) den Aufbau einer sehr großen Erkennungsdatenbank erfordert,
was speziell bei Eigennamen von Mitarbeitern zusa¨tzlich dadurch erschwert
worden wa¨re, dass man bei diesen oft sehr unterschiedliche Aussprachen er-
warten kann (beispielsweise bei franzo¨sischen, osteuropa¨ischen oder asiati-
schen Namen).
Aus diesem Grunde haben wir uns entschieden den Touchscreen von Cam-
pusGuide als einzige Eingabemo¨glichkeit fu¨r den Nutzer zu verwenden und
entwarfen ein Interaktionsszenario, in welchem der Touchscreen dem Nutzer
eine intuitive Bedienoberfla¨che bietet. Der Benutzer wird von der Anforde-
rung des Roboters bis zur Beendigung der Zielfu¨hrung begleitet. Außerdem
ermo¨glicht es dem Administrator, nach dem Einloggen auf erweiterte Syste-
minformationen zuzugreifen (siehe Abb. 4.15). Ebenso wurde in die meisten
Bildschirmformulare die Mo¨glichkeit eingebaut, die Emotionsausdru¨cke des
Roboters zu sehen.
Nachfolgend sind die beiden Interaktionsszenarien mit der grafischen Be-
nutzeroberfla¨che (GUI) na¨her beschrieben. Dies sind die Interaktion mit dem
Benutzer und die Interaktion mit dem Administrator.
4.5.2.1 Interaktion mit einem Benutzer
Auf der Fahrt zum Aufenthaltsort des anfordernden Benutzers ist die gra-
fische Benutzeroberfla¨che mittels eines pseudorandomisierten Passworts ge-
sperrt und der Haupt-Emote-Bildschirm (siehe Abb. B.1) wird angezeigt.
Nach Ankunft des Roboters beim Nutzer kann sich dieser mittels Engabe
des empfangenen Kennworts einloggen (Eingabeformular siehe Abb. B.2 und
Abb. B.3) und aus einer der verfu¨gbaren Zielauswahl-Listen (Fakulta¨ten,
Geba¨ude, Abteilungen und Personen) ein anzusteuerndes Ziel auswa¨hlen.
Zur vereinfachten Suche innerhalb des Zielauswahlformulars stehen dem
Benutzer Filter zur Verfu¨gung, mit deren Hilfe sich die Liste der Ziele ein-
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Abbildung 4.15: Interaktionsszenarien der GUI
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schra¨nken la¨sst.
Des Weiteren hat der Benutzer Zugriff auf ein Hilfemenu¨ in dem die
Grundlagen der Bedienung des CampusGuide sowie die Motivation des Pro-
jekts dargestellt sind (siehe Abb. B.8).
Nach Ankunft am Ziel hat der Nutzer im Ziel-Erreicht-Bildschirm die
Mo¨glichkeiten ein neues Ziel auszuwa¨hlen oder CampusGuide zu einer vor-
definierten Heimatposition zu schicken (siehe Abb. B.7)
4.5.2.2 Interaktion mit einem Administrator
Eine U¨berwachung und Konfiguration des Systems ist im Administratorbe-
reich mo¨glich. Hier ko¨nnen die aktuellen Zustandsdaten des Roboters so-
wie Werte des Blackboards (siehe Abb. B.10) ausgelesen werden. Zusa¨tzlich
ko¨nnen Ergebnisse der Module Gesichts- und Personendetektion (siehe Abb.
B.9 und B.12) visualisiert werden. Dieser Bereich ist mit einem a¨nderbaren
Passwort geschu¨tzt, was verhindert, dass dieser Bereich von Benutzern ein-
gesehen werden kann (siehe Abb. B.11).
4.5.3 Emotionen
Um die Interaktion mit dem Benutzer zu erleichtern, wurde CampusGuide
mit einem Emotions-Zustandsautomaten ausgestattet (siehe auch [35] zum
Nutzen von Emotionen bei Robotern). Wa¨hrend andere Tourguides dazu
mechanische Aufsa¨tze benutzten, welche Mund und Augenbrauen darstellen
(siehe Minerva in [2]), oder diese mittels einfacher Emoticons auf einer LED-
Matrix darstellten (z.B. bei RoboX in [35]) wurde von uns fu¨r CampusGuide
die GUI zur Emotionsdarstellung benutzt, wobei als Frontend ein selbster-
stellter Avatar diente, welcher von uns auf Basis des Charakters Bender aus
der Zeichentrickserie Futurama angefertigt wurde. 4
Abbildung 4.16: Emotionszusta¨nde 0-5 (v.l.n.r.)
4Bender and Futurama are copyright and trademark of FOX
(http://www.comedycentral.com/shows/futurama/index.jhtml)
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Abbildung 4.17: Emotionszusta¨nde 6-12 (v.l.n.r.)
Die Zusta¨nde des Emotions-Zustandsautomaten korrespondieren weitge-
hend mit den Zusta¨nden des Gesamtsystems. Siehe Abbildung 4.18 der Zu-
standsnummern, Zustandsu¨berga¨nge und korrespondierenden Bender-Emo-
tionsausdru¨cke, welche in der nachfolgenden Tabelle 4.2 noch einmal tabel-
larisch aufgefu¨hrt sind.
Zustand Bedeutung
0 Idle, wartend auf Benutzeranfrage
1 Bescha¨ftigt (z.B. mit der Berechnung eines Weges zum anfordern-
den Benutzer)
2 Auf dem Weg zum anfordernden User
3 An ungefa¨hrer Userlocation angekommen, Suche nach User (Sys-
temzustand = 3, GUI-Zustand = 1)
4 User hat Ziel gewa¨hlt, fahre hin
5 Roboter an Userlokation angekommen, warte auf Abschluss der
Fahrt oder neue Zielwahl durch User
6 Roboter fa¨hrt zur Heimatposition
7 Fehlerzustand
8 Wartung
9 Habe eine Person in der Na¨he entdeckt, Fahre hin
10 Zu potentiellem User gefahren, warte auf Einloggen des Users
11 Keinen potentiellen User gefanden, warte auf Einloggen des Users
12 User hat sich eingeloggt, warte auf Zielauswahl ( entspricht Sys-
temzustand = 3, GUI-Zustand = 5)
Tabelle 4.2: U¨bersicht u¨ber die Emotionszusta¨nde
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Abbildung 4.18: U¨berga¨nge der Emotionszusta¨nde
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CampusGuide ist also am Anfang (Ruhezustand an Heimatposition) in
Zustand 0 (Idle), geht bei Empfang einer Nachricht (und wa¨hrend der Kal-
kulation des Weges zum Benutzer) in Zustand 1 und schließlich, wenn er sich
auf den Weg zum Benutzer macht, in Zustand 2, bis er schließlich an den
GPS-Koordinaten des anfordernden Handys in Zustand 3 geht.
Danach startet er die Suche nach einer Person in unmittelbarer Na¨he und
geht dann entweder in Zustand 11 u¨ber (wenn er keinen Benutzer gefunden
hat) oder fa¨hrt in Zustand 9 zu der entdedckten Person und geht dann in
Zustand 10 u¨ber. Nach Einloggen des Users gelangt er in Zustand 12, nach
Zielauswahl in Zustand 4, in dem CampusGuide dann zum Ziel fa¨hrt und
beim Erreichen des Ziels in Zustand 5.
Nun kann der Roboter dann entweder wieder in Zustand 4 gelangen, oder
in Zustand 6, je nachdem ob sich der Benutzer dazu entscheidet, sich zu
einem neuen Ziel fu¨hren zu lassen, oder CampusGuide nach Hause schickt.
Ist CampusGuide nach einer oder mehrerer Zielfu¨hrungen wieder an seiner
Heimatposition angekommen geht er in den Zustand 0, was den Zyklus ver-
vollsta¨ndigt.
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4.6 Webserver
In diesem Abschnitt stellen wir das von uns implementierte Webinterface
vor. Das Ziel dieser Anwendung im Kontext von CampusGuide ist die U¨ber-
wachung der Position des mobilen Roboters. Der Grundgedanke dabei ist,
eine Karte mit der Ortsanzeige des Roboters aufzubauen. Dazu wurde ein
Client/Server-Modell implementiert. Auf dem Roboter la¨uft das Webinter-
face, welcher als Server interagiert. Dieses stellt die GPS-Koordinaten des
Roboters dem Client zur Verfu¨gung.
Diese Server/Client-Verbindung ermo¨glicht es dem Nutzer, jederzeit In-
formationen zur Position des Roboters abzufragen. Mittels des Clients wird
hierbei eine TCP-Verbindung zum Webserver auf dem Roboter aufgebaut
und periodisch die Position abgefragt. Die aktuelle Position des Roboters
wird vom Smartphone im Blackboard abgelegt, vom Webserver ausgelesen
und an den Client auf Anfrage geschickt.
Der Client benutzt zur Darstellung der Karte die API von OpenLayers, ei-
ner Schnittstelle zur Erzeugung dynamischer OSM-Karten mit JavaScript. In
der grafischen Oberfla¨che wird eine Karte angezeigt, die zoombar und deren
aktueller Bildausschnitt verschiebbar ist. Die Karte aktualisiert sich und den
angezeigten Roboterpfad in zyklischen Absta¨nden selbststa¨ndig. Der Pfad
wird in einer externen GPS-Exchange-Datei gespeichert und aktualisiert, so-
bald eine neue GPS-Position beim Client angekommen ist. Bei jeder Aktua-
lisierung der Karte wird ein neuer Wegpunkt auf der Karte sichtbar, so dass
ein Pfad die gefahrene Strecke darstellt und ein zusa¨tzlicher Marker die ak-
tuelle Position des Roboters auf dem Pfad anzeigt. Ein Beispiel hierfu¨r zeigt
Abb. 4.19.
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In Kapitel 4.2.5 wurde das Verfahren zur Abstandsmessung von Campus-
Guide zum Benutzer mittels Bluetooth vorgestellt. Dieses Verfahren soll nun
quantitativ bewertet werden.
Um zu gewa¨hrleisten, dass die folgende Auswertung die tatsa¨chliche Leis-
tung des Verfahrens widerspiegelt, muss eine fu¨r das Szenario typische und
repra¨sentative Menge an Daten aufgenommen werden. Da das Szenario in
der Praxis so aussieht, dass ein Benutzer dem CampusGuide folgt und somit
zumeist unmittelbar hinter oder vor dem Roboter la¨uft, werden die Testda-
ten auf a¨hnliche Weise aufgenommen. Es sei an dieser Stelle erwa¨hnt, dass
im Vorfeld Tests mit insgesamt sieben verschiedenen Handys im Hinblick
auf die Bluetooth-Signalsta¨rke durchgefu¨hrt wurden. Dabei konnten keine,
fu¨r die Auswertung relevanten, Unterschiede in der Signalsta¨rke festgestellt
werden. Das Testszenario ist wie folgt aufgebaut. Die Messungen werden in
einem, fu¨nf und zehn Metern Abstand zum Roboter durchgefu¨hrt. Zu jedem
dieser drei Absta¨nde werden Messungen in den vier nachstehenden Katego-
rien aufgenommen:
• Benutzer ha¨lt das Handy in der Hand, dem Roboter zugewandt.
• Benutzer ha¨lt das Handy in der Hand, vom Roboter abgewandt.
• Benutzer hat das Handy in der Hosentasche, dem Roboter zugewandt.
• Benutzer hat das Handy in der Hosentasche, vom Roboter abgewandt.
Die Unterscheidung, ob der Nutzer dem Roboter zugewandt oder abge-
wandt ist, ist daher interessant, da es fu¨r das Szenario wichtig ist, ob sich der
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Ko¨rper des Benutzers zwischen Handy und Roboter befindet oder nicht. Dies
kann die empfangene Bluetooth-Signalsta¨rke beeinflussen. Zur Evaluierung
der Ho¨he in der das Telefon gehalten wird, werden Messungen angestellt,
bei denen der Benutzer das Mobiltelefon in der Hosentasche tra¨gt. Hierbei
werden bessere Signalsta¨rken vermutet, da sich die beiden Endgera¨te, Smart-
phone des Roboters und das Benutzertelefon, auf gleicher Ebene befinden.
Durch die Unterscheidungen beim Abstand und der Position des Handys
ergeben sich insgesamt zwo¨lf Testszenarien. Fu¨r alle Szenarien werden 100
Messungen vorgenommen. Zu beachten ist hierbei, dass die Zeit mit in die
Messungen einfließt. Sollte nach einem Zeitraum von drei Sekunden kein neu-
er Signalwert gemessen worden sein, wird dies als Fehldetektion gewertet,
was bedeutet, dass das Handy des Nutzers zu diesem Zeitpunkt nicht geortet
werden kann. In diesem Fall wird ein Signalwert von -255 in die Ergebnisse
aufgenommen. Dieser Wert stellt gleichzeitig das Minimum der Signalsta¨rke
dar. Das Optimum liegt bei einem Wert von 0.
Abbildung 5.1 zeigt beispielhaft das Szenario, in dem der Nutzer das zu
ortende Handy in der Hand ha¨lt und dem Roboter zugewandt ist. Die Ergeb-
nisse fu¨r die anderen Szenarien sind in Abschnitt B.2 als Kurvendiagramme
dargestellt. Auf der Y-Achse ist die Signalsta¨rke als blaue Linie fu¨r die 100
Messungen eingezeichnet. Betrachtet man alle Grafiken, erkennt man leicht,
wie sich die einzelnen Szenarien voneinander unterscheiden. Die Notwendig-
keit, die Zeit mit in unser System der Bluetooth-Abstandsmessung einfließen
zu lassen, wird deutlich, wenn man die Signalsta¨rke betrachtet. Diese bleibt
bei allen betrachteten Szenarien auf einem gleichbleibenden Niveau. So ist
es nicht mo¨glich zu unterscheiden, ob sich der Nutzer in einem oder in zehn
Metern Entfernung vom Roboter entfernt aufha¨lt. Einzig die aus der verstri-
chenen Zeit gewonnenen Fehldetektionen geben einen Aufschluss daru¨ber, wo
sich das zu ortende Handy in etwa befindet. Betrachtet man die Ergebnisse
der zusammengeho¨rigen Kategorien fu¨r sich, also z.B. das das Handy vom
Nutzer in der Hand gehalten wird und er dem Roboter zugewandt ist, so
sieht man recht deutlich, dass die Zahl der Fehldetektionen mit zunehmen-
dem Abstand steigt. Bei einem Abstand von zehn Metern wird in den meisten
Messungen kein Signal empfangen. Ein weiterer wichtiger Punkt, der sich in
den Ergebnissen widerspiegelt ist, dass es fu¨r die Ortung des Nutzerhandys
besser ist, wenn dieser das Handy in der Hosentasche aufbewahrt. Das Handy
ist dann in etwa auf gleicher Ho¨he mit dem Smartphone auf dem Roboter.
Die Anzahl der Fehldetektionen ist in diesem Fall geringer. Das Niveau der
empfangenen Signalsta¨rke bleibt auch hier in beiden Fa¨llen ununterscheid-
bar. Der letzte wichtige Punkt ist, ob der Nutzer dem Roboter zugewandt
oder abgewandt steht, also der Ko¨rper des Nutzers zwischen seinem Handy
und dem Roboter ist oder nicht. Auch hier zeigen die Ergebnisse recht deut-
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lich eine Relevanz, was sich in der Anzahl der gestiegenen Fehldetektionen
niederschla¨gt.
Fu¨r unsere letztendliche Realisierung der Abstandsmessung mittels Blue-
tooth mu¨ssen wir darauf achten, dass der Roboter nicht bei jeder Fehldetek-
tion stehen bleibt, da er annimmt, der Nutzer sei nicht mehr in der Na¨he.
Da die Messungen selbst in einem Abstand von ca. einem Meter schon Fehl-
detektionen aufweisen, betrachten wir dabei die Menge der Fehldetektionen.
Erst auf fu¨nf aufeinander folgende Fehldetektionen reagiert unser System
und nimmt an, dass sich der Nutzer mehr als zehn Meter vom CampusGuide
entfernt hat. In diesem Fall wartet der Roboter darauf, dass der Benutzer
sich wieder na¨hert. So werden fast alle Fehldetektionen, die sich bis zu einem
Abstand von zehn Metern ereignen nicht falsch interpretiert. Erst ab einem
Abstand von zehn Metern treten so ha¨ufig fu¨nf Fehldetektionen nacheinander
auf, dass unser System stehen bleibt und auf den Nutzer wartet.
Die Evaluierung zeigt, das dies ein guter Ansatz ist, um die Messunge-
nauigkeiten der Bluetooth-Technologie zu kompensieren.
5.2 Befahrbarkeit
Um zu entscheiden, mit welchen Parametern wir den kamerabasierten Ansatz
der Befahrbarkeitserkennung betreiben, haben wir das System nach der Rea-
lisierung evaluiert. Hierzu berechnen wir verschiedene Kombinationen aus
den in Kap. 4.4 vorgestellten Merkmalen mit jeweils unterschiedlichen Para-
metern und trainieren damit Netze unterschiedlicher Topologien. Diese Netze




Der eigentlichen Evaluierung vorausgehend steht die Datenaufnahme, in
der die Bilder aufgenommen werden, welche spa¨ter fu¨r das Training, die
Validierung und den Test verwendet werden. Die Menge der Daten sollte
mo¨glichst groß und repra¨sentativ sein, um bestmo¨gliche Ergebnisse zu liefern.
Da der Außeneinsatz von CampusGuide mit der aktuellen Roboterhardware
nicht mo¨glich ist, haben wir entschieden, nur verha¨ltnisma¨ßig wenig Daten
an unterschiedlichen Orten aufzunehmen. Es wurden lediglich die Zugangs-
wege zum Institut fu¨r Roboterforschung (IRF) in einem Umkreis von ca.
15 m zur Datenaufnahme benutzt. Im Gegensatz dazu haben wir vermehrt
die unterschiedlichen Beleuchtungssituationen bei verschiedenen Tageszeiten
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Abbildung 5.1: Ergebnisse von 100 Messungen. Der Nutzer hat hierbei das
Handy in der Hand und ist dem Roboter stets zugewandt.
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und Wetterbedingungen beru¨cksichtigt, um so ein mo¨glichst repra¨sentatives
Ergebnis zu erhalten. Zu diesem Zweck haben wir an vier Tagen, zu jeweils
unterschiedlichen Uhrzeiten, bei variablen Wetterbedingungen, Bilder aufge-
nommen. Diese 571 Bilder entstanden indem der Roboter langsam geschoben
wurde und die Bilder der Kamera im Sekundenabstand gespeichert wurden.
Im na¨chsten Schritt folgte die Annotation der Bilder mit dem in Kap. 4.4.3
vorgestellten Programm. Hier wurde jedoch die Granularita¨t der Codierung
gro¨ber gewa¨hlt, um nur noch die Mo¨glichkeiten befahrbar und nicht befahr-
bar zu haben.
Nachfolgend wurden die Daten disjunkt in Trainings-, Validierungs- und
Testmenge im Verha¨ltnis 4 : 1 : 1 aufgeteilt.
5.2.2 Auswahl der Merkmale
Wie schon in Kap. 4.4.4 beschrieben, haben wir jedes Bild mittels sliding
windows in 165 einzelne Fenster aufgeteilt. Diese Fenster u¨berlappen sich
jeweils um die Ha¨lfte auf beiden Achsen. Aus jedem Fenster werden Merkmale
extrahiert, wobei es fu¨r diese Merkmale mehrere Auswahlmo¨glichkeiten gibt.
Letztendlich haben wir folgende Merkmalsvektoren evaluiert:
• Farbhistogramm
• Histogramm der Gaborfilterantworten
• Farbhistogramm und Histogramm der Gaborfilterantworten
Bei dem Farbhistogramm-Merkmal besteht der Merkmalsvektor aus einem
10 × 10 Histogramm, also dementsprechend aus 100 normalisierten Histo-
grammwerten.
Das Histogramm der Gaborfilterantworten besteht aus 8× 4 Werten, de-
finiert durch die Anzahl an Orientierungen und Frequenzen. Jedes bin bein-
haltet die, in der Gesamtheit normalisierte, Summe aller Pixelwerte in der
Antwort des Filters. Je mehr Struktur im Bild erkannt wird, desto na¨her ist
der Wert im bin an 1,0.
Die Kombination der beiden Varianten ist eine Konkatenierung der Merk-
malsvektoren und ist dementsprechend hier 132 Werte groß. Durch die vor-
herige Normierung beider Vektoren ist der Definitionsbereich identisch und
kann das Ergebnis nicht verfa¨lschen.
Jede dieser drei Varianten wird zusa¨tzlich mit mindestens zwei Parame-
tersa¨tzen evaluiert. Wie in Kap. 4.4.4.1 beschrieben, nutzen wir drei verschie-
dene helligkeitsunabha¨ngige Farbra¨ume (Parameter colspace), bei denen
jeweils die Farbkana¨le fu¨r die Histogramme gewa¨hlt werden und der Hellig-
keitskanal vernachla¨ssigt wird. Die Histogramme der Gaborfilterantworten
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werden mit verschiedenen Parametern fu¨r die Gaborfilter erstellt. Hierbei
haben wir jedoch fu¨r die meisten Parameter die Standard-Werte der verwen-
deten Gaborjets benutzt. Die Orientierungen sind mit acht Variationen gut
gewa¨hlt, denn so ko¨nnen Kanten mit vertikaler und horizontaler Ausrichtung
sowie zusa¨tzliche Kanten, die 22, 5◦ von diesen Achsen gedreht sind, erkannt
werden. Zudem haben wir lediglich vier verschiedene Frequenzen gewa¨hlt, um
die Datenmenge nicht zu groß und die Berechnungen damit zu aufwa¨ndig fu¨r
eine Echtzeitklassifikation zu machen. Als Frequenzparameter wurden Mini-
mum (minf) / Maximum (maxf) auf die Standard-Parameter 0,125 / 1,0
sowie die selbstgewa¨hlten Parameter 0,4 / 0,5 gesetzt. Das erste Wertpaar
beschreibt einen sehr großen Frequenzbereich, was zur Folge hat, dass auch
die meisten Frequenzen aus dem Bild verwendet werden. Informelle Tests
fu¨hrten zum zweiten Parametersatz.
5.2.3 Training der neuronalen Netze
Dadurch, dass die Gro¨ße der Merkmalsvektoren variiert, mu¨ssen auch die
Netze dementsprechend anders aufgebaut werden. Hier wurden mehrere Va-
rianten evaluiert. Zum einen die Anzahl der Eingabeneuronen, je nach Merk-
malsvektor, und zum anderen die Anzahl der Neuronen in der versteckten
Schicht. Letztere wurde in Schritten von fu¨nf Neuronen bis zum Maximum
von 100 Neuronen in der versteckten Schicht evaluiert (Parameter neur).
Dieses Maximum wird bestimmt durch die Anzahl der Trainingsdaten im
Verha¨ltnis zu den freien Parametern, so dass die Trainingsdatensa¨tze die
Anzahl der freien Parameter nicht um einen Faktor 10 u¨berschreiten. Somit
ergibt sich eine Gesamtanzahl von 220 evaluierten neuronalen Netzen, welche
alle nur ein Ausgabeneuron aufgrund der bina¨ren Entscheidung zwischen be-
fahrbar und nicht befahrbar haben. Beim Training dieser Netze wurde mittels
der Validierungsdaten ein Auswendiglernen der Trainingsdaten (overfitting)
u¨berpru¨ft und dieser Effekt minimiert.
Abschließend werden die neuronalen Netze zur Evaluierung getestet und
die Ausgaben mit den Annotationen der Testdaten verglichen. Um auch hier
den optimalen Schwellenwert fu¨r das Ausgabeneuron des Netzes zu finden,
verwenden wir receiver operating characteristic-Kurven (ROC-Kurven), die
die relativen richtigen Detektionen (true positives) mit den Detektionen ver-
gleicht, die eigentlich nicht befahrbar sein sollten, jedoch vom Netz als be-
fahrbar markiert worden sind (false positives). Relativ bedeutet hierbei, dass
die Anzahl der true positives ins Verha¨ltnis zur Anzahl der als befahrbar
markierten Bereiche in der Annotation gesetzt werden, und dass die An-
zahl der false positives dementsprechend ins Verha¨ltnis mit der Anzahl der,
als nicht-befahrbar markierten Bereiche gesetzt werden. Durch die Variati-
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on des Schwellenwerts in 100 linearen Schritten von 0,0 bis 1,0 ergibt sich
die vorhin erwa¨hnte ROC-Kurve. Auf dieser Kurve befindet sich ein fu¨r uns
wichtiger Punkt, an welchem sich die equal-error-rate (EER) ablesen la¨sst.
Dieser Wert wird erreicht, wenn die Anzahl der false positives und der false
negatives gleich ist. Hier ist demnach das Verha¨ltnis zwischen false positives
und true positives optimal. Nachfolgend bewerten wir die Ergebnisse.
5.2.4 Ergebnisse
Durch die Vielzahl der Netze ist es unmo¨glich alle Ergebnisse an dieser Stelle
exakt zu analysieren, daher beschra¨nken wir uns hier auf die besten drei
Netze.
mode colspace minf maxf neur Detektionsrate
0 NRG 0,125 1,0 60 88,625%
1 HSV - - 30 86,685 %
2 - 0,125 1,0 90 79,237 %
Tabelle 5.1: Parameter der besten Netze (- bedeutet nicht beno¨tigt)
Bei diesen Netzen (siehe Tab. 5.1)handelt es sich jeweils um das beste Netz
der verschiedenen Merkmalsvektoren, Farbe (mode1), Textur (mode2) und
Farbe+Textur (mode0). Andere Netze des gleichen Modus haben schlech-
tere Detektionsraten. Der Gaborfilter als Merkmal liefert die schlechtesten
Ergebnisse mit Raten von 47,02% bis 79,237%. In der Realita¨t erweisen sich
diese Ergebnisse als noch schlechter als die reinen Detektionsraten schließen
lassen.
Die Detektionsergebnisse (siehe Abb. 5.3) erscheinen willku¨rlich und lie-
fern durch die vielen Fehldetektionen am unteren Bildrand kein brauchbares
Ergebnis fu¨r die Verwendung mit dem Laserscanner. CampusGuide wu¨rde
sehr ha¨ufig stehenbleiben oder fa¨lschlicherweise Hindernisse erkennen. Dies
spiegelt sich auch in der ROC-Kurve wieder (siehe Abb. 5.2). Aus dem Graph
la¨sst sich ablesen, dass mit kleiner werdendem Schwellenwert sowohl Detek-
tionsrate als auch Falschdetektionsrate relativ schnell wachsen. Der optimale
Schwellenwert liegt hier bei 0,68, da hier das Verha¨ltnis zwischen nicht er-
kannten befahrbaren Bereichen und fa¨lschlicherweise als befahrbar markier-
ten nicht befahrbaren Bereichen nahe 1 : 1 ist. Dies liegt vermutlich daran,
dass der Abstand der Fugen durch die Perspektive verzerrt wird und so die
Fugen am unteren Bildrand gro¨ßer scheinen, als die am oberen Bildrand. Die
gleiche Verzerrung kann man bei nicht befahrbaren Untergru¨nden feststellen,
denn auch hier wird die meist sehr feine Struktur im oberen Bildbereich zu
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Abbildung 5.2: ROC-Kurve des besten mode2-Netzes
Abbildung 5.3: Klassifikationsergebnisse der Gaborfilter. (Gru¨n = befahrbar,
Rot = nicht befahrbar)
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einem großen Teil unkenntlich. Diesen Verzerrungen ko¨nnte man entgegen-
wirken, indem sich die Frequenz der Filter je Bildbereich automatisch den
Absta¨nden der Fugen anpasst, sodass die Frequenzen im unteren und oberen
Bildbereich zu den Fugen a¨quivalent sind. Ein weiteres Problem dieses Merk-
mals ist der enorme Rechenaufwand, der aufgrund der Faltung der Filter mit
dem Bildausschnitt entsteht. Im Durchschnitt braucht die Klassifikation ca.
2600 ms, was bei diesen schlechten Detektionsergebnissen deutlich zu lang
ist.
Abbildung 5.4: ROC-Kurve des besten mode0-Netzes
Abbildung 5.5: Klassifikationsergebnisse der Farbhistogramme und der Ga-
borfilter. (Gru¨n = befahrbar, Rot = nicht befahrbar)
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Bei der Nutzung beider Verfahren als Merkmale wurden die besten Er-
gebnisse erzielt (siehe Tab. 5.1). Die Klassifikationen (siehe Abb. 5.5) sehen
wesentlich besser aus und der Klassifikator hat bis auf vereinzelte Fehlde-
tektionen den Untergrund richtig erkannt. Hier ist besonders hervorzuheben,
dass dieser Klassifikator, im Gegensatz zu den Anderen, auch fu¨r befahr-
baren Boden untypische Strukturen und Farben erkennt wie z. B. Regena-
blaufrinnen. Im Gegensatz zu dem mode2-Netz zeigt die ROC-Kurve fu¨r
die kombinierten Merkmale (siehe Abb. 5.4) eine andere Auspra¨gung. Hier
steigt erst die Anzahl der true positives sehr schnell, wobei die false positi-
ves nur langsam steigen. Ab einem bestimmten Punkt nahe des EER-Punkts
invertiert sich dieses Verha¨ltnis jedoch und die Falschdetektionsrate nimmt
schnell zu. Der optimale Schwellenwert liegt bei 0,89. Diese Merkmalskom-
bination ist wesentlich stabiler gegenu¨ber der Bildverzerrungen durch die
Kamera, hat jedoch das gleiche Geschwindigkeitsproblem. Die Klassifikation
eines Bildes dauert hier durchschnittlich 2700 ms. Wenn man im Vergleich
dazu die maximale Geschwindigkeit des Roboters von 1,4 m/s nimmt, wu¨rde
dies bedeuten, dass der Roboter zwischen den Klassifikationen eine Strecke
von mehr als 3,7 m zuru¨cklegen ko¨nnte. Dies wu¨rde zur Folge haben, dass
der Roboter, aufgrund seiner maximalen Sichtweite von 1,89 m, in eine un-
klassifizierte Umgebung fu¨hre. Somit ist auch diese Merkmalskombination in
der Realita¨t ohne Optimierungsaufwand nicht einsetzbar.
Abbildung 5.6: ROC-Kurve des besten mode1-Netzes
Die letzte Variante, die ausschließlich die Farbe des Untergrunds beru¨ck-
sichtigt (siehe Abb. 5.7), erzielte laut der Evaluierung die zweitbesten Ergeb-
KAPITEL 5. EVALUIERUNG 78
Abbildung 5.7: Klassifikationsergebnisse der Farbhistogramme. (Gru¨n = be-
fahrbar, Rot = nicht befahrbar)
nisse. Das einzige Problem bei diesen Merkmalen ist, dass die schon angespro-
chenen untypischen Bodenfa¨rbungen durch Gitter, Roste oder nasse Stellen
als nicht befahrbar markiert werden. Jedoch la¨sst sich dieses Problem auch
im positiven Sinne nutzen, da der Roboter so auch nicht in Pfu¨tzen fahren
kann. Die Besonderheit dieser Merkmale ist die Geschwindigkeit. Ein Bild
la¨sst sich im Durchschnitt in 45 ms klassifizieren und ist somit schnell ge-
nug, um dem Roboter im Außeneinsatz fru¨hzeitig Klassifikationsergebnisse
zur Verfu¨gung zu stellen.
Die ROC-Kurve fu¨r dieses Netz (siehe Abb. 5.6), verla¨uft zwar nicht so
gut wie die des mode0-Netzes, jedoch ist eine Detektionsrate von fast 87%
ausreichend fu¨r die Verwendung mit dem Laserscanner.
5.3 Personendetektion
Wenn der Roboter an der Position angekommen ist, zu der er vom Benut-
zer gerufen wurde, soll er diese Person finden und sich auf sie zu bewegen.
Hierzu verwenden wir zwei Werkzeuge. Das eine ist ein Beinpaardetektor,
welcher mithilfe des Lasersensors funktioniert und etwa 40cm u¨ber dem Bo-
den versucht Personen zu finden, indem er Objekte als Beine identifiziert.
Eine so getroffene Vorauswahl wird danach durch das zweite Werkzeug, den
Gesichtsdetektor, verifiziert. Hierzu wird die Kamera in die zuvor ermittel-
ten Richtungen gedreht und an diesen Positionen nach Gesichtern gesucht.
Sobald solch eine Verifikation erfolgt ist, fa¨hrt der Roboter zur gefundenen
Person. Um dem Nutzer lange Wartezeiten zu ersparen, ist es wichtig, dass
diese Detektion so schnell wie mo¨glich durchfu¨hrbar ist.
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5.3.1 Beinpaardetektor
In diesem Abschnitt wird der Beindetektor evaluiert. Dabei soll herausge-
stellt werden, wie oft der Detektor Personen als solche identifiziert und von
Objekten unterscheidet.
Vorbereitung Da die Auswertung durch die Kamera sehr zeitintensiv ist,
ist es notwendig eine Vorauswahl zu treffen, und mo¨gliche Ziele zu ermitteln,
die dann von der Kamera aufgenommen und vom Gesichtsdetektor unter-
sucht werden.
Der Laser-Scanner liefert fu¨r jeden Laserpunkt zwei Informationen, den
Winkel, in dem er misst, und die Distanz, in der er auf ein Objekt trifft.
Dadurch bietet sich dem Beinpaardetektor eine Mo¨glichkeit, sehr schnell Da-
ten auszuwerten, da die durch den Lasersensor aufgenommenen Daten in
Echtzeit verarbeitbar sind. Aus diesem Grund bietet es sich an, im Zuge
der Evaluation mo¨glichst optimale Parameter zu finden, um eine mo¨glichst
hohe Wahrscheinlichkeit zu haben, dass der Gesichtsdetektor nur Positionen
untersucht, an denen sich tatsa¨chlich eine Person befindet.
Der Fokus liegt hierbei auf der Identifikation von Beinpaaren, um mo¨glichst
sicherzustellen, dass Personen, wenn sie im Sichtbereich des Lasers sind, auch
gefunden werden. Falsch detektierte Objekte werden dann durch den Ge-
sichtsdetektor abgewiesen.
Als Testdaten wurden insgesamt 200 Laserdatensa¨tze aufgenommen (Da-
tensatz all), von denen die Ha¨lfte ein Beinpaar entha¨lt (Datensatz pair),
das vom Algorithmus detektiert werden soll. Die andere Ha¨lfte entha¨lt sowohl
Daten ohne Person im Sichtbereich, als auch Personen, deren Beine durch
einen Rock oder a¨hnliches verdeckt sind, sowie verdeckte Personen, von de-
nen nur ein Bein sichtbar ist, und Personen deren Beine fu¨r den Algorithmus
nur als ein Objekt erkannt werden. Es wurde speziell darauf geachtet, dass
die verwendeten Daten mo¨glichst an verschiedenen Positionen aufgenommen
wurden, um mo¨glichst große Variabilita¨t in die Testdaten zu bringen.
Zur Verarbeitung wurden die Testlaserdatensa¨tze jeweils in eine Datei ge-
schrieben mit Informationen fu¨r jeden Laserpunkt bzgl. Winkel, Distanz zum
Roboter und Zugeho¨rigkeit zur Person. Dabei wird letztere bina¨r kodiert, ein
Laserpunkt geho¨rt also entweder zu einem Bein, oder nicht. Insbesondere ist
zu beachten, dass nicht getestet wird, ob ein Objekt gefunden wird, sondern
ob es auf die ho¨chste Priorita¨t zur Gesichtsdetektion gesetzt wird. Wenn
ein Rockobjekt zwar gefunden wird, jedoch an die zweite Position der Prio-
rita¨tsliste gesetzt wird, weil fa¨lschlicherweise ein Bein detektiert wird, so wird
dies als nicht gefunden interpretiert.
Zur Bestimmung der Gu¨te eines Parametersatzes wird jeder Laserdaten-
KAPITEL 5. EVALUIERUNG 80
satz auf einer Skala von 0 bis 1 bewertet, wobei 1 fu¨r komplett richtig und 0
fu¨r komplett falsch steht. Komplett richtig heißt hier, dass sa¨mtliche anno-
tierten Punkte eines Beines auch erkannt wurden, bzw. der Algorithmus kein
Objekt findet, wenn kein solches annotiert wurde. Die Gu¨te ergibt sich dann
aus dem Mittelwert aller Laserdatensa¨tze des verwendeten Testdatensatz.
Das Vorgehen ist dabei wie folgt:
1. Wurden Laserpunkte mit 1 annotiert (ano)?,
2. Wurde ein Objekt vom Programm mit dem Label 5 (also ausgewa¨hlt)
versehen (det)?
3. Gibt es einen Laserdatenpunkt, der sowohl 1 als auch 2 erfu¨llt (true)?
Dies wird in Tabelle 5.2 genauer aufgeschlu¨sselt, wobei result die Gu¨te
beschreibt. Wenn alle drei Kriterien erfu¨llt sind ergibt sich die Gu¨te des
Parametersatzes aus dem Anteil der korrekt gefundenen Punkte von den
annotierten Punkten.
ano det true result Grund
n n n 1 Kein Objekt in Datensatz. Korrekt erkannt.
n n j 0 -
n j n 0 Falsch detektiert.
n j j 0 -
j n n 0 Nicht gefunden.
j n j 0 -
j j n 0 -
j j j #found/#leg Korrekt erkannt. Anteil gefundener Beine.
Tabelle 5.2: Wertung fu¨r Laserdatensatz. n = Kriterium trifft nicht zu. j =
Kriterium trifft zu. - = Fehler, kann nicht auftreten.
Testla¨ufe Fu¨r die Testla¨ufe wurden insgesamt sieben Parameter getestet,
die einen Einfluss auf die Gu¨te des Beinpaardetektors haben. Fu¨nf Parameter
beziehen sich dabei auf das Bein selbst: Minimale Breite (minw), maxima-
le Breite (maxw), minimale Tiefe (mind), maximale Tiefe (maxd) und die
Form (form). Zudem wurde der Abstand zwischen den Beinen bewertet
(legdist), sowie der Wert, der den Entfernungsunterschied zwischen zwei
Messpunkten bestimmt, sodass an dieser Stelle ein neues Objekt gekenn-
zeichnet wird (newobj).
Um Startparameter zu finden, wurde fu¨r einen einzelnen Laserdatensatz
ermittelt, welche Parameter ausreichend waren, um das Beinpaar, das im
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Sichtbereich war, zu detektieren. Hierbei ergaben sich die Werte in Tabelle
5.3.a start und eine Gu¨te von 73%.
Na¨chstes Ziel war eine Anna¨herung an die optimalen Werte fu¨r die ein-
zelnen Parameter. Zu diesem Zweck wurden sa¨mtliche Parameter auf fu¨nf
Stufen getestet, zwischen denen jeweils fu¨r jeden Parameter ein vordefinier-
ter Abstand lag, und deren mittlere Stufe dem Wert aus start entsprach
(siehe Tab. 5.3.b impro). Somit konnte eine maximale Gu¨te von 87% erreicht
werden.
Zur Bestimmung der final verwendeten Parameter wurde jeweils genau
ein Parameter aus impro vera¨ndert, wa¨hrend die anderen Parameter un-
vera¨ndert blieben. Dabei wurden sehr kleine Schrittweiten und sehr viele
Schritte verwendet, um mo¨glichst optimale Parameter zu ermitteln. Mit die-
sem Verfahren konvergierten die Parameter gegen die Werte in Tabelle 5.3.c
final und eine Gu¨te von 93%.
Name newobj legdist minw maxw mind maxd form Gu¨te
a start 0.5 1.0 0.1 0.4 0.08 3 0.375 73%
b impro 0.3 0.8 0.1 0.3 0.03 2.0 0.35 87%
c final 0.23 0.48 0.115 0.32 0.04 1.85 0.35 93%
Tabelle 5.3: Iterative Verbesserung der Parameter
Auswertung Fu¨r die so ermittelten Werte ist mehr oder weniger eindeutig,
welcher Wert das optimale Ergebnis liefert.
Fu¨r den minimalen Abstandsunterschied zwischen zwei Punkten zur Sepa-
ration von Objekten (siehe Tab. B.16) wird offentsichlich, dass ein bestimm-
ter Abstand zwischen zwei Punkten notwendig ist, um einzelne Objekte zu
extrahieren. Ein Abstand von 5 cm reicht aus, um 70% der Objekte zu de-
tektieren. Zwischen 22 und 23 cm wird so der Optimalwert von 93% erreicht.
Ho¨here Werte liefern schlechtere Ergebnisse, weil hierdurch Beine eventuell
mit anderen Objekten verschmelzen, wenn die Person nah an diesen steht.
Bei niedrigeren Werten hingegen besteht das Problem, dass einzelne Punk-
te eventuell nicht zum selben Bein geho¨rend erkannt werden und somit das
Bein nicht detektiert werden kann. Aus Tabelle B.16 wird zudem ersichtlich,
dass der Verlauf fu¨r alle Testdatensa¨tze a¨hnlich verla¨uft, wie der Beinpaar-
Datensatz. Dies liegt hauptsa¨chlich daran, dass Menschen in seitlichen Posi-
tionen, bei denen beide Beine versetzt sind, wie ein Objekt erscheinen und
somit nicht eindeutig fu¨r den Beinpaardetektor erkennbar sind. Sie werden
dann nur in relativ sto¨rungsfreien Umgebungen gefunden.
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Abbildung 5.8: Verlauf bei Vera¨nderung des Parametersminw. = Datensatz
pair.  = Datensatz all
Das wichtigste Kriterium fu¨r das Erkennen eines Objektes als Bein ist sei-
ne Breite. Insbesondere die minimale Beinbreite hat einen starken Einfluss
darauf, ob ein Objekt als Bein klassifiziert wird (siehe Abb. 5.8). Ist der Wert
zu niedrig, so werden auch andere Objekte, wie z.B. Stuhlbeine oder Pfosten,
als Beine erkannt. Da die Werte ausschließlich auf bekleideten Beinen opti-
miert wurden ist der Wert von 11,5 cm ein wenig ho¨her als die tatsa¨chliche
Breite eines Beines, genu¨gt aber um 93% der Beinpaare zu detektieren. Je
ho¨her der Wert jedoch im Vergleich zur Breite des Beines ist, desto unwahr-
scheinlicher wird das Bein als solches erkannt. Mit dem Datensatz all fa¨llt
auf, dass der Verlauf bis etwa 20 cm a¨hnlich ist wie bei pair, danach jedoch
eine bessere Detektionsrate liefert und danach weiter steigt. Zu erkla¨ren ist
dies damit, dass mit dem Steigen der minimalen Beinbreite weniger Objekte
als Bein oder Rockobjekt, da diese Kategorie abha¨ngig von der minimalen
Beinbreite ist, und somit ab etwa 45 cm alle Laserdatensa¨tze korrekt erkannt
werden, auf denen keine Person erkannt werden soll.
Die maximale Beinbreite hingegen beschreibt, wie breit ein Objekt sein
darf, um als Bein detektiert zu werden. Dieser Wert steigt ab etwa 11 cm,
also ungefa¨hr bei dem Wert, der als minimale Beinbreite festgelegt wurde
(siehe Abb. B.17). Durch stark faltige Hosen kann die Beinbreite jedoch stark
von der eigentlichen Breite des Beines abweichen, wodurch sich der Klimax
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Abbildung 5.9: Beispiele fu¨r den Beinpaardetektor. Rot: Korrekt erkannt.
Gru¨n: Nicht erkannt. Links: Fehldetektion. Kreis wurde linkem Bein zuge-
ordnet, deswegen nicht als Bein erkannt, weil Breite zu groß. Rechts: Korrekte
Detektion in schwieriger Umgebung.
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bei etwa 35 cm erkla¨rt. Falls jedoch die maximale Beinbreite u¨berschritten
wird, aufgrund falsch zugeordneter Laserpunkte, wird ein Bein eventuell nicht
detektiert (siehe Abb. 5.9). Da zudem etwa 60% Rockobjekte und 75% der
unbekleideten Beine erkannt wurden, ist die korrekte Detektionsrate auf dem
Datensatz all ab etwa 55 cm ein wenig ho¨her.
Die Beintiefe la¨sst sich im Gegensatz zur Beinbreite nicht direkt aus
den Laserdaten auslesen (siehe Abb. B.18). Sie verwendet den dem Robo-
ter na¨chsten und weitesten Punkt eines Objektes zur Bestimmung der Tiefe
und setzt diese dann in Relation zur Breite desselben. Dementsprechend wird
der beste Wert fu¨r die minimale Beintiefe erreicht, wenn der Wert fast null
ist und die positive Detektionsrate verschlechtert sich zunehmend mit der
Gro¨ße des Parameters. Die Detektionsrate ist ab einem Wert von 0,75 fu¨r
all besser als bei pair. Dies liegt daran, dass mit Zunahme der minimalen
Beintiefe weniger falsche Beinpaare gefunden werden und somit einzelne Bei-
ne oder Personen mit Ro¨cken, die vorher deswegen nicht gefunden werden
konnten, nun detektiert werden.
Um die maximale Beintiefe zu bestimmen ist es ausschlaggebend, wie groß
das Verha¨ltnis zwischen Tiefe und Breite werden kann. Der optimale Wert
wurde hier zwischen 1,76 und 1,96 (siehe Abb. B.19) gewa¨hlt. Bei einer Breite
von 11,5 cm betra¨gt die maximale Tiefe demzufolge zwischen 20,24 und 22,54
cm. Wenn die maximale Beinbreite jedoch so niedrig ist, dass keine Beine
detektiert werden ko¨nnen, dann werden insbesondere Rockobjekte erkannt,
die ansonsten nicht gefunden worden wa¨ren.
Neben der Beinbreite und der Beintiefe ist die Beinform von Interesse zur
Detektion eines Beines. Im Idealfall findet der Laser ein rundes Objekt und
jeder Laserpunkt misst einen gro¨ßeren Abstand je weiter er am Rand des
Objektes misst. Dies ist im Normalfall nicht mo¨glich. Gerade durch das Tra-
gen von Hosen tritt hier eine Verzerrung auf, die eine anna¨hernde Kreisform
unmo¨glich macht. Jedoch nu¨tzt dieser Parameter Objekte auszuschließen, die
flach oder konkav sind. Optimale Werte lieferte der Detektor fu¨r diesen Para-
meter bei einem Wert von 37 (siehe Abb. B.20). Die Detektionsrate wird bei
ho¨heren Werten schlechter, da das Objekt kreisrunder sein muss, je gro¨ßer
der Wert ist. Wenn der Wert kleiner ist, so ist die Detekionsrate geringfu¨gig
schlechter, da in diesem Fall andere Objekte als Beine erkannt wurden. Auch
hier gilt, dass mit dem Sinken der Wahrscheinlichkeit ein Beinpaar zu de-
tektieren andere Objekte mit ho¨herer Wahrscheinlichkeit korrekt gefunden
werden.
Das einzige Kriterium fu¨r die Bestimmung von Beinpaaren ist der ma-
ximale Abstand zwischen zwei detektierten Beinen. Dieser ist dadurch be-
grenzt, dass dieser aus anatomischen Gru¨nde, bestimmte Werte nicht er-
reichen kann. Da es fu¨r den Beinpaardetektor jedoch reicht Personen in
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Abbildung 5.10: Verlauf bei Vera¨nderung des Parameters legdist.  = Da-
tensatz pair.  = Datensatz all
natu¨rlichen Posen zu erkennen kann dieser Wert weit niedriger gewa¨hlt wer-
den, als es mo¨glich wa¨re. Dadurch wird zudem vermieden, dass Beine ver-
schiedener Personen demselben Beinpaar zugeordnet werden. Der Normal-
abstand liegt zwischen 25 und 35 cm, was einer entspannten Pose entspricht
(siehe Abb. 5.10). Ein Wert von 48 cm war hier ausreichend, um als maxima-
ler Abstand zwischen zwei Beinen zu gelten. Der Einfluss dieses Parameters
auf andere Datensa¨tze ist eher gering. Einzig unbekleidete Beine werden bes-
ser erkannt.
Abschließend la¨sst sich sagen, dass der Beinpaardetektor sehr gut funk-
tioniert, wenn sich tatsa¨chlich Beinpaare in seiner Umgebung befinden und
nicht zu viel Ablenkung in seiner Umgebung ist. Dies sollte in einer Außenum-
gebung, fu¨r die CampusGuide vorgesehen war, noch besser funktionieren, da
dort Ablenkungen wie Tisch-, Stuhlbeine oder Rechner nicht vorkommen.
Damit sollte insbesondere die Detektionsrate steigen, wenn kein Beinpaar
fu¨r den Laser-Scanner sichtbar ist.
5.3.2 Personendetektor
In diesem Abschnitt wird der komplette Personendetektionsmechanismus
evaluiert. Dabei soll herausgestellt werden, wie gut das System als Gan-
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zes funktioniert und wie die Laufzeit verringert werden kann mit minimalen
Auswirkungen auf die Detektionsrate.
Vorbereitung Der Beinpaardetektor ist zwar schnell, la¨sst sich aber leicht,
z. B. durch vorbeigehende Personen, ablenken. Aus diesem Grund wird er
durch einen Gesichtsdetektor erga¨nzt, welcher an den berechneten Positionen
nach Gesichtern sucht. Falls dies besta¨tigt wird, so fa¨hrt der Roboter zur
entsprechenden Position.
In seiner urspru¨nglichen Form berechnet der Beinpaardetektor die ma-
ximal vier wahrscheinlichsten Positionen, an denen sich Personen befinden
ko¨nnten, und weist ihnen Priorita¨ten zu. Diese Positionen werden dann vom
Gesichtsdetektor nacheinander untersucht, wobei ein Erfolg verbucht wird,
wenn auf mindestens drei von fu¨nf Bildern eine Person zentral im Bild ge-
funden wurde. Falls er keinen Erfolg bei den vier ermittelten Positionen hat,
dreht sich der Roboter jeweils um 120◦ und wiederholt den Vorgang bis er
eine Person findet oder alle Richtungen gepru¨ft hat.
Da die Bearbeitung eines Bildes durch den Gesichtsdetektor etwa 1,4 Se-
kunden dauert, kann die Personendetektion im schlimmsten Fall - bei drei
Positionen mit vier Priorita¨ten und fu¨nf Bildern - ungefa¨hr 84 Sekunden dau-
ern. Es offensichtlich, dass dieser Vorgang beschleunigt werden muss, da einer
Person nicht zugemutet werden kann, so lange zu warten, bis der Roboter auf
sie reagiert. Es soll im Folgenden also getestet werden, wie viele Priorita¨ten
und wie viele Bilder ausreichen, um eine Person ausreichend gut und schnell
zu finden.
Als Testdaten wurden 61 Datensa¨tze im Ablaufszenario aufgenommen.
Ein Testdatensatz besteht in diesem Fall aus allen vorgenommenen Mes-
sungen, die fu¨r die Personendetektion relevant sind. Dies sind im Einzelnen
sa¨mtliche aufgenommenen Bilder inklusive Detektion und die aufgenomme-
nen Laserdatensa¨tze mit untersuchten Priorita¨ten.
Um die Ergebnisse vergleichen zu ko¨nnen, wurden fu¨r jede Kombination
aus Anzahl der Priorita¨ten (zwischen eins und vier) und die Anzahl der
positiven Detektionen in Relation zu den untersuchten Bildern der Mittelwert
u¨ber alle Datensa¨tze bzgl. Detektionsrate und Zeit gebildet.
Testla¨ufe Fu¨r jeden Testlauf wurde der Roboter in seinem Einsatzkontext
getestet. Der Roboter wurde zu vorher ausgesuchten Orten berufen, an denen
sich eine Testperson an einer vorher festgelegten Position befand, die sich in
einem Radius von 5 m um den Zielpunkt des Roboters befand. Der Roboter
musste der zu findenden Person also auf dem Weg zum Ziel eventuell aus-
weichen und sich drehen, um sie zu finden. Ziel war es, herauszufinden, ob
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der Roboter die Person finden und anfahren wu¨rde und wie lange er dafu¨r
brauchen wu¨rde.
Zu diesem Zweck wurden fu¨r jeden Detektionsschritt und jedes aufgenom-
mene und verarbeitete Bild die beno¨tigte Zeit und der Erfolg der Detektion
gemessen und gespeichert. Mit diesen Informationen wurde rekonstruiert,
wie schnell und gut der Personendetektor gewesen wa¨re, wenn weniger Prio-
rita¨ten des Beinpaardetektors und weniger Bilder durch den Gesichtsdetektor
untersucht worden wa¨ren. Ziel war es hierbei zu bestimmen, wie schnell die
Personendetektion als Gesamtsystem sein kann ohne große Einbußen in der
Detektionsrate.
Auswertung Ausgangspunkt fu¨r die Personendetektion waren vier vom
Beinpaardetektor ermittelten Positionen (PrioA (ho¨chste) - PrioD (nied-
rigste)). Dabei musste auf drei von fu¨nf untersuchten Bildern eine Detektion
auf derselben Position erfolgen, damit ein Ziel ausgewa¨hlt und angesteuert
wurde.
Dies dauerte im Durchschnitt 26,61 Sekunden, maximal 72.57 Sekunden
und im besten Fall 7.14 Sekunden. Diese Zeiten sind dem Benutzer sowohl
im Durchschnitt als auch im Maximalfall nicht zumutbar. Auch fu¨r den Mi-
nimalfall wa¨re eine schnellere Detektion wu¨nschenswert. Die Detektionsrate
lag fu¨r diese Parameterwahl bei 62,3% und ist noch verbesserungswu¨rdig.
Das erste Ziel ist es nun zu ermitteln, welche Auswirkungen die Verringe-
rung der Anzahl von Priorita¨ten auf das Ergebnis hat (siehe Tab. 5.4). Hier
fa¨llt auf, dass die durchschnittliche Zeit fu¨r die Personendetektion mit der
Anzahl der betrachteten Priorita¨ten zunimmt, der Zeitzuwachs jedoch stets
kleiner wird. Das liegt daran, dass in vielen Fa¨llen entweder weniger Objekte
gefunden werden, als untersucht werden ko¨nnen, oder dass der Personende-
tektor abbricht und auf das Ziel zufa¨hrt. Die maximal beno¨tigte Zeit wa¨chst
relativ gleichma¨ßig mit der Anzahl der betrachteten Positionen. Die minimale
Bearbeitungszeit ist in allen vier Fa¨llen identisch, da stets die gleiche Anzahl
an Bildern betrachtet wurde und in diesem Fall eine positive Ru¨ckmeldung
des Gesichtsdetektors bereits nach der Untersuchung der ersten Position er-
folgte. Die erste Erkenntnis hieraus ist also, dass die Verringerung der Anzahl
der maximal zu untersuchenden Priorita¨ten, große zeitliche Einsparungen
ermo¨glicht. Bezu¨glich der Detektionsraten fa¨llt auf, dass diese mit der An-
zahl der untersuchten Priorita¨ten wa¨chst. Dabei ist die Rate, wenn nur die
ho¨chste Priorita¨t untersucht wird, eklatant schlechter als bei PrioB. Diese
ist jedoch nur geringfu¨gig schlechter als bei PrioC oder PrioD. Dies liegt
daran, dass nur ein Datensatz aus der Testmenge bei PrioB nicht erkannt
wurde, weil die Person vom Beinpaardetektor nur an die dritte Stelle der
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Liste gesetzt wurde. Hieraus la¨sst sich schlussfolgern, dass es durchaus Sinn
macht nur die ersten zwei Priorita¨ten, die vom Beinpaardetektor berechnet
werden, zu betrachten, da die Wahrscheinlichkeit ziemlich hoch ist, dass die
Person mit diesen gefunden wird.
Genauer gesagt wurde die Person im Testlauf zu 85,25% innerhalb der
ersten zwei Priorita¨ten eingeordnet und nur in 68,85% der Fa¨lle in PrioA
detektiert. Dies wirkt auf den ersten Blick eklatant schlechter als durch die
Evaluation fu¨r den Beinpaardetektor ermittelt wurde, ist aber wie folgt be-
gru¨ndet. Zum einen ist der Beinpaardetektor auf Beinpaare optimiert. Aus
diesem Grund wurde der Fokus bei den Testla¨ufen der Personendetektion
auf natu¨rliche Beinstellungen gelegt und davon ausgegangen, dass nicht jede
Person direkt dem Roboter zugewandt ist. Dadurch wurde die Person oft-
mals nur als Bein oder Rockobjekt erkannt und dadurch niedriger eingestuft,
was zur Folge hatte, dass andere Positionen ho¨her eingestuft und somit vor-
her untersucht wurden. Zum anderen brach die Personendetektion in einigen
Fa¨llen ab, bevor sie die Person erfassen konnte. Dies lag entweder daran, dass
der Gesichtsdetektor bereits an anderer Stelle angeschlagen hatte oder der
Beinpaardetektor die Person nicht finden konnte, weil sie zu weit weg war
oder zu nah vor einer Wand stand.
Prio Pos. Bild # Bild ∅ Zeit Max Zeit Min Zeit ∅ Rate
PrioD 3 5 26,61 72,57 7,14 62,3%
PrioC 3 5 23,9 58,28 7,14 62,3%
PrioB 3 5 20,17 43,9 7,14 60,7%
PrioA 3 5 13,14 22,42 7,14 47,5%
Tabelle 5.4: Einfluss der Anzahl der vom Gesichtsdetektor betrachteten Prio-
rita¨ten
Mittels Reduktion der betrachteten Priorita¨ten konnte die Zeit fu¨r die
Personendetektion im Schnitt um etwa 6 Sekunden reduziert werden, bei et-
wa 1,5%-tigen Einbußen bei der Detektionsrate, wobei der Vorgang in keinem
Fall la¨nger als 45 Sekunden dauerte. Dies ist zwar deutlich besser als in der
urspru¨nglichen Version bzgl. der beno¨tigten Zeit, jedoch ist noch weiteres
Beschleunigungspotenzial vorhanden, wenn die Anzahl der vom Gesichtsde-
tektor untersuchten Bilder reduziert wird.
Hierbei gibt es zwei Faktoren, die beeinflusst werden ko¨nnen. Dies ist zum
einen die Laufzeit, die von der Anzahl der betrachteten Bilder abha¨ngt, und
zum anderen die Detektionsrate, die von der Anzahl der positiven Detek-
tionen abha¨ngt, die ausreichend ist, damit der Gesichtsdetektor eine positive
Antwort gibt. Es gilt demzufolge einen Kompromiss zu finden, der beide Ziele
so gut wie mo¨glich erfu¨llt.
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Abbildung 5.11: Detektionsrate (Punktdiagramm) & Zeitbedarf (Balkendia-
gramm) unter Betrachtung verschiedener Parameter (Annotation: x y/z (wo-
bei x ∈ {a, b, c, d} (Priorita¨t), z ∈ {1 − 5} (Anzahl betrachtete Bilder),
y ∈ {1− 5} und y ≤ z) (Anzahl positive Detektionen)
.
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Nach Messung der verschiedenen Situationen ergaben sich Zeiten und De-
tektionsraten wie in Abbildung 5.11. Das Erste, das hier ins Auge fa¨llt, ist
die Besta¨tigung, dass die Verwendung der ersten zwei Priorita¨ten ausreichend
ist. Aus diesem Grund sind im Folgenden nur die Daten in Tabelle 5.11 mit
b y/z ) relevant. Logischerweise wa¨chst der zeitliche Bedarf mit der Anzahl
der betrachteten Bilder. Zudem wa¨chst dieser auch, je ho¨her der Anteil an
Bildern ist, die positiv erkannt werden mu¨ssen, damit der Personendetektor
eine positive Antwort gibt. Dies liegt daran, dass hierdurch die Wahrschein-
lichkeit wa¨chst, dass eine Abweisung erfolgt, wodurch weitere Positionen un-
tersucht werden, was dann in einer Verla¨ngerung der Durchschnittslaufzeit
resultiert. Aus Tabelle 5.5 wird ersichtlich, dass die Betrachtung von vier
bzw. fu¨nf Bildern im schlimmsten Fall la¨nger als eine halbe Minute dauert.
Dies erachten wir als eine zu lange Wartezeit fu¨r die Person, weshalb wir diese
Parametersa¨tze fu¨r ungeeignet halten. Eine Detektionsrate von mehr als 60%
ist wu¨nschenswert, weshalb unter diesen Gesichtspunkten nur die Betrach-
tung von 3 Bildern, bei einer positiven Detektion auf diesen, Sinn macht.
Jedoch liegt die niedrigere Detektionsrate bei zwei von drei Bildern daran,
dass in diesen Fa¨llen der Gesichtsdetektor nur auf einem der ersten drei Bil-
der die Person erkannt hat. In anderen Fa¨llen fuhr der Roboter zu einer
Position, da er einer Position, an der sich kein Gesicht befand ein ebensol-
ches fa¨lschlicherweise detektierte. Zur Verifikation, ob sich an einer Position
ein Mensch befindet, ist es aber durchaus sinnvoll eine Detektionsrate von
mehr als 50% zu haben, weshalb wir uns entschieden haben, dass zwei von
drei untersuchten Bildern mit positiver Detektion sowohl hin- als auch aus-
reichend sind, um eine Person zu finden. Zudem ist es wu¨nschenswert, dass
der Roboter entweder zur Person fa¨hrt oder stehen bleibt, wenn er sie nicht
finden kann, da die Anfahrt eines falschen Zieles eine negativere Reaktion bei
der Kontaktperson hervorrufen wu¨rde, als wenn der Roboter stehen bleibt
und sich grafisch dafu¨r entschuldigt, dass er die Person nicht finden konnte.
Zuletzt ist noch interessant, warum und in welchen Situationen die Perso-
nendetektion richtige oder falsche Ergebnisse liefert. Besonders in sto¨rungs-
freien Umgebungen, wenn die Zielperson dem Roboter zugewandt ist und
die Beine klar voneinander unterscheidbar sind, wird die Zielperson sehr
schnell und zuverla¨ssig gefunden (siehe Abb. 5.12). Auch wenn dies nicht
der Fall ist, ist die Detektion meist zuverla¨ssig (siehe Abb. B.21). Probleme
traten hingegen meistens auf, wenn die Zielperson in ungu¨nstiger Stellung
fu¨r die Beinpaardetektion stand und zudem viele Sto¨rungen im Sichtbereich
des Laser-Scanners waren (siehe Abb. 5.13). Problematisch war zudem, wenn
der Gesichtsdetektor die Person aufgrund von Lichtverha¨ltnissen nicht finden
konnte, der Beinpaardetektor jedoch in der Richtung der Zielperson weitere
Objekte fa¨lschlicherweise als Person detektierte. Wenn sich die Person des-
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Prio Pos. Bild # Bild ∅ Zeit Max Zeit Min Zeit ∅ Rate
PrioB 1 1 4,53 10,31 1,73 59,02%
PrioB 1 2 7,78 18,72 3,11 59,02%
PrioB 2 2 8,3 18,72 3,11 55,74%
PrioB 1 3 11,19 27,15 4,45 63,93%
PrioB 2 3 11,98 27,15 4,45 59,02%
PrioB 3 3 12,63 27,15 4,45 50,82%
PrioB 1 4 14,32 35,58 5,38 62,3%
PrioB 2 4 15,57 35,58 5,38 62,3%
PrioB 3 4 16,52 35,58 5,38 57,38%
PrioB 4 4 16,52 35,58 5,38 45,9%
PrioB 1 5 17,69 43,9 7,14 63,93%
PrioB 2 5 18,75 43,9 7,14 62,3%
PrioB 3 5 20,17 43,9 7,14 60,66%
PrioB 4 5 20,4 43,9 7,14 52,46%
PrioB 5 5 20,4 43,9 7,14 42,62%
Tabelle 5.5: Vergleich der Ergebnisse des Gesichtsdetektors. Auswirkungen
unterschiedlicher Anzahlen von Bildern und positiven Detektionen auf diesen
(hier fu¨r PrioB)
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halb im Sichtbereich der Kamera befand und somit der Gesichtsdetektor eine
positive Antwort gab, fuhr der Roboter zum falschen Ziel (siehe Abb. B.22).
Weitere Beispiele werden in Abbildung 5.14 dargestellt.
Abbildung 5.12: Positives Beispiel 1. Die Person wurde rechts vom Roboter
als Beinpaar erkannt (der Bereich zwischen den Beinen wird hierbei dem
Beinpaar zugeordnet) und auf fu¨nf von fu¨nf Bildern vom Gesichtsdetektor
erkannt (1 = Beinpaar (Person/Ziel). 2 = Rockobjekt. 3 = Rockobjekt mit
niedrigerer Priorita¨t)
.
Schlussfolgernd la¨sst sich sagen, dass viele der auftretenden Probleme in
einem Außenszenario nicht auftreten wu¨rden. Die Detektionsrate sollte dort
also gro¨ßer sein. Zielkoordinaten fu¨r einzelne Ziele ko¨nnten fu¨r die Daten-
bank so gewa¨hlt werden, dass mo¨glichst wenig Sto¨rungen die Ergebnisse des
Beinpaardetektors beeinflussen, und dass die Person nicht die Gefahr la¨uft,
zu nah an einem Hindernis zu stehen. Durch bessere Lichtverha¨ltnisse als im
Innenszenario sollte zudem die Wahrscheinlichkeit sinken, dass der Gesichts-
detektor eine Person nicht detektiert. Durch die Verwendung der durch den
Laserdetektor berechneten Positionen und Absta¨nde zum Roboter ko¨nnte
zudem der Suchraum fu¨r die Kamera weiter eingeschra¨nkt werden. Somit
sollte der hier verwendete Personendetektor in Außenarealen deutlich besser
funktionieren.
KAPITEL 5. EVALUIERUNG 93
Abbildung 5.13: Negatives Beispiel 1. Ein Objekt wurde fa¨lschlicherweise als
Bein klassifiziert, die Person wegen der Beinstellung als Rockobjekt klassifi-
ziert und aufgrund des Abstands zum Roboter auf Priorita¨t zwei gesetzt (1
= Bein (Ziel). 2 = Rockobjekt (Person). 3-4 = Rockobjekt)
.
5.4 Gesamtsystem
Eine Evaluation des Gesamtsystems ist schwer zu realisieren, da in dieser sehr
viele Faktoren zum tragen kommen. Es muss sowohl das Zusammenspiel der
einzelnen Komponenten als auch die Benutzbarkeit der graphischen Ober-
fla¨chen erfasst werden. Die Benutzbarkeit des Systems la¨sst sich daher am
besten durch eine Benutzerstudie erfassen. Diese ist zwar subjektiv gefa¨rbt,
kann aber dennoch Aufschluss u¨ber die Sta¨rken und Schwa¨chen des Systems
geben.
5.4.1 Aufbau und Durchfu¨hrung
Wir haben eine Benutzerstudie mit zwo¨lf Probanden in einer Testumgebung
im Institut fu¨r Roboterforschung durchgefu¨hrt. Die Teilnehmer waren nicht
an der Projektgruppe beteiligt und hatten keine Gelegenheit sich vorher mit
CampusGuide vertraut zu machen. Fu¨r die Lokalisation in der Testumgebung
wurde eine Karte wie in Kap. 4.3.1 beschrieben erzeugt. Fu¨r die Pfadplanung
wurde ein Graph auf Basis dieser Karte manuell erstellt. Auf diesem Graphen
wurde einige Orte als Navigationsziele festgelegt.
Die Aufgabe der Probanden bestand darin, CampusGuide mit einer SMS
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Abbildung 5.14: Weitere Beispiele. a) Die Person befindet sich außerhalb
des interessanten Bereichs am Bildrand und wird korrekterweise nicht an-
gefahren. b) Die Person befindet sich zu weit vom Roboter weg und ist
nicht gut genug vom Hintergrund separierbar. c) Ein Roboterskelett wird
fa¨lschlicherweise als Person detektiert und angefahren. d) Die Zielperson wird
aufgrund der Lichtverha¨ltnisse vom Gesichtsdetektor nicht gefunden. e) An-
hand der Silhouette wird die Person korrekt detektiert. f) Ein falsches Ziel
wird vom Gesichtsdetektor gefunden und angefahren, bevor die Zielperson
erfasst wurde. g) Die Person befindet sich zu nah an der Wand und wird
deshalb vom Beinpaardetektor nicht als eigenes Objekt wahrgenommen.
.
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zu rufen, sich zu mehreren Zielen fu¨hren zu lassen und danach den Roboter
nach Hause zu schicken. Danach sollten sie einen Fragebogen (siehe Abb.
C.5) ausfu¨llen um die Benutzbarkeit des Systems zu bewerten. Zu Beginn
des Tests wurde jedem Probanden ein Informationsbogen (siehe Abb. C.4)
ausgeha¨ndigt, der die durchzufu¨hrenden Aufgaben zusammenfasst.
Um einen Test der Hindernisvermeidung zu ermo¨glichen wurden Hinder-
nisse an festen Positionen auf dem Weg des Roboters platziert. Es wurde
sichergestellt, dass der Roboter in jedem Testlauf einem Hindernis auswei-
chen musste.
5.4.2 Ergebnisse
Auf dem Evaluationsbogen sollten die Benutzer ausgewa¨hlte Funktionen von
CampusGuide auf einer Skala von 1 (schlecht) bis 5 (gut) bewerten. Bei den
in diesem Kapitel angegebenen Werten handelt es sich, wenn nicht anders an-
gegeben, um die Mittelwerte der Antworten aller Probanden. Die komplette
Auswertung des Fragebogens ist in Anhang C.3 zu finden.
Das Rufen des Roboters mittels einer SMS wurde von den Benutzern als
einfach empfunden (∅ 4,17). Dies ist mo¨glicherweise darauf zuru¨ckzufu¨hren,
dass in der Testumgebung nur wenige Zielpunkte verfu¨gbar waren. In einem
Außenareal ohne klar markierte Punkte ko¨nnten hier Schwierigkeiten auftre-
ten. Eine Mo¨glichkeit dieses Problem zu umgehen sehen wir darin, das Ru-
fen des Roboters u¨ber eine Applikation fu¨r Smartphones zu realisieren, die
automatisch auf die GPS-Daten des Benutzerhandys zugreifen kann. Dies
wu¨rde es auch ermo¨glichen, dem Benutzer mehr Ru¨ckmeldung von Seiten
des Roboters zu geben. Die Antwort-SMS, die dem Benutzer vom Roboter
zugeschickt wurde, empfanden die Probanden zwar als hilfreich (∅ 4,5), den-
noch ko¨nnten zusa¨tzliche Informationen an dieser Stelle hilfreich sein. Eine
Mo¨glichkeit dafu¨r wa¨re z. B. eine erwartete Ankunftszeit.
Beim Anmelden des Benutzers am Roboter traten keinerlei Probleme auf.
Sowohl der Aufbau der Eingabemaske, als auch La¨nge und Zusammensetzung
des Passworts erfu¨llen damit unsere Anforderungen.
Die Zielauswahl u¨ber den Touchscreen wurde von den Benutzern mit 3,42
bewertet. Einige Probanden erkannten nicht sofort, dass sie bereits eine Ein-
gabe ha¨tten ta¨tigen ko¨nnen. Dies deutet darauf hin, dass die Benutzerfu¨hrung
durch die Auswahlmaske nicht ausreichend war.
Als großer Schwachpunkt stellte sich die Geschwindigkeit des Roboters
heraus. Die Mehrzahl der Benutzer (75%) empfand die Geschwindigkeit als
zu niedrig. Einzelne Benutzer wu¨nschten sich eine Mo¨glichkeit auf die Ge-
schwindigkeit des Roboters Einfluss nehmen zu ko¨nnen. Dies ließe sich gut
in eine Smartphone-Applikation zum Rufen des Roboters integrieren.
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Die Hindernisvermeidung von CampusGuide wurde mit 3,83 bewertet.
Dies geht mo¨glicherweise darauf zuru¨ck, dass den Benutzern die internen
Abla¨ufe der Hindernisvermeidung nicht vertraut waren. Dass der Roboter
auch Zielen ausweicht, die nicht direkt seinen Pfad blockieren und enge
Durchga¨nge, z. B. Tu¨rrahmen, meidet ko¨nnte von den Benutzern als u¨ber-
flu¨ssig empfunden worden sein. Dieses Verhalten ist fu¨r eine sichere Hinder-
nisvermeidung jedoch absolut notwendig.
Die Emotionen des Roboters wurden mit 3,75 bewertet. Dennoch hat
sich die Entscheidung CampusGuide mit Emotionen auszustatten als richtig
herausgestellt, da 2/3 der Benutzer absichtlich versucht haben den Pfad des
Roboters zu blockieren, um seine Reaktion zu testen. Der Wiederholung eines
solchen Verhaltens sollen die Emotionen entgegenwirken.
Ein Proband hat den Roboter bei der Fu¨hrung kurzzeitig verloren und
musste sich beeilen um diesen wieder einzuholen. Dies konnte passieren, weil
die Bluetooth-Abstandsmessung, die solche Situationen verhindern soll, zum
Zeitpunkt der Nutzerstudie noch nicht einsatzbereit war. Zusa¨tzlich hat sich
gezeigt, dass eine Mo¨glichkeit fu¨r den Benutzer die Fu¨hrung zu unterbrechen
wu¨nschenswert wa¨re.
In den meisten Fa¨llen (10 von 12 Probanden) traten wa¨hrend der Benut-
zung von CampusGuide keine sto¨renden Wartezeiten auf. In den Fa¨llen wo
Verzo¨gerungen beobachtet wurden gingen diese auf die Personendetektion
zuru¨ck, die selbst unter guten Bedingungen oft ∼30 Sekunden beno¨tigte um
einen mo¨glichen Benutzer zu identifizieren.
Die Schritte bei denen die meisten Probleme auftraten waren das Rufen
des Roboters per SMS und die Anmeldung am Roboter. Der vom Benut-
zer per SMS gesendete Zielpunkt wurde ohne Fehlertoleranz mit den Namen
der mo¨glichen Zielpunkte in der Datenbank verglichen. Insbesondere Groß-
und Kleinschreibung stellten die Benutzer dabei vor Probleme. Durch die
Verwendung eines toleranteren Vergleichs, z. B. unscharfe Textsuche, kann
dieses Problem gelo¨st werden. Die Probleme bei der Anmeldung entstan-
den dadurch, dass die Suche nach dem Benutzer nicht abgebrochen werden
konnte. Ein Proband der versuchte, sich am Roboter anzumelden obwohl
die Personendetektion noch nicht beendet war konnte in die Situation gera-
ten, dass das CampusGuide plo¨tzlich zu einer anderen Person fuhr, obwohl
der Proband sich bereits angemeldet hatte. Dieses Problem kann durch den
Abbruch der Personendetektion bei erfolgreicher Anmeldung gelo¨st werden.
Die Benutzbarkeit des Gesamtsystems wurde von den Probanden durch-
schnittlich mit 3,92 bewertet. Obwohl die Nutzerstudie in einer kontrollierten
Testumgebung durchgefu¨hrt wurde lieferte sie wichtige Hinweise fu¨r die wei-
tere Verbesserung von CampusGuide. Zusa¨tzlich erlaubt uns der Austausch
mit den Probanden besser einzuscha¨tzen, welche Schritte der Fu¨hrung fu¨r
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einen Benutzer, der nicht mit den internen Abla¨ufen des Systems vertraut
ist, flu¨ssiger gestaltet werden ko¨nnten.
Kapitel 6
Zusammenfassung und Ausblick
Mit CampusGuide ist es uns gelungen, einen mobilen Roboter zu entwickeln,
der autonom Personen zu einem gewu¨nschten Ziel fu¨hren kann. Zu diesem
Zweck wird CampusGuide mittels einer SMS kontaktiert, welche er mit ei-
nem Passwort beantwortet und dann zur Position des Nutzers fa¨hrt. Den Weg
zum Nutzer plant CampusGuide auf einem vorher festgelegten Graphen. Auf
dem berechneten Weg weicht er lokalen Hindernissen aus und berechnet be-
fahrbare Wege. Sobald CampusGuide am Ziel angekommen ist, sucht er nach
der Zielperson und fa¨hrt zu dieser. Daraufhin kann der Nutzer sich mittels
des u¨bermittelten Passwortes anmelden und ein Ziel wa¨hlen, wohin ihn Cam-
pusGuide daraufhin geleitet. Sobald dieses Ziel erreicht ist, kann der Nutzer
sich ein neues Ziel aussuchen oder sich abmelden, wenn er an seinem fina-
len Ziel angekommen ist. Dies wurde im Zuge unserer Nutzerstudie von den
Teilnehmern durchgehend positiv bewertet.
Zusa¨tzlich zu den beschriebenen Funktionen wurden weitere Funktiona-
lita¨ten entwickelt, die auf den Außeneinsatz ausgelegt sind und deshalb im
System nicht zum Einsatz kommen, da der Roboter nur in Innenbereichen
zuverla¨ssig funktioniert.
Fu¨r CampusGuide 2.0 wa¨re es also sinnvoll einen Roboter zu verwenden,
der in Außenbereichen problemlos funktioniert. Somit ko¨nnten sowohl bereits
von uns entwickelte als auch ga¨nzlich neue Funktionalita¨ten hinzugefu¨gt wer-
den.
Zu ersteren Funktionen geho¨rt die Navigation auf einer mittels OSM-
Daten berechneten Karte, die dann zeitgleich u¨ber die Webapplikation gra-
fisch angezeigt werden ko¨nnte. Wenn der Roboter in Außenbereichen ver-
wendet wird la¨sst sich außerdem die Untergrunderkennung integrieren, die
bereits auf dieses Szenario optimiert wurde. Damit der Benutzer wa¨hrend
einer Fu¨hrung nicht den Anschluss an den Roboter verliert haben wir ei-
ne Bluetooth-Abstandsmessung entwickelt, welche jedoch in CampusGuide
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nicht zum Einsatz kommt.
Zudem gibt es natu¨rlich noch viele weitere Anwendungen und Funktio-
nen, die CampusGuide sinnvoll erga¨nzen wu¨rden. Zum einen wa¨re es sehr
nutzerfreundlich dem Benutzer eine Smartphone-Applikation zur Verfu¨gung
zu stellen, mit Hilfe derer er CampusGuide rufen ko¨nnte, und sich somit
nicht mehr selbst lokalisieren mu¨sste, da die aktuelle Position automatisch
u¨bermittelt werden ko¨nnte. Außerdem wu¨rde durch solch eine Applikation
auch das Bluetooth-Tracking erleichtert. Zusa¨tzlich wa¨re es denkbar, dass
Nutzer den Roboter reservieren ko¨nnten, so dass er sie, z.B. wenn sie mit
der S-Bahn ankommen, zu einer bestimmten Uhrzeit an einem gewu¨nschten
Ort abholt. Da der Roboter auf dem Weg zuru¨ck zur Ladestation unbenutzt
ist, wa¨re es sinnvoll, wenn verirrte Personen CampusGuide anhalten ko¨nnten
und ihn ohne Handyruf benutzten ko¨nnten. Ein weiteres denkbares Szenario
wa¨re, dass ein Nutzer noch in der Mensa essen will, bevor er zu seinem Ziel
gebracht werden will und somit dem Roboter mitteilen ko¨nnte, vor der Mensa
auf ihn zu warten, bevor die Reise fortgesetzt wird. Im Sinne der Benutzer-
freundlichkeit wa¨re es zudem wu¨nschenswert, wenn CampusGuide mittels
Sprachausgabe dem Benuter wichtige Informationen u¨bermitteln wu¨rde. In
diesem Zusammenhang wa¨re es sogar mo¨glich CampusGuide zusa¨tzlich Frem-
denfu¨hrer-Funktionen durchfu¨hren zu lassen, indem eine Karte des Campus
auf dem Bildschirm angezeigt wird, auf denen markante Punkte angezeigt
werden, und CampusGuide sprachlich dem Nutzer bestimmte Informatio-
nen u¨ber bestimmte Orte mitteilt. Zudem wa¨re es fu¨r den Nutzer hilfreich,
wenn er nicht nur zum Zielgeba¨ude gebracht, sondern auch hineingeleitet
wu¨rde. Auch auf technischem Level gibt es noch einige Ideen, die Campus-
Guide verbessern wu¨rden. Zum einen ko¨nnte mittels eines Infrarotsensors
Ho¨henunterschiede im Gela¨nde festgestellt werden, um zu vermeiden, dass
CampusGuide Treppen hinunterfa¨hrt. Zum anderen wa¨re der Einsatz eines
3D-Laserscanners sinnvoll, um Personen besser zu finden und zu lokalisieren.
Bei CampusGuide handelt es sich jetzt schon um eine gut funktionierende
Mo¨glichkeit, Personen autonom zu einem Ziel zu fu¨hren. Mittels der vorge-
schlagenen Erweiterungen ist es denkbar, dass CampusGuide 2.0 tatsa¨chlich
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Roboterzustand
Wert Zustand Beschreibung
0 Idle Der Roboter ist einsatzbereit
1 Busy
2 Moving to Client Der Roboter fa¨hrt zu einem Benutzer
3 At Client Pos Der Roboter hat die von User angegebene
Position erreicht
4 Moving to Target Der Roboter fa¨hrt ein vom User gewa¨hltes
Ziel an
5 At Target Das vom User angegebene Ziel wurde erreicht
6 Moving Home Nach beendeter Navigation fa¨hrt der Roboter
seine Ladestation an
7 Maintenance Mode Wartungsmodus. Der Roboter nimmt keine
Anfragen von Usern an
8 Error Mode Ein Fehler ist aufgetreten, die genaue Art des
Fehlers ist im Datenfeld Fehlercode gespeichert
9 Moving to exact user pos Benutzer wird mit Personenerkennung gesucht
10 At exact user pos Benutzer wurde identifiziert und interagiert
Tabelle A.1: Die Werte die das Datenfeld Roboterzustand im Blackboard









Tabelle A.2: Die Werte die das Datenfeld NAV-Zustand im Blackboard an-
nehmen kann mit ihrer Bedeutung.





2 Requesting PSW and GPS Path Calc
3 Requesting Home Calc
4 Requesting GPS Calc
5 Requesting PSW
6 Requesting Start Journey
7 Error
Tabelle A.3: Die Werte die das Datenfeld Comm-Zustand im Blackboard
annehmen kann mit ihrer Bedeutung.
GUI Zustand
Wert Zustand Beschreibung
0 Idle, Ready for Input
1 Waiting for User
2 User making Input
3 Requesting Home Calc
4 Requesting GPS Calc
5 Requesting Start Journey
6 Error
7 Requesting move to user
Tabelle A.4: Die Werte die das Datenfeld GUI-Zustand im Blackboard an-
nehmen kann mit ihrer Bedeutung.
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Login Zustand
Wert Zustand Beschreibung
0 Open (Ready for input)
1 Locked till User PSW
2 Locked (Admin PSW rqd)
3 User Logged In
4 Admin logged in
5 Error
6 - Keine Funktion
7 - Keine Funktion
Tabelle A.5: Die Werte die das Datenfeld Login-Zustand im Blackboard an-
nehmen kann mit ihrer Bedeutung. Ob ein User/Admin eingeloggt ist bzw.
die GUI fu¨r Eingaben gesperrt ist
Fehlercodes
Bit Beschreibung Gea¨ndert durch:
15 - Nicht verwendet
14 Error during PSW generation Comm
13 GPS invalid Nav
12 Path calculation failed Nav
11 Stuck (not because of obstacles) Nav
10 Surrounded by Obstacles Nav
9 Path to Target blocked Nav
8 Path blocked, Waiting Nav
7 Maintenance Mode GUI/Comm
6 Battery Low GUI
5 Battery Charging GUI
4 Error after Path Calculation GUI/Comm
3 Error during Path Calculation GUI/Comm
2 GUI not responding Nav/Comm
1 Comm not responding GUI/Nav
0 Nav not responding GUI/Comm
Tabelle A.6: Die Werte die das Datenfeld Fehlercode im Blackboard anneh-
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B.1 GUI
Abbildung B.1: Hauptformular
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Abbildung B.2: Eingabemaske (NumPad)
Abbildung B.3: Eingabemaske (QWERTZ)
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Abbildung B.4: Listenauswahl
Abbildung B.5: Zielauswahlliste Personen
ANHANG B. BILDER 108
Abbildung B.6: Zielauswahlliste Geba¨ude, selektierter Eintrag
Abbildung B.7:
”
Ziel erreicht“ - Bildschirm
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Abbildung B.8: Hilfebildschirm
Abbildung B.9: Adminbildschirm: Kamera
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Abbildung B.10: Adminbildschirm: Blackboard
Abbildung B.11: Adminbildschirm: Passwortfunktionen
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Abbildung B.12: Adminbildschirm: Personenerkennung
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B.2 Evaluation der Bluetooth-Abstandsmes-
sung
Abbildung B.13: Die Ergebnisse aus 100 Messungen. Der Nutzer hat das
Handy in der Hand und ist dem Roboter stets abgewandt.
ANHANG B. BILDER 113
Abbildung B.14: Die Ergebnisse aus 100 Messungen. Der Nutzer hat das
Handy in der Tasche und ist dem Roboter stets zugewandt.
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Abbildung B.15: Die Ergebnisse aus 100 Messungen. Der Nutzer hat das
Handy in der Tasche und ist dem Roboter stets abgewandt.
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B.3 Evaluation des Beinpaardetektors
Abbildung B.16: Verlauf bei Vera¨nderung des Parameters newobj.  = Da-
tensatz pair.  = Datensatz all
Abbildung B.17: Verlauf bei Vera¨nderung des Parameters maxw.  = Da-
tensatz pair.  = Datensatz all
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Abbildung B.18: Verlauf bei Vera¨nderung des Parameters mind.  = Daten-
satz pair.  = Datensatz all
Abbildung B.19: Verlauf bei Vera¨nderung des Parameters maxd.  = Daten-
satz pair.  = Datensatz all
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Abbildung B.20: Verlauf bei Vera¨nderung des Parameters form.  = Daten-
satz pair.  = Datensatz all
B.4 Evaluation des Personendetektors
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Abbildung B.21: Positives Beispiel 2. Die Person wurde trotz nicht idealer
Beinposition detektiert und auf vier von fu¨nf Bildern erkannt (1 = Rockob-
jekt (Person/Ziel))
.
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Abbildung B.22: Negatives Beispiel 2. Die Person wurde vom Gesichtsde-
tektor nicht erkannt. Darauf wurde die zweite Position in derselben Rich-
tung untersucht und hier diesmal die Person erkannt, worauf der Roboter





Frage 1: Bewerten sie das Rufen
des Roboters mittels einer SMS
1 (kompliziert) - 5 (einfach)
1 2 3 4 5
0 0 2 6 4
Mittelwert = 4.17
Median = 4
Frage 2: War die Antwort-SMS des
Roboters informativ?
1 (verwirrend) - 5 (hilfreich)
1 2 3 4 5
0 1 0 3 8
Mittelwert = 4.5
Median = 5
Frage 3: Gab es Probleme
beim Eingeben des Passworts?
Ja Nein
0 12
Frage 3.1: Wenn ja,
welche Probleme ergaben sich?
Passwort zu lang 0
Eingabe zu schwierig 0
Sonstiges 0
Abbildung C.1: Auswertung der Benutzerstudie
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Frage 4: Bewerten Sie die Auswahl des
Zielpunkts u¨ber den Touchscreen.
1 (verwirrend) - 5 (gut versta¨ndlich)
1 2 3 4 5
0 1 3 5 2
Mittelwert = 3.42
Median = 4
Frage 5: Bewerten Sie die
Geschwindigkeit des Roboters.
1 (zu langsam) - 3 (zu schnell)
1 2 3 4 5
1 8 3 0 0
Mittelwert = 2.17
Median = 2
Frage 6: Bewerten sie die Hinder-
nisvermeidung der Roboters.
1 (verwirrend) - 5 (versta¨ndlich)
1 2 3 4 5
0 2 1 6 3
Mittelwert = 3.83
Median = 4
Frage 7: Hat das
”
Gesicht“ des Roboters
die Bedienung erleichtert oder erschwert?
1 (erleichtert) - 5 (erschwert)
1 2 3 4 5
0 0 6 3 3
Mittelwert = 3.75
Median = 3.5
Frage 8: Haben Sie versucht den
Pfad des Roboters zu blockieren
um zu sehen wie er reagiert?
Ja Nein
8 4
Frage 9: Haben Sie den Roboter,




Abbildung C.2: Auswertung der Benutzerstudie
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Frage 11.1: Bei welchem
Schritt traten die Probleme auf?
Rufen per SMS 3
Anmeld. am Roboter 3
Wahl des Ziels 1
Fu¨hrung 0
Frage 12: Bewerten Sie die Benutzbarkeit
von CampusGuide auf einer Skala von
1 (kompliziert) bis 5 (hilfreich).
1 2 3 4 5
0 0 3 7 2
Mittelwert = 3.92
Median = 4
Abbildung C.3: Auswertung der Benutzerstudie
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Abbildung C.4: Handout
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Abbildung C.5: Fragebogen
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