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Abstract
In Australia, hospital discharge summaries created at the end of an episode of care contain patient
information such as demographic data, medical history, various diagnosis, interventions carried
out, medications and drug therapies provided to the patient. These discharge summaries not only
serve as a record of the episode of care, but later converted into a set of clinical codes for statistical
analysis purposes. The process of clinical coding refers to assigning alphanumeric codes to
discharge summaries. In Australia, clinical coding is done using International Classification
of Diseases, version 10, Australian Modification (ICD-10-AM) and Australian Classification of
Health Interventions (ACHI) as per the Australian Coding Standards (ACS), in an acute and sub-
acute care setting, in both public and private hospitals. Clinical coding and subsequent analysis
facilitate funding, insurance claims processing and research. The task of assigning codes to
an episode of care is a manual process. This posed challenges in terms of ever-increasing set
of codes in ICD-10-AM and ACHI, changing coding standards in ACS, complexity of care
episodes, and large training and recruitment costs associated with clinical coders. In addition,
the manual clinical coding process is time consuming and prone to errors, leading to financial
losses.
The use of Natural Language Processing (NLP) and Machine Learning (ML) techniques is
considered as a solution to the above problem. In this thesis, four different approaches namely,
pattern matching, rule based, machine learning and hybrid technique are compared to identify
most efficient algorithm suitable for clinical coding. The ICD-10-AM and ACHI consists of 22
chapters based on human body organs, where each chapter describe diseases and interventions of
a body system. The aforementioned, NLP and ML comparison is carried out only two chapters
namely, diseases of the respiratory system and diseases of the digestive system. Initially, the
dataset contained 190 clinical records of two chapters and named as Data190. Due to the
limited number of clinical records, another 45 records were added to the existing dataset and
this resultant dataset was named as Data235.
vii
The clinical records were cleaned up in the pre-processing stage to extract useful information
which includes principal diagnosis, additional diagnosis, diabetes condition, principal procedure,
additional procedure and anaesthesia details. In data pre-processing, various NLP techniques
such as tokenisation, stop word removal, spelling error detection and correction, negation
detection and abbreviation expansion were applied. In pattern matching approach, the text-
string were matched charcter by character against the ICD-10-AM and ACHI coding guide using
regular expression. If the match was found, codes were assigned. Whereas, in rule-based, 409
rules were defined to avoid coding of wrong patterns. In machine learning, once the unwanted
information was removed from the clinical records, text was represented in vector form for
feature extraction using Bag of words (BoW) representation (Manning, Raghavan, & Schütze,
2008, p. 117) and Term Frequency-Inverse Document Frequency (TF-IDF) vectoriser (Manning
et al., 2008, p. 118). After feature extraction, classification is done using seven classifiers
namely Support Vector Machine (SVM) (Cortes & Vapnik, 1995), Naïve Bayes (Manning et
al., 2008, p. 258), Decision Tree (Kumar, Assistant, & Sahni, 2011), Random Forest (Breiman,
2001), AdaBoost (Freund & Schapire, 1999), Multi Layer Perceptron (MLP) (Naraei, Abhari,
& Sadeghian, 2016) and k-Nearest Neighbour (kNN) (Manning et al., 2008, p. 297). A set of
standard metrics: Precision(P), Recall (R), F-score (F-score), Accuracy, Hamming Loss(HL)
and Jaccard Similarity (JS) (Dalianis, 2018), (Aldrees & Chikh, 2016) is used to do the measure
the efficiency of the said NLP and ML algorithms using the above mentioned two datasets.
For both the datasets (Data190 and Data235), the machine learning approach and the hybrid
approach gave good performances in comparison to pattern matching and rule-based approach.
Among all the classifiers, AdaBoost outperformed followed by Decision Tree and other classi-
fiers. In the machine learning approach, Decision Tree technique performed better than all the
other classifiers using 4-gram feature set by achieving 0.87 F-score, 0.7453 JS and 0.0877 HL.
Similarly, in Data235, AdaBoost outperforms by achieving 0.91 F-score, 0.8294 JS and 0.0945
HL.
Contents
Acknowledgements iv
List of Publications v
Abstract vi
Contents viii
List of Figures xi
List of Tables xiii
List of Symbols and Abbreviations xv
1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Origin of Clinical Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Objective of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Scope of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Potential Impact of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Thesis Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Literature Review 8
2.1 Clinical Coding Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Challenges in applying Natural Language Processing and Machine Learning in
Clinical Text Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Standard Pipeline for Clinical Text Classification . . . . . . . . . . . . . . . . 12
2.4 State-of-the-art in Clinical Text Processing . . . . . . . . . . . . . . . . . . . . 18
Contents ix
2.4.1 Pattern matching approach . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Rule based approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.3 Machine Learning approach . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.4 Hybrid approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Selection of Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Research Methodology 29
3.1 Ethics Approval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Gold Standard Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Data Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Experimental Evaluation 48
4.1 Task1: ICD-10-AM/ACHI Chapter Classification . . . . . . . . . . . . . . . . 48
4.2 Task 2: ICD-10-AM/ACHI Code Assignment . . . . . . . . . . . . . . . . . . 50
4.2.1 Results of Pattern Matching approach . . . . . . . . . . . . . . . . . . 50
4.2.2 Results of Rule based approach . . . . . . . . . . . . . . . . . . . . . 51
4.2.3 Results of Machine Learning approach . . . . . . . . . . . . . . . . . 52
4.2.4 Results of Hybrid approach . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5 Discussion 57
5.1 Error Analysis and discussion on Task 1: ICD-10-AM/ACHI Chapter Classifi-
cation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Error Analysis and discussion on TASK 2: ICD-10-AM/ACHI Code Assignment 59
5.2.1 Error analysis and discussion on Pattern Matching approach . . . . . . 60
5.2.2 Error analysis and discussion on Rule-based approach . . . . . . . . . 61
5.2.3 Error analysis and discussion on Machine Learning (ML) approach . . 63
5.2.4 Error Analysis and discussion on Hybrid approach . . . . . . . . . . . 69
5.3 Comparative Analysis of classifiers . . . . . . . . . . . . . . . . . . . . . . . . 72
Contents x
5.4 Comparative analysis of Pattern matching approach, Rule-based approach, ML
approach and Hybrid approach . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6 Conclusions and Future Work 76
6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2 Limitations of Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
References 79
List of Figures
3.1 A sample of operation discharge report taken from digestive system clinical record. 30
3.2 A sample of progress/clinical note taken from digestive system clinical record. . 31
3.3 Overview of experimental work. . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Number of clinical records in test data. . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Overview of different approaches and techniques used in Task 2: ICD-10-
AM/ACHI Code Assignment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 A sample from clinical record belonging to respiratory system. . . . . . . . . . 37
3.7 Data representation using Count vectoriser. . . . . . . . . . . . . . . . . . . . 42
3.8 Data representation using TF-IDF vectoriser. . . . . . . . . . . . . . . . . . . 43
3.9 TF-IDF vector representation for X document. . . . . . . . . . . . . . . . . . . 43
3.10 TF-IDF vector representation for Y document. . . . . . . . . . . . . . . . . . . 43
3.11 Seven classifiers used for classification. . . . . . . . . . . . . . . . . . . . . . 44
3.12 Evaluation metrics for Task 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.1 (a) Sample of discharge summary from respiratory system, (b) Sample of dis-
charge summary from digestive system. . . . . . . . . . . . . . . . . . . . . . 58
5.2 A sample of clinical record with disease names and interventions along with
their ICD-10-AM and ACHI codes. . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 A sample of anaesthesia chart taken from clinical record belonging to digestive
system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Machine Learning results for Data190 and Data235 using 1-gram feature set . . 65
5.5 Machine Learning results for Data190 and Data235 using 2-gram feature set . . 66
5.6 Machine Learning results for Data190 and Data235 using 3-gram feature set . . 67
5.7 Machine Learning results for Data190 and Data235 using 4-gram feature set . . 68
5.8 Hybrid approach results for Data190 and Data235 using 2-gram feature set . . . 70
List of Figures xii
5.9 Hybrid approach results for Data190 and Data235 using 4-gram feature set . . . 71
5.10 (a) Results of Decision Tree for Data190, (b) Results of AdaBoost for Data190 . 72
5.11 (a) Results of Decision Tree for Data235, (b) Results of AdaBoost for Data235 . 73
5.12 The comparison of four approaches for Data190 . . . . . . . . . . . . . . . . . 74
5.13 Comparison of four approaches for Data235 . . . . . . . . . . . . . . . . . . . 75
List of Tables
1.1 List of Chapters in ICD-10-AM . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 List of Chapters in ACHI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Comparing total number of codes in ICD-9-CM, ICD-10-CM and ICD-10-AM 10
2.2 Confusion metric to compare the predicted value with ground truth value . . . 17
2.3 Generating rules from ICD-10 . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 List of few classifiers used by the researchers in their study . . . . . . . . . . . 27
2.5 List ofML classifiers frequently used in clinical information extraction applications 27
3.1 Number of clinical records in each dataset . . . . . . . . . . . . . . . . . . . . 34
3.2 List of abbreviations used the dataset. . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Medical terms in British English and American English. . . . . . . . . . . . . 39
3.4 A bag of 18 unique words. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 List of words in document X. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.6 List of words in document Y. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1 ICD-10-AM/ACHI chapter classification results for Data190. . . . . . . . . . . 49
4.2 ICD-10-AM/ACHI Chapter Classification results for Data235. . . . . . . . . . 50
4.3 Outcome 1 results for Pattern matching approach using 190 and 235 clinical
records. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Outcome 2 results for Pattern matching approach for 20% of the clinical records. 51
4.5 Outcome 1 results for Rule-based approach using 190 and 235 clinical records . 51
4.6 Outcome 2 results for Rule-based approach using 20% of the clinical records. . 52
4.7 Data used for training and testing purpose in Data190 and Data235. . . . . . . 52
4.8 The results of machine learning approach for Data190. . . . . . . . . . . . . . 53
4.9 Machine Learning results for Data235. . . . . . . . . . . . . . . . . . . . . . . 54
List of Tables xiv
4.10 Hybrid Approach results for Data190. . . . . . . . . . . . . . . . . . . . . . . 55
4.11 Hybrid Approach results for Data235 . . . . . . . . . . . . . . . . . . . . . . . 56
5.1 Defining rules for ICD-10-AM codes and adding preferred names within the rules. 63
5.2 List of few diseases that occur only once in the whole dataset . . . . . . . . . . 64
5.3 Percentage of correct ICD-10-AM/ACHI codes for Data190 using kNN (2-gram) 64
List of Symbols and Abbreviations
AI . . . . . . . . . Artificial Intelligence
NLP . . . . . . . Natural Language Processing
ML . . . . . . . . Machine Learning
DL . . . . . . . . . Deep Learning
CAC . . . . . . . Computer Assisted Coding
EHR . . . . . . . Electronic Health Records
EMR . . . . . . . Electronic Medical Records
WHO . . . . . . World Health Organisation
ICD . . . . . . . International Classification of Diseases
ICD − 9 . . . . International Classification of Diseases, Ninth Edition
ICD − 10 . . . International Classification of Diseases, Tenth Edition
ICD − 10 − AM International Classification of Diseases, Tenth Edition, Australian Modifica-
tion
ICD − 10 − CM International Classification of Diseases, Tenth Edition, Clinical Modification
ICD − 10 − CA International Classification of Diseases, Tenth Edition, Canadian Modification
ICD − 10 − GM International Classification of Diseases, Tenth Edition, German Modification
ACHI . . . . . . Australian Classification of Health Intervention
ACS . . . . . . . Australian Coding Standard
xvi
DRG . . . . . . . Diagnosis Related Groups
IHPA . . . . . . Independent Hospital Pricing Authority
ACCD . . . . . Australian Consortium for Classification Development
NCCH . . . . . National Centre for Classification in Health
MeSH . . . . . . Medical Subject Headings
SNOMED − CT Systematized Nomenclature Of MEDicine Clinical Terms
UMLS . . . . . Unified Medical Language System
UIMA . . . . . Unstructured Information Management Architecture
kNN . . . . . . . k-Nearest Neighbour
SVM . . . . . . . Support Vector Machine
MLP . . . . . . . Multi Layer Perceptron
AdaBoost . . Adaptive Boosting algorithm
RLS . . . . . . . . Regularized Least Square
cT AKES . . . clinical Text Analysis Knowledge Extraction System
CRF . . . . . . . Conditional Random Fields
CNN . . . . . . . Convolutional Neural Networks
BOW . . . . . . . Bag Of Words
CBOW . . . . . Continuous Bag Of Words
TF − IDF . . Term Frequency-Inverse Document Frequency
P . . . . . . . . . . Precision
R . . . . . . . . . . Recall
F − score . . F-score
HL . . . . . . . . . Hamming Loss
JS . . . . . . . . . Jaccard Similarity
Electronicmedical records are, in a lot of ways,
I think the aspect of technology that is going
to revolutionise the way we deliver care. And
it’s not just that we will be able to collect in-
formation, it’s that everyone involved in the
healthcare enterprise will be able to use that
information more effectively.
Risa-Lavizzo-Mourey, American Doctor and
CEO of the Robert Wood Johnson Foundation
1
Introduction
1.1 Introduction
Due to advancements in Information and Communication Technologies (ICT), the healthcare
sector is rapidly evolvingwith the digitisation ofmedical data. ElectronicHealthRecords (EHRs)
are the digitised version of paper based medical records used by healthcare professionals to share
medical information among healthcare providers. EHRs are used to store patient’s medical
information such as age, past medical history, signs and symptoms of a disease, medication
details, diagnosis, procedures and any other medical interventions carried out (Jonnagaddala,
Dai, Ray, & Liaw, 2016). This collection of information is commonly referred to as an episode of
care which results in a document called discharge summary. To carry out meaningful statistical
analysis intra and inter healthcare systems of countries, discharge summaries are converted into
a special set of codes which are called Clinical codes as per the clinical coding standards set by
the World Health Organisation (WHO) in conjunction with the auxiliary classification systems
and standards set by individual countries (Shi, Xie, Hu, Zhang, & Xing, 2017). Clinical coding
is the process of assigning alphanumeric codes to an episode of care of a patient 1.
1http://www.heti.nsw.gov.au/Programs/Clinical-Coding-Workforce-Enhancement-Project/
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Clinical codes are assigned to discharge summariesmanually by trained professionals, known
as clinical coders who have a good knowledge of clinical coding and acquainted with latest
medical classification system such as International Classification of Diseases,version 10 (ICD-
10). The assignment of clinical codes and subsequent statistical analysis serve as a justification
for funding, insurance claim and research (Farkas & Szarvas, 2008), (Arifoglu, Deniz, Aleçakır,
& Yöndem, 2014). Insurance companies make reimbursement based on the clinical codes
assigned to each report after clinical treatment. Government agencies and policy makers use
coded data to analyse the healthcare system by getting an insight into disease-prone geographical
areas (Shi et al., 2017). Moreover, clinical codes help government agencies to justify investment
done in the healthcare industry and to plan future investments based on these statistics 2. An
inaccurate assignment of clinical codes result in delayed reimbursement, increased labour cost
due to revision, wrong prediction by government agencies as well as financial losses.
With the transition from ICD-9 to ICD-10, the manual assignment of clinical codes has
become complex and time-consuming, due to the increased number of codes. On an average
a clinical coder codes 4 to 5 discharge summaries per hour. This results in 15 to 42 records
per day depending upon the experience and efficiency of a clinical coder (Santos, Murphy,
Baxter, & Robinson, 2008),(Arifoglu et al., 2014). A study (Arifoglu et al., 2014), shows
that the assignment of ICD codes to patient records is highly erroneous due to subjectivity in
human nature. A study conducted at Turkish hospital, where 2 auditors audited 491 pre-labelled
patient records found that more than half of the records were assigned with wrong ICD codes
(Arifoglu et al., 2014). These errors are mainly due to limited expertise, increasing patient
volumes, the subjectivity of human perception, fatigue, and inability to locate critically and
subtle findings. Another study,(Farkas & Szarvas, 2008), estimated that the US spends about 25
billion dollars per year for assigning clinical codes and their follow-up corrections. To reduce
these errors, research is being conducted to develop methods for automated assignment of codes,
also known as computer assisted coding (CAC) or auto-coding (Chute, YANG, & Buntrock,
1994), (S. V. Pakhomov, Buntrock, & Chute, 2006), (Farkas & Szarvas, 2008). CAC is a system
that uses set of automated methods based on Artificial Intelligence (AI) techniques to convert
unstructured clinical narratives to structured text without human interaction (Stanfill, Williams,
Fenton, Jenders, & Hersh, 2010). Although, AI and Machine Learning (ML) techniques have
demonstrated success on general purpose tasks, its adaptation to auto-coding still is at infancy.
Various factors attributed to this are lack of automated methods, use of paper-based records,
2https://www.cdc.gov/nchs/data/icd/uses-coded-clinicalinfosheet.pdf
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inconsistent document structures and content variations across healthcare organisations. Further,
manual assignment of codes is a complex process due to the continuous evolution of rules
associated with clinical coding.
1.2 Origin of Clinical Coding
The history of clinical coding dated back to early 19th century, when Jacques Bertillon, a
French statistician, developed a classification to record causes of death 3. The WHO started
maintaining the Bertillon classification in 1948 which was used for identifying the cause of
death and named it as International Statistical Classification of Disease, Injuries and Causes of
Death (Cumerlato, Best, Saad, & (Australia), 2010). Since then, roughly every ten years, this
classification had been revised and the current ICD-10 (International Classification of Diseases-
version 10) was approved in 1992. The next generation of this classification, ICD-11, is currently
under development at WHO 4. Twenty-six (26) years after the introduction of ICD-10, this year
(2018), the ICD-11 will be put forward to WHO general assembly for approval.
Since its introduction, ICD-10 is widely used all over the world. Many countries extended
ICD-10 classification system tomake it suitable for their country specific reporting purposes. For
example, ICD-10-CM (Clinical Modification) is used in the USA, ICD-10-CA (Canadian Mod-
ification) is used in Canada and ICD-10-GM (German Modification) in Germany (Cumerlato
et al., 2010). The Australian Modification (ICD-10-AM) is used in Australia along with 15
other countries including, Ireland, Singapore and Saudi Arabia 5. Currently in Australia, the
Australian Consortium for Classification Development (ACCD) is responsible for updating the
classification system every two years, on behalf of the Independent Hospital Pricing Authority
(IHPA). The health classification systems used in Australia include International Classification
of Diseases, version 10, Australian Modification (ICD-10-AM), the Australian Classification
of Health Interventions (ACHI) and the associated Australian Coding Standard (ACS) 6. The
current Australian health classification system was released on 1st July, 2017 and is composed
of 5 volumes:
1. ICD-10-AM Tabular List of Diseases (Volume 1)
2. ICD-10-AM Alphabetic Index of Diseases (Volume 2)
3www.who.int/classifications/icd/en/HistoryOfICD.pdf
4http://www.who.int/classifications/icd/revision/en/
5https://www.ihpa.gov.au/what-we-do/products/AR-DRG-classification-system/country-licence-agreement
6https://www.accd.net.au/
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3. ACHI Tabular List of Intervention (Volume 3)
4. ACHI Alphabetic Index of Intervention (Volume 4)
5. Australian Coding Standard (ACS) (Volume 5)
ICD-10-AM contains three, four and five character codes categories for disease and external
causes of injury classification. Similarly, ACHI contains seven-digit codes for intervention
classification in conjunction with ICD-10-AM. The ACS has a set of rules and guidelines that
every clinical coder must adhere to for correct codes assignment. The major difference between
ICD-10 and ICD-10-AM is that ICD-10-AM provides more specificity to disease codes. For
example, in ICD-10 K63.5 is 4 digit code for the condition Polyp of colon (growths on the inner
lining of the colon). In ICD-10-AM, K63.5 is not considered as a valid code which means it
needs to be a fifth character fo it to be a valid and provides more specificity by adding K63.50
: Polyp of colon, unspecified, K63.51: Juvenile polyp of colon and K63.58: Other polyp of
colon. The ICD-10-AM is composed of 22 chapters based on the human body system. Each
chapter deals with diseases and interventions of a particular body organ as shown in Table 1.1
and Table 1.2.
Table 1.1: List of Chapters in ICD-10-AM
Chapter Chapter title Code prefix
Chapter1 Certain infectious and parasitic diseases A, B
Chapter2 Neoplasms C, D
Chapter3 Diseases of the blood and blood-forming organs D
Chapter4 Endocrine, nutritional and metabolic diseases E
Chapter5 Mental and behavioural disorders F
Chapter6 Diseases of the nervous system G
Chapter7 Diseases of the eye and adnexa H
Chapter8 Diseases of the ear and mastoid process H
Chapter9 Diseases of the circulatory system I
Chapter 10 Diseases of the respiratory system J
Chapter 11 Diseases of the digestive system K
Chapter12 Diseases of the skin and subcutaneous tissue L
Chapter13 Diseases of the musculoskeletal system M
Chapter14 Diseases of the genitourinary system N
Chapter15 Pregnancy, childbirth and the puerperium O
Chapter16 Certain conditions originating in the perinatal per P
Chapter17 Congenital malformations, deformations Q
Chapter18 Symptoms, signs and abnormal clinical and lab R
Chapter19 Injury, poisoning and certain other S, T
Chapter20 External causes of morbidity and mortality U, V, W, X, Y
Chapter21 Factors influencing health status Z
Chapter22 Codes for special purposes U
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Table 1.2: List of Chapters in ACHI
Chapter Chapter title Block Numbers
Chapter1 Procedures on nervous system Blocks 1-86
Chapter2 Procedures on endocrine system Blocks 110-129
Chapter3 Procedures on eye and adnexa Blocks 160-256
Chapter4 Procedures on ear and mastoid process Blocks 300-333
Chapter5 Procedures on nose, mouth and pharynx Blocks 370-422
Chapter6 Dental services Blocks 450-490
Chapter 7 Procedures on respiratory system Blocks 520-572
Chapter8 Procedures on cardiovascular system Block 600-777
Chapter9 Procedures on blood and blood-forming organs Blocks 800-817
Chapter 10 Procedures on digestive system Blocks 850-1011
Chapter11 Procedures on urinary system Blocks 1040-1129
Chapter12 Procedures on male genital organs Blocks 1160-1203
Chapter13 Gynaecological procedures Blocks 1240-1299
Chapter14 Obstetric procedures Blocks 1330-1347
Chapter15 Procedures on musculoskeletal system Blocks 1360-1580
Chapter16 Dermatological and plastic procedures Blocks 1600-1718
Chapter17 Procedures on breast Blocks 1740-1759
Chapter18 Radiation oncology procedures Blocks 1786-1800
Chapter19 Interventions not elsewhere classified Blocks 1820-1923
Chapter20 Imaging services Blocks 1940-2016
1.3 Objective of Research
Clinical coding is carried out in hospitals to support statistical analysis of clinical data that leads
to funding, insurance claims processing and research. With the increase in the complexity of
ICD-10, ICD-10-AM, ACHI codes and ACS rules, it is very difficult for clinical coders to assign
the codes manually. The manual assignment of codes increases burden due to the increased set
of codes and change in coding rules. Moreover, the manual process of code assignment is more
prone to problems like human judgemental errors, typographical errors as well as inconsistency
in codes due to different viewpoints on the same set of disease. A step towards computer assisted
automated coding (aka auto-coding) will overcome these challenges and assist clinical coders
to assign codes more quickly and accurately. Also, it can save money spent on training and
recruitment of clinical coders. Although, research efforts in the direction of auto-coding is
already progressing, there is no full-fledged system that provides reasonably good performance
without any involvement of human coders. This thesis aims to do a comparative analysis of
selected NLP and ML algorithms that assign ICD-10-AM and ACHI codes. To the best of
our knowledge, there is no research carried out based on Australian classification system. The
significance of this thesis is that for the first time comparative analysis is carried out based on
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ICD-10-AM and ACHI clinical classification system. Therefore, objectives of this research are
to:
1. study and shortlist suitable Natural Language Processing(NLP) and Machine Learning
(ML) algorithms most apt for clinical coding,
2. carry out a comparative analysis of selected ML classifiers to find out the best/efficient
classifier to be used in clinical coding based on standard evaluation metrics such as
Precision (P), Recall (R), F-score, Accuracy, Hamming Loss (HL) and Jaccard Similarity
(JS), and
3. carry out a comparative analysis of four different approaches namely pattern matching,
rule-based approach, machine learning and hybrid approach.
Therefore, the main research question addressed in this thesis is:
What is the most efficient NLP and ML algorithms suitable for auto-coding using ICD-10-AM
and ACHI classification system?
1.4 Scope of Research
This thesis concentrates on only two chapters of ICD-10-AM and associated ACHI chapters
namely:
1. ICD-10-AM: Chapter 10 (Diseases of the respiratory system)
2. ICD-10-AM: Chapter 11 (Diseases of the digestive system)
3. ACHI: Chapter 7 (Procedures on respiratory system)
4. ACHI: Chapter 10 (Procedures on digestive system)
Therefore, this thesis aims to carry out a comparative analysis of a selected set of NLP and
ML techniques using discharge summaries that describe episode of care related to the respiratory
system and the gastrointestinal system.
1.5 Potential Impact of Research
The decision to move from manual coding to auto-coding will have economic, academic and
social impacts. As manual coding is a tedious task and involves a lot of manual labour, auto-
coding will significantly reduce coding cost and will enhance the productivity by making the
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process faster. Another advantage of auto-coding is reduction in the accounts receivable cycle
due to faster processing of documents which is not possible with the current manual system as
it involves stages of reviews.
From the government’s perspective, auto-coding will encourage the storage and retrieval of
data in the digital form. Also, it is quite easy to generate up-to-date reports for policies related to
healthcare. Due to the availability of timely statistics, government officials, as well as clinicians
can come to know about new diseases or epidemic trends, allowing them to respond to these
quickly.
1.6 Thesis Organisation
This thesis is structured as follows:
Chapter 2 provides an overview of a literature review that lays the foundation for this thesis.
This chapter introduces the standard NLP and ML approaches that are compared in this study.
Chapter 3 gives the research methodology that has been utilised in this work.
Chapter 4 provides the experimental results of the comparative study.
Chapter 5 gives a discussion on the error analysis for each approach and the reasons behind the
performance. This chapter draws on the results to provide the comparative analysis.
Chapter 6 concludes and highlight the limitations of this work. This chapter also provide
directions for future research.
What do researchers know? What do they not know?
What has been researched and what has not been re-
searched? Is the research reliable and trustworthy?
Where are the gaps in the knowledge? When you com-
pile all that together, you have yourself a literature
review.
Jim Ollhoff, writer and consultant
2
Literature Review
This chapter describes the knowledge that is necessary to understand the information flow in the
healthcare industry with an emphasis on how the process of clinical coding takes place. Further,
the chapter introduces, the theories and concepts around the Natural Language Processing
(NLP) and Machine Learning (ML) techniques that are subjected to comparison in this thesis,
highlighting previous research work related to auto-coding. The section 2.1 gives insight
into hospital records, commonly referred to as ‘discharge summaries’ and the clinical coding
process, including the software systems used by clinical coders in the coding process. Section 2.2
elaborates the challenges in applyingNLP andML techniques in clinical text processing. Section
2.3 gives standard pipeline for Clinical Text Classification. Section 2.4 gives theoretical details
of the compared ML and NLP techniques, proposed approaches namely Pattern matching, Rule-
based method, Machine learning approaches and Hybrid approach. Section 2.5 gives selection
of classifiers based on state-of-the-art in clinical text processing. Finally, the chapter concludes
highlighting the limitations of each approach that hinders the overall performance of the system,
indicating that the combination of rule-based approach and ML approach could be a possible
solution to overcome the auto-coding problem.
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2.1 Clinical Coding Process
In a hospital informationmanagement system, each patient is identified by a unique identification
number which is termed as Unit Record Number (URN) or Medical Record Number (MRN).
These identification terms may vary from hospital to hospital and country to country (WHO,
2006). The identification number is used to identify the contact of a patient with the hospital
as an inpatient, outpatient or for any emergency care. When a patient is admitted in the
hospital, hospital or admission staff always check the hospital database to find whether the
patient has been treated in the hospital before or not. If the patient is identified in the hospital’s
information management system then the patient will already have a URN or MRN otherwise a
new identification number will be issued and begin with a new clinical record. The front page
of admission note referred to as “Front Sheet” or “Identification and Summary Sheet” includes
information such as a URN/MRN, the patient’s full name, date of birth, gender, age, address,
occupation, date and time of admission and the medical officer attending the patient (WHO,
2006). Whenever, the patient is discharged from the hospital, the front sheet is updated with
more information on diagnosis and/or interventions carried out, date and time of discharge.
Every hospital has their own form or format of recording patient’s information (Friedman &
Johnson, 2006), (Hou, Imler, & Imperiale, 2014).
Clinical records are the legal records which act as a means of communication between
different healthcare professionals while treating the patient (Friedman & Johnson, 2006). The
patient records can be either paper based records or electronic records. A study (Stausberg, Koch,
Ingenerf, & Betzler, 2003), compared both the paper-based and electronic patient records and
found that the electronic records serve more advantages in comparison to paper-based records.
The patient records are written by clinicians such as doctors, nurses, dieticians, physiotherapists
and radiologists (Dalianis, 2018). For example, clinical or progress notes are usually written
by nurses. Based on the clinical records, the clinical coder classify the clinical concepts into
codes referred to as clinical codes. Therefore, to assign clinical codes, it is necessary for coders
to have good knowledge and understanding of medical science, terminologies, coding rules and
standards. Clinical codes are assigned manually by referring clinical coding classification books
(Cumerlato et al., 2010) or using an electronic version of these books such as TurboCoder1,
3M Codefinder 2, Encoder pro 3 or WRS Health 4. The coded data is used by researchers,
1https://www.turbocoder.com.au/
2https://www.3m.com.au/3M/en AU/his au/applications/coding and reimbursement/
3https://www.encoderpro.com/epro/
4https://www.wrshealth.com/
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government agencies and policy makers for various reasons such as reimbursement, to analyse
the healthcare system and to find most disease prone geographical areas.
2.2 Challenges in applying Natural Language Processing and
Machine Learning in Clinical Text Processing
Natural Language Processing systems are composed of multiple components and each compo-
nent plays a vital role to enhance the understanding level of the text (Wolniewicz, 2015). Earlier
approaches (Aronson et al., 2007), (Goldstein, Arzrumtsyan, & Uzuner, 2007) for clinical text
classification were focused on pattern matching and rule-based methods due to less amount of
codes . In rule-based methods, a group of experts having good knowledge of their field, defines
a set of rules which makes the system to work accordingly (Wolniewicz, 2015). Assigning
codes to clinical documentation require intensive training to clinical coders. Apart from this,
the task is quite tedious as clinical coders need to remember codes for various diseases and
interventions, and must be acquainted with latest medical terminology. Moreover in Interna-
tional Classification of Diseases-Ninth Revision (ICD-9), there were 3,882 codes, but with the
adoption of International Classification of Diseases-Tenth Revision (ICD-10), the number of
codes has increased over 70,000 (Subotin & Davis, 2014) in the ICD-10-CM version, used in the
USA. This transition from ICD-9 to ICD-10 puts various challenges in the healthcare industry as
it is a non-trivial task to remember about 100,000 codes and assign them manually (Subotin &
Davis, 2014). Table 2.1 gives a comparison between ICD-9-CM, ICD-10-CM and ICD-10-AM.
Table 2.1: Comparing total number of codes in ICD-9-CM, ICD-10-CM and ICD-10-AM
ICD-9-CM ICD-10-CM ICD-10-AM
Numeric codes Alphanumeric codes Alphanumeric codes
13,500 diagnoses 70,000 diagnoses 16,953 disease codes
2,825 morphology codes
4,000 procedures 72,000 procedures 6,248 ACHI codes
5-digit max (diagnosis code) 6-digit max (diagnosis code) 3-5 characters (diagnosis code)
4-digit max (procedure code) 7-digit max (procedure code) 7-digit max (ACHI codes)
InML, systems learn from experiences. That is why, the systems using statistical approaches
require a huge amount of training data and become proficient enough to evaluate new data.
According to Mitchell (Mitchell, 1997, p. 2), ‘A Computer Program is said to learn from
experienceEwith respect to some class of task T and performance measure P, if its performance
at task in T, as measured by P, improves with experience E’. The research study (Hou et al.,
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2014), describes the current and future applications of NLP in the healthcare sector. Though,
clinical text analysis using NLP and ML is attaining great attention nowadays, still there are lot
of challenges that need to overcome. Some of the most common challenges in applying NLP
and ML techniques are (Friedman & Johnson, 2006):
1. Good Performance: Although, work has been done in computer assisted coding based on
ICD-9 and ICD-10-CM, but still there is no full-fledged system with decent accuracy to
be applied in real hospital settings. Therefore, the performance of NLP and ML systems
must have high sensitivity, specificity and accuracy to be deployed in hospitals.
2. Heterogeneous structure of clinical reports: Every hospital has their own forms, formats
and structures for clinical reports (Hou et al., 2014). It is quite easy for human coders to
interpret these manually but in the case of computers, it is a non-trivial task. For example,
in some clinical reports, the patient’s past medical history and family medical history is
mentioned in one section of present illness. In this case, a computer may find it difficult
to understand when two or more sections are merged into one section.
3. The requirement of a large amount of training data: The foremost challenge in applyinf
machine learning is to have Gold Standard data. The Gold Standard data is the data
created by experts who have great knowledge of medical science, terminologies, standards
and rules. It is quite rare that clinical data is available online in the medical repository
because there are certain rules and regulations that must be followed before using any
medical database such as removal of patient’s demographic information, the patient’s
consent form and ethics approval. For good performance of the system, it is necessary to
have a large amount of data for training purposes (Wolniewicz, 2015).
4. Expressiveness: There are numerousways to express aword in natural language. Similarly,
doctors and physicians use different terminologies or modifiers while describing patient’s
health problem. For example, a word ‘fatigue’ can be expressed using different synonyms
like ‘tiredness’, ‘weariness’, ‘exhaustion’, ‘lack of energy’ or ‘lethargy’. In this case, there
is a need for mapping to a standardised vocabulary (Friedman & Johnson, 2006).
5. Compactness of text: Sometimes in clinical reports, health professionals use abbreviations
for ease. For example, a clinician can mention a diagnosis as ‘Bronchiolitis due to
respiratory syncytial virus’ in the report but in the findings it is written as ‘Bronchiolitis
RSV+ve’. So, this makes it difficult for the system to understand the diagnosis.
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6. Typographic or Spelling mistakes: Clinical reports may have spelling mistakes which
can cause the system to misinterpret or ignore the information. For example typographic
errors ‘hyprtension’ cannot be corrected automatically without any additional knowledge
or study as it may refer as ‘hypertension’ or ‘hypotension’. These sorts of mistakes are
sometimes difficult even for human coders to resolve without reviewing the information.
7. Limited availability of electronic records: In many hospitals, the patient’s clinical infor-
mation is still recorded in papers rather than in digital format. The study (Stausberg et al.,
2003), compared paper-based records with electronic records and concluded that parallel
use of both the recording system lead to inconsistency and missing documentation. For
NLP and ML systems, the information must be recorded electronically in textual form.
Though, there are Optical Character Recognition technologies (Rasmussen, Peissig, Mc-
Carty, & Starren, 2011) that can be used to recognise the handwritten text. Sometimes it
becomes very difficult for human experts as well to understand the word properly. Any
wrong estimation or understanding of word can lead to wrong assignment of codes.
A nation-wide survey,(McKenzie, Walker, & Lewis, 2003), found that the use of EHRs
can provide access to information in an effective and efficient manner, which is lacking in
the paper-based records.
2.3 Standard Pipeline for Clinical Text Classification
There are various methods and techniques for handling and processing the clinical text but the
standard ML and NLP pipeline is associated with the following steps:
1. STEP I: Data Acquisition: The first step in every research is to acquire data in the
respective field. Clinical data can either be in structured or unstructured format. It is
quite rare to get medical data publicly available as there are certain rules and regulations
that need to be followed before using it. Some of the most important clinical text corpora
include i2b2 NLP Challenges data 5, MIMIC-II 6 and MTsamples 7.
2. STEP II: Data Pre-processing: In pre-processing, data is first cleaned to identify and
extract meaningful information from the text. There are various steps involved in data
pre-processing but the most common steps include:
5https://www.i2b2.org/NLP/DataSets/
6https://physionet.org/physiobank/database/mimic2db/
7http://www.mtsamples.com/
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(a) Tokenization (Manning et al., 2008, p. 22): Tokenization is the process of splitting a
sentence into words, phrases, symbols, or other meaningful elements called tokens.
For example, consider a sentence,
The patient is suffering from serious cough.
There are 8 tokens in this sentence which include:
‘The’, ‘patient’, ‘is’, ‘suffering’, ‘from’, ‘serious’, ‘cough’, ‘.’
(b) Spelling error detection and correction (Manning et al., 2008, p. 56): Spelling
error detection and correction is the process of checking incorrectly spelt words and
providing suggestions for the miss-spelt words and then replacing them with the
correct spellings. For this process, python libraries such as PyEnchant and NLTK 8
can be used.
(c) Stemming and Lemmatization (Manning et al., 2008, p. 32): Stemming is the process
of reducing a word to its root form by removing its derivatives. Various stemming
algorithms include Porter stemmer 9, Snowball stemmer 10, Lovins stemmer 11 and
Paice stemmer (Paice, 1990). The process of lemmatisation is similar to stemming
which make use of vocabulary and morphological analysis of words and remove
inflectional forms. For example, clinicians can write:
i. The patient was operated......
ii. The patient was under operation......
iii. There is a need to operate......
In above three sentences, operated, operation and operate are derived from same
word “operate”.
(d) Part-of-speech (POS) tagging (Bird, Klein, & Loper, 2009, p. 179): POS tagging is
the process of assigning parts of speech (grammatical category) to given tokens in a
sentence. POS tagger takes a sentence as input and provides list of tuples as output
with its tag separated by \ (backslash). Various POS include noun, pronoun, verb,
conjunction and adjective.
(e) Chunking(Bird et al., 2009, p. 264): Chunking is the identification of parts of speech
and short phrases (like noun phrases). Part of speech tagging tells us whether words
8https://www.nltk.org/
9https://tartarus.org/martin/PorterStemmer/
10http://snowball.tartarus.org/
11http://snowball.tartarus.org/algorithms/lovins/stemmer.html
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are nouns, verbs, adjectives or conjunctions but it does not give any clue about the
structure of the sentence or phrases in the sentence. Sometimes it is useful to have
more information than just the parts of speech of words.
(f) Named Entity Recognition (NER) (Bird et al., 2009, p. 281): NER also known as en-
tity identification, entity chunking and entity extraction, is a subtask of information
extraction that seeks to locate and classify elements in text into pre-defined cate-
gories such as name of person, organization, location, expressions of time, quantity,
monetary value and percentage. A common NER task requires detecting the bound-
ary of an entity and determining the semantic category of the entity. For example,
The patient has a history of hypertension, renal carcinoma and had physiotherapy.
Hypertension and renal carcinoma are the problems and physiotherapy is treatment.
(g) Normalisation (Manning et al., 2008, p. 28): Normalisation is a process used to
improve the text quality by performing some specific tasks like removal of punctu-
ation, the removal of stop words, converting text into lower-case or vice-versa and
expanding abbreviations.
3. STEP III: Feature Extraction and Selection: Feature extraction is the process of con-
verting raw text (clinical narratives) to numeric form called feature vectors. There are
various feature extraction techniques developed for numerical representation which in-
clude Bag-of-words (BOW) representation , TF-IDF vectorizer (Manning et al., 2008,
p. 117), Count Vectorizer, word2vec (Mikolov, Sutskever, Chen, Corrado, & Dean, 2013)
and GloVe (Pennington, Socher, & Manning, 2014).
(a) Bag of words (BoW) representation (Manning et al., 2008, p. 117): Bag of words is
a very simple and commonly used model for feature extraction with text data. BoW
describes the occurrence of words within a document. It creates a list of unique
words and counts the presence of each word in the document .
(b) TF-IDFvectorizer (Manning et al., 2008, p. 118): TF-IDF stands forTermFrequency-
Inverse Document Frequency. It is used to evaluate the importance of a word.
Term Frequency (TF)(Manning et al., 2008, p. 117): TF represents how often a
word occurs in a document. For example, given in a statement Z, the terms with the
highest frequency are “the”, “patient” and “is”.
Z: The patient is admitted to the hospital. The patient suffer from acute renal failure.
2.3 Standard Pipeline for Clinical Text Classification 15
The patient is a chain smoker.
TF (x) =
Number of times term x appears in a document
Total number of terms in the document
(2.1)
Inverse Document Frequency (IDF) (Manning et al., 2008, p. 117): IDF represents
how often a word occurs across documents.
IDF(x) = loge
Total number of documents
Number of documents with term x in it
(2.2)
In general terms TF-IDF is the product of two frequencies.
TF-IDF = Term Frequency × Inverse Document Frequency (2.3)
Aword that appears lot of times in one document and is absent in the other documents
will have high TF − IDF value.
4. STEP IV: Classification: After feature extraction and feature selection, classification is
done. There are various machine learning classifiers and the most common classifiers are:
(a) Support Vector Machine (SVM)(Cortes & Vapnik, 1995): SVM is a supervised
machine learning algorithm introduced by Vapnik in 1963 for classification and
regression analysis. SVM has been proved to be an accurate classifier in many appli-
cation areas such as medical and healthcare, pattern recognition, image segmentation
and classification, and text classification. The input feature vectors are mapped with
higher dimensional space and creates a hyperplane or set of hyperplanes which
separate the sample into different classes.
(b) Naïve Bayes classifier (Manning et al., 2008, p. 258): Naïve Bayes is a probabilistic
method based on the Bayesian theorem. Naïve Bayes is considered as an efficient
and effective decision model in classifying free text clinical reports (Mujtaba et al.,
2017), (Kasthurirathne et al., 2016), (Yeow, Mahmud, & Raj, 2014).
(c) Decision Tree (Kumar et al., 2011): The Decision Tree is a supervised machine
learning approach commonly used in data mining applications. It aims to predict the
value of target variable based on input variables. It forms a tree structure consisting
of nodes, branches and leaves. Each node represents the input feature value and each
branch represents the test data whereas leaves represent the class label. The Decision
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Tree represents the rules and constructs the classifiers in hierarchical form (Mujtaba
et al., 2017). With the implementation of C4.5 version, the model creates pruned and
unpruned decision trees (Zhao & Zhang, 2008). Among other data mining methods,
Decision Tree is easy to understand and interpret. Moreover, it can easily handle
numerical and categorical data.
(d) k Nearest Neighbour (kNN) (Altman, 1992), (Manning et al., 2008, p. 297): kNN
is one the simplest machine learning algorithm which is also called as lazy learning
classifier that stores all the instances and classifies using similarity measure. The
input class consists of k-nearest training samples in the feature space and whenever
any new sample arrives, it finds the nearest neighbour based on the Euclidean distance
metric (Abdel-moneim, Abdel-Aziz, &Hassan, 2013). For discrete variables overlap
metric or Hamming distance can be used. The distance between the two labelled and
the unlabelled object is calculated and finds the k-nearest neighbour and their class
label.
(e) RandomForest (Ho, 1995), (Breiman, 2001): Random decision forest is an ensemble
method created by Tim Kam Ho in 1995 used for classification and regression
analysis. Later on, the extension of the algorithm called as Random Forest, was
developed by Leo Breiman, that uses bagging to improve classification accuracy by
combining several classifiers (Hasan et al., 2016). It randomly selects features to
create multitudes of decision tree from training data and choose the classification
decision by averaging or majority vote (Mujtaba et al., 2017).
(f) Multilayer Perceptron (MLP) (Naraei et al., 2016): MLP is a feed-forward artificial
neural network composed of more than one perceptron. MLP is composed of
three layers: the input layer, the output layer and the hidden layer. Except input
layer, hidden layer and output layer have bias whose activation function is always 1.
During back-propagation phase, signals are sent in the reverse direction and obtains
either binary (0,1) or bipolar (−1,+1) output.
5. STEP V: Evaluation: Several measures for multi-label and multi-class problem have been
proposed depending upon the type of application. Standard evaluation metrics include
Precision (P), Recall (R), F-score and Accuracy (Dalianis, 2018), (Aldrees & Chikh,
2016), (Manning et al., 2008, p. 151) that can be calculated based on Confusion matrix
given in Table 2.2.
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Table 2.2: Confusion metric to compare the predicted value with ground truth value
Ground Truth
Positive Negative
True False
Positive Positive Negative
Predicted (TP) (FN)
False True
Negative Positive Negative
(FP) (TN)
(a) Precision (P) (Manning et al., 2008, p. 155): Precision defines the fraction of correct
positive observation and is defined in equation 2.4. The ideal value for precision is
one (1). The larger the value, the better is the performance.
Precision(P) = TP
TP + FP
(2.4)
(b) Recall (R) (Manning et al., 2008, p. 155): Recall defines the ratio of correctly
predicted true observation and is defined in equation 2.5. The ideal value for recall
is also one (1).
Recall(R) = TP
TP + FN
(2.5)
(c) F-score(Manning et al., 2008, p. 156): F-score is weighted average of precision
and recall. High value of F-score represent best performance whereas lower value
represent worst performance.
F1 − score = (1 + β
2) ∗ Precision ∗ Recall
β2 ∗ Precision + Recall (2.6)
when β = 1, then it is called as F1score which is defined as given in equation 2.6
F − score(F) = 2 ∗ Precision ∗ Recall
Precision + Recall
(2.7)
(d) Accuracy (Manning et al., 2008, p. 155): Accuracy defines the ratio of correctly
predicted observations to the total observations in the dataset and is defined as given
in equation 2.8. The best accuracy is 100%.
Accuracy =
TP + TN
TP + FP + FN + TN
(2.8)
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2.4 State-of-the-art in Clinical Text Processing
The transition from ICD-9 to ICD-10 raised various challenges in the healthcare industry
due to the increased set of codes, restructured chapters, changes in coding rules, the
complexity of the manual assignment, large training and recruitment cost. Since the
1990s, various attempts have been made by researchers to create an automated system for
assigning ICD codes to patient’s episode of care (Kavuluru, Rios, & Lu, 2015), (Farkas
& Szarvas, 2008). The increasing prominence of Electronic Health Records (EHRs) has
prompted the development and adaption of NLP and ML algorithms, which takes clinical
records (or EHRs) as input and provides the clinical code automatically after inferring the
unstructured data in the form of free text without human intervention (S. V. Pakhomov
et al., 2006), (Chute et al., 1994). Depending upon the applications, different methods
and techniques ranging from rule-based approach to hybrid approach are being applied to
lower the healthcare cost and improve the healthcare quality. Several measures have been
proposed for evaluating the efficiency of text classification outcomes but the standard
evaluation criteria include precision, recall, F-score, accuracy, Hamming loss, Jaccard
similarity score (Aldrees & Chikh, 2016).
2.4.1 Pattern matching approach
The Pattern matching approach is the simplest and fundamental technique used in auto-
coding, by searching text-string within the text. Text-string is matched character for
character against the given text. To generalize this, pattern matching makes use of regular
expressions, also known as RE, regexp or regex (Cai et al., 2016). A regular expression
is defined as a set of templates that describes a whole set of strings, according to certain
syntactic rules. The regular expression uses various special symbols and by means of
wildcards, various quantifiers and boundary matches, can search specific pattern from the
text with multiple degrees of freedom. For example, in the pattern given below
\bbronch[a − z] ∗ \b
where,
\b represents a word boundary
[a − z] represents any lowercase letter
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‘*’ refers to match [a-z] zero or more times
Therefore, this pattern will match any word that starts with bronch, such as bronchi,
bronchus, bronchial and bronchitis. The essence of the pattern matching approach to
natural language analysis is to interpret input utterance rather than building up their
interpretation by combining the structure and meaning of words or other lower-level
constituents.
A study by (Savova et al., 2010), have applied a regular expression to identify Peripheral
Arterial Disease(PAD) from radiology reports and extracted positive PAD, if patterns
were matched. Similarly, in another study (Sohn & Savova, 2009), a set of logic rules
were defined to improve smoking status classification where a current smoker has highest
precedence and least for unknown. Though, pattern matching is the simplest approach to
assign codes, it inevitably introduces error (Chen, Barrera, &Rhodes, 2010). For example,
given a statement X, contains cough and pneumonia as the two keywords identified from
the text.
Statement X: A 51 year old patient has a serious cough but no sign of pneumonia.
Treating pneumonia as a match and assigning a label to it would be a mistake and
significantly hinder the system performance. Moreover, in natural language, a word or
phrases can have multiple meanings which do not mean that every extracted keyword in
pattern matching does necessarily mean the same thing. To overcome this problem, a set
of rules are defined to avoid unnecessary coding of wrong patterns.
2.4.2 Rule based approach
In rule-based approach, also known as the symbolic or linguistic approach, a group of
experts having good knowledge of their field defines a set of rules for a particular task
to achieve. The symbolic approach utilises linguistic information to extract data from the
text (Liu, Hogan, & Crowley, 2011). The use of lexico-syntactic pattern (LSP) matching,
explored by Hearst, is the most common symbolic approach (Hearst, 1992).
In the rule-based approach, rules and dictionaries are used throughout the major stages of
code assignment, namely data preparation, data pre-processing, and concept identification
(Farkas & Szarvas, 2008). First, data is prepared in such a way that text is suitable for
sentence construction to begin the pre-processing task. Second, pre-processing is done in
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terms of tokenisation lexical tagging, abbreviation disambiguation and spelling correction,
which all rely on rules encoded as dictionaries. Finally, concept identification is done,
where words and phrases are extracted from the text so that ICD codes can be directly
assigned based on the defined rule as per ICD codebook. A study by (Sebastiani, 2002)
describes two main approaches for text classification, namely, rule-based and machine
learning. In early 80’s, group of experts manually defined set of rules and categories
for text classification using some logical expressions and boolean operations (AND, OR,
NOT operators) to implement the mapping and code assignment (Sebastiani, 2002), (Cai
et al., 2016). For example, a rule can be in the form
if (logical expression) then (category)
The text is classified under category if it satisfies the logical expression as shown in
Table 2.3 (Farkas & Szarvas, 2008).
Table 2.3: Generating rules from ICD-10
ICD-10 Codes Generating Rules
K05.3 If document contains
Acute periodontitis acute periodonitis OR
Acute pericoronitis acute pericoronitis OR
Paradontal abscess paradontal abscess OR
Peridontal abscess peridontal abscess OR
Excludes: AND document NOT contains
acute apical periodonitis (K04.4) acute apical periodonitis AND
periapical abscess (K04.7) periapical abscess AND
periapical abscess with sinus (K04.6) periapical abcess with sinus
assign code K05.3
The manual approach is usually very accurate as it is based on expert’s knowledge and
experience but on the other hand it is time consuming. A study (Wang et al., 2018),
conducted a literature review of the articles published from January, 2009 to September,
2016 based on clinical information extraction applications, found that about 65% of the
research is based on rule-based approaches. Similarly, in another study (Goldstein et al.,
2007), three different solutions were described to assign ICD-9-CM codes to radiology
reports where hand-crafted rule approach outperformed the other two methods. A study
(Gold, Elhadad, Zhu, Cimino, & Hripcsak, 2008), developed rule based system to extract
medication information from discharge summaries. The study (Friedlin & McDonald,
2006), developed a rule-based NLP system for extracting family history data from free
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text reports. The system achieved 0.97 positive predictive value (PPV) because one of the
12 diseases occurred 518 times.
The research in (Farkas & Szarvas, 2008), applied rule-based methods to assign ICD-9-
CM codes for radiology reports. Though, if-then rules were applied to assign codes by
matching strings listed in the ICD-9-CM dictionary but such systems were not feasible
for a large number of codes. Therefore, rule-based methods were replaced by machine
learningmethods. In the study (Farkas&Szarvas, 2008), certain pre-processing steps such
as lemmatisation using Dragon toolkit (Zhou, Zhang, & Hu, 2007), punctuation removal,
converting text to lower case, negation removal (Chapman, Bridewell, Hanbury, Cooper, &
Buchanan, 2001) were performed to achieve good classification performance. For vector
space representation, (Farkas & Szarvas, 2008) applied unigram, bigram and trigram
feature sets to C4.5 decision tree using Weka package and Maximum Entropy classifiers.
The system achieved 90.26% F-score on the training set and 88.93% on test data. The
main drawback found in rule-based approach is the knowledge acquisition bottleneck that
is, rules are manually defined by domain experts. If there is any up-gradation in the codes
or categories then rules need to be revised again. In case of ICD-10-CM, the number of
codes is increased, therefore, it is very difficult to define rules for over 70,000 codes which
put this approach out of reach for real world scenarios.
The rule-based classification model has a series of logical statements using logical and
operators and logical or operators. Beyondmodelling actual decisionmakingwith logical
statements, the symbolic rule based approach based on if-then-else rule strikes a balance
between accuracy and interpretability for general classification problems.
2.4.3 Machine Learning approach
Machine Learning approach, also known as statistical approach often utilise different
linguistic principles and features for statistical measurements to extract semantic infor-
mation. Since the rise of the computational linguistic field in early 1990’s , the two
approaches namely symbolic approach and statistical approach scored high in the Compu-
tational Medicine Challenge organised by National Library of Medicine in 2007 (Medori
& Fairon, 2010), (Pestian et al., 2007).
The research in (Hasan et al., 2016), performed classification of clinical interview tran-
scrpits using 8 classifiers namely Naïve Bayes (McCallum & Nigam, 1998), (Rish,
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2001), Support Vector Machine (Cortes & Vapnik, 1995), Decision Tree (Kumar et al.,
2011), Conditional Random Fields (Sutton & McCallum, 2006), Adaboost, Random for-
est (Breiman, 2001), DisCLDA (Lacoste-Julien, Sha, & Jordan, 2009) and Convolutional
Neural Network (Kim, 2014). Lexical features were derived from unigram bag-of-words
(BoW) model and Linguistic Inquiry and Word Count(LIWC) lexicons (Tausczik & Pen-
nebaker, 2010). The study (Hasan et al., 2016), pre-processed the interview transcripts
by performing stemming using Snowball Stemmer available in Weka12 machine learning
toolkit, tokenisation, segmentation and punctuation removal. It was observed that removal
of stopwords decreased the performance of theNaïveBayes classifier from67% to 47.10%,
and SVM from 70.76% to 55.26% (Hasan et al., 2016). Similarly, another study (Pereira,
Rijo, Silva, & Agostinho, 2013), performed Children Epilepsy Classification based on
ICD-9 coding using kNN algorithm and achieved F-score of 71.05%. In pre-processing
stage, documents were cleaned up by performing spell checking, tokenisation, replacing
acronyms, applying grammar rules and entity recognition using some machine learning
tools such as Weka, Rapid Miner 13, R 14, and General Architecture of Text Engineering
(GATE) 15. In a separate study (Pereira et al., 2013) researchers used Freeling 16 tool for
Tagging, Stemming and Entity Recognition. As GATE does not support numeric features,
another tool like Weka was used.
Another study (Chodey & Hu, 2016), did Named Entity Recognition for 300 clinical
reports which include discharge summary, ECG, Echo and Radiology reports using Con-
ditional Random Fields (CRFs) and normalisation to map the disorders to Unified Medi-
cal Language System Metathesaurus(UMLS) 17. UMLS contains medical and biomedical
sources, and set of software tools that provide help with medical vocabulary, relations
and morphology. UMLS is the US largest National Library of Medicine. The tools
available for recognising UMLS concepts in text includes MetaMap 18(Aronson, 2001),
cTAKES 19, MedLEE (Friedman, 2000), SAPHIRE (Hersh & Hickam, 1995) and Index
Finder (Zou, Chu, Morioka, H Leazer, & Kangarloo, 2003). In study (Koopman, Zuccon,
Nguyen, Bergheim, & Grayson, 2015), the authors proposed an automatic classification
12https://www.cs.waikato.ac.nz/ml/weka/
13https://rapidminer.com/
14http://www.rdatamining.com
15http://gate.ac.uk
16http://nlp.lsi.upc.edu/freeling/
17https://www.nlm.nih.gov/research/umls/
18https://metamap.nlm.nih.gov/
19http://ctakes.apache.org/
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system for identifying cancer related causes of death from death certificates. In another
study (Koopman, Zuccon, Wagholikar, et al., 2015), ML techniques were applied for
automatic reconciliation of radiology reports and discharge summaries to identify limb
abnormalities based on ICD-10 codes. The radiology reports were acquired from three
public Australian hospitals to extract SNOMED-CT concepts and map with MetaMap. In
their study, three set of experiments were conducted to check the effectiveness of ML clas-
sifiers. In the study (Chodey & Hu, 2016), different features such as lexical and syntactic
features, CRF features, wiki features were extracted. For lexical and syntactic features,
unigram (tokens), spell checking, parts-of-speech tagging, chunking and named entity
features were extracted using Genia Tagger (Tsuruoka et al., 2005) and B-I-O scheme
for CRF features. These extracted features were given to CRF machine learning system
to predict disorder named entities and map them with UMLS using cTAKES, MetaMap
and CRF++. But the system achieved low values for the MetaMap annotated dataset with
0.814, 0.473 and 0.598 precision, recall and f-measure respectively (Chodey &Hu, 2016).
The study (Willis, Gabbe, Jolley, Harrison, &Cameron, 2010), applied ICD-10-AM codes
for generating the International Classification of Diseases Injury Severity Score (ICISS)
model for predicting trauma patient mortality but this study had number of limitations.
There is the possibility of coding errors as ICD-10-AM codes were directly extracted from
hospital discharge data. Moreover, the analyses was limited to the 200 most frequently
occurring ICD-10 codes.
A study (Chen et al., 2010) presented semantic analysis technique based on dependency
parsing for assigning ICD-9-CM codes to radiology reports. The system achieved 60% ac-
curacy by calculatingmacro-averagemeasure and highlight the issues with keyword-based
methods and rule-based methods. Similarly, the study (Suominen et al., 2008) performed
multi-label classification for assigning ICD-9-CM codes to 1954 radiology reports using
Regularized Least Square classifier and RIPPER rule based method by applying BOW
model(unigram, bigram and trigram). The results using bigram and trigram feature val-
ues were omitted due to low performance. The research in (Kavuluru et al., 2015) also
performed supervised multi-label classification to assign ICD-9-CM codes to electronic
medical records(EMRs). The author in (Zhang, 2008), used a hierarchical approach to en-
code clinical notes based on ICD-9-CMcodes usingBOWmodel(unigram and bigram) and
10 fold cross validation. The study (Patrick, Wang, & Budd, 2007) described a method to
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identify clinical concepts and convert them into SNOMED-CT(The Systematized Nomen-
clature of Medicine Clinical Terminology) 20. The system consisted of 3 modules which
include Augmented lexicon for fast mapping of text with SNOMED-CT, term compositor
to find the relationship between concepts and negation detector (Chapman et al., 2001)
to identify the negative concepts. Similarly, Patrick with other set of authors (Patrick,
Zhang, & Wang, 2007), highlighted the multi-label text categorization problem when
number of classes were high. A similar approach was proposed in (Boytcheva, 2011) for
automatic matching of ICD-10 codes in discharge summaries using SVM. The authors
in (Atutxa, Pérez, & Casillas, 2017) applied machine learning approaches to extract di-
agnostic terms (DTs) from over 9,000 Electronic Health Records (EHRs). The authors
in (Atutxa et al., 2017) also implemented both web-based (Google and Wikipedia) and
ontology based (SNOMED-CT) resources to tackle normalization process and measured
similarity metrics in different ways such as sim2std (similarity to the standard dictionary),
simSnomed2std (similarity through SNOMED to the standard dictionary), bag-of-words
and WikiICD. The system achieved precision of 92% for primary class and 88% for
fully-specified class.
Authors in (Arifoglu et al., 2014), applied semi-automatic techniques for assigning ICD-
10-AM codes to patient records specifically focused on circulatory system. Instead of
exact matching, the work offered second level mapping only. For example, the exact
match for ICD code was I50.33 but the work was limited to I50 (second level). Apart
from that, the medicals records were written in Turkish language rather than English.
Similarly, the study (Medori & Fairon, 2010), also described semi-automatic encoding
techniques for information extraction from the set of 19,994 discharge summaries using
Naïve Bayes as a baseline method. The corpus was sub-divided into two subsets, where
90% of 19,994 discharge summaries were used for training and the remaining 10% for
testing. They also built a classifier for each code that was manually assigned at least
6 times in the corpus which further resulted in 1,497 classifiers out of 4,039 distinct
codes. The author in (Medori & Fairon, 2010), mentioned the encoding problems with
symbolic and statistical approach. Both of these approaches have their own benefits as
well as drawbacks. The symbolic approach is a time consuming approach which requires
some linguistics rules to link the text to diseases. On the other hand, the fast computing
advantage of statistical approach hampers its use due to need of large amount of data.
20https://www.snomed.org/
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However, both of these approaches give reliable results, but the combination of symbolic
and statistical approach called hybrid approach can be favoured to get advantage of both
approaches.
2.4.4 Hybrid approach
After 1990’s major debate regarding Rule-based systems vs Statistical systems, the im-
portance of both the approaches was clear but this gave rise to a new approach called
Hybrid approach which is the combination of both rules and statistics (Wolniewicz,
2015). The hybrid approach takes the advantages of both approaches to solve the clinical
text classification tasks. According to research in (Khademi, Delir Haghighi, Burstein,
& Palmer, 2016), in rule-based approach, rules were defined to improve accuracy and
coverage whereas machine learning approach improved the overall F-score. Therefore,
the combination of two approaches improved the overall performance of the system. In
some cases, it was found that the machine learning approach made true predictions that
were missed by the rule-based approach. The study (S. Pakhomov & Chute, 2006), used
hybrid approach by combining rule based and machine learning techniques for clinical di-
agnosis. In a random selection of 870,572 diagnostic statements, 86% of statements were
diagnosed using the rule-based method and the remaining 14% belonged to the unknown
category. These 14% unknown category statements were then classified using machine
learning approaches which resulted in 98.78% accuracy but there were several limitations
as well (S. Pakhomov & Chute, 2006). First, 84% of the statements in the database
contain only single diagnosis and 14% with two diagnoses which makes it a multi-class
problem, not as a multi label classification problem. Second, limited set of modifiers were
used. Third, diagnostic statements were represented in terms of single words. The authors
in (S. V. Pakhomov et al., 2006), also implemented an automatic encoding system at Mayo
Clinic that combines exampled based rules and machine learning approach using Naïve
Bayes classifier over a database of over 20 million records for assigning ICD-8 codes.
The study (Aronson et al., 2007), combined four different approaches, pattern matching,
symbolic, statistical and hybrid approach and concluded that combination of different
approaches produced better and stable results than individual approaches. Similarly, the
authors in (Larkey & Croft, 1996), assigned ICD-9 codes to long textual parts of set
of 11,599 discharge summaries and trained three statistical classifiers namely, k-nearest
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neighbour, relevance feedback and Bayesian independence classifier and combined them
to obtain better classification. The study (Crammer, Dredze, Ganchev, Pratim Talukdar,
& Carroll, 2007), also assigned ICD-9 codes to free text radiology reports and combined
three approaches into a single learning system to obtain higher accuracy. Similarly, the
research (Minard et al., 2011) also applied hybrid approach for automatic code extraction
from clinical reports by performing three tasks namely concept extraction, assertion
annotation and relation annotation. They used training corpus with 349 reports and ground
truth corpus containing 447 reports and it has been found that combination of rule-based
and machine learning approach gives a higher score than using only one approach and
achieved 0.773 F-measure in concept extraction, 0.931 in assertion annotation and 0.709 in
relation annotation. During error analysis, it was found that the system performance can be
improved by adding more information about syntactic structure. The authors in (Khademi
et al., 2016) used hybrid approach by combining rule based and SVM-based prediction for
neurosurgical notes and found that by applying hybrid approach, the F-measure increased
by 0.130 from 0.453 to 0.583 but there was increase in false predictions also. Due to
increase in number of false predictions, the precision value dropped by 0.099 but the
increase in recall value from 0.310 to 0.480 provided more benefit.
Authors in (Casillas, Perez, Oronoz, Gojenola, & Santiso, 2016), presentd the hybrid
system to extract adverse drug reaction from the medical text in Spanish. Similarly, the
study (Shivade et al., 2014), gave a review of three approaches: rule-based, machine
learning and hybrid approach to identify patient phenotype cohorts using medical records
based on ICD-9-CM. In the study (Perotte et al., 2014), assigned ICD-9-CM diagnosis
code to discharge summaries acquired from MIMIC II repository using flat SVM and
hierarchy based classifier.
2.5 Selection of Classifiers
Based on the research studies, a list of classifiers used by other researchers in their study
is shown in Table 2.4, where NB represents Naïve Bayes, DT is Decision Tree, and RF is
Random Forest.
Moreover, a study (Wang et al., 2018), conducted a literature review on 263 articles based
on clinical information extraction applications and found that SVM is the most frequently
used for classification task. Table 2.5 shows a list of top 6 ML classifiers used in clinical
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Table 2.4: List of few classifiers used by the researchers in their study
Researchers SVM NB DT RF AdaBoost kNN MLP
(Hasan et al., 2016) X X X X X X X
(Tighe et al., n.d.) X X X X
(Abdel-moneim et al., 2013) X X X X X
(Casillas et al., 2016) X X
(Farkas & Szarvas, 2008) X
(Freund, 1995) X
(Günter & Bunke, 2003) X
(S. V. Pakhomov et al., 2006) X
(Taylor et al., n.d.) X X
(Ghulam Mujtaba & Shaikh, 2017) X X X X X
(Pérez et al., 2014) X X X X
information extraction applications (Wang et al., 2018). Based on previous research
studies explained in literature review, the seven classifiers used in this thesis. Recently,
deep learning has demonstrated successful results on various NLP tasks.
Table 2.5: List of ML classifiers frequently used in clinical information extraction applications
ML classifiers No. of papers
Support Vector Machine 26
Logistic Regression 11
Conditional Random Field 9
Decision Tree 8
Naïve Bayes 6
Random Forest 4
One of the most important deep neural networks are Recurrent Neural Networks (RNN)
which include Long Short Term Memory networks (LSTM) (Hochreiter & Schmidhuber,
1997) and Gated Recurrent Units (GRU) (Cho et al., 2014). As there were limited number
of clinical records, deep learning approach was not explored as they are data hungry. Deep
learning based approaches will be explored in future work.
2.6 Chapter Summary
This chapter gave an overview of clinical coding process and the importance of NLP
and ML techniques, challenges associated with them in clinical text processing. It also
described the standard evaluation criteria used for clinical text processing and highlighted
four different approaches namely pattern matching, rule based approach, machine learning
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approach and the hybrid approach. The chapter concluded that the use of NLP and ML
techniques can overcome challenges in manual coding. The use of hybrid system by
combining rules and machine learning systems, can be one of the possible solutions for
implementing computer-assisted coding. Also, this chapter identified the gaps in previous
research, highlighting the significance of the research covered in this thesis. As per
previous research, there has not been many studies that concentrate on auto-coding based
on discharge summaries for diseases of respiratory and digestive (or gastrointestinal)
system. In addition, there has not been any previous research that has used the ICD-10-
AM or ACHI for auto-coding purposes using discharge summary data. In this view, a
comparative analysis of NLP and ML techniques, to do auto-coding using ICD-10-AM
and ACHI classification systems, will contribute to the ongoing research in a significant
manner.
That there is no such thing as the scientific method,
one might easily discover by asking several scientists
to define it. One would find, I am sure, that no two of
them would exactly agree. Indeed, no two scientists
work and think in just the same ways.
Joel H. Hildebrand, American educator and pioneer
chemist
3
Research Methodology
This chapter, gives a brief description of the proposedmethodology used in this thesis. The
dataset contains anonymised clinical records belonging to the diseases and interventions
of the respiratory system and digestive system. Also, the chapter highlights the various
steps involved in extracting useful information during pre-processing stage. The extracted
clinical information is represented in the form of vectors usingBag-of-words (BoW)model,
Count vectoriser and TF-IDF vectorizer. After feature extraction, classification is done to
carry out the comparative analysis between classifiers namely, Support Vector Machine
(SVM), Naïve Bayes, Decision Tree, Random Forest, AdaBoost, k-Nearest Neighbour
(kNN) and Multi-Layer Perceptron (MLP) by calculating Precision (P), Recall (R), F-
score, Accuracy, Hamming Loss (HL) and Jaccard Similarity (JS).
3.1 Ethics Approval
For this research, a collection of medical records from hospitals all over Australia, held by
the National Centre for Classification in Health (NCCH) was used under Western Sydney
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University ethics approval with number H12628. The dataset contains 190 anonymised
clinical records associated with respiratory (74) and gastrointestinal (116) diseases.
3.2 Gold Standard Data
The dataset contains 190 clinical records belonging to diseases and interventions of the
respiratory and digestive system. Each clinical record includes information such as referral
letter from Local Medical Officer (LMO) or specialist, discharge summary, handwritten
clinical/progress notes, interventions and results, treatment record, preoperative assess-
ment and anaesthetic record. All the clinical records were paper-based records rather than
electronic. Some sections such as clinical/progress notes, preoperative assessment and
the anaesthetic record were handwritten record as shown in Figure 3.1 and Figure 3.2.
Figure 3.1: A sample of operation discharge report taken from digestive system clinical record.
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Figure 3.2: A sample of progress/clinical note taken from digestive system clinical record.
As the paper-based records cannot be used directly by the computer system, an electronic
version of these clinical records was created with the help of a clinical coder. All
the clinical records are either in Portable Document Format (PDF), an image file such as
Portable NetworkGraphic (PNG) or Joint Photographic Experts Group (JPEG). Therefore,
it was very difficult to create an electronic version of clinical records exactly same as the
paper-based record. However, with the help of the clinical coder, a gold standard data was
organised in a structured manner in tabular format to keep a record of all the information
that were to be extracted out from the clinical records. Based on this structured data, text
narratives were created. The following information was extracted from the paper-based
clinical records:
• Principal Diagnoses (PDx): The principal diagnosis is the diagnosis that is found
after study, and is the main reason behind the admission of the patient to the hospital.
• Additional Diagnoses (ADx): An additional diagnosis is a condition that coexists
with the principal diagnosis or arosed during the episode of admitted patient care.
For example, given in statement X, Gastric ulcer is the principal diagnosis and
Duodenitis is the additional diagnosis.
Statement X: The patient admitted is abdominal pain. Gastric ulcer is the reason for
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abdominal pain. Duodenitis also noted.
• Smoke related diagnosis: The diagnosis that defines the smoking status of the
admitted patient whether the patient is a current smoker, ex-smoker or any history
of tobacco use. For example, a list below shows the smoking status of the patients
mentioned in the clinical records along with their ICD-10-AM codes.
Current use of tobacco (smoker) Z72.0
Ex-smoker Z86.43
Nicotine dependence F17.2
Harmful use of tobacco F17.1
Passive smoking Z58.7
• Diabetes condition: The diagnosis tells the type of diabetes (Type 1 diabetes mellitus
(T1DM) or Type 2 diabetes mellitus (T2DM)) the patient is suffering from. For
example, some of the diabetic conditions mentioned in the clinical records along
with their ICD-10-AM codes are mentioned below.
Type 1 diabetes mellitus with poor control E10.65
Type 1 diabetes mellitus without complication E10.9
Type 2 diabetes mellitus with poor control E11.65
Type 2 diabetes mellitus without complication E11.9
• Supplementary conditions: Supplementary codes are the special codes that are
assigned to the chronic conditions that are present on admission. These codes are
also called as U-codes and range from U78 to U88 for chronic conditions. For
example, a list of few of the chronic conditions and their ICD-10-AM codes are
mentioned below.
Depression U79.3
Ischaemic heart disease (IHD) U82.1
Arthritis and osteoarthritis U86.2
Osteoporosis U86.4
• Past Medical History (PMHx): PMHx gives the detailed past information and the
reason for the visit to the hospital including previous diagnoses, medications or
intervention details of the patient.
• Family Medical History: Family medical history refers to any hereditary diseases or
any other reason for which a family member was treated for the same disease. For
example, the patient is treated for chronic condition IHD and in the past parent/s of
the patient were also treated for IHD.
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• Principal Procedure: The procedure that is definitive rather than exploratory or
diagnostic is termed as the principal procedure.
• Additional Procedures: Any other procedure in addition to the principal procedure
are called as additional procedures. For example, a patient is treated by performing
Laparoscopic cholecystectomy with Intraoperative cholangiography. The proce-
dure Laparoscopic cholecystectomy is the principal procedure and Intraoperative
cholangiography is the additional procedure.
• Type of anaesthesia: The anaesthesia is given to the patient before performing
any surgical operation. Anaesthesia can be Conduction Anaesthesia or Cerebral
Anaesthesia (General or Sedation).
• Ventilation details: The ventilation support is given to a patient to help breathe when
the patient lost the ability to breath on their own. The ventilation support can be
given either through invasive devices or non-invasive devices.
• Allied health interventions: The allied health interventions are the auxiliary inter-
ventions performed while treating the patients. For example, if the patient is seen by
a physiotherapist, then allied health intervention code for physiotherapy is assigned
95550-03 [1916].
Based on the above mentioned findings, 190 text narratives were created. Due to the
limited number of clinical records, an additional 45 clinical records similar to the 190
records for respiratory and gastrointestinal diseases, were created, bymixing andmatching
certain diagnosis and intervention details from the existing records, in consultation with
the experienced clinical coder. Out of 45 records, 30 clinical records were added to the
respiratory data and 15 records to the digestive data. The reason for adding more clinical
records for respiratory diseases was that the actual data contained only 74 clinical records
(out of 190) for respiratory diseases which made a bias data towards digestive diseases
dataset. Though, the dataset still does not contain an equal number of clinical records, the
difference is reduced. Therefore, the total number of records after adding 45 records has
reached to 235 from 190. The dataset with the original number of clinical records was
referred to as Data190 and the dataset with 235 clinical records was referred as Data235.
Apart from this, with the help of an experienced clinical coder, ICD-10-AM and ACHI
codes were assigned to all clinical records. The codes assigned by the clinical coder
to the gold standard data are referred to as ground truth codes. All the experiments
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have been done in Python programming language in Ubuntu-version 16.04 Long Term
Support (LTS) operating system. Once the codes were predicted by the classifiers, the
predicted codes were matched with the ground truth codes and evaluation was performed
by calculating precision, recall, F-score, accuracy, Hamming loss and Jaccard similarity.
The experimental work was divided into two tasks as shown in Figure 3.3.
Clinical Text Processing
using ICD-10-AM/ACHI
Classification system
TASK 1: ICD-10-AM and ACHI
Chapter Classification
Digestive
System
Respiratory
System
TASK 2: ICD-10-AM and ACHI
Code Assignment
Using NLP and ML
techniques
Pattern
Matching
Rule
based
Machine
Learning
Hybrid
Figure 3.3: Overview of experimental work.
(a) TASK 1: ICD-10-AM/ACHI Chapter Classification: As described in chapter 1, this
thesis is focused on only two chapters covering the diseases and interventions of the
respiratory and digestive systems. The dataset used in this thesis contained clinical
records based on diseases, these two body systems as shown in Table 3.1.
Table 3.1: Number of clinical records in each dataset
Dataset Digestive system records Respiratory system records
Data190 116 74
Data235 131 104
Task 1 refers to the exercise of classification of clinical records firstly to identify
to which chapters they belong to using seven classifiers introduced in chapter 2
namely: Support Vector Machine (SVM), Naïve Bayes, Decision Tree, Random
Forest, k-Nearest Neighbour (kNN), AdaBoost and Multi-Layer Perceptron (MLP).
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The clinical records belonging to diseases of the respiratory system were labelled as
Respiratory and the records belonging to digestive system were labelled asGastroin-
testinal. The data in task 1 was randomly selected using 80-20 ratio which means
80% of the data was used for training and the remaining 20% for testing.
(b) TASK 2: ICD-10-AM/ACHI Code Assignment: In Task 2, ICD-10-AM and ACHI
codes were assigned to clinical records using Natural Language Processing (NLP)
and Machine Learning (ML) techniques. In Task 2, four different approaches were
applied to perform the ICD-10-AM/ACHI code assignment. In pattern matching and
rule-based approach, there was no training data and testing data required, whereas,
in ML approach, 80% of the data was used for training and the remaining 20% for
testing. The data was shuffled properly before selecting randomly the testing data
in Task 2. The number of clinical records selected in both the datasets is shown in
Figure 3.4. In Data190, out of 38 test files, 22 belonged to the digestive system and
16 to the respiratory system. Similarly, in Data235, out of 47 clinical records: 26
belonged to the digestive system and the remaining 21 to the respiratory system.
Test Data
(20%)
Data235
Digestive system : 26
Respiratory system : 21
Total : 47
No. of
records
Data190
Digestive system : 22
Respiratory system : 16
Total : 38
No
. o
f
rec
ord
s
Figure 3.4: Number of clinical records in test data.
Therefore, in pattern matching and rule-based approach, the results were evaluated
in two ways with two possible outcomes:
• Outcome 1: The evaluation was performed on complete dataset Data190 (190
clinical records) and Data235 (235 clinical records).
• Outcome 2: The evaluation was performed on the 20% of the test files that are
used in ML and hybrid approach so that the comparison can be done between
all the four approaches on the same set of files.
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The different types of approaches and techniques used in task 2 for code assignment is
given in Figure 3.5.
Clinical Text Processing Approaches and Techniques
Pattern Matching
Regular
Expression
Evaluation
1. Precision
2. Recall
3. F-score
4. Accuracy
5. Hamming
Loss
6. Jaccard
Similarity
Rule-based
Pre-processing
1. Abbreviation
Expansion
2. Spell Check
Defining Rules
Evaluation
1. Precision
2. Recall
3. F-score
4. Accuracy
5. Hamming
Loss
6. Jaccard
Similarity
Machine Learning
Pre-processing
1. Sentence
splitting
2. Abbreviation
Expansion
3. Tokenisation
4. Spell Check
5. Stop word
removal
6. Negation
detection
Feature Extraction
1. BoW model
2. Count vectoriser
3. tf-idf vectoriser
Classification
1. SVM
2. Naïve Bayes
3. Decision Tree
4. Random Forest
5. AdaBoost
6. kNN
7. MLP
Evaluation
1. Precision
2. Recall
3. F-score
4. Accuracy
5. Hamming Loss
6. Jaccard Similarity
Hybrid
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Figure 3.5: Overview of different approaches and techniques used in Task 2: ICD-10-AM/ACHI
Code Assignment.
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3.3 Data Pre-processing
The anonymised datasets contain clinical records for diseases of the respiratory system and
digestive system. In data pre-processing, these clinical records were analysed to extract
useful information such as: principal diagnoses, additional diagnoses, smoke related
diagnosis, diabetes condition, supplementary conditions, past medical history, family
medical history, principal procedure, additional procedure, anaesthesia type, ventilation
details and allied healthcare interventions. The purpose of data pre-processing was to
make those to a format that a computer can understand. Following are the various steps
involved in data pre-processing:
(a) Sentence Splitting: In sentence splitting, each clinical document was broken into
individual sentences using Natural Language Toolkit (NLTK): Punkt sentence to-
keniser1. For example, given a statement X, Y as shown in Figure 3.6.
Admission Date: **** Discharge Date:****
Presenting Problems
Respiratory -cough
PRINCIPAL DIAGNOSIS
Infective exacerbation of bronchiectasis
Acute-on-chronic Type 2 respiratory failure
Summary of Progress
Dear Doctor,
Thank you for your ongoing care of **** , who presented to **** hospital on **** with
SOB, cough and chest pain, on a background of bronchiectasis. The patient was admitted
under the case of Dr**** (Respiratory) for management of infective exacerbation of
bronchiectasis.
Background
Bronchiectasis
- Known to Dr****(Respiratory)
- Not on home oxygen
- Bronchiectasis diagnosed 20 years ago, secondary to childhood pertussis Left ventricular
failure
- Known to Dr****(Cardiology)
Cough, SOB, Pleuritic chest pain
Figure 3.6: A sample from clinical record belonging to respiratory system.
The paragraph contains two sentences:
1https://www.nltk.org/modules/nltk/tokenize/punkt.html
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Statement X: Thank you for your on going care of, who presented to hospital on with
SOB, cough and chest pain, on a background of bronchiectasis.
Statement Y: The patient was admitted under the care of Dr (Respiratory) for man-
agement of infective exacerbation of bronchiectasis.
(b) Abbreviation expansion: It is often seen that the doctors or the physicians usually
prefer to write short names or abbreviations for medical terms which is sometimes
difficult to understand without having any knowledge of medical terminologies.
Moreover, in natural language, each word has multiple meanings, which cannot be
understood without having any clue about the structure or phrases in the sentences.
For example, as given in Figure 3.6, SOB stands for Shortness of Breath in medical
terms but also it can stands for School of Business. Therefore, a dictionary of
abbreviations was created that contained a list of all the abbreviations present in the
clinical records. The abbreviations were then replaced by full-forms. A list of some
of the abbreviations contained in the clinical records is shown in Table 3.2.
Table 3.2: List of abbreviations used the dataset.
Abbreviations Full-form
COPD Chronic obstructive pulmonary disease
SBO Small bowel obstruction
SOB Shortness of breath
IHD Ischaemic heart disease
HTN Hypertension
T2DM Type 2 diabetes mellitus
(c) Tokenisation (Manning et al., 2008, p. 22): After abbreviation expansion, the text
was converted into lower-case before creating tokens using word tokeniser. For
example, given a Statement X from Figure 3.6 consists of 30 number of tokens after
tokenisation as represented below:
Statement X: ‘thank’, ‘you’, ‘for’, ‘your’, ‘on’, ‘going’, ‘care’, ‘of’, ‘,’ , ‘who’,
‘presented’, ‘to’, ‘hospital’, ‘on’, ‘with’, ‘shortness’, ‘of’, ‘breath’, ‘,’ , ‘cough’, ‘and’,
‘chest’, ‘pain’, ‘,’, ‘on’, ‘a’, ‘background’, ‘of’, ‘bronchiectasis’, ‘.’
(d) Spelling error detection and correction (Manning et al., 2008, p. 56): After abbrevia-
tion expansion, spelling mistakes were detected, suggested and replaced with correct
spellings. For this process, PyEnchant and NLTK librarieswere used. Spelling error
detection and correction was done using Enchant library(PyEnchant) as some of the
diagnosis or interventions were spelt in American English. Therefore, all the text
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was converted into British English. The Table 3.3, shows the difference in writing
medical terms in British English and American English.
Table 3.3: Medical terms in British English and American English.
British English American English
oesophagus esophagus
tumour tumor
anaemia anemia
anaesthetic anesthetic
haemorrhage hemorrhage
ischaemic ischemic
diarrhoea diarrhea
dyspnoea dyspnea
(e) Stop word removal: One of the major step involved in data pre-processing is Stop
words removal. In stop words removal, data is filtered out to remove unwanted words
that do not provide any meaningful information such as a, an, the. A list of stop
words was created which does not provide any additional information in the dataset.
However, words such as no, not and nilwere not added to the stop-words list because
they help in finding negated diseases and interventions.
(‘again’, ‘about’, ‘there’, ‘once’, ‘during’, ‘out’, ‘very’, ‘they’, ‘own’, ‘an’, ‘some’,
‘do’, ‘its’, ‘yours’, ‘such’, ‘into’, ‘most’, ‘itself’, ‘other’, ‘off’, ‘am’, ‘who’, ‘as’, ‘him’,
‘each’, ‘themselves’, ‘until’, ‘below’, ‘we’, ‘these’, ‘your’, ‘his’, ‘through’, ‘me’,
‘were’, ‘her’, ‘more’, ‘himself’, ‘this’, ‘down’, ‘should’, ‘our’, ‘their’, ‘while’, ‘above’,
‘both’, ‘up’, ‘ours’, ‘she’, ‘all’, ‘when’, ‘at’, ‘any’, ‘before’, ‘them’, ‘same’, ‘and’,
‘been’, ‘will’, ‘does’, ‘yourselves’, ‘then’, ‘that’, ‘because’, ‘what’, ‘over’, ‘why’, ‘so’,
‘now’, ‘under’, ‘he’, ‘you’, ‘herself’, ‘just’, ‘where’, ‘too’, ‘only’, ‘myself’, ‘which’,
‘those’, ‘after’, ‘few’, ‘whom’, ‘being’, ‘theirs’, ‘my’, ‘against’, ‘a’, ‘by’, ‘doing’, ‘it’,
‘how’, ‘further’, ‘was’, ‘here’, ‘than’, ‘ourselves’, ‘hers’, ‘yourself’)
(f) Negation detection (Chapman et al., 2001): In clinical records, negated words such
as no, not, nil are very important as they describe the presence or absence of findings.
The negated term is often considered as stop words and is removed during processing
stage but these negated terms are very important as they provide clues for certain
findings. For example, consider a sentence from clinical notes:
The patient is suffering from serious cough but no evidence of pneumonia.
This means the patient does not suffer from pneumonia but if no is considered as
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stop-word and removed, then this would transform the meaning of the sentence.
Therefore, pyConTextNLP python package was used to detect negated terms and
have added more clinical findings and modifiers according to the datasets. During
negation detection, the negated findings were assigned True value while the non-
negated terms were assigned False value. A True value means the medical term
should be definitely negated and should not be assigned a code whereas Falsemeans
the term is not negated and should be assigned a code. For example, in the above
sentence cough is a non-negated finding whereas pneumonia is a negated finding,
therefore, the values assigned to them are (‘cough’, ‘False’) and (‘pneumonia’,
‘True’).
3.4 Feature Extraction
Once the clinical records were cleaned up by removing unwanted information during data
pre-processing, the next step was to represent the text data in a numeric form for feature
extraction. In feature extraction, Scikit-learn2 machine learning library was used for
Bag-of-words (BoW) model, count vectoriser and TF-IDF vectoriser.
(a) Bag-of-words model (Manning et al., 2008, p. 117): A vocabulary of unique words
was created. For example, consider two documents X and Y with sentences:
X:The infant was admitted to the hospital for bronchiolitis with worse cough and
wheeze
Y:The old male presented for vomiting and diarrhoea
Based on these two documents, a vocabulary of 18 unique words is created to form
a vector of each document.
Table 3.4: A bag of 18 unique words.
admitted and bronchiolitis cough diarrhoea for
hospital infant male old presented to
the vomiting was wheeze with worse
Each word or token is called as a gram. In this thesis, 1-gram, 2-gram, 3-gram and
4-gram feature sets were used as given below:
i. One word sequence is called 1-gram (or uni-gram).
2http://scikit-learn.org/stable/
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ii. 2-gram (or bi-gram) is a sequence of two words. For example, the bi-grams in
document Y are as follows:
Y: The old male presented for vomiting and diarrhoea
‘the’,‘the old’
‘old’, ‘old male’
‘male’, ‘male presented’
‘presented’, ‘presented for’
‘for’, ‘for vomiting’
‘vomiting’, ‘vomiting and’
‘and’, ‘and diarrhoea’
‘diarrhoea’
iii. 3-gram (or tri-gram) is a sequence of three words. For example, the tri-grams
in document Y are as follows:
Y: The old male presented for vomiting and diarrhoea
‘the’,‘the old’,‘the old male’
‘old’, ‘old male’, ‘old male presented’
‘male’, ‘male presented’, ‘male presented for’
‘presented’, ‘presented for’, ‘presented for vomiting’
‘for’, ‘for vomiting’, ‘for vomiting and’
‘vomiting’, ‘vomiting and’, ‘vomiting and diarrhoea’
‘and’, ‘and diarrhoea’, ‘diarrhoea’
iv. 4-gram is a sequence of four words. For example, the 4-grams in document Y
are as follows:
Y: The old male presented for vomiting and diarrhoea
‘the’,‘the old’,‘the old male’, ‘the old male presented’
‘old’, ‘old male’, ‘old male presented’, ‘old male presented for’
‘male’, ‘male presented’, ‘male presented for’, ‘male presented for vomiting’
‘presented’,‘presented for’,‘presented for vomiting’,‘presented for vomiting and’
‘for’, ‘for vomiting’, ‘for vomiting and’, ‘for vomiting and diarrhoea’
‘vomiting’, ‘vomiting and’, ‘vomiting and diarrhoea’
‘and’, ‘and diarrhoea’, ‘diarrhoea’
(b) Count vectoriser: As the vocabulary has 18 words in Table 3.4, the above mentioned
two documents X and Y are represented with 18 vector elements. Each element
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represents the occurrence of each word in a document as shown in Figure 3.7. The
presence of each word in a document is represented with boolean value: Zero (0) for
not present and one (1) for present.
from sklearn.feature_ extraction.text import CountVectorizerw
countVect=vectorizer.fit(corpus)
print(vectorizer.vocabulary_ )w
[ ‘admitted’:0, ‘and’:1, ‘bronchiolitis’:2, ‘cough’:3, ‘diarrhoea’:4, ‘for’:5, ‘hospital’:6,
‘infant’:7, ‘male’:8, ‘old’:9, ‘presented’:10, ‘the’:11, ‘to’:12, ‘vomiting’:13, ‘was’:14,
‘wheeze’:15, ‘with’:16, ‘worse’:17 ]
Figure 3.7: Data representation using Count vectoriser.
Using arbitrary ordering of words as listed above, the documents are converted into
binary vectors. For example, 1 count for ‘bronchiolitis’, 1 count for ‘cause’, 2 counts
for ‘the’. The vector representation of document X as shown in Table 3.5 represents
the number of times each token appears in the text given as:
[1 1 1 1 0 1 1 1 0 0 0 2 1 0 1 1 1 1]
Table 3.5: List of words in document X.
admitted and bronchiolitis cough diarrhoea for
hospital infant male old presented the
to vomiting was wheeze with worse
The vector representation of document Y, shown in Table 3.6 is given as:
[0 1 0 0 1 1 0 0 1 1 1 1 0 1 0 0 0 0]
Table 3.6: List of words in document Y.
admitted and bronchiolitis cough diarrhoea for
hospital infant male old presented the
to vomiting was wheeze with worse
(c) TF-IDF vectoriser (Manning et al., 2008, p. 118): An alternative of count vectoriser
to calculate word frequencies is TF-IDF which stands for Term Frequency-Inverse
Document Frequency. Figure 3.8, shows how TF-IDF vectors are represented in the
Python program.
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from sklearn.feature_ extraction.text import TfidfVectorizer
from sklearn.feature_ extraction.text import TfidfTransformerw
vectorizer_ tfidf= TfidfVectorizer()
TfidfVector= vectorizer_ tfidf.fit(corpus)
vector_ tfidf=vectorizer_ tfidf.transform(corpus)
print(vector_ tfidf.toarray())
Figure 3.8: Data representation using TF-IDF vectoriser.
The TD-IDF vector representation of document X is shown in Figure 3.9.
X:The infant was admitted to the hospital for bronchiolitis with worse cough and wheezew
admitted and bronchiolitis cough diarrhoea for
hospital infant male old presented the
to vomiting was wheeze with worse
w
0.27695132 0.19705315 0.27695132 0.27695132 0. 0.19705315
0.27695132 0.27695132 0. 0. 0. 0.39410629
0.27695132 0. 0.27695132 0.27695132 0.27695132 0.27695132
Figure 3.9: TF-IDF vector representation for X document.
Similarly, TF-IDF vector representation of document Y is shown in Figure 3.10.
Y:The old male presented for vomiting and diarrhoeaw
admitted and bronchiolitis cough diarrhoea for
hospital infant male old presented the
to vomiting was wheeze with worse
w
0. 0.27867523 0. 0. 0.39166832 0.27867523
0. 0. 0.39166832 0.39166832 0.39166832 0.27867523
0. 0.39166832 0. 0. 0. 0.
Figure 3.10: TF-IDF vector representation for Y document.
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3.5 Classification
After feature extraction, the classification was done using seven (7) classifiers as shown in
Figure 3.11. The classification was done using scikit-learn machine learning library3. In each
classifier, 1-gram, 2-gram, 3-gram and 4-gram feature sets were used.
from sklearn.svm import LinearSVC
from sklearn.naive_ bayes importMultinomialNB
from sklearn.tree import DecisionTreeClassifier
from sklearn.ensemble import RandomForestClassifier
from sklearn.ensemble import AdaBoostClassifier
from sklearn.neighbors import KNeighborsClassifier
from sklearn.neural_ network importMLPClassifier
Figure 3.11: Seven classifiers used for classification.
3.6 Evaluation Metrics
There are several methods to evaluate the performance of the system depending upon the type of
application. The evaluation process is basically categorised into three groups (Gibaja &Ventura,
2015), (Madjarov, Dimitrovski, Gjorgjevikj, & Džeroski, 2015), (Aldrees & Chikh, 2016):
• Example-based measures: The example-based metric evaluates for each document and
then average across the test data.
• Label-based measures: The label-based metrics is evaluated for each label and averaged
across all the labels.
• Ranking-based measures: In ranking-based measure, the evaluation is performed on the
rank bases.
In both the tasks: Task 1 and Task 2, the evaluation was performed in different ways. The
following are the details of evaluation metrics in both the tasks:
1. Evaluation metrics for Task 1: ICD-10-AM/ACHI Chapter Classification: In Task 1,
scikit-learn library was used to evaluate the performance of the classifiers. The data was
split into 80-20% ratio in both the Datasets: Data190 and Data235, where, 80% of the
data was used for training and the remaining 20% for testing.
3http://scikit-learn.org/stable/supervised_ learning.html# supervised-learning
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from sklearn.model_ selectionimport train_ test_ split
from sklearn.metrics import precision_ recall_ fscore_ support
from sklearn.metrics import accuracy_ score
from sklearn.metrics import hamming_ loss
from sklearn.metrics import jaccard_ similarity_ score
Figure 3.12: Evaluation metrics for Task 1.
2. Evaluation metrics for Task 2: ICD-10-AM/ACHI Code Assignment: For Task 2, example-
based metrics was used to evaluate precision, recall, F-score, accuracy, Hamming loss
and Jaccard Similarity. Suppose a dataset contains (xi, yi) = 1,2, ....N number of records,
M is the set of all labels, whereYi represents the ground truth (true) labels and Zi represents
the predicted labels (Aldrees & Chikh, 2016).
(a) Precision (P): Precision defines the fraction of correct positive observation.
Precision(P) = 1
N
N∑
i=1
|Yi ∩ Zi |
|Zi | (3.1)
(b) Recall (R): Recall defines the ratio of correctly predicted true observation.
Recall(R) = 1
N
N∑
i=1
|Yi ∩ Zi |
|Yi | (3.2)
(c) F-score: F-score is weighted average of precision and recall.
F − score(F) = 1
N
N∑
i=1
2|Yi ∩ Zi |
|Zi | + |Yi | (3.3)
whereas as, F1score is defined as:
F1 − score(F1) = 2 ∗ Precision ∗ RecallPrecision + Recall (3.4)
(d) Accuracy: Accuracy defines the ratio of correctly predicted labels to the total number
of labels in the dataset and is defined as given in equation 3.5.
Accuracy =
1
N
N∑
i=1
|Yi ∩ Zi |
|Yi ∪ Zi | (3.5)
(e) Hamming Loss: Hamming loss is the fraction of incorrect labels to the total number
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of labels. The best performance in hamming loss is Zero. The smaller the value, the
better is the performance of hamming loss. The formula for hamming loss is given
by:
HammingLoss =
1
N
N∑
i=1
xor(Yi, Zi)
M
(3.6)
(f) Jaccard Similarity: Jaccard similarity is the fraction of intersection and union of
true labels and predicted labels. The ideal value for Jaccard similarity is One (1).
The larger the value, the better is the performance.
JaccardSimilarity =
∑N
i=1 |Yi ∩ Zi |∑N
i=1 |Yi ∪ Zi |
(3.7)
The performance of each classifierwas comparedwith the gold standard data. TheData190
contains 152 clinical records for training and 38 for testing. Similarly, Data235 contains
188 clinical records for training and the remaining 47 for testing. The codes predicted by
each classifiers were labelled as Predicted and the codes assigned by the clinical coder in
the gold standard data were referred as Ground Truth. Using 1-gram, 2-gram, 3-gram and
4-gram feature set, the predicted labels of each classifier was compared with the ground
truth labels of gold standard data.
• If Predicted codes = Ground Truth codes, it is called as True classification.
• If Predicted codes , Ground Truth codes, it is called as False classification.
• If a lot of extra codes were assigned apart from true code in any of the above two
cases, it was called as Over-coding.
3.7 Chapter Summary
This chapter gave an overview of clinical records for the respiratory system and digestive system.
Initially, with the help of a clinical coder, a gold standard data was created in the tabular form in
order to compare the performance of each classifier with the structure data. Due to the limited
number of clinical records, the dataset size has been increased from 190 to 235. During pre-
processing stage, sentence splitting, tokenisation, abbreviation expansion, spell error detection
and correction, stop word removal and negation detection was done for both the datasets. After
extracting useful information, feature extraction was done using bag-of-words model, count
vectoriser and TF-IDF vectoriser. In feature extraction, 1-gram, 2-gram, 3-gram and 4-gram
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feature set were created. After classification, the predicted codes in both the datasets were
matched with the ground truth codes and based on the outcomes, precision, recall, F-score,
accuracy, Hamming loss and Jaccard similarity score was calculated.
See now the power of Truth; the same experi-
ment which at first glance seemed to show one
thing, when more carefully examined, assures
us of the contrary.
Galileo Galilei, Astronomer
4
Experimental Evaluation
This chapter, describes the results of experiments that were performed on Data190 and Data235.
The experimental work was divided into two tasks: Task 1 for ICD-10-AM/ACHI Chapter
Classification and Task 2 for ICD-10-AM/ACHI Code Assignment. The experimental results
of Task 2 were used to do a comparative analysis of four different approaches namely pattern
matching, rule based approach, machine learning approach and hybrid approach using standard
evaluation criteria.
4.1 Task1: ICD-10-AM/ACHI Chapter Classification
The clinical records were divided into two classes: Gastrointestinal and and Respiratory for
diseases and interventions for digestive and respiratory system respectively. The experimental
results for both the datasets: Data190 and Data235 are given below:
1. ICD-10-AM/ACHI Chapter Classification results for Data190
In Data190 ICD-10-AM/ACHI chapter classification results, SVM outperformed in com-
parison to other classifiers by achieving 0.95 value for all three metrics: precision, recall
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and F-score as shown in Table 4.1. As per standard evaluation criteria, zero is the optimal
value for Hamming loss (HL) and one for Jaccard Similarity (JS). Therefore, Hamming
loss of 0.052263 and Jaccard similarity of 0.94736 was obtained for SVM. Moreover,
there was a tie in the results between (Decision Tree and MLP) and (kNN and AdaBoost).
Also it was observed that all the classifiers were giving more than 80% accuracy except
Random Forest.
Table 4.1: ICD-10-AM/ACHI chapter classification results for Data190.
Classifiers Precision Recall F-score Accuracy HL JS
SVM 0.95 0.95 0.95 0.9474 0.05263 0.94736
Naïve Bayes 0.93 0.92 0.92 0.9211 0.07894 0.92105
Decision Tree 0.89 0.87 0.86 0.8684 0.13157 0.86842
Random Forest 0.76 0.55 0.42 0.5526 0.44736 0.55263
kNN 0.84 0.84 0.84 0.8421 0.15789 0.84211
AdaBoost 0.85 0.84 0.84 0.8421 0.15789 0.84211
MLP 0.88 0.87 0.87 0.8684 0.13157 0.86842
The increase in hamming loss was due to a lot of misclassification that affected the overall
performance of the classifiers. The reason behind the misclassification was that some the
disease conditions namely: Hypertension, diabetes, smoking, anaesthesia type, ventilation
details and allied healthcare interventions were common in both the classes. Moreover,
the data was not equally balanced between both the classes which lead to misclassification
because it was difficult to find whether the presented clinical record belonged to the
Gastrointestinal class or Respiratory class.
2. ICD-10-AM/ACHI Chapter Classification results for Data235
There was a slight improvement in report classification results using Data235 as shown
in Table 4.2 but Naïve Bayes classifier performed better than SVM and gave only 1
misclassification out of 47 clinical records which increased the overall performance of
the system and achieved Hamming loss of 0.02127 and Jaccard similarity of 0.97872.
Moreover, all the classifiers gave more than 80% accuracy including Random Forest. In
Random Forest, 9 out of 47 records were misclassified out of which 8 belonged to the
Respiratory class and 1 belonged to the Gastrointestinal class. The variation in chapter
classification results for Data190 and Data235 was due to random selection of the test
data.
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Table 4.2: ICD-10-AM/ACHI Chapter Classification results for Data235.
Classifiers Precision Recall F-score Accuracy HL JS
SVM 0.87 0.87 0.87 0.8723 0.12765 0.87234
Naïve Bayes 0.98 0.98 0.98 0.9787 0.02127 0.97872
Decision Tree 0.88 0.87 0.87 0.8723 0.12765 0.87234
Random Forest 0.84 0.81 0.80 0.8085 0.19148 0.80851
kNN 0.90 0.89 0.89 0.8936 0.10638 0.89211
AdaBoost 0.89 0.89 0.89 0.8936 0.10638 0.89361
MLP 0.90 0.89 0.89 0.8936 0.10638 0.89361
4.2 Task 2: ICD-10-AM/ACHI Code Assignment
In Task 2, four different approaches namely Pattern matching, Rule-based, Machine Learning
(ML) and Hybrid approach were applied to perform the ICD-10-AM/ACHI code assignment.
The results for pattern matching and rule-based approach were evaluated in two ways: Outcome
1 using all the clinical records in both the datasets and Outcome 2 using only 20% test files used
in machine learning and hybrid approach.
4.2.1 Results of Pattern Matching approach
In Pattern matching approach, keywords were extracted from the clinical records and labels were
assigned based on ICD-10-AM and ACHI classification system. Table 4.3 shows the results of
outcome 1, when pattern matching approach was applied on 190 clinical records and 235 clinical
records in Data190 and Data235 respectively. In Data190, the overall F-score was 0.5277 when
precision was 0.7953 and recall was 0.4184. Due to the wrong prediction of the codes, the recall
value got reduced by 0.5816 which affected the F-score value of the system. Though, the overall
Hamming loss in Data190 was 0.0430 which was close to zero but had very low similarity score
i.e. 0.4305. Therefore, the overall performance of the system was very low and gave 0.4027
accuracy. Similarly, when the pattern matching approach was applied to 235 clinical records
(Data235), there was not much difference in the results. In fact, the results obtained in Data235
were lower than the results of Data190. Therefore, the overall F-score and accuracy in Data235
got reduced by 0.0076 and 0.0082 respectively than the results of Data190.
Table 4.3: Outcome 1 results for Pattern matching approach using 190 and 235 clinical records.
Dataset Precision Recall F-score Accuracy HL JS
Data190 0.7953 0.4184 0.5277 0.4027 0.0430 0.4305
Data235 0.8029 0.4090 0.5201 0.3945 0.0405 0.4255
4.2 Task 2: ICD-10-AM/ACHI Code Assignment 51
Similarly, Table 4.4 shows the results of outcome 2, when only 20% of the test files were
used. In this case, there was a slight improvement in the F-score and accuracy of Data190 in
comparison to the results in Outcome 1. Whereas, the performance of the system was slightly
decreased in Data235. Therefore, to conclude the overall performance of pattern matching
approach, it was observed that Data190 and Data235 gave poor performance, not even 50% of
the results in both the outcomes. The reason for the poor performance of this approach was that
the extracted keywords from the clinical records did not match completely with the diseases or
interventions name as described in the ICD-10-AM and ACHI classification systems.
Table 4.4: Outcome 2 results for Pattern matching approach for 20% of the clinical records.
Dataset Precision Recall F-score Accuracy HL JS
Data190 0.7741 0.4413 0.5440 0.4186 0.0770 0.4299
Data235 0.7570 0.4132 0.5174 0.3927 0.0760 0.4063
4.2.2 Results of Rule based approach
To overcome the limitations of pattern matching approach, rules were defined to avoid coding of
the wrong patterns. Therefore, 409 rules were defined for diseases and interventions that were
found in the clinical records. During experimental analysis, it was observed that there were
1,346 codes in the Data190. After adding 45 clinical records to the existing dataset Data190,
the total number of codes reached to 1,566.
Table 4.5 shows the results when 190 complete records were used in Data190 and 235
clinical records in Data235 for evaluating results using rule-based approach. It was observed
that the results in rule-based approach were better than the pattern matching approach. The
overall F-score in Data190 was 0.7257 whereas, in Data235 it was 0.7222. Though, there was
a slight increase in the Hamming loss which was 0.1728 in Data190 and 0.1745 in Data235 but
still it was close to its ideal value (zero).
Table 4.5: Outcome 1 results for Rule-based approach using 190 and 235 clinical records
Dataset Precision Recall F-score Accuracy HL JS
Data190 0.7913 0.6916 0.7257 0.6053 0.1728 0.5803
Data235 0.7920 0.6872 0.7222 0.6011 0.1745 0.5768
Similarly, Table 4.6 shows the results when the rule-based approach was applied to 20% of
the ML test files. The results of outcome 2 were slightly less than the previous outcome. In
this case, the overall F-score was 0.7068 Data190 when precision was of 0.7709 and recall of
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0.6739. Similarly, in Data235, the overall F-score for 47 clinical records was 0.7106 but the
accuracy got reduced to 0.5819.
Table 4.6: Outcome 2 results for Rule-based approach using 20% of the clinical records.
Dataset Precision Recall F-score Accuracy HL JS
Data190 0.7709 0.6739 0.7068 0.5797 0.2164 0.5420
Data235 0.7736 0.6809 0.7106 0.5819 0.2156 0.5451
This concludes that the results in rule-based approach were better than pattern matching
approach but not as good as they were expected to be. The limitations of the pattern matching
approach were resolved by the rule-based approach but generating rules for 1,566 number of
codes was a challenge. Moreover, when the dataset was increased by adding more clinical
records, rules were revised again. Apart from this, if the diseases and interventions were not
defined earlier in the existing rules then new rules were created. This is the main reason that all
rules were not generated for 1,566 number of codes which affected the overall performance of
the system.
4.2.3 Results of Machine Learning approach
All experiments in machine learning were performed using 80-20 ratio which means 80% of the
data were used for training and the remaining 20% for testing. Table 4.7, represents the number
of clinical records used for training and testing purpose in Data190 and Data235.
Table 4.7: Data used for training and testing purpose in Data190 and Data235.
Data Number of records for training Number of records for testing
Data190 152 38
Data235 188 47
In machine learning, classification was performed using seven classifiers namely, Support
Vector Machine (SVM), Naïve Bayes, Decision Tree, Random Forest, AdaBoost, Multi Layer
Perceptron (MLP) and k-Nearest Neighbour (kNN). The results of each classifier were evaluated
using 1-gram (uni-gram), 2-gram (bi-gram), 3-gram (tri-gram) and 4-gram feature set.
Table 4.8 shows the machine learning results for Data190 using 1-gram, 2-gram, 3-gram and
4-gram feature set. It was observed that the Decision Tree using 4-gram features gave better
results among other classifiers. The overall F-score and accuracy for 38 clinical records was
0.87 and 0.7920 respectively with 0.92 precision and 0.85 recall value. Due to less number of
misclassification in Decision Tree(using 4-gram), its Hamming loss was 0.0877 which was far
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less than 0.6784 in Naïve Bayes classifier (4-gram feature set). While evaluating the results,
it was also observed that classifiers such as AdaBoost, Naïve Bayes and kNN assigned correct
ICD-10-AM and ACHI codes to the maximum number of clinical records but on the other hand
lot of extra codes were also assigned apart from ground truth codes. Due to over-coding, the
F-score, accuracy and Jaccard similarity got reduced with an increase in Hamming loss.
Table 4.8: The results of machine learning approach for Data190.
Classifiers Feature set Precision Recall F-score Accuracy HL JS
SVM
1-gram 0.90 0.62 0.71 0.6192 0.0118 0.5959
2-gram 0.86 0.56 0.65 0.5427 0.0259 0.5400
3-gram 0.82 0.51 0.60 0.4986 0.0296 0.5025
4-gram 0.77 0.45 0.54 0.4405 0.0308 0.4478
Naïve Bayes
1-gram 0.61 0.46 0.48 0.3780 0.2399 0.3991
2-gram 0.68 0.62 0.60 0.4820 0.37295 0.4784
3-gram 0.68 0.64 0.61 0.4807 0.5273 0.4538
4-gram 0.62 0.63 0.57 0.4405 0.6784 0.4201
Decision Tree
1-gram 0.74 0.82 0.76 0.6645 0.4103 0.6284
2-gram 0.81 0.85 0.81 0.7135 0.2610 0.6806
3-gram 0.87 0.84 0.84 0.7600 0.1606 0.6986
4-gram 0.92 0.85 0.87 0.7920 0.0877 0.7453
Random Forest
1-gram 0.79 0.38 0.50 0.3857 0.0178 0.4090
2-gram 0.65 0.27 0.36 0.2691 0.0134 0.3010
3-gram 0.66 0.30 0.39 0.2977 0.0244 0.3233
4-gram 0.58 0.25 0.33 0.2538 0.0139 0.2713
AdaBoost
1-gram 0.78 0.84 0.79 0.6868 0.3221 0.6639
2-gram 0.88 0.84 0.85 0.7652 0.1377 0.7244
3-gram 0.82 0.84 0.82 0.7158 0.2271 0.6851
4-gram 0.81 0.81 0.79 0.6683 0.2351 0.6551
MLP
1-gram 0.65 0.28 0.37 0.2791 0.0263 0.27
2-gram 0.70 0.32 0.42 0.3177 0.0219 0.31
3-gram 0.68 0.31 0.40 0.3054 0.0219 0.305
4-gram 0.62 0.29 0.37 0.2907 0.0219 0.29
kNN
1-gram 0.63 0.45 0.49 0.3677 0.3643 0.3455
2-gram 0.72 0.48 0.54 0.4011 0.3011 0.3839
3-gram 0.72 0.46 0.52 0.3902 0.3153 0.3813
4-gram 0.68 0.46 0.51 0.3856 0.3441 0.3666
The results in Data235 are much better than the results of Data190 as shown in Table 4.9.
In Data235, AdaBoost (using 2-gram) gave good results in comparison to Decision Tree and
other classifiers by achieving 0.91 F-score, 0.8294 Jaccard similarity score and 0.8611 overall
accuracy for 47 clinical records. It was also observed that there was less difference in the results
of AdaBoost and Decision Tree in both the datasets (Data190 and Data235). Apart from this,
classifiers such as Random Forest, MLP and kNN gave very low performance not even 50%
of the results. The reason behind this large number of misclassification in SVM, Naïve Bayes,
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Random Forest, kNN and MLP is that some of the diseases and interventions appear only once
or twice in the whole dataset (Data190 and Data235) due to which the machine learning system
is unable to predict the correct ICD-10-AM and ACHI codes. Therefore, to improve the results,
the hybrid approach was applied.
Table 4.9: Machine Learning results for Data235.
Classifiers Feature set Precision Recall F-score Accuracy HL JS
SVM
1-gram 0.92 0.65 0.73 0.6471 0.0122 0.5983
2-gram 0.89 0.55 0.65 0.5414 0.0195 0.5269
3-gram 0.89 0.54 0.64 0.5175 0.0408 0.5102
4-gram 0.86 0.49 0.60 0.4823 0.0231 0.4688
Naïve Bayes
1-gram 0.70 0.49 0.53 0.4353 0.1254 0.4503
2-gram 0.72 0.61 0.62 0.4964 0.3515 0.4880
3-gram 0.68 0.64 0.61 0.4868 0.4599 0.4761
4-gram 0.65 0.66 0.61 0.4770 0.6024 0.4402
Decision Tree
1-gram 0.82 0.88 0.84 0.7547 0.2539 0.7157
2-gram 0.91 0.91 0.90 0.8446 0.1127 0.7924
3-gram 0.92 0.91 0.91 0.8430 0.0881 0.8125
4-gram 0.89 0.90 0.89 0.8132 0.1422 0.7752
Random Forest
1-gram 0.80 0.46 0.56 0.4625 0.0179 0.4625
2-gram 0.66 0.30 0.40 0.2971 0.0245 0.3236
3-gram 0.67 0.28 0.36 0.2756 0.0290 0.2904
4-gram 0.56 0.25 0.32 0.2506 0.0145 0.2697
AdaBoost
1-gram 0.86 0.90 0.87 0.7906 0.2032 0.7572
2-gram 0.92 0.92 0.91 0.8611 0.0945 0.8294
3-gram 0.91 0.91 0.91 0.8513 0.1003 0.8091
4-gram 0.93 0.91 0.91 0.8588 0.0848 0.8333
MLP
1-gram 0.65 0.27 0.37 0.2723 0.0165 0.2666
2-gram 0.74 0.35 0.45 0.3453 0.0094 0.3305
3-gram 0.69 0.33 0.43 0.3245 0.0271 0.3195
4-gram 0.64 0.30 0.39 0.2972 0.0271 0.2987
kNN
1-gram 0.67 0.43 0.49 0.3633 0.3028 0.3391
2-gram 0.79 0.47 0.55 0.4099 0.2405 0.3913
3-gram 0.75 0.44 0.52 0.3834 0.2264 0.3623
4-gram 0.71 0.42 0.49 0.3570 0.2397 0.3537
4.2.4 Results of Hybrid approach
The hybrid approach is the combination ofmachine learning and the rule-based approach. During
experimental analysis, it was observed that some of the clinical codes that were misclassified
by machine learning approach are predicted correctly using the hybrid approach. In machine
learning approach, the Decision Tree (using 4-gram) in Data190 andAdaBoost (using 2-gram) in
Data235 performed better than SVM, Naïve Bayes, Random Forest, MLP and kNN. Therefore,
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in the hybrid approach, the study was applied using 2-gram and 4-gram feature on all the seven
classifiers as shown in Table 4.10 for Data190 and Table 4.11 for Data235. In Data190, the
performance of Decision Tree and AdaBoost was similar as shown in Table 4.10. There was a
great improvement in the results of the classifiers namely SVM, Naïve Bayes, Random Forest,
MLP and kNN that were unable to perform well in machine learning approach. Moreover, the
overall F-score and accuracy and Jaccard similarity in all the classifiers was more than 60%
except in Naïve Bayes when 4-gram feature set was used.
Table 4.10: Hybrid Approach results for Data190.
Classifiers Feature set Precision Recall F-score Accuracy HL JS
SVM 2-gram 0.82 0.90 0.84 0.7471 0.2284 0.71784-gram 0.80 0.85 0.81 0.7062 0.2405 0.6831
Naïve Bayes 2-gram 0.68 0.91 0.76 0.6359 0.5677 0.60834-gram 0.63 0.91 0.72 0.5927 0.7216 0.5701
Decision Tree 2-gram 0.77 0.98 0.85 0.7598 0.3881 0.73184-gram 0.80 0.98 0.87 0.7837 0.2994 0.7600
Random Forest 2-gram 0.81 0.76 0.77 0.6531 0.2089 0.63714-gram 0.78 0.74 0.74 0.6183 0.2354 0.6033
AdaBoost 2-gram 0.80 0.98 0.87 0.7884 0.2973 0.75884-gram 0.80 0.97 0.87 0.7873 0.2943 0.7529
MLP 2-gram 0.81 0.82 0.80 0.6919 0.2193 0.65694-gram 0.82 0.79 0.79 0.6807 0.2002 0.6443
kNN 2-gram 0.71 0.84 0.75 0.6301 0.4339 0.61944-gram 0.69 0.84 0.74 0.6071 0.4825 0.5935
Similarly, Table 4.11 shows the results of the hybrid approach for Data235. It was observed
that the AdaBoost gave better performance than Decision Tree by achieving 0.88 F-score and
0.7939 accuracy. However, there was a lot of improvement in the performance of other classifiers
especially SVM, MLP, Random Forest and kNN but had misclassifications too. For example,
if a clinical record contains 13 clinical codes out of which 12 codes are correctly predicted but
along with that it gives 10 extra codes. The extra predicted codes come under misclassification
category which later increases the Hamming loss and lowers the overall performance of the
system.
Apart fromall this, the performance of all the above four approacheswas compared to perform
comparative analysis. Moreover, the performance of all the classifiers was also compared.
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Table 4.11: Hybrid Approach results for Data235
Classifiers Feature set Precision Recall F-score Accuracy HL JS
SVM 2-gram 0.82 0.96 0.87 0.7832 0.2509 0.78424-gram 0.81 0.86 0.82 0.7128 0.2278 0.6907
Naïve Bayes 2-gram 0.69 0.90 0.76 0.6377 0.5401 0.61694-gram 0.63 0.90 0.71 0.5778 0.7541 0.5468
Decision Tree 2-gram 0.76 0.97 0.84 0.7543 0.3809 0.72554-gram 0.79 0.99 0.87 0.7843 0.3162 0.7581
Random Forest 2-gram 0.81 0.76 0.77 0.6584 0.2023 0.64214-gram 0.79 0.74 0.75 0.6261 0.2236 0.6103
AdaBoost 2-gram 0.80 0.98 0.87 0.7869 0.2901 0.75494-gram 0.81 0.98 0.88 0.7939 0.2791 0.7607
MLP 2-gram 0.82 0.82 0.80 0.6934 0.2106 0.66224-gram 0.82 0.79 0.79 0.6813 0.1952 0.648
kNN 2-gram 0.72 0.84 0.75 0.6266 0.4352 0.61234-gram 0.70 0.84 0.74 0.6059 0.4518 0.5951
4.3 Chapter Summary
This chapter gave the experimental results on Data190 and Data235 for two different tasks.
In Task 1: ICD-10-AM/ACHI chapter classification, Naïve Bayes and SVM gave good results
in comparison to other classifiers. In Task 2: ICD-10-AM/ACHI code assignment, results are
evaluated for four different approaches. The ML approach and the hybrid approach gave good
performance in comparison to pattern matching and rule-based approaches.
To me, error analysis is the sweet spot for im-
provement.
Donald Norman, American-Scientist
5
Discussion
In this chapter, an analysis of the results of Data190 and Data235 is provided. Section 5.1 gives
the description of the results of ICD-10-AM/ACHI chapter classification. Similarly, section
5.2 gives a detailed analysis of four different approaches namely, pattern matching, rule-based,
machine learning and hybrid approach. This section also highlights the reason behind the
performance of every approach and classifiers. In Section 5.3, comparative analysis of the
classifiers is done using 1-gram, 2-gram, 3-gram and 4-gram feature set. Section 5.4 gives the
comparative analysis and discussion on the performance of all the four approaches.
5.1 ErrorAnalysis anddiscussion onTask1: ICD-10-AM/ACHI
Chapter Classification
In ICD-10-AM/ACHI chapter classification, two class labels were defined: Respiratory and
Gastrointestinal class. The Respiratory class contained clinical records for diseases and inter-
ventions of the respiratory system, whereas, the Gastrointestinal class contained for digestive
system.
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Admission Date: **** Discharge Date:****
Presenting Problems
sob? chest infection
Allergy
Nil Known Allergy, ACTIVE
PRINCIPAL DIAGNOSIS
RSV BRONCHIOLITIS
Pneumonia
Summary of Progress
Thank you for your ongoing care of **** who is presented at **** with worsening cough
and shortness of breath, associated with slight pleuritic chest pain.
PmHX
- IHD, CCF
- COPD, GORD, hypertension
- Smoker: 5 a day since age 14 (10 pack years)
- T2DM poor control
- NKDA
Patient alert, cooperative, agreeable to physiotherapy.
Referral for short of breath: The heart size appears normal and the pacemaker is noted.
Scattered shadowing in the right lung base consistent with inflammatory change.
(a)
DOB: **** SEX:****
Admission Date: **** Discharge Date:****
Presenting Problems
Fever, diarrhoea
PRINCIPAL DIAGNOSIS
Gastroenteritis
Summary of Progress
Thank you for seeing **** who presented **** ED for fever and diarrhoea. presented
yesterday for same and treated with IVF. Renal function was back to normal after ivF.
Had watery diarrhoea yesterday and one this morning.
PmHX
- IHD
- Hypertension
- Hypokalaemia
- non alcoholic
- smoker
- t2dm poorly controlled
Principal Procedure
Administration of packed cells
Physiotherapy: referral received from **** PR bleed
(b)
Figure 5.1: (a) Sample of discharge summary from respiratory system, (b) Sample of discharge
summary from digestive system.
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As discussed in chapter 3, the clinical records were cleaned up to extract meaningful in-
formation that includes principal diagnosis (PDx), additional diagnosis (ADx), smoke related
diagnosis, diabetes condition, supplementary conditions, past medical history (PmHx), fam-
ily medical history, principal procedure, additional procedure, type of anaesthesia, ventilation
details and allied healthcare interventions. Some of the diagnosis, supplementary conditions,
anaesthesia details and allied healthcare interventions were common in both the classes. For
example, Figure 5.1,contains samples of discharge summaries from Respiratory and the Gas-
trointestinal class. In Figure 5.1a and Figure 5.1b, the diagnosis such as IHD (Ischaemic Heart
Disease), hypertension, smoke related status, diabetic condition and allied healthcare interven-
tion (Physiotherapy) are common in both the classes. Based on these diagnoses, it became
difficult for the classifier to predict the true (or actual) class of the test data which lead to
misclassification and affected the performance of the system. This is the main reason behind
the misclassification. In Data190, SVM attained 0.95 F-score and 0.9474 accuracy, which was
the highest value among other classifiers. Similarly, when dataset size got increased by 45
clinical records in Data235, Naïve Bayes classifier outperformed among all other classifiers by
achieving 0.98 F-score and 0.9787 accuracy which was much better than SVM in Data190.
With the increase in the size of the dataset, the complexity increases but the system learns more
from the training data and gave better results. Therefore, for Task 1 chapter classification, Naïve
Bayes is the good classifier followed by SVM and all other classifiers.
5.2 ErrorAnalysis anddiscussion onTASK2: ICD-10-AM/ACHI
Code Assignment
Asdescribed in chapter 4, in patternmatching and rule-based approach, the resultswere evaluated
from two outcomeswhere,(Outcome 1 andOutcome 2). Themotive behind evaluating the results
for two different scenarios was that, the pattern matching and rule-based approach did not require
training and testing data for evaluating the performance of the system. Whereas, the machine
learning (ML) approach require 80% of the data for training the system and 20% for testing
purpose because the ML systems learn from the experience and use test data for predicting the
outcomes after learning from training data.
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5.2.1 Error analysis and discussion on Pattern Matching approach
During experimental analysis, it was observed that in pattern matching approach, Data190
and Data235 gave a very low performance which is far less than 50% of the results in both
the scenarios (Outcome 1 and Outcome 2). The reason behind the poor performance of this
approach is that the keywords extracted from the clinical records do not match completely with
the diagnostic and interventions terms as described in the ICD-10-AM and ACHI classification
system. The codes are assigned only when the same match (or pattern) is found with the coding
guide. For example, as shown in Figure 5.2, A09.9 is the ICD-10-AM code for Gastroenteritis
and colitis of unspecified origin. This code is also assigned for Diarrhoea and Loose stool.
DIAGNOSIS
Colon cancer/transverse colon......C18.4(principal diagnosis)
cholelithiasis......K80.10(additional diagnosis)
Thank you for your ongoing care of **** who presented to laparoscopic extended right
hemicolectomy and cholecystectomy, and admitted under the care of ****.
Positive FOBT, ulcer found on transverse colon
No nausea and vomiting, no PR bleeding
Mild LFT derangement noted ......R94.5(additional diagnosis)
diarrhoea......A09.9(additional diagnosis)
Ex-smoker......Z86.43(smoke related diagnosis)
Procedures performed:
Laparoscopic extended right hemicolectomy......32005-03[913](principal procedure)
Laparoscopic cholecystectomy......30445-00[965](additional procedure)
Diagnostic terms in clinical records ICD-10-AM and ACHI
Colon cancer/transverse colon Malignant neoplasm of transverse colon
cholelithiasis Calculus of gallbladder with other chole-cystitis, without mention of obstruction
Mild LFT derangement Abnormal results of liver function studies
diarrhoea Gastroenteritis and colitis of unspecifiedorigin
Ex-smoker Personal history of tobacco use disorder
PR bleeding Gastrointestinal haemorrhage, unspeci-fied
Laparoscopic extended right hemicolec-
tomy
Laparoscopic extended right hemicolec-
tomy with anastomosis
Laparoscopic cholecystectomy Laparoscopic cholecystectomy
Figure 5.2: A sample of clinical record with disease names and interventions along with their
ICD-10-AM and ACHI codes.
Many clinicians prefer to write diarrhoea, loose stool or gastroenteritis instead of writing
the actual name Gastroenteritis and colitis of unspecified origin as per ICD-10-AM Volume 1
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and Volume 2 (Australian Consortium for Classification Development, 2017). In Figure 5.2,
the table represents the difference of writing disease names and interventions in the clinical
records as well as ICD-10-AM and ACHI volumes. For example,Mild LFT derangement is the
additional diagnosis that is defined as Abnormal results of liver function studies in ICD-10-AM.
The pattern matching approach extracts the keywords from the clinical records using a regular
expression and matches them with the disease names mentioned in the ICD-10-AM and ACHI
volumes. If the exact match is found in the volumes then only a code is assigned. Therefore, in
Figure 5.2, the pattern matching approach finds only 1 exact match out of 7 terminologies and
assign the code 30445-00[965] to Laparoscopic cholecystectomy.
Statement X: No nausea and vomiting, no PR bleeding
Another reason behind the low performance of this approach is that the negated keywords
and findings are also assigned codes. For example, given a statement X from Figure 5.2, nausea
and vomiting and PR bleeding are the two keywords to which codes should not be assigned
because a negated term No is present before the keywords. The pattern matching approach do
not detect the negation such as ‘no’, ‘nil’, ‘not’ and assign the codes to all the extracted keywords.
Therefore, assigning code to the negated keywords leads to unnecessary coding and hinder the
overall performance of the system.
5.2.2 Error analysis and discussion on Rule-based approach
In rule-based approach, a group of experts define some set of rules and regulations for assigning
codes to the clinical records. With the help of clinical coder, we defined 409 rules that over-
come the limitations of pattern matching approach. Though, the problems of pattern matching
approach were resolved, the rule-based approach itself had some limitations.
First, defining rules for diseases and interventions is very tedious and time consuming task.
Therefore, only 409 rules for some diseases and interventions were defined. Due to time con-
straint, this study had not defined rules for some diagnostic conditions and interventions which
includes anaesthesia details, ventilation details and allied healthcare interventions. Figure 5.3
shows the anaesthesia information given to a patient while performing a procedure for La-
paroscopic repair of inguinal hernia, bilateral. The anaesthesia code requires a two-character
extension code to indicate ASA (American Society of Anaesthesiologists) score (ACCD, 2017,
p. 288). The anaesthesia and ventilation details were handwritten and given in the form of a
chart. Moreover, for defining rules for different types of anaesthesia, all possible ASA score
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combinations are considered which means more than 100 new rules are to be defined only for
anaesthesia.
Figure 5.3: A sample of anaesthesia chart taken from clinical record belonging to digestive
system.
Second, the mapping was not done with Unified Medical Language System Metathesaurus
(UMLS) to identify the concepts and relations of medical terms because it contained USmedical
concepts that map with ICD-9 codes. Instead of mapping with UMLS, a list of some synonyms
(or preferred names) were created that appeared within the dataset and were defined in the rules
as shown in Table 5.1. The reason for defining synonyms was that many clinicians prefer to
write medical terms with different names. For example, given statements Y and Z, contain two
medical terms PR bleeding and upper GI bleeding that are assigned same ICD-10-AM code
’K92.2’ but are mentioned with different names.
Statement Y: A 76 year old male presented with low HB, chest pain, back pain, Per-rectal
bleeding and haematemesis.
Statement Z: The patient admitted with anaemia, upper GI bleeding and mild pulmonary
oedema.
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Table 5.1: Defining rules for ICD-10-AM codes and adding preferred names within the rules.
ICD-10-AM Codes Defining rules for ICD-10-AM code
K92.2
Gastrointestinal haemorrhage, unspecified If document contains
Haemorrhage: Haemorrhage:
gastric NOS gastric NOS OR
intestinal NOS intestinal NOS OR
Per-rectal bleeding NOS Per-rectal bleeding NOS OR
upper GI bleeding OR
Excludes: AND document NOT contains
haemorrhage of anus and rectum (K62.5) haemorrhage of anus and rectum (K62.5)AND
haemorrhage with duodenitis (K29.81) haemorrhage with duodenitis (K29.81)AND
gastritis (K29.0, K29.21, K29.31, K29.41, gastritis (K29.0, K29.21, K29.31, K29.41
K29.51, K29.61, K29.71) K29.51, K29.61, K29.71)AND
gastroduodenitis(K29.91) gastroduodenitis(K29.91)AND
with peptic ulcer(K25-K28) with peptic ulcer(K25-K28)
assign code K92.2
5.2.3 Error analysis and discussion on Machine Learning (ML) approach
The process of defining rules in rule-based approach is a non-trivial task. Without any knowledge
of codes and medical terminologies, it is very difficult to assign the correct codes. To handle
and resolve the problems of rule-based systems, the machine learning systems acts as a boon.
The machine learning systems, learn from the training data and become proficient enough to
evaluate new data. The results ofML approaches weremuch better than the patternmatching and
rule-based approaches. In ML approach, classification was done using seven classifiers namely
Support Vector Machine(SVM), Naïve Bayes, Decision Tree, Random Forest, AdaBoost, Multi
Layer Perceptron (MLP) and k-Nearest Neighbour(kNN). The results of all the classifiers were
evaluated using 1-gram, 2-gram, 3-gram and 4-gram features.
As described in chapter 4, the Decision Tree gave good results among other classifiers
in Data190 using 4-gram feature set and achieved 0.87 overall F-score and 79.20% accuracy.
The results were more improved when Data235 was used, where AdaBoost performed better
than Decision Tree, Naïve Bayes and other classifiers. Figure 5.4 shows the performance of
seven classifiers for both the datasets Data190 and Data235 when 1-gram feature set is used.
Similarly, Figure 5.5 shows the results for 2-gram feature set, Figure 5.6 for 3-gram feature set
and Figure 5.7 when 4-gram feature set is used.
From Figure 5.4, Figure 5.5, Figure 5.6 and Figure 5.7, it is observed that the results are
improved in Data235 which means that if the dataset size is further increased by adding more
number of clinical records, the results can be improved. There are three main reasons behind the
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low performance of the classifiers such as kNN, MLP, Random Forest, Naïve Bayes and SVM.
1. Due to the limited number of clinical records, the machine learning system was unable to
learn properly. It was very difficult to train the system with 152 clinical records. This is
the reason, why 45 more clinical records were added to the existing 190 clinical records.
2. Out of 190 clinical records, 182 records had more than two diagnosis and interventions in
the clinical records. The number of diagnosis and interventions to whom ICD-10-AM and
ACHI codes were assigned in each clinical record ranges from 1 to 28. About 70% of the
clinical records contained more than 10 number of diagnosis and interventions to which
ICD-10-AM and ACHI codes were assigned in the clinical records. Moreover, there were
some diseases and interventions that appeared only once or twice in the whole dataset as
shown in Table 5.2 to which the machine learning system was unable to predict properly
and assign correct code. This is one of the main reasons behind the unnecessary coding
(or over-coding) in classifiers such as Decision Tree, kNN, Naïve Bayes and AdaBoost
which further increases the Hamming loss and hinders the performance of the system.
Table 5.2: List of few diseases that occur only once in the whole dataset
Diseases ICD-10-AM code
Specified bacterial disease Z22.3
Embolism and thrombosis I82.8
Acute pharyngitis J02.9
Pleural effusion J90
Hyperventilation R06.4
Enterovirus B97.1
Rentention of urine R33
Dilated cardiomyopathy I42.0
3. There were only a few clinical records that give 100% accuracy in ICD-10-AM and ACHI
codes. For example, Table 5.3 shows the percentage of the number of clinical records
with correct ICD-10-AM and ACHI codes in kNN using 2-gram feature set. Therefore,
the clinical records with low accuracy, hinder the overall performance of the classifier.
Table 5.3: Percentage of correct ICD-10-AM/ACHI codes for Data190 using kNN (2-gram)
Accuracy %age No. of clinical records
Number of clinical records with 100% accuracy 1
Number of clinical records with 50%-99% accuracy 14
Number of clinical records with less than 50% accuracy 23
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Figure 5.4: Machine Learning results for Data190 and Data235 using 1-gram feature set
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Figure 5.5: Machine Learning results for Data190 and Data235 using 2-gram feature set
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Figure 5.6: Machine Learning results for Data190 and Data235 using 3-gram feature set
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Figure 5.7: Machine Learning results for Data190 and Data235 using 4-gram feature set
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5.2.4 Error Analysis and discussion on Hybrid approach
In the hybrid approach, rule-based andmachine learning approach were combined. As described
earlier, there were some diseases and interventions that appeared only once or twice in the whole
dataset. After defining rules, some of the diseases and interventions were assigned codes which
were not assigned by machine learning system due to lower learning rate. To some extent we
can overcome the limitations of machine learning approach by using the hybrid approach.
For example, given a Statement X, shows that the two procedure namely laparoscopic
cholecystectomy and intraoperative cholangiogram has been performed on the patient.
Statement X: The patient presented to hospital for elective laparoscopic cholecystectomy with
intraoperative cholangiogram and was found to have a biliary filling defect.
Laparoscopic cholecystectomy 30445-00[965]
Intraoperative cholangiography 30439-00[957]
The intervention laparoscopic cholecystectomy appeared several times in the dataset so its
ACHI code was easily predicted and assigned by the machine learning system. On the other
hand, intraoperative cholangiogram appeared only once in the dataset and became difficult to
predict the correct ACHI code. Therefore, after defining rules, the intervention Intraoperative
cholangiogram was assigned with the correct code. In the hybrid approach, some of the codes
that were not correctly predicted by machine learning approaches were assigned by the rule-
based system. If the disease or intervention is not mentioned in the training data, codes cannot be
assigned to them. Therefore, there were few of the diseases and interventions that were neither
identified by rule-based nor by machine learning approach. For example, General Anaesthesia
with ASA 30, appeared only once in the whole dataset and rules were not defined for anaesthesia
details, therefore ACHI code [92514-30] forGeneral Anaesthesia with ASA 30was not predicted
by any approach.
Figure 5.8 shows the results of the hybrid approach using 2-gram and Figure 5.9 shows the
results using 4-gram. In hybrid approach, results using 2-gram and 4-gram feature set were
evaluated because they gave better performance than 1-gram and 3-gram in machine learning
approach. Apart from this, it was observed that therewas a great improvement in the performance
of all the classifiers in both the datasets using hybrid approach. On the other hand, there was an
increase in Hamming loss also due to over-prediction.
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Figure 5.8: Hybrid approach results for Data190 and Data235 using 2-gram feature set
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Figure 5.9: Hybrid approach results for Data190 and Data235 using 4-gram feature set
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5.3 Comparative Analysis of classifiers
The comparative analysis of seven different classifiers namely, SVM,NaïveBayes, DecisionTree,
Random Forest, AdaBoost, MLP and kNN is done based on the performance in the machine
learning and the hybrid approach. In the machine learning approach, the performance of some
classifiers such as Random Forest, MLP, kNN is not as good as the performance of AdaBoost
and Decision Tree for 190 clinical records. However, when the existing 190 clinical records
were increased by 45 more clinical records, there was an improvement in the performance of
classifiers especially SVM, MLP and kNN.
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Figure 5.10: (a) Results of Decision Tree for Data190, (b) Results of AdaBoost for Data190
Among all the seven classifiers, the Decision Tree and AdaBoost gave good performance
in both the datasets: Data190 and Data235. Therefore, Figure 5.10 shows the comparison
between Decision Tree and AdaBoost using all the four feature sets for Data190. In Decision
Tree, 1-gram (or unigram) gives the least performance in accordance with the other feature
sets as shown in Figure 5.10a. Moreover, it gives a higher number of misclassifications which
further increases the Hamming loss. The reason for the higher number of misclassifications
using 1-gram is that some of the diagnosis and intervention names were more than 2 words. For
example, disease name is Acute haemorrhagic gastritis (K29.0) and intervention is Endoscopic
retrograde cholangiopancreatography [ERCP] (30484-00[957]). This is the reason that the
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performance of 2-gram, 3-gram and 4-gram is better than 1-gram feature set. Therefore, in
Decision Tree, 4-gram feature set assigned correct ICD-10-AM and ACHI codes to the clinical
records and gave less number of misclassification in comparison to 2-gram and 3-gram features.
Similarly, in AdaBoost as shown in Figure 5.10b, 2-gram gives better results than 3-gram and
4-gram features by giving a Hamming loss less than 10%. Whereas, there is very less difference
in the results using 3-gram and 4-gram features.
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Figure 5.11: (a) Results of Decision Tree for Data235, (b) Results of AdaBoost for Data235
Similarly, Figure 5.11 shows the overall performance of Decision Tree and AdaBoost in
machine learning approach for 47 test records. In Decision Tree, 2-gram and 3-gram gives
similar results whereas, in 4-gram the results are slightly lower but more than 1-gram. Similarly,
the performance of AdaBoost using 2-gram, 3-gram and 4-gram are similar but more than 1-
gram features. In comparison to all other classifiers, AdaBoost gives good results in machine
learning approach by giving 91% F-score, 86.11% accuracy and 83% Jaccard Similarity score
using 2-gram feature set. Moreover, in hybrid approach also AdaBoost performed better than
the other classifiers by 88% F-score and 79.39% overall accuracy.
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5.4 Comparative analysis of Patternmatching approach, Rule-
based approach, ML approach and Hybrid approach
In this thesis, four different approaches were applied. The results in all these approaches were
evaluated by calculating precision, recall, f-score, accuracy, Hamming loss and Jaccard similarity
for Data190 and Data235. As described in chapter 4, the results of pattern matching approach
and rule-based approach were evaluated in two ways, as these two approaches did not require
training and testing data. Therefore, to analyse the performance of all the four approaches, the
evaluation was performed on the same set of files that was 38 clinical records in Data190 and
47 clinical records in Data235.
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Figure 5.12: The comparison of four approaches for Data190
Figure 5.12, shows the performance of all the four approaches on 38 clinical records in
Data190. It is observed that the pattern matching approach gives the least performance in
comparison to other approaches. The performance of machine learning and hybrid approach is
almost similar to some extent in case of F-score, accuracy and Jaccard similarity. However, the
Hamming loss is more in the hybrid approach in comparison to machine learning and pattern
matching approach. Due to wrong prediction or over-prediction of the codes, the Hamming loss
increases. In rule-based approach, the Hamming loss is more than pattern matching because all
rules were not defined especially for anaesthesia, ventilation and allied healthcare interventions.
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Figure 5.13: Comparison of four approaches for Data235
Similarly, Figure 5.13 gives comparison between pattern matching, rule-based, machine
learning and hybrid approach when 47 clinical records were used for testing in Data235. In
Data235, F-score, accuracy and Jaccard similarity is better in machine learning approach in
comparison to the hybrid and other two approaches. Moreover, the Hamming loss is also less
than 10% as in pattern matching approach. As we had not defined all the rules, therefore,
the hybrid approach and rule-based approach gives a higher number of misclassifications.
Moreover, the performance of machine learning system can be further improved if the dataset
size is increased.
5.5 Chapter Summary
This chapter gave a brief discussion and error analysis on report classification. It also gave a
detailed error analysis on pattern matching, rule-based approach, machine learning and hybrid
approach. The Machine learning approach and Hybrid approach gives good results in com-
parison to the pattern matching and rule-based approach. Moreover, in comparison to all the
seven classifiers, the performance of AdaBoost is also better than the Decision Tree and other
classifiers. Due to the limited number of clinical records, classifiers such as kNN,MLP, Random
Forest, SVM, Naïve Bayes are unable to give good results in ML approach.
There will come a time when you believe ev-
erything is finished. That will be beginning.
Louis L’Amour, American novelist and
short-story writer
6
Conclusions and Future Work
6.1 Conclusion
Clinical coding is done using ICD-10-AM (International Classification of Diseases, version
10, Australian Modification) and ACHI (Australian Classification of Health Interventions) in
acute and sub-acute hospitals in Australia for funding, insurance claim processing and research
purposes. The task of assigning a code to an episode of care is a manual process. This has posed
challenges due to increasing set of codes, the complexity of care episodes, and large training
and recruitment costs of clinical coders. The use of Natural Language Processing (NLP) and
Machine learning (ML) techniques for computer-assisted coding or auto-coding is considered as
a solution to overcome the problems of manual coding. In this thesis, ICD-10-AM/ACHI chapter
classification and comparative analysis using four different approaches: pattern matching, rule-
based, machine learning (ML) and the hybrid approach was done using two datasets: Data190
and Data235. The dataset contains diseases and interventions of the respiratory system and
digestive system.
The ICD-10-AM/ACHI chapter classification was done to find whether the clinical record
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belongs to diseases of the respiratory system or the digestive system. In ICD-10-AM/ACHI
chapter classification, SVM outperforms in comparison to all other classifiers achieving 0.95 F-
score, 0.9474 overall accuracy, 0.05263Hamming loss (HL) and 0.94736 Jaccard similarity (JS).
The results were improved in Data235 using Naïve Bayes classifier achieving 0.98 F-score, and
0.9787 overall accuracy with reduced hamming loss of 0.02127. As some of the diagnosis and
interventions were common in both the classes (class Respiratory and class Gastrointestinal),
classifiers such as Random Forest, kNN and AdaBoost were unable to perform equivalent to
SVM and Naïve Bayes.
In pattern matching approach, the text-string were matched character by character against
the ICD-10-AM and ACHI coding guide using the regular expression. Once the match was
found, the clinical code was assigned to it. But this approach, gave very low results due to
negated keywords and findings. In Data190, the overall F-score was 0.5277 with 0.4305 Jaccard
similarity and 40.27% accuracy. Similarly, in Dat235, 0.5201 was the overall F-score with
39.45% accuracy. To overcome the limitations of pattern matching approach, a set of rules were
defined to stop assigning codes to negated keywords. In rule based approach, 409 rules were
defined to avoid coding of the wrong pattern but defining rules is very cumbersome task and
needs to be updated whenever a new code for a disease or intervention is introduced. The results
were improved in both the datasets after defining rules. In Data190, the overall F-score for 38
clinical records was 0.7257 with 60.53% accuracy and 0.5803 Jaccard similarity. Similarly, in
Data235, the overall F-score for 47 clinical records was 0.7222with 60.11% accuracy and 0.5768
Jaccard similarity. However, there was an increase in Hamming loss in both the dataset because
rules were not defined for some diagnosis and interventions such as anaesthesia, ventilation
details and allied healthcare.
In Machine learning and Hybrid approach, classification using seven classifiers namely,
SVM, Naïve Bayes, Decision Tree, Random Forest, AdaBoost, MLP and kNN was done and
in each classifier, 1-gram, 2-gram, 3-gram and 4-gram feature sets were used. In Data190,
Decision Tree outperformed in comparison to all other classifiers using 4-gram feature set by
achieving 0.87 overall F-score and 79.20% accuracy. Similarly, in Data235, AdaBoost gave
more better results than Decision Tree and other classifiers by achieving 0.91 overall F-score
with 86.11% accuracy and 0.8294 Jaccard similarity. The reason behind the lower performance
of SVM, Nav¨e Bayes, Random Forest, kNN and MLP was that some of the diseases names and
interventions appeared only once or twice in the whole dataset due to which ML system was
unable to learn and predict the clinical codes properly.
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After combining rules with themachine learning system in hybrid approach, there was a great
improvement in the performance of all the classifiers especially Random Forest, kNN and MLP.
In the hybrid approach, the performance of Decision Tree and AdaBoost were almost similar
for both the datasets. In comparison to all the classifiers AdaBoost gave good performance with
less number of misclassifications in comparison to Decision Tree and others. The results can be
further improved, if the dataset size is increased.
Apart from this, a comparative analysis between all the seven classifiers as well as the
four approaches namely pattern matching, rule-based, machine learning and hybrid approach
was done. Among all the classifiers, AdaBoost performed better than Decision Tree and other
classifiers. Similarly, among all the four approaches, machine learning and hybrid approach had
good performance in comparison to pattern matching and rule-based approach.
6.2 Limitations of Work
The limitations of this work are:
1. Though, ML and hybrid approach gave quite good results, the results can be further be
improved if training data was increased.
2. Some of the diseases names and interventions appeared only once or twice in the whole
data which lowered the learning rate in turn affected the performance.
6.3 Future Work
The concept of auto-coding is at the inception level despite the much advancement in Artificial
Intelligence and Machine Learning. This is mainly due to continuous use of paper-based
health records systems and lack of electronic record systems, inconsistency in structure and
content associated with discharge summaries across various healthcare organisations and the
complex and evolving rules associated with the coding system itself. Therefore, the research into
establishing an auto-clinical coding continues. In future, the work can be extended by adding
more clinical records belonging to another chapters of ICD-10-AM and ACHI to the existing
data so that machine learning results can be further improved and deep learning approaches can
be applied. Deep learning approaches cannot be trained on small dataset as they are data hungry.
Moreover, a centralised repository of coded data along with discharge summaries can be created
that can serve as a backbone for a practically usable computer-assisted coding system.
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