In Boij-Söderberg theory, it is known that for any degree sequence d, there exists a finitely generated module that has a pure resolution of type d. On the other hand, in the case of ideal, there are two necessary conditions for the degree sequence, which d satisfies them if there is an ideal that has a pure resolution of type d. In this paper, by theory of generic initial ideals and Boij-Söderberg decompositions, we construct the degree sequence which satisfies these conditions but there is no such an ideal.
INTRODUCTION
In the study of Boij-Söderberg theory, the Betti diagram of the module that has a pure resolution plays an important role. In the present paper we focus on that of the ideal generated by the elements of degree 2.
Let S = K[x 1 , . . . , x n ] denote the polynomial ring in n variables over a field K with each deg x i = 1, and M be a finitely generated graded S-module. The graded minimal free resolution of M is of the form where p is the projective dimension of M, and β i, j (M) is the (i, j)-th graded Betti number of M. The Betti diagram of M is defined by (β (M)) j−i,i = β i, j (M). We note that 0 ≤ i, j and j −i ≥ 0. The Hilbert series H M (t) of M and Castelnuovo-Mumford regularity reg(M) of M can be computed from this resolution. Explicitly,
For such M, we say that M has a pure resolution of type d. Suppose M is Cohen-Macaulay S-module and has a pure resolution of type d. By Herzog-Kühl equations, we have
where t ∈ Q. We define a matrix π(d);
For the diagram β and each i, let d i be the minimum (resp. maximum) j such that β i, j is nonzero. This gives a sequence d() = (d 0 , d 1 , . . . , d p ) (resp. d()). We call it the lower (resp. upper) bound of β .
We define the partially order of the set of all of the strictly increasing sequences of integers of length p + 1 as d = (d 0 , . . ., d p ) ≤ d ′ = (d ′ 0 , . . . , d ′ p ) if and only if d i ≤ d ′ i for i = 0, . . . , p, and the poset [d, d ′ ] consisting of all of the strictly increasing sequences e with d ≤ e ≤ d ′ .
The following Theorems were conjectured by Boij and Söderberg in [3] , after proved by Eisenbud and Schreyer in [6] . Theorem 1.1. For any strictly increasing sequence of integers d = (d 0 , . . . , d p ), there exist a finitely generated graded Cohen-Macaulay S-module M, which has a pure resolution of type d. Theorem 1.2. Let M be a finitely generated graded Cohen-Macaulay S-module. Then there exist the unique chain d 1 < . . . < d n in [d(( M)), d(( M))] and the unique set of positive rational numbers c 1 , . . . , c n such that β (M) = c 1 π(d 1 ) + · · · + c n π(d n ).
Later Boij and Söderberg extend them to the non-Cohen-Macaulay case in [4] . Theorem 1.3. Let M be a finitely generated graded S-module. For any strictly increasing
Then there exist a chain d 1 < . . . < d n and positive rational numbers c 1 , . . . , c n such that β (M) = c 1 π(d 1 ) + · · · + c n π(d n ).
It is a natural question that whether the ideal version of Theorem 
As a consequence of Theorem 1.4, all of the (−1) i+1 ∏ j =i d j d j −d i become integers if there exists a homogeneous ideal I such that S/I is Cohen-Macaulay and has a pure resolution of type (0, d 1 , . . ., d p ). Moreover there exists the bound of the regularity of homogeneous ideals. In general, independently of char(K),
where d(I) is the maximum degree of a polynomial in a minimum set of generators of I.
Under the above constraints, we are interested in classifying degree sequences that there are homogeneous ideals which have a pure resolution of type d. The following is main theorem of this paper. Theorem 1.6. Let K be a field and suppose char(K) = 0. There does not exist a homogeneous ideal I ⊂ K[x 1 , . . ., x n ] which S/I has a pure resolution of type d = (0, 2, 6, 8).
PROOF OF THEOREM 1.6
In this section, we explain the decomposition of Betti diagram introduced in Theorem 1.2 and Theorem 1.3, and the theory of generic initial ideals. We prove Theorem 1.6 by using them.
By Theorem 1.2 and Theorem 1.3, there exists the unique decomposition of Betti diagram for any M. We call it the Boij-Söderberg decomposition of β (M). It is known that there exists a simple algorithm to get this decomposition. We explain in detail this algorithm. The following explanation is quoted from [7] .
Let M be a finitely generated Cohen-Macaulay S-module. There is a pure Betti diagram π(d(β (M))) and let c((β )) > 0 be the maximal number such that β ′ = β −c()π(d(β (M))) is nonnegative. The algorithm is as follows.
(1) Let β = (M) and i = 1.
(2) Compute d i := d(β ) and c i := c(β ). Then d i will be a strictly increasing sequence.
Let β := β − c i π(d i (β )). It is known that there exists the similar algorithm for non-Cohen-Macaulay module. In the remainder of this paper, we denote the coefficients of π(d) by c d . For M, there is a maximal chain which contains the above unique chain. Note that this maximal chain is not necessarily unique. The following is the corollary of Theorem 1.2. 
We can reduce Theorem 1.6 to the case S/I is Cohen-Macaulay by the algorithm. Proof.
Let I ⊂ S be a homogeneous ideal such that S/I has a pure resolution of type (0, 2, 6, 8). The Boij-Söderberg decomposition of β (S/I) is of the form β (S/I) = c (0,2,6,8) · π(0, 2, 6, 8) + c (0,2,6) · π(0, 2, 6) + c (0,2) · π(0, 2) + c (0) · π(0). Next, we introduce generic initial ideals. The following explanation is based on [8] .
Let R = K[x 1 , . . ., x n ] denote the polynomial ring in n variables over a field K with each deg(x i ) = 1, and Mon(R) be the set of monomials of R. A monomial order on R is a totally order < on Mon(R) such that
Example 2.3. Let a, b be a vectors belongs to N n . We define the totally order < rev by set-
and the rightmost nonzero component of the vector b − a is positive. This is called the reverse lexicographical order.
Fix a monomial order < on R. Let f = ∑ l i=1 a i u i be a nonzero polynomial of R. The initial monomial of f is the biggest monomial with respect to < among the {u i }. We write in < ( f ) for the initial monomial of f . Let I be a nonzero ideal of R. The initial ideal of I is ideal which generated by {in < ( f ) : 0 = f ∈ I}. In general, in < ( f ) has a following properties. 
Theorem 2.5. Let I be a homogeneous ideal of S and < be a monomial order on S. Then there exists a nonempty set U ∈ GL n (K) such that in < (αI) = in < (α ′ I) for all α, α ′ ∈ U . The ideal in < (αI) is called the generic initial ideal of I with respect to the monomial order <. It is denoted gin < (I). In particular, if < is a reverse lexicographical order, we say gin < (I) the generic initial ideal of I and denote by gin(I).
gin(I) has the following properties. It follows that the lower bound of β (S/I) is exactly one of (0, 2, 3, 4), (0, 2, 3, 5), (0, 2, 3, 6), (0, 2, 3, 7).
From here, we compute the maximal chain corresponding to β (S/I) for each case, and deduce contradiction.
• Case 1 : The lower bound is (0, 2, 3, 4).
Since for any (0, 2, 3, 4) < d ≤ (0, 6, 7, 8), (π(d)) 1,3 = 0, we have c (0,2,3,4) · π(0, 2, 3, 4) 1,3 = c (0,2,3,4) · 3 = β 3,4 (S/ gin(I)) ∈ N. Since 0 < c (0,2,3,4) ≤ 1, we have c (0,2,3,4) ≥ 1/3.
Meanwhile, because c (0,2,3,4) · 8 / ∈ N, d is (0, 2, 3, n) and c (d) = 0. Hence β 1,2 (S/ gin(I)) > c (0,2,3,4) ·π(0, 2, 3, 4) 1,1 = c (0,2,3,4) ·6 ≥ 2 = β 1,2 (S/ gin(I)). It is a contradiction. 
The next of (0, 2, 3, 5) is (0, 2, 4, 5) or (0, 2, 3, 6). If it is (0, 2, 3, 6), by the same argument of Case 1, β 3,5 (S/ gin(I)) = c (0,2,3,5) · 1. Thus c (0,2,3,5) = 0 or 1. It is a contradiction.
Thus it is (0, 2, 4, 5). Similarly, β 2,3 (S/ gin(I)) = c (0,2,3,5) ·5, and c (0,2,3,5) = 1/5 or 2/5.
If c (0,2,3,5) = 2/5, β 2,3 (S/ gin(I)) = 5 · 2/5 = 2. By the below diagram, since β 1,3 (S/ gin(I)) = β 2,3 (S/ gin(I)) = 2, 2 ≥ c (0,3,4,5) · 10, and c (0,3,4,5) · 6 + 2/5 = β 3,6 (S/ gin(I)) ∈ N, it follows that c (0,3,4,5) = 1/10. Thus β 2,4 (S/ gin(I)) = c (0,3,4,5) · 15 = 3/2 / ∈ N. It is a contradiction. Hence c (0,2,3,5) must be 1/5. 
The next of (0, 2, 4, 5) is (0, 2, 4, 6) or (0, 3, 4, 5).
If it is (0, 3, 4, 5), then β 1,2 (S/ gin(I)) = β 1,2 (S/I) = 2 = c (0,2,3,5) · 5 + c (0,2,4,5) · 10/3. We get c (0,2,4,5) = 3/10. The next of (0, 3, 4, 5) is only (0, 3, 4, 6). Thus β 1,3 (S/ gin(I)) = β 2,3 (S/ gin(I)) = c (0,2,3,5) · 5 = 1. By Theorem 2.7, β 3,5 (S/ gin(I)) = c (0,2,3,5) · 1 + c (0,2,4,5) · 8/3 + c (0,3,4,5) · 6 ≤ 1. Hence c (0,3,4,5) = 0.
If it is (0, 2, 4, 6), β 3,5 (S/ gin(I)) = c (0,2,3,5) · 1 + c (0,2,4,5) · 8/3 ∈ N. We have c (0,2,4,5) ≤ 3/10 by considering β 1,2 (S/ gin(I)). Thus c (0,2,4,5) = 3/10. The next of (0, 2, 4, 6) is (0, 3, 4, 6) or (0, 2, 4, 7) or (0, 2, 5, 6). β 1,2 (S/ gin(I)) = 2 = c (0,2,3,5) · 5 + c (0,2,4,5) · 10/3. c (0,2,4,6) = 0.
If it is (0, 2, 5, 6), β 2,4 (S/ gin(I)) = c (0,2,4,5) · 5 = 3/2 / ∈ N. It is a contradiction. If it is (0, 2, 4, 7), then β 3,6 (S/ gin(I)) = 0. It is a contradiction. Thus the next of (0, 2, 4, 6) is (0, 3, 4, 6). Since c (0,2,4,5) = 3/10 and the next is (0, 2, 4, 6) or (0, 3, 4, 5) and the coefficient is zero, the next of the next is (0, 3, 4, 6).
The next of (0, 3, 4, 6) is (0, 3, 4, 7) or (0, 3, 5, 6). If it is (0, 3, 4, 7) , then β 3,6 (S/ gin(I)) = c (0,3,4,6) · 2. Thus c (0,3,4,6) = 1/2. But c (0,3,4,6) · 8 = 4 ≥ β 1,3 (S/ gin(I)) = β 2,3 (S/ gin(I)) = 1. It is a contradiction.
Thus it is (0, 3, 5, 6). By Theorem 2.7, one have β 2,4 (S/ gin(I)) = c (0,2,4,5) · 5 + c (0,3,4,6) · 9 ≤ 2 and β 2,4 (S/ gin(I)) ∈ N. Thus c (0,3,4,6) = 1/18.
The next of (0, 3, 5, 6) is (0, 3, 5, 7) or (0, 4, 5, 6). c (0,3,4,6) · 8 + c (0,3,5,6) · 5 ≤ β 1,3 (S/ gin(I)) = 1. Thus c (0,3,5,6) ≤ 1/9.
If it is (0, 3, 5, 7), then β 3,6 (S/ gin(I)) = c (0,3,4,6) · 2 + c (0,3,5,6) · 5 ≤ 1/9 + 5/9 = 2/3. It is a contradiction.
Thus it is (0, 4, 5, 6). 
The next of (0, 4, 5, 7) is (0, 4, 5, 8) or (0, 4, 6, 7). If it is (0, 4, 5, 8), then β 3,7 (S/ gin(I)) = 2 = c (0,4,5,7) ·10/3. c (0,4,5,7) = 3/5. But 3/5 +c (0,2,3,5) +c (0,2,4,5) +c (0,3,4,6) +c (0,3,5,6) +c (0,4,5,6) ≥ 1. It is a contradiction.
Hence it must be (0, 4, 6, 7), and consequently β 2,5 (S/ gin(I)) = β 1,5 (S/ gin(I))+ β 3,5 (S/ gin(I)) ≥ 2+1 = 3. On the other hand, β 1,4 (S/ gin(I)) = 2, and β 3,6 (S/ gin(I)) = 1. Thus β 2,5 (S/ gin(I)) ≤ 3 by Theorem 2.7. Therefore β 2,5 (S/ gin(I)) = 3 = c (0,3,5,6) · 9 + c (0,4,5,6) · 24 + c (0,4,5,7) · 14. Hence c (0,4,5,7) = 3/35. β 1,2 (S/ gin(I)) = 2 ≥ c (0,2,3,6) · 9/2, Therefore c (0,2,3,6) ≤ 4/9. The next of (0, 2, 3, 6) is (0, 2, 4, 6) or (0, 2, 3, 7).
If it is (0, 2, 3, 7), then β 3,6 (S/ gin(I)) = c (0,2,3,6) · 1/2 < 2/9. It is a contradiction.
This gives that it is (0, 2, 4, 6). As β 2,3 (S/ gin(I)) = c (0,2,3,6) · 4, One have c Since β 1,2 (S/ gin(I)) = 2 ≥ c (0,2,3,6) ·9/2+c (0, 2, 4, 6) ·3, It follows that c (0,2,4,6) ≤ 7/24. The next of (0, 2, 4, 6) is (0, 2, 4, 7) or (0, 2, 5, 6) or (0, 3, 4, 6).
If it is (0, 2, 5, 6), then β 2,4 (S/ gin(I)) = c (0,2,4,6) · 3 ∈ N. Therefore c (0,2,4,6) = 1/3 > 7/24. It is a contradiction.
If it is (0, 2, 4, 7), this clearly forces β 3,6 (S/ gin(I)) = c (0,2,3,6) · 1/2 + c (0,2,4,6) · 1 ≤ 1/8 + 7/24 = 5/12 < 1. It is a contradiction.
Thus it must be (0, 3, 4, 6) , and in consequence, β 1,2 (S/ gin(I)) = 2 = c (0,2,3,6) · 9/2 + c (0,2,4,6) · 3. Hence c (0,2,4,6) = 7/24.
Now the above diagram follows β 2,3 (S/ gin(I)) = β 1,3 (S/ gin(I)) = c (0,2,3,6) · 4 = 1, β 3,5 (S/ gin(I)) = 0 and c (0,2,4,6) = 0. By Theorem 2.7, which gives β 2,4 (S/ gin(I)) = 1. Since β 2,4 (S/ gin(I)) = c (0,2,4,6) · 3 + c (0,3,4,6) · 9 = 1, we have c (0,3,4,6) ≤ 1/72. The next of (0, 3, 4, 6) is (0, 3, 5, 6) or (0, 3, 4, 7). If it is (0, 3, 4, 7), then c (0,2,3,6) · 1/2 + c (0,2,4,6) · 1 + c (0,3,4,6) · 2 ≤ 1/8 + 7/24 + 1/36 = 4/9 < 1. It is a contradiction.
Thus it is (0, 3, 5, 6) and c (0,3,4,6) = 1/72.
Since β 3,4 (S/ gin(I)) = 0, we have β 1,4 (gin(I)) = β 1,4 (gin(I)) = 1. In addition, c (0,2,3,6) = 0. Therefore β 3,6 (S/ gin(I)) = 1.
Because c (0,2,3,6) ·1/2+c (0,2,4,6) ·1+c (0,3,4,6) ·2+c (0,3,5,6) ·5 ≤ 1 = β 3,6 (S/ gin(I)), one have c (0,3,5,6) ≤ 1/9.
The next of (0, 3, 5, 6) is (0, 3, 5, 7) or (0, 4, 5, 6).
If it is (0, 4, 5, 6), then c (0,3,4,6) ·8+c (0,3,5,6) ·5 = β 1,3 (S/ gin(I)) = β 2,3 (gin(I)) = 1, so c (0,3,5,6) = 8/45 ≥ 1/9. It is a contradiction.
We thus get (0, 3, 5, 7), and c (0,3,5,6) = 1/9. If it is (0, 3, 6, 7), which implies β 2,5 (S/ gin(I)) = c (0,3,5,6) · 9 +c (0,3,5,7) · 21/4 ≤ 7/5 < 2. It is a contradiction.
It follows that the next of (0, 3, 5, 7) is (0, 4, 5, 7) and c (0,3 • Case 4 : (0, 2, 3, 7)
We have that β 2,7 (S/ gin(I)) = β 3,7 (S/ gin(I)) = 2 and β 3,6 (S/ gin(I)) = 0. Thus β 2,6 (S/ gin(I))−β 1,6 (S/ gin(I)) = β 2,6 (S/I) = 2. Therefore β 2,6 (S/ gin(I)) = 3. But β 3,7 (S/ gin(I)) = 2. It is a contradiction by Theorem 2.7.
✷
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