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Today, the telecom operators’ networks are populated with a large variety of proprietary 
hardware appliances. In the near future, by using standard IT virtualization technology, 
many of the network equipment types will be replaced by standard servers, switches and 
storage. Network Functions Virtualization (NFV) is rapidly emerging in telecom networks. 
 
Virtualization will bring many changes in the software development. Testing as part of 
software development will also be influenced by these changes. This thesis analyzes these 
impacts on testing, concentrating on the system test area in particular.  
 
The case company of this project is a leading ICT company that is also offering virtualized 
products for telecom markets. Many of its products have already been virtualized or this 
virtualization work is currently going on. This study was conducted at the Media Plane De-
velopment organization of the case company. 
 
BGF (Border Gateway Function) is a product of the case company’s Media Plane devel-
opment organization, which is a logical node in the MRS (Media Resource System). The 
virtualization of BGF is done, as part of MRS. Virtualization of BGF means that instead of 
offering solutions, as a combination of proprietary software with a proprietary hardware 
platform only, also a combination of proprietary software with the industry standard hard-
ware and software components need to be offered. These combinations have impacts on 
system testing. 
 
Thus, this study addressed the impacts brought up by virtualization in the system test area 
for the case organization. The analysis was twofold. First, the study analyzed the current 
context of the system test, which means analyzing the current system test strategy, test 
environment and the ways of working. The second step was to analyze how the network 
functions virtualization requirements impact on the current context. Based on these anal-
yses the study suggests adaptations for the current system test strategy, test environment 
and ways of working. Finally it also presents an action plan for deploying the changes, and 
recommended improvements in system test strategy.  
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Abbreviations and Acronyms 
 
3GPP 3rd Generation Partnership Project (The 3rd Generation Part-
nership Project (3GPP) unites [Six] telecommunications stand-
ard development organizations (ARIB, ATIS, CCSA, ETSI, TTA, 
TTC), known as “Organizational Partners” and provides their 
members with a stable environment to produce the Reports and 
Specifications that define 3GPP technologies.) 
AS Application Server 
AAA Authentication, Authorization, and Accounting 
ACM Association for Computing Machinery 
ANSI American National Standards Institute 
API Application Programming Interface (a set of routines, protocols, 
and tools for building software applications) 
API Application Programming Interface 
ATDD Acceptance Test Driven Development 
ATM Asynchronous Transfer Mode 
BDD Behavior Driven Development 
BGF Border Gateway Function 
BGFv Virtualized Border Gateway Function 
BSS Business Support System 
BUCI Ericsson Business Unit Cloud and IP 
CEE Ericsson Cloud Execution Environment 
CI Continuous Integration 
COTS Commercial of the Shelf 
CPU Central Processing Unit 
CWTS Chinese Wireless Telecommunication Standard 
DevOps 
 
Development and Operations. A software development method 
that emphasizes communication, collaboration information shar-
ing, between software developers and operations professionals. 
DSL Digital Subscriber Line 
DSP Digital Signal Processor 
EBS Ericsson Blade System 
ECS Ericsson Cloud System 
EM Element Manager 
    
 
 
 
  
EMS Element Management System 
ETSI European Technical Standards Institute 
FaaS Failure-as-a-Service 
GCP Gateway Control Protocol 
HD Video High Density Video 
HD Voice High Density Voice 
HSPA High Speed Packet data Access (HSPA) (3GPP HSPA (n.d.) 
IaaS Infrastructure-as-a-Service 
ICT Information and communications technology 
IEEE Institute of Electrical and Electronics Engineers 
IM-MGW IP Multimedia Gateway 
IMS IMS (IP Multimedia Subsystem) is a core network solution built 
on 3GPP standards, enabling real-time consumer and enter-
prise communication services over any access technology 
(HSPA, LTE, Wi-Fi, Fixed). Using one core network platform, 
operators can offer converged mobile and fixed services over 
any devices. Examples of services are HD voice, voice over 
LTE (VoLTE), video communication, HD video conferencing, 
Wi-Fi calling, IP based messaging, WebRTC, and other new 
innovative multimedia communication services. 
(Ericsson (n.d.a)) 
IP Internet Protocol 
ISG Industry Specification Group 
ISP In Service Performance 
KVM Kernel Based Virtual Machine 
L4 The Transport Layer, Open System Inter Connection (OSI), 
Layer 4 (ISO/IEC 7498-1 (1994:28))   
L7 The Application Layer, Open System Inter Connection (OSI), 
Layer 7( ISO/IEC 7498-1 (1994:28))   
LTE LTE (Long Term Evolution) or the E-UTRAN (Evolved Universal 
Terrestrial Access Network), introduced in 3GPP R8, is the ac-
cess part of the Evolved Packet System (EPS). The main re-
quirements for the new access network are high spectral effi-
ciency, high peak data rates, short round trip time as well as 
flexibility in frequency and bandwidth (3GPP LTE (n.d.)). 
MANO Management and Orchestration 
M&O Management and Orchestration 
    
 
 
 
  
MGC Media Gateway Controller 
MMTel AS Multi Media Telephony Application Server 
MRF Media Resource Function 
MRFP Multimedia Resource Function Processor is a media plane node 
in MRS used to mix, source or process media streams for voice 
and video conferencing, multimedia message playing and me-
dia conversion services. 
MRS Media Resource System, which provides the converged media 
plane functionality in IMS networks. 
MSC-S Mobile Switching Center Server, MSC Server 
MSC Mobile Switching Center 
MSS Mobile Soft Switch 
MTAS Multimedia Telephony Application Server 
N-PoP Network Point of Presence 
NFV Network Functions Virtualization 
NFV-MANO  NFV Management and Orchestration 
NFVO NFV Orchestration 
NIC Network Interface Controller 
O&M Operations and Maintenance 
OS Operating System 
OSS Operations Support System 
OVF Open Virtualization Format 
PL Payload 
PNF Physical Network Function 
PRA Preliminary Availability. The product is ready for release with 
limited availability. 
PSTN Public Switched Telephone Network  
QoE Quality of Experience 
QoS Quality of Service 
RX Reception 
SBG Session Border Gateway 
SC System Controller 
SDN Software Defined Network 
    
 
 
 
  
 
SGC Session Gateway Controller 
SGCv Virtualized  Session Gateway Controller 
SGW Signaling Gateway  
SIP Session Initiation Protocol 
SLA Service Level Agreement 
SUT System Under Test 
TTC Telecom Technology Committee, TTC is an incorporated asso-
ciation that contributes to standardization activities in the field of 
information and communication technology (ICT) by developing 
and disseminating standards for information and communica-
tions networks.(TTC(n.d.)) 
TTCN-3 Testing and Test Control Notation version 3 
TX Transmission 
VIM Virtualized Infrastructure Manager 
VM Virtual Machine 
VNF Virtual Network Function 
VNFM Virtual Network Function Management 
VoLTE Voice over LTE   
WebRTC Web Real Time Communication 
Wi-Fi Commercial term for WLAN (wireless local area network), an 
abbreviation for Wireless Fidelity 
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1 Introduction 
Network Functions Virtualization (NFV) is a trend in today’s telecom business. It 
has impacted and will impact on the development of the telecom systems in 
many ways. This study focuses on exploring the impact of virtualization on sys-
tem testing in the context of one department of the case company.   
1.1 Case Company Background  
 
The case company of this project is Ericsson. It is a leading ICT company that 
offers products for telecom markets. Many of the Ericsson products have already 
been virtualized or the virtualization is going on. For Ericsson products virtualiza-
tion means that it should offer, in addition to solutions based only on Ericsson 
proprietary software with the proprietary hardware platform, also a combination of 
proprietary software with the industry standard hardware and software compo-
nents.  
 
One example of product virtualization is the IMS network. The architecture of the 
cloud platforms based IMS network is illustrated in the figure below (Figure 1):   
 
 
 Architecture of an IMS network. Reprinted from Lundström J. 2013: 6.  Figure 1.
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Figure 1 above shows the network architecture that is build optimizing latency 
and ensuring bandwidth efficiency.  
 
Ericsson IMS (IP Multimedia Subsystem) is core network solutions build on 3GPP 
standards. It is meant for real-time communication services over mobile and fixed 
access technologies such as HSPA, LTE, Wi-Fi, and DSL. Examples of these 
communication services are HD (High Definition) voice, voice over LTE (VoLTE), 
video communication, HD video conferencing, IP based messaging, Wi-Fi calling 
and WebRTC. (Ericsson n.d.a) 
 
The converged media plane functionality in IMS networks are provided by Media 
Resource System (MRS). Media Resource System contains the media plane 
functions for IMS networks listed in the table below (Table 1):  
 
Table 1. Media plane functions in MRS, Data gathered from Ericsson (n.d.b).  
 Media Plane Function 
1 The Border Gateway Function (BGF) provides the security and policy control for 
the media plane between IMS core network and access network 
2 The Multimedia Resource Function Processor (MRFP) provides media services in 
IMS networks such as announcements, audio and video conferencing and media 
processing 
3 The IP Multimedia Gateway (IM-MGW) is a connectivity layer function for  
IMS - PSTN network interconnection 
 
Table 1 above lists the Media Plane functions in MRS for IMS networks. MRS 
can be deployed as combined node or with any combination of these logical 
nodes (Ericsson n.d.b).  
 
Border Gateway Function (BGF) is a logical node in the Media Resource System. 
BGF is a product of the case company’s Media Plane development organization. 
This study, therefore discusses how the BGF node is virtualized, as part of MRS, 
for the cloud platforms based IMS.  
 
 
   3    
 
 
 
  
1.2 Network Functions Virtualization 
 
Network Functions Virtualization is actively gaining ground in telecom industry. It 
will leverage modern technologies such as those developed for cloud computing, 
like for example, hardware virtualization by means of hypervisors, as well as, the 
usage of virtual Ethernet switches for connecting traffic between virtual machines 
and physical interfaces. The hardware used for this are industry standard high 
volume servers (e.g. using x86 architecture) and components, such as network 
Interface controllers (NIC).  The software components are, for example, Intel Da-
ta Plane Development Kit, open API’s for management and data plane control, 
such as OpenStack or OpenFlow.  
 
Network Functions Virtualization aims for a clear separation between functional 
logic defined in software and the underlying infrastructure, offering an opportunity 
to redesign the way network functions are implemented. Instead of being imple-
mented in vertically integrated boxes (often called “physical appliances,”) network 
functions will be provided as virtual appliances, in other words, software is exe-
cuted in a virtualized infrastructure environment. This is shown in the figure below 
(Figure 2): 
 
 
 Decoupling applications from infrastructure. Reprinted from Ericsson 2014: 2. Figure 2.
 
   4    
 
 
 
  
Figure 2 above illustrates how Network Functions Virtualization (NFV) decouples 
applications, for example, Virtual Network functions (VNF), from the infrastruc-
ture. (Ericsson 2014: 2) 
 
1.3 System Testing and Test Strategy 
 
A term System Testing is defined in the following way: “In system testing the be-
havior of whole system/product is tested as defined by the scope of the develop-
ment project or product. System testing should investigate both functional and 
non-functional requirements of the testing.” (ISTQB n.d.) A functional requirement 
is a requirement that specifies new functionality, whereas a non-functional re-
quirement is a requirement that specifies criteria that can be used to judge the 
operation of a system, rather than specific behaviors (ISO/IEC/IEEE 29119 n.d. 
a:29). 
 
In the context of this study, a term Test Strategy, wherever used in the text, 
means the organizational test strategy as described in ISO/IEEE 29119 Software 
Testing standard (ISO/IEC/IEEE 29119 n.d. b:2,5,8,9,11,12). The organizational 
test strategy defines, for example, how the test scope, is divided between differ-
ent activities in the organization, who is responsible of doing what. It may contain 
information about, guidelines or directives for working, for example, what docu-
ments are required to produce, when to make defect reports, or test reports. It 
may include also a strategy for test tools, defining the main tools that should be 
used in testing.   
 
The organizational test strategy is often divided in two parts, one concerning the 
near future (typically around e.g. 1-3 years ahead) and the other part concerning 
the future with a longer perspective (typically for e.g. 5 years ahead). Since the 
organizational test strategy also serves for communication goals and ways of 
working, it means, it needs to be well documented and available, especially in the 
multi-site organization. Therefore it is important to make sure that everyone in the 
organization knows where to find it, what it contains.     
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1.4 An Oncoming Change 
 
In the case company, like in many other telecom vendors, the virtualization 
means a huge change for the whole product development, including testing. The 
biggest impacts on testing will be in the test strategy, test environment in the tar-
geted hardware, test tools and the ways of working. Therefore starting the virtual-
ization will require starting with defining a new strategy and approach for testing. 
Today the Media Plane organization has been developing Border Gateway Func-
tion (BGF) product already for years, and its specified test strategy has been 
working well. Therefore, the current test strategy can be used as a starting point 
for the new strategy. However, to be able to set up a new strategy and approach 
for testing, all the impacts on testing from virtualization should be analyzed in 
advance. In practice this analysis and anticipation should cover the test environ-
ment, test tools, the ways of working and human aspects, such as, new skills and 
competencies of testers. 
1.5 Research Question, Scope and Structure of the Study 
 
The objective of this study was to develop such a system testing strategy that 
address the change related to the forthcoming virtualization of BGF product in 
product development. To put precisely, this study answered the following re-
search question: 
 
How to adapt the current system testing for the virtualized border gateway function (BGFv)? 
 
This included addressing the following sub-questions: 
1. To clarify what are the requirements for the virtualization  
2. To clarify how the virtualized border gateway function (BGFv) operates. 
3. To clarify how system testing need to be changed for this new virtualized 
environment  
4. To adapt the present system test strategy for the new virtualized border 
gateway function (BGF) 
5. To evaluate the proposed changes in strategy validated by the key ex-
perts/ stakeholders in Media Plane Development. 
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This study includes analysis of the Network Functions Virtualization requirements 
and material related to it, and how they impact system testing in the case compa-
ny’s Media Plane Development organization. Based on this analysis, proposed 
changes in system test strategy, triggered by the impacts are presented. The 
thesis was concluded by the evaluation of the proposed changes in the system 
test strategy, which is done by the expertise of the experts.  
 
This report is written in ten sections. Section 2 describes the methods and the 
material used for this study. Section 3 describes the most important factors in the 
current context of the system test that help the reader to understand the needs of 
the change. Such important factors are, for example, ways of working, overall test 
strategy of the product, the importance of the feedback loops and the test envi-
ronments. Section 4 describes the network functions virtualization, the require-
ments it has, and the network functions virtualization environment in general. 
Based on Sections 3 and 4, Section 5 and 6 present the impacts of the Network 
Functions Virtualization on the case company’s system testing, and also propose 
changes in system test strategy for adapting these impacts. Section 7 presents a 
detailed action plan for the changes proposed in the previous sections. Section 8 
evaluates the proposal validating it by the key experts/stakeholders in Media 
Plane Development organization. Based on the evaluation it also presents the 
upgraded plan for deployment. Section 9 introduces opportunities for improve-
ments, and finally Section 10 concludes the study by summarizing and evaluating 
it.  
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2 Method and Material  
This section discusses the research approach, research design and methods 
used in this study. It gives an overview about the data and data collection meth-
ods and analysis used.     
2.1 Research Approach 
 
To achieve the research goals and to contribute to solving the research problem, 
this study was conducted using an exploratory case study approach. This ap-
proach was selected as the most suitable for addressing the research question 
and the objective discussed in the Introduction.  
 
According to Baxter P. and Jack S. (2008) the quantitative case study methodol-
ogy should be considered when the focus of the study is to answer ‘how’ and 
‘why’ questions and the study is aiming to cover contextual conditions. In this 
study the analysis of the current system test formed the case that needed to be 
studied. Then Baxter P. and Jack S. (2008) also instruct that after deciding to use 
a case study approach the case of analysis need to be determined. That is, to 
decide what is the unit of analysis, in a bounded context. In this study it was the 
system test in Media Plane Development organization. After determining what the 
case is, it needs to be considered what will not be included in the case. In order 
to avoid the problem having too many objectives in the study Baxter P. and Jack 
S. (2008) suggested that placing boundaries on the case that can prevent the 
study from losing its focus. This would mean binding a case to time and place, 
time and activity, and by definition the case and its context. In this study, the case 
thus meant analyzing the current system test in Media Plane Development organ-
ization, with the focus on the current (time) system test (activity and context) in 
Media Plane Development organization (place and context). 
 
According to Baxter P. and Jack S. (2008), once the qualitative case study is se-
lected as an approach for the research, the case and its boundaries have been 
determined, the type of the case study need to be considered. The case study 
may be categorized as explanatory, exploratory, or descriptive. In this study, to 
analyze the current system test in the Media Plane Development organization 
was exploratory in its type.    
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2.2 Research Design and Process  
 
The research designed of this study includes the following steps. First, the litera-
ture review was conducted for identifying theoretical knowledge about the net-
work functions virtualization. Second, the study analyzed the current situation in 
the case company’s Media Plane Development organization, which made the 
case of this study. Third, the solution was suggested based on the above two. 
Finally, the solution was validated with the key stakeholders and case company 
experts for gathering feedback and further improvement suggestions. The re-
search process is presented in the figure below (Figure 3):  
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 Research process of this study. Figure 3.
 
Figure 3 above shows the research process with all the stages. These stages are 
detailed in the flowing sections. 
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Literature Review 
The study started with a literature review on virtualization and its impacts. Litera-
ture review was done by identifying, evaluating and interpreting the existing 
knowledge relevant to this study. It was based on the analysis of publically avail-
able scientific articles (including publicly available Ericsson articles), books and 
other resources relevant to this study area. 
 
To the search for the existing knowledge and best practice, the relevant literature 
database sources were used, such as ACM digital library, IEEE Xplore® Digital 
Library and ETSI Technologies & Clusters, but not limiting the search within the 
above mentioned databases only. Various sources, articles, journals, white pa-
pers were found. Most of the sources were found by using key words including, 
for example, ‘network functions virtualization’, ‘NFV’, ‘telecom cloud’.       
 
Additionally, general information about the virtualization of telecom systems was 
found from ETSI (European Technical Standards Institute). There is a network 
operator-led Industry Specification Group (ISG) with open membership working 
through the technical challenges for Network Functions Virtualization. ETSI NFV 
SG has published several documents related to Network Functions Virtualization 
(ETSI 2014-10-22 :3, 4). These ETSI documents give a comprehensive view on 
what kind of expectations and requirements do network operators have.  
 
In addition to publically available material also the case company’s internal infor-
mation about the implementation of the virtualized Border Gateway Function 
(BGFv) and the virtualized Media Resource System MRS needed to be analyzed 
to see how the implementations impact the system testing.  
 
It should be noted that it was challenging to find information outside the company 
related to working methods or strategies related to test and virtualization. With 
this area being fairly topical at the moment, that kind of information is seen as 
business sensitive and thus not public. Therefore, the information for the analysis 
from other case company organizations was considered highly valuable and 
could not be abundant when it came to impacts on testing.  
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The Current State Analysis 
Second, the study analyzed the current situation in the case company’s Media 
Plane Development organization, which made the case of this study. The analy-
sis concentrated on how the virtualization impacts the system test and it was 
based both on the literature findings and the observations, interviews, and case 
company document scrutiny as the case study.   
 
The current state analysis was based on the data listed in the table below (Table 
2.) collected and analyzed in the case company: 
Table 2. Details of data collection. 
 Type of data Content Input  
1 Internal docu-
ments  
- Verification Strategy for  
  M-MGw  
- Continuous Integration  
  wiki pages 
 
 
22 pages 
 
Wiki  
Internal  
2 Internal Wikis Release Area wikis ~10 pages Internal 
3 Discussions About ways of working 
Product Owner Johan K., 
Section Manager Tomas N., 
Senior Developer Timo K., 
 
~1 hour 
(per each) 
Field notes  
4 System Verifi-
cation Way of 
working  
Discussion about the setup for 
feature integration and non-
functional system tests. 
1 hour  Minutes of the 
meeting 
4 Business Unit 
Cloud and IP 
Test Strategy 
Team 
Workshops Discussing, plan-
ning, agreeing common test 
strategy for the whole business 
unit. (same participants as in 
the team below) 
Two work-
shops 1-2 
days per 
each. 
Minutes of the 
meeting 
5 Business Unit 
Cloud and IP 
Test Strategy 
Team  
Team meetings and other team 
communication (phone calls, e-
mailing) 
 
Team members from several 
development organizations, 
from several product areas, 
from different countries. 
Every 
Monday 
1,5 hours. 
Started 
September 
2014. 
Minutes of the 
meeting 
7 Participant 
observation 
By the researcher, in the organ-
ization  
Continuous Field notes, 
project reports 
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As seen from the table above, the current state analysis focused on the current 
situation in the Media Plane Development organization. It was analyzed based on 
the documentation, interviews and workshops. This included meetings, discus-
sions and e-mailing with people from other Ericsson organizations that were in 
the same situation, or who had already got further in virtualization. 
 
Impact Analysis 
Third, based on the input collected in the literature review and from the current 
state analysis, the impacts on system testing in Media Plane Development were 
analyzed. This happened by analyzing how feasible the current system testing 
was for new virtualization requirements. In practice this meant analyzing needs 
for changes in system test strategy, such as, changes in the test scope, changes 
test environment or ways of working.   
 
Proposal Building and Evaluation     
Fourth, based on the impact analysis, the study proposed changes in system test 
strategy, an action plan for implementation of the new system test strategy, and 
recommended improvements. Fifth, as a method of evaluation of the proposed 
model, together with the result of the impact analysis, the study validated the 
proposal in the validation sessions with key stakeholders and experts in the case 
organization. At the same time, also the results of the impact analysis were eval-
uated. The evaluation was based on the interviews and workshops (validation 
sessions) as listed in the table below (Table 3.): 
 
Table 3. Details of validation data collection. 
 Type of validation data Content Input  
1 Meetings, workshops Product Owner  
Johan K.  
and  
Section Manager 
Tomas N. 
 
Walkthrough of the 
proposed changes. 
Every Friday 1 
hour. January – 
April 2015. 
Memos 
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2 Evaluation of the proposed 
changes 
Experienced Devel-
oper Marko S. 
 
Evaluation of the 
area. 
RA Media 
Quality 
e-mails 
Senior Developer 
Joona V. 
 
Evaluation of the 
area. 
RA Vulnerabil-
ity 
e-mails 
Master Developer 
Rabbe T.  
 
Evaluation of the 
area. 
RA Character-
istics & ISP 
e-mails 
Product Owner Mik-
ko P. 
 
Evaluation of the 
area. 
RA O&M, 
RA Upgrade 
and Expansions 
e-mails 
Product Owner Johan 
K. 
 
Evaluation of the 
area. 
RA Robustness, 
RA Stability 
RA Signaling 
RA Single 
Traffic & Fea-
tures 
e-mails 
Test Environment 
Manager Antti A. 
 
Evaluation of the 
area. 
Test Environ-
ment 
e-mails 
3 Overall evaluation of the 
study 
Section Manager 
Juha K. 
and  
Section Manager 
Tomas N. 
 
Overall Evaluation  
General view e-mails 
Head Product Owner 
Tatu K.  
and  
Strategic Product 
Manager Johan L.   
 
Overall Evaluation 
Product view e-mails 
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3 The Current Context for System Test of the Native BGF  
This section describes the current context of the system test for the native Border 
Gateway Function (BGF) product on a level that gives a general overview and 
helps to understand the needs for changes when the product is virtualized. Also 
two ‘internal factors’ in the current development in the Media Plane Development 
organization are presented. First, fitting system testing in Agile context by using a 
release area concept. Second, using the one-track development, that is an ena-
bler for continuous deliveries.  
3.1 The Current Product Level Test Strategy  
 
Presently, the Media Plane Development is using a test strategy that covers all 
software testing activities in product development. This means that, also system 
test strategy is part of it. There are two types of system tests, functional and non-
functional system tests. The first is covered by end-to-en feature integration tests, 
and the latter is covered by the release area concept. Release Area Concept is 
presented later in Section 3.1.3 Release Area Concept. And Feature integration 
tests are presented in Section 3.1.4 Feature Integration. Originally the strategy 
was created 2009 when the organization moved from incremental software de-
velopment to using the Agile software development methodology. The strategy 
has evolved during the years based on the feedback from its usage and it has 
been continuously improved.  
 
As said, the current test strategy covers all testing in the software development in 
Media Plane Development organization. That is, all test levels starting from the 
unit level up to network level. This kind of overall test strategy is crucial in a 
communication point of view. It describes the test scope on each test activity/test 
level, thus everyone knows what is tested and verified and where, on which activ-
ity. Overall strategy helps to plan testing so that nothing is omitted, but also in a 
way that there is no unnecessary and costly overlapping in testing.  
3.1.1 The Current Test Scope Division 
 
The existing test strategy corresponds to the agile methods. The Media Plane 
Development adaptation of the Agile Testing Quadrants is shown in the figure 
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below (Figure 4). It is based on the Agile Testing Quadrants presented by Lisa 
Crispin and Janet Gregory (Gregory J. and Crispin L. 2009: 98).  
 
 
   Agile Testing quadrants adaptation in Media Plane development.  Figure 4.
 
Figure 4 above illustrates a model of Agile Testing Quadrants used in Media 
Plane Development. This model defines on a high-level all the tests that are 
needed. The model helps to communicate the test needs to everybody. The tests 
in Media Plane Development organization are divided in the ways illustrated in 
the table below (Table 4.): 
 
Table 4. Division of test scope in Media Plane Development. 
 Test Quadrants  
1 The aim is that Cross functional teams would cover all the quadrants, but 
in practice they mainly cover Q1 and Q2 including functional tests and 
short load test in production environment 
2 Continuous integration machinery covers mainly functional tests Q2 and 
small amount of system tests in production-like environment Q4 
3 The independent test teams cover the non-functional tests in production-
like environment Q3 & Q4.   
 
The division of the testing quadrants between the teams is shown in Table 4 
above. After these tests in the Media Plane Development there is currently IMS 
network Integration and Verification activity that performs, as the name says, 
   16    
 
 
 
  
network level tests for the whole IMS release. As part of the IMS network also 
BGF releases are delivered to these tests. The team setup and activities are dis-
cussed in more details in the following sections. 
3.1.2 The Current Feedback Loops in Development 
 
Fast feedback loops is one of the basic idea in the strategy. That is, the time 
measured from implementing a new program code to getting a feedback about 
the quality should be, as short as possible. The feedback tells if the newly imple-
mented code worked, as it should, and if it caused any problems in the previous 
legacy functionality. To be able to get fast feedback means in many cases that 
testing is reasonable to perform in the target, production-like, test environment. 
To get fast feedback, tests need to be implemented and executed on the integra-
tion level, which provides shorter preparation and execution time. Not forgetting 
that test code implementation requires time and resources, and creates always 
also maintenance costs. In general test automation is one way to shorten the 
feedback loop, especially when it comes to legacy part of the system.  
 
When working in Agile context the development is typically done in a small in-
crements, e.g. in two week’s sprints as it is currently done in the case organiza-
tion. That is, why it is very important that the developers get the feedback of their 
work as fast as possible to be able to make corrections also as fast as possible. 
There is a concept for fast feedback in the Media Plane development organiza-
tion. It is called 4F-concept. It stands for “Fail-Fast-Fix-Fast”.  The figure below 
(Figure 5) shows the approximate feedback times of the current testing on differ-
ent integration levels in Media Plane Development. 
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  Feedback times in Media Plane Development. Figure 5.
 
Figure 5 above shows the feedback times, from seconds to week. To give further 
details the table below (Table 5.) shows different levels and feedback times in the 
current development: 
 
Table 5. The levels and the feedback times. 
Floor  Feedback Times per Activity 
1 Work is done on various local software versions. Developers test their own code. 
The feedback of the quality is possible in very short time, even in seconds. 
2 Cross Functional Teams may have their own team versions, but they 
 are supposed to commit to main-track continuously after ‘team tests and static 
analyses’. In team tests the feedback times is in minutes. Tests, which are done 
on teams own build before committing on the main-track must provide feedback 
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in minutes. These tests may include e.g. static code analysis or quick ‘smoke 
test’ covering the legacy. 
3 Automated tests are run (‘washing machines’) four times a day on the main-
track for all committed code. These tests are run as part of the continuous inte-
gration machinery. The latest run of the day will be a new daily common soft-
ware package. On this level the feedback comes in hours. 
4 When there is a new common software package is available, automated  
system level tests are then run on it (once per day). Also cross-functional teams 
perform testing of new functionality on common software package. Once per 
week one of the software packages is selected to be a new weekly potential de-
livery package. Delivery Manager does the selection together with Product own-
ers based on the input from the teams. Feedback times are still in hours. 
5 Independent test teams may start testing already on daily common software 
package. They continue system level testing on the weekly potential delivery 
package. Feedback time on this level is from day to week. 
 
Table 5 above explains the levels in the pyramid figure (Figure 5.) starting from 
the first floor of the pyramid. These feedback times are also used when selecting 
the test environment (i.e. when selecting the integration level) for tests. When 
selecting the environment, it needs to be considered what is sufficient environ-
ment for covering the test scope, and also capable to provide the fastest feed-
back, containing also the time used for preparations and implementing possible 
test program code.  
3.1.3 Release Area Concept 
 
Before Media Plane Development organization moved to agile, the system test 
was a separate test phase. It was a very late activity with a long lead-time. When 
moving to agile, it was clear that this kind of phase did not fit in the picture any-
more. On the other hand, the fact is that a big number of faults, found in the pro-
duction at the customer’s sites, are in the system legacy such as in stability or 
robustness, not in the new features. The reason behind this is that the new fea-
tures are very well in focus when they are developed, whereas the system legacy 
as an area is so wide that it could not be covered fully.  
 
Although the system test phase was not feasible anymore, the system legacy 
needed to be secured somehow. The former system test phase needed to re-
place by something else, which was more feasible for agile ways of working. The 
solution was that Media Plane Development moved from the system test phase 
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to continuous assurance of the system quality. Setting up Release Areas did this. 
Release areas cover the system legacy. That is, they cover non-functional re-
quirements, which specify criteria that can be used to judge the operation of a 
system, rather than specific behaviors. The operations related to these require-
ments can be categorized representing groups such as characteristics, robust-
ness, upgrade, security, quality of service, and stability of the system. This group-
ing is a base for the release areas. As said, the implementation in Media Plane 
Development for non-functional tests was a release area concept containing the 
release areas listed in the table below (Table 6.).  
Table 6. Release Areas in Media Plane Development. 
Release Areas in Media Plane  
Development 
Scope of the area 
1 Upgrade and Expansions  Secures that MRS node is upgradeable and ex-
pansion able between all SW tracks. 
2 Operation & Maintenance Secures that the quality of non-functional re-
quirements related to operation & maintenance 
is acceptable for all product packages. 
3 Signaling  Secures that different signaling configuration 
work including the different signaling standards 
TTC, ANSI, CWTS and ETSI. 
4 Single Traffic & Features Securing that single call cases used by the cus-
tomer is working. 
5 Media Quality  Secures media plane quality of the MRS node in 
all SW tracks. 
6 Stability Secures the MRS node operates stabile accord-
ing to requirements in all SW tracks. 
7 Robustness  Secures that the quality of non-functional re-
quirements related to robustness is acceptable 
for all product packages. 
8. Characteristics & In Service 
Performance 
Secures that all characteristics and ISP require-
ments are met in all SW tracks. 
9. Vulnerability Secures that there are any vulnerability prob-
lems in the product. 
 
The independent test teams perform the tests in the release areas listed in the 
Table 6. Testing is performed on potentially deliverable software (weekly) pack-
ages (sometimes also on the daily common software package) providing continu-
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ous feedback of the system quality. The Feedback is provided from all the re-
lease areas by using the radiators, as shown in the figure below (Figure 6): 
 
 
 Radiator for all the release areas in Media Plane Development. Figure 6.
 
Figure 6 above illustrates an example how does the radiator look like for a soft-
ware package, here Node Delivery Package 6.6.0.0. V01. Each of the release 
areas may be either red or green. The color depends if the quality is sufficient for 
a release, or not. The independent test team, that is responsible of the corre-
sponding release area, will set the color based on the results of their tests. This 
radiator view is made visible to all employees working in Media Plane Develop-
ment by showing it in the TV screens on the corridors and rooms where the 
teams are sitting.  
3.1.4 Feature Integration Tests   
 
Where the Release Area concept covers non-functional requirements of the sys-
tem, the Feature Integration covers integration of new features in the system. In 
other words, it covers the functional requirements. Feature integration is done in 
Network Environment equipped with the controlling nodes Session Border Gate-
way (SBG) and Mobile Switching Server (MSC). Part of it is end-to-end network 
integration testing, which means that it is performed with real end-to-end clients. 
Feature integration tests contribute also to release areas Stability and Robust-
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ness. This happens by performing short network level load test and some robust-
ness type of tests, like for example, restarts while integrating new features on the 
network level. 
3.2  The Current Ways of Working 
 
Presently, the Media Plane Development is using Agile methodology as its main 
method of working. It has been used since year 2009. There are so-called cross-
functional development teams working in three countries (Finland, Hungary and 
United States). In addition to that, there are also independent test teams support-
ing cross-functional teams in system test area, both in functional and non-
functional system tests.   
 
The current way of working is built around the following principles: a) one-track 
development, b) test automation, c) continuous integration, c) testing in cross-
functional and independent test teams, d) a proper test analysis and planning. 
They are described in more detail below. 
3.2.1 One-Track Development 
 
Using One-Track method in the development means that all the development is 
done on the main-track. Cross-functional teams commit their newly made code in 
the main-track (i.e. main-branch) several times per day. After that all the testing is 
performed in the main-track. The principles of the one-track development are 
illustrated in the figure (Figure 7) below: 
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 One-Track Implementation in Media Plane Development. Figure 7.
 
Figure 7 above shows, that the One-Track means exactly one track only, from the 
development point of view. For releases a parallel release-track is created, but 
that is only for testing purposes. The release-track is a snapshot of the main-track 
on certain time.  
 
The dots in Figure 6 are defined in the following ways. First, the red dots in the 
main-track mean that the quality is not acceptable on all of the release areas (see 
Section 3.1.3). That is, the product quality is not sufficient for a release. Second, 
the blue dots are “snapshots” of the main-track software. It means that the final 
compile has been made and no changes in SW are possible anymore in the re-
lease-track. This parallel release-track is only for testing. The date/week when 
the release-track is made is dynamic. It’s more effective to fix the code in the 
main-track and take a new snapshot than fixing the defect in both the main and 
the release-track (Otherwise in practice it would mean “two tracks” open also for 
development all the time. Now the extra track is limited on test activities only.) 
Finally, the black dots mark the stage when the release is made. In practice it 
means that the developed SW is put on the SW gateway and is accessible to all 
the customers 
 
One-track development is an enabler for the continuous deliveries and it is a way 
to save in maintenance costs. So far, the benefits from One-Track development 
for Media Plane Development have been: 1) the possibility to release SW pack-
age once per week if needed, 2) the correction mapping (of defects) between 
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releases is minimized, and 3) the number of supported upgrade paths is much 
smaller than it used to be.  
3.2.2 High Demands on Test Automation 
 
In Agile ways of working the new features are developed in frequent time periods, 
in sprints. A sprint in the Media Plane Development is two weeks. Within these 
sprints development teams commit their new software once per day, even more 
often. The teams should get fast feedback after every commit about the quality of 
the software. That is, information about the quality of both their new code, and 
the quality of the legacy functionality. Quality of the legacy means that the func-
tionality that has worked in the earlier deliveries, should still work properly. This 
requires frequent and fast regression test execution. Frequent regression testing 
requires test automation.  
 
High automation rate of tests is a key in an Agile development. In Media Plane 
Development tests are automated whenever it is feasible, and what is more im-
portant, whenever there is a business case for automation. The most fertile area 
for test automation is in regression testing, where the same tests are repeated 
frequently. Business case thinking includes the maintenance costs of the auto-
mated cases.  
3.2.3 Continuous Integration  
 
Continuous integration (CI) in Media Plane Development provides a fast, auto-
mated, feedback about the quality of the developed software. One of the main 
rules in the Agile development is: “Do not break the legacy”. That is why the Con-
tinuous integration in Media Plane Development focuses on the legacy part of the 
product. The continuous integration cycle is repeated several times per day; 
therefore it needs to be automated.  
 
In Media Plane Development the continuous integration machinery is fully auto-
mated. The principal flow of it is illustrated in the figure below (Figure 8): 
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 Principal flow of CI in Media Plane Development. Figure 8.
 
Figure 8 above shows the principal Continuous Integration (CI) flow that is built 
around the steps listed in the table below (Table 7.).  Radiator displays are used 
to visualize build and test results.  
Table 7. Basic Steps in the Continuous Integration. 
Steps    Action 
1 Checking-in, committing new source file content into version control system 
2 Compiling new source code into target binaries 
3 Building an installable upgrade package from new version of target binaries 
4 Upgrading the test node with the newly created package 
5 Executing test campaign on new software, to verify its legacy and newly add-
ed functionality working 
 
Table 7 shows the steps in the automated Continuous Integration (CI) cycle in 
Media Plane development. The first step is a "human interaction" and the upcom-
ing steps are automatically initiated after each other. The first step is the most 
important step in the process. If this has not taken, there is nothing to build, inte-
grate or test, nothing continuous. Thus, frequent commitments must be part of 
the working culture. In other words, developers should commit a newly imple-
mented code frequently. 
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To explain the flow in more detail, CI Automation is continuously polling for com-
mits. Commit triggers target build, which is followed by creation of an upgrade 
package. The upgrade package is then installed in to the production-like test en-
vironment where automated tests are run. This is repeated four times per day on 
the main-track for all committed code. The tests in CI cover functional tests; short 
stability and also some selected non-functional system test cases. The functional 
test cases used in the automated test runs, are made by the cross functional 
teams. They have stored the tests (i.e. test suites) in the source control reposito-
ry. A selection of all functional test cases is marked with specific tags, and test 
automation in continuous integration machinery executes these cases directly 
from the repository.    
  
The latest run of the day will make a new common software package. Teams will 
perform functional tests on this package. The automated system level tests are 
run once per day on this daily common software package. Once a week, one of 
the daily packages is selected to be a weekly package (that is also a potential 
delivery package). Independent test teams perform their tests on this weekly 
package, but they are also often asked/allowed to take daily package e.g. in a 
case of platform changes. This is to get fast feedback about the changes.      
3.2.4 Testing in Teams  
 
Agile methodology suggests that all the testing should be performed by the de-
velopment teams, cross-functional teams. In an ideal case this would work, but in 
large-scale software development project this is not always the case. In large-
scale software development, there might be time constraints, competence and 
cost efficiency issues that prevents of doing this. This is also the case in the Me-
dia Plane development, where in practice; the scope of the testing in is divided 
between 1) cross-functional teams and 2) independent test teams. 
 
First, in cross-functional teams, testing covers tests that gives fast feedback to 
teams themselves. This contains lower level tests, such as unit and component 
tests in development environment, and also system level functional testing includ-
ing possible some load tests. System level functional tests are executed in the 
target, production-like, test environment. Second, the independent test teams 
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perform non-functional and functional testing (including integration aspects) in the 
network test environment. The functional testing focuses on the integration of the 
new features, whereas, the non-functional tests contain, for example, robustness 
tests, stability tests and characteristics tests. These non-functional tests were 
covered by Release Area concept (as described in Section 3.1.3). 
 
The reason for having such independent test teams is that, otherwise these tests 
would belong to test scope of all or at least many cross-functional teams. In prac-
tice this would mean that each and every team should have network test envi-
ronment with system testing specific tools, such as, load generators. This would 
then mean that all teams should have also in many cases specific competence to 
perform these tests. All this is very expensive and even impossible when it comes 
to the competence. Everyone cannot be a specialist in everything. This is why the 
current test environments, test tools and competencies are concentrated in inde-
pendent test teams specialized on their own areas. 
3.2.5 Test Analysis and Planning  
 
Test analysis and planning are in a centric role in large-scale development. When 
there are many teams working for the same product, it is important that the test-
ing is planned well to avoid overlapping testing and also that anything will not be 
omitted. Basis for planning is test analysis. It will make impacts on testing visible 
on time, such an impact is, for example, a need for a new testing tool, because of 
the new feature or other requirement. This kind of impacts need to be recognized 
as early as possible, since it may take several months to get the needed tool into 
the use. The current test analysis and test planning work is implemented in the 
Media Plane Development as described on high level in the following.  
 
Presently test analysis is done mainly in two activities. First, high level test analy-
sis is done in the Early Phase Program, where the test analysis results in high-
level information about the impacts on testing caused by the development of the 
new feature. This includes impacts on test tools and test environment. It covers 
also the cost estimation, hardware forecast, effort and lead time estimates. This 
analysis may be triggered by various sources, but usually the Product Manage-
ment does it. The analysis outcome is then included in the one-pager of the fea-
ture, which is produced by the Early Phase Program. The product owner function, 
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cross-functional teams and independent test teams are responsible to make test 
analysis in the Early Phase Program.  
 
The second step taken in test analysis is the Feature Concept Study where fea-
tures are analyzed in more detail including, for example, possible change re-
quests, external impacts, platform impacts, and also tool, environment and HW 
impacts. The results of the analysis may be recorded as new user stories for 
tests (requirements for testing). The new user stories are then stored in the prod-
uct backlog. User stories may also include HW orders, work orders for test tools 
or environment and network plan tasks. This part of the test analysis contains the 
overall test analysis of the features and cost in terms of story points. Additionally 
timing of the features is part of the analysis. This includes, for example, feature 
dependencies, test and platform dependencies, not forgetting the tools and HW 
lead times in case of new orders, or changes. All the results of the analysis are 
collected into the Feature Concept Study documentation. The product owner 
function is responsible to make test analysis in Feature Concept Study, but the 
participants from cross-functional teams and independent test teams support this 
analysis. 
 
Summing up, the Test Plan is based on the overall test analysis included in the 
feature concept study document. The Overall Test Plan contains estimations of 
the overall resource needs for testing for a feature development and a release 
project. More detailed test planning is made in the cross-functional teams as part 
of sprint planning and also as part of release project planning.  
3.3 The Current System Test Environment 
 
This section discusses the current system test environment. The section starts by 
presenting the system test network, and continues with describing the test tools. 
3.3.1 Test Network  
 
The current test network is an MSS/IMS network with real network components, 
such as, a real Mobile Switching Center (MSC) and a real Mobile Telephony Ap-
plication Server (MTAS). Presently, there are several similar test environments in 
use containing different hardware configurations of the Mobile Resource System 
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(MRS), the logical configuration of the current Border Gateway Function (BGF). 
The figure below (Figure 9.) illustrates the current system test network for BGF. 
 
 
 The current BGF system test network environment. Figure 9.
 
In the BGF system test network environment seen in Figure 9 above, all the sur-
rounding nodes of the systems under test (i.e. BGF nodes marked with SUT1 and 
SUT2 in the figure) are native nodes.  
3.3.2 Test Tools 
 
Currently, the main tools in the system test are the traffic load generators. They 
are used to generate both control plane and user plane traffic to the network. 
Most of the non-functional system test cases are executed with background traf-
fic, loading the system under test nodes about 80% of their full capacity. The 
same traffic generators are used also to perform stability, load and over load 
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tests, and characteristics tests. In addition to traffic load generators, the real VoIP 
end-to-end clients are used for example in the Feature Integration tests. 
 
In the Media Plane Development, test automation has been implemented by test 
automation framework based on the Testing and Test Control Notation version 3 
(TTCN-3). This framework is a common test framework in the Media Plane De-
velopment, used for testing in cross-functional teams, testing by continuous inte-
gration machinery and for non-functional system tests in independent test teams. 
All the test generators are controlled with this framework. 
3.4 Summary  
 
As demonstrate in the analysis above, today system testing for BGF is performed 
mainly on node level covering also partly the network level testing. The cross-
functional agile teams and independent test teams perform these tests. The 
cross-functional teams perform majority of the node level feature integration, 
whereas the independent test teams perform the network level feature integra-
tion. Tests that are covered by the release area concept, forms the majority of the 
non-functional tests. The independent test teams perform these tests. The role of 
the cross-functional teams in the area of non-functional tests is not that big.  
 
One-track is an enable for frequent deliveries, but on the other hand, it is the 
Continuous Integration (CI) that makes it possible to work using one-tack method. 
CI allows securing the legacy functionality providing fast feedback of the quality. 
It is fully automated, and that is the only way to keep the pace considering to the 
frequent commits, the frequent new software packages. 
 
The test environment is a complex network environment including the real IMS 
networks nodes, where the traffic generators generate the traffic. Majority of all 
tests is automated by using the common test framework. For the change to the 
virtualization it means that a) the test strategy, b) the ways of working, and c) the 
test environment will need to be changes.  
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4 Network Functions Virtualization: Concept and Requirements  
This section discusses the findings from the existing knowledge related to net-
work functions virtualization and its impact on system testing, as these topics are 
now discussed in literate and publications. The section starts with an overview of 
the Network Functions Virtualization (NFV) as a concept, and then continues by 
presenting the Network Functions Virtualization environment, its failure models 
and its complexity. After that the section will present the requirements that will 
impact system testing. These are 1) the general ETSI NFV (ISG) virtualization 
requirements, 2) other industrial requirements.  
4.1 Concept and Overview of Network Functions Virtualization 
  
Network Functions Virtualization (NFV) is a trend in today’s telecom business. 
The following text from a non-proprietary white paper authored by network opera-
tors clarifies the motivation for the network virtualization concept:  
 
Network Operators’ networks are populated with a large and increas-
ing variety of proprietary hardware appliances. To launch a new net-
work service often requires yet another variety and finding the space 
and power to accommodate these boxes is becoming increasingly dif-
ficult; compounded by the increasing costs of energy, capital invest-
ment challenges and the rarity of skills necessary to design, integrate 
and operate increasingly complex hardware-based appliances. More-
over, hardware-based appliances rapidly reach end of life, requiring 
much of the procure- design-integrate-deploy cycle to be repeated 
with little or no revenue benefit. Worse, hardware lifecycles are be-
coming shorter as technology and services innovation accelerates, 
inhibiting the roll out of new revenue earning network services and 
constraining innovation in an increasingly network-centric connected 
world. (ETSI 2014-10-22:3) 
 
This definition illustrates the multiple problems the network operators have today 
related to hardware-based appliances. These appliances have become increas-
ingly difficult; the life span of the appliances has become shorter. All this has led 
to need for change, and this change is Network Functions Virtualization. The 
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Network Functions Virtualization aims to address these problems by using stand-
ard IT virtualization technology to get different types of network equipment onto 
industry standard high volume servers, switches and storage. The equipment 
could then be located in Datacenters, Network Nodes or in the end user premis-
es. This method is expected to be applicable to any data plane packet processing 
and control plane function in fixed and mobile network infrastructures. (ETSI 
2014-10-22:3) 
 
On a high-level Network Functions Virtualization can be seen as implementation 
of network functions as software only entities running over the Network Functions 
Infrastructure (NFVI). There are three working domains in NFV. They are listed in 
the table below (Table 8).  
 
Table 8. The working domains in NFV. Data gathered from ETSI 2014-12 a:10. 
 Domain in NFV 
1 Virtualized Network Function (VNF), as the SW implementation of a network 
function, which is capable of running over the NFVI. 
2 NFV infrastructure (NFVI), It includes three domains, a hypervisor domain, a 
compute domain and a network domain, including diversity of physical resources 
and their virtualization. 
3 NFV management and orchestration (NFVO) a) covering the orchestration and 
lifecycle management of resources, physical and/or software, b) supporting virtu-
alization of the infrastructure, and the lifecycle management of VNFs, and c) fo-
cusing on all virtualization-specific management tasks that are needed in the NFV 
framework. 
 
 
Table 8 above lists the three domains that form the Network Functions Virtualiza-
tion framework, which is illustrated in the figure below (Figure 10):  
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 High-level NFV framework. Reprinted from ETSI 2014-12 a:10. Figure 10.
 
Figure 10 above illustrates the Network Functions Virtualization framework, which 
enables dynamic construction and management of VNF instances. The frame-
work enables also the relationship between VNF’s as for, for example, data, con-
trol, management and dependencies. (ETSI 2014-12 a:10) 
Benefits of Network Functions Virtualization  
Virtualizing Network Functions could potentially offer many benefits including: a) 
reduced equipment costs which can be achieved through consolidating equip-
ment and utilizing the economies of scale; b) reduced power consumption which 
is also achieved by consolidation and scaling, c) faster Time to Market interval by 
minimizing the typical network operator cycle of innovation. (ETSI 2014-10-22:3)  
 
Investments into the new functionalities are expected to be much lower for SW-
based development than they have used to be for hardware-based functionali-
ties. This is because the Network Functions Virtualization should enable network 
operators to reduce the needs to buy new hardware, and additionally also pro-
vide the following additional benefits, listed in the table below (Table 9): 
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Table 9. Additional benefits when using NFV.  Data gathered from ETSI 2014-10-22:3. 
 Benefit 
1 Availability of network appliance multi-version allows use of a single platform for 
different applications. This allows network operators to share resources across 
services and across different customer bases. 
2 Targeted service introduction based on geography or number of customers is pos-
sible. It means that the services can be scaled up/down rapidly as required.  
3 Enables a wide variety of eco-systems encouraging openness. It opens the virtual 
appliance markets to new pure software companies, small players and academia. 
This will encourage bringing new innovative services and new revenue streams 
quickly at much lower risk. 
 
Table 9 lists the additional benefits that are expected from Network Functions 
Virtualization. The first listed benefit means multi-vendor environment and many 
different configurations, the second leads to the scalability requirements, and the 
last one will bring new vendors, also not traditional telecom vendors, on the ap-
plication markets. This may lead new types of situations in operation and mainte-
nance later on.        
4.2 Network Functions Virtualization Environment 
 
This section discusses the Network Functions Virtualization environment, its fail-
ure model, its complexity and testing related aspects. 
4.2.1 VNF Failure Models 
 
Presently, there are four failure models that are introduced by moving network 
functions into a virtualized environment. These four models are dependent of the 
option selected for the Virtual Network Functions (VNF) deployment. Based on 
the option selected the impact of failure will vary and the restoration method has 
to be different. These four different deployment options are presented in the fig-
ure below (Figure 11). (ETSI 2015-01a: 36). 
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  Deployment Options of VNF. Modified from ETSI 2015-01a:36. Figure 11.
 
The first option (Option 1.) in Figure11 above is the classical “box-model” where 
the function is run on the hardware. This is comparable to the native products.  
The second option (Option 2.) is the simplest approach to virtualization. The ex-
isting software providing a service is installed into a virtual machine (VM) image 
and executed on the virtual resources provided by the hypervisor. The additional 
software in the system adds new failure models to the system, which are, for ex-
ample, failures on hypervisor level that did not exists in the box-model (i.e. in the 
native product). The third option (Option 3.) is based on the aim of high hardware 
utilization, the physical resources are sliced into a set of virtual resources provid-
ing multitude of services. That is, several VNFs can be hosted on the same phys-
ical host. This will introduce another set of failure models to the system, which 
are, for example, negative performance impacts, if resource isolation does not 
work. The fourth option (Option 4.) is that the VNF is spanned across the physical 
and virtual host boundaries. That is a case when a VNF is composed from multi-
ple VNF components each having own virtual machine on the same or on a dif-
ferent physical host on the cloud. This will bring new failure models to the system, 
for example, simultaneous failures of multiple VNF components due to a failure of 
the underlying hardware or VNF failures due to communication failures between 
its components. (ETSI 2015-01a:36) 
 
Based on these deployment options, there might be even three different failure 
models more compared to the native product. All the different deployment op-
tions, failure models need to be considered in testing. This will naturally impact 
test environment. 
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4.2.2 Complexity of the Environment 
 
Virtualized Network environment is known for its complexity. The elements point-
ing to its complexity are described below. They were collected from the following 
sources: ETSI (2014-12 h), Daitan Group (2014), EZchip (2014), Spirent (2014),  
Nair V. and Gupta V.K. (2014), Ya-lian Pan et al (2011), Cotroneo D. et al (2014) 
and Kanso A. and Lemieux Y. (2013). 
 
There are two points that may be used to reason testing in a real environment. 
First, compared to hardware-based solutions, which have mostly fixed capacity, 
dimensioning of NFV systems is more demanding. It means that testing in a real 
environment is usually easier than trying to dimension based on specifications. 
Second, using the real environment may also be reasoned by the fact that there 
are several new components in a virtualized environment that will require a dif-
ferent approach for testing compared to the environment of the native products. 
For example, hypervisor and the generic hardware platform can impact applica-
tions. Therefore, the NFV components need to be tested in a specific virtualiza-
tion environment. (Daitan Group 2014:6) 
 
Kanso A. and Lemieux Y. (2013) suspected if the cloud technology would be 
ready to host applications adhering to telecommunication-grade requirements. 
The issue in the cloud would be the high availability. Infrastructure-as-a-Service 
(IaaS) provided by the cloud, are agnostic of the type of applications, and there-
fore they do not provide protection mechanisms against failures at the application 
level. This means that the IaaS providers are not affected when a software appli-
cation running in a virtual machine (VM) fails as long as the VM is healthy. This 
type of failure will probably remain undetected by the Cloud middleware. On the 
other hand, this type of failure directly impacts the Cloud users, since it is inter-
rupting their services. Additionally High Availability solution should cover all the 
possible reasons for service downtime, which is only caused by failures.  A signif-
icant portion of the service downtime is, planned outages due to software up-
grade and maintenance account. This means that the High Availability solution 
should take into account, and enable the applications running in the cloud to con-
tinue providing their services even during their upgrade. (Kanso A. and Lemieux 
Y. 2013:778). 
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Additionally, complex load balancing increases the complexity of the environ-
ment. It is necessary to distribute the workload over multiple cores and Virtual 
Network Functions. This is done by load balancing. Moving the data between 
cores may have a negative impact on the performance. Successful delivery of all 
data packages is a flow that requires a stateful load balancer. This will cause 
additional latency.  Additionally network devices are based on flow. An increasing 
number of subscribers causes that also the size of the flow tables will grow. Final-
ly they will exceed the cache capacity of standard servers. The size and number 
of tables depends on the function and location of Virtual Network Functions that 
incorporate with OpenFlow switch functions (this is assumed to be a generic 
problem among virtual switches). (EZchip 2014:6) 
 
Not only the load balancing and capacity are demanding, also a performance 
monitoring as part of orchestration and service management is a challenge. 
Large NFV networks must support effective performance monitors. This means a 
large number, maybe millions of stateful flow tables. The performance monitoring 
needs to be capable of collecting, maintaining, and possibly also analyzing a 
large number of counters. Additionally also Security on VNFs may require some 
attention when sensitive data is transferred to the data center or a server is 
shared between VNF and VMs running user applications. Many isolation tech-
niques are required to provide secure connections and services for multiple ten-
ants on the same network, server or core. The network and server infrastructure 
must support having multiple multi-vendor VNFs. In some cases the flows may 
require large buffers, and in other cases the flows may require low latency. In all 
of the cases the transmit schedulers should be capable of managing resource 
usage, for example, between users, groups of users, ports and channels on 
ports. (EZchip 2014:6, 7) 
 
Another traffic related issue is the difficulty to ensure proper routing of traffic in a 
virtualized network, since the traffic flow will behave dynamically based on the 
configuration and the existing network load. This adds complications for testing. 
(Nair V. and Gupta V.K. 2014:5,12) 
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Practitioners see the following differences between the traditional and virtualized 
environments summarized in the table below (Table 10.): 
Table 10.  The Matrix Problem by Spirent. Data gathered from Spirent 2014: 5.  
Traditional Approach Virtualized Data Center 
Dedicated Hardware Shared Hardware 
Controlled Hardware / OS Settings Matrix of Variables 
Controlled Environment Unpredictable Environment 
 
Table 10 shows that moving from traditional HW-based systems to SW-based 
virtualized systems will bring more complexity and unpredictability to the envi-
ronment. The Virtualized Network environment will introduce also some new 
problems in fault diagnostics. The reliability of the services in the virtualized net-
work environment relies on the network’s capabilities to diagnose and recover 
faults. This might be more challenging compared to the traditional network envi-
ronment, especially when the failure is caused by, for example, the virtual layers. 
Faults in the underlying physical network components may result in complex 
problems. For example, any physical link failure may cause failures of all the vir-
tual links passing through. In general, the virtual network environment will intro-
duce new potential fault areas compared to the traditional network. These are, for 
example, more complicated functions, migration of Virtual Machines, abnormal 
latency or packet loss. Usually this kind of faults can be observed as certain end-
to-end network disorders. (Ya-lian Pan et al 2011:517) 
 
For testing, the complexity of the environment puts also requirements for testing 
tools. For example, in a virtualized environment, network elements are distribut-
ed, that is, network elements providing same service can be placed at different 
physical location. This means that there is a need for specialized testing tools, 
which can collect data, analyze and report exact faults points. (Nair V. and Gupta 
V.K. 2014:5,12) 
 
All said above explains the complexity of the Network Functions Virtualization 
environment. This complexity, or even unpredictability, may be experienced as a 
problem or at least as a challenge in testing.  
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4.2.3 Testing Aspects Related to NFVI and Network Services 
 
Reliability of The Network Functions Virtualization Infrastructure may be an issue. 
It includes all hardware and software components, which build up the environ-
ment in which VNF’s are deployed, managed and executed. That is, it contains 
common elements of cloud computing such as physical computing, network and 
storage resources and resource pooling mechanisms. The NFV framework com-
prises NFV application domain hosting VNFs, and the Management and Orches-
tration (M&O) domain to control and manage software appliances running on the 
infrastructure. (ETSI 2014-12 a). These domains are illustrated in the figure be-
low (Figure 12):  
 
 NFV Reference Architecture Framework. Modified from ETSI 2014-12 a:14.  Figure 12.
 
Figure 12 above shows the architecture and the components of the Network 
Functions Virtualization Framework. This architecture will introduce potential 
causes of VNF failures, which are listed in the table below (Table 11.):  
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Table 11. Potential causes of VNF failures related to NFV Infrastructure.   
Data gathered from Cotroneo D. et al 2014:39. 
 Potential VNF Failures 
1 Hardware faults: COTS HW used in NFVI may negatively affect the VNF’s running 
on them. 
2 Software faults: at various levels, such as Host OS, Hypervisor, VM, or the VNF 
instance itself.  
3 Operator faults: mistaken operations and configurations, for example, capacity plan-
ning, VM deployment and migration. 
 
Table 11 lists the potential failure situations related to NFV infrastructure. In addi-
tion to these, there are also situations in the Network Services (NS) lifecycle that 
may require testing when performed. That is, for example, a performance testing 
that is to be done before the service goes live. Testing a single VNF instead of 
the whole Network Service is a subset case, but necessary before placing a VNF 
in service. (ETSI 2014-12 h).  
 
NFV infrastructure is one of the areas that require consideration when planning 
testing, especially in an environment where the building blocks (e.g. Host OS, 
Hypervisor) may come from different vendors.  
4.2.4 Benefits of NFV in Testing 
 
Testing may also benefit of Network Functions Virtualization. This is, although all 
what was said above about the NFV environment may be considered challeng-
ing, or even negative. One of the benefits of the NFV for the telecom operators 
was the flexibility of the environment, possibility to use different HW and different 
cloud setups. The same applies also for testing, and test environments. In addi-
tion to the flexibility in the test environment, NFV will also make it reasonable to 
use virtualized test tools. When both the system under test and the test tools are 
virtualized they may be moved from a place to another. This brings totally new 
possibilities compared to testing of the non-virtualized products. By having every-
thing virtualized it is possible to setup test environments on the need basis very 
quickly as Test-Environment-On-Demand. This would enable also buying or rent-
ing HW and cloud outside the local company.  
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4.3 ETSI NFV Virtualization Requirements Impacting System Tests  
 
The ETSI network operator-led Industry Specification Group (ISG) for NFV has 
defined requirements for Network Functions Virtualization. The requirements that 
will cause changes in system tests are discussed on high level in the following 
sub-sections. These requirements are from document with title: ”Network Func-
tions Virtualisation (NFV); Virtualisation Requirements” (ETSI 2013-10a).  
4.3.1 Partially or Fully Virtualized Network Functions and Portability  
 
Presently, it is required that the service providers or network operators should be 
able to partial or fully virtualize network functions that are needed to create, de-
ploy and operate the services they provide. Partial means that a set of specific 
functions (e.g. based on a similar characteristics) within a network system or 
subsystem is virtualized. For example, virtualization of network functions on con-
trol plane, but not the ones in the data plane. This is valid requirement especially 
in transformation phase, when adding virtualized network components into the 
network.  
 
Another generic requirement is a requirement of portability. The requirement of 
portability represents the philosophy behind the whole idea of virtualization. Port-
ability means that in the NFV Framework it should be possible to load, execute 
and move Virtualized Network Functions (VNFs) across different but standard 
Network Point of Presence (N-PoP) multivendor environments. That is, the NFV 
target is to achieve VNF portability across multiple vendors, hypervisors, and 
hardware. (ETSI 2013-10a:7).  
 
As said the requirement of Partially or Fully Virtualized Network Functions is valid 
in the transformation phase. The operators will not transform all the network 
components at the same time, but this is done gradually. This means that the 
transformation period may be long. The requirement of Portability is one of the 
key requirements in virtualization. More about portability can be found in Appen-
dix 1. 
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4.3.2 Performance 
 
For any running VNF instance, the NFV Framework should be able to collect per-
formance related information regarding the usage of compute, storage and net-
working resources by that VNF instance. The framework should also be able to 
collect performance related information concerning the resource usage at the 
infrastructure level (e.g. hypervisor, Network Interface Controllers, virtual switch) 
of compute, storage and networking resources. (ETSI 2013-10a:8).  
 
To collect and measure performance data will be challenging in the NFV envi-
ronment due to the multi-vendor set-up. More about the performance issues can 
be found in Appendix 2.  
4.3.3 Resilience, Elasticity and Service Continuity 
 
The general NFV requirement contains a Resilience requirement, which relates to 
the fault recovery, service availability and service continuity. The NFV Framework 
should be able to provide a mechanism to allow network function to be re-created 
after a failure. Both on-demand re-creation and automatic re-creation should be 
supported. Resilience requirement also means the metric on the network stability 
(e.g. packet loss rate, latency and delay, failure rate in transactions). (ETSI 2013-
10a:9) 
 
In addition to the general NFV requirements mentioned above, ETSI has pub-
lished also a specific requirement document for Resiliency Requirements (ETSI 
2015-01a) with title: “Network Functions Virtualisation (NFV); Resiliency Re-
quirements”. This document defines, for example, resiliency use cases, resiliency 
principles in NFV environment, fault management in NFV and service availability. 
 
Requirements for elasticity are to be connected to resiliency requirements. Elas-
ticity requirements are part of the scalability requirements. Automatic scaling of a 
VNF instance can be triggered based on the pre-defined criteria, like for example, 
different failure situations, or should it be called automatic re-creation instead of 
scaling. Anyway elasticity is also a resiliency issue. (ETSI 2013-10a:8)  
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One example of elasticity case was presented in Proof of Concept demonstration, 
where a hardware failure was used as an example of elasticity (Csatári G. and 
László T. 2013). 
 
In addition to elasticity, also some of the service continuity requirements are to be 
connected to resiliency requirements. In general the service continuity is subject 
of Service Level Agreement (SLA), but the three requirements in the table below 
(Table 12.) under the service continuity extend the Elasticity and Resilience re-
quirements (ETSI 2013-10a:10, 11). 
Table 12. Service continuity requirements related to Elasticity or Resiliency.   
Data gathered from ETSI 2013-10a:10, 11. 
 Requirement 
1 In a case of a hardware failure or a resource shortage/outage, the NFV framework 
provides mechanisms to restore impacted VNF instance(s). 
2 If VNF instance or a subset of instances needs to be migrated, the NFV will con-
sider service continuity in the migration process. The possible impacts should be 
measurable. 
3 In a case VNF instance or a subset of instances, for example a Virtual Machine is 
migrated, the communication between the migrated instances and other entities, 
for example, physical network element, should be maintained independently of its 
location and awareness of migration. 
 
Table 12 above lists three service continuity requirements than can also be con-
sidered as a resilience or elasticity requirements for HW-fault situations or migra-
tion of Virtual Machine.   
4.3.4 Security 
New security aspects should be taken care by the NFV Framework. These are, 
for example, vulnerabilities introduced by the virtualization layer; usage of shared 
storage resources or network resources, new interfaces e.g. HW or management 
systems, access to NFV functions via APIs. (ETSI 2013-10a:9,10) 
The overall security of a system is almost always dependent on the security of 
underlying abstractions and interfaces. The following aspects need to be consid-
ered: authentication, authorization, privacy, and auditing (e.g. logging of valid and 
denied accesses). (ETSI 2014-10 b) 
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There is a separate ETSI document about the security (ETSI 2014-12b) with title: 
“NFV Security; Security and Trust Guidance”. This is not a requirement, but ra-
ther guidance about the security issues for NFV development. The document 
brings up a new aspect in security area, like for example, that in Network Func-
tions virtualization; the administration of the network may also be done as a mul-
tiparty activity. The controlling and maintaining of the network may be done by 
separate departments, or even by different companies. To be able to control a 
stable trust relationship there are options to divide the administration to different 
domains. Scenario of the domains is illustrated in the figure below (Figure 13):     
 
 
 Administrative Domains. Modified from ETSI 2014-12b:22.   Figure 13.
 
Figure 13 above illustrates a scenario of having “Tenant Domain” and “Infrastruc-
ture Domain”. The Infrastructure Domain is to administrate resources such as 
compute, networking and storage. The Infrastructure Domain may be divided 
then to sub-domains, for example, physical networking, and data-center environ-
ment. The Tenant Domain is to administrate Virtual Network Functions (VNFs). 
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This kind of division will impact security in a way that there need to be well de-
fined reference points between the Tenant and Infrastructure Domain. The NFV 
ISG proposes a separation of the Orchestration functionality and the Virtual Net-
work Functions lifecycle management and an infrastructure part.  
 
In addition to the requirements mentioned here, other security related aspects are 
presented in Appendix 3: “Security Issues in Network Functions Virtualization”. 
4.3.5 Service Assurance 
 
Since many network functions are virtualized, the virtualization infrastructure of-
fers service assurance, by presenting the opportunity for running virtualized func-
tions whenever and wherever they are needed. For example, service assurance 
may mean possibility to diagnose problems remotely, or monitor performance. In 
other words, the Service Assurance requirement relates to the network problem 
diagnostics, monitoring and measuring, for example, monitoring performance and 
measuring latency.  
 
Service assurance requirement introduces the following needs: 1) The NFV 
Framework should provide mechanisms for time stamping of hardware (e.g. Net-
work Interface Controllers, NICs). These mechanisms should also provide possi-
bility to interrogate if the particular network interface hardware provides time-
stamping facilities. 2) A (set of) VNF instance(s) and/or management system 
should be able to detect the failure in the instance and or network reachability to 
that and take action to meet the fault detection and remediation.  3) A Virtual 
Network Function, the orchestration functionality and/or a management system 
should also be able to determine whether the VNF is operating properly. (ETSI 
2013-10a:10, 11) 
 
Service assurance testing should verify that Network functions are remotely ac-
cessible, monitored, and can perform diagnosis (Nair V. and Gupta V.K. 
2014:13).  
 
The requirement of Service Assurance is a complementary requirement for ser-
vice continuity, which is one of the key requirements in virtualization. The aim is 
to make it possible to monitor this continuity. 
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4.3.6 Operational and Management Requirements 
 
Operational and Management requirements are related to the Operations and 
Maintenance system, which is called Orchestration and Management in NFV. 
The whole Operations and Management system will change compared to the 
existing native systems.  
 
There are fifteen Operational and Management requirements in the ETSI NFV 
requirements document ETSI (2013-10a). The following three examples of NFV 
Framework related requirements draw a picture of the multifold aspects that need 
to be covered by operations and maintenance. First, the framework should incor-
porate mechanisms for automation of operational and management functions, 
such as, creation, scaling and healing of VNF instances based on the following 
criteria a) described in VNF information model, b) network capacity adaptation to 
load, c) software upgrades and new features/nodes introduction, d) functions 
configuration and relocation and e) intervention on detected failures. Second, the 
NFV Framework should also provide a management and orchestration for VNF 
and VNF instances lifecycle management; instantiation, allocation and realloca-
tion resources, scaling, and termination. Including monitoring and collection of 
information related to usage. Management and orchestration should be able to 
interact with other operations systems when they exist. Third, the framework 
should be able to manage NFVI resources so that resources (compute hardware, 
storage, network) can be shared between VNFs (ETSI 2013-10a:11,12) 
 
Overall, the virtualization principle leads to a multi-vendor ecosystem where the 
different components of NFVI, VNF software, and NFV-MANO architectural 
framework entities exist. Most likely they will follow different lifecycles, for exam-
ple, on procurement and upgrading. Therefore, there is a need for interoperable 
standardized interfaces and proper resource abstraction among them. (ETSI 
2014-12 h:14). The management interfaces are listed in the table below (Table 
13.).  
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Table 13. NFV MANO Interfaces. Data gathered from ETSI 2014-12 h:14-29. 
Management Interfaces 
Network Service management (provided by) 
1 Network Service Descriptor management  (NFVO) 
2 Network Service Lifecycle management (NFVO) 
3 Network Service Lifecycle change notification (NFVO) 
4 Network Service Performance management (NFVO) 
5 Network Service Fault management (NFVO) 
Virtualized Network Functions management (provided by) 
1 VNF Package management (NFVO) 
2 VNF Software image management (VIM, NFVO) 
3 VNF Lifecycle operation granting (NFVO) 
4 VNF Lifecycle management (VNFM, NFVO) 
5 VNF Lifecycle change notification (VNFM, NFVO) 
6 VNF Configuration (VNF) 
7 VNF Performance management (VNF, VNFM) 
8 VNF Fault management (VNF, VNFM) 
Virtualized resources (provide by)  
1 Virtualized resource catalogue management (VIM) 
2 Virtualized resource capacity management (VIM) 
3 Virtualized resource management (VIM, NFVO) 
4 Virtualized resources performance management (VIM, VNFM) 
5 Virtualized resource fault management (VIM, VNFM) 
NFVI Management (provided by) 
1 NFVI hypervisor management (NFVI) 
2 NFVI compute management (NFVI) 
3 NFVI Network management (NFVI)      
Policy administration (VIM, NFVO and VNFM) 
Network Forwarding Path Management (VIM) 
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As seen in the table (Table 13.) above, there are many Management and Orches-
tration (MANO) interfaces in NFV. The three components NFV Orchestrator 
(NFVO), VNF Manager (VNFM) and Virtualized Infrastructure Manager (VIM) 
provide these interfaces. These components are illustrated in the figure below 
(Figure 14). 
 
 
 The NFV-MANO architectural framework.  Modified from ETSI 2014-12 h:23. Figure 14.
 
Figure 14 above illustrates the architectural framework of the NFV Management 
and Orchestration. The table below (Table 14.) lists the functional blocks in the 
NFV-MANO architectural framework from Figure 14. 
 
Table 14. Functional blocks of NFV-MANO Framework, Data gathered from ETSI 2014-12 
h:25-28. 
Functional Block Description 
NFV Orchestrator (NFVO) NFVO is responsible of the orchestration of NFVI 
resources and the lifecycle management of Network 
Services. 
VNF Manager (VNFM) VNFM is responsible of lifecycle management of 
VNF instances. 
Virtualized Infrastructure Man-
agement (VIM) 
VIM is responsible for controlling and managing the 
NFVI resources (i.e. compute, storage and network 
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resources). 
 
NS catalogue Network Services Catalogue is the repository of all the 
non-boarded Network services. It supports creation 
and management of Network Service Descriptors.  
VNF catalogue VNF catalogue is a repository of all the non-boarded 
VNF Packages. It supports creation and management 
of the VNF Descriptors, software images, etc. VNF 
packages.  
NFV Instances Repository Holds information of all VNF instances and Network 
Service Instances. 
NFVI Resource Repository Holds information about available, reserved and allo-
cated NFVI resources. 
EM  Element Management is responsible for configuration 
for network functions provided by the VNF, Fault 
management for the network functions provided by 
VNF, accounting the usage of VNF functions, collect-
ing performance measurement results for the functions 
provided by VNF and security management for the 
VNF functions. 
 
 
Table 14 above lists the functional blocks and their responsibilities in Manage-
ment and Orchestration (MANO). The list shows a large amount of different func-
tions and responsibilities that are handled by the different functional blocks. To 
make it even more complex, the fact is that, in the multi-vendor eco-system many 
of these functional blocks may be developed by different vendors.  
4.3.7 Co-existence with the Existing Networks –Transition 
 
There is a transition period, when deploying the new virtual network functions. 
Virtualization cannot happen at once for the whole network, it will be done gradu-
ally. It means that there will be a transition period when the virtual network func-
tions and classical physical network functions co-exist in the same network. 
Therefore the NFV Framework should co-exist with legacy network equipment, 
and additionally it should be able to work with hybrid network composed of the 
classical physical network and virtual network functions. (ETSI (2013-10 a:13) 
 
Co-existence requirement does not apply only for the network functions but also 
for the operations and maintenance of the networks. Therefore the NFV Frame-
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work should be able to interwork with legacy management systems, for example, 
Operational Support System (OSS). In other words, the NFV Management and 
Orchestration (MANO) need to interwork with the existing OSS. (ETSI (2014-12 
h:18,28) 
 
As said above, the requirement of co-existence is for a transition period when 
operators are deploying the new virtual network functions. This will take place 
gradually, and may require a long period of time.  
4.4 Other Industry Specific Requirements and Recommendations  
 
In addition to ETSI NFV (ISG) requirements discussed above, there are also oth-
er industry specific requirements and recommendations that need to be consid-
ered when adapting system testing for NFV environment. These requirements 
and recommendations are discussed in this sub-section.  
  
The Compliance to 3GPP Specifications makes one specific requirement. The 
architectural changes in network functions virtualization will impact protocols and 
message flows across the network. These impacts may reflect to the compliance 
to 3GPP specifications. That is why compliance to specifications needs to be 
assured especially in multi-vendor eco-system. This may require exhaustive con-
formance testing. Assuring compliance to protocol specifications is nothing new 
in system testing, but in NFV the environment may be a multi-vendor environ-
ment, which means increasing needs for interoperability type of testing to secure 
compliance to 3GPP specifications.  (Nair V. and Gupta V.K. 2014:13) 
 
Network Testing makes other requirement area. There will also be significant 
changes in the network, when deploying NFV. That is why Nair V. and Gupta 
V.K. (2014) recommended that all the existing network services should be tested, 
to see that no Quality issues were introduced in the deployment. This means 
quite much of Network testing. The recommended tests are listed in the table 
below (Table 15.)  
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Table 15. Recommended network tests. Data gathered from Nair V. and Gupta V.K. 
2014:13. 
 Recommended Test 
1 Integration testing of new features/services to assure smooth rollouts. 
2 End-to-end testing of all the features/services in the end–to-end network with multi-
vendor/multi technology environment. 
3 Field trial to assure overall performance of new technology. 
4 SDN controller security testing. 
5 End-to-end network testing assuring that all legacy services are working fine and not 
impacted when introducing SDN/NFV 
 
Table 15 above lists the recommended network level tests.1) Integration testing 
of all new features and services is important to avoid problems when deploying 
features. Considering the unpredictability (Spirent 2014:5) and complexity of the 
new virtualized environment, it become even more important that 2) the tests are 
done in network test environment having multi-vendor equipment. 3) The tests at 
the customer premises, field tests, will become more important; because of the 
differences in the environment, which may be even unique on some customers. 
4) The SDN controller security testing is on the list, but it is not relevant when 
having only NFV solution. 5) The last item on the list is securing the legacy, which 
means testing the legacy functionality in the network test environment.     
4.5 Software only Product 
 
In virtualize environment telecom solutions are not necessary offered only as 
complete products based on the proprietary hardware and proprietary software, 
but also solutions as ‘software only’ that are possible to run on a commercial of 
the shelf (COTS) hardware. This makes continuous deployments possible and 
more attractive in telecommunication business. In development point of view this 
means even shorter development cycles than today. According to Martin Taylor 
(Tailor M. 2014:18) new software services are created, by deploying new soft-
ware elements in the network, which will make it possible to bring new services to 
market in weeks. This means faster cycles in development, frequent releases, 
and continuous deployments. Testing should be able to rice this challenge in the 
future. 
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4.6 Summary 
 
The network operators are aiming to solve multiple problems related to hardware- 
based appliances by introducing network functions virtualization, which allows 
them to use industry standard hardware. Besides all the benefits network func-
tions virtualization brings also, for example, new failure model and more complex-
ity to the environment as a side effect. 
 
The complexity of the Network Functions Virtualization environment will bring 
new failure models, as well as, some level of unpredictability. This is because of 
the variety of different elements, software and hardware, from different vendors. 
The unpredictable environment will cause some new challenges, for example, 
dimensioning may be difficult, even impossible by reading specifications. This will 
impact also characteristics testing, which should be able to provide information 
about the dimensioning. The complexity of the environment affects also to system 
features, such as, load balancing, performance measurements, and capability of 
the system to diagnose and recover faults. All these mean new potential fault 
situations, or areas, in the network environment, which makes testing in network 
environment preferable. In addition to network level testing also the reliability of 
Network Functions Infrastructure (NFVI) need to be assured. This means, testing 
of different fault situations like hardware faults, software faults, and operator 
faults.  
 
Although the complexity of the new environment will bring changes and challeng-
es in testing like, for example, in troubleshooting, it will also bring some benefits. 
The new environment will bring the opportunity to organize test environment in a 
new ways. By virtualizing also the test tools, it makes it possible to load the test 
tools in the same cloud environment with the system under test. This leads to 
possibility to have ‘portable’ test environments, test environments-on-demand. 
This would enable even to run tests in a rented cloud outside the company.    
    
ETSI NFV (ISG) has defined requirements and discussed about the possible 
threads introduced when deploying network functions virtualization. The require-
ments described in the ETSI NFV document: “Network Functions Virtualisation 
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(NFV); Virtualisation Requirements” (ETSI 2013-10 a) are listed in the table be-
low (Table 16.): 
Table 16.  ETSI NFV Requirements. Data gathered from ETSI 2013-10 a. 
Requirement 
Partially or Fully Virtualized Network Functions 
Portability 
Performance 
Resiliency 
Elasticity 
Security 
Service Continuity 
Service Assurance 
Operational and Management  
Co-existence with the existing networks –Transition 
    
Table 16 above lists the Network Functions Virtualization (NFV) Requirements 
that will impact system testing. In addition to these requirements, there are also 
other issues that needs to be considered in testing like, for example, compliance 
to 3GPP specifications when new protocols are introduced.  
 
When introducing new technologies such as Network Functions Virtualization 
(NFV), the test methodologies need also be considered. This covers knowledge 
and knowhow of the new technology, as well as, special testing and diagnostic 
skills to troubleshoot problems in this complex network environment, not forget-
ting the need of tools capable to all this. 
 
Network Functions Virtualization will make it possible to sell software only prod-
ucts. This may lead to faster cycles in development and frequent releases, con-
tinuous deployment. This will be a future challenge for System testing.  
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5 Impacts and Proposed Changes in System Test Strategy 
This section is the most important outcome of this study. It proposes changes in 
the Media Plane Development system test strategy. The changes proposed here 
are triggered, either by the requirements presented in the preceding section, or 
the factors presented in the beginning of this section. The section starts by pre-
senting first, the external factors: Integration with external products and BUCI 
end-to-end test strategy, and second, it presents the internal factors, which are 
changes in the product architecture. After presenting these factors, the Common 
Impacts on Most of the Testing are discussed. Then there are two sub-sections 
that propose changes on system test scope. First, Changes in Release Area 
Concept and second, Changes in Feature Integration. This kind of division is nat-
ural since the scope of the system test is twofold. The legacy part of the system 
functions is covered by the release area concept and the new features are cov-
ered by the feature integration tests. The last sub-section will discuss about the 
changes in the test scope in lower level tests. To be noticed that the parts of the 
strategy that are not mentioned in this section are not expected to require any 
changes due to the virtualization.  
5.1 External Factors  
 
External factors here are activities and products outside the Media Plane organi-
zation that need to be considered in the local system test strategy. These are 
discussed in the following sub-sections.   
5.1.1 Integration with External Products 
 
Products that are as part of the Border Gateway Function (BGF) product but are 
not developed in Media Plane Development organization are considered as ex-
ternal products. In the native Border Gateway Function (BGF) such external 
product was system platform. Therefore the integrations with external products 
were limited in the integration of this platform. When moving to virtualized BGF 
product, the amount of external products will grow remarkable. There will even be 
products that are systems themselves consisting of several products, such as, 
Ericsson Cloud System with many internal applications. There will also be third 
party products that need to be integrated with BGF. These third party products 
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are, for example, hypervisor, Linux Operating System, etc. All this is new com-
pared to the native BGF.  
Proposed Changes in System Test Strategy 
The BGF product development needs to be synchronized with external product 
deliveries. This means more planning in development, also in testing. It is about 
scheduling, but also thinking about the configurations of different versions that 
need to be covered in testing. 
5.1.2 BUCI End-to-End Test Strategy  
 
The Ericsson Business Unit, Core and IP (BUCI) end-to-end test strategy de-
scribes the tests that are performed on the network level for the complete IMS 
network. It describes the expectations per each development organization deliv-
ering products to this network. This BUCI en-to-end test strategy is renewed for 
virtualized network functions. The biggest change compared the previous strate-
gy is a common continuous integration activity before delivering to the network 
level tests. A network level continuous multi-application integration will be set-up 
1) to get fast feedback for the delivering development organizations and 2) to 
prevent unnecessary troubleshooting in network tests. The new continuous multi-
application integration activity requires collaboration between development or-
ganizations.  
 
For Media Plane Development organization this new continuous multi-application 
integration activity offers fast feedback about the BGF quality from the IMS net-
work level tests. Additionally it provides also a possibility to have the latest ver-
sion of the Session Border Gateway (SBG) application in the test network when 
running system tests of BGF.  
Proposed Changes in System Test Strategy 
To adapt local system testing to this multi-application continuous integration re-
quires collaboration with the SBG development organization and changes in the 
system test environment including the test tools, which need to be aligned with 
the multi-application continuous integration test environment. This will cause 
changes in the ways of working. They cannot fore see yet, but will be recognized 
when adapting test practices in the multi-application continuous integration.    
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The multi-application continuous integration will require resources from the Media 
Plane Development organization. This is for planning, coordination, collaboration, 
and daily test activities, such as, trouble shooting and test support. Maybe also 
for test automation will require some work. If these resources are from system 
test area, or if they are separate resources, needs to be decided. It must be stud-
ied if the activities related to the multi-application continuous integration are pos-
sible to merge with the existing system test activities to form a more solid solu-
tion.   
5.2 Internal Factors  
 
This section discusses the product changes that will impact System Testing. The 
changes are introduced because of the new architecture of Media Resource Sys-
tem (MRS). The new architecture will require changes in the implementation of 
Border Gateway Function (BGF) product, which will then impact system testing. 
This section discusses about some of the changes on high level. These changes 
are interesting from test strategy point of view, but when defining test scope a 
proper test analysis is needed.        
5.2.1 Network Functions Virtualization in MRS 
 
The virtualized Media Resource System (MRS) structure follows the common 
NFV framework presented earlier in the Section 4.1 Concept and Overview of 
Network Functions Virtualization (NFV). The new high-level distributed and inte-
grated architecture of the virtualized MRS is shown in the figure below (Figure 
15.)  
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  Architecture of Virtualized MRS. Reprinted from Lundström J. 2013:3. Figure 15.
 
Figure 15 above shows the structure of the virtualized MRS on high-level. In the 
Ericsson Cloud System the O&M part is the Ericsson Cloud Manager, which in-
cludes necessary functions required for handling both telecom and IT processes 
end-to-end. These functions may be, for example, applications to monitor net-
work efficiency, service analytics or billing. Different signaling ports (ATM, TDM, 
IP) and Digital Signaling Processor (DSP) devices represent the common hard-
ware resources in NFV infrastructure. (Lundström J. 2013:3).     
 
The virtualized BGF (BGFv) as a part of Media Resource System (MRS) consists 
of HW, which may be Ericsson Blade System, or a third party hardware, Open-
Stack as a Virtual Infrastructure Manager (VIM) and KVM (Kernel Based Virtual 
Machine) as a hypervisor.  
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5.2.2 Ericsson Cloud System 
 
The Ericsson Cloud System includes both the Ericsson Cloud Execution Envi-
ronment (CEE) and the Ericsson Cloud Manager. Ericsson Cloud Execution Envi-
ronment includes hardware virtualization for multiple applications sharing the 
same infrastructure. The execution environment supports coexistence and migra-
tion of the existing network functions. It is based on OpenStack cloud manage-
ment and KVM (Kernel Based Virtual Machine) hypervisor. (Ericsson n.d. c).  
 
The Ericsson Cloud Manager includes features like, Self-Service Portals provid-
ing on-demand control to the operator, Orchestration coordinating automated 
processes and manual tasks to provision services, Configuration Management 
Database consolidating network data of the virtual infrastructure at both the phys-
ical and logical levels. The Cloud Manager is able to manage both legacy (physi-
cal) and virtual infrastructure while supporting multiple hypervisor technologies 
and supports privacy, regulatory laws, and resiliency against cyber-attacks. 
It provides also Metering to keep track of resource usage. The Ericsson Cloud 
Manager is available either as a standalone product or as an integral part of Er-
icsson Cloud Infrastructure. (Ericsson n.d.d) 
 
A Virtual Machine (VM) consists of a Guest Operating System (OS) and its appli-
cation. The VM executes on a hypervisor running on a physical compute host 
(blade). The scheduler in the cloud infrastructure determines the host where each 
VM is to execute on. A hypervisor is a program enabling to share a single hard-
ware host between multiple virtual machines. Virtual machines have own host 
CPUs, own memory, and also other resources. These are controlled and allocat-
ed by hypervisor on a need basis, and makes sure that the VMs do not disrupt 
each other. Both the Guest Operating System and hypervisor may vary depend-
ing on the NFV environment. According to Ericsson (n.d. c) the Guest Operating 
System (OS) in Ericsson Cloud System (ECS) is Linux with Real-time capabili-
ties, and the Hypervisor is Kernel Based Virtual Machine (KVM).  
Proposed Changes in System Test Strategy 
It is not possible to adapt general test strategy to variation of software products 
and different hardware in the environment, because they are unpredictable. 
Therefore it is important to make decisions of the test scope based on the test 
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analysis, when the software and hardware components used in/with the product 
are known. The analysis might be easier in case the products included in Erics-
son Cloud System (ECS), Ericsson Cloud Execution Environment (CEE) or Er-
icsson Cloud Management System CMS) are used.  
5.3 Common on Most of the Testing 
 
The changes in the environment brought by the Network Functions Virtualization 
are common for all testing.  As it was discussed in the Section 4.2 Network Func-
tions Virtualization Environment, the complexity of the environment will grow. This 
means totally new failure models, which are dependent on how the system is 
build. In any case, it will be a multi-vendor environment with variation of different 
elements, such as, hypervisor, Operating System, and commercial of the self 
(COTS) servers. The customer environment will become unpredictable, which 
makes analyzing of test needs; especially test environment and tool needs diffi-
cult. Additionally there will be new types of faults in network environment requir-
ing more end-to-end testing and possibly new tools.  
 
The capability to diagnose and recover fault situations, reliability of the system, in 
unpredictable environment may become cumbersome. Solving the problems will 
be dependent on the ability of multi-vendor equipment understand each other’s, 
being able to communicate faults, for example usage of different fault codes or 
fault messages. This will be challenging, but also require new skills in trouble-
shooting. 
 
Test automation requirement is not only because of the virtualization, but virtual-
ization will impact on the frequency of software deliveries. Therefore, it is increas-
ingly important to automate as much as feasible.  
Proposed Changes in System Test Strategy 
Virtualization will bring architectural changes and many new components in the 
environment. These changes will impact testing in many ways. Test scope need 
to be adjusted, competence needs will change, and also test environment and 
test tools may require changes. These changes may be challenging, when con-
sidering the unpredictability of NFV environment. The unpredictability can be 
seen here as a variety of the different components in multi-vendor environment. 
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That is why the final impacts on system testing cannot be included in the strate-
gy, but they need to be analyzed case by case, when making test analysis.      
 
A thoroughly analysis of the product needs to be performed for the test scope, 
and test environment and test tools needs. Obviously, several different test net-
work set-ups are needed to cover the most common customer network set-ups. It 
will be impossible to cover every possible variation of HW and SW combinations. 
Decision about the test network setups need to be done in close co-operation 
with Product Management. There will be many different set-ups, therefore there 
need to be a controlled way to maintain information of the HW and SW and their 
versions. Traceability between run tests or characteristics measurements and 
test environment used is needed.   
 
Automation must be implemented such a way that the automated cases can be 
utilized in continuous integration (possibly also in multi-application continuous 
integration). Additionally there is a need for new competencies related to the test 
environment, tools and troubleshooting. This need to be taken care well before 
much more people will move to work with virtualized products. 
5.4 Impacts and Changes in the Release Area Concept 
 
The release area concept in the Media Plane Development has been experi-
enced effective and it should be continued. The following sections will describe 
the issues per each release area that need to be considered when adapting them 
for Network Functions Virtualization.  
5.4.1  Release Area Upgrade and Expansions 
 
The present upgrade and expansions release area is responsible for securing 
that the Media Resource System (MRS) node is upgradeable and expansion is 
possible between all software tracks, i.e. testing of different upgrade paths be-
tween the existing software tracks.  
 
In the virtualized product the upgrade will have big changes. There will not be 
upgrade paths in the ways there were for the native BGF. The expansion in the 
native node meant hardware expansion. This is no longer needed in the virtual-
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ized BGF testing. Instead of the expansion testing, there is a need to test manual 
scalability. There are two types of scalability for virtualized network functions, 
automatic and manual. The automatic scalability is related to load regulation and 
failure situations whereas the operator handles the manual scalability. Additional-
ly also portability requirements need to be covered in this area.   
Proposed Changes in System Test Strategy 
The scope of the Upgrade and Expansions release area should be changed to 
cover upgrades and manual scalability. That is why the new release area could 
be named as ‘Upgrade and Manual Scaling’ release area, or something that bet-
ter describes the new scope.   
 
Upgrade testing should verify the management of images life cycle. This is Port-
ability that needs to be covered by creating, moving and terminating virtual ma-
chines (VM). The manual scalability testing should verify that the NFV framework 
is capable of scaling VNFs (scale up and scale down) and moving its compo-
nents from one computing resource to another. 
5.4.2 Release Area Operations and Maintenance 
 
The present Operations and Maintenance release area is responsible for secur-
ing that the quality of non-functional requirements related to operation and 
maintenance is acceptable for all product packages. 
 
The whole Operations and Maintenance (called Management and Orchestration 
(MANO) in NFV) part of the product will change. NFV Management and Orches-
tration will handle NFV Infrastructure (NFVI), Virtual Network Functions (VNF) 
and Network Services (NS). This includes the fault and performance manage-
ment, Policy management and testing of Network Services. In addition to that, 
MANO should also be able to handle native and virtualized applications in the 
same network. That is, it should be able to interwork with the existing OSS/BSS. 
 
O&M is mainly used for manual actions, managing Virtual Machines, creating and 
terminating them, but there are also automated O&M mechanisms. These mech-
anisms, such as creation, scaling and healing of VNFs based on pre-defined cri-
teria, did not exist in the native system. There are also requirements for Service 
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Assurance in O&M, which brings new monitoring functions in-to the system that 
are remotely accessible, and can perform diagnosis. 
Proposed Changes in System Test Strategy 
The Operations and maintenance area is one of the most impacted release are-
as. That is because of the huge changes in the architecture of the O&M. The 
name of this area is proposed to be changed to ‘Management and Orchestration’. 
That is the term used for operations and management in relation to Network 
Functions Virtualization.     
 
The functionality of all the functional blocks in NFV Management and Orchestra-
tor (MANO) needs to be covered in tests. That is, NFV Orchestrator (NFVO), 
VNF Management (VNFM) and Virtualized Infrastructure Manager (VIM). These 
may be from different vendors and require a different approach. For example, 
there are some known issues in OpenStack, in case it is used as VIM (more in-
formation about the OpenTack can be found in Appendix 4.). In addition to these 
also NFV profile handling (i.e. OVF repository), interworking with Operational 
Support System (OSS) need to be covered.      
 
Management and Orchestration should also be able to operate and manage a 
hybrid network. That is, to operate and manage a network where NFV framework 
co-exists with the legacy network. Therefore, this kind of co-existence tests need 
to be covered as transition phase tests in Management and Orchestration release 
area.  
 
Additionally this release area should also verify the capability of the NFV frame-
work to automatically create, scale and heal of VNFs based on pre-defined crite-
ria, and also that Network functions are remotely accessible, monitored, and can 
perform diagnosis. In other words, this area should test Service Assurance in 
operations and management. 
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5.4.3 Release Area Signaling 
 
The present signaling release area is defined to secure that different signaling 
configuration of the node function, including the different signaling standards 
TTC, ANSI, CWTS and ETSI. 
 
In the all IP network this is no longer valid. There is no need to test different sig-
naling standards.   
Proposed Changes in System Test Strategy 
This area can be removed. It is not needed.   
 
5.4.4 Release Area Single Traffic & Features  
 
The present Single Traffic and Features release area is responsible for securing 
that single call cases used by the customer are working.  
The virtualization will require more interoperability and integration type of testing 
to verify that the NFV framework is capable to host, optimize, and load Virtualized 
network functions (VNF) in a standardized multivendor environment. 
 
Additionally the transition from native, non-virtualized, to virtualized networks will 
require co-existence and transition testing, which is testing that the NFV frame-
work co-exists with the legacy network and supports transition phase. This will 
also impact the test environments requiring a Hybrid network. 
Proposed Changes in System Test Strategy 
Interoperability and Integration testing are needed to verify that the NFV frame-
work is capable to host, optimize, and load Virtualized network functions (VNF) in 
a standardized multivendor environment. 
 
Co-existence and transition testing should verify that the NFV framework co-
exists with the legacy network and supports transition phase. This is a so called 
hybrid network. 
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The test scope needs to be balanced between this release area and Network 
level Feature Integration. For example the co-existence with legacy network 
could be part of Network level Feature integration, as well as, most of the in-
teroperability cases. In some cases, for example for performance, there will be a 
need to compare between native and virtualized BGF. Whether this is done in the 
Single Traffic & Features release area or in the Network level Feature Integration, 
needs to be agreed. Also the test environment needs to be prepared for this kind 
of testing purposes. It should be also noticed that the multi-application continuous 
integration setup should enable usage of the latest Session Border Gateway 
(SGB) when testing single traffic cases.     
5.4.5 Release Area Media Quality 
  
The present Media Quality release area is defined to secure media plane quality 
of the Media Resource System (MRS) node. 
 
The test scope in this area needs not to be changed since there are no new area 
specific requirements. The Media Plane Quality is expected to be on the same 
level as today with the native product. But when thinking about the NFV environ-
ment, it seems that this area will have big challenges. The Network Functions 
Virtualization environment will bring many new layers in the system, with also 
unwanted phenomenon such as, latency, packet loss, etc. 
Proposed Changes in System Test Strategy 
To keep the present Media Plane quality makes this area very important from the 
testing point of view. The key here is that testing needs to be able to give fast 
feedback about the Media Plane Quality to enable corrective actions on time. 
 
The test environment requires consideration. What are the different configura-
tions that are needed to cover?  Additionally the metrics and how the system pro-
vides them will change. This means that the counters and the collection of the 
data need to be re-organized including tools used for testing.  
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5.4.6 Release Area Stability 
  
The present Stability release area is responsible for securing that the MRS node 
operates stabile according to requirements in all software tracks. 
 
As it was with media quality release area, the quality is expected to be on the 
same level as it has been before virtualization. There are no new requirements 
on stability area as such, but there is a requirement for automatic scaling which 
needs to be covered also in stability tests. It is about scaling the resources up 
and down based on the traffic load intensity.  
Proposed Changes in System Test Strategy 
As it was in the case of the media quality release area, this area might also be 
challenging because of the complex Network Functions Virtualization environ-
ment. The changes in the scope are related to automatic scaling. Both scaling up 
and scaling down need to be included in the stability tests. The functionality of 
scaling criteria must be covered in the stability tests. This release area may re-
quire some extra effort in the area of test automation to be able to provide fast 
feedback enabling corrective actions on time.  
 
The metrics and how the system provides them will change. This means that the 
counters and the collection of the data need to be re-organized including tools 
used for testing. 
5.4.7 Release Area Robustness 
 
The present Robustness release area is responsible for securing that the quality 
of non-functional requirements related to robustness is acceptable for all product 
packages. 
 
The NFV Resiliency requirements may be mapped very well to this release area. 
Resiliency requirements are related to the system’s capability to recover after 
failure situations. One of such requirement is the service continuity requirement 
(Section 4.3.3). It requires that the NFV framework must be able to restore ser-
vices (i.e. to recover VMs, provide alternative solution). Additionally also part of 
the Scalability requirements may be mapped in the robustness release area. That 
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is, Scalability, also called as Elasticity, in cloud in a failure situation, e.g. in HW 
failure.  
 
The Resiliency requirements focus on the availability of the products and the 
User-perceived dependability because; a) unreliable services will most likely to 
be discarded by users, and b) the cost of system failures can be high. Potential 
causes of failures may be related to Hardware, e.g. the commercial of the self 
(COTS) server may be a root cause of failure. Failures may also be related to 
software at various levels, such as host Operating System (OS), hypervisor, Vir-
tual Machine (VM), or the Virtual Network Function (VNF) instance itself. Addi-
tionally failures may also be caused by the operators, e.g. mistaken operations 
and configuration, or capacity planning, Virtual Machine (VM) deployment and 
migration. There are a number of different areas and elements where things may 
go wrong, and still the system should survive, or at least these unwanted occa-
sions may not lead any uncontrolled situations, and the system should recover in 
reasonable time.  
Proposed Changes in System Test Strategy 
The scope of the release area Robustness does not need to be changed a lot; it 
should still cover user experiences of service continuity and the system’s ability to 
recover error situations. Anyhow, to make it easier to communicate about tests in 
this release area with the customers, it is proposed that the name of the area is 
changed to Release Area Resiliency.  
 
Resiliency testing should verify that Network functions are capable of recovering 
after failure and the NFV framework is able to classify Network functions accord-
ing to resiliency and facilitate the resiliency scheme in both the control plane and 
user plane. As part of resiliency tests Service continuity testing should verify, for 
example, that in the hardware failure or a resource shortage/outage the NFV 
framework is able to restore impacted VNF instance. Additionally also testing of 
Scalability, and Elasticity in cloud in a failure situation, (e.g. in HW failure situa-
tions) need to be covered in this release area.  
 
As it is with all other release areas, also in Resiliency Release Area, Test Auto-
mation must be favored as much as feasible. To be able to automate failure sit-
uations in Network Functions Virtualization environment might require new ap-
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proach. One possible approach could be to use a so called fault injection method, 
or as Haryadi S. et al. (2011) called it, failure as a service, Faas. Haryadi S. et al 
(2011) states that every cloud service that promises fault-tolerance must ensure 
also recovery, and by using Faas, development could focus more on feature de-
velopment and less on recovery testing. Some examples about the fault injection 
can be found in the Internet. For example, the IEEE: Network Function Virtualiza-
tion: Challenges and Directions for Reliability Assurance (Cotroneo D. et al 
2014:40) lists different types of resiliency tests done by using fault injection. 
These are a) Fault Injection Testing of Virtual machines random termination of 
virtual machines, b) Fault Injection Testing of Cloud Management Software and 
Fault Injection Testing of Hypervisors. The fault injection is discussed further in 
Section 9. Opportunities for Improvements. 
 
Resiliency area testing also assures that the fault management works properly. 
This will be challenging in a multi-vendor environment. Network problem diagnos-
tics, monitoring performance, actions taken for fault detection and remediation, 
and interworking with Management and Orchestration are all dependent on the 
implementation of the equipment in the multi-vendor environment. In many cases 
the results of the robustness tests may not be predicted forehand, which makes 
automation of the cases difficult. This is not new in this release area, but it will 
become even more difficult when the environment is unpredictable too. Some 
issues related to Virtual Infrastructure Manager OpenStack are presented in Ap-
pendix 4 Issues in OpenStack. This information can be utilized when developing 
Resilience test cases.         
5.4.8 Release Area Characteristics & In Service Performance 
  
The present Characteristics and In Service Performance (ISP) is responsible for 
securing that all characteristics requirements are met in all software tracks. 
 
From the performance point of view everything is expected to work as today with 
the native product. In practice the NFV brings many changes in the characteris-
tics area. The biggest issue there is the configuration used for testing. When to-
day there are two different hardware configurations for native MRS, the number 
of different hardware configurations will explode. This means a change in ways of 
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working. How to select the reference configurations, will there be any. What are 
the measures needed?   
 
Another issue is scalability. There will be cluster internal scalability, i.e. scaling 
the ratio of the number of System Controller (SC) and Payload (PL) blades within 
the cluster. There will be also another internal scalability in a sense of the size of 
Virtual Machine (VM) (i.e. number of cores allocated per VM). There will also be 
scalability in a sense of allocating more blades to fulfill growing resource needs. 
How will all this be taken care of in characteristics measurements? 
 
Additionally the way of measuring characteristics will change. NFV will introduce 
new Service Quality Metrics related to 1) Virtual Machine Service Metrics, 2) Vir-
tual Network Interface Service Quality Metrics and 3) Orchestration Service Qual-
ity Metrics. These are the metrics that operators may use to measure Service 
Level Agreement (SLA). (ETSI 2014-12 d:1-27).        
Proposed Changes in System Test Strategy 
This area requires deeper analyzing per each network configuration.   
Performance testing should verify that the NFV framework is independent of HW 
used and framework is capable to collect performance related information. 
 
The metrics and how the system provides them will change. This means that the 
counters and the collection of the data need to be re-organized including tools 
used for testing. 
 
When making characteristics measurements it is important to be able to tie the 
results and the configuration used to each other’s. In the Network Functions Vir-
tualization environment there will be more variation in the configurations. Test 
tools and test scripts/programs, are part of the configurations. This means that 
the test tools and test script/program lifecycles must also be managed in profes-
sional manner. That is, test tooling need to be handled as products. 
 
Furthermore, the input for dimension must change. In the new Network Functions 
Virtualization environment it is almost impossible to dimension the system based 
on the specifications, but need to be measured from the system (Daitan Group 
2014). So, the measurement information for dimensioning purposes needs to be 
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feed to the characteristics team in system development. This should be done fast 
and frequently, and may require visualization, to be easier to follow-up. This will 
require automation, keeping in mind that also in this area it is important to provide 
fast feedback enabling corrective actions on time.   
5.4.9  Release Area Vulnerability 
 
The present Vulnerability release area is responsible for security testing on all 
software tracks. This has covered both control plane and user plane. 
 
In NFV environment the NFV framework protects the network from end-to-end 
vulnerabilities (new HW interfaces and third party entities) and provides authenti-
cation, authorization, data encryption, data confidentiality and data integrity. This 
will also cover a separation of Tenant and Infrastructure Domains in Orchestra-
tion and Management.      
The documents presented in Appendix 3 are to be used as an input for vulnera-
bility analysis.  
Proposed Changes in System Test Strategy 
Release area Vulnerability should verify tend-to-end vulnerabilities, authentica-
tion, authorization, data encryption, data confidentiality and data integrity.  
 
The new vulnerabilities introduced by the new layers and components need to be 
considered, for example, in the virtualization layer there are shared storage re-
sources, network resources and new interfaces e.g. new hardware resources or 
management systems, and access to NFV functions via APIs. In addition to that 
the Management and Orchestration system is completely new. Both the control 
plane and user plane need to be covered as in the native system.  
 
Comprehensive vulnerability analysis is recommended to define the new test 
scope.  
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5.4.10 Not Mapped Impacts 
 
There are two ETSI NFV requirements that were not mapped directly in any of 
the release areas. First, A requirement of partially or fully virtualized network 
functions (Section 4.3.1.). Second, A requirement for portability (Appendix 1. 
Portability of VNFs). The portability requirement makes it possible to load, move 
and execute VNF’s across different multivendor Network Point of Presence (N-
PoP) environment.  
Proposed Changes in System Test Strategy 
These requirements need to be considered when defining the test scope of the 
release areas. The partially or fully virtualized network may be covered by build-
ing a test network that will make it possible, for example, to run test cases where 
the control plane is not virtualized, but the user plane is. That is, cases with virtu-
alized BGF and native SBG.  The portability requirement may be covered in con-
tinuous integration (CI) where the package (image) is created, loaded in the cloud 
environment and tested. In the CI automation the selection of the different cloud 
is made based on the availability. The CI machinery will load a new image in a 
cloud that is not reserved for any other testing at the time, and performs tests in 
there. Portability aspects are also covered in upgrade testing. 
5.5 Impacts and Changes in Network Level Feature Integration 
 
This section is about the network level integration of new features. As it was said 
in the beginning of Section 5, the new features in the system testing are covered 
in feature integration, whereas the release areas cover the non-functional system 
requirements. 
 
All the changes in the environment brought by the Network Functions Virtualiza-
tion will impact feature integration especially on the network level, also on end-to-
end network. These tests are related to the integrity of the Media Resource Sys-
tem (MRS) product. These are, for example, network level interoperability tests 
between product releases.  
 
There are new elements in the network environment that need to be considered 
in feature integration, such as, multi–vendor environment, or the Management 
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and Orchestration, which replaces the existing Operations and Maintenance sys-
tem. Both the new Management and Orchestration and multi-vendor environment 
will require more end-to-end type of integration, including multi-vendor integration 
and interoperability testing. Additionally, it is as important with the virtualized 
product, as it was with the native product, to perform extra feature integration and 
interoperability tests in the case of changes in the protocols used like, for exam-
ple, 3GPP protocols. 
 
Feature integration is an area where also the comparison of the functionality of 
the new features in the native and virtualized environment is needed. This is valid 
as long as the development of the native product will be continued. Additionally 
also tests in the hybrid network are needed. This is needed for a transition period 
when operators may have both native and virtualized products in the same net-
work.     
Proposed Changes in System Test Strategy 
The scope of the network level feature integration needs to be adapted on the 
selected configuration(s) based on the more detailed test analysis. In general the 
number of tests is expected to increase, because there is a need to focus more 
on inter-operability testing, multi-vendor integration, end-to-end type of integration 
and also testing in hybrid network. All this will require more testing in the network 
environment. Part of the solution for this would be to start integration on the net-
work test environment already in the cross-functional teams. More about this 
possibility is discussed in the next sub-section.    
 
Network level integration will require a test environment where it is possible to 
perform feature integration both for virtualized and native product, and also run 
these tests in the hybrid network. The environment should support variation of 
different multi-vendor configurations. 
5.6 Impacts on Test Scope on Lower Level Tests 
 
This section discusses the impacts and needs for changes in node level function 
testing, because of the changes made in system test.  
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Due to the pressure to add more system level integration testing in the network 
environment, there is a need to find a balance between the system level integra-
tion in different activities. Today the independent test teams perform the feature 
integration testing on network and end-to-end test environments. When adding 
more testing, it might be difficult resource wise. Therefore it could be reasonable 
to think about different options to increase testing in the network environment, 
even in an end-to-end environment.  
Proposed Changes in System Test Strategy 
An increased amount of testing in network environment could be divided between 
the different testing activities. One solution would be to start integration in the 
network environment already in cross-functional teams in functional tests. In 
practice this could mean, for example, adding a real SBG node in the function 
test environment used by cross-functional teams. Using the real SBG nodes 
would change in the simulated interface. That is, simulating the session Initiation 
Protocol (SIP) towards SBG instead of simulating Gateway Control Protocol 
(GCP) towards BGF. 
 
This might be a competence issue, since the test tools and the network test envi-
ronment are different than those used in node level functional tests. To build up 
the required new competencies in the cross-functional teams will require re-
source planning, and perhaps also new ways of working, such as, using the 
Specification by Example method, as described in Section 9.1, or maybe using  
DevOps teams, as described in Section 9.1.2.  
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6 Impacts and Proposed Changes on Ways of Working 
This section discusses the impacts and changes needed in the ways of working. 
That is, changes in the processes, methods and human resources, new skills and 
competences. Additionally the changes proposed for the test environment are 
also discussed in this section.   
6.1 Characteristics Measurements 
 
Estimation of characteristics, the capability of the virtualized BGF will become 
difficult, even impossible, based on the specifications. That is because of the va-
riety of different equipment from different vendors.  
Proposed Changes in System Test Strategy 
The only way to get a reasonable estimation of the capability of different configu-
rations is to measure. This means a change in the ways of working in the charac-
teristics release area. When working with virtualized BGF, the characteristics re-
lease area needs to be able to provide fast feedback information of the charac-
teristics measurements to the characteristics team in system development. This 
requires a change also in the tooling. There is a need for a tool that would make 
fast characteristics feedback possible, even on real time.   
6.2 Test Automation 
 
The test automation rate is rather high in the native BGF testing, but there is still 
room for improvement. In the native BGF there are tests that have not been au-
tomated because they have not been possible or feasible to automate, for exam-
ple, cases that require unplugging cables, or other type of manual intervention.  
Proposed Changes in System Test Strategy 
Virtualization will change the test environment. This may bring also new oppor-
tunities for automation. For example, part of the manual robustness test cases 
could be automated by using fault injection (Section 9.4 Fault Injection).  This 
needs to be studied further, since a sufficient coverage of the System tests needs 
to be included in the continuous integration machinery.  
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The frequency for regression tests is becoming higher and higher all the time. 
Test automation is partially a tool issue, but also a ways of working issue. Finding 
new ways for automation is crucial to keep the pace in system testing.      
6.3 Multi-Application Continuous integration   
 
The Ericsson Business Unit, Core and IP (BUCI) end-to-end test strategy will in-
troduce a new multi-application continuous integration (CI) activity to provide 
fast feedback for the delivering development organizations and to prevent un-
necessary troubleshooting in network tests. To participate in this kind of external 
activity will require actions also in the Media Plane Development organization. In 
addition to the fast IMS network level feedback about the quality of BFG, multi-
application CI will provide possibility to get the latest Session Border Gateway 
(SBG) software in the end-to-end system test environment in the Media Plane 
Development organization. This possibility needs to be considered when planning 
tests and also tooling.  
Proposed Changes in System Test Strategy 
Multi-application CI will require resources from the Media Plane Development 
organization for support and also to align test environment, test tools and ways 
of working in to it. This means preparation work, changes in daily work, and per-
haps also new competences. This will be clearer after the first trials of multi-
application CI.       
6.4 Competence and Skills 
 
The Network Functions Virtualization will bring requirements for new competen-
cies needed in system testing. The competencies are related to the new system 
architecture and new system components. These are, for example, Management 
and Orchestration (MANO), Kernel Based Virtual Machine (KVM), virtual switch, 
Hypervisor, Virtual Infrastructure Manager VIM) e.g. OpenStack and architecture 
in general including API’s, test tools, test use cases, end-to-end/network test en-
vironment(s). In addition for people working in system testing, the new compe-
tencies may be also necessary for people working in cross-functional teams, es-
pecially if these teams will perform part of the end-to-end level system integra-
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tion. Furthermore, the new architecture and components will bring changes in the 
needed testing, diagnostics and troubleshooting skills.  
Proposed Changes in System Test Strategy 
Building up the new competencies should start from the architecture and compo-
nents area, and then continue in testing and diagnostic skills. These skills need 
to cover also the test tools. After this, people should be able to trouble shoot 
problems, localize fault, trace system, including the tools used. One solution to 
share and build-up competence about testing in end-to-end network environment 
would be using Acceptance Test Driven Development method, or as it is also 
called, Specification by Example. Another solution goes even further, and that is 
Development and Operations, DevOps. These concepts are discussed in Section 
9. Opportunities for Improvements.  
6.5 Test Environment 
 
This section discusses the impacts and changes in system test environment for 
testing virtualized MRS product, starting with the test network, and continuing 
with system test tools.  
6.5.1 Test Network 
 
 The system test network will be the most impacted area in the whole system test 
context.  
Proposed Changes in System Test Strategy 
The existing test network can be expanded with virtualized Session Gateway 
Controllers (SGCv) and Virtualized Border Gateway Function (BGFv). The new 
virtualized components are all located in a cloud, which needs to be managed 
and orchestrated by a cloud manager. The logical configuration of the virtualized 
Border Gateway Function (BGFv) system test environment is illustrated in the 
figure below (Figure 16): 
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 System Test environment for BGFv Figure 16.
 
 
Figure 16 above shows how the new test environment may be built as an expan-
sion to the current test system. The change might be clearer when comparing 
Figure 16 above to Figure 9 The current BGF system test network environment in 
Section 3.3.1. 
 
The virtualized Border Gateway Function (BGFv) should have connections from 
both virtualized Session Gateway Controller (SGCv) and native Session Gateway 
Controller. That is to test partially virtualized network functions cases where the 
media plane is virtualized, but not the control plane. There are also native and 
virtualized BGF nodes in the network to enable testing in hybrid network, where 
NFV framework co-exists with the legacy network. This kind of environment is 
needed, for cases such management and orchestration and feature integration 
testing. Native nodes need to be tested also in the future because the native BGF 
will exist in the product portfolio. Native nodes are also needed for comparison of 
for example performance of the native and virtualized nodes in Characteristics 
tests.      
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Reference Configuration 
It should not matter what the cloud platform used in the environment is, but there 
is a need to have a reference configuration, or configurations of the test environ-
ment, which are based on one (or more) cloud platform. This is needed to be able 
to compare measurements and test results between the releases.  
6.5.2 Test Tools 
 
The existing load generators can be used also to test virtualized BGF. However, 
to be able to adapt the multi-application continuous integration also Session Initi-
ation Protocol (SIP) interface towards SBG needs to be loaded. To accelerate the 
speed of new deliveries, also system tests need more automation. Today there is 
still a mass of manual tests or semi-manual tests in the system test area. To get 
rid of these manual or semi-manual tests is a goal for the future. 
 
When it comes to the Network functions virtualization environment there will be 
more variation in the configurations. Additionally, test tools, test scripts and pro-
grams with their versions are part of these configurations.  
Proposed Changes in System Test Strategy 
The test automation rate must be increased. One option to implement automation 
for the existing manual or semi-automated test cases could be fault-injection, 
which is discussed in Section 9.4 Fault Injection.  Another thing, common for all 
test tools, is that they should be handled as a part of the NFV environment con-
figurations. This means that the test tools and test script/program lifecycles must 
also be managed in a professional manner. That is, the test tools need to be 
handled as products. 
 
Furthermore, alignment to multi-application Continuous Integration has to be 
done. That will mean change in the simulation interface. Now the Gateway Con-
trol Protocol (GCP) H.248 between SBG and BGF is simulated. In the Multi-
Application CI environment there is a real SBG. Therefore instead of simulating 
H.248, the incoming SIP towards SBG needs to be simulated.   
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6.6 Summary 
 
The extent of the changes needed varies a great deal between the different test-
ing areas. Some areas need more testing, some areas need only adjustments in 
the test scope. One of the biggest changes related to system test scope is in the 
Upgrade and Expansions release area, because of no upgrade paths are need-
ed, and there are no expansions in the virtualized BGF. The manual scaling tests 
can replace the expansion test. In general the new Network Functions Virtualiza-
tion environment triggers the biggest changes. From the environment point of 
view the biggest changes are in the Operations and Maintenance since the whole 
system will change. This area will need a lot of testing for the first releases. The 
amount of testing may then later be decreased. The Network Functions Virtual-
ization environment will impact also the Media Plane Quality and Characteristics 
and ISP areas. The amount of testing in those areas is dependent on the deci-
sions as to how many different configurations are needed to be covered in test-
ing. The new environment will also bring new vulnerabilities, which need to be 
covered in the Vulnerability area. Robustness is an area that will be impacted by 
the new NFV environment. The amount of testing is not expected to increase, but 
the scope and the test automation need big changes. The scope of the Stability 
tests needs to be changed to cover automatic scalability, scaling up and down. 
Single Traffic & Features and Feature Integration areas both need more testing in 
network and end-to-end environments. Depending on how they will be carried 
out, they will affect the extent of the adaptation needs. There might be possibili-
ties even to merge these two areas. Additionally one option would be to start 
network level integration already in functional tests in cross-functional teams by 
changing the test setup to include also SBG. The Signaling release area may be 
removed because of the All-IP network. A summary of the adaptation needs is 
presented in the table below (Table 17.): 
Table 17. The extent of the adaption needs in the system testing 
Area in System Test  Test Scope Adaption Number of Tests 
1 Upgrade and Expansions  Medium Decrease 
2 Operation & Maintenance Large Increase 
3 Signaling  Removed Removed 
4 Single Traffic & Features Large Increase 
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5 Media Quality  Medium Equal 
6 Stability Medium Increase 
7 Robustness  Large Equal 
8. Characteristics & ISP Large Equal 
9. Vulnerability Large Increase 
10. Feature Integration Medium Increase 
 
Table 17 above presents the extent of the adaption needs in the system testing in 
the Media Plane Development organization. It simply lists the extent of the adap-
tion needs on the test scope and are the test expected to increase, decrease, or 
stay equal compared to the present. 
 
No new areas were found, but renaming of three areas was proposed. First, a 
new name Management and Orchestration release area for the Operations and 
Maintenance release area was proposed. Second, a new name ‘Upgrade and 
Manual Scaling release area’ was proposed for the current Upgrade and Expan-
sions area. Third, the present Robustness release area was proposed to name 
as Resiliency release area. The purpose of these new names was to get better 
match with the scope of the area after adaption.    
 
There are two big changes in ways of working. First, the characteristics estima-
tions need to be changed to include more measurements. Second, the Multi-
application continuous integration requires changes in the test environment and 
test tools, maybe also in the implementation of test automation. Test network 
should contain cloud where SBG and BGF are installed. Using real SBG will re-
quire changes in simulation interfaces. Depending on the case, SIP interface to-
wards SBG may need to be simulated instead of GCP interface towards BGF. 
The existing load generators may still be used.  Multi-application continuous inte-
gration also requires alignment of test automation, test environment and test 
tools. This should include the ways how the automated cases are build and what 
are the interfaces used.  
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There is a need to automate more non-functional tests in general. In Robustness 
release area (resiliency) one option to increase Test Automation could be fault 
injection. This is an area proposed to be studied further. 
 
All this will require new competencies from people. Competencies as for the new 
architecture, new components, new terminology, fault localization, troubleshoot-
ing, and test tools are all subjects for learning.  
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7 Proposed Changes and Action Plan 
The proposed changes with the actions for the deployment are collected in the 
table below (Table 18). 
 
Table 18. Proposed Changes and Action Plan  
Subject 
to 
Change 
Change Magnitude  Actions for Deployment of 
the changes. 
 
Release Areas 
Upgrade 
and Ex-
pansions 
Upgrade paths and 
expansions do not 
exists in BGFv. 
 
 
Medium 
The test scope adap-
tation requires Im-
plementing new test 
cases. The number of 
Test cases is ex-
pected to decrease in 
total.  
 
 
 
Remove upgrade paths and 
expansions from the test scope 
of virtualized product.  
 
New requirements for 
Manual scalability & 
portability. 
 
Include Manual scalability and 
portability (VM lifecycle man-
agement). 
Renaming of the area. Rename to: ‘Upgrade and 
Manual Scaling’ 
 
 
O&M New architecture for 
O&M 
Large 
The test scope will 
change a lot. The 
number of test cases 
is expected to in-
crease.  
 
The Test analysis 
and implementing 
new test cases will 
require much re-
sources and time. 
Cover all the functional blocks 
in NFV Management and Or-
chestrator (MANO) in O&M 
tests. 
 
 
Transition require-
ment. 
To be considered: Covering of 
Management of Hybrid Net-
work in tests.  
 
 
New automated O&M 
mechanisms.  
Verify the NFV framework’s 
capability to automatically 
create, scale and heal of VNFs 
based on pre-defined criteria.  
 
 
New Service Assur-
ance requirement for 
O&M. 
Test that Network functions are 
remotely accessible, monitored, 
and can perform diagnosis. 
 
 
Renaming of the area. Rename to: ‘Management and 
Orchestration’ 
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Signaling Virtualization will not 
call for any changes in 
this area, and after 
moving to all IP net-
works testing of dif-
ferent signaling stand-
ards is not needed. 
 
Removed Area Remove this area and all the 
tests in it.  
 
Single 
Traffic 
&  
Features 
Multi-vendor NFV 
environment  
Large  
The new test scope 
needs to be set. The 
number of test cases 
is expected to in-
crease. 
Analyze new needs for In-
teroperability and Integration 
testing 
 
Transition require-
ment. 
To cover co-existence and tran-
sition testing with legacy net-
work 
 
 
Increased need for 
network level integra-
tion. 
Balance the test scope between 
this release area and Network 
level Feature Integration. 
 
 
Media 
Quality 
Multi-vendor NFV 
environment 
Medium 
The test scope needs 
not to be changed. 
And the number of 
test case is expected 
to be equal compared 
to the native BGF.  
 
Test tools need to be 
analyzed more deep-
ly. They may require 
changes. 
 
Analyze changes needed in test 
environment  
 
 
New counters and 
ways to collect counter 
data. 
Analyze the needs to re-
organize counters and the col-
lection of the counter data in-
cluding tools used. 
 
 
Both above. Analyze possibilities and needs 
in test automation and imple-
ment changes. 
 
 
Stability New scaling function-
ality introduced in 
NFV. 
 
Medium 
The ne test scope 
needs to be set. The 
number of test ceases 
is expected to in-
crease.  
Include both scaling up and 
scaling down in the stability 
tests.  
 
 
Cover the functionality of scal-
ing criteria the stability tests. 
 
 
Changes in Test automation 
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Robust-
ness 
Multi-vendor NFV 
environment 
Large 
The new test scope 
needs to be set. The 
number of test ceases 
is expected to be 
equal compared to 
the native BGF. 
 
The Test analysis 
and implementing 
new test cases will 
require much re-
sources and time. 
 
 
Include Service continuity test-
ing (e.g. HW failure or a re-
source shortage/outage or 
Scalability, and Elasticity in 
cloud in a failure situation 
 
 
Include testing of functionality 
of Fault management in multi-
vendor environment. 
 
 
Renaming of the area. Rename to: ‘Resiliency’ 
 
Charac-
teristics 
& ISP 
Multi-vendor NFV 
environment 
Large 
The test scope needs 
to be set. The num-
ber of test ceases is 
expected to be equal 
compared to the na-
tive BGF. 
 
The analysis of tool 
needs and setting up 
such environment 
that is capable to 
provide input for 
dimensioning even 
on real time, requires 
resources and time. 
(This is common 
activity for ways of 
working area.) 
 
 
Verify that the NFV framework 
is independent of HW and 
framework is capable to collect 
performance related infor-
mation. 
 
 
Tie the measurements and the 
configuration (including tools) 
used to each other’s. 
 
 
Unpredictable envi-
ronment. It is impossi-
ble to make estima-
tions for dimensioning 
by reading specifica-
tions.  
Provide Measurements as input 
for dimensioning.   
 
Vulner-
ability 
 
 
Multi-vendor NFV 
environment. 
Large 
Vulnerability analy-
sis is needed. The 
test scope may be 
adjusted based on it. 
The number of test 
cases is expected to 
increase. 
 
 
 
 
 
 
 
Perform comprehensive vul-
nerability analysis Due to big 
changes in the environment to 
define the new test scope. 
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Feature Integration  
Feature 
Integra-
tion 
Multi-vendor NFV 
environment. 
Medium 
The new test scope 
needs to be set. The 
number of test cases 
is expected to in-
crease. 
Analyze the need for Inter-
operability testing, multi-
vendor integration, end-to-end 
type of integration and also 
testing in hybrid network. 
 
Balance Feature Integration 
tests with functional tests per-
formed by cross-functional 
teams and Single Traffic & 
Features Release area. 
 
Way of working 
Charac-
teristics 
Meas-
urements 
Unpredictable envi-
ronment. It is impossi-
ble to make estima-
tions for dimensioning 
by reading specifica-
tions.  
Medium 
This requires imple-
menting a new work-
ing process including  
Tool that is capable 
to provide input for 
dimensioning even 
on real time.   
(This is common 
activity with Charac-
teristics & ISP area.) 
 
Adapt to need for Fast feed-
back information of the charac-
teristics measurements for di-
mensioning. It will require 
change in tooling and ways of 
working. Fast characteristics 
feedback should be provided 
even on real time. 
 
Test Au-
tomation 
More automated test 
cases are needed in 
non-functional tests. 
Medium 
This requires analy-
sis and study of new 
tools, including pilot-
ing and trials. 
Study possibilities to use Fault 
Injection in Resiliency tests.  
Try to find and analyze also 
other possible ways to auto-
mate more non-functional tests.  
 
Multi-
applica-
tion CI 
Multi-application CI 
needs resources for 
support and also to 
align test environment, 
test tools and ways of 
working in to it.  This 
is, resources for prepa-
ration work.  
Medium 
This requires re-
source planning for 
both human and ma-
chine. 
 
The actual support 
and the amount of 
work needed for 
aligning tools, test 
environment and 
work processes will 
be discovered later 
when few trials with 
Multi-application CI 
are done. Incl. Study 
of merging with sys-
tem test activities. 
  
Prepare to allocate resources 
from Media Plane Develop-
ment organization.  
 
To support CI activities  
 
To align test environment, test 
tools and ways of working in to 
it. To study if it is possible to 
merge Multi-application CI 
activities to present system test 
activities. 
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Compe-
tence 
and 
Skills 
 
 
 
 
 
New competence 
needs related to Net-
work Functions Virtu-
alization are needed.  
 
 
Large  
This requires proper 
competence plan-
ning, including learn-
ing objects and the 
learning order. 
 
All the actions in this 
area (i.e. People) are 
related directly or 
indirectly in compe-
tence management. 
 
  
Analyze the competence needs 
to build up the new competen-
cies. 
  
The competencies 
related to the new sys-
tem architecture and 
new system compo-
nents.  
 
 
Prepare competence build up in 
the area of Architecture and 
components. 
 
New test tools, test use 
cases, end-to-
end/network test envi-
ronment(s). 
 
 
Prepare competence build up in 
the area of Testing tools and 
environment. 
 
New testing and diag-
nostics, troubleshoot-
ing skills are required. 
 
Prepare competence build up in 
the area of Testing and diag-
nostic skills. 
 
 
In addition for people 
working in system 
testing the new 
Competencies may be 
necessary also for 
people working in 
cross-functional teams, 
especially if they will 
perform part of the 
network level feature 
integration tests. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Try new ways for learning need 
to study:   
a) Specification by Example 
b) Development and Opera-
tions, DevOps. 
 
(See Section 9. Opportunities 
for Improvements) 
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The changes proposed in the test strategy and the actions for deployment are 
presented in Table 18 above. The magnitude of the change is estimated in three 
levels: Small, Medium and Large. These estimations are based on how much the 
test scope will change, and whether the number of test cases is expected to in-
crease, decrease or stay the same compared to the existing tests. These are 
rough estimations. Thorough test analysis is required to make these estimations 
more precise. 
 
Test Environment 
Test 
Network 
Update test environ-
ment for Network 
Functions Virtualiza-
tion. 
Large  
This requires plan-
ning and building of 
test network, includ-
ing ordering of the 
new hardware. 
 
This work has a long 
lead-time, because of 
the delivery times 
and also due to net-
work building time. 
Expand the existing test net-
work with virtualized Session 
Gateway Controllers (SGCv) 
and Virtualized Border Gate-
way Function (BGFv).  
 
The new virtualized compo-
nents are all to be located in a 
cloud, which needs to be man-
aged and orchestrated by a 
cloud manager. 
 
Study possibility use Reference 
Configurations (Section 6.5.1) 
 
Study the needs for hybrid 
network. (e.g. O&M, compari-
son of performance) 
Test 
Tools 
Test tool needs re-
quires deeper analysis.  
Tool analysis is re-
lated to other actions 
above. They are 
listed here only to 
make them more 
visible. 
Adapt/Align test tools for Mul-
ti-application CI. 
 
Implement more automation  
 
Analyze tools needs for Media 
Quality 
 
Analyze tools needs for charac-
teristics measurements  
 
Production like tools 
(lifecycle manage-
ment) and traceability 
needed. 
Analysis of the needs 
in ways of working 
requires and prepara-
tion of new guide-
lines some effort. 
Develop ways of working for 
tools and scripting/test pro-
grams. 
 
Production like tools (lifecycle 
management) , traceability 
between tools/scripts/test pro-
grams and test configuration is 
needed. 
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8 Evaluation of the Proposed Changes   
The proposed changes in the system test strategy for adaptation were evaluated. 
This section discusses the evaluation, and its results. The section starts with pre-
senting the evaluation and, based on the evaluation results, presents next the 
upgraded list of proposed changes and deployment plan.  
8.1 Evaluation  
 
The persons who participated in the evaluation and the division of the areas of 
evaluation are presented in Table 3. The persons selected for the evaluation are 
subject matter experts of the release areas and people working in BGF product 
related positions in variety of roles. Additionally a couple of section managers 
from the system test area participated in the evaluation. The group of people se-
lected represents key stakeholders and experts in the case organization. The 
evaluation per each release area and the evaluation of the overall view were 
done individually. In addition, the walkthrough of the changes was done in weekly 
meetings with instructors of the study, whom are also experts in testing area.  
8.2 Upgraded Proposal for the Changes and Action Plan  
 
The evaluation showed that there were two proposed changes that needed to be 
modified. First the area of Characteristics and ISP did not cover sufficiently the In 
Service Performance (ISP) aspects, and second the Upgrade and Expansions 
area requires re-consideration.  
 
The Characteristics and ISP area needs to be updated to cover also the In Ser-
vice Performance (ISP) requirements. There are two such requirements at the 
moment and they both are related to upgrade functionality 1) Minimal ISP impact 
at SW Upgrade and 2) Downtime in upgrade less that 60 seconds. The In Service 
Performance (ISP) requirements require deeper investigations of ISP require-
ments.  
 
The release area Upgrade and Expansions was proposed to be changed to Up-
grade and Manual Scaling. There were two issues in the proposed changes in 
this area. First, the name was not perfect. There are no upgrade paths, and the 
whole upgrade method changes in general, in a virtualized product, it might be 
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unnecessary to use Upgrade in the name of the area. Second, manual scaling 
was discussed during the evaluation of this area. Is it necessary to test manual 
scaling in any release area, if it was tested already in functional tests in cross-
functional teams. In other words, it was discussed whether it were possible to 
cover manual scaling already in the cross-functional teams. Based on this, there 
would be only testing of Portability left in the scope of the Upgrade and Manual 
Scaling. Bringing the manual scalability in the functional tests performed by 
cross-functional teams will create a new need for the teams. They need to be 
able to use traffic load generators to create the needed background traffic load. 
They should also be able to perform these tests in the network test environment. 
This is a competence issues, but also a resource issue. There must be such test 
environments with traffic generators for background traffic available for many 
cross-functional teams. Additionally this requires planning and coordination be-
tween the teams, so that not all the teams should perform manual scaling for eve-
ry sprint. Nevertheless, this is an issue that needs to be studied further. 
 
The name of the area had to be changed. If the manual scaling is not covered in 
this area and the only issue left would be portability, the area could be called Re-
lease Area Portability. Anyhow, the Portability would not be that describing name 
for the release area. In practice the Portability means Lifecycle management of 
Virtual Network Functions (VNF). Therefore the area could be re-named as VNF 
Lifecycle Management. If the manual scaling is decided to be kept in this area the 
proposed name, VNF Lifecycle Management could still be descriptive, since 
manual scaling also means creating and termination of Virtual Network Func-
tions.    
 
The upgraded Proposed Changes and Action Plan is presented in the table be-
low (Table 19):  
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Table 19. Upgraded Proposed Changes and Action Plan   
Subject 
to 
Change 
Change Magnitude  Actions for Deployment of 
the changes. 
Release Areas 
Upgrade 
and Ex-
pansions 
Upgrade paths and 
expansions do not 
exists in BGFv. 
Medium 
The test scope adap-
tation requires Im-
plementing new test 
cases. The number of 
Test cases is ex-
pected to decrease in 
total.  
 
From evaluation: 
To be studied where 
to locate manual 
scaling. If moved in 
cross-functional 
teams also compe-
tence issues need to 
be considered, since 
these tests require 
traffic load and use 
of load tools. 
Remove upgrade paths and 
expansions from the test scope 
of virtualized product.  
 
New requirements for 
Manual scalability & 
portability. 
 
Include Manual scalability and 
portability (VM lifecycle man-
agement). 
 
Consider moving manual scal-
ing to functional tests per-
formed by cross-functional 
teams.  
 
Renaming of the area. Rename to: ‘VNF Lifecycle 
Management’ 
 
O&M New architecture for 
O&M 
Large 
The test scope will 
change a lot. The 
number of test cases 
is expected to in-
crease.  
 
The Test analysis 
and implementing 
new test cases will 
require much re-
sources and time. 
Cover all the functional blocks 
in NFV Management and Or-
chestrator (MANO) in O&M 
tests. 
Transition require-
ment. 
To be considered: Covering of 
Management of Hybrid Net-
work in tests.  
New automated O&M 
mechanisms.  
Verify the NFV framework’s 
capability to automatically 
create, scale and heal of VNFs 
based on pre-defined criteria.  
 
New Service Assur-
ance requirement for 
O&M. 
Test that Network functions are 
remotely accessible, monitored, 
and can perform diagnosis. 
Renaming of the area. Rename to: ‘Management and 
Orchestration’ 
Signaling Virtualization will not 
call for any changes in 
this area, and after 
moving to all IP net-
works testing of dif-
ferent signaling stand-
ards is not needed. 
 
Removed Area Remove this area and all the 
tests in it.  
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Single 
Traffic 
& Fea-
tures 
Multi-vendor NFV 
environment  
Large  
The new test scope 
needs to be set. The 
number of test cases 
is expected to in-
crease. 
Analyze new needs for In-
teroperability and Integration 
testing 
 
Transition require-
ment. 
To cover co-existence and tran-
sition testing with legacy net-
work 
 
 
Increased need for 
network level integra-
tion. 
Balance the test scope between 
this release area and Network 
level Feature Integration. 
 
 
Media 
Quality 
Multi-vendor NFV 
environment 
Medium 
The test scope needs 
not to be changed. 
And the number of 
test case is expected 
to be equal compared 
to the native BGF.  
 
Test tools need to be 
analyzed more deep-
ly. They may require 
changes. 
Analyze changes needed in test 
environment  
 
New counters and 
ways to collect counter 
data. 
Analyze the needs to re-
organize counters and the col-
lection of the counter data in-
cluding tools used. 
 
 
Both above. Analyze possibilities and needs 
in test automation and imple-
ment changes. 
 
Stability New scaling function-
ality introduced in 
NFV. 
 
Medium 
The ne test scope 
needs to be set. The 
number of test ceases 
is expected to in-
crease.  
Include both scaling up and 
scaling down in the stability 
tests.  
 
Cover the functionality of scal-
ing criteria the stability tests. 
 
 
Changes in Test automation 
 
 
Robust-
ness 
Multi-vendor NFV 
environment 
Large 
The new test scope 
needs to be set. The 
number of test ceases 
is expected to be 
equal compared to 
the native BGF. 
 
The Test analysis 
and implementing 
new test cases will 
require much re-
sources and time. 
 
Include Service continuity test-
ing (e.g. HW failure or a re-
source shortage/outage or 
Scalability, and Elasticity in 
cloud in a failure situation 
 
Include testing of functionality 
of Fault management in multi-
vendor environment. 
 
Renaming of the area. Rename to: ‘Resiliency’ 
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Charac-
teristics 
& ISP 
Multi-vendor NFV 
environment 
Large 
The test scope needs 
to be set. The num-
ber of test ceases is 
expected to be equal 
compared to the na-
tive BGF. 
 
The analysis of tool 
needs and setting up 
such environment 
that is capable to 
provide input for 
dimensioning even 
on real time, requires 
resources and time. 
(This is common 
activity for ways of 
working area.) 
This requires own 
analysis, but is not 
expected to be a big 
issue in resource 
wise. 
 
 
Verify that the NFV framework 
is independent of HW and 
framework is capable to collect 
performance related infor-
mation. 
 
 
Tie the measurements and the 
configuration (including tools) 
used to each other’s. 
 
 
Unpredictable envi-
ronment. It is impossi-
ble to make estima-
tions for dimensioning 
by reading specifica-
tions.  
 
 
Provide Measurements as input 
for dimensioning.   
 
ISP requirements  Analyze what are the In Ser-
vice Performance (ISP) re-
quirements to be covered. 
 
Vulner-
ability 
 
 
Multi-vendor NFV 
environment. 
Large 
Vulnerability analy-
sis is needed. The 
test scope may be 
adjusted based on it. 
The number of test 
cases is expected to 
increase. 
 
 
Perform comprehensive vul-
nerability analysis Due to big 
changes in the environment to 
define the new test scope. 
 
 
Feature Integration  
Feature 
Integra-
tion 
Multi-vendor NFV 
environment. 
Medium 
The new test scope 
needs to be set. The 
number of test cases 
is expected to in-
crease. 
Analyze the need for Inter-
operability testing, multi-
vendor integration, end-to-end 
type of integration and also 
testing in hybrid network. 
 
Balance Feature Integration 
tests with functional tests per-
formed by cross-functional 
teams and Single Traffic & 
Features Release area. 
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Way of working 
Charac-
teristics 
Meas-
urements 
Unpredictable envi-
ronment. It is impossi-
ble to make estima-
tions for dimensioning 
by reading specifica-
tions.  
Medium 
This requires imple-
menting a new work-
ing process including  
Tool that is capable 
to provide input for 
dimensioning even 
on real time.   
(This is common 
activity with Charac-
teristics & ISP area.) 
 
 
 
 
Adapt to need for Fast feed-
back information of the charac-
teristics measurements for di-
mensioning. It will require 
change in tooling and ways of 
working. Fast characteristics 
feedback should be provided 
even on real time. 
 
Test Au-
tomation 
More automated test 
cases are needed in 
non-functional tests. 
Medium 
This requires analy-
sis and study of new 
tools, including pilot-
ing and trials. 
 
 
 
Study possibilities to use Fault 
Injection in Resiliency tests.  
Try to find and analyze also 
other possible ways to auto-
mate more non-functional tests.  
 
Multi-
applica-
tion CI 
Multi-application CI 
needs resources for 
support and also to 
align test environment, 
test tools and ways of 
working in to it.  This 
is, resources for prepa-
ration work.  
Medium 
This requires re-
source planning for 
both human and ma-
chine. 
 
The actual support 
and the amount of 
work needed for 
aligning tools, test 
environment and 
work processes will 
be discovered later 
when few trials with 
Multi-application CI 
are done. 
 
 
 
 
 
 
 
 
 
 
  
Prepare to allocate resources 
from Media Plane Develop-
ment organization.  
 
 
 
To support CI activities  
 
 
 
To align test environment, test 
tools and ways of working in to 
it. 
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Compe-
tence 
and 
Skills 
 
 
 
 
 
New competence 
needs related to Net-
work Functions Virtu-
alization are needed.  
 
 
 
Large  
This requires proper 
competence plan-
ning, including learn-
ing objects and the 
learning order. 
 
All the actions in this 
area (i.e. People) are 
related directly or 
indirectly in compe-
tence management. 
 
  
Analyze the competence needs 
to build up the new competen-
cies. 
  
The competencies 
related to the new sys-
tem architecture and 
new system compo-
nents.  
 
 
Prepare competence build up in 
the area of Architecture and 
components. 
 
New test tools, test use 
cases, end-to-
end/network test envi-
ronment(s). 
 
 
 
 
Prepare competence build up in 
the area of Testing tools and 
environment. 
 
New testing and diag-
nostics, troubleshoot-
ing skills are required. 
 
 
 
 
Prepare competence build up in 
the area of Testing and diag-
nostic skills. 
 
In addition for people 
working in system 
testing the new 
Competencies may be 
necessary also for 
people working in 
cross-functional teams, 
especially if they will 
perform part of the 
network level feature 
integration tests. 
 
 
 
 
 
 
 
 
 
 
 
 
Try new ways for learning need 
to study:   
c) Specification by Example 
d) Development and Opera-
tions, DevOps. 
 
(See Section 9. Opportunities 
for Improvements) 
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The upgraded Proposal for Changes and Action Plan for deployment is present-
ed in Table 19 above. The changes made after the evaluation are marked with 
yellow background color.  
 
Test Environment 
Test 
Network 
Update test environ-
ment for Network 
Functions Virtualiza-
tion. 
Large  
This requires plan-
ning and building of 
test network, includ-
ing ordering of the 
new hardware. 
 
This work has a long 
lead-time, because of 
the delivery times 
and also due to net-
work building time. 
 
 
 
Expand the existing test net-
work with virtualized Session 
Gateway Controllers (SGCv) 
and Virtualized Border Gate-
way Function (BGFv).  
 
The new virtualized compo-
nents are all to be located in a 
cloud, which needs to be man-
aged and orchestrated by a 
cloud manager. 
 
Study possibility use Reference 
Configurations (Section 6.5.1) 
 
Study the needs for hybrid 
network. (e.g. O&M, compari-
son of performance)  
Test 
Tools 
Test tool needs re-
quires deeper analysis.  
Tool analysis is re-
lated to other actions 
above.  They are 
listed here only to 
make them more 
visible. 
Adapt/Align test tools for Mul-
ti-application CI. 
 
Implement more automation  
 
Analyze tools needs for Media 
Quality 
 
Analyze tools needs for charac-
teristics measurements  
 
Production like tools 
(lifecycle manage-
ment) and traceability 
needed. 
Analysis of the needs 
in ways of working 
requires and prepara-
tion of new guide-
lines some effort. 
Develop ways of working for 
tools and scripting/test pro-
grams. 
 
Production like tools (lifecycle 
management) , traceability 
between tools/scripts/test pro-
grams and test configuration is 
needed. 
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8.3 Summary 
 
The evaluation of the proposed changes and actions was based on the expertise 
of the experts. Two issues were found in the evaluation. First, portability and 
manual scaling requires re-thinking in the release area Upgrade and Expansions. 
Second, In Service Performance (ISP) view was missing from the release area 
Characteristics and ISP. This area requires to be analyzed further from the ISP 
point of view requirements.  
 
Additionally the name of the release area Upgrade and Expansions needs to be 
re-considered. The name ‘VNF Lifecycle Management’ was suggested.  
 
All the changes were considered to be of the size of Medium or Large of their 
magnitude. The only small change is the removal of the Release Area Signaling. 
At this point no need for new release areas was discovered. Changes are big; 
some of the changes will have a long lead-time, as for example, competence 
build up. That is why, new ways of building new competencies were proposed in 
this study.     
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9 Opportunities for Improvements  
This section discusses the opportunities for improvements that are possible be-
cause of the virtualization, or that may be required for a success of efficient test-
ing in the future. The next two sub-sections are related to people, resource allo-
cation and competence build-up. First, a method to define test cases as collabo-
ration with stakeholders, Specification by Example, is discussed. Second a con-
cept of Development and Operations, DevOps is presented. They are both ways 
to spread competence and information within, and even between the teams. 
Third sub-section is about the opportunities virtualization brings in the area of test 
tools. The fourth sub-section continues with the test tools by discussing the fault 
injection. 
9.1 Specification by Example 
 
As it seems, more testing should be performed in the network environment. It 
means that also part of the functional testing performed by the cross-functional 
teams should be executed in network environment with the same tools that are 
used for network level feature integration. To bring functional tests in the network 
environment requires understanding of the functionality on the network level, and 
knowledge about the tools in that environment. To make it easier to create test 
cases on the network level, Acceptance Test Driven Development would be a 
considerable option. Not all cross-functional teams have competence to perform 
functional test in the end-to-end network environment. The acceptance test driv-
en development as a method would ease up building the needed competence.    
 
Specification by Example is also known as Acceptance Test Driven Development 
(ATDD) or Behavior Driven Development (BDD). It is based on the following five 
ideas. First, it uses real examples to build a shared understanding. Second, it 
uses a selected set of these examples for acceptance tests. Third, these cases 
are automated. Fourth, it focuses on the acceptance tests. Fifth, these automated 
acceptance test cases are used to facilitate discussion about possible change 
requests in the future. (Adzic G. 2009:31,32).  
 
When a cross-functional team and a possible supportive independent test team 
do not participate in the designing of the specifications, it means that the teams 
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need to be informed about these specifications separately. This may lead to pos-
sible misunderstandings and lost details. Therefore, the outcome from the teams 
is possibly not as expected. They will develop something that is not what it was 
meant to be, and even test that it works, as they understood it. To correct this 
kind of misunderstood functionalities is all unnecessary rework. In the Specifica-
tion by Example method, the idea is to specify the solution collaboratively with 
people with wide range of diversity using different heuristics to solve problems. 
Technical experts know the system; testers know how the system may break and 
where the potential issues might be hiding. All this is knowledge is important for 
the successful specification. Making specification collaboratively makes it possi-
ble to share the knowledge and experience, and getting people contribute and 
more involved in the whole delivery process. (Adzic G. 2011:Ch 2, Ch 6) 
 
This is feasible also for network integration testing. Already in the sprint planning 
cross-functional teams should discuss the test cases and agree on the ac-
ceptance test cases that will be run in network test environment during the sprint 
to show what was implemented in the sprint works. Planning of the test cases on 
a high level would not take many hours, but it would require participation also 
from product owners, technical experts on a need basis, and possibly also from 
release areas. Discussing the test cases on the network level would give com-
mon understanding about the new feature, and draw a big picture on people’s 
minds as to how the feature is meant to work. If the cross-functional team is lack-
ing competence to manage with functional tests in the network test environment, 
supportive test teams should also help in the planning session to find the best 
test cases for the acceptance. The aim should also be to automate these ac-
ceptance test cases. They can then later be included into the regression test 
suite in continuous integration to verify the legacy functionality. 
9.2 DevOps 
 
DevOps, Development and Operations, is a topical trend in software develop-
ment. According to Roche J. (2013) developers work mostly on code, whereas 
operations work mostly with systems. The DevOps is a mix skill set of Developers 
(including quality assurance) and operations person. The figure below (Figure  
17.) illustrates the mix of different skills of DevOps. 
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 The mix of different skills of DevOps. Figure 17.
 
Figure 17 above illustrates DevOps as the intersection of development, opera-
tions and quality assurance. Testing can be seen as a part of the development 
and quality assurance. System testing as it is described in this study is merely on 
the Quality Assurance area, although part of the system testing is done in Devel-
opment.  
 
To be able to start network level feature integration, cross-functional teams need 
to have additional competencies compared to what they do have today. To bring 
people from today’s test teams in cross-functional teams would bring the teams 
closer to DevOps teams. To aim towards DevOps teams would be a more per-
manent change than using specification by example method (discussed in Sec-
tion 9.1). If the target is to move towards DevOps teams, Specification by Exam-
ple could be used as a vehicle to accelerate transition from cross-functional 
teams to DevOps teams. 
 
Whether t is wise to move people from test teams (Quality Assurance) to cross-
functional teams or not, is hard to say. There are also people who think the sepa-
rate test teams are needed. There has been long lasting debate over the years in 
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Agile movement around this subject.  There is more about the team division in 
Appendix 5. 
 
One thing to consider on a way to DevOps is the utilization of Test Environment 
resources. Will the need grow? Will the resources be used effectively? 
9.3 Test Tools and Virtualization 
 
Network Functions Virtualization will add flexibility also in the test environment. It 
will enable using different HW and different cloud setups. Utilizing virtualization 
also in test tools will bring value to testing. If test tools are virtualized they can be 
located in the same environment with the system under test. This means portabil-
ity of testing in a sense, that the whole test environment may be setup on the 
need basis very quickly as Test-Environment-On-Demand. There might be possi-
bilities to e buy or rent HW and cloud outside the local company.  
 
Virtualization of test tools may also have a positive effect on test automation. 
Having test tools as virtualized applications in the test environment could simplify 
the test automation environment and bring some advances also for test automa-
tion efficiency, and make test automation more product alike.  
9.4 Fault Injection 
 
Fault Injection or Failure-as-a-Service (FaaS) is definitely an area that needs to 
be studied further. FaaS is a virtualized application that is run in the test environ-
ment. It creates fault situations, for example, failure modes that could happen 
simultaneously on a large number of components, failures such as disc failures, 
network failures (packet loss/delays), termination of VMs (Haryadi S. et al. 2011). 
It will enable testing of different kinds of failures, fault situations, in the network by 
using automated tests. Normally these kinds of tests would require manual inter-
vention. Therefore this would provide a way to automate more Resiliency test 
cases.    
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10 Discussion and Conclusions 
This section makes the conclusion of the study. It contains the summary and 
evaluation of the study with discussion about the validity and reliability of it. It also 
proposes steps for the future.  
10.1 Summary of the Study   
 
The objective of this study was to develop a system testing strategy that will ad-
dress the change related virtualization of BGF product. This study was supposed 
to answer the research question: How to adapt the current system testing for the 
virtualized border gateway function (BGFv)? 
 
The current context of the system test in Media Plane Development organization 
was analyzed and used as a base for this study. The analysis was made to ease 
understanding the needs for changes. The next step was literature review, which 
was made to collect information and knowledge about the Network Functions 
Virtualization. During the review the requirement documentation produced by 
ETSI Network Functions Virtualization Industry Specification Group was found 
very valuable. Therefore these ETSI documents were used the most. Based on 
the literature review, the Network Functions Virtualization concept was presented 
including the changes and the new requirements it will introduce in the telecom 
products and networks. These requirements were analyzed next together with the 
information about the current context of the system test in Media Plane develop-
ment organization, to see whether they had impact on the system test or not. 
After this impact analysis, the changes in the current system tests of Border 
Gateway Function (BGF) were proposed. The proposed changes form the adap-
tation of the system test strategy for the virtualized Border Gateway Function 
(BGFv). These changes are in test scope, ways of working, test environment and 
test tools. 
  
The Network Functions Virtualization environment triggers the biggest changes in 
system testing, precisely on non-functional area of the system. Therefore most of 
the changes in the system test strategy are in the non-functional tests that are 
covered by release area concept in Media Plane Development. Naturally the big-
gest changes will be in the areas where the environment will change the most. 
One of these areas is Operations and Maintenance area, where the whole archi-
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tecture will change. Another such area is Upgrade and Expansions. The areas of 
Robustness (Resiliency) and Vulnerability will require rather big changes in test 
scope.  The areas of Media Quality and Characteristics and In Service Perfor-
mance need also changes, but in these areas the scope should not change. In 
these areas the changes in testing will be more on tooling and test environment. 
The area of Stability, need only to enlarge the scope to include also scalability 
(both up and down).  The area of Signaling may be removed totally. There is no 
need to test different signaling standards in all IP network. The area of Single 
Traffic and Features needs to be adapted to the increasing needs of network lev-
el integration and multi-vendor environment. This should be done considering 
also other feature integration activities.  
  
All the changes above are a high-level view of changes in test scope. The proper 
test analyses need to be done per each supported network configuration. All this 
depends on what are the components used, for example, what is the cloud plat-
form, what is the Virtual Infrastructure Manager (VIM), what is the hypervisor 
used. The test strategy is generic and cannot include this detailed information. 
10.2 Evaluation of the Study  
 
The evaluation of the outcome of the study compares the research objectives 
defined in the beginning of this study against its final outcomes. It includes also 
evaluation of the validity and reliability of this study. 
10.2.1 Outcome vs. Objectives 
 
The objective of this study was to develop a system test strategy for Media Plane 
Development Organization that will address the change related virtualization of 
BGF product. In practice this was an adaptation of the current system test strate-
gy for the virtualized BGF.  
 
The outcome of this study is two folded. First, the study presents a list of re-
quirements and issues collected from the analyzed input documents (Section 4). 
Second, it proposes changes in the system test strategy of Media Plane Devel-
opment, ways of working and test environment, triggered by the requirements 
and issues listed in the previous phase (Section 5 and 6). 
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The study included addressing of five sub-questions. The First sub-question was 
to clarify what are the requirements for the virtualization. To address this first sub-
question the study presents the concept of Network Functions Virtualization and 
the ETSI NFV (SG) requirements for it. The Second sub-question was to clarify 
how the virtualized border gateway function (BGFv) will operate. This was ad-
dressed by presenting the internal factors, the changes in the Media Resource 
Subsystem architecture and the Ericsson Cloud System together with the Net-
work Functions Virtualization concept. The Third sub-question was to clarify how 
system testing needs to be changed for the new virtualized environment. The 
Fourth, the adaptation of the present system test strategy for the new virtualized 
border gateway function (BGFv) was expected in the fourth sub-question. The 
third and fourth sub-questions are addressed by proposing changes in System 
Test Strategy, ways of working and test environment in the Media Plane Devel-
opment. The Fifth sub-question was the evaluation of the proposed changes in 
strategy validated by the key experts/ stakeholders in Media Plane Development. 
This was addressed by evaluating the proposed changes in the System Test 
Strategy. Additionally also the proposed changes in ways of working and test 
environment were evaluated.     
 
Summing up, it can be considered that the outcome of the study answered the 
research question and all the all the sub-questions. The study fulfills the objective 
to address the change needed to adapt the current system test strategy to virtual-
ized Border Gateway Function (BGFv).   
10.2.2 Validity and Reliability 
 
The study started with a literature review for the relevant input material. The next 
step was to analyze the current context of the system testing for native Border 
Gateway Function (BGF). This analysis was done using the exploratory case 
study approach. The relevant input material was analyzed together with the in-
formation about the current system test context in Media Plane Development, to 
see what are the requirements and issues that will impact the current system test 
context. It can be said that the study followed qualitative research methods.  
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In qualitative research, the validity determines, whether the study truly measures 
what it was intended to (Golafshani N. (2013): 599). As it was said in the preced-
ing section the study addresses the research question and all its sub-questions. 
In this study the research question and the sub-questions were selected so that 
they helped to structure the study in a way, which then led to the relevant results. 
The subject matter experts, and relevant stakeholders evaluated the outcome. 
Based on the evaluation the results are considered to be relevant.     
 
The results of the study are not aimed at generalizing it to other contexts, if not 
thinking the release area concept as such, but to a more general, non-functional 
testing on system level. The changes proposed in the study are specific and 
based on the case company’s context as well as the general ETSI Network Func-
tions Virtualization requirements. The non-functional system tests are general on 
the strategy level but specific in product related issues in details. Therefore, the 
outcome of the study is meant as learning from the case rather than generalizing 
the outcomes to other organizations, without making any specific adjustments.  
Due to the same reasons, no comparison or benchmarking was possible, be-
tween different companies.  
 
In general the study worked well according to the plan. The only thing that 
caused some extra work, was that the changes due to the Network Functions 
Virtualization environment was to lead the study too much on test analysis type of 
analysis, which was not the plan. There was also problems in finding information 
about testing or ways of working from the companies that were in the same situa-
tion, or even further in virtualization. Therefore it would not be possible to do any 
comparison, benchmarking, between different companies. Additionally the writing 
work was more challenging that expected.  
 
Reliability of this study can be evaluated by assessing 1) the reliability of the used 
input material, 2) if it was possible to get same results by repeating this study. 
When it comes to the reliability of the used input material, most of it is produced 
by ETSI NFV Industry Specification Group. There are also articles from IEEE and 
ACM. Additionally also some articles written by consultant companies were used, 
but these are used merely only to get some practical input information from com-
panies that have experiences from virtualization. The study would most probably 
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provide the same result if done again wit the same input information in the same 
case organization, but due to the fact that this is evolving area of technology, it is 
not very likely that the study would be done with the same input information, even 
done in the same organization. Therefore also the results would be different. This 
does not decrease the reliability of this study, or its results. This study was done 
based of the latest available information, and the selected method was experi-
enced to be valid. 
 
The outcome of this study for the case company is the evaluation of impacts that 
can be utilized in the case company. Additionally, the learning from this specific 
case may be used in the field of system testing in other organizations, when they 
face the same challenging situation, since the outcome is written on high-level 
from tests strategy point of view. On the level, that is not that much dependent on 
the product or the context.    
10.3 Future Steps  
 
In the evaluation of the study two issues for the further studies showed up. 1) To 
plan where to locate testing of Portability and Manual scaling. 2) To analyze what 
other than upgrade related ISP requirements there are and plan how to include 
them in Characteristics and ISP release area.  Additionally during the study some 
issues were discovered to be worth of future steps. These issues are described in 
the Section 9, Opportunities for Improvements. Two of them are related to people 
and the ways to support learning of new things in the teams. The first one is 
Specification by Example method, to add communication between all the stake-
holders, and the second is DevOps teams. DevOps team set-up is a way to ex-
pand the competence in the teams to cover also testing in production like envi-
ronment and maintenance support. Two other improvements are related to test 
tools and virtualization. By virtualizing test tools it would be possible to reach 
more effective way to utilize test environments, Test-environment-on-demand. 
Using Fault Injection tools could expand test automation in resiliency tests. The 
Fault Injection would require more studying. According to Haryadi S. et al. (2011), 
there are online failure-injection frameworks, like for example, Netflix’s Chaos 
Monkey and Amazon GameDay. These are most probably not feasible for resili-
ency tests for virtualized BGF, but good starting point for the further studies in the 
area.   
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Portability of VNFs   
There are ETSI documents that describe portability more in details. They are not re-
quirements, but may very well be used when thinking testing in details. Portability of 
VNFs is identified the following ETSI documents: 
ETSI: Network Functions Virtualization (NFV); Use Cases (ETSI 2013-10 b). Identifies 
the need for portability of VNFs in Section 9.2 (virtualized IMS use case) and smooth 
migration of virtual machines between locations in Section 13.5 (virtualization of fixed 
access network functions)  
ETSI: Network Functions Virtualisation (NFV); Architectural Framework (ETSI 2014-12 
a) in Section 7.3.2 describes the scope of NFV to include the ability to guarantee an 
hardware independent lifecycle, performance and portability requirements of the VNF; 
and in Section 8.2 describes VNF portability as a study topic in the context of the virtu-
alization layer.  
ETSI: Network Functions Virtualisation (NFV); NFV Performance & Portability Best 
Practises (ETSI 2014-06). Gives many examples of portability and performance issues. 
For example, the Section Annex C 1.2.3 describes VM migration concept in more de-
tails.  
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Performance Issues in the NFV Environment  
In addition to the actual requirements document ETSI 2014-06) discuss the perfor-
mance issues in the NFV environment. The figure below (Figure 18.) shows the sum-
mary of the different workloads: 
 
  Workload classification. Reprinted from ETSI 2014-06:15. Figure 18.
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Figure 18 illustrates the workload types; Data Plane workloads, Control Plane work-
loads, Signal processing workloads and Storage workloads that may be present in Vir-
tual Network Functions. The referred document “NFV Performance & Portability Best 
Practises” gives numerous examples of portability and performance issues like, for 
example, workloads and relations to NFV use cases.   
In the same document the section Annex C. 4 “Benchmark Performance Metrics” gives 
a list of measurable performance metrics for benchmarking. These metrics are catego-
rized on high level in two groups a) Quality of Service (QoS) metrics, which are meas-
uring the network impact on the quality of the service, and b) Quality of Experience 
metrics, which are to capture the subjective aspects associated with human experi-
ence. Examples of the metrics are listed in the table below (Table 20.):  
 
Table 20. Measurable performance metrics. Data gathered from ETSI 2014-06:51-54. 
Example Quality of Service (QoS) Metrics 
1 Throughput 
2 Latency 
3 Frame Loss Rate 
Example Quality of Experience (QoE) Metrics 
1 Video Quality Metric (VQM) - Blurring, global noise, block and color distortions. 
2 Peak Signal to Noise Ratio (PSNR) - Mean Square Error (MSE) between the original 
and the received Image. 
Table 20 above lists performance metrics that are measurable. In addition to these also 
the following aspects need to be considered as part of performance measurements: 1) 
requirements (e.g. for throughput and latency), 2) monitoring of performance over inter-
faces, and 3) redundancy.  (ETSI 2014-10 b:23). 
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Security Issues in Network Functions Virtualization 
There are ETSI documents describing security problems in Network Functions Virtual-
ization with titles: “Network Functions Virtualisation (NFV); NFV Security; Problem 
Statement” (ETSI 2014-10a) and “Network Functions Virtualisation (NFV); NFV Securi-
ty; Security and Trust Guidance” (ETSI 2014-12b). 
 
There is also a ACM Computing Survey:” A Survey of Security Issues in Hardware Vir-
tualization” (Pek G. et al 2013:1-9). It describes the vulnerabilities in hardware virtual-
ization. It describes on a general level the three separate software layers; guest VMs, 
the host operating system, and the hypervisor.  
 
Hardware virtualization allows the sharing of hardware resources via hypervisors, 
which are software components that intercept all hardware access requests of the VMs 
and mediate these requests to physical devices. All VMs are isolated from each other, 
while they use the same virtual platform provided by the hypervisor. Hypervisors pro-
vide host-only (internal-to-host) virtual networks that allow for network communication 
between guests on the same virtual server. This is realized by means of virtual switch-
es inside the hypervisor. Storage virtualization abstracts physical storage components 
and provides a single storage device that can be reached directly or over the network. 
A host operating system is able to manage VMs and control hardware resources either 
directly or via the hypervisor. There is a management interface, which allows operators 
to create, delete, and modify both virtual machines and virtual infrastructures. All the 
elements mentioned in this paragraph may have vulnerabilities, security problems. This 
is of course depended of the product, the elements used, and the configuration. (Pek 
G. et al 2013:1-9) 
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Issues in OpenStack 
OpenStack is a cloud operating system that controls large pools of compute, storage, 
and networking resources throughout a datacenter, all managed through a dashboard 
that gives administrators control while empowering their users to provision resources 
through a web interface (OpenStack n.d.). The OpenStack Cloud Operation system is 
illustrated in the figure below (Figure 19):  
 
 
 
 
 OpenStack Cloud Operating System. Reprinted from OpenStack (n.d.). Figure 19.
 
Figure 19 illustrates OpenStack, which is one option to be used as Virtual Infrastructure 
Manger (VIM). In testing point of view cloud operating system is a new layer introduc-
ing more complexity in the system, making trouble shooting more difficult, and giving 
new requirements for the test scope. 
  
The users of cloud-management stacks have discovered the following fault resilience 
issues in OpenStack. For example, in a case of failure, creation of Virtual Machine may 
fail or take extremely long time. Despite of that, the VM creation may be marked suc-
cessful although it is lacking critical resources (e.g. IP addresses) and remain for that 
reason unusable (Ju X. et al 2013:Ch 1). It seems that the OpenStack does not provide 
detailed and comprehensive specifications on system behaviors or state transitions for 
handling of external requests (Ju X. et al 2013:Ch 6). This may be a problem in a case 
of troubleshooting.   
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There were some issues found in the referred study (Ju X. et al 2013) that are related 
to OpenStack. These issues are summarized in the table below (Table 21): 
Table 21. OpenStack related resilience issues. Data gathered from Ju X. et al 2013:9-12. 
 
 
Issue related to Resilience 
1 Timeout mechanism that is used extensively by OpenStack in fault situations. Set-
ting the timeout values for OpenStack and external supporting services is known to 
be difficult. 
2 Periodic checking: to monitor service aliveness, to resume interrupted executions, 
clean up garbage, and to prevent resource leakage. Mostly related to creation of 
VMs.   
3 State Transition: OpenStack maintains a large number of states in its databases, with 
indicated state-transition diagrams among them. Problematic state transitions have 
been experienced. 
4 Return Code Checking: related to API and/or shell commands. E.g. in a case of 
shell command, the return code was not checked, it was just assumed to be success-
fully executed.  
5 Cross-layer Coordination: OpenStack relies on various supporting services to main-
tain its functionality and supports interaction with multiple services in each external 
service category via a set of layers of abstraction. The coordination of these layers is 
complex, and incorrect interpretation of behavior of one layer may lead to faults in 
another layer.  
6 Library Interference: The extensive use of external libraries in large-scale software 
systems may lead to unexpected library interference.  
 
 
The issues listed in Table 21 need to be considered when testing resiliency. This kind 
of issues might be common within many cloud-management stacks. Many of them 
share a common high-level scheme, having similar service groups; they rely on the 
similar external supporting services, and have similar communication mechanisms.  
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Cross-functional vs. Supportive Teams 
One of the biggest question in the ways of working in system testing has been: who 
should do the system test? The original aim in Agile methodology has been that all the 
testing would be done by the cross-functional teams. This would include also the sys-
tem test. This has changed. Janet Gregory and Lisa Crispin wrote already 2009 (Greg-
ory J. and Crispin L. 2009) about usage of the supportive teams in testing. They got 
even further with this thought 2014 (Gregory J. and Crispin L. 2014:284,285). They 
stated that one option when multiple teams are working on the same product is to use 
system test team. The system test team should also participate in a project inception or 
high-level planning at the start of the project. The main purpose of the system test team 
is to continually test the “potentially shippable” product delivered at the end of the each 
iteration, or possibly more frequently. This should be an integral part of the develop-
ment process, testing the entire system end-to-end in a production-like environment, 
which may not be available to each individual team. (Gregory J. and Crispin L. 
2014:284,285). The test belonging to such system test teams are mainly tests in Quad-
rants three and four in the figure below (Figure 20):   
 
 Agile testing quadrants. Reprinted from Gregory J. and Crispin L. 2014:102.  Figure 20.
 
Appendix 5 
   2 (2) 
 
 
  
Figure 20 illustrates the new Agile testing quadrants, where the quadrants one and two 
represent tests that guides development teams, whereas the quadrants three and four 
represent tests that critique product, which are mainly the non-functional system tests.         
 
Additionally, there are also other sharing the opinion of having separate system test 
teams. The world quality report, 2013-2014, follows the same thinking. This report is 
based on the market analysis and commentary on the state of enterprise application 
quality and testing practices from 1,500 interviews with senior executives across 25 
countries. The report states that certain testing tasks, such as end-to-end integration, 
are best performed as a separate phase after the agile iteration, because these types 
of testing often demand longer preparation time with cross-domain interaction 
(Capgemini  2014:36-39). 
 
The situation is cumbersome, on the other hand people are talking about having sepa-
rate system test teams, then in the other hand people are talking about having com-
bined teams, with even more tasks than in ordinary cross-functional team, having 
DevOps teams covering even customer support. Moreover all the opinions are very 
well reasoned.  
 
