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ABSTRACT
A systematic study of holomorphic gauge invariant operators in generalN = 1 quiver gauge
theories, with unitary gauge groups and bifundamental matter fields, was recently presented
in [1]. For large ranks a simple counting formula in terms of an infinite product was given.
We extend this study to quiver gauge theories with fundamental matter fields, deriving an
infinite product form for the refined counting in these cases. The infinite products are found to
be obtained from substitutions in a simple building block expressed in terms of the weighted
adjacency matrix of the quiver. In the case without fundamentals, it is a determinant which
itself is found to have a counting interpretation in terms of words formed from partially
commuting letters associated with simple closed loops in the quiver. This is a new relation
between counting problems in gauge theory and the Cartier-Foata monoid. For finite ranks
of the unitary gauge groups, the refined counting is given in terms of expressions involving
Littlewood-Richardson coefficients.
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1 Introduction
The study of giant gravitons [2] in the context of AdS/CFT [3] has instigated detailed inves-
tigations of BPS operators in four dimensional N = 4 super-Yang-Mills theory (SYM) with
U(N) gauge group [4, 5, 6, 7, 8, 9, 10, 11]. These studies focused on the counting of gauge-
invariant operators, an inner product related to 2-point functions and higher point functions
for large N as well as at finite N . The connection between U(N) gauge invariants and per-
mutations was a central theme as well as representation theory of the permutation groups.
The studies were extended beyond N = 4 SYM to gauge theories such as ABJM [12] and the
conifold [13, 14, 15, 16]. In [1] these problems on counting and inner product were considered
for general quiver gauge theories. These theories, often arising in the context of 3-branes
transverse to 6-dimensional singular Calabi-Yau, are associated with directed graphs, i.e. col-
lections of nodes with directed edges between them [17]. The gauge group of the theory is a
product of unitary groups, one unitary group for each node. The directed edges correspond to
bi-fundamental matter fields, which transform according to the anti-fundamental representa-
tion of the gauge group corresponding to the starting node and the fundamental of the ending
node.
Also of interest in AdS/CFT are gauge theories where some of the matter fields are in
fundamental representations, rather than bi-fundamentals, see for example [18, 19, 20, 21, 22].
These theories can be associated to directed graphs, where we distinguish two types of nodes:
gauge nodes and global symmetry nodes. The global symmetry nodes - which will be drawn
as squares - are associated with unitary groups, which are global symmetry groups rather
than gauge groups. In this case the local operators of interest are not required to be invariant
under the global symmetry groups. Rather they are states in specified representations of
these groups. They are still invariant with respect to unitary gauge groups associated to the
gauge nodes, which will be drawn as circles. Each of these gauge nodes will have a number of
outgoing arrows ending on square (global symmetry) nodes and transforming as fundamentals
of the global symmetry. Each gauge node will also have a number of incoming arrows which
start from square (global symmetry) nodes and transform as anti-fundamentals of the global
symmetry. Since the global symmetry nodes correspond to fundamental or anti-fundamental
fields, they are linked to a single gauge node each.
The main result of the present paper is to extend the results of [1] to the case of quiver
gauge theories with fundamental matter fields. These are also called flavoured quiver gauge
theories. In order to set up this extension, we have completed the proof of a key formula in [1].
We have also found a new connection between the counting of quiver gauge theory operators
and a word counting problem associated with the quiver graph. This uncovers a new link
between gauge invariant operators of quiver theories and the mathematics of Cartier-Foata
monoids [23, 24]. The latter is expressed here in terms of a word counting problem where the
letters correspond to loops on a graph, with partial commutation relations.
The central insight in [1] is that the quiver, aside from encoding the gauge group and matter
content of a gauge theory, is a powerful calculational tool in the application of permutation
group techniques to the enumeration of gauge invariant operators, and to the calculation of
their correlators. The use of the quiver as calculator starts with the process of splitting all
of the gauge nodes into two pieces, one of which has all the incoming edges of the original
quiver and the other of which has all the outgoing edges of the original quiver. For each
node, a new edge connecting the split copies of each node is introduced. All the edges of
this split-node quiver are equipped with Young diagram labels and the nodes are associated
with weights which are Littlewood-Richardson coefficients. A sum over all the Young diagram
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labels, with weights associated to the nodes, gives the counting of gauge invariant operators
for finite ranks N of the gauge groups. Here we establish a similar result in the case of
quivers with fundamentals. The starting point is the group integral formula for counting
gauge invariant operators [25, 26]. The group integrals over U(N) are done by using character
expansions. These character expansions introduce characters of permutation groups, because
of the Schur-Weyl duality [27, 28] link between unitary and symmetric groups.
The finite N counting formulae admit significant simplifications in the limit of large N .
At finite N , the counting involves sums over Young diagram labels. The sizes of the Young
diagrams are related to the sizes of the local operators. When these sizes are small compared
to the ranks, the Young diagram sums run over complete sets of representations of symmetric
groups. This allows the use of formulae from Fourier transformation over finite groups such
as
δ(σ) =
1
m!
∑
R
dRχR(σ) . (1.1)
The delta function is 1 if σ is the identity permutation in Sm - symmetric group of all per-
mutations of m objects - and zero otherwise. The result is that the counting formulae can be
expressed in terms of sums over multiple permutations, related by delta function constraints.
These sums over permutations can be converted into sums over partitions, described by an
infinite sequence of integers p1, p2, · · · . This sequence is related to cycle lengths in the cycle
decomposition of permutations. The upshot is that the counting of gauge invariant operators
at large rank can be given in terms of a sum over the infinite sequence of integers pi. The
general formula takes the form of an infinite product over i, where i is related to the cycle
lengths in the above description
∞∏
i=1
F
[n]
0 ({xab →
∑
α
xiab;α}) . (1.2)
Each factor in the product is built from a basic function F
[n]
0 ({xab}). The integer n is the
number of gauge nodes and the subscript denotes the unflavoured case. The index α runs over
the different edges with the same starting gauge node a and the same ending gauge node b. If
there is no edge from a to b, we substitute xab → 0. This structure was derived in [1] for the
case without flavour. The function F
[n]
0 ({xab}) was explicitly computed for the case of quivers
with small numbers of nodes and a simple general formula was guessed. A general formula for
F
[n]
0 ({xab}) was also derived in terms of contour integrals. However, the proof that the contour
integrals really give the guessed simple form for the F
[n]
0 ({xab}) was not given. This missing
step is completed in this paper. We also find that this function can be written in terms of a
determinant:
F
[n]
0 ({xab}) =
1
det (1n −Xn) . (1.3)
The matrix Xn is defined to have variables xab as the entry in the a-th row and b-th column.
We may think of Xn as a weighted adjacency matrix associated with the quiver graph which
has n nodes and a single directed edge for every specified starting point a and end-point
b. We refer to this latter quiver graph as the complete n-node quiver graph. The notion of
adjacency matrix, and weighted versions thereof, are commonly used in the context of graph
theory [29, 30]. The (a, b) entry of the adjacency matrix of a directed graph is equal to the
number of oriented edges Mab from node a to node b. In the present studies, it is natural to
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associate
∑
α xab,α as the weight for a given pair of nodes, which reduces to Mab, the entry of
the adjacency matrix, when the xab,α are set to 1.
While the infinite product (1.2) counts gauge invariant operators, the building block
F
[n]
0 ({xab}) itself (1.3) has no obvious counting interpretation in terms of the original gauge
theory problem. Nevertheless, after applying a well-known identity, the determinant formula
(1.3) makes it clear that the expansion coefficients of this building block are positive, which
suggests a counting interpretation. We give such an interpretation. It is in terms of a word
counting problem involving letters corresponding to simple closed loops on the complete quiver
graph. Two letters commute if the loops do not share a node but they do not commute if the
loops do share a node. This, we describe as the closed string word counting problem. There is
an equivalent word counting problem in terms of charge conserving open string words. Here
open string words are made of string bits - which are edges of the quiver. Two different string
bits do not commute if they have the same starting point. They commute if they do not share
a starting point. Charge conserving open string words have the same number of open string
bits leaving any vertex as arriving at that vertex. This charge-conserving open string word
counting is actually directly related to the formulae in our derivations leading to the result.
Its equivalence to the closed string word counting is a highly non-trivial fact, which is the
content of a theorem of Cartier-Foata [23] from the sixties! This type of word-counting is of
interest in pure mathematics and theoretical computer science, where it is known under the
heading of Cartier-Foata monoids [23, 24, 31]. The monoid structure arises because the words
can be composed to form other words, thus giving a product which turns the set of words
into a monoid. This new connection between the counting of gauge invariant operators and
Cartier-Foata monoids is the first main result of this paper.
The infinite product form and the explicit formula for the building block, for the case of
flavoured quivers, is derived using contour integrals in this paper. We find that the building
block for the case of flavoured quivers is closely related to the unflavoured case (see equations
(2.8) (2.9)). It is worth emphasizing that the contour integrals we deal with for the large N
limit are significantly simpler than the original integrals over the U(N) groups. The contour
integrals we use involve n complex variables za, where n is the number of nodes in the quiver.
The equations (2.8)(2.9), which form the second main result of this paper, are derived after
finding the correct pole prescription for these n integrals and uncovering the structure of the
residues arising when the za are evaluated at the poles.
We stress that, even though the motivation of this work is to study 4 dimensional N = 1
gauge theories, focusing on the holomorphic gauge invariant operators made from chiral super-
fields which have a complex scalar as the lowest component of the superspace expansion, the
counting techniques we developed do not depend on either the spacetime dimension or on the
amount of supersymmetry. The results apply equally to holomorphic gauge invariants of a
matrix quantum mechanics, or of a matrix model of multiple complex matrices transforming
as bifundamentals.
The paper is organized as follows. Section 2 gives a summary of the main results. Section 3
starts from an integral over a product of unitary groups
∏
a U(Na), which gives the generating
function for the counting of gauge-invariant operators [25, 26]. This generating function de-
pends on chemical potentials, one for each of the bifundamental fields in the theory, i.e. one for
each edge in the quiver joining gauge nodes. In addition, there are chemical potentials for the
global charges under the Cartan of the global symmetry groups. The integrand is expanded in
terms of characters of the (gauge and global) unitary groups along with characters of permu-
tation groups. The gauge unitary group characters can be integrated using orthogonality of
the irreducible characters. The resulting expressions contain sums involving Young diagrams
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and group theoretic multiplicities called Littlewood-Richardson coefficients [27]. These sums
are done in Appendix A.1 and the outcome is an infinite product parameterised by an integer
i. For each i there are sums over integers, one for each edge of the quiver. We call these edge
variables pab,α, pa,β, p¯a,γ. These sums are constrained by Kronecker delta functions, one for
each gauge node of the quiver. The structures of the sums in each factor of the i-product are
closely related. Once these sums are performed for i = 1, the expressions for the factor at each
i can be written down. The i = 1 factor is the building block function F [n]({xab}, {ta}, {t¯a})
which can be viewed as the generalization of F
[n]
0 ({xab}) for unflavoured quivers to flavoured
quivers. The Kronecker delta constraints on the edge variables are expressed by introducing
complex variables za, giving a product of n contour integrals.
Section 4 evaluates the contour integrals for the case without fundamental matter, recov-
ering the result written down in [1]. This involves finding the right prescription for picking up
poles. The prescription is simple and intuitively very plausible. It is derived from the inequal-
ities which ensure the applicability of the summation formulae leading to the contour integral
formula obtained in Section 3. The derivation is presented in Appendix B. With the specified
pole prescription in hand, we describe the calculation of the integral. The integrand involves
n factors and there are n integration variables z1, z2, · · · , zn. The recursive evaluation of the
integral leads to a formula (4.12) for the poles encountered at each stage. The pole coefficients
in this formula can be expressed neatly in terms of paths in the complete quiver graph. This
expression is equation (4.25) and is proved in Appendix D. Using this expression we are able
to prove the formula for F
[n]
0 , an inverse of a signed sum over permutations of subsets of n
nodes, guessed in [1]. We then recognise that the denominator is a determinant det(1n−Xn),
which leads to (1.3). Section 4.3 gives the combinatoric meaning of the basic building block
in terms of word counting problems. Appendix E illustrates this interpretation in the case
of 2-node and 3-node quivers. Section 5 evaluates the n countour integrals for the building
block function F [n]({xab}, {ta}, {t¯a}) and expresses it in terms of determinants and minors of
the matrix (1n −Xn). This gives a neat formula (5.16) for F [n]({xab}, {ta}, {t¯a}) in terms of
F
[n]
0 ({xab}). Appendix F derives this formula, following a similar strategy to the unflavoured
case, namely finding expressions for pole coefficients in terms of paths in a complete n-node
quiver. Section 6 gives applications of the general counting formulae by considering explicit
quiver gauge theories with fundamental matter.
2 Basic definitions and summary of results
In this paper we consider quiver gauge theories with gauge group
∏n
a=1 U(Na), and flavour
symmetry of the schematic form
∏
SU(F ) × SU(F¯ ) × U(1). The quivers have round nodes
corresponding to gauge groups, and square nodes corresponding to global symmetries.
Fields leaving gauge node a and arriving at gauge node b will be denoted by Φab,α, and will
transform in the antifundamental representation of U(Na) and the fundamental of U(Nb). The
third label α taking values in {1, ...,Mab} distinguishes between Mab different fields with the
same transformation properties under the gauge group. At every gauge node a we allow Ma
different families of quarks {Qa,β, β = 1, ...,Ma} transforming in the antifundamental of U(N)a
and M¯a different families of antiquarks {Q¯a,γ, γ = 1, ..., M¯a}, transforming in the fundamental
of U(N)a. Here β and γ are the multiplicities of the quarks and antiquarks respectively. The
flavour group of the quark Qa,β is denoted by U(Fa,β), while the one for the antiquark Q¯a,γ is
U(Fa,γ). This configuration is pictorially represented in the figure below, while the gauge and
flavour groups representations carried by every field in the quiver are summarised in table 1.
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Note that if we consider the free N = 1 theory with chiral (and anti-chiral) multiplets, then
all the global symmetry will contain factors SU(Fa)× SU(F¯a)× U(1)a for each gauge group,
where Fa =
∑
β Fa,β =
∑
γ F¯a,γ = F¯a, and the equality Fa = F¯a is required by cancellation
of the chiral gauge anomaly. When interactions are turned on, one may be interested in a
subgroup ×βU(Fa,β) ×γ U(F¯a,γ). Our calculations work without any significant modification
for this case of product global symmetry, hence we will work in this generality. To recover the
results for SU(Fa)× SU(F¯a)× U(1)a global symmetry, we just drop the β, γ indices. Strictly
speaking the global symmetry SU(Fa)× SU(F¯a)× U(1)a of the free theory contains only the
determinant one part S(U(Fa,1) × U(Fa,2) × · · ·U(Fa,Ma) × U(F¯a,1) × · · · × U(F¯a,M¯a)). This
means that, although for simplicity we write ×βU(Fa,β) ×γ U(F¯a,γ) as the global symmetry,
all the states we count are neutral under the U(1) which acts with a phase on all of the chiral
fields and the opposite phase on all of the anti-chiral fields. This U(1) is part of the U(Na)
gauge symmetry.
Figure 1: Representation of the arrows (fields) and square nodes (flavour symmetries) for a single
gauge node labelled a. The shaded area represent the rest of the quiver.
In the generating function Z, the chemical potential of a generic bi-fundamental field Φab,α
will be denoted by xab,α, while to each quark Qa,β and antiquark Q¯a,γ we will assign the
chemical potential matrices Ta,β and T¯a,γ respectively, defined as
Ta,β = diag(ta,β,1, ta,β,2, ..., ta,β,Fa,β) , T¯a,γ = diag(t¯a,γ,1, t¯a,γ,2, ..., t¯a,γ,F¯a,γ ) . (2.1)
The entries of these matrices encode all of the quark and antiquark chemical potentials:
ta,β,k = e
iθa,β,k is the chemical potential for a quark Qa,β,k charged under the U(1)k of the
maximal torus
∏Fa,β
j=1 U(1)j ⊂ U(Fa,β), while t¯a,γ,k = e−iθa,γ,k is the chemical potential for an
antiquark Q¯a,γ,k charged under the U(1)k of
∏F¯a,γ
j=1 U(1)j ⊂ U(F¯a,γ).
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U(Na) U(Nb) U(Fa,β) U(F¯a,γ)
Φab,α ¯  1 1
Φaa,α Adj 1 1 1
Qa,β ¯ 1  1
Q¯a,γ  1 1 ¯
Table 1: Gauge and flavour groups representations carried by Φab,α, Qa,β and Q¯a,γ . , ¯ and 1
are respectively the fundamental, antifundamental and trivial representations of the correspondent
group.
2.1 From gauge invariants to determinants and word counting
For quiver gauge theories with bi-fundamental fields, the generating function Z({xab}) for
local holomorphic gauge invariant operators constructed from the chiral fields, is given by [1]
Z({xab,α}) =
∏
i=1
F
[n]
0 ({xab →
∑
α
xiab;α}) . (2.2)
It is useful to introduce the complete n-node quiver which is a quiver that has 1 edge for every
specified start and end-point. An expression for F
[n]
0 ({xab}) was given as the inverse of a sum
over permutations of subsets of the set of nodes of the n-node complete quiver. Equivalently
this is an expression in terms of loops in the complete quiver
F
[n]
0 ({yi}) =
1 + ∑
V⊆Vn
∑
σ∈Symm(V)
∏
i∈Cycles(σ)
(−yi)
−1 . (2.3)
Here V is any subset of nodes of the quiver (except the empty set), and for the cycle (abc · · · d)
y(abc···d) = xabxbc · · ·xda. In this we observe, using standard matrix identities, that
F
[n]
0 =
1
det(1n −Xn) , (2.4)
where Xn is an n× n matrix with entries xab. This formula is the subject of the Mac Mahon
master theorem [32].
While the function Z({xab,α}) counts gauge invariant operators, the gauge theory set-
up does not immediately offer a combinatoric interpretation for F
[n]
0 ({xab}). We give an
interpretation of F
[n]
0 in terms of word-counting problems associated with the complete n-
node quiver. There are in fact two counting problems, one of them is a closed string counting
problem. Consider a language where the words are made from letters which correspond to
simple loops in the n-node quiver. These are loops that visit each node of the quiver no
more than once. These letters equivalently correspond to cyclic permutations of any subset
of integers {1, · · · , n}. The words are constructed as strings, i.e. ordered sequences, of these
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letters with the additional equivalences introduced that letters corresponding to two simple
loops c and c′ commute if the loops do not share a node. We denote these letters by yˆc. Then
yˆcyˆc′ = yˆc′ yˆc , (2.5)
if c and c′ are loops that do not share a node. Any word contains a list of these letters
yˆc1 , yˆc2 · · · yˆck with multiplicities (m1,m2, · · · ,mk). With these specified numbers, there is a
multiplicity M(m1, · · · ,mk), of words since, in general, the order of the letters matters: if
two loops yˆc, yˆc′ do share a node then yˆcyˆc′ 6= yˆc′ yˆc. The expansion of F [n]0 in terms of the loop
variables contains terms of the form ym1c1 y
m2
c2
· · · ymkck with coefficients, which are precisely the
multiplicities of the words M(m1, · · · ,mk).
This is a remarkable new connection between a counting problem of words built from a
partially commuting set of letters and the counting of gauge invariants. Since the letters corre-
spond to simple loops, we call this the closed string word counting problem. Thus F
[n]
0 ({xab})
generates multiplicities of closed string words. In section 4.3 we explain why this is true.
Along the way, we introduce another word counting formula based on letters corresponding
to open string bits.
2.2 Generalization to flavoured quivers
We extend the counting results to quivers that have bifundemental matter fields, as well as
fundamental matter. We find again that the counting in the limit of large rank gauge groups
is given as an infinite product. Each factor is obtained by making a simple substitution in a
basic function F [n]({xab, ta, t¯a}), for the case quivers with n gauge nodes. The function F [n]
has an elegant expression in terms of matrices Xn and Λn, whose matrix elements are
Xn|ab = xab , Λn|ab = tat¯b . (2.6)
Le us also define another n× n matrix,
χn ≡ (1n −Xn)−1 . (2.7)
In terms of these, F [n] is the determinant
F [n]({xab}, {ta}, {t¯a}) = det (χn exp [χn Λn]) = det(χn) exp (tr (χnΛn)) . (2.8)
The generating function Z can be obtained through the infinite product
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∏
i
F [n]
({
xab →
∑
α
xiab,α
}
,
{
ta →
∑
β
Tr(T ia,β)√
i
}
,
{
t¯a →
∑
γ
Tr(T¯ ia,γ)√
i
})
. (2.9)
In the course of our derivation of F [n], we find the identity
F [n] = det (χn exp [χn Λn])
=
∑
~p
n∏
a=1
(
pa +
n∑
b=1
pab
)
!
(
n∏
b=1
x pabab
pab!
)(
y paa
pa!
)(
y¯ p¯aa
p¯a!
)
δ
(
pa − p¯a +
n∑
b=1
(pab − pba)
)
,
(2.10)
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with ~p =
⋃n
a=1{∪nb=1pab, ypaa , y¯ p¯aa }. For the unflavoured case, this implies
F
[n]
0 =
1
det(1n −Xn) =
∑
~p
n∏
a=1
(
n∑
b=1
pab
)
!
(
n∏
b=1
x pabab
pab!
)
δ
(
n∑
b=1
(pab − pba)
)
, (2.11)
where now ~p =
⋃n
a,b=1{pab}. This formula is interpreted in section 4.3 in terms of the counting
of words built from partially commuting open string bits. The open string word counting has
previously been studied in [23] and its equivalence to the closed string word counting given.
3 Group integral formula to partition sums
In this section we will derive a contour integral formulation for the generating function Z.
Our starting point is the group integral representation [25, 26]
Z({xab,α},{ta,β,k}, {t¯a,γ,k}) =
∫ (∏
a
dUa
)
×
∏
a
exp
{ ∞∑
i=1
1
i
[∑
b,α
xiab,α Tr(U
†i
a ) Tr(U
i
b)
+
∑
β
Fa,β∑
k=1
tia,β,k Tr(U
†i
a ) +
∑
γ
F¯a,γ∑
k=1
t¯ia,γ,k Tr(U
i
a)
 . (3.1)
Here xab,α is the chemical potential for the Φab,α field, while ta,β,k = e
iθa,β,k is the chemical
potential for a quark Qa,β,k charged under the U(1)k of the maximal torus
∏Fa,β
j=1 U(1)j ⊂
U(Fa,β). Analogously, t¯a,γ,k = e
−iθa,γ,k is the chemical potential for an antiquark Q¯a,γ,k charged
under the U(1)k of
∏F¯a,γ
j=1 U(1)j ⊂ U(F¯a,γ). Expanding the generating function gives the
counting function N ({nab,α}, {na,β,k}, {n¯a,γ,k}) for specified numbers nab,α of bifundamentals
Φab,α, na,β,k of quarks Qa,β,k and n¯a,γ,k anti-quarks Q¯a,γ,k:
Z({xab,α}, {ta,β,k}, {t¯a,γ,k}) =
∑
{nab,α}
∑
{na,β,k}
∑
{n¯a,γ,k}
N ({nab,α}, {na,β,k}, {n¯a,γ,k})
×
(∏
a,b,α
x
nab,α
ab,α
) (∏
a,β,k
t
na.β,k
a,β,k
) (∏
a,γ,k
t¯
n¯a,γ,k
a,γ,k
)
. (3.2)
The chemical potentials for the quark/antiquark matter content can be nicely encoded in
the unitary matrices Ta,β = diag(ta,β,1, ta,β,2, ..., ta,β,Fa,β) and T¯a,γ = diag(t¯a,γ,1, t¯a,γ,2, ..., t¯a,γ,F¯a,γ )
respectively, so that
Z({xab,α},{Ta,β}, {T¯a,γ}) =
∫ (∏
a
dUa
) ∏
a
exp
{ ∞∑
i=1
1
i
[∑
b,α
xiab,α Tr(U
†i
a ) Tr(U
i
b)
+
∑
β
Tr(U †ia ) Tr(T ia,β) +
∑
γ
Tr(T¯ ia,γ) Tr(U ia)
]}
. (3.3)
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Using the shorthand notation
∫
(
∏
a dUa) ≡
∫
and expanding the exponential function we get
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∫ ∏
a

 ∑
{p(i)ab,α}a
∏
b,α
x
∑
i ip
(i)
ab,α
ab,α∏
i p
(i)
ab,α!n
p
(i)
ab,α
∏
i
(TrU †ia )
p
(i)
ab,α (TrU ib)
p
(i)
ab,α
 (3.4)
×
 ∑
{p(i)a,β}a
∏
β
1∏
i p
(i)
a,β!n
p
(i)
a,β
∏
i
(TrU †ia )
p
(i)
a,β (Tr T ia,β)p
(i)
a,β

×
 ∑
{p¯(i)a,γ}a
∏
γ
1∏
i p¯
(i)
a,γ!np¯
(i)
a,γ
∏
i
(Tr T¯ ia,γ)p¯
(i)
a,γ (TrU ia)
p¯
(i)
a,γ

 ,
where
∑
{p(i)ab,α}a
≡ ∏i,b,α ∑∞p(i)ab,α=0, ∑{p(i)a,β}a ≡ ∏β,i∑pa,β,i and ∑{p¯(i)a,γ}a ≡ ∏γ,i∑pγ,i . Rear-
ranging sums and collecting like terms, we obtain
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∑
{p(i)ab,α}
∑
{p(i)a,β}
∑
{p¯(i)a,γ}
∫ ∏
a,b,α
x
∑
i ip
(i)
ab,α
ab,α∏
i p
(i)
ab,α!n
p
(i)
ab,α
 ∏
a,β
1∏
i p
(i)
a,β! i
p
(i)
a,β
 (∏
a,γ
1∏
i p¯
(i)
a,γ! ip¯
(i)
a,γ
)
×
{∏
a,i
(TrU †ia )
∑
b,α p
(i)
ab,α+
∑
β p
(i)
a,β (TrU ia)
∑
b,α p
(i)
ba,α+
∑
γ p¯
(i)
a,γ
}
(3.5)
×
∏
a,i
[∏
β
(Tr T ia,β)p
(i)
a,β
] [∏
γ
(Tr T¯ ia,γ)p¯
(i)
a,γ
]
.
We now collect powers of xab,α, Ta,β, T¯a,γ denoted nab,α, na,β, n¯a,γ, and introduce the quantities
~pab,α = ∪i{p(i)ab,α}, ~pa,β = ∪i{p(i)a,β}, ~¯pa,γ = ∪i{p¯ (i)a,γ} . (3.6)
These form partitions of nab,α, na,β, n¯a,γ, which can be interpreted as cycle lengths of per-
mutations σab,α ∈ Snab,α , σa,β ∈ Sna,β and σ¯a,γ ∈ Sn¯a,γ respectively. These cycle structures
determine conjugacy classes denoted [σab,α], [σa,β], [σ¯a,γ]. We have
∞∑
i=1
ip
(i)
ab,α = nab,α , |~pab,α| =
nab,α!∏
i p
(i)
ab,α! i
p
(i)
ab,α
, (3.7)
and similarly for ~pa,β and ~¯pa,γ. The second equation above gives the number of permutations
with the specified cycle structure. We also use the identity∏
i
(TrU i)[σ]
(i)
=
∑
R`n
l(R)≤N
χR(σ)χR(U) , σ ∈ Sn , U ∈ U(N) , (3.8)
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which follows from Schur-Weyl duality (see e.g. [27]): here R is a partition of n and [σ](i) is the
number of cycles of length i in σ, which is a function of the conjugacy class [σ]. The Young
diagrams are constrained to have no more than N rows, which is expressed as l(R) ≤ N .
This encodes the constraints following from finiteness of the ranks Na. For na ≤ Na, these
constraints can be dropped, which is the origin of simplifications at large Na. Collecting
powers of traces of U †a , this equation can be used to rewrite the traces in (3.5) as∏
i
(TrU †ia )
∑
b,α p
(i)
ab,α+
∑
β p
(i)
a,β =
∑
Ra`na
l(Ra)≤Na
χRa(×b,ασab,α ×β σa,β)χRa(U †a) ,
na =
∑
b,α
nab,α +
∑
β
na,β , (3.9)
and similarly for the other terms. The product of the permutations over b, α, β describes
an outer product of permutations acting on subsets of size nab,α, na,β of na. Using these
definitions, we can write
Z({xab,α}, {Ta,β}, {T¯a,γ}) =
∑
{nab,α}
∑
{na,β}
{n¯a,γ}
∑
{~pab,α}
∑
{~pa,β}
∑
{~¯pa,γ}
(3.10)
×
∫ (∏
a,b,α
x
nab,α
ab,α
nab,α!
|~pab,α|
) (∏
a,β
1
na,β!
|~pa,β|
) (∏
a,γ
1
n¯a,γ!
|~¯pa,γ|
)
×
∏
a

∑
Ra`na
l(Ra)≤Na
∑
Sa`na
l(Sa)≤Na
χRa(×b,ασab,α ×β σa,β)χSa(×b,ασba,α ×γ σ¯a,γ)χRa(U †a)χSa(Ua)

×
∏
a

∑
{
ra,β`na,β
l(ra,β)≤Fa,β
}
a
∏
β
χra,β(σa,β)χra,β(Ta,β)


∑
{
r¯a,γ`n¯a,γ
l(r¯a,γ )≤F¯a,γ
}
a
∏
γ
χr¯a,γ (σ¯a,γ)χr¯a,γ (T¯a,γ)
 ,
where σab,α, σa,β and σ¯a,γ are representatives of the conjugacy classes specified by ~pab,α, ~pa,β and
~¯pa,γ respectively. We can now cast the sums over these vectors into sums over the permutations
σab,α ∈ Snab,α , σa,β ∈ Sna,β and σ¯a,γ ∈ Sn¯a,γ . We also use the symmetric group character
expansion
χRa(×b,ασab,α ×β σa,β)
=
∑
∪b,α{rab,α`nab,α}
∪β{ra,β`na,β}
g(∪b,αrab,α ∪β ra,β;Ra)
(∏
b,α
χrab,α(σab,α)
) (∏
β
χr,β(σa,β)
)
, (3.11)
and similarly for χSa(×b,ασba,α ×γ σ¯a,γ). In the formula above, g(∪b,αrab,α ∪β ra,β;Ra) is a
Littlewood-Richardson coefficient. This is the multiplicity of the representation ⊗b,αra,b,α ⊗β
ra,β of the subgroup ×b,αSnab,α ×β Sna,β when the representation Ra of Sna is decomposed into
irreducibles of the product subgroup. Finally, using use the U(N) character orthogonality
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formula ∫
dU χR(U
†)χS(U) = δR,S . (3.12)
we obtain
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∑
{nab,α}
∑
{na,β}
{n¯a,γ}
∑
{σab,α}
∑
{σa,β}
∑
{σ¯a,γ}
(∏
a,b,α
x
nab,α
ab,α
nab,α!
) (∏
a,β
1
na,β!
) (∏
a,γ
1
n¯a,γ!
)
×
∑
{ Ra`nal(Ra)≤Na}
∑
{rab,α`nab,α}
{sab,α`nab,α}
∑
{sa,β`na,β}
{s¯a,γ`n¯a,γ}
{∏
a
g(∪b,αrab,α ∪β sa,β;Ra) g(∪b,αsba,α ∪γ s¯a,γ;Ra)
}
×
(∏
a,b,α
χrab,α(σab,α)χsba,α(σba,α)
) (∏
a,β
χsa,β(σa,β)
) (∏
a,γ
χs¯,γ (σ¯a,γ)
)
×
∑
{ra,β`na,β}
{r¯a,γ`n¯a,γ}
{∏
a,β
χra,β(σa,β)χra,β(Ta,β)
}{∏
a,γ
χr¯a,γ (σ¯a,γ)χr¯a,γ (T¯a,γ)
}
. (3.13)
Note that we dropped the l(ra,β) ≤ Fa,β constraint on the sum over quark representations, since
contributions coming from representations with l(ra,β) > Fa,β are automatically zero due to
the vanishing of χra,β(Ta,β) (similar comments hold for the sum over antiquark representations
as well).
Finally, using the orthogonality of the symmetric group characters
∑
σ∈Sn χr(σ)χs(σ) =
n!δr,s, we get the formula
Z({xab,α}, {Ta,β}, {T¯a,γ}) =
∑
{nab,α}
∑
{na,β}
{n¯a,γ}
(∏
a,b,α
x
nab,α
ab,α
) ∑
{ Ra`nal(Ra)≤Na}
∑
{rab,α`nab,α}
∑
{ra,β`na,β}
{r¯a,γ`n¯a,γ}
(3.14)
∏
a
g(∪b,αrab,α ∪β ra,β;Ra) g(∪b,αrba,α ∪γ r¯a,γ;Ra)
(∏
β
χra,β(Ta,β)
)(∏
γ
χr¯a,γ (T¯a,γ)
)
.
Note that setting Ta,β = ta,β 1a,β (T¯a,γ = t¯a,γ 1a,γ) gives an unrefined generating function, in
which we no longer distinguish quark (antiquark) states charged under different U(1) factors
in the maximal torus of U(Fa,β) (U(F¯a,γ)). This unrefinement is immediately obtained from
(3.14) through the substitutions
χra,β(Ta,β)→ dimU(Fa,β)(ra,β) tna,βa,β , χr¯a,γ (T¯a,γ)→ dimU(F¯a,γ)(r¯a,γ) t¯ n¯a,γa,γ . (3.15)
The dimU(F )(r) is the dimension of the representation r of U(F ).
For an F dimensional unitary matrix T with eigenvalues (t1, t2, ..., tF ) and a partition R
of n, we have
χR(T ) =
∑
σ∈Sn
χR(σ)
n!
∏
i
(Tr T i)[σ](i) =
∑
{nj}
g(∪j[nj];R)
F∏
j=1
t
nj
j , (3.16)
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where n =
∑
j nj and [nj] is the single-row totally symmetric representation of Snj . These
Littlewood-Richardson multiplicities for single-row representations and a general R are called
Kostka numbers [27]. Note also that the Littlewood-Richardson multiplicities satisfy [27, 33]∑
s
g(r1, s;R)g(r2, r3; s) = g(r1, r2, r3;R) . (3.17)
Using these identities, we can write the counting function N ({nab,α}, {na,β,k}, {n¯a,γ,k}) as
N ({nab,α}, {na,β,k}, {n¯a,γ,k}) (3.18)
=
∑
{ Ra`nal(Ra)≤Na}
∑
{rab,α`nab,α}
∏
a
g(∪b,αrab,α ∪β,k [na,β,k];Ra) g(∪b,αrba,α ∪γ,k [n¯a,γ,k];Ra) ,
where na =
∑
b,α nab,α +
∑
β,k na,β,k.
We can give a pictorial interpretation of the counting function (3.18) as follows.
i) Choose the set of integers ∪a,b,α{nab,α} ∪a,β,k {na,β,k} ∪a,γ,k {n¯a,γ,k} These determine
the numbers of elementary fields of various types in the composite operators under
consideration.
ii) To all edges joining the gauge node a to the gauge node b, associate a representation
rab,α of the symmetric group Snab,α .
ii) Divide each gauge node a into two components, a+ and a−: the former collects all the
edges coming into the node a, while the latter collects all the edges leaving the node a.
Connect a+ to a− by adding a directed edge carrying a representation Ra of Sna , where
na =
∑
b,α nab,α +
∑
β,k na,β,k. The result is called split-node quiver.
iii) To each a− attach the Littlewood-Richardson coefficient g(∪b,αrab,α ∪β,k [na,β,k];Ra); to
each a+ attach the Littlewood-Richardson coefficient g(∪b,αrba,α ∪γ,k [n¯a,γ,k];Ra).
iv) Take the product of all the Littlewood-Richardson coefficients obtained in the previ-
ous step and sum over all possible representations {Ra} and {rab,α}, imposing finite N
constraints l(Ra) ≤ Na at each gauge node a.
As an example of the application of (3.14), consider an N = 2 SQCD with an adjoint
hypermultiplet. The N = 1 quiver diagram for this gauge theory and its corresponding split
node quiver are depicted in figure 2.
Figure 2: The N = 1 quiver and the corresponding split node diagram for a N = 2 SQCD with an
adjoint hypermultiplet.
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The generating function for this model can then be readily obtained using (3.14):
Z(x1, x2, x3, T , T¯ ) =
∞∑
n1,n2,n3=0
∞∑
n,n¯=0
xn11 x
n2
2 x
n3
3 (3.19)
×
∑
R`m
l(R)≤N
∑
r1`n1
r2`n2
r3`n3
∑
r`n
r¯`n¯
g(r1, r2, r3, r;R) g(r1, r2, r3, r¯;R)χr(T )χr¯(T¯ ) ,
with m = n1 + n2 + n3 + n = n1 + n2 + n3 + n¯. On the other hand, using (3.18) we can write
the counting function
N (n1, n2, n3, {nj}, {n¯k})
=
∑
R`m
l(R)≤N
∑
r1`n1
r2`n2
r3`n3
g(r1, r2, r3, [n1], [n2], · · · , [nF ];R) g(r1, r2, r3, [n¯1], [n¯2], · · · , [n¯F¯ ];R) , (3.20)
so that
Z (x1, x2, x3, {tj}, {t¯k}) =
∑
n1,n2,n3
∑
{nj}
∑
{n¯k}
N (n1, n2, n3, {nj}, {n¯k})
× xn11 xn22 xn33
(
F∏
j=1
t
nj
j
)(
F¯∏
k=1
t¯ n¯kk
)
. (3.21)
Let us now consider the flavoured conifold gauge theory [21, 22, 34, 35], whose quiver is
depicted in figure 3:
Figure 3: The flavoured conifold quiver and its split node quiver.
Applying (3.14), we find that the generating function for the flavoured conifold is
Z(x12,1, x12,2, x21,1, x21,2, T1, T2, T¯1, T¯2)
=
∞∑
n12,1,n12,2=0
∞∑
n21,1,n21,2=0
x
n12,1
12,1 x
n12,2
12,2 x
n21,1
21,1 x
n21,2
21,2
∑
R1`m1
l(R1)≤N1
∑
R2`m2
l(R2)≤N2
∑
r12,1`n12,1
r12,2`n12,2
∑
r21,1`n21,1
r21,2`n21,2
∑
r1`n1
r¯1`n¯1
∑
r2`n2
r¯2`n¯2
× g(r12,1, r12,2, r1;R1) g(r21,1, r21,2, r¯1;R1)χr1(T1)χr¯1(T¯1)
× g(r21,1, r21,2, r2;R2) g(r12,1, r12,2, r¯2;R2)χr2(T2)χr¯2(T¯2) , (3.22)
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where m1 = n12,1 +n12,2 +n1 = n21,1 +n21,2 + n¯1 and m2 = n21,1 +n21,2 +n2 = n12,1 +n12,2 + n¯2.
As in the previous example, using (3.18) we get
N (n12,1, n12,2, n21,1, n21,2, {n1,j}, {n2,j}, {n¯1,k}, {n¯2,k}) =
∑
R1`m1
l(R1)≤N1
∑
R2`m2
l(R2)≤N2
∑
r12,1`n12,1
r12,2`n12,2
∑
r21,1`n21,1
r21,2`n21,2
× g(r12,1, r12,2, [n1,1], [n1,2], · · · , [n1,F1 ];R1) g(r21,1, r21,2, [n¯1,1], [n¯1,2], · · · , [n¯1,F¯1 ];R1)
× g(r21,1, r21,2, [n2,1], [n2,2], · · · , [n2,F2 ];R2) g(r12,1, r12,2, [n¯2,1], [n¯2,2], · · · , [n¯2,F¯2 ];R2) ,
(3.23)
so that
Z(x12,1, x12,2, x21,1, x21,2, {t1,j}, {t2,j}, {t¯1,k}, {t¯2,k})
=
∑
n12,1
n12,2
∑
n21,1
n21,2
∑
{n1,j}
∑
{n2,j}
∑
{n¯1,k}
∑
{n¯2,k}
N (n12,1, n12,2, n21,1, n21,2, {n1,j}, {n2,j}, {n¯1,k}, {n¯2,k})
× xn12,112,1 xn12,212,2 xn21,121,1 xn21,221,2
(
F1∏
j=1
t
n1,j
1,j
) (
F2∏
j=1
t
n2,j
2,j
) (
F¯1∏
k=1
t¯
n¯1,k
1,k
) (
F¯2∏
k=1
t¯
n¯2,k
2,k
)
.
(3.24)
All of the previous formulae hold for any N . In the next section we will drop the l(Ra) ≤ Na
constraints, ∀a, to focus on the large N case.
3.1 The generating function Z and the building block F [n]
Let us take the large N limit, for all the gauge groups of the theory. In appendix A.1 we show
that Z({xab,α}, {Ta,β}, {T¯a,γ}) can be written as the multiple sum
Z =
∑
p
∏
i
∏
a
(∏
b,α
x
nab,α
ab,α
p
(i)
ab,α!
) (∏
β
(Tr Ta,β i) p
(i)
a,β
p
(i)
a,β!
) (∏
γ
(Tr T¯a,γ i) p¯
(i)
a,γ
p¯
(i)
a,γ!
)
×
(∑
b,α p
(i)
ab,α +
∑
β p
(i)
a,β
)
!
i
∑
β p
(i)
a,β
δa
(∑
b,α
(p
(i)
ab,α − p(i)ba,α) +
∑
β
p
(i)
a,β −
∑
γ
p¯(i)a,γ
)
, (3.25)
where p = ∪ab,α~pab,α ∪a,β ~pa,β ∪a,γ ~¯pa,γ, and the vectors ~pab,α, ~pa,β, ~¯pa,γ are defined in (3.6).
Crucially, we can now define the quantity
F [n]({xab}, {ta}, {t¯a}}) =
∑
~p
n∏
a=1
(
n∑
b=1
pba + p¯a
)
! δa
(
n∑
b=1
(pab − pba) + pa − p¯a
)
×
(
n∏
b=1
xpabab
pab!
) (
tpaa
pa!
) (
t¯ p¯aa
p¯a!
)
, (3.26)
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with ~p = ∪a,b{pab} ∪a {pa, p¯a}, such that
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∏
i
F [n]
({
xab →
∑
α
xiab,α
}
,
{
ta →
∑
β
Tr(T ia,β)
i
}
,
{
t¯a →
∑
γ
Tr(T¯ ia,γ)
})
. (3.27)
From this equation we see that F [n] is the building block of Z. Note that the t coefficients in
the RHS of (3.27) are weighted by a i−1 coefficient, while the t¯ coefficients are not: in section
5 we will derive a more symmetric version of this formula, where the weighting for chemical
potentials of the quark and antiquark field is the same.
In appendix A.2 we derive an expression for F [n] in terms of contour integrals, namely
F [n]({xab}, {ta}, {t¯a}) =
(
n∏
a=1
∮
Ca
dza
2pii
)
n∏
a=1
Ia(~z; ~xa, ta, t¯a) , (3.28)
in which
~z = (z1, z2, ..., zn) , ~xa = (x1a, x2a, ..., xna) , (3.29)
and
Ia(~z; ~xa, ta, t¯a) =
exp (za ta)
za − (t¯a +
∑
b zb xba)
. (3.30)
We also obtained a pole prescription for the computation of these contour integrals: in the
appendices A and B we explain that only the za pole coming from the Ia term in the integrand
has to be enclosed by Ca.
As a last remark, note that all the variables za, xab, ta, t¯a in eq. (3.28) are charged under
the
∏n
a=1 U(1)a ⊂
∏n
a=1 U(Na) subgroup of the theory as follows:
Variable Charge Subgroup of
∏
a U(1)a
xab (−1, 1) U(1)a × U(1)b
ta −1 U(1)a
t¯a 1 U(1)a
za 1 U(1)a
Table 2: U(1) charges of the variables appearing in F [n].
The charge for the xab coefficients comes from the fact that these variables are associated
to fields leaving node a and joining node b, thus transforming under (N¯a, Nb) in the original
theory. Similar comments holds for the charges of ta and t¯a, while the charge for za has been
chosen in such a way that the function F [n] is neutral under
∏
a U(1)a, as it should be.
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For completeness, let us write down the contour integral formulation for Z, which can be
immediately obtained from (3.26) by means of (3.27), and reads
Z =
∏
i
(∏
a
∮
Ca,i
dza,i
2piiza,i
)∏
a
exp
(
za,i
∑
β Tr(Ta,β i)
i
)
1− z−1a,i
(∑
γ Tr(T¯a,γ i) +
∑
b,α zb,i x
i
ba,α
) . (3.31)
The simplification coming from using F [n] in place of the latter is evident.
4 The unflavoured case: contour integrals and paths on
graphs
We now have to calculate the contour integral in F [n], that is, calculate residues. In an n-node
quiver, each za variable has n poles, but not all of them have to be included in the contour
Ca. The constraints from the convergence of the sums in appendix A.2.2 instruct us on which
poles to pick and which ones to discard. In appendix B we show that they indeed give us a
very simple and intuitive prescription: for all a, only the za pole coming from the Ia integrand
has to be enclosed by Ca.
We consider here the case in which we set ta = t¯a = 0 ∀ a in (3.28), to get the quantity
F [n]({xab}, 0, 0) ≡ F [n]0 ({xab}) =
(∏
a
∮
Ca
dza
2pii
)∏
a
Ia(~z; ~xa) , (4.1)
where
Ia(~z; ~xa) =
1
za −
∑
b zbxb,a
. (4.2)
Recall that Ia(~z; ~xa) is a shorthand, which it will now be convenient to expand:
Ia(~z; ~xa) = Ia(z1, z2, ..., zn; ~xa) , (4.3)
so that we can rewrite (4.1) as
F
[n]
0 ({xab}) =
(∏
a
∮
Ca
dza
2pii
)∏
a
Ia(z1, z2, ..., zn; ~xa) . (4.4)
We want to compute contour integrals in eq. (4.4). Let us choose an ordering in which to com-
pute such integrals: we choose the simplest one, that is we integrate over z1, z2, ..., zi, zi+1, ..., zn
in this precise order. We will refer to this ordering as the ‘natural ordering’. With the pole
prescription discussed in appendix B, the za integration picks up the za pole in the Ia inte-
grand only. Then, after the first integral (the z1 integral with our ordering choice) has been
computed, eq. (4.4) becomes
F
[n]
0 ({xab}) = H1(~x)
(∏
a>1
∮
Ca
dza
2pii
)∏
a>1
Ia(z
∗
1 , z2, ..., zn; ~xa) , (4.5)
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where we introduced the H1 coefficient, outcome of the residue calculation, that depends only
on the x variables. After the integration has been done, z1 is replaced by its pole equation
z∗1 = z
∗
1(z2, z3, ..., zn; ~x) (4.6)
in all of the remaining integrands Ia (a > 1). The explicit form
z∗1(z2, z3, · · · zn; ~x) =
1
(1− x1,1)
n∑
b=2
zbxb,1 (4.7)
comes from solving I−11 (~z; ~x1) = 0 for z1. In the second step, we can solve I
−1
2 (z1 →
z∗1 , z2, z3 · · · , zn) = 0, which gives
z∗2 =
1
(1− x1,1)(1− x2,2)− x1,2x2,1
n∑
b=3
(
xb,2 +
xb,1x1,2
1− x1,1
)
. (4.8)
In the next step, we calculate I−13 (z1 → z∗1 , z2 → z∗2 , z3, z4 · · · , zn) and we solve I−13 = 0 to
calculate z∗3(z4, z5, · · · zn).
Generally, the explicit equation for each of the z∗j (1 ≤ j ≤ n) comes from solving for zj
the equation
I−1j (z
∗
1 , z
∗
2 , ..., z
∗
j−1, zj, zj+1, ..., zn; ~xj) = 0 (4.9)
for each j. These pole equations are of the form
z∗j (zj+1, zj+2, ..., zn; ~x) =
∑
i>j
zi ai,j , (4.10)
for some coefficients ai,j, which are functions of ~x. It is useful however to introduce a different
equation for the poles z∗j . Note that z
∗
j is a function of the set {zj+1, zj+2, ..., zn}. If r
integrations have already been done, then the z∗j pole equations, with j ≤ r, can be expressed
in terms of the remaining set of za, that is {zr+1, zr+2 · · · , zn}. The variables zk (j ≤ k ≤ r)
appearing in (4.10) can be substituted with their respective pole equations z∗k. We can thus
write
z∗j
(
z∗j+1, z
∗
j+2, ..., z
∗
r , zr+1, ..., zn; ~x
)
=
∑
i>r
zi ai,j +
r∑
λ=j+1
z∗λ
(
z∗λ+1, z
∗
λ+2, ..., z
∗
r , zr+1, ..., zn; ~x
)
aλ,j . (4.11)
Repeated substitutions to eliminate the variables z∗k in favour of z
∗
k′ , for k < k
′ ≤ r, will lead
to an expression of the form
z
∗[r]
λ = z
∗
λ(zr+1, ..., zn; ~x) =
∑
i>r
zi aˆ
[r]
i,λ , λ ≤ r , (4.12)
for some new aˆ[r] coefficients, functions of ~x, that we call pole coefficients. Inserting this
equation in (4.11) gives a recursive relation for aˆ
[r]
i,j:
aˆ
[r]
i,j = ai,j +
r∑
λ=j+1
aˆ
[r]
i,λ aλ,j , i > r , j ≤ r ≤ n− 1 . (4.13a)
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There is no aˆ[n] coefficient, as can be seen from (4.12). We will in fact observe that z∗n = 0.
Comparing (4.10) and (4.12) gives
aˆ
[r]
i,r = ai,r , i > r , (4.13b)
and we will shortly derive
ai,r =
xi,r +
r−1∑
k=1
aˆ
[r−1]
i,k xk,r
1−
(
xr,r +
r−1∑
k=1
aˆ
[r−1]
r,k xk,r
) , i > r . (4.14)
Now, for fixed r, all of the z
∗[r]
j equations (1 ≤ j ≤ r) in (4.12) will be functions of the same
set of za, that is {zk, r < k ≤ n}. With this notation, after r integrations have been done,
F
[n]
0 will read
F
[n]
0 =
r∏
j=1
Hj(~x)
(
n∏
a>r
∮
Ca
dza
2pii
) ∏
a>r
Ia
(
z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xa
)
, (4.15)
where explicitly
Ia
(
z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xa
)
=
1
za −
(∑
b>r
zb xb,a +
∑
i=1,..,r
z
∗[r]
i xi,a
) . (4.16)
Going back to eq. (4.15), suppose we want now to calculate the zr+1 integral. Consider then
the equation
I−1r+1
(
z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xr+1
)
= zr+1 −
(∑
b>r
zb xb,r+1 +
r∑
i=1
z
∗[r]
i xi,r+1
)
= 0 , (4.17)
and let us solve it for zr+1. We have
(1− xr+1,r+1)zr+1 =
∑
b>r+1
zb xb,r+1 +
r∑
i=1
z
∗[r]
i xi,r+1
=
∑
b>r+1
zb xb,r+1 +
r∑
i=1
∑
j>r
zj aˆ
[r]
j,i xi,r+1
=
∑
j>r+1
zj
(
xj,r+1 +
r∑
i=1
aˆ
[r]
j,i xi,r+1
)
+
r∑
i=1
zr+1 aˆ
[r]
r+1,i xi,r+1 . (4.18)
Collecting terms we get(
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
))
zr+1 =
=
∑
j>r+1
zj
(
xj,r+1 +
r∑
i=1
aˆ
[r]
j,i xi,r+1
)
, (4.19)
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so that we can finally write
z∗r+1 =
∑
j>r+1
zj
xj,r+1 +
r∑
i=1
aˆ
[r]
j,i xi,r+1
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
) = ∑
j>r+1
zj aj,r+1 . (4.20)
Recalling the definition of the pole coefficients aˆ
[r]
i,λ from (4.12) and substituting r → r − 1,
this proves eq. (4.14). It also shows that z∗n = 0, as there is no zj with j > n to sum over.
Inserting this result in (4.15) we get
F
[n]
0 =
r∏
j=1
Hj(~x)
(
n∏
a>r
∮
Ca
dza
2pii
)
× 1(
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
))
zr+1 −
∑
j 6=1,..,r,r+1
zj
(
xj,r+1 +
r∑
i=1
aˆ
[r]
j,i xi,r+1
)
×
∏
a>r+1
Ia(z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xa)
=
r∏
j=1
Hj(~x)
1
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
) ∮
Cr+1
dzr+1
2pii
1
zr+1 − z∗r+1
×
(
n∏
a>r+1
∮
Ca
dza
2pii
) ∏
a>r+1
Ia(z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xa)
≡
r+1∏
j=1
Hj(~x)
(
n∏
a>r+1
∮
Ca
dza
2pii
) ∏
a>r+1
Ia(z
∗[r+1]
1 , z
∗[r+1]
2 , ..., z
∗[r+1]
r , z
∗[r+1]
r+1 , zr+2, ..., zn; ~xa) ,
(4.21)
where we called, in agreement with our initial definitions,
Hr+1(~x) =
[
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
)]−1
. (4.22)
It is clear now that once all the integration have been done, F
[n]
0 will simply be the product
F
[n]
0 =
n∏
i=1
Hi(~x) =
n∏
i=1
(
1− xi,i −
i−1∑
q=1
aˆ
[i−1]
i,q xq,i
)−1
. (4.23)
In appendix C we present an explicit example of the application of these formulae to a three
node unflavoured quiver. From the last equation we can see how the pole coefficients aˆ
[i−1]
i,q
play a central role in the computation of F
[n]
0 . Our goal now is to rewrite them in a more
21
compact and appealing form. For notational purposes it is useful now to define G[n] as the
inverse of F
[n]
0 ; G[n] =
(
F
[n]
0
)−1
.
Choosing any 1 ≤ r < n, for all n ≥ p > r and 1 ≤ k ≤ r we find an expression which can
be interpreted in terms of paths on the complete n-node quiver:
G[r] aˆ
[r]
p,k = G[r]\k xp,k +
r∑
i=1
i 6=k
G[r]\{k,i}xp,ixi,k +
r∑
i,j=1
i 6=j 6=k
G[r]\{k,i,j}xp,ixi,jxj,k
+ ...+
r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[r]\{k,∪th=1ih}xp,i1xi1,i2xi2,i3 · · · xit−1,itxit,k + ...
...+
r∑
i1,i2,..,ir−1=1
i1 6=i2 6=... 6=ir−1 6=k
xp,i1xi1,i2xi2,i3 · · ·xir−2,ir−1xir−1,k , (4.24)
or, in a more compact form:
G[r] aˆ
[r]
p,k =
r−1∑
t=0
 r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[r]\{k,∪th=1ih}xp,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k
 . (4.25)
with the convention that G[0] = 1. We prove this formula in appendix D. For fixed r < n we
now describe the interpretation of each of the terms in the expansion of (4.25) as a path on the
complete n-node quiver. Each term is a product of two different pieces. The first one is the G
function of a quiver containing a certain subset [r] \ {k,∪th=1ih} of the first [r] = {1, 2, ..., r}
nodes. The second one is a string of xab variables, which can be interpreted as an oriented
open line on the quiver. It departs from a node p, which is not included in the set [r], passes
through some t intermediate nodes ih and arrives at node k, with i1, i2, ..., it, k ∈ [r].
Figure 4: Pictorial interpretation of G[r] aˆ
[r]
p,k. The starting point of the oriented open path, p,
belongs to the set {r + 1, r + 2, ..., n}.
From here we also explicitly see that the pole coefficient aˆ
[r]
p,k is charged under the U(1)
n
subgroup of the gauge group of the quiver. Since every G[r] has zero U(1)
n charge, and the
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product of xab coefficients xp,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k is charged under the p-th U(1) and the
k-th U(1) as (−1, 1) respectively, the whole quantity aˆ[r]p,k will carry a (−1, 1) charge under
U(1)p × U(1)k, just like an xp,k variable would. These quantities are also helpful in writing
down a recursive formula for G[r]. Note that G[r+1] can be written as
G[r+1] = G[r]
(
1− xr+1,r+1 −
r∑
k=1
aˆ
[r]
r+1,k xk,r+1
)
= G[r] (1− xr+1,r+1)−
r∑
k=1
G[r] aˆ
[r]
r+1,k xk,r+1 . (4.26)
The terms in the sum above are of the form (4.25), so that we can use it to bring G[r+1] into
the form
G[r+1] = G[r] (1− xr+1,r+1)
−
r∑
k=1
r−1∑
t=0
r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[r]\{k,∪th=1ih}xr+1,i1xi1,i2xi2,i3 · · · xit−1,itxit,kxk,r+1 ,
(4.27)
and after relabelling some summation variables, we can write the this equation as
G[r+1] = G[r] −G[r]xr+1,r+1
−
r∑
t=1
r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[r]\{∪th=1ih}xr+1,i1xi1,i2xi2,i3 · · ·xit−1,itxit,r+1 , (4.28)
and since the second term on the RHS of this identity is just the t = 0 term of the following
sum, we finally have
G[r+1] = G[r] −
r∑
t=0
r∑
i1,i2,..,it=1
i1 6=i2 6=...6=it
G[r]\{∪th=1ih}xr+1,i1xi1,i2xi2,i3 · · ·xit−1,itxit,r+1 . (4.29)
We can also give a similar formula for each of the Hl coefficients in the product (4.23). We
know that
Hl(~x) =
(
1− xl,l −
l−1∑
q=1
aˆ
[l−1]
l,q xq,l
)−1
, (4.30)
and using F
[n]
0 = G
−1
[n] we can write
Hl(~x) =
(
1− F [l−1]0 G[l−1]xl,l − F [l−1]0
l−1∑
q=1
G[l−1] aˆ
[l−1]
l,q xq,l
)−1
=
(
1− F [l−1]0
(
G[l−1]xl,l +
l−1∑
q=1
G[l−1] aˆ
[l−1]
l,q xq,l
))−1
. (4.31)
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We again get have terms like G[l−1] aˆ
[l−1]
l,q xq,l, which have the same structure of the ones en-
countered in the derivation of eq. (4.29). We can just redo the same steps done previously to
bring the equation for the Hl(~x) coefficient into the form
Hl(~x) =
1− F [l−1]0 l−1∑
t=0
l−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[l−1]\{∪th=1ih}xl,i1xi1,i2xi2,i3 · · ·xit−1,itxit,l

−1
= F
[l−1]
0
G[l−1] − l−1∑
t=0
l−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[l−1]\{∪th=1ih}xl,i1xi1,i2xi2,i3 · · ·xit−1,itxit,l

−1
=
G[l−1]
G[l]
, (4.32)
where in the last step we used eq. (4.29). We can then rewrite eq. (4.23) as
F
[n]
0 =
n∏
i=1
Hi(~x) =
n∏
i=1
G[i−1]
G[i]
, (4.33)
with G[0] = 1.
4.1 F
[n]
0 and the sum over subsets
In this section we will prove the expression for
(
F
[n]
0
)−1
given in [1](
F
[n]
0
)−1
= 1 +
∑
V⊆Vn
∑
σ∈Sym(V)
(−1)Cσyσ({xab}) , (4.34)
where V is any subset of the set of nodes Vn = {1, 2, ..., n} of the quiver but the empty set,
and Sym(V) is the group of all the permutations of elements in V. Cσ is the number of cycles
in σ. yσ({xab}) is a monomial built from the xab coefficients as
yσ({xab}) =
∏
i
yσ(i)({xab}) , (4.35)
where the product runs over the cycles σ(i) of the permutation σ =
∏
i σ
(i), and for a single
cycle (i1, i2, · · · , ik)
y(i1,i2,...ik)({xab}) = xi1,i2xi2,i3 · · ·xik,i1 . (4.36)
For example, when σ = (12)(3), the permutation which swaps 1 and 2 and leaves 3 fixed, then
y(12)(3)({xab}) = x12x21x33. This equation has thus an interpretation in terms of loops {yc}
on a complete quiver, where each loop yc corresponds to a cycle c = (i1, · · · , ik) as in (4.36).
Since these loops corresponds to cyclic permutations, they do not visit the same node more
than once: for this reason we call them simple loops, to distinguish them from more general
closed paths. In the following we will write the above formula as G˜[n] :
G˜[n] = 1 +
∑
V⊆Vn
∑
σ∈Sym(V)
(−1)Cσyσ({xab}) . (4.37)
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To prove the identity (4.34) we will show that the sequence G˜[n] obeys the same recursion
relation (4.29) satisfied by the G[n] coefficients obtained from the residue computations. We
have
G˜[n+1] = 1 +
∑
V⊂{1,··· ,n+1}
∑
σ∈Sym(V)
(−1)Cσyσ . (4.38)
If the subset V of {1, · · · , n+ 1} does not include n+ 1, we have a sum which, together with
the leading 1, gives G[n]. The remaining terms involve subsets which include the {n+1} node.
For such subsets, the permutation σ can either be of the product form σ′(n + 1), where σ′
is a permutation of {1, · · · , n} and (n + 1) is a single cycle of length one, or alternatively it
is of the form σ′(i1, i2, · · · , ik, n + 1), with σ′ a permutation of {1, · · · , n} \ {i1, · · · , ik} and
(i1, · · · , ik, n+ 1) a cycle of length k + 1. The first type of term gives
− G˜[n]yn+1 = −G˜[n]xn+1,n+1 . (4.39)
The second type of term gives
−
n∑
k=1
n∑
i1 6=i2 6=···6=ik=1
G˜[n]\{i1,··· ,ik}yi1,··· ,ik,n+1 . (4.40)
Collecting the terms we find
G˜[n+1] = G˜[n](1− xn+1,n+1)−
n∑
k=1
n∑
i1 6=i2 6=···ik=1
G˜[n]\{i1,··· ,ik}xi1i2xi2i3 · · ·xik,n+1xn+1,i1 . (4.41)
This proves that the guessed formula G˜[n] satisfies the same recursion relation as G[n]. It is
evident that G[1] = G˜[1] = 1. This proves that G˜[n] = G[n], ∀n.
4.2 F
[n]
0 and determinants
Equation (4.34) can be used to recast F
[n]
0 ({xab}) as a determinant expression given by
F
[n]
0 ({xab}) =
1
det (1n −Xn) , (4.42)
where 1n is the n dimensional identity matrix and Xn is a n× n matrix defined by
Xn|ij = xij , 1 ≤ (i, j) ≤ n . (4.43)
The following identity for the expansion of det(1n −Xn) in terms of sub-determinants of Xn,
or equivalently characters of Xn associated with single-column Young diagrams, is useful:
det (1n −Xn) =
n∑
k=0
(−1)kχ[1k](Xn)
=
n∑
k=0
(−1)k
n∑
i1,i2,...,ik=1
∑
σ∈Sk
(−1)σ
k!
xi1iσ(1)xi2iσ(2) · · ·xikiσ(k) . (4.44)
This expansion is organized according to the number of 1’s picked up from the matrix (1n−Xn)
in calculating its determinant. When we pick n − k of the 1’s, we have the sum of the sub-
determinants constructed from blocks of size k from the matrix Xn. When we pick n − k of
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these 1 valued entries, we have the sum of the sub-determinants constructed from blocks of
size k from the matrix Xn. The sign (−1)σ is the parity of the permutation. Because of the
antisymmetrisation
∑
σ(−1)σ, the sum over i1, i2, ..., ik can be restricted to run over the set
i1 6= i2 6= ... 6= ik, so that it can be rewritten as a sum over subsets Vk of k different integers
from {1, · · · , n}. For each choice of subset there is factor of k! for ways of assigning i1, · · · , ik
to the elements of the subset. Hence
det (1n −Xn) =
n∑
k=0
(−1)k
∑
Vk
∑
σ∈Sym(Vk)
(−1)k−Cσyσ . (4.45)
Sym(Vk) is the symmetric group of permutations of elements in Vk. Here we have used the
fact that the parity of a permutation σ can be written in terms of the number of cycles as
(−1)σ = (−1)k−Cσ and we also used the definition of yσ. The expression (4.34) now follows.
4.3 Word counting and the building block F
[n]
0
The generating function Z({xab;α}) for gauge invariant operators for unflavoured quiver the-
ories has been given as an infinite product built from a building block F
[n]
0 ({xab}). This has
been expressed in terms of a determinant of the matrix (1n −Xn), where (Xn)|ab = xab.
After expanding F
[n]
0 ({xab}) in a power series in the variables xab, it is natural to ask if
the coefficients in this series have a combinatoric interpretation as counting something. The
answer does not immediately follow from the combinatoric interpretation of Z({xab;α}) in
terms of gauge invariants, nevertheless, the coefficients in the expansion of F
[n]
0 ({xab}) are
themselves positive. This follows from the Cauchy-Littlewood formula for the expansion of
the inverse determinant:
1
det(1n −Xn) =
∞∑
k=0
1
k!
n∑
i1···ik=1
∑
σ∈Sk
xi1,iσ(1)xi2,iσ(2) · · ·xik,iσ(k) . (4.46)
This strongly suggests that there should be a combinatoric interpretation in terms of properties
of graphs. We will find that there are in fact two combinatoric interpretations: both in terms
of word counting related to the quiver with one directed edge for every specified start and
end-point. We will call the latter the complete n-node quiver. We will refer to these two as
the charge conserving open string word (COSW) counting problem and the closed string word
(CSW) counting problem. It turns out that the equivalence between these two word counting
problems is a known mathematical result! This gives a new connection between word counting
problems and gauge theory.
To motivate the CSW interpretation, let us take the simple case of n = 2, for which we
have
F
[2]
0 (x11, x12, x21, x22) =
1
(1− x11 − x22 − x12x21 + x11x22) . (4.47)
The denominator depends on variables
y11 = x11 , y12 = x12x21 , y22 = x22 . (4.48)
These variables are associated with closed loops in a graph with two nodes, and one edge for
every pair of specified starting and end points. Let us first set y12 = 0: we have
1
(1− y11 − y22 + y11y22) =
1
(1− y11)
1
(1− y22) . (4.49)
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Expanding in powers of y11, y22, we see
1
(1− y11 − y22 + y11y22) =
∞∑
m1=0
ym111
∞∑
m2=0
ym222 . (4.50)
We describe the CSW interpretation in this simple case. Take the letters yˆ11, yˆ22 and consider
arbitrary strings of these, with the condition that
yˆ11yˆ22 = yˆ22yˆ11 . (4.51)
A general word is characterized by the number m11 and m22 of yˆ11, yˆ22. With these numbers
specified, the commutation relation can be used to write any such word as
(yˆ11)
m11(yˆ22)
m22 . (4.52)
There is thus, precisely one word with content (m11,m22). Thus the coefficient of y
m11
11 y
m22
22 is
equal to the number of words in a language made from letters yˆ11, yˆ22. The words are sequences
of these letters, with the commutation relation (4.51). Now set y11 = 0
F
[2]
0 (y11 = 0, y12, y22) =
1
(1− y12 − y22) =
∞∑
m=0
(y12 + y22)
m =
∞∑
m=0
m∑
m12=0
m!
m12!m22!
ym1212 y
m22
22
=
∞∑
m22=0
∞∑
m12=0
(m12 +m22)!
m12!m22!
ym1212 y
m22
22 . (4.53)
In this case, we can consider letters yˆ12, yˆ22, without imposing the commutation condition.
Then a general word with specified numbers m12,m22 is the number of sequences we can write
with m12,m22 copies of yˆ12, yˆ22. Each word corresponds to one way of placing the m12 objects
of one kind and m22 objects of another kind in m12 + m22 positions. This shows that the
number of words is (m12+m22)!
m12!m22!
in agreement with the coefficient above.
These simple examples illustrate a general interpretation of all the coefficients in the ex-
pansion of F
[n]
0 , in terms of the cycle variables yc. Consider the complete n-node quiver. To
each simple closed loop c on the graph, associate a variable yˆc. If we label the nodes of the
graph {1, · · · , n}, every cyclic permutation of a subset of the nodes corresponds to a simple
loop on the graph. These simple loops visit each node no more than once. To define the
CSWs, we associate a letter to yˆc to every simple loop. We impose the relation
yˆcyˆc′ = yˆc′ yˆc (4.54)
for every pair of simple loops c, c′ that have no node in common. The letters which do share a
node are treated as non-commuting, while the letters that do not share a node are treated as
commutative. Then we consider strings containing mc copies of the letter yˆc. A simple guess,
based on the above examples, is that the coefficient of
∏
c y
mc
c in the expansion of F
[n]
0 is
exactly equal to the number of distinct words build from the letters yˆc with specified numbers
mc for each letter. This word counting interpretation is called closed string word counting
since the loops can be thought as closed strings made from open strings which are the edges
extending between nodes. The validity of this interpretation will be explained by using its
equivalence to an open string word counting.
Appendix E gives more examples of direct checks of this connection between closed string
word counting and the building block function F
[n]
0 .
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From the derivation of the generating function of gauge invariants we know that
F
[n]
0 ({xab}) =
1
det(1n −Xn) =
∑
~p
n∏
a=1
(
n∑
b=1
pab
)
!
(
n∏
b=1
x pabab
pab!
)
δ
(
n∑
b=1
(pab − pba)
)
. (4.55)
This gives another way to see that the coefficients in the expansion are positive, and in fact
integers. Consider the coefficient of
∏
a,b x
pab
ab , which is
∏
a
(
∑n
b=1 pab)!∏n
b=1 pab!
δ
(
n∑
b=1
(pab − pba)
)
. (4.56)
This leads directly to the open string word counting. Consider letters xˆab corresponding
to each directed edge, going from a to b in the complete n-node quiver. We will call these
open string bits. Then consider words which are sequences of these letters. These words will
be called open string words. We impose the commutation condition
xˆabxˆa′b′ = xˆa′b′xˆab (4.57)
for a 6= a′. So sequences which differ by such a swap are counted as the same word. Thus,
string bits which have different starting points do not commute. Two different string bits with
the same starting point do not commute. For each starting point a the factor
(
∑n
b=1 pab)!∏n
b=1 pab!
(4.58)
counts the number of sequences containing pab copies of xˆab. Defining
pa =
∑
b
pab =
∑
b
pba , (4.59)
an open string word will take the form
wo = xˆ1a1xˆ1a2 · · · xˆ1ap1 xˆ2ap1+1xˆ2ap1+2 · · · xˆ2ap1+p2 · · · xˆnap1+···+pn−1+1 · · · xˆnap1+···+pn . (4.60)
The open string bits with different starting points commute, so we have used that commuta-
tivity to place all the ones starting at 1 to the far left, the ones starting from 2 next, and so
on. The integers a1, · · · , a∑i pi will contain p1 copies of 1, p2 copies of 2 etc. This condition
says that the sequence of open string bits that appear in the expansion of F
[n]
0 contains as
many bits with starting point i as with end points as i. We will refer to this as charge conserv-
ing open string words. So we have shown that the F
[n]
0 counts charge-conserving open string
words. Remarkably, Cartier and Foata proved that charge-conserving open string words are
in 1-1 correspondence with closed string words ! This is theorem 3.5 in Cartier-Foata [23].
We refer the reader to [23] for the formal proof. Here we explain, with examples, the mean-
ing of this equivalence between the counting of charge-conserving open string words (COSW)
and closed string words (CSW). Given an a CSW, it is easy to write down a corresponding
COSW. Take for example
yˆ11 yˆ12 yˆ11 yˆ22 yˆ123 = yˆ11 yˆ12 yˆ22 yˆ11 yˆ123 . (4.61)
Write these closed-string letters in terms of open string bits:
yˆ11 = xˆ11 , yˆ22 = xˆ22 , yˆ12 = xˆ12xˆ21 , yˆ123 = xˆ12xˆ23xˆ31 . (4.62)
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The word of interest becomes
xˆ11xˆ12xˆ21xˆ11xˆ22xˆ12xˆ23xˆ31 = xˆ11xˆ12xˆ11xˆ12 xˆ21xˆ22xˆ23 xˆ31 . (4.63)
We have used the commutativity to arrange as in (4.60). A CSW determines in this way a
unique COSW.
The reverse is also true. A COSW determines a unique CSW. The general proof is non-
trivial [23]. We just illustrate with some examples here. Consider some COSW with specified
numbers of starting (and end-) points of particular types, say three starting and ending at 1,
two at 2 and three at 3. These words are of the form
xˆ1,τ(1)xˆ1,τ(1)xˆ1,τ(1) xˆ2,τ(2)xˆ2,τ(2) xˆ3,τ(3)xˆ3,τ(3)xˆ3,τ(3) . (4.64)
Here τ is a permutation in S8, which should be thought of as moving the integers {1, 2, 3}
from their initial positions (1, 1, 1, 2, 2, 3, 3, 3) to a new position. When τ is the identity we
have the COSW
xˆ11xˆ11xˆ11 xˆ22xˆ22 xˆ33xˆ33xˆ33 = yˆ11yˆ11yˆ11 yˆ22yˆ22 yˆ33yˆ33yˆ33 . (4.65)
Suppose now τ = (1, 2, 3, 4, 5, 6, 7, 8), a cyclic permutation. The COSW is
xˆ13xˆ11xˆ11 xˆ21xˆ22 xˆ32xˆ33xˆ33 . (4.66)
If we map this to closed string words, this will involve two copies of yˆ11, two copies of yˆ33, and
yˆ132 = xˆ13xˆ32xˆ21. The unique CSW is
yˆ132 yˆ11yˆ11 yˆ22 yˆ33yˆ33 . (4.67)
In arriving at this, we did a re-arrangement which moves the xˆ32 across the xˆ22. This is allowed,
since the open string bits commute when they have different strating point. i.e. different first
index. The reader is encouraged to play with different choices of τ . It is easy to see that
permutations τ in S8 are a somewhat redundant way to parametrize the COSW. In fact it
is a coset of S8 by S3 × S2 × S3 that parametrizes the COSW. For any choice of τ , there is
always a CSW, i.e a list of yˆc for different cycles, arranged in a specific order (modulo the
commutation relations (4.54)), which agrees with the COSW after re-arrangements allowed
by the commutation (4.57). This is guaranteed by theorem 3.5 of [23].
We have focused on the combinatoric interpretation of F
[n]
0 ({xab}), in terms of the complete
quiver graph. This basic building block generates the counting of gauge invariants at large
N for any quiver, after taking an infinite product with the substitutions in (2.2). If we are
interested in a quiver where there is no edge going from a to b, these substitutions involve
setting xab → 0 for that pair of nodes. It is instructive to consider the quantity
F [n]0 ({xab;α}) = F [n]0 ({xab →
∑
α
xab,α}) , (4.68)
which is not an infinite product, but knows about the connectivity of any chosen quiver
graph, with general multiplicities (possibly zero) between any specified start and end-node.
This quantity has an interpretation in terms of word counting of open string words, as it
follows immediately from (4.55):
F [n]0 ({xab,α}) =
∑
~p
n∏
a=1
(
n∑
b=1
Mab∑
α=1
pab,α
)
!
(
n∏
b=1
Mab∏
α=1
x
pab,α
ab,α
pab,α!
)
δ
(
n∑
b=1
Mab∑
α=1
(pab,α − pba,α)
)
. (4.69)
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We again have the basic rule that different open string letters corresponding to string bits
with the same starting point do not commute. Again by invoking the Cartier-Foata theorem
we see that, for any quiver, it is possible to map the open word counting problem to a closed
word counting problem, in which string letters corresponding to simple loops which share a
node do not commute.
The building block F
[n]
0 ({xab}) gives the counting of gauge invariants at large N , by means
of a simple combinatoric operation involving an infinite product and elementary substitutions.
One of our motivations for developing a combinatorial interpretation for F
[n]
0 ({xab}), is that
it highlights an interesting analogy with a deformation of the counting problems considered
here. We have focused on the counting of all holomorphic invariants made from chiral fields
in an N = 1 theory. In many of the N = 1 theories of interest in AdS/CFT, the general
holomorphic invariants form the chiral ring in the limit of zero superpotential, but beyond
that, one wants to impose super-potential relations. In these cases, the counting of chiral
gauge invariant operators leads to the N -fold symmetric product of the ring of functions on
non-compact Calabi-Yau spaces [36]. In the large N limit, the plethystic exponential gives the
counting in terms of the counting at N = 1. The N = 1 counting is a simple building block
of the large N counting. It has a physical interpretation as the ring of functions on the CY
and the plethystic exponential has an interpreation in terms of the bosonic statistics of many
identical branes.
The procedure of taking an infinite product and making substitutions, that we have de-
veloped for the N → ∞ counting at zero superpotential, can be viewed as an analog of the
plethystic exponential. In this analogy the function F
[n]
0 ({xab}) corresponds to the U(1) count-
ing, which is the same as counting holomorphic functions on a CY. The counting problems
we have solved also correspond to some large N geometries: namely the spaces of multiple
matrices, subject to gauge invariance constraints. There is no symmetric product structure in
this geometry, but there is nevertheless a simple analog of the plethystic exponential. There
is no physical interpretation of F
[n]
0 ({xab}) as a gauge theory partition function, but there
is nevertheless an interpretation in terms of string word counting partially commuting string
letters. A deeper understanding and interpretation of these analogies will undoubtedly be
fascinating.
5 The flavoured case: from contour integrals to a de-
terminant expression
We now turn to the full picture, that is we allow for quarks and antiquarks. Take then eq.
(3.28):
F [n]({xab}, {ta}, {t¯a}) =
(∏
a
∮
Ca
dza
2pii
)∏
a
Ia(xab, ta, t¯a) , (5.1)
where
Ia(~z; ~xa, ta, t¯a) =
exp (zata)
za −
(
t¯a +
n∑
b=1
zb xb,a
) . (5.2)
Again we have to compute residues. First of all note that the numerator of (5.2) is regular in
za, so that the only poles may come from its denominator. We can simplify the next steps by
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using a trick: let us rename t¯a ≡ x0,a and multiply it by a dummy variable, z0. Pictorially,
this would consist of taking all the open (fundamental matter) edges in the quiver and joining
them to a fictitious node, that we call ‘0 node’. For consistency, let us also rename ta ≡ xa,0 .
Using this notation we can rewrite eq. (5.2) as
Ia(~z; ~xa, ta, t¯a) =
exp (za xa,0)
za −
(
z0 x0,a +
n∑
b=1
zb xb,a
) = exp (za xa,0)
za −
(
n∑
b=0
zb xb,a
) . (5.3)
where it is understood that z0 will be set to 1 after the zi (1 ≤ i ≤ n) integrals have been
done. This means that the intermediate expressions arising from successive integrations will
take the same form as in the unflavoured case of Section 4. In particular the pole prescription
still holds unaltered.
With this formalism, eq. (4.12) becomes
z
∗[r]
j = z
∗
j (zr+1, ..., zn, z0; ~x) =
∑
i>r
∪{i=0}
zi aˆ
[r]
i,j , (5.4)
and correspondingly eq. (4.19) gets modified as(
1−
(
xr+1,r+1 +
r∑
i=1
aˆ
[r]
r+1,i xi,r+1
))
zr+1 =
=
∑
j>r+1
∪{j=0}
zj
(
xj,r+1 +
r∑
i=1
aˆ
[r]
j,i xi,r+1
)
. (5.5)
We can then proceed in the exact same fashion as in section 4. The only manifestly differ-
ent piece in the integrand are the numerators of (5.3). To highlight the similarity to the
unflavoured case, we write
I˜a(~z; ~xa) =
1
za −
(
x0,a +
n∑
b=1
zb xb,a
) ≡ 1
za −
n∑
b=0
zb xb,a
. (5.6)
such that
Ia(~z; ~xa, ta, t¯a) =
exp(zata)
za −
(
t¯a +
n∑
b=1
zb xb,a
) ≡ exp(za xa,0) I˜a(~z; ~xa) . (5.7)
For the flavoured case the equation corresponding to (4.15) would then be
F [n] =
r∏
j=1
Hj(~x)
(
n∏
a>r
∮
Ca
dza
2pii
) (
r∏
k=1
exp
(
z
∗[r]
k xk,0
))
×
∏
a>r
I˜a(z
∗[r]
1 , z
∗[r]
2 , ..., z
∗[r]
r , zr+1, zr+2, ..., zn; ~xa) exp(zaxa,0) , (5.8)
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where in exact analogy with (4.22)
Hj(~x) =
(
1−
(
xj,j +
j−1∑
i=1
aˆ
[j−1]
j,i xi,j
))−1
. (5.9)
Again, we see that the only addition in comparison to the unflavoured case is the product over
the exponential functions. After the n integrations have been done, using the definition in eq.
(5.4), we have
z
∗[n]
k = z
∗
k(z0; ~xk) =
∑
i>n
∪{i=0}
zi aˆ
[n]
i,k ≡ z0 aˆ[n]0,k . (5.10)
At this point we set z0 = 1. Eq. (5.10) becomes
z
∗[n]
k = aˆ
[n]
0,k , (5.11)
so that
n∏
k=1
exp
(
z
∗[n]
k xk,0
)
=
r∏
k=1
exp
(
aˆ
[n]
0,k xk,0
)
. (5.12)
We can then say that F is the product
F [n] =
n∏
j=1
Hj(~x) exp
(
z
∗[n]
j xj,0
)
=
n∏
j=1

exp
(
aˆ
[n]
0,j xj,0
)
1− xj,j −
j−1∑
i=1
aˆ
[j−1]
j,i xi,j
 , (5.13)
where xp,0 = tp and x0,p = t¯p. As expected, by setting all the fundamental matter field
chemical potentials to zero we return to the unflavoured case.
In Appendix F we show that the numerator of this formula has the form
exp
(
n∑
j=1
aˆ
[n]
0,jtj
)
= exp
(
n∑
p,q=1
tpt¯q
(−1)p+qMp,q
det(1n −Xn)
)
, (5.14)
where Mp,q is the (p, q) minor
1 of the matrix (1n −Xn). We can then write
F [n] =
1
det(1n −Xn) exp
(
n∑
p,q=1
tpt¯q
(−1)p+qMp,q
det(1n −Xn)
)
. (5.15)
A second expression for the same quantity was also given in Appendix F, and it reads
F [n] = F
[n]
0 exp
(
tpt¯q ∂
p,q logF
[n]
0
)
, (5.16)
where we used Einstein summation on p, q, and ∂p,q = ∂
∂xpq
.
1We recall that the (p, q) minor Mp,q of a square matrix A is defined as the determinant of the matrix
obtained from removing the p-th row and q-th column from A.
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Note that, as in the unflavoured case, we can write F [n] as a determinant of a suitable
matrix, which encodes all the information of the quiver under study. Since
(−1)p+qMp,q
det(1n −Xn) = (1n −Xn)
−1∣∣
q,p
, (5.17)
if we introduce the n× n matrices χn and Λn, defined by
χn|p,q = (1n −Xn)−1
∣∣
p,q
, Λn|p,q = tpt¯q , (5.18)
then we can write
F [n]({xab}, {ta}, {t¯a}) = detχn exp [Tr (χn Λn)] . (5.19)
Finally, the last equation can be put in the determinant form
F [n]({xab}, {ta}, {t¯a}) = det (χn exp [χn Λn]) . (5.20)
The generating function Z is obtained from F using eq. (3.27). However, from e.g. eq. (5.20)
we see that ta, t¯b always appear pairwise, so that we can rewrite (3.27) in the more symmetric
form already anticipated in eq. (2.9), that is
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∏
i
F [n]
({
xab →
∑
α
xiab,α
}
,
{
ta →
∑
β
Tr(T ia,β)√
i
}
,
{
t¯a →
∑
γ
Tr(T¯ ia,γ)√
i
})
. (5.21)
This is the final expression for our large N generating function.
6 Some examples
We will now present some simple applications of our counting formulae, for the large N limit.
6.1 One node quiver
Rewriting the chemical potentials of the fields as x11 → x, t1 → t, t¯1 → t¯, we have
χ1 =
1
1− x , Λ1 = tt¯ , (6.1)
so that
F [1] = det(χ1 exp[χ1Λ1]) = det(χ1) exp [Tr(χ1Λ1)] =
e
tt¯
1− x
1− x . (6.2)
The large N generating function is then
Z({xα}, {Tβ}, {T¯γ}) =
∏
i
exp
(∑
β,γ Tr(T iβ ) Tr(T¯ iγ )
i(1−∑α xiα)
)
1−∑α xiα . (6.3)
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For the d = 4, N = 4 SYM theory with quiver shown in Figure 5
Figure 5: d = 4, N = 4 SYM quiver
the Z function is
ZSYM(x1, x2, x3) =
∏
i
1
1− xi1 − xi2 − xi3
. (6.4)
For the SQCD model, described by the quiver
Figure 6: d = 4 N = 1 SQCD quiver
the generating function is instead
ZSQCD(T , T¯ ) =
∏
i
exp
{
1
i
Tr(T i) Tr(T¯ i)
}
=
F∏
j=1
F¯∏
k=1
(1− tj t¯k)−1 , (6.5)
where we used
T = diag(t1, t2, ..., tF ) , T¯ = diag(t¯1, t¯2, ..., t¯F¯ ) . (6.6)
Note that if in the last example we do not distinguish the U(1) ⊂ U(F ) charges of the quarks
and the U(1) ⊂ U(F¯ ) charges of the antiquarks, that is we set T = t 1F and T¯ = t¯ 1F¯ , we get
ZSQCD(t 1F , t¯ 1F¯ ) = (1− tt¯ )−FF¯ , (6.7)
which was already derived in [37], using different counting methods.
An interesting gauge theory can be obtained by adding fundamental matter to N = 4
SYM [18, 19]. This operation breaks half of the supersymmetries leaving an N = 2 theory,
which in turn we can describe with the N = 1 quiver [38] in figure 7
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Figure 7: N = 2 SQCD with and adjoint hypermultiplet.
The N = 2 theory has a vector multiplet V (1 complex scalar φ) and an hypermultiplet H
(two complex scalars H1, H2) both in the adjoint of U(N). A second hypermultiplet Q is in
the bifundamental U(N)× U(F ), where U(F ) is a global (non-dynamical) flavour symmetry
(two complex scalars Q, Q¯, transforming in opposite way under the symmetry group). The
large N generating function for this quiver, that we denote by ZN=2(x1, x2, x3, T , T¯ ), is given
by
ZN=2(x1, x2, x3, T , T¯ ) =
∏
i
exp
[
Tr(T i) Tr(T¯ i)
i (1− xi1 − xi2 − xi3)
]
1− xi1 − xi2 − xi3
. (6.8)
The first terms in the expansion of the unrefined ZN=2(x1, x2, x3, t 1F , t¯ 1F ) read
ZN=2(x1, x2, x3, t 1F , t¯ 1F ) = 1 + x1 + x2 + x3 + F 2tt¯+ 2x1x2 + 2x1x3 + 2x2x3 + 2F 2tt¯x1
+ 2F 2tt¯x2 + 2F
2tt¯x3 + 6x1x2x3 +
F 2
2
(
1 + F 2
)
t2t¯2 (6.9)
+ 6F 2tt¯x1x2 + 6F
2tt¯x1x3 + 6F
2tt¯x2x3 +
F 2
2
(
1 + 3F 2
)
t2t¯2x1 + ...
Let us now check explicitly the validity of our generating function for some of these coefficients,
in the large N limit. Let us start off by considering just one quark/antiquark pair and one
adjoint scalar, say H1. The Gauge Invariant Operators (GIOs) we can build out of these fields
are
(φ)(Q¯Q)kl , (Q¯ φQ)
k
l , (6.10)
where upper and lower indices belong to the fundamental and antifundamental of U(F ) and
U(F¯ ) respectively, and round brackets denote U(N) indices contraction. The total number
of GIOs for this given configuration is 2F 2. We see that this value is the same one of the
coefficient tt¯x1, so that we have a first test of the validity of (6.9). Consider now the situation
in which we only have two pairs of quarks/antiquarks. The only GIOs we can form are of the
form
(Q¯Q)k1l1 (Q¯Q)
k2
l2
, (6.11)
using the same convention of the example above for the flavour and gauge indices. This is just
a product of two matrix elements of the same F dimensional matrix (Q¯Q). The total number
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of inequivalent GIOs is then 1
2
F 2 (1 + F 2): once again this is the same coefficient of the term
(tt¯)2 in (6.9). As a last example, suppose added to the last configuration a single field φ. The
GIOs we can form would then be
(φ) (Q¯Q)k1l1 (Q¯Q)
k2
l2
, (Q¯ φQ)k1l1 (Q¯Q)
k2
l2
. (6.12)
The one on the left consists brings a total of F
2
2
(1 + F 2) GIOs, while the one on the right
adds another F 2 GIOs to the final quantity, which then reads
F 2
2
(
1 + F 2
)
+ F 2 =
F 2
2
(
1 + 3F 2
)
, (6.13)
In agreement with the coefficient of (tt¯)2x1 in (6.9).
6.2 Two node quiver
We now present some two-node quiver examples. From the definitions in (2.6) we can imme-
diately write
χ2 = (12 −X2)−1 = 1
det (12 −X2)
 1− x22 x12
x21 1− x11
 , (6.14)
and
Λ2 =
 t1t¯1 t1t¯2
t2t¯1 t2t¯2
 ; (6.15)
so that, from (2.8):
F [2] = det(χ2 exp[χ2Λ2]) = det(χ2) exp[Tr(χ2Λ2)]
=
exp
(
t1t¯1(1− x22) + t1t¯2x21 + t2t¯1x12 + t2t¯2(1− x11)
1− x11 − x22 − x12x21 + x11x22
)
1− x11 − x22 − x12x21 + x11x22 . (6.16)
Finally, recalling (2.9), we can get the large N generating function from F [2] by mapping
x11 →
M11∑
α=1
xi11,α , x12 →
M12∑
α=1
xi12,α , x21 →
M21∑
α=1
xi21,α , x22 →
M22∑
α=1
xi22,α , (6.17a)
tk → i−1/2
Mk∑
β=1
Tr(T ik,β) , k = 1, 2 , t¯k → i−1/2
M¯k∑
γ=1
Tr(T¯ ik,γ) , k = 1, 2 , (6.17b)
and by taking the product over i from 1 to ∞.
The most famous two-node quiver is Klebanov and Witten’s conifold gauge theory, consist-
ing of the gauge group U(N)×U(N) and four bifundamental fields: two of them, A1 and A2,
in the representation (¯, ) and the remaining two, B1 and B2, in the representation (, ¯)
of the gauge group. Here we consider the deformation of such a model obtained by allowing
flavour symmetries, which is sometimes called ‘flavoured conifold’ [21, 22, 34, 35]
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Figure 8: The flavoured conifold gauge theory.
We now choose a different notation for the chemical potentials of the fields, to accord to
more standard conventions:
x12,1 → a1 , x12,2 → a2 , x21,1 → b1 , x21,2 → b2 ,
T1,1 → q1 , T2,1 → q2 , T¯1,1 → q¯1 , T¯2,1 → q¯2 .
The first terms in the power expansion of ZFlavoured
Conifold
(a1, a2, b1, b2, q1, q2, q¯1, q¯2) in the large N
limit then read
ZFlavoured
Conifold
=1 + a1b1 + 2a
2
1b
2
1 + 2a
2
1b1b2 + 2a2a1b
2
1 + a1b2 + 2a
2
2b
2
1 + a2b1 + a2b2 + TrF1(q1)TrF¯1(q¯1)
+ 2a1b1TrF1(q1)TrF¯1(q¯1) + 2a2b1TrF1(q1)TrF¯1(q¯1) + 4a
2
1b
2
1TrF1(q1)TrF¯1(q¯1)
+ 6a1a2b
2
1TrF1(q1)TrF¯1(q¯1) + a1TrF1(q1)TrF¯2(q¯2) + 12a1a2b1b2TrF1(q1)TrF¯1(q¯1) + ...
(6.18)
6.3 Three node quiver: dP0
The del Pezzo dP0 gauge theory (obtained from D3 branes on C3/Z3 orbifold singularities [39])
contains nine bifundamental fields charged under the U(N1)×U(N2)×U(N3) gauge group as
represented in the following quiver, in which we also added flavour symmetry:
Figure 9: Flavoured dP0 gauge theory.
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We refer to this theory as the flavoured dP0 theory. Using the convention for the chemical
potentials of the fields
x12,1 → a1 , x12,2 → a2 , x12,3 → a3 , T1,1 → q1 , T¯1,1 → q¯1 ,
x23,1 → b1 , x23,2 → b2 , x23,3 → b3 , T2,1 → q2 , T¯2,1 → q¯2 ,
x31,1 → c1 , x31,2 → c2 , x31,3 → c3 , T3,1 → q3 , T¯3,1 → q¯3 ,
we can write the generating function for the flavoured dP0 theory in the large N limit as:
ZdP0 Flav. =
∏
i
1
1−
3∑
j,k,l=1
(aj bk cl)i
× exp

TrF1(q
i
1)
(
TrF¯1(q¯
i
1) + TrF¯3(q¯
i
3)
3∑
p=1
aip + TrF¯2(q¯
i
2)
3∑
p,q=1
cipa
i
q
)
i
(
1−
3∑
j,k,l=1
(aj bk cl)i
)
+
TrF2(q
i
2)
(
TrF¯2(q¯
i
2) + TrF¯1(q¯
i
1)
3∑
p=1
bip + TrF¯3(q¯
i
3)
3∑
p,q=1
bipa
i
q
)
i
(
1−
3∑
j,k,l=1
(aj bk cl)i
)
+
TrF3(q
i
3)
(
TrF¯3(q¯
i
3) + TrF¯2(q¯
i
2)
3∑
p=1
cip + TrF¯1(q¯
i
1)
3∑
p,q=1
bipc
i
q
)
i
(
1−
3∑
j,k,l=1
(aj bk cl)i
)
 . (6.19)
7 Summary and outlook
In this paper, we have revisited the counting of local holomorphic operators in general quiver
gauge theories with bi-fundamental fields, which was started in [1] (see also related recent work
[40]), focusing on the infinite product formula obtained for the limit of large N . This was ex-
tended to flavoured quivers, which include fundamental matter. The flavoured quivers have
gauge nodes and flavour nodes. The gauge nodes are associated with unitary group factors in
the gauge symmetry. The flavour nodes are associated with unitary global symmery factors.
We used Schur-Weyl duality relating the representation theory of unitary groups to permuta-
tion groups in order to convert integrals over the gauge unitary groups for the counting into per-
mutation sums. The sums involved multiple permutations with constraints. These constraints
were expressed by introducing contour integrals. This lead to an analogous infinite product
formula for these flavoured quivers (2.9). For any quiver with n gauge nodes, all the factors
in the infinite product are obtained by substitutions in one function F [n]({xab}, {ta}, {t¯a}),
with a, b ranging over the n nodes. The building block F [n]({xab}, {ta}, {t¯a}) was found to be
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closely related to F
[n]
0 ({xab}). The determinant and cofactors of the matrix (1n−Xn) played a
prominent role in these formulae. We also obtained results for the counting of local operators
at finite N in terms of Young diagrams and Littlewood-Richardson coefficients.
The permutation group-theoretic counting of operators at finite N is the first step in the
construction of an orthogonal basis of operators for an inner product related to two-point
functions between holomorphic and anti-holomorphic operators in free field theory [1]. The
next step is the computation of three and higher point functions in the free theory. The
orthogonal bases were found to be given by simple rules involving Young diagrams and related
group theoretic multiplicities attached to the quiver diagram itself. Three-point functions
were given by cutting and gluing of the diagrams. The counting and the construction of the
orthogonal bases were given in terms of two-dimensional topological field theories (TFT2) of
Dijkgraaf-Witten type, based on permutations and equipped with appropriate defects. Given
the close similarity we have found between the counting formulae for flavoured and unflavoured
quivers, we expect that the results on orthogonal bases, correlators and TFT2 [1] will also have
simple generalizations from unflavoured quivers to flavoured quivers. An interesting avenue
would be to explore the links between this permutation group TFT2 approach to correlators
with methods based on integrable models (see e.g [41, 42]).
The flavoured counting at large N is determined by F [n], which is closely related to F
[n]
0 ,
which in turn we have related to word counting problems associated to the complete n-node
quiver. One formulation of the word counting problem was in terms of words made from
letters corresponding to simple closed loops on the quiver. The letters do not commute if
they share a node, otherwise they commute. In another formulation, the letters correspond
to edges of the quiver. Distinct letters do not commute if they share a starting point. These
open string bits form words, a subset of which obey a charge conservation condition. A non-
trivial combinatoric equivalence between the open string and closed string counting problems
is given by the Cartier-Foata theorem. In this paper, we have come across these string-word-
counting problems in connection with the counting formula for gauge invariants. It is natural
to ask if such words, and their monoidal structure, are relevant beyond the counting of gauge
theory invariants. One often finds that mathematical structures relevant to counting a class
of objects are also relevant in the understanding of the interactions of such objects (see e.g.
[33, 43] for a concrete application of this idea). Do the string-words found here play a role
in interactions, namely in the computation of correlators of gauge-invariant operators in the
free field limit and at weak coupling? Since the work of Cartier-Foata has subsequently been
related to statistical physics models [31, 44], this underlying mathematical structure could
reveal new connections between four dimensional gauge theory and statistical physics.
In the context of AdS/CFT, comparisons between the counting of a class of local gauge-
invariant operators and the spectrum of brane fluctuations was initiated in [18, 19, 20]. These
papers considered the simplest quiver gauge theory, namely N = 4 SYM, and the additional
fundamental matter corresponds to the addition of 7-branes in the dual AdS5×S5 background.
The results presented here should be useful for generalizations of these results, such as increas-
ing the number of 7-branes, and more substantially, going beyond the N = 4 SYM as starting
point to more general quiver theories. The finite N aspects of counting, where operators are
labelled by Young diagrams, should be related to giant gravitons. This will require the inves-
tigation of 3-brane giant gravitons in AdS5× S5, in the presence of the probe 7-branes. Some
discussion of such configurations is initiated in the conclusions of [45]. Such detailed compar-
isons for the general class of flavoured quiver theories we considered here would undoubtedly
deepen our understanding of AdS/CFT.
In this paper we have counted general holomorphic gauge invariant operators in quiver
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theories with fundamental matter. These also form the space of chiral operators in the theory
in the absence of a superpotential. When we turn on a superpotential, equivalence classes
related by setting to zero the derivatives of the super-potential, form the chiral ring [46, 47].
This jump in the spectrum of chiral primaries has been discussed in the context of AdS/CFT
in [48]. An important future direction is to understand this jump in quantitative detail. We
have found that the quiver diagram defining a theory contains powerful information on the
counting of operators in the theory, and the weighted adjacency matrix played a key role
in giving a general form for the generating functions at large N . It would be interesting to
look for analogous general formulae, involving the weighted adjacency matrix, along with the
superpotential data, for the case of chiral rings at non-zero superpotential. In a similar vein
we may ask if indices in superconformal theories, for general quivers, can be expressed in terms
of the weighted adjacency matrix. It will be interesting to investigate this theme in existing
examples of index computations for quivers (e.g. [49, 50, 51]). Beyond counting questions, the
transition to non-zero superpotential poses the question of the exact form of BPS operators.
In cases where the 1-loop dilatation operator is known, such as N = 4 SYM, we can find the
BPS operators by solving for the null eigenstates among the holomorphic operators. Partial
results at large N as well as finite N , building on the knowledge of free field bases of operators,
are available in [7, 8, 33, 43, 52, 53, 54, 55]. A similar treatment should be possible for orbifolds
of N = 4.
The counting of chiral operators with and without superpotential is of interest in studying
the Hilbert series of moduli spaces arising from super-symmetric gauge-theories [37, 56, 57].
These moduli spaces often have an interpretation in terms of branes. Quiver gauge theories,
with and without fundamental matter, have been studied in this context. The formulae
obtained here, for finite N as well as large N , will be expected to have applications in the
study of these moduli spaces. Another potential application of the present counting techniques
is in the thermodynamics of AdS/CFT or toy models thereof, e.g. [58].
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A Generating function
A.1 Derivation of the generating function
In this appendix we will derive eq. (3.25). Our starting point will be eq. (3.14):
Z({xab,α}, {Ta,β}, {T¯a,γ}) =
∑
{nab,α}
∑
{na,β}
{n¯a,γ}
(∏
a,b,α
x
nab,α
ab,α
) ∑
{ Ra`nal(Ra)≤Na}
∑
{rab,α`nab,α}
∑
{ra,β`na,β}
{r¯a,γ`n¯a,γ}
(A.1)
∏
a
g(∪b,αrab,α ∪β ra,β;Ra) g(∪b,αrba,α ∪γ r¯a,γ;Ra)
(∏
β
χra,β(Ta,β)
)(∏
γ
χr¯a,γ (T¯a,γ)
)
,
in which we will take the large N limit, in such a way that we will be allowed to drop the
constraints on the sums over Ra. The derivation will involve well known symmetric group
identities. In particular, we will use the equation
χR(U) =
∑
σ∈Sn
χR(σ)
n!
∏
i
(TrU i)[σ]
(i)
, U ∈ U(F ) (A.2a)
where R is a partition of n, [σ](i) is the number of cycles of length i in the conjugacy class [σ]
of the permutation σ ∈ Sn and Tr(U) is the trace taken in the fundamental representation of
U(F ). We will also use the formulae∑
R`n
χR(σ)χR(τ) =
∑
γ∈Sn
δ(γσγ−1τ−1) , (A.2b)
and
g(∪ara;R) =
(∏
a
∑
σa
)
χR(×aσa)
∏
a
χra(σa)
na!
. (A.2c)
Here ra are partitions of na and δ(σ) is the symmetric group delta function, which equals one
iff σ is the identity permutation. With these relations we can rewrite Z in (A.1) as
Z =
∑
~n
∑
~σ, ~σ′
∏
a
∏
b,α
∑
rab,α
x
∑
i i[σab,α]
(i)
ab,α
(nab,α!)2
χrab,α(σab,α)χrab,α(σ
′
ab,α)

×
∏
β
∑
ra,β
∏
i(Tr T ia,β)[σa,β ]
(i)
(na,β!)2
χra,β(σa,β)χra,β(σ
′
a,β)

×
∏
γ
∑
ra,γ
∏
i(Tr T¯ ia,γ)[σ¯a,γ ]
(i)
(n¯a,γ!)2
χr¯a,γ (σ¯a,γ)χr¯a,γ (σ¯
′
a,γ)

×
∑
Ra
χRa(×b,ασab,α ×β σ′a,β)χRa(×b,ασ′ba,α ×γ σ¯′a,γ) , (A.3)
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where we defined
~σ = ∪a,b,α{σab,α} ∪a,β {σa,β} ∪a,γ {σ¯a,γ} ,
σab,α ∈ Snab,α , σa,β ∈ Sna,β , σ¯a,γ ∈ Sn¯a,γ , (A.4)
and similarly
~n = ∪a,b,α{nab,α} ∪a,β {na,β} ∪a,γ {n¯a,γ} . (A.5)
Summing over the representations Ra, rab,α, ra,β, r¯a,γ then gives, using (A.2b)
Z =
∑
~n
∑
~σ, ~σ′
∑
~ρ
∏
a
∏
b,α
x
∑
i i[σab,α]
(i)
ab,α
(nab,α!)2
δ
(
ρab,α σab,α ρ
−1
ab,α σ
′ −1
ab,α
)
×
(∏
β
∏
i(Tr T ia,β)[σa,β ]
(i)
(na,β!)2
δ
(
ρa,β σa,β ρ
−1
a,β σ
′ −1
a,β
))
×
(∏
γ
∏
i(Tr T¯ ia,γ)[σ¯a,γ ]
(i)
(n¯a,γ!)2
δ
(
ρ¯a,γ σ¯a,γ ρ¯
−1
a,γ σ¯
′ −1
a,γ
))
×
∑
Γa
δ
(
Γa(×b,ασab,α ×β σ′a,β)Γ−1a (×b,ασ′ba,α ×γ σ¯′a,γ)−1
)
, (A.6)
with
~ρ = ∪a,b,α{ρab,α} ∪a,β {ρa,β} ∪a,γ {ρ¯a,γ} ,
ρab,α ∈ Snab,α , ρa,β ∈ Sna,β , ρ¯a,γ ∈ Sn¯a,γ . (A.7)
If we now sum over the ~σ′ permutations we get, redefining the dummy Γa permutations as
Γa → (×b,αρba,α ×γ ρ¯a,γ) Γa (×b,α1×β ρa,β)−1 :
Z =
∑
~n
∑
~σ, ~ρ
∏
a
∏
b,α
x
∑
i i[σab,α]
(i)
ab,α
(nab,α!)2
(∏
β
∏
i(Tr T ia,β)[σa,β ]
(i)
(na,β!)2
)(∏
γ
∏
i(Tr T¯ ia,γ)[σ¯a,γ ]
(i)
(n¯a,γ!)2
)
×
∑
Γa
δ
(
Γa(×b,ασab,α ×β σa,β)Γ−1a (×b,ασba,α ×γ σ¯a,γ)−1
)
. (A.8)
Finally, by summing over the now trivial ~ρ permutations we obtain
Z =
∑
~n
∑
~σ
∏
a
∏
b,α
x
∑
i i[σab,α]
(i)
ab,α
nab,α!
(∏
β
1
na,β!
)(∏
γ
1
n¯a,γ!
)
× Ha({σab,α}, {σa,β}, {σ¯a,γ}; {Ta,β}, {T¯a,γ}) , (A.9)
where we defined
Ha({σab,α}, {σa,β},{σ¯a,γ}; {Ta,β}, {T¯a,γ}) =
(∏
β,i
(Tr T ia,β)[σa,β ]
(i)
)(∏
γ,i
(Tr T¯ ia,γ)[σ¯a,γ ]
(i)
)
×
∑
Γa
δ
(
Γa(×b,ασab,α ×β σa,β)Γ−1a (×b,ασba,α ×γ σ¯a,γ)−1
)
. (A.10)
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Eq. (A.9) is a function of the conjugacy class of the permutations σ, rather than of the
permutations themselves. Exploiting this fact we can rewrite it as follows. Let us introduce
the vectors of integers ~pab,α = ∪i{p(i)ab,α}, ~pa,β = ∪i{p(i)a,β} and ~¯pa,γ = ∪i{p¯ (i)a,γ}. Here p(i)ab,α is the
number of cycles of length i in the permutation σab,α, while p
(i)
a,β and p¯
(i)
a,γ are the number of
cycles of length i in the permutations σa,β and σ¯a,γ respectively. In accordance with eq. (A.4)
we have
∞∑
i=1
ip
(i)
ab,α = nab,α , |~pab,α| =
nab,α!∏
i p
(i)
ab,α! i
p
(i)
ab,α
, (A.11)
and similarly for ~pa,β and ~¯pa,γ. For notational purposes, it will be convenient to introduce the
compact shorthand p = ∪ab,α~pab,α ∪a,β ~pa,β ∪a,γ ~¯pa,γ. With this notation we can rewrite (A.9)
as
Z =
∑
~n
∑
p
∏
a
(∏
b,α
|~pab,α|
nab,α!
x
∑
i ip
(i)
ab,α
ab,α
)(∏
β
|~pa,β|)
na,β!
)(∏
γ
|~¯pa,γ|
n¯a,γ!
)
×Ha({~pab,α}, {~pa,β}, {~¯pa,γ}; {Ta,β}, {T¯a,γ}) , (A.12)
where now Ha({~pab,α}, {~pa,β}, {~¯pa,γ}; {Ta,β}, {T¯a,γ}) reads, after summing over the Γa permu-
tations
Ha({~pab,α}, {~pa,β}, {~¯pa,γ}; {Ta,β}, {T¯a,γ}) =
∏
i
(∏
β
(Tr T ia,β)p
(i)
a,β
)(∏
γ
(Tr T¯ ia,γ)[p¯
(i)
a,γ
)
× δa
(∑
b,α
(p
(i)
ab,α − p(i)ba,α) +
∑
β
p
(i)
a,β −
∑
γ
p¯(i)a,γ
)
i
∑
b,α
p
(i)
ba,α+
∑
γ
p¯
(i)
a,γ
(∑
b,α
p
(i)
ba,α +
∑
γ
p¯(i)a,γ
)
! .
(A.13)
Using (A.13) and (A.11) in (A.12) gives then
Z =
∑
p
∏
i
∏
a
(∑
b,α p
(i)
ba,α +
∑
γ p¯
(i)
a,γ
)
!
i
∑
β p
(i)
a,β
∏
b,α
x
ip
(i)
ab,α
ab,α
p
(i)
ab,α!
∏
β
(Tr T ia,β)p
(i)
a,β
p
(i)
a,β!

×
(∏
γ
(Tr T¯ ia,γ)p¯
(i)
a,γ
p¯
(i)
a,γ!
)
δa
(∑
b,α
(p
(i)
ab,α − p(i)ba,α) +
∑
β
p
(i)
a,β −
∑
γ
p¯(i)a,γ
)
, (A.14)
which is eq. (3.25).
Note that if we define the function F [n]({xab}, {ta}, {t¯a}) as
F [n]({xab}, {ta}, {t¯a}}) =
∑
~p
n∏
a=1
(
p¯a +
n∑
b=1
pba
)
! δa
(
pa − p¯a +
n∑
b=1
(pab − pba)
)
×
(
n∏
b=1
xpabab
pab!
) (
tpaa
pa!
) (
t¯ p¯aa
p¯a!
)
, (A.15)
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where now ~p ≡ ∪a,b{pab} ∪a {pa, p¯a}, we can immediately obtain the generating function Z
(A.14) through the relation
Z({xab,α}, {Ta,β}, {T¯a,γ})
=
∏
i
F [n]
({
xab →
∑
α
xiab,α
}
,
{
ta →
∑
β
Tr(T ia,β)
i
}
,
{
t¯a →
∑
γ
Tr(T¯ ia,γ)
})
. (A.16)
In fact, the RHS of (A.16) reads
∏
i
∑
~p
∏
a
(
p¯a +
∑
c
pca
)
! δa
(
pa − p¯a +
∑
c
(pac − pca)
)
×
(∏
b
(∑
α x
i
ab,α
)pab
pab!
) 
(∑
β
Tr(T ia,β)
i
)pa
pa!


(∑
γ Tr(T¯ ia,γ)
) p¯a
p¯a!
 , (A.17)
and through the identity(
n∑
a=1
za
)k
=
∑
~p
δ
(
k −
n∑
a=1
pa
)
k!
n∏
a=1
zpaa
pa!
, ~p = (p1, p2, ..., pn) (A.18)
we can write (A.17) as
∏
i
∑
~p
∏
a
(
p¯a +
∑
b
pba
)
! δa
(
pa − p¯a +
∑
b
(pab − pba)
)
×
∑
~p
(i)
ab
δ
(
pab −
∑
α
p
(i)
ab,α
) ∏
b,α
x
ip
(i)
ab,α
ab,α
p
(i)
ab,α!
 (A.19)
×
∑
~ρ
(i)
a
δ
(
pa −
∑
β
p
(i)
a,β
) ∏
β
(Tr T ia,β)p
(i)
a,β
ip
(i)
a,β p
(i)
a,β!
 ∑
~¯ρ
(i)
a
δ
(
p¯a −
∑
γ
p¯ (i)a,γ
) ∏
γ
(Tr T¯ ia,γ)p¯
(i)
a,γ
p¯
(i)
a,γ!
 ,
where ~p
(i)
a = ∪b,α{p (i)ab,α}, ~ρ (i)a = ∪β{p (i)a,β} and ~¯ρ (i)a = ∪γ{p¯ (i)a,γ}. Summing over ~p gives, exploiting
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the second, third and fourth Kronecker deltas in the expression above
∏
i
∏
a
∑
~p
(i)
ab
∑
~ρ
(i)
a
∑
~¯ρ
(i)
a
(∑
b,α
p
(i)
ba,α +
∑
γ
p¯ (i)a,γ
)
! δa
(∑
b,α
(p
(i)
ab,α − p (i)ba,α) +
∑
β
p
(i)
a,β −
∑
γ
p¯ (i)a,γ
)
×
∏
b,α
x
ip
(i)
ab,α
ab,α
p
(i)
ab,α!
∏
β
(Tr T ia,β)p
(i)
a,β
ip
(i)
a,β p
(i)
a,β!
 (∏
γ
(Tr T¯ ia,γ)p¯
(i)
a,γ
p¯
(i)
a,γ!
)
=
∑
p
∏
i
∏
a
(∑
b,α p
(i)
ba,α +
∑
γ p¯
(i)
a,γ
)
!
i
∑
β p
(i)
a,β
∏
b,α
x
ip
(i)
ab,α
ab,α
p
(i)
ab,α!
∏
β
(Tr T ia,β)p
(i)
a,β
p
(i)
a,β!

×
(∏
γ
(Tr T¯ ia,γ)p¯
(i)
a,γ
p¯
(i)
a,γ!
)
δa
(∑
b,α
(p
(i)
ab,α − p (i)ba,α) +
∑
β
p
(i)
a,β −
∑
γ
p¯ (i)a,γ
)
= Z , (A.20)
where in the second equality we used p ≡ ∪ab,α~pab,α ∪a,β ~pa,β ∪a,γ ~¯pa,γ and the third one follows
from (A.14). We can now appreciate how every property of Z is determined by the F [n]
function, which will play the role of fundamental building block of the generating function.
In the following we will then focus mainly on the latter, which will improve the clarity of
the exposition: the generating function Z can be obtained at any time through the relation
(A.16).
A.2 A contour integral formulation for F [n]
All of the Kronecker deltas δa in eq. (A.15) ensure that, at each node a in the quiver, there
are as many fields flowing in as there are flowing out, ensuring the balance of the incoming
and outgoing edge variables pab, pa, p¯a. Using the contour integral resolution of the Kronecker
delta
δa =
∮
C
dz
2piiz
za , (A.21)
where C is a closed path that encloses the origin, we can write a contour integral formulation
for F [n], and thus for Z. Let us then use (A.21) in (A.15), to get
F [n] =
∑
~p
∏
a
(
p¯a +
∑
c
pca
)
!
(∏
b
xpabab
pab!
)(
tpaa
pa!
)(
t¯ p¯aa
p¯a!
) ∮
Ca
dza
2piiza
zpa−p¯a+
∑
b(pab−pba)
a , (A.22)
or, conveniently rearranging the integrands above,
F [n] =
∑
~p
(∏
a
∮
Ca
dza
2piiza
)∏
a
(∏
b
(zbxbaz
−1
a )
pba
pba!
)(
(zata)
pa
pa!
)
×
(
p¯a +
∑
c
pca
)
!
(
(z−1a t¯a)
p¯a
p¯a!
)
. (A.23)
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Summing over the pa s gives the exponentials∑
pa
(zata)
pa
pa!
= exp (zata) , (A.24)
while it is a little bit trickier to sum over the p¯a s. Using the identity(
p¯a +
∑
c
pca
)
! =
(∑
c
pca
)
!
(
1 +
∑
c
pca
)
(p¯a)
, (A.25)
where (a)n = a(a+ 1) · · · (a+ n− 1) is the Pochhammer symbol, we can rewrite (A.23) as
F [n] =
∏
a
∑
~pa, p¯a
∮
Ca
dza
2piiza
∏
a
(∑
c
pca
)
!
(∏
b
(zbxbaz
−1
a )
pba
pba!
)
× exp (zata)
(
1 +
∑
c
pca
)
(p¯a)
(
(z−1a t¯a)
p¯a
p¯a!
)
, (A.26)
where we also used (A.24). In the following section A.2.1 we show that∑
p¯a
(
1 +
∑
c
pca
)
(p¯a)
(
(z−1a t¯a)
p¯a
p¯a!
)
=
(
1
1− z−1a t¯a
)1+∑
c
pca
. (A.27)
We impose absolute convergence of the sums on the LHS, which ensures (by Fubini’s theorem)
that we can swap the sum and integral symbols in (A.26). Using (A.27) in (A.26), we can
write F [n] as
F [n] =
∏
a
∑
~pa
∮
Ca
dza
2piiza
∏
a
exp (zata)
1− z−1a,i t¯a
(∑
c
pca
)
!
∏
b
1
pba!
(
zbxbaz
−1
a
1− z−1a t¯a
)pba
. (A.28)
Now we just have to compute the pab sums. In section A.2.2 we show that(∏
b
∑
pba
)(∑
b
pba
)
!
∏
b
1
pba!
(
zbxbaz
−1
a
1− z−1a t¯a
)pba
=
1− z−1a t¯a
1− z−1a (t¯a +
∑
b zb xba)
, (A.29)
where again we impose the absolute convergence of all the sums on the LHS, for the same
reason just discussed. Eq. (A.28) has now become
F [n]({xab}, {ta}, {t¯a}) =
(∏
a
∮
Ca
dza
2piiza
)∏
a
exp (zata)
1− z−1a (t¯a +
∑
b zb xba)
. (A.30)
We can rewrite the latter equation more compactly as
F [n]({xab}, {ta}, {t¯a}) =
(∏
a
∮
Ca
dza
2pii
)∏
a
Ia(~z; ~xa, ta, t¯a) , (A.31)
where ~z = (z1, z2, ..., zn), n being the number of nodes of the quiver, ~xa = ∪b{xba} and
Ia(~z; ~xa, ta, t¯a) =
exp (zata)
za − (t¯a +
∑
b zb xba)
. (A.32)
Eq. (3.28) is thus obtained.
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A.2.1 Summing over p¯a
We want to prove eq (A.27)
∑
p¯a
(
1 +
∑
c
pca
)
(p¯a)
(
(z−1a t¯a)
p¯a
p¯a!
)
=
(
1
1− z−1a t¯a
)1+∑
c
pca
, (A.33)
for any node a of the quiver. We also have to take care about the convergence of all the sums
on the LHS of this equation. These za variables will eventually be integrated over closed curves
Ca in the complex plane, which we will use to compute the contour integrals in (A.26) through
residues theorem. As discussed in the previous section, we require absolute convergence of the
sums on the LHS,
∑
p¯a
(
1 +
∑
c
pca
)
(p¯a)
∣∣∣∣∣ (z−1a t¯a)
p¯a
p¯a!
∣∣∣∣∣ <∞ . (A.34)
Throughout this section we will therefore restrict to the za that satisfy this constraint. With
the mappings
x→ 1 +
∑
c
pca (A.35)
z → z−1a t¯a (A.36)
the equality (A.33) reads ∑
p
(x)(p)
zp
p!
=
1
(1− z)x . (A.37)
This is a known identity, and can be derived with the chain of equalities
1
(1− z)x =
∞∑
p=0
(
p+ x− 1
p
)
zp =
∞∑
p=0
(p+ x− 1)!
(x− 1)! p! z
p =
∞∑
p=0
(x)(p)
p!
zp . (A.38)
The first step above holds only when |z| < 1. Our proposition is thus proven.
A.2.2 Summing over pab
We want now to prove (A.29), for each node a of the quiver:(∏
b
∑
pba
)(∑
b
pba
)
!
∏
b
1
pba!
(
zbxbaz
−1
a
1− z−1a t¯a
)pba
=
1− z−1a t¯a
1− z−1a (t¯a +
∑
b zb xba)
. (A.39)
As in the previous section, we work in a region Ua.c ⊂ Cn (parametrized by z1, · · · , zn) where
the sums converge absolutely:(∏
b
∑
pba
)(∑
b
pba
)
!
∏
b
1
pba!
∣∣∣∣ zbxbaz−1a1− z−1a t¯a
∣∣∣∣pba <∞ . (A.40)
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Let us then prove the simpler identity
∑
~p
(∑
b
pb
)
!
∏
b
1
pb!
(
zb
1− y
)pb
=
1− y
1−
(
y +
∑
b
zb
) , (A.41)
with ~p = ∪b{pb}, which turns into (A.39) through the mappings
zb → zbxba z−1a , y → z−1a t¯a , pb → pba . (A.42)
Similarly, the condition for absolute convergence (A.40) becomes
∑
~p
(∑
b
pb
)
!
∏
b
1
pb!
∣∣∣∣ zb1− y
∣∣∣∣pb <∞ . (A.43)
We will prove (A.41) twice, starting from its right hand side, by choosing two different
ways of factorising the ratio
1− y
1−
(
y +
∑
b
zb
) = 1− y
(1− za)−
(
y +
∑
b6=a
zb
) . (A.44)
In the first one we will factor out the term (1 − y)/(1 − za) and in the second one the term
(1 − y)/(1 − (y +∑b 6=c zb)). We will then expand in power series the remaining part of each
expression, to obtain two different power expansions. The upshot is that we will obtain two
different sets of constraints for the convergence of the power series. Both sets of constraints will
hold in the region of absolute convergence (A.40), and they will determine the pole prescription
for the contour integrals in (3.28).
First factorisation
We start from the RHS of eq. (A.41). We are going to factor out the term (1 − y)/(1 − za)
and expand in a power series the remaining part of the expression. Let us then write
1− y
1−
(
y +
∑
b
zb
) = 1− y
1− za
1
1−
(
y +
∑
b 6=a zb
1− za
) , (A.45)
and let us expand the second factor on the RHS above to get
1− y
1−
(
y +
∑
b
zb
) = 1− y
1− za
∞∑
n=0
(
y +
∑
b6=a zb
1− za
)n
, (A.46)
with the constraint ∣∣∣∣∣y +
∑
b6=a zb
1− za
∣∣∣∣∣ < 1 . (A.47)
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We now rewrite eq. (A.46) as
1− y
1−
(
y +
∑
b
zb
) = (1− y) ∞∑
n=0
(
y +
∑
b6=a
zb
)n
1
(1− za)n+1
, (A.48)
in order to expand the two terms
(
y +
∑
b6=a zb
)n
and (1− za)−(n+1) separately. For the first
one we get(
y +
∑
b6=a
zb
)n
=
(∏
b 6=a
∞∑
pb=0
) ∞∑
py=0
ypy
py!
n! δ
(
n− py −
∑
b 6=a
pb
)∏
b6=a
zpbb
pb!
, (A.49)
while for the second one, using eq. (A.38), we obtain
1
(1− za)n+1
=
∞∑
pa=0
(pa + n)!
n!
zpaa
pa!
. (A.50)
The last equality is valid for |za| < 1. Inserting eqs. (A.49) and (A.50) into eq. (A.48), and
rearranging the order of the sums2 to let the sum over n act first we get
1− y
1−
(
y +
∑
b
zb
) = (1− y) ∞∑
n=0
∑
~p
∞∑
py=0
ypy
py!
δ
(
n− py −
∑
b 6=a
pb
)
(pa + n)!
∏
b
zpbb
pb!
= (1− y)
∑
~p
∞∑
py=0
ypy
py!
(
py +
∑
b
pb
)
!
∏
b
zpbb
pb!
. (A.51)
Now, since
∞∑
n=0
(a+ n)!
n!
yn = a!
1
(1− y)1+a , |y| < 1 (A.52)
we can sum over py in the last line of eq. (A.51) to obtain
1− y
1−
(
y +
∑
b
zb
) = (1− y) ∑
~p
(
∑
b pb)!
(1− y)1+∑b pb
∏
b
zpbb
pb!
=
∑
~p
(
∑
b pb)!∏
b(1− y)pb
∏
b
zpbb
pb!
=
∑
~p
(∑
b
pb
)
!
∏
b
1
pb!
(
zb
1− y
)pb
, (A.53)
together with the constraint
|y| < 1 . (A.54)
2Since we are only considering {za} variables that satisfy absolute convergence condition (A.43), this is a
legitimate operation.
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Eq. (A.53) is exactly eq. (A.41), which becomes our initial proposition (A.39) through the
substitutions (A.42). In the steps presented above, we got three constraints:{∣∣∣∣∣y +
∑
b6=a zb
1− za
∣∣∣∣∣ < 1
}
, {|za| < 1} , {|y| < 1} . (A.55)
The first one becomes, through the substitutions (A.42),
∣∣∣∣∣∣∣
z−1a t¯a +
∑
b6=a
zbxba z
−1
a
1− xaa
∣∣∣∣∣∣∣ < 1
 , (A.56)
which we can also write as the set K+a
K+a =
za ∈ C s.t. |za| >
∣∣∣∣∣∣∣
t¯a +
∑
b 6=a
zbxba
1− xaa
∣∣∣∣∣∣∣
 . (A.57)
We stress that the set of ∪a{za} that satisfy the latter constraint includes the region of absolute
convergence Ua.c ⊂ Cn. In this region Ua.c , the exchanges of orders of summation we performed
earlier are valid by the Fubini’s theorem.
Second factorisation
We will now show (A.39) in a different way, again starting from the RHS of eq. (A.41). This
time we factor out the term (1 − y)/(1 − (y + ∑b 6=c zb)), to expand in a power series the
remaining part of the expression. Let us then begin by writing
1− y
1−
(
y +
∑
b
zb
) = 1− y(
1−
(
y +
∑
b6=c
zb
))
− zc
=
1− y
1−
(
y +
∑
b 6=c
zb
) 1
1− zc
1−
(
y +
∑
b 6=c
zb
) . (A.58)
Now we expand the second term in the line above in power series, to get
1− y
1−
(
y +
∑
b
zb
) = 1− y
1−
(
y +
∑
b 6=c
zb
) ∞∑
n=0
 zc
1−
(
y +
∑
b6=c
zb
)

n
, (A.59)
along with the constraint ∣∣∣∣∣∣∣∣∣∣
zc
1−
(
y +
∑
b6=c
zb
)
∣∣∣∣∣∣∣∣∣∣
< 1 . (A.60)
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All these steps are similar to the ones in eqs. (A.41)-(A.47). Proceeding in the same fashion
we first write
1− y
1−
(
y +
∑
b
zb
) = (1− y) ∞∑
n=0
znc
1(
1−
(
y +
∑
b 6=c
zb
))n+1 . (A.61)
Then we expand the rational part of the RHS in power series, rearranging the order of the
sums in such a way that the sum over k acts first, to get
1(
1−
(
y +
∑
b 6=c
zb
))n+1 = ∞∑
k=0
(k + n)!
k!n!
(
y +
∑
b 6=c
zb
)k
=
∞∑
k=0
(k + n)!
k!n!
(∏
b6=c
∞∑
pb=0
) ∞∑
py=0
ypy
py!
δ
(
k − py −
∑
b 6=c
pb
)
k!
∏
b 6=c
zpbb
pb!
=
(∏
b 6=c
∞∑
pb=0
) ∞∑
py=0
ypy
py!
(
n+ py +
∑
b 6=c pb
)
!
n!
∏
b6=c
zpbb
pb!
, (A.62)
together with the constraint (coming from the first equality)∣∣∣∣∣y +∑
b 6=c
zb
∣∣∣∣∣ < 1 . (A.63)
Using eq. (A.62) in (A.61) we get
1− y
1−
(
y +
∑
b
zb
) = (1− y) ∞∑
n=0
∑
~p
∞∑
py=0
ypy
py!
δ(pc − n)
(
n+ py +
∑
b6=c
pb
)
!
∏
b
zpbb
pb!
= (1− y)
∑
~p
∞∑
py=0
ypy
py!
(
py +
∑
b
pb
)
!
∏
b
zpbb
pb!
, (A.64)
where we again rearranged the order of the sums to let the sum over n act first. Now this
equation is identical to eq. (A.51), and we know that if we impose the constraint
|y| < 1 (A.65)
(A.64) is enough to prove (A.39). Our initial proposition is again proven.
In the derivation we got, among others, the constraint
∣∣∣∣∣∣∣∣∣∣
zc
1−
(
y +
∑
b 6=c
zb
)
∣∣∣∣∣∣∣∣∣∣
< 1
 , (A.66)
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which with the substitutions (A.42) becomes
∣∣∣∣∣∣∣∣∣∣
zcxca z
−1
a
1−
(
z−1a t¯a +
∑
b 6=c
zbxba z−1a
)
∣∣∣∣∣∣∣∣∣∣
< 1
 . (A.67)
The same quantity can also be described in terms of the set k−c,a, defined as
k−c,a =
zc ∈ C s.t. |zc| <
∣∣∣∣∣∣∣∣∣∣
za −
(
t¯a +
∑
b6=c
zbxba
)
xca
∣∣∣∣∣∣∣∣∣∣
 . (A.68)
This constraint has to be interpreted in the same manner as the one in (A.57): k−c,a includes
the region Ua.c that makes (A.41) absolutely convergent.
Fixing node a, the derivation above holds for any c 6= a. This means that we can obtain
constraints like the one in (A.66) for all the nodes c 6= a of the quiver, that we can impose all
at the same time. We can then define the quantity
K−a =
⋂
c 6=a
k−c,a =
⋂
c 6=a
zc ∈ C s.t. |zc| <
∣∣∣∣∣∣∣∣∣∣
zc −
(
t¯a +
∑
b 6=c
zbxba
)
xca
∣∣∣∣∣∣∣∣∣∣
 . (A.69)
Just like K+a (eq. (A.57)), this constraint will be of central importance when we will compute
the integrals in (3.28): the set Ka, defined as
Ka = K+a ∩ K−a
=
za ∈ C s.t. |za| >
∣∣∣∣∣∣∣
t¯a +
∑
b 6=a
zbxba
1− xaa
∣∣∣∣∣∣∣

⋂
c 6=a
zc ∈ C s.t. |zc| <
∣∣∣∣∣∣∣∣∣∣
zc −
(
t¯a +
∑
b 6=c
zbxba
)
xca
∣∣∣∣∣∣∣∣∣∣
 , (A.70)
will in fact determine which poles are to be included by the contour Ca.
B Residues and constraints
In this appendix we will present the rule for including/excluding poles when calculating the
contour integrals in eq. (3.28), that is
F [n]({xab}, {ta}, {t¯a}) =
(∏
a
∮
Ca
dza
2pii
)∏
a
Ia(~z; ~xa, ta, t¯a) . (B.1)
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We recall that the integrands Ia are defined by
Ia(~z; ~xa, ta, t¯a) =
exp (za ta)
za − (t¯a +
∑
b zb xba)
. (B.2)
The prescription is that we have to pick only the za pole coming from the Ia factor in the
integrand of (B.1), for each a. Let us show how this rule arises.
If the quiver under study has n nodes, each Ia will have n poles, one for each z variable.
Explicitly
z∗a =
t¯a +
∑
b 6=a
zbxba
1− xaa , z
∗
c =
za −
(
t¯a +
∑
b 6=c
zbxba
)
xca
, ∀c 6= a . (B.3)
From appendix A.2.2 we know however that we have to restrict to the set of ∪a{za} that
belongs to the intersection of the set (A.70)
Ka =
za ∈ C s.t. |za| >
∣∣∣∣∣∣∣
t¯a +
∑
b 6=a
zbxba
1− xaa
∣∣∣∣∣∣∣

⋂
c6=a
zc ∈ C s.t. |zc| <
∣∣∣∣∣∣∣∣∣∣
za −
(
t¯a +
∑
b 6=c
zbxba
)
xca
∣∣∣∣∣∣∣∣∣∣

= {za ∈ C s.t. |za| > |z∗a| }
⋂
c 6=a
{zc ∈ C s.t. |zc| < |z∗c |} (B.4)
with the set of ∪a{za} satisfying the condition of absolute convergence (A.40):(∏
b
∑
pba
)(∑
b
pba
)
!
∏
b
1
pba!
∣∣∣∣ zbxbaz−1a1− z−1a t¯a
∣∣∣∣pba <∞ . (B.5)
In the same appendix, we also argued that the former constraint (B.4) includes the latter
(B.5): this means that if we impose (B.5), then (B.4) is also valid. But this is telling us that
for any Ia we only have to pick up the pole relative to the za variable, and discard all the
others. However this is a prescription which holds only before we perform any integration:
after we do so, the poles for each of the remaining z variables will have a different equation.
This problem is anyway easily overcome: the constraint in (B.4) comes from the sums in
(A.28) that contribute to the Ia piece of the integrand (B.1) alone. So in principle we could
have chosen any a in (A.28), performed the sums over ∪bpba only, got the Ia term together
with the constraint above, inferred from the previous discussion that only the za pole has to
be picked up and finally compute the za integration (all the other za appearing in (A.28) are
regular and have no pole). Let us then imagine to be in such a situation, and for concreteness
say that we have chosen to integrate over z1. After the z1 integration has been done, we are
left with n−1 sums (n being the number of nodes in the quiver) of the form already discussed
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in appendix A.2.2, that is(∏
b
∑
pba
)(∑
b
pba
)
!
∏
b
1
pba!
(
zbxbaz
−1
a
1− z−1a t¯a
)pba
=
1− z−1a t¯a
1− z−1a (t¯a +
∑
b zb xba)
, a 6= 1 , (B.6)
where now every z1 has to be substituted with its pole equation, which will be of the form
z1 → z∗1(z2, z3, ..., zn; ~x) =
∑
c>1
zc ac , (B.7)
for some coefficients ac. As usual, we impose absolute convergence of the sums on the LHS
of (B.6). Adapting the notation of appendix A.2.2 to the present case, let us work with the
simpler identity (∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
(z∗1)
p1
p1!
=
1
1−∑
b>1
zb − z∗1
, (B.8)
which becomes (B.6) through the substitutions
zb → zbxba z
−1
a
1− z−1a (t¯a)
, pb → pba . (B.9)
Note that now we have
z∗1 →
z∗1 x1a z
−1
a
1− z−1a t¯a
=
∑
c>1
zc ac x1a z
−1
a
1− z−1a t¯a
=
∑
c>1
zc x˜ca z
−1
a
1− z−1a t¯a
=
∑
c>1
z˜c , (B.10)
in which we defined
x˜ca = ac x1a , z˜c =
zc x˜ca z
−1
a
1− z−1a t¯a
. (B.11)
Consider now the LHS of (B.8) and write it as(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
(z∗1)
p1
p1!
=
(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
1
p1!
(∑
c>1
z˜c
)p1
=
(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)(∏
c>1
∞∑
qc=0
)
δ
(
p1 −
∑
c>1
qc
) ∏
c>1
z˜qcc
qc!
. (B.12)
After summing over p1 we obtain(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
(z∗1)
p1
p1!
=
∏
b>1
∞∑
pb=0
qb=0
 (∑
b>1
pb +
∑
c>1
qc
)
!
(∏
b>1
zpbb
pb!
) ∏
c>1
z˜qcc
qc!
=
∏
b>1
∞∑
pb=0
qb=0
 (∑
b>1
(pb + qb)
)
!
(∏
b>1
zpbb
pb!
z˜qbb
qb!
)
, (B.13)
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where the last equality follows from noticing that the b and c labels in the products and sums
run over the same set of variables. Now multiplying the far right hand side of the above
equation by
∏
b>1
(pb+qb)!
(pb+qb)!
= 1 and inserting the identity
∏
b>1
∞∑
λb=0
δ (λb − pb − qb) = 1 , (B.14)
we get, exploiting the support of the delta function(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
(z∗1)
p1
p1!
=
∏
b>1
∞∑
pb=0
qb=0
∞∑
λb=0
 (∑
b>1
λb
)
!
(∏
b>1
1
λb!
) ∏
b>1
δ (λb − pb − qb) λb!
pb! qb!
zpbb z˜
qb
b
=
(∏
b>1
∞∑
λb=0
) (∑
b>1
λb
)
!
∏
b>1
1
λb!
 ∞∑
pb=0
qb=0
δ (λb − pb − qb) λb!
pb! qb!
zpbb z˜
qb
b
 . (B.15)
The quantity inside the square bracket is of the form
∞∑
k1,k2=0
δ (n− k1 − k2) n!
k1! k2!
ak1 bk2 = (a+ b)n , (B.16)
so that we eventually have, relabelling λb → pb(∏
b
∞∑
pb=0
) (∑
b
pb
)
!
(∏
b>1
zpbb
pb!
)
(z∗1)
p1
p1!
=
(∏
b>1
∞∑
pb=0
) (∑
b>1
pb
)
!
∏
b>1
(zb + z˜b)
pb
pb!
(B.17)
for the LHS of eq. (B.8).
Consider now the RHS of the same formula: it reads
1
1−∑
b>1
zb − z∗1
=
1
1−∑
b>1
zb −
∑
c>1
z˜c
=
1
1−∑
b>1
(zb + z˜b)
. (B.18)
Equating the right hand sides of the last two equations we then get(∏
b>1
∞∑
pb=0
) (∑
b>1
pb
)
!
∏
b>1
(zb + z˜b)
pb
pb!
=
1
1−∑
b>1
(zb + z˜b)
. (B.19)
Using the substitutions in (B.9) and defining the new quantity xˆba ≡ xba+ x˜ba we immediately
obtain
zb + z˜b → zbxba z
−1
a
1− z−1a t¯a
+
zb x˜ba z
−1
a
1− z−1a t¯a
=
zb (xba + x˜ba) z
−1
a
1− z−1a t¯a
≡ zb xˆba z
−1
a
1− z−1a t¯a
, (B.20)
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so that eq. (B.19) becomes(∏
b>1
∞∑
pba=0
) (∑
b>1
pba
)
!
∏
b>1
1
pba!
(
zb xˆba z
−1
a
1− z−1a t¯a
)pba
=
1− z−1a t¯a
1− z−1a
(
t¯a +
∑
b>1
zb xˆba
) , a 6= 1 . (B.21)
This is exactly the equation in (A.39) with the substitution xba → xˆba and the removal of the
first node. We have already proven such an equality in appendix A.2.2, where we have also
obtained the set of constraints in (B.4). This means that the constraints coming from the
convergence of the sums on the LHS of (B.21) can be described by the intersection of the set
Kˆa =
za ∈ C s.t. |za| >
∣∣∣∣∣∣∣
t¯a +
∑
b 6=a,1
zbxˆba
1− xˆaa
∣∣∣∣∣∣∣

⋂
c 6=a
zc ∈ C s.t. |zc| <
∣∣∣∣∣∣∣∣∣∣
zc −
(
t¯a +
∑
b6=c,1
zbxˆba
)
xˆca
∣∣∣∣∣∣∣∣∣∣
 , a 6= 1 (B.22)
with the region in Cn−1 parametrized by {z2, · · · , zn} satisfying the absolute convergence
condition (∏
b>1
∞∑
pba=0
) (∑
b>1
pba
)
!
∏
b>1
1
pba!
∣∣∣∣ zb xˆba z−1a1− z−1a t¯a
∣∣∣∣pba <∞ , a 6= 1 . (B.23)
We stress once again that the former includes the latter. Such an intersection gives us a
prescription on which poles to include/exclude after one integration has been done: in complete
analogy to the situation discussed at the beginning of this section, we find that only the za
pole coming from the Ia term in the integrand of (B.1) has to be picked up, ∀a 6= 1. The
steps presented here are trivially generalisable, and they can be redone in the exact same way
integration after integration. We can then say that, at any level of integration, only the za
pole in the Ia factor has to be enclosed by Ca in (B.1). This is our pole prescription to perform
integrals.
C Three node unflavoured quiver example
In this section we will provide an explicit example of application of the formulae presented in
section 4 to the three node unflavoured case. Let us start by writing z∗1 , z
∗
2 and z
∗
3 . According
to eq. (4.9), the equation for z∗1(z2, z3; ~x) is obtained by solving for z1 the equation
I−11 (z1, z2, z3; ~x) = z1 −
3∑
b=1
zb xb,1 = 0 , (C.1)
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that gives
z∗1(z2, z3; ~x) =
∑
i>1
zi
xi,1
1− x1,1 . (C.2)
From (4.10) we then have
ai,1 =
xi,1
1− x1,1 . (C.3)
We now turn to z∗2(z3; ~x), which is obtained by solving for z2 the equation
I−12 (z
∗
1 , z2, z3) = z2 −
3∑
b>1
zb xb,2 − z∗1x1,2 = 0 . (C.4)
Using (C.2) we get
z∗2(z3; ~x) =
∑
i>2
zi
(xi,1x1,2 + xi,2(1− x1,1))
(1− x1,1)(1− x2,2)− x1,2x2,1 , (C.5)
so that
ai,2 =
(xi,1x1,2 + xi,2(1− x1,1))
(1− x1,1)(1− x2,2)− x1,2x2,1 . (C.6)
Finally, I−13 (z
∗
1 , z
∗
2 , z3) = 0 is solved by z
∗
3 = 0. We can now write down the pole coefficients
aˆ
[r]
i,p, which we will need in computing F
[3]
0 . Following the definition given in (4.13), we have
aˆ
[0]
i,p = 0 , (C.7)
aˆ
[1]
i,p = ai,p +
1∑
λ=p+1
a
[1]
i,λ aλ,p = ai,p , (C.8)
and
aˆ
[2]
i,p = ai,p +
2∑
λ=p+1
a
[2]
i,λ aλ,p =

ai,1 + aˆ
[2]
i,2a2,1 = ai,1 + ai,2 a2,1 if p = 1
ai,p if p > 1
. (C.9)
Using eqs. (C.3) and (C.6), and noting that
1− x1,1 = G[1] , (1− x1,1)(1− x2,2)− x1,2x2,1 = G[2] , (C.10)
we can also write
aˆ
[2]
i,p =

ai,1 +
ai,2 x2,1
G[1]
=
xi,2x2,1 + xi,1(1− x2,2)
G[2]
if p = 1
ai,p if p > 1
. (C.11)
By using eq. (4.12),
z
∗[r]
j = z
∗
j (zr+1, ..., zn; ~x) =
∑
i>r
zi aˆ
[r]
i,j , 1 ≤ j ≤ r , (C.12)
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we then obtain
z
∗[1]
1 (z2, z3, ~x) =
3∑
i>1
zi aˆ
[1]
i,1 =
∑
i=2,3
zi xi,1
G[1]
, (C.13)
and similarly
z
∗[2]
1 (z3, ~x) =
3∑
i>2
zi aˆ
[2]
i,1 = z3
x3,2x2,1 + x3,1(1− x2,2)
G[2]
, (C.14)
z
∗[2]
2 (z3, ~x) =
3∑
i>2
zi aˆ
[2]
i,2 = z3
x3,1x1,2 + x3,2(1− x1,1)
G[2]
. (C.15)
Finally, we can compute F
[3]
0 using formula (4.23). We have
F
[3]
0 =
3∏
i=1
Hi(~x) =
3∏
i=1
(
1− xi,i −
i−1∑
q=1
aˆ
[i−1]
i,q xq,i
)−1
(C.16)
= (1− x1,1)−1
(
1− x2,2 − aˆ[1]2,1x1,2
)−1 (
1− x3,3 − aˆ[2]3,1x1,3 − aˆ[2]3,2x2,3
)−1
= (1− x1,1)−1 (1− x2,2 − a2,1x1,2)−1
(
1− x3,3 − a3,1x1,3 − a3,2
(
x2,1x1,3
1− x1,1 + x2,3
))−1
.
Using the equations for a2,1 and a3,1 defined in (C.3) and a3,2 defined in (C.6), we get
F
[3]
0 = ((1− x1,1)(1− x2,2)− x1,2x2,1)−1
(
1− x3,3 − x1,3x3,1
1− x1,1
− x3,1x1,2 + x3,2(1− x1,1)
(1− x1,1)(1− x2,2)− x1,2x2,1
(
x2,1x1,3
1− x11 + x23
))−1
=
(
((1− x1,1)(1− x2,2)− x1,2x2,1)
(
1− x3,3 − x1,3x3,1
1− x1,1
)
−(x3,1x1,2 + x3,2(1− x1,1))
(
x2,1x1,3
1− x1,1 + x2,3
))−1
= (1− x1,1 − x2,2 − x3,3 − x1,2x2,1 + x1,1x2,2 − x1,3x3,1 + x1,1x3,3 − x2,3x3,2 + x2,2x3,3
−x1,1x2,2x3,3 + x1,1x2,3x3,2 + x2,2x1,3x3,1 + x3,3x1,2x2,1 − x1,2x2,3x3,1 − x1,3x3,2x2,1)−1 ,
(C.17)
which concludes our computation.
C.1 Permutation formula
Let us now give an example of the application of formula (4.34) in this simple case of a three
node unflavoured quiver. We have already computed the correct answer F
[3]
0 in the previous
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section, so we can explicitly check that (4.34) indeed reproduces the correct result. Let us call
the three nodes of the quiver simply 1, 2 and 3. We can immediately write the simple loops
yσ(i)({xab}) using eq. (4.36):
y(1)({xab}) = x11 , y(2)({xab}) = x22 , y(3)({xab}) = x33 ,
y(12)({xab}) = x12x21 , y(13)({xab}) = x13x31 , y(23)({xab}) = x23x32 ,
y(123)({xab}) = x12x23x31 y(132)({xab}) = x13x32x21 .
(C.18)
From these quantities we can construct yσ({xab}), for every σ, by using the definition in eq.
(4.35):
yσ({xab}) = (−1)cσ
∏
i
yσ(i)({xab}) . (C.19)
For example, if we had σ = (12)(3), then
y(12)(3)({xab}) = (−1)2 y(12)({xab}) y(3)({xab}) = x12x21 x33 , (C.20)
the power 2 in the −1 comes from the fact that σ = (12)(3) is a product of two cycles. Getting
back to our three node quiver example, there are 7 non empty subsets that we can form out
of the set {1, 2, 3}, namely {1}, {2}, {3}, {12}, {13}, {23}, {123}. According to eq. (4.35)
we then have∑
σ∈Sym({1})
yσ({xab}) = y(1)({xab}) = −x1,1 , (C.21a)
∑
σ∈Sym({2})
yσ({xab}) = y(2)({xab}) = −x2,2 , (C.21b)
∑
σ∈Sym({3})
yσ({xab}) = y(3)({xab}) = −x3,3 , (C.21c)
∑
σ∈Sym({12})
yσ({xab}) = y(1)(2)({xab}) + y(12)({xab}) = x1,1x2,2 − x1,2x2,1 , (C.21d)
∑
σ∈Sym({13})
yσ({xab})) = y(1)(3)({xab}) + y(13)({xab}) = x1,1x3,3 − x1,3x3,1 , (C.21e)
∑
σ∈Sym({23})
yσ({xab})) = y(2)(3)({xab}) + y(23)({xab}) = x2,2x3,3 − x2,3x3,2 , (C.21f)
∑
σ∈Sym({123})
yσ({xab}) = y(1)(2)(3)({xab}) + y(12)(3)({xab}) + y(13)(2)({xab})
+ y(23)(1)({xab}) + y(123)({xab}) + y(132)({xab})
= −x1,1x2,2x3,3 + x1,2x2,1x3,3 + x1,3x3,1x2,2
+ x2,3x3,2x1,1 − x1,2x2,3x3,1 − x1,3x3,2x2,1 . (C.21g)
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Summing all of the terms above we get
F
[3]
0 = (1− x1,1 − x2,2 − x3,3 − x1,2x2,1 + x1,1x2,2 − x1,3x3,1 + x1,1x3,3 − x2,3x3,2 + x2,2x3,3
−x1,1x2,2x3,3 + x1,1x2,3x3,2 + x2,2x1,3x3,1 + x3,3x1,2x2,1 − x1,2x2,3x3,1 − x1,3x3,2x2,1)−1 ,
(C.22)
in perfect agreement with (C.17).
C.2 Determinant formula
To conclude this section we now calculate F
[3]
0 yet another time, using the determinant formula:
F
[n]
0 =
1
det (1n −Xn) , Xn|ij = xij , 1 ≤ (i, j) ≤ n . (C.23)
This is the simplest way to calculate F
[3]
0 . Since
X3 =

x11 x12 x13
x21 x22 x23
x31 x32 x33
 , (C.24)
we have
F
[3]
0 = det
−1(13 −X3) = det −1

1− x11 −x12 −x13
−x21 1− x22 −x23
−x31 −x32 1− x33
 , (C.25)
and so we immediately get
F
[3]
0 = (1− x1,1 − x2,2 − x3,3 − x1,2x2,1 + x1,1x2,2 − x1,3x3,1 + x1,1x3,3 − x2,3x3,2 + x2,2x3,3
−x1,1x2,2x3,3 + x1,1x2,3x3,2 + x2,2x1,3x3,1 + x3,3x1,2x2,1 − x1,2x2,3x3,1 − x1,3x3,2x2,1)−1 .
(C.26)
This is the same result we obtained using other computational methods earlier in this section.
D An equation for the pole coefficients in term of paths
In this section we will prove eq. (4.25):
G[r] aˆ
[r]
p,q =
r−1∑
t=0
 r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=q
G[r]\{q,∪th=1ih}xp,i1xi1,i2xi2,i3 · · ·xit−1,itxit,q
 . (D.1)
In the case q = r this identity becomes particularly easy to prove, so let us start with this
one.
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From the definitions (4.13b) and (4.14) we get
aˆ
[r]
i,r = ai,r =
xi,r +
r−1∑
λ=1
aˆ
[r−1]
i,λ xλ,r
1−
(
xr,r +
r−1∑
λ=1
aˆ
[r−1]
r,λ xλ,r
) . (D.2)
Now let us multiply and divide the far RHS above by G[r−1]: recalling eqs. (4.30) and (4.32)
we have
G[r−1]
[
1−
(
xr,r +
r−1∑
λ=1
aˆ
[r−1]
r,λ xλ,r
)]
= G[r−1]
G[r]
G[r−1]
= G[r] , (D.3)
so that we can write eq. (D.2) as
G[r] aˆ
[r]
i,r = G[r−1] xi,r +
∑
λ∈[r−1]
G[r−1] aˆ
[r−1]
i,λ xλ,r . (D.4)
Using the last equation we can prove eq. (D.1), for the q = r case, by induction. The identity
is trivial for 1 point: it just reads
G[1] aˆ
[1]
i,1 = G[1]\{1} xi,1 = G[0] xi,1 (D.5)
for any i > 1, and since
G[0] = 1 , G[1] = 1− x1,1 , aˆ[1]i,1 = ai,1 =
xi,1
1− x1,1 , (D.6)
eq. (D.5) is trivially satisfied. Let us now assume (D.1) is true for r − 1 points and let us
show that it holds for r points too. We can then use (D.1) in the terms G[r−1] aˆ
[r−1]
i,λ of (D.4),
to obtain
G[r] aˆ
[r]
i,r = G[r−1] xi,r
+
r−1∑
λ=1
r−2∑
t=0
r−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=λ
G[r−1]\{λ,∪th=1ih}xi,i1xi1,i2xi2,i3 · · · xit−1,itxit,λ xλ,r . (D.7)
The next step is just a relabelling of the summation variables: first relabel λ→ it+1 and then
t→ t′ = t+ 1 to get (dropping the prime symbol on t)
G[r] aˆ
[r]
i,r = G[r−1] xi,r
+
r−1∑
t=1
r−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[r−1]\{∪th=1ih}xi,i1xi1,i2xi2,i3 · · ·xit−1,it xit,r . (D.8)
Note that the first term on the RHS of the above equation is just the t = 0 component of the
sum following it, so that
G[r] aˆ
[r]
i,r =
r−1∑
t=0
r−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[r−1]\{∪th=1ih}xi,i1xi1,i2xi2,i3 · · · xit−1,it xit,r , (D.9)
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which using G[r−1] = G[r]\{r} we can write as
G[r] aˆ
[r]
i,r =
r−1∑
t=0
 r∑
i1,i2,..,it=1
i1 6=i2 6=...6=it 6=r
G[r]\{r,∪th=1ih}xi,i1xi1,i2xi2,i3 · · ·xit−1,it xit,r
 , (D.10)
which is exactly eq. (D.1) for the case q = r. This observation concludes the first part of our
proof.
The case q 6= r could be potentially difficult to analyse, but we can overcome this com-
plication using a trick: loosely speaking we will change the order of integration in (4.1), in
such a way that the zq variable, corresponding to the q node, will be integrated last. This will
allow us to use the same induction process mentioned above, with trivial modifications. To
begin with, we will argue that the order of integration does not affect the expression for the
aˆ
[r]
i,j coefficients defined in (4.12) and (4.13).
Consider again eq. (4.12):
z
∗[r]
j = z
∗
j (zr+1, ..., zn; ~x) =
∑
i>r
zi aˆ
[r]
i,j . (D.11)
These are the equations for the poles of the zj (1 ≤ j ≤ r) variables after we have integrated
over z1, z2, ..., zr in this order, which in section 4 we called ‘natural ordering’. We labelled this
ordered set as {z1, z2, ..., zr} ≡ [r]. Now consider integrating over the same set of variables
z1, z2, ..., zr, but in a different order, which we call {zσ(1), zσ(2), ..., zσ(r)} ≡ [r]σ. We then have,
analogously to eq. (D.11),
z
∗[r]σ
σ(j) = z
∗
σ(j)(zr+1, ..., zn; ~x) =
∑
i>r
zi aˆ
[r]σ
i,σ(j) . (D.12)
The key observation is that equations (D.11) and (D.12) have to contain the same set of
equations. To see this, suppose that we want to calculate the zr+1 pole equation. Following
section 4 we would have
(1− xr+1,r+1)zr+1 =
∑
b>r+1
zb xb,r+1 +
∑
i=1,..,r
z
∗[r]
i xi,r+1 , (D.13)
if we use the [r] set (the natural ordering), and
(1− xr+1,r+1)zr+1 =
∑
b>r+1
zb xb,r+1 +
∑
i=1,..,r
z
∗[r]σ
σ(i) xσ(i),r+1
≡
∑
b>r+1
zb xb,r+1 +
∑
i=1,..,r
z
∗[r]σ
i xi,r+1 . (D.14)
if we use the [r]σ set. Now take the difference of the two equations above to get
0 =
∑
i=1,..,r
(
z
∗[r]
i − z∗[r]σi
)
xi,r+1 . (D.15)
Since xi,r+1 does not appear inside z
∗[r]
i or z
∗[r]σ
i , for any i, the only way that the RHS of
(D.15) can be zero is that each term in the sum vanish on its own, so that
z
∗[r]
i = z
∗[r]σ
i ∀i ∈ {1, 2, ..., r} . (D.16)
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This indeed shows that (D.11) and (D.12) do contain the same set of equations. More precisely,
since eq. (D.16) does not depend on a particular σ, we see that the order in which we compute
integrals does not matter: after r integrations, whatever the order, the pole equations will be
described by (D.11). Eq. (D.16) also implies that
aˆ
[r]
i,q = aˆ
[r]σ
i,q , (D.17)
if [r] and [r]σ differ only by the order of their elements. This is what we need to prove the
identity (D.1) for generic q. The proof will be based upon a comparison between aˆ coefficients
computed in two different orderings.
Let us then choose the ordering [r]σq = {z1, z2, ..., zq−1, zq+1, ..., zr, zq}, which we will just
call [r]q for notational purposes. From (D.17) we have then
aˆ
[r]
i,q = aˆ
[r]q
i,q =
xi,q +
∑
λ∈[r−1]q
aˆ
[r−1]q
i,λ xλ,q
1−
(
xq,q +
∑
λ∈[r−1]q
aˆ
[r−1]q
q,λ xλ,q
) , (D.18)
in which the last equality follows from (4.14): with the ordering [r]q, zq is in fact the last vari-
able to be integrated over, so that it plays the role of the starting point (4.13b) in the recursion
relation (4.13a). We are therefore in the same configuration discussed at the beginning of this
section, where the right lower index of aˆ corresponds to the last one in the ordering [r]q: we
can therefore redo the steps (D.2) - (D.10), with trivial modifications, to obtain
G[r]aˆ
[r]
i,q = G[r]aˆ
[r]q
i,q =
r−1∑
t=0
 r∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=q
G[r]\{q,∪th=1ih}xi,i1xi1,i2xi2,i3 · · ·xit−1,itxit,q
 . (D.19)
Eq. (D.1) is then proved.
E The building block F
[n]
0 and closed string word count-
ing: Examples
Let us consider the 2-node case. We will verify that the coefficients in the expansion of F
[2]
0
count words made from letters corresponding to simple loops in the 2-node quiver, with one
edge for every specified start and end point. Thus there are letters yˆ1, yˆ2, yˆ12. We require
that letters corresponding to loops which do not share a node commute. Thus we here have
yˆ1yˆ2 = yˆ2yˆ1. It is useful to define
y1 ≡ x11 , y2 ≡ x22 , y12 ≡ x12x21 , (E.1)
together with
F
[2]
0 =
1
1− y1 − y2 − y12 + y1y2 =
1
(1− y1)(1− y2)− y12
=
1
(1− y1)(1− y2)
1
1− y12
(1− y1)(1− y2)
. (E.2)
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Expanding this we get
F
[2]
0 =
∞∑
n1,n2=0
yn11 y
n2
2
∞∑
m=0
(
y12
(1− y1)(1− y2)
)m
=
∞∑
n1,n2=0
∑
m=0
∑
k1,k2=0
yn11 y
n2
2 y
myk11 y
k2
2
(m+ k1 − 1)!
k1!(m− 1)!
(m+ k2 − 1)!
k2!(m− 1)! , (E.3)
and defining N1 = n1 + k1 and N2 = n2 + k2 we can write
F
[2]
0 =
∞∑
N1,N2,m=0
yN11 y
N2
2 y
m
N1∑
k1=0
N2∑
k2=0
(m+ k1 − 1)!
k1!(m− 1)!
(m+ k2 − 1)!
k2!(m− 1)! . (E.4)
Finally, using the identity
N1∑
k1=0
(m+ k1 − 1)!
k1!(m− 1)! =
(m+N1)!
m!N1!
=
N1∑
k1=0
(m)k1
k1!
, (E.5)
the expansion of F reads
F
[2]
0 =
∞∑
N1,N2,m=0
yN11 y
N2
2 y
m
12
(m+N1)!
m!N1!
(m+N2)!
m!N2!
. (E.6)
The coefficient counts the number of words made from letters yˆ1, yˆ2, yˆ12, with the condition
that yˆ1yˆ2 = yˆ2yˆ1. The words containing m copies of yˆ12 can be built, by writing the yˆ12 letters
out in a line, with spaces between them, and then inserting the N1 yˆ1 letters in any of the
m+ 1 slots. Now build a sequence of N1 numbers, recording which slot the first yˆ1 goes into,
which the second goes into and so on. Each number in the sequence is something between 1
and m+1. Each such sequence can be mapped to a state ea1⊗ea2 . . . ...eaN1 . Sequences related
by the symmetrization procedure of shuffling around the N1 factors correspond to same word,
because what matters is what goes in the m + 1 slots, not the order in which the N1 copies
of x11 were put there. Thus the sequences are in one-one correspondence with a basis for the
symmetric tensors Sym(V ⊗N1m+1 ). The dimension of this space is precisely
dim
(
Sym(V ⊗N1m+1 )
)
=
(m+N1)!
m!N1!
. (E.7)
Then we can insert the yˆ2 in the m+ 1 slots and we get the other factor. This proves that, in
the 2-node case, the words in the language we defined are counted by the F
[2]
0 -function.
Let us now turn to the three node case. Let us define
yi ≡ xii , yij ≡ xijxji , yijk ≡ xijxjkxki . (E.8)
64
In this case
F
[3]
0 = (1− y1)−1(1− y2)−1(1− y3)−1
[
1− y12
(1− y1)(1− y2) −
y13
(1− y1)(1− y3)
− y23
(1− y2)(1− y3) −
y123
(1− y1)(1− y2)(1− y3) −
y132
(1− y1)(1− y2)(1− y3)
]−1
=
∞∑
m1,m2,m3=0
∞∑
p1,··· ,p5=0
ym11 y
m2
2 y
m3
3 y
p1
12 y
p2
13 y
p3
23 y
p4
123 y
p5
132
× (p1 + p2 + · · ·+ p5)!
p1!p2!p3!p4!p5!
1
(1− y1)p1+p2+p4+p5(1− y2)p1+p3+p4+p5(1− y3)p2+p3+p4+p5
=
∞∑
m1,m2,m3=0
∞∑
p1,··· ,p5=0
ym11 y
m2
2 y
m3
3 y
p1
12 y
p2
13 y
p3
23 y
p4
123 y
p5
132
(p1 + p2 + · · ·+ p5)!
p1!p2!p3!p4!p5!
×
∞∑
l1,l2,l3=0
(p1 + p2 + p4 + p5)l1
l1!
(p1 + p3 + p4 + p5)l2
l2!
(p2 + p3 + p4 + p5)l3
l3!
yl11 y
l2
2 y
l3
3
=
∞∑
n1,n2,n3=0
∞∑
p1,··· ,p5=0
yn11 y
n2
2 y
n3
3 y
p1
12 y
p2
13 y
p3
23 y
p4
123 y
p5
132
(p1 + p2 + · · ·+ p5)!
p1!p2!p3!p4!p5!
(E.9)
×
n1∑
l1=0
n2∑
l2=0
n3∑
l3=0
(p1 + p2 + p4 + p5)l1
l1!
(p1 + p3 + p4 + p5)l2
l2!
(p2 + p3 + p4 + p5)l3
l3!
yl11 y
l2
2 y
l3
3 .
Finally we use the identity (E.5) above three times, to get
F
[3]
0 =
∞∑
n1,n2,n3=0
∞∑
p1,··· ,p5=0
yn11 y
n2
2 y
n3
3 y
p1
12 y
p2
13 y
p3
23 y
p4
123 y
p5
132
(p1 + p2 + · · ·+ p5)!
p1!p2!p3!p4!p5!
(E.10)
×
(
p1 + p2 + p4 + p5 + n1
n1
)(
p1 + p3 + p4 + p5 + n2
n2
)(
p2 + p3 + p4 + p5
n3
)
.
For the closed string words in this case, there are letters yˆi, yˆij, yˆijk. The five letters yˆ12, yˆ13, yˆ23,
yˆ123, yˆ132 do not commute with each other. yˆ1, yˆ2, yˆ3 commute with each other. yˆ1 commutes
with yˆ23. yˆ2 commutes with yˆ13, and yˆ3 commutes with yˆ12. We can build an arbitrary word
by first fixing the numbers p1, p2, ..., p5 of the letters from the set {yˆij, yˆijk}. Then choose an
order of these. The first multinomial factor
(p1 + · · ·+ p5)!
p1! · · · p5! (E.11)
gives the number of choices of this order. For each fixed order of these, we can insert the yˆi.
Consider the insertion of the yˆ1 and choose the number n1 of them. We have (p1+p2+p4+p5+1)
slots which specify where, relative to yˆ12, yˆ13, yˆ123, yˆ132, we are inserting these. As in the 2-node
case, this is the dimension of Symn1(Vp1+p2+p4+p5+1) which is given by(
p1 + p2 + p4 + p5 + n1
n1
)
. (E.12)
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The position relative to yˆ23 is immaterial in the word counting because yˆ1 commutes with
this. Hence p3 does not appear in the above formula. In the same way, the insertion of the
yˆ2 and yˆ3 account for the additional binomial factors. Since the yˆi commute with each other,
the insertion of the yˆ2 is insensitive to the previous insertion of the yˆ1. Likewise the insertion
of the yˆ3 is insensitive to the positions of the yˆ1, yˆ2. Hence the word counting for specified
p1, · · · , p5, n1, n2, n3 has separate factors corresponding to insertions of yˆ1, yˆ2, yˆ3 among the
mutually non-commuting set {yˆij, yˆijk}.
These examples illustrate the general fact that the function F
[n]
0 (xab) counts words made
from letters corresponding to simple loops in the complete n-node quiver, with the condition
that letters corresponding to loops without a shared node commute.
F Deriving the flavoured F [n] function
In this section we will prove eq. (5.16):
F [n] = F
[n]
0 exp
(
tpt¯q ∂
p,q logF
[n]
0
)
. (F.1)
We will start from eq. (5.13):
F [n] =
n∏
j=1

exp
(
aˆ
[n]
0,j tj
)
1− xj,j −
j−1∑
i=1
aˆ
[j−1]
j,i xi,j
 . (F.2)
We already know that the denominatorof (F.2) is
n∏
l=1
(
1− xl,l −
l−1∑
q=1
aˆ
[l−1]
l,q xq,l
)
=
n∏
l=1
G[l]
G[l−1]
= G[n] , (F.3)
so that we only need to work on its numerator, which is the exponentiation of the sum
n∑
k=1
aˆ
[n]
0,k tk. As we did in section 5, let us now set t¯p = x0,p and tp = xp,0. We can multiply and
divide (F.3) by G[n] to get
n∑
k=1
aˆ
[n]
0,k xk,0 =
1
G[n]
n∑
k=1
G[n] aˆ
[n]
0,k xk,0 . (F.4)
Using eq. (4.25) on each of the terms G[n] aˆ
[n]
0,k in the sum above gives
n∑
k=1
aˆ
[n]
0,k xk,0 =
1
G[n]
n∑
k=1
xk,0
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[n]\{k,∪th=1ih}x0,i1xi1,i2xi2,i3 · · · xit−1,itxit,k
=
1
G[n]
n∑
k=1
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=...6=it 6=k
G[n]\{k,∪th=1ih}x0,i1xi1,i2xi2,i3 · · ·xit−1,itxit,kxk,0 . (F.5)
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Consider the product of xab coefficients in the equation above,
x0,i1xi1,i2xi2,i3 · · ·xit−1,itxit,kxk,0 . (F.6)
This can be interpreted as a path on the quiver starting from node 0, passing through t
intermediate nodes ih, 1 ≤ h ≤ t, reaching node k and returning back at node 0. Crucially,
since all the ih nodes in this term do not ever take the value k (because of the summation
ranges in (F.5)), such a path never intersects itself. Our aim now is to factor out the 0 node
from such a term, rewriting it as a path starting from node k, passing through the same t
intermediate nodes ih and ending at node k again. We can achieve this goal by letting an
appropriate derivative act on the string of xab coefficients in (F.6). Consider the identity
x0,i1xi1,i2xi2,i3 · · ·xit−1,itxit,kxk,0
= xk,0
(
x0,i1
∂
∂xk,i1
+ x0,k
∂
∂xk,k
)
xk,i1xi1,i2xi2,i3 · · · xit−1,itxit,k (F.7)
(no sum on k or i1), where we added the term(
x0,i1
∂
∂xk,i1
+ x0,k
∂
∂xk,k
)
xk,i1 = x0,i1 , i1 6= k . (F.8)
The ∂/∂xk,k derivative has been added in order to account for the t = 0 case (the one in
which there are no intermediate steps in the path (F.6), which would just read x0,kxk,0): in
this situation we would trivially get
x0,kxk,0 = xk,0
(
0 + x0,k
∂
∂xk,k
)
xk,k = x0,kxk,0 , (F.9)
so that the identity (F.7) holds for any t ≥ 0. Note also that we can rewrite the same equation
as
x0,i1xi1,i2xi2,i3 · · ·xit−1,itxit,kxk,0 =
= xk,0
 n∑
p=1
p 6=k
x0,p
∂
∂xk,p
+ x0,k
∂
∂xk,k
xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k , (F.10)
where the values that p can take ({1, 2, ..., n} \ {k}) are the same ones on which i1 runs in
the sum in (F.5): all the i1, i2, ..., it indices never take the value k, leaving xk,i1 as the only
variable on which the ∂/∂xk,p derivative can act with nonzero result. We can then rewrite the
identity (F.10) as
x0,i1xi1,i2xi2,i3 · · ·xit−1,itxit,kxk,0
= xk,0
(
n∑
p=1
x0,p
∂
∂xk,p
)
xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k
=
n∑
p=1
tk t¯p ∂
k,p xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k , (F.11)
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where in the last line we set ∂
∂xk,q
= ∂k,q and used the original notation xk,0 = tk, x0,k = t¯k. At
this stage, we successfully rewrote a our initial path (0, i1, i2, ..., it, k, 0) in terms of a suitable
differential operator acting on a new path (k, i1, i2, ..., it, k).
Inserting eq. (F.11) into (F.5) gives
n∑
k=1
aˆ
[n]
0,k xk,0 = (F.12)
=
1
G[n]
n∑
k=1
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[n]\{k,∪th=1ih}
n∑
p=1
yky¯p ∂
k,p xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k .
Note that ∂k,p can pass through G[n]\{k,∪th=1ih}, since the latter does not contain the k-th point
(by construction). We can then write
n∑
k=1
aˆ
[n]
0,k xk,0
=
1
G[n]
n∑
k,p=1
tk t¯p ∂
k,p
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[n]\{k,∪th=1ih}xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k (F.13)
=
1
G[n]
n∑
k,p=1
tk t¯p ∂
k,p
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[n]\{k,∪th=1ih}xk,i1xi1,i2xi2,i3 · · ·xit−1,itxit,k −G[n]\{k}
 ,
where in the last line we added G[n]\{k} under the derivative action: indeed ∂k,pG[n]\{k} = 0,
since G[n]\{k} does not contain the k-th point, and thus any xk,p ∀p. Note that the term in
the round brackets of the equation above is just −G[n]. The definition of G[n] we gave in eq.
(4.29) reads
G[n] = G[n−1] −
n−1∑
t=0
n−1∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it
G[n−1]\{∪th=1ih}xn,i1xi1,i2xi2,i3 · · ·xit−1,itxit,n
= G[n]\{n} −
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=n
G[n]\{n,∪th=1ih}xn,i1xi1,i2xi2,i3 · · ·xit−1,itxit,n , (F.14)
but the same equation holds if, instead of n, we remove any integer 1 ≤ k ≤ n from the set
[n]:
G[n] = G[n]\{k} −
n−1∑
t=0
n∑
i1,i2,..,it=1
i1 6=i2 6=... 6=it 6=k
G[n]\{k,∪th=1ih}xk,i1xi1,i2xi2,i3 · · · xit−1,itxit,k . (F.15)
Using (F.15) in (F.13) gives then
n∑
k=1
xk,0 aˆ
[n]
0,k = −
1
G[n]
n∑
k,p=1
tk t¯p ∂
k,pG[n] = −
n∑
k,p=1
tk t¯p ∂
k,p logG[n] , (F.16)
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so that we can write, for the numerator of F in (F.2)
n∏
k=1
exp
(
aˆ
[n]
0,k xk,0
)
= exp
(
n∑
k=1
aˆ
[n]
0,k xk,0
)
= exp
(
−
n∑
k,p=1
tk t¯p ∂
k,p logG[n]
)
. (F.17)
This means that F [n] can be written as
F [n] =
exp
(
−
n∑
k,p=1
tk t¯p ∂
k,p logG[n]
)
G[n]
, (F.18)
or, using Einstein summation
F [n] =
exp
(−tk t¯p ∂k,p logG[n])
G[n]
. (F.19)
Recalling that F
[n]
0 = G[n]
−1, where F0 is the generating function for the unflavoured case, we
also have
F [n] = F
[n]
0 exp
(
tk t¯p ∂
k,p logF
[n]
0
)
. (F.20)
Furthermore, considering the chain of equalities
(−1)p+qMp,q
det(1n −Xn) = −
1
det(1n −Xn)∂
p,q det(1n −Xn) = ∂p,q log
(
1
det(1n −Xn)
)
(F.21)
we finally get to
F [n] = F
[n]
0 exp
(
n∑
p,q=1
tpt¯q
(−1)p+qMp,q
det(1n −Xn)
)
. (F.22)
The latter is exactly (5.15).
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