




















General recursive solution for one dimensional quantum potentials
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A generalization and further simplification of the method proposed by S.A. Shakir [Am. J.
Phys. 52, 845 (1984)] to solve bound eigenvalues of the Schro¨dinger equation is presented. In one-
dimensional problems, this generalization leads to a set of extremely efficient recursive equations for
computing wave functions of any given potential. The recursive procedure is very simple and it is
general, providing accurate solutions not only for bound states but also for scattering and resonant
states, as demonstrated here for a few examples.
I. INTRODUCTION
Predicting physical properties of quantum systems
has basically been treated as an eigenvalue problem.
Since from single atoms and few-body problems up to
nanostructured devices, chemical and electronic prop-
erties are determined by finding the eigenstates of
the system’s Hamiltonian. Methods of solving eigen-
value/eigenfunction problems are therefore an inevitable
part of the quantum mechanic theory. In real systems,
even one dimensional problems can be quite difficult
to solve analytically and often approximative, such as
in perturbation theory, and/or numerical methods are
required1,2,3,4,5,6. Semiconductor heterostructures are
good examples of one dimensional systems of technologi-
cal interest where numerical solutions of the Schro¨dinger
equation (SE) are often employed for self-consistent stud-
ies of electronic devices7,8,9,10,11. Studies of vibrational
bound states of molecules in physical chemistry, as well as
of other oscillatory systems in atomic and nuclear physics
are treated as one dimensional problems when summa-
rized in the radial SE; they consist another class of im-
portant examples in which numerical methods are also
often employed12,13,14,15.
Although several procedures and algorithms might be
available in nowadays for solving the SE numerically, see
for instance Ref. 16, they are suitable to address spe-
cific problems on distinct fields of applied and theoreti-
cal physics. There is still a need for a general treatment
that can be summarized into a single routine capable to
solve equally well scattering problems in open systems as
well as few-body bounding problems. Moreover, the level
of expertise required for dealing with the available nu-
merical solutions has kept them out of most physics and
chemistry classrooms, even on graduate courses, where
the demonstrative examples are still limited to a few cases
of quantum potentials for which the analytical solutions
are known.
More than 20 years ago, S.A. Shakir presented a re-
cursive method to find bound eigenvalues of the SE17. It
was a relatively simple method, closely related to those
used in the field of optics for calculating the Fresnel am-
plitudes. In despite of its simplicity, this method has
passed unnoted from the applied research fields until very
recently18.
In this work, instead of concerning with the mathemat-
FIG. 1: Discretization of a energy potential function U(x)
(dashed line), providing reflection, Rj and R¯j , and transmis-
sion, Tj and T¯j , coefficients at every step of the discretized
function (solid line). Coefficients with and without bar stand
for right-hand and left-hand scattering solutions, respectively.
Wavevectors kj at each interval of constant potential value
U(xj) is also shown.
ical solution of a differential equation, which is the SE for
bound and scattering states, we are concerned with the
elemental action of a given stationary force field on the
particle’s wave function. Such action occurs at every step
of a discretized potential energy function and it is qualita-
tively always the same, reflecting and transmitting the in-
cident wave as in the Shakir’s method17. But this slightly
different perspective of the problem allows a terrific sim-
plification, revealing a general procedure for computing
wave functions of any given potential whatever related to
scattering, resonance, or bound states, as demonstrated
here for a few examples. Moreover, the present formu-
lation is accessible even to undergraduate students, and
no special computer skills are required since it can be
implemented in a few lines of a program.
II. THEORY
For a given potential energy function U(x), it is always
possible to define the interval X = [x0, xN ] such that out-
side its boundaries, i.e. for x /∈ X, either the potential
is constant or the amplitude of the wave function van-
ish before appreciable variation of the potential. In this
interval, the potential has been discretized into N steps,
and we seek for stationary states with wave functions in
2the form Ψ(x) =
∑N




and δj(x) = 1 for x ∈ [xj , xj+1] and 0 otherwise. The
under arrow indicates that this format will be used here
for left-hand solutions, as better explained below.
Incremental distances dxj = xj+1 − xj , are small
enough to guarantee a good numerical solution when
taking U(x) = U(xj)δj(x), as shown in Fig. 1, so that
kj = ϕ
√
E − U(xj) where ϕ =
√
2m/h¯2. E andm stand
for energy and mass of the particle, respectively.
To calculate the Aj and Bj amplitudes recursively, ini-
tial values at the boundaries of the interval X have to
be provided. For instance, normalized solutions for inci-
dence from the left-hand side, i.e. incidence from x < x0,
must have BN = 0 and A0 = 1. Conservation of the
probability current imposes that





at every step of the potential, i.e. at every xj . The
prime symbol indicates the first derivative in x. Left-
hand solutions are obtained by applying these conditions,




eikN−1(xN−xN−1) = AN−1TN ,
(3)









(kN−2 − kN−1)RN + (kN−2 + kN−1)e
ikN−2(xN−1−xN−2) = AN−2TN−1 , (5)
and then at xN−2 where
BN−2 = AN−2
(kN−2 + kN−1)RN + (kN−2 − kN−1)
(kN−2 − kN−1)RN + (kN−2 + kN−1)e
2ikN−2(xN−1−xN−2) = AN−2RN−1 (6)
and AN−2 is analogous to Eq. (5) when replacing N by
N − 1.
This is a recursive procedure, repeatable since j = N
downto j = 1 as summarized by









(kj−1 + kj)Rj+1 + (kj−1 − kj)
(kj−1 − kj)Rj+1 + (kj−1 + kj)e
2ikj−1(xj−xj−1).
(8b)
All amplitudes are proportional to A0, and within
the condition assumed when defining the interval X,
RN+1 = 0.
Solutions for incident particles from the right-hand
side, i.e. incidence from x > xN , are obtained in analo-
gous procedure, but for the sake of simplification in the
final format of the recursive equations it is convenient to
redefine the amplitudes as follow
Aj = Cj+1e
−ikjdxj and Bj = Dj+1e
+ikjdxj , (9)
and hence the wave function Ψ(x) of the stationary states





By applying the continuity of ψ←−j and ψ←−
′
j , as in
Eqs. (2), analogous deduction of that in Eqs. (3)-(6) can
be carried out but now starting from x1 where C1 = 0
upto xN+1 where DN+1 = 1 (for normalized solutions).
It leads to the recursive equations
Dj = Dj+1T¯j and Cj = DjR¯j−1 (11)
3of the righ-hand solutions where
T¯j =
2kj





(kj + kj−1)R¯j−1 + (kj − kj−1)
(kj − kj−1)R¯j−1 + (kj + kj−1)
e2ikj(xj+1−xj)
(12b)
for j = 1, 2, . . . , N and R¯0 = 0.
At certain energies En, quantum confinements can oc-
cur at local minima of the potential in which U(x) < En;
given that each minimum is bounded on both sides by
non tunnelable barriers. Around one of such local min-
ima, stationary wave solutions only exist when the waves
reflected at both bounding “walls” interfere construc-
tively to each other at any instant of time. It means
that, left-hand and right-hand scattering solutions must
coexist in the confinement region, i.e. ψ−→j(x) = ψ←−j(x),
which takes us back to Eqs. (9). Since Bj = AjRj+1
and Cj+1 = Dj+1R¯j , as given by Eqs. (7) and (11),
all amplitudes cancel each other out in Eq. (9) so that
R¯jRj+1 = exp(2ikjdxj). This latter relationship pro-
vides a criterion for numerical determination of the al-
lowed modes in any confinement region of the potential




∣∣R¯jRj+1 − e2ikjdxj ∣∣ (13)
can be defined with j running over all values where
U(xj) < E. Then, the condition f(E) = 0 is fulfilled only
for a set of discrete En values of energy, corresponding
to the eigenvalues of the one dimensional SE at a given
local minimum of U(x).
Eigenfunctions Ψn, of the energy eigenvalues En, are
computed as either ψ−→j(x) or ψ←−j(x) solutions in the clas-
sical allowed region around the minimum. But both
solutions are required to compute the evanescent parts
of the eigenfunctions inside the barriers, and then it is
necessary to match the amplitudes of these solutions at
some point. If the hth step, for which U(xh) < En,
is taken as the matching point, ψ−→h = ψ←−h and hence
Dh = Ah(1 + Rh+1)/(1 + R¯h−1). By providing an arbi-







ψ−→j(x), if h ≤ j ≤ N
ψ←−j(x), if 1 ≤ j < h
(14)
can be calculated over the entire interval X. Since
S =
∑N+1
j=0 |Ψn(xj)|2dxj has to be equal to unit for a
normalized eigenfunction,
√
S is the normalization fac-
tor.
FIG. 2: Resonant tunneling in barrier with V-shaped well at
the middle. (a) Transmission of probability given by |Ψ(xN)|
2
(left-hand incidence, A0 = 1) as a function of the particle’s
energy E. (b) Potential energy function of the barrier and
wave functions for the two energies (0.406eV and 0.45eV)
pointed out by arrows in (a). A set of 20 curves is shown
for each wave function solution, corresponding to Ψ(x)e−ıωt
for ωt = mpi/10 and m = 1, 2, . . . , 20. The amplitude of the
wave function for E = 0.45eV has been magnified by a factor
of 2 regarding the amplitude of the resonant wave. Vertical
displacements of both sets of curves are not related to the
energy scale at left. Solutions computed for an uniform step
width of dxj = 0.02nm.
III. EXAMPLES AND DISCUSSIONS
In cases of tunnelable barriers, at either left or right
of the minimum of U(x), there will be resonance instead
of confinement for a particular set of En values. But
in such cases, only one scattering solution (left or right)
will be necessary to compute the wave functions as a
function of E. An example of application is shown in
Fig. 2 where the recursive equations, Eqs. (7) and (8),
are applied to illustrate resonance at a local minimum
surrounded by tunnelable barriers. Although a barrier
with V-shaped well in the middle –similar to that induced
by Si-δ doping in GaAs19,20 – has been used for this
example, the exact U(x) function is irrelevant since the
feasibility of the calculation procedure is not limited by
the shape of the potential function.
To demonstrate an application of combining both left
and right scattering solutions, Eq. (14), to solve problems
where the local minimum can not be reached by tunnel-
ing from either sides, a Lennard-Jones type of potential
has been chosen, as for diatomic molecules. In Fig. (3a)
the binding energies, or bound eigenvalues of the radial
SE, are determined by minimization of f(E), Eq. (13).
The computed eigenfunctions of the first three modes are
shown in Fig. (3b) where the one-dimensional variable x
stands for the nuclei distance in the molecule. Although
reduced mass, equilibrium distance, and ionization en-
4FIG. 3: (a) Vibrational energy eigenvalues estimated via min-
imization of f(E), Eq. (13), for a Lennard-Jones type of po-
tential and for two rotational states, with J = 0 (solid line)
and with J = 8 (dash-dot line). Step width dxj = 0.95pm.
Potential energy functions given by U(x) = A/x12 − B/x6 +
J(J + 1)/(ϕx)2 where A = 0.124 × 10−12eV · nm12, B =
1.488× 10−6eV · nm6 and m = 469.4MeV/c2 . (b) Eigenfunc-
tions of the three first vibrational states for the case J = 0,
indicated by arrows in (a), are shown in the same scheme as
before (Fig. 2), i.e. in sets of 20 curves per time period of am-
plitude oscillation. Wave amplitudes are in a common scale.
Plot of U(x) (solid-thick line), J = 0, is also shown.
ergy values are close of those for the H2 molecule, the
width of the depression in U(x) is much narrow than in
the actual molecule21. It means a stronger restoring force
and hence larger energy gaps in between adjacent vibra-
tional states, which is used here for illustrative purposes
only. In this hypothetical molecule, the non-constancy
of the gap values is more evident, as can be seen in Fig.
3(a). It indicates how the exact solution would differ
from the harmonic oscillator approximation.
Precision in determining the energy of either resonant
or confined wave functions can be, in principle, very high
since the method does not have any intrinsic limitation;
as for instance the frequency distortion, or phase-lag, er-
rors of the Numerov-type methods12,13. The precision
here can be improved at the cost of CPU time when in-
creasing the resolution of the E-scans for a discretized
potential with very small step width. However, several
optimized search schemes can be developed. In the given
examples, a relative broad and constant steps of 0.4nm
already provide an accuracy of 0.3% in the position of
the transmission peak shown in Fig. 2(a). The position
of the first minimum in Fig. 3(a), which corresponds
to the energy of the fundamental state of that molecule,
i.e. E1 = −3.442eV, is obtained with a precision be-
low 0.001eV for dxj = 0.00095nm. It implies in only
200 steps in the considered range from x0 = 0.01nm to
xN = 0.2nm.
Potential functions with singularities do not compro-
mise the applicability of the presented method since only
solutions with null wave functions at the singularities are
those with physical meaning. In other words, when rep-
resenting the potential by a discretized function, a finite
value has to be assigned to the singularity. It compro-
mises mostly the modes with non-null wave functions at
the singularity, but these are artificial modes that do not
exist in the actual physical system. Occurrence of artifi-
cial modes has been observed when solving the potential
U(x) = −e2/[|x| + |ǫ|] with ǫ → 0. In this case, the
odd solutions with respect to the singularity provide the
well-known eigenvalues of the hydrogen atom.
IV. CONCLUSIONS
This work has demonstrated that any quantum sys-
tem, wherever an open or closed system, when repre-
sented by one-dimensional potential, can be solved by a
single method and within the desired numerical preci-
sion. It should also be emphasized that, in the presented
method, the quantum potentials are solved by a physical
treatment where the particle’s wave function is molded by
the same elemental action of the given force field. This is
a completely different approach of the one that is usually
taken where, once the potential is known, the problem
became the mathematical solution of a differential equa-
tion.
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