In this paper, we apply sequential decision theory for scheduling tests in genetic algorithms and investigate an efficient sampling procedure for improving its performance. We use a loss function specifically defined for our analysis and obtain sequential decision equations for the optimal procedure. We derive simplified equations so that the procedure can be applied in practice. Finally, we compare the performance of our heuristic sampling procedure with that of the original genetic algorithms.
INTRODUCTION
A genetic algorithm is an adaptive search technique based on a selection and reproduction mechanism found in the natural evolution process [1, 5, 7] . It provides a robust yet efficient search procedure in the absence of domain knowledge for guiding the search. In the past decade, many applications of genetic algorithms have been developed in such areas as system control, parameter optimization, and pattern recognition [6] .
Genetic algorithm is characterized by successive generations composed of k individuals (referred to as candidates). Each generation goes through the selection (or testing) phase and the reproduction phase. In the selection phase, candidates in the current generation are evaluated through experiments, and at the end, the normalized expected performance (or fitness) is estimated for each candidate. In the reproduction phase, a new generation is created by applying randomized genetic operators such as crossover and mutation. These operators guide the reproduction process, or search, toward regions with better fitness values. As a result, an accurate method for estimating the fitness values is crucial in the reproduction phase.
Our objective in this paper is to propose and show the usefulness of an adaptive sampling procedure in genetic algorithms using sequential decision theory [3, 4] . Since the testing process is often prone to error in the actual environment, a substantial number of samples are required to accurately estimate the fitness value of a candidate. This is not possible when the total time allowed is restricted, and only a limited number of samples can be taken. Existing studies invariably use fixed size sampling methods which take a constant number of samples for each candidate. Since it is likely that poor candidates can be determined with a small number of samples, it is not necessary to sample all candidates to the same extent. In this paper, we study more effective algorithms for allocating a limited number of tests among candidates. Figure 1 illustrates the generation and testing phases of a genetic algorithm for a generation of k candidates (c 1 . . . c k ). To allow the problem to be tractable, we assume in this paper that a) the time allowed is divided into multiple generations of size T each, b) each candidate can be tested once in unit time, c) our goal is to find better algorithms for selecting the candidates to be sampled within a generation, d) samples from different candidates are independent, and e) samples from the same candidate (c i ) are i.i.d. (independent and identically distributed) with a sample distribution f i that is defined in terms of an unknown location parameter m i and a measurement error g i .
DEFINITIONS AND ASSUMPTIONS
In Eq. Consider X X t 0 , the sample sequence observed in step t = t 0 . The possible outcomes of X X t compose the sample space Ξ t , where X X t ∈ Ξ t . Let x x i,t 0 be the sub-sequence of samples in X X t 0 associated with c i . Denoting the prior distribution of m i as h i (m), the posterior distribution h i * (m) is, from Bayes theorem,
where p (x x i,t 0 | m) represents the probability density of x x i,t 0 being observed when m i = m. Finally, we denote n i,t 0 as the number of samples drawn from c i in step t 0 . The allocation rule is then expressed as ψ = (ψ 0 . . . ψ T ), with the t'th element defined as ψ t = (n 1,t , . . . ,n k,t ), where Σ i n i,t = t, and n i,t 1 ≤ n i,t 2 if t 1 < t 2 .
SEQUENTIAL DECISION EQUATIONS
In every step t, the scheduler selects ψ t +1 , the best allocation of samples among candidates that minimizes the expected loss at the end of the current generation. Let q (Θ) be the largest mean such that
and y (q (Θ) | X X T ) be the Bayes estimator of q (Θ) given observation X X T . For an error function l (such as the squared-error function), the loss function due to sampling can be expressed as
Eq. (3) means that loss is expressed as the estimation error of the best candidate. Although the equation only assumes the best candidate, it actually expresses the loss of the entire generation as it is necessary to identify the best candidate as soon as possible in order to minimize the loss. Substituting q (Θ) by m [k ] and y (q (Θ) | X X T ) by m [k ] ,T , we can express the loss simply as
is the k'th order statistics of m.)
The equation for the expected risk is obtained as follows. Assume we have observation X X t 0 in step t 0 .
Denote P (X X) as the probability that event X X is obtained in the final step T. For a given parameter set Θ and an allocation rule ψ, the expected loss (or risk) in step T is expressed as
Note that if Θ is given, the risk in Eq. (4) 
represents the probability density that m i is the largest with value m i = m after observation X X t 0 is obtained. In Bayesian analysis, the expected risk in step T of this generation can be expressed as
Eq. (5) can be solved optimally by applying backward inference of dynamic programming. Let ψ T * = (n 1,T * . . . n k,T * )
be the optimal allocation that minimizes Eq. (5) for a given X X t . From Bellman's Principle of Optimality [8] , the optimal decision (or sampling procedure) in step t is n i,t +1 = n i,t + 1 for one of the c i ′s such that n i,t < n i,T * .
In other words, we should chose to sample any candidate i if n i,t , the number of samples obtained so far, is less than n i,T * , the number of samples prescribed by the optimal decision procedure. The solution is, therefore, straightforward if we can determine the optimal allocation (n 1,T * . . . n k,T * ).
SIMPLIFIED EQUATIONS
Although the optimal allocation can be obtained easily for k=2, its computational overhead is too high for it to be practical when k ≥ 3. In the following, we derive simplified heuristic equations for providing a feasible sampling procedure for larger values of k. The effectiveness of the approximation is confirmed by comparing the simulation result with the optimal case for k =2 (not shown due to space limitation).
When t =t 0 , P (X X t | Θ,ψ,X X t 0 ) in Eq. (4) is equal to 1 for X X t =X X t 0 and is 0 otherwise; Eq. (5) can then be simplified as
In Eq. (7), P i,t 0 * denotes the posterior probability, the probability that m i is the largest in step t 0 , where
Next, we apply the following heuristic simplifications to Eq. (7).
(ii) ∂P i * /∂n j ∼ 0 ( for all i, j ) . 
Heuristics (i) assumes that the expected estimation error, on condition that
Eq. (8) is interpreted as follows. The expected risk is a sum of the estimation error of m i weighed by the posterior probability P i * ; its value is high if a candidate with a high probability of being the best has a large estimation error, and its effect is negligible when it has the same estimation error and its probability is small.
Next, we treat the allocation that minimizes Eq. (8) as the desired allocation (n 1,t 0
and use the value as a feedback to the scheduler. Applying Lagrange multiplier to Eq. (8), it immediately follows that the following equations hold for the desired allocation.
In other words, the desired allocation equalizes each term of Eq. (9). Using the difference between the desired and the actual outputs as a feedback, our sampling policy in step t 0 is
for c i such that
We can omit the first term on both sides of Eq. (10) as Eq. (9) show that they are equal. Note that ∂n i ∂L i (n i ) is negative for all i.
EXAMPLES
In this section, we show the effect of applying our adaptive sampling procedure in a genetic search. Due to the generality of the normal distribution, we assume that the sample and the prior distributions are both normal.
The equations for the case with normal distributions is obtained as follows. Suppose candidate c i has a sample distribution N (µ i ,σ i 2 ) and a prior distribution N (µ 0 i ,σ 0 i 2 ), where only µ i is unknown. Assume in the current step, we have (n 1 . . . n k ) samples with sample means x 1 . . . x k . From Eq. (2), the posterior distribution is also nor-
When the squared error is used for l, the Bayes estimator for m i is equal to m i * , and the expected loss is expressed as L i (n i ) = σ i * 2 . The posterior probability and the gradient of the loss can then be derived as
Applying Eq. (11) to Eq. (10), we can select the candidate to be sampled next.
As an example, we compare the performance of the conventional fixed-size sampling procedure and our adaptive sampling procedure using the testbed function proposed by DeJong [2] 
x ∈ N (0,1) and ( −1.28 < a i < 1.28 ). The problem is to find out the combination (a 1 . . . a 30 ) that minimizes the expected value of y using a genetic algorithm, assuming that there is no prior knowledge about the relationship between a i and y. In our simulation study, we assume that the original genetic algorithm has a population size of 30, crossover rate of 0.6, mutation rate of 0.01, scaling window of 1, and overlapping generations [5] . We spent 90 units of the time allowed for pre-sampling in order to estimate the prior distribution and the sample variance (assumed to be common for all candidates). These estimations are updated continuously as sampling proceeds. Figure 2 shows the performance improvement with respect to sampling time averaged over 100 runs when there are 30 candidates per generation (k = 30) and 54 time units per generation (T = 54). It shows that adaptive sampling results in better candidates being selected as compared to the fixed-sampling procedure in traditional genetic algorithms.
CONCLUSIONS
Genetic algorithms represent an important class of algorithms for searching a large space of possibilities. Existing sampling procedures, however, tests a fixed number of samples for each candidate, and samples good as well as poor candidates to the same extent. These works well when the time allowed is very large. In this paper, we show that, under a fixed amount of time, better candidates can be selected by adaptive sampling based on sequential decision theory. Our results can also be extended to learning in classifier systems with noisy samples. 
