A Wong-Zakai theorem for stochastic PDEs by Hairer, Martin & Pardoux, Étienne
ar
X
iv
:1
40
9.
31
38
v2
  [
ma
th.
PR
]  
20
 A
pr
 20
15
A Wong-Zakai theorem for stochastic PDEs
April 22, 2015
Martin Hairer1 and ´Etienne Pardoux2
1 University of Warwick, UK, Email: M.Hairer@Warwick.ac.uk
2 Aix-Marseille Universite´, CNRS, Centrale Marseille, I2M, UMR 7373 13453
Marseille, France, Email: etienne.pardoux@univ-amu.fr
Abstract
We prove a version of the Wong-Zakai theorem for one-dimensional parabolic
nonlinear stochastic PDEs driven by space-time white noise. As a corollary, we
obtain a detailed local description of solutions.
Dedicated to the memory of Kiyosi Itoˆ on the occasion of the 100th anniversary
of his birth.
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1 Introduction
A series of classical results pioneered by Wong and Zakai [WZ65a, WZ65b] states
that if Bε denotes some “natural” smooth ε-approximation to a d-dimensional
Brownian motion B (for example piecewise linear approximation or convolution
with a mollifier), g and h are smooth functions, and xε denotes the solution to the
ODE
x˙ε = h(xε) + g(xε)B˙ε , (1.1)
then xε converges in probability, as ε→ 0, to the solution to the SDE
dx = h(x) dt+ g(x) ◦ dB ,
where ◦dB denotes Stratonovich integration against B.
It has been an open problem for some time to obtain an analogous result in the
case of stochastic PDEs driven by space-time white noise of the type
du = ∂2xu dt+H(u) dt+G(u) dW (t) . (1.2)
The problem is that there is no Stratonovich formulation for such an equation
since the Itoˆ-Stratonovich correction term would be infinite. It is formally given by
1
2
G′(u)G(u) trQ where tQ is the covariance operator ofW (t). In the case of space-
time white noise, Q is the identity operator on L2, which is of course not trace
class. On the other hand, we know that if one subtracts a suitable correction term
from the random ODE (1.1), then it is possible to ensure that solutions converge to
the Itoˆ solution. More precisely, if one considers the sequence of equations given
by
x˙ε = h(xε)− 1
2
Dg(xε) g(xε) + g(xε)B˙ε , (1.3)
then xε converges, as ε→ 0, to the Itoˆ solution to dx = h(x) dt + g(x) dB. Since
the Itoˆ solution is the only “natural” notion of solution available for (1.2), this
suggests that if one considers approximations of the type
∂tuε = ∂
2
xuε +H(uε)− CεG′(uε)G(uε) +G(uε) ξε , (1.4)
where ξε denotes an ε-approximation to space-time white noise andCε is a suitable
constant which diverges as ε → 0, then one might expect uε to converge to the
solution to (1.2), interpreted in the Itoˆ sense.
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The main result of this article demonstrates that this is almost the case, at least
for a large class of Gaussian approximations to space-time white noise, and on
bounded domains. While it is true that the solutions uε to (1.4) converge to a limit
if Cε is suitably chosen, it is not true in general that this limit is given by the Itoˆ
solution to (1.2). Instead, the limit solves the same equation, but with a modified
drift term H . Alternatively, this can be formulated as stating that, in order to
obtain the limiting equation (1.2), the “correct” approximations are of the form
(1.4), but with H replaced by some different nonlinearity H¯ . It furthermore turns
out that the constants describing H¯ are not universal, but depend on the details of
the regularisation ξε.
In order to formulate our results more precisely, we fix an even (in the sense
that ̺(t, x) = ̺(t,−x)), smooth, compactly supported function ̺ : R2 → R with∫
̺ = 1 and we set
̺ε(t, x) = ε−3̺(ε−2t, ε−1x) , c̺ =
∫
P (z)(̺ ⋆ ̺)(z) dz , (1.5)
where P denotes the heat kernel on R and ⋆ denotes space-time convolution. Here
and everywhere in the paper, we use the parabolic scaling, which means that t
is rescaled as if it were a 2–dimensional variable. The distance associated to this
scaling is defined by |(t, x)| =√|t|+ |x|. We also define our regularised noise ξε
by
ξε(t, x) =
∫ ∞
−∞
〈̺ε(t− s, x− ·), dW (s)〉 , (1.6)
where W is the cylindrical Wiener process driving (1.2). Finally, we will assume
from now on that the spatial variable x takes values in the one-dimensional torus
S1, so that 〈·, ·〉 denotes the scalar product in L2(S1). With these notations at hand,
the main result of this article is as follows.
Theorem 1.1 LetH andG be of classes C2 and C5 respectively, both with bounded
first derivatives, let u denote the solution to (1.2), and let uε denote the classical
solution to the random PDE (1.4) with Cε = ε−1c̺ and H replaced by
H¯(u) = H(u)− c(1)̺ G′(u)3G(u)− c(2)̺ G′′(u)G′(u)G2(u) , (1.7)
for some constants c(i)̺ possibly depending on ̺ but not on ε. Both solutions are
started with the same initial condition uε(0, ·) = u(0, ·) ∈ C(S1).
Then, there exists a choice of c(i)̺ such that, for any T > 0, one has
lim
ε→0
sup
(t,x)∈[0,T ]×S1
|u(t, x)− uε(t, x)| = 0 ,
in probability. Moreover, for any α ∈ (0, 1
2
) and t > 0, the restriction of uε to
[t, T ]× S1 converges to u in probability for the topology of Cα/2,α.
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Before we proceed, let us remark on several possible straightforward (and not
so straightforward) extensions to Theorem 1.1, as well as a few reality-checks.
Remark 1.2 There are explicit formulae for the constants c(i)̺ , see Section 2 be-
low. One important remark is that if we set ̺(t, x) = δ−1 ˜̺(δ−1t, x) for some fixed
˜̺ and let δ → 0, then we have c(i)̺ → 0. This is not too surprising since it in-
tuitively corresponds to first removing the temporal regularisation at fixed spatial
regularisation (there, traditional generalisations of the Wong-Zakai theorem apply
and only an Itoˆ-Stratonovich correction term appears) and then only removing the
spatial regularisation, under which we know that (1.2) is stable [DPZ92].
Remark 1.3 As will be clear, our proof automatically yields a situation analo-
gous to that arising when building a solution theory to finite-dimensional SDEs
using the theory of rough paths [LCL07] (see also [GT10] for an earlier attempt in
this direction in the context of evolution equations): one obtains a natural notion
of solution to (1.2) which is pathwise, i.e. defined for some set of measure 1 inde-
pendent of the initial condition and even of the choice of nonlinearities G and H .
Note however that even if G and H are bounded with bounded derivatives of all
orders, our construction does not yield the existence of a stochastic flow, but only
of local solutions. The reason in a nutshell is that in order to obtain our conver-
gence result we reformulate (1.4) as a fixed point problem in a space of functions
of high “regularity” (where regularity is to be understood in an unconventional
sense though). In this space, just like in the classical spaces Cα for α > 1, the map
u 7→ G(u) is not globally Lipschitz continuous, even if all derivatives of G are
bounded. As a consequence, we cannot rule out that exceptional realisations of
the driving noise and exceptional initial conditions lead to a finite-time blow-up.
Remark 1.4 Using the same methodology, one can also treat systems of equa-
tions of the type
dui = ∂
2
xui dt+Hi(u) dt+Gij(u) dWj(t) ,
with summation over repeated indices implied and Wj a finite collection of i.i.d.
cylindrical Wiener processes. The only difficulty that arises is notational, so we
will stick to the case of one single equation.
In the multi-dimensional case, it is however not obvious a priori how indices
are paired in the correction terms. The “Itoˆ-Stratonovich” correction multiply-
ing Cε has the same pairing of indices as in the case of classical SDEs, namely
∂kGij(u)Gkj(u), with summation over k and j implied. Keeping track of the in-
dices in (4.10) below shows that the additional order 1 correction term is given
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by
H¯i(u) = Hi(u)− c(1,1)̺ ∂kGij(u) ∂ℓGkm(u) ∂nGℓj(u)Gnm(u)
− c(1,2)̺ ∂kGij(u) ∂ℓGkm(u) ∂nGℓm(u)Gnj(u)
− c(2,1)̺ ∂2kℓGij(u) ∂mGkn(u)Gmj(u)Gℓn(u)
− c(2,2)̺ ∂2kℓGij(u) ∂mGkj(u)Gmn(u)Gℓn(u) ,
(1.8)
with implied summation over repeated indices. The constants c(i,j)̺ appearing in
this expression will be given in Section 2 and are such that c(1)̺ = c(1,1)̺ + c(1,2)̺ and
similarly for c(2)̺ .
Remark 1.5 The appearance of a correction term involving second derivatives
of G explains why we need G to be at least of class C3. The reason why we
actually need it to be of class C5 is twofold. First, at this level of “irregularity”,
one could in principle also have the appearance of correction terms involving the
third derivative of G. (See in particular the right hand side of (4.10) below.) In our
case however, the corresponding term vanishes thanks to the specific properties
of Gaussian random variables. Second, in order to guarantee that the expression
(4.10) below belongs to Dγ,η for some γ > 0, we need some control on the next
order terms, so that some additional regularity beyond C4 is required.
Remark 1.6 If, in the first expression of (2.1), we assume that the integration
variable z is real-valued and that P is the Heaviside function (which is nothing
but the Green’s function for the differential operator ∂t on R), then we obtain
c̺ =
1
2
, independently of ̺, as a consequence of the fact that ̺(2) is symmetric and
integrates to 1. This shows that the dominant correction term is indeed compatible
with its interpretation as an Itoˆ-Stratonovich correction.
Remark 1.7 In law, the noise ξε(t, x) is the same as ε−3/2ξ1(ε−2t, ε−1x). It is
then natural to ask whether a similar Wong-Zakai theorem still holds if one sets
ξε(t, x) = ε−3/2ξ1(ε−2t, ε−1x), but with ξ1 an arbitrary (non-Gaussian) space-time
stationary process with sufficiently rapid mixing properties. It is at this stage still
unclear whether (1.4) is the correct approximation in this case, as there may be
additional correction terms needed. In particular, it seems plausible that correction
terms of order ε−1/2 appear in general.
Remark 1.8 If one sets ξε(t, x) = ε−1ξ1(ε−2t, ε−1x), then the sequence of solu-
tions to (1.4) with Cε = 0 converges to a deterministic limit, given by the solution
to the corrected PDE
∂tu = ∂
2
xu+H(u) + c̺G′(u)G(u) .
See [PP12] for a treatment of the linear case.
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Remark 1.9 The results presented in this article are somewhat orthogonal to the
results of [HW13] where the authors considered a more general class of (also
possibly vector-valued) equations of the type
du = ∂2xu dt+H1(u) dt+H2(u)∂xu dt+G(u) dW ,
for W an L2-cylindrical Wiener process. Indeed, the problems tackled in [HW13]
include a larger class of equations and allows to consider approximations where
the linear operator ∂2x is replaced by a quite general ε-approximation to the Lapla-
cian. However, the allowable approximations to W included only spatial regu-
larisations (with the integral already treated as an Itoˆ integral for ε > 0), while
the whole point of the current article is to allow for space-time regularisations. In
particular, no additional correction term appears in [HW13].
Theorem 1.1 is a consequence of a much stronger convergence result given
in Theorem 4.7 below. The statement of this stronger result does however first
require the introduction of the algebraic / analytical machinery of regularity struc-
tures developed in [Hai14b], so we refrain from stating it here. As a consequence
of this stronger result, one immediately obtains a number of results that have tra-
ditionally been considered out of the scope of current techniques of proof. For
example, it immediately follows that solution to (1.2) are locally continuous with
respect to their initial condition in a pathwise sense, rather than just in probability.
Corollary 1.10 Let H be C2 and G be C5, both with bounded first derivatives.
Then, for every u0 ∈ C(S1), every T > 0, and every δ > 0, there exists a
neighbourhood U of u0, an event Ω0 ⊂ Ω with P(Ω0) > 1 − δ and a map
Φ: U × Ω → C([0, T ] × S1) such that Φ(·, ω) is continuous for every ω ∈ Ω0
and such that Φ(u¯0, ·) solves (1.2) with initial condition u¯0 for every u¯0 ∈ U .
One also obtains the following very sharp regularity result (see for example
the recent article [KSXZ13] for a similar but weaker result):
Corollary 1.11 LetH andG be of class C2 and C5 respectively, both with bounded
first derivatives, and let u denote the solution to (1.2). Let furthermore v denote
the solution to the linear equation
dv = ∂2xv dt+ dW , v(0, x) = 0 .
Then, for every random space-time point (t, x) ∈ R+× S1 and every κ > 0, there
exists a random constant C such that the bound
|u(s, y)− u(t, x)−G(u(t, x))(v(s, y)− v(t, x))| ≤ C(
√
|t− s|+ |x− y|)1−κ ,
holds uniformly over y ∈ S1 and |t− s| < 1 ∧ |t|/2.
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Remark 1.12 Note here that the time t does not need to be a stopping time! This
is a consequence of the pathwise nature of our analysis.
As a final application of our results, we can show that if the solutions to two
stochastic PDEs driven by the same realisation of the noise and with the same
diffusion coefficient G cross, then they are tangent to even higher order at their
intersection.
Corollary 1.13 Let H , H¯ and G be C2, C2 and C5 respectively with bounded first
derivatives and let u and u¯ denote the solutions to (1.2), as well as the same
equation with H replaced by H¯ . Let (t, x) ∈ R+ × S1 be a random space-time
point such that u(t, x) = u¯(t, x) and let κ > 0.
Then, there exist random constants C and D such that
|u(s, y)− u¯(s, y)−D(y − x)| ≤ C(|t− s|+ |x− y|2) 34−κ ,
holds uniformly for (s, y) in a compact subset of R+ × S1. (With C depending on
the set.) If one has H = H¯ and one knows furthermore that u(s, y) ≥ u¯(s, y) in a
region of the type {(s, y) : |x− y| ≤ δ & s ∈ (t− δ, t]} for some δ > 0, then this
bound improves to
|u(s, y)− u¯(s, y)−D1(t− s)−D2(y − x)2| ≤ C(|t− s|+ |x− y|2) 54−κ ,
and furthermore D1, D2 ≥ 0.
Remark 1.14 The assumption that H and G have bounded first derivatives en-
sures the existence of global solutions to (1.2), which makes the statement easier
to formulate. It is straightforward to localise the statements to cover situations
with possible blow-ups.
Remark 1.15 The main result of this paper, in the particular case H ≡ 0 and
G(u) = u, is equivalent to the convergence to its Hopf–Cole solution of the reg-
ularised KPZ equation. Indeed, consider equation (1.4) with H(u) = −c(1)̺ u
and G(u) = u, and with an initial condition which satisfies uε(0, x) > 0, for all
x ∈ S1, which implies that the same is true for uε(t, x) for all t > 0, x ∈ S1. Let
now Zε(t, x) = log[uε(t, x)]. Dividing (1.4) by uǫ, we obtain that
∂tZε = ∂
2
xZε + (∂xZε)2 − c(1)̺ − Cε + ξε.
A consequence of Theorem 1.1 is that Zǫ(t, x) → Z(t, x) := logu(t, x), where u
solves the SPDE
du = ∂2xu dt+ u dW (t)
in the Itoˆ sense, i.e. Z is the Hopf–Cole solution of the KPZ equation. This result
was implicit in [Hai13, Hai14b] but not formulated there in detail. It is also used in
[HQ14] to identify the limit for a class of weakly asymmetric interface fluctuation
models as being the Hopf–Cole solution of the KPZ equation.
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2 Values of constants
In this section, we give explicit expressions for c(1)̺ and c(2)̺ and we discuss the lim-
iting behaviours of these constants under scalings of the type ̺ = δ−1 ˜̺(δ−1t, x)
and ̺ = δ−1 ˜̺(t, δ−1x). This allows us to also consider different scaling be-
haviours for the noise.
Denoting by P the heat kernel (with the convention that P (t, x) = 0 for t ≤ 0),
by δ the Dirac at the origin, and using the shorthand ̺(2) = ̺ ⋆ ̺, the constants c(i)̺
are given by the expression
c(i)̺ = c
(i,1)
̺ + c
(i,2)
̺ ,
with
c(1,1)̺ =
∫
P (z1)P (z2)P (z3) ̺(2)(z1 + z2)̺(2)(z2 + z3)
3∏
i=1
dzi ,
c(1,2)̺ =
∫
P (z1)P (z2)(P (z3) ̺(2)(z3)− c̺δ(z3))̺(2)(z1 + z2 + z3)
3∏
i=1
dzi ,
c(2,1)̺ =
∫
P (z1)P (z2)P (z3) ̺(2)(z1 + z2)̺(2)(z2 − z3)
3∏
i=1
dzi , (2.1)
c(2,2)̺ =
∫
P (z1)P (z2)(P (z3) ̺(2)(z3)− c̺δ(z3))̺(2)(z1 − z2 + z3)
3∏
i=1
dzi .
Here, the integration variables zi are space-time variables and are integrated over
all of R2. More concisely, if we draw a node for each integration variable, a
special node for the origin, an arrow for the heat kernel (evaluated at the differ-
ence between the two variables that it connects), and a dotted line for ̺(2) (also
evaluated at the difference between the two variables that it connects), then (2.1)
can be rewritten much more concisely and suggestively as
c̺ = , c
(1,1)
̺ = , c
(1,2)
̺ = R ,
c(2,1)̺ = , c
(2,2)
̺ = R ,
(2.2)
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where the symbol R inside a loop indicates that it was “renormalised” by subtract-
ing a delta-function with weight identical to the integral of the kernel represented
by the loop. In this case, the kernel in question is P̺(2) and its integral is pre-
cisely c̺. This kind of notation will be used extensively in Section 5 below, so
we urge the reader to familiarise themselves with the link between (2.2) and (2.1).
Note also that in this particular case, the location on the graph of the distinguished
variable representing the origin does not matter.
The fact that the integrals depicted by (2.2) converge (and the precise meaning
of the ones involving “renormalisation”) is not completely obvious, so we will
discuss this now.
2.1 Convergence of the renormalisation constants
The convergence of the integral defining c̺ is very easy to verify, so we focus
on the remaining four terms. There are three issues with the definitions (2.2):
integrability of the expressions at short scales, integrability at large scales, and the
meaning of the “renormalised” integrals. Regarding integrability at small scales,
it is very easy to convince oneself that this is not a problem, thanks to the relatively
mild singularity of the heat kernel and the boundedness of the function ̺(2).
Regarding the integrability at large scales, we first consider the terms c(i,1)̺ . For
these terms, we see that thanks to the fact that P (t, x) = 0 for t < 0 and ̺(2) is
compactly supported, the time variables take values in a compact domain. Picto-
rially, if two nodes are connected by ̺(2) like this , then the corresponding
time variables can be separated by at most a fixed finite distance. Furthermore, for
any configuration of the type (here, the direction of the arrows does
matter), the time coordinate of the middle variables has to lie between the time
coordinates of the other two. Since, for any fixed time, the heat kernel decays
exponentially fast in the space variable, this shows that the expressions for the
constants c(i,1)̺ are well-defined.
Regarding c(1,2)̺ , we can simply rewrite it as
c(1,2)̺ = − c̺
Using the same considerations as those used to bound c(i,1)̺ , we conclude that each
of these two terms converges separately.
The constant c(2,2)̺ is a little bit more delicate to bound. Indeed, if we decom-
pose it as we did for c(1,2)̺ , then we see that each of these terms taken individu-
ally diverges. This can be easily seen for the second term, since this is given by∫
̺(2)(z1 − z2)P (z1)P (z2) dz1 dz2 and |P (z)|2 decays like |z|−2 which is far from
being integrable at large scales. (Recall that we endow R2 with the parabolic dis-
tance which, for z = (t, x), is given by |z| = |x|+√|t|. When endowed with the
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parabolic scaling, the scaling dimension of R2 is equal to 3, so we are one whole
power short of being integrable, and not just borderline.) Denote now by Q the
distribution formally given by Q(z) = P (z)̺(2)(z)− c̺ δ0(z), then c(2,2)̺ should be
interpreted as
c(2,2)̺ =
∫
̺(2)(z1 − z2)(P ⋆ Q)(z1)P (z2) dz1 dz2 .
A finite bound on this expression then follows immediately from the following
very simple result.
Lemma 2.1 There exists a constant C such that the function P ⋆Q is bounded by
C(|z|−1 ∧ |z|−3), uniformly in z.
Proof. We use the the fact thatQ has compact support (since ̺, hence also ̺(2), has
this property), integrates to 0 and is even in the spatial variable. As a consequence,
it annihilates every function of the form (t, x) 7→ a + bx with a, b ∈ R. The
claim then follows immediately from [Hai14b, Prop. A.1] (applying it with A =
{(0, 0), (0, 1)}), combined with the scaling properties of P .
2.2 Non-parabolic scalings: spatial regularisation
The case of purely spatial regularisation formally corresponds to ̺(t, x) = δ0(t) ¯̺(x)
(with δ0 the Dirac distribution centred at the origin). In general, one could con-
sider a regularisation of the noise of the type ξε = ε−(1+β)/2ξ1(ε−βt, ε−1x) for
some β > 2, which corresponds to the case where we consider approximations
that are “more regular” in space than in time. We can recast this in the previ-
ous framework, but now ̺ (or rather ̺(2) since this is all that ever matters for the
calculation of our constants) is replaced by
̺(2)δ (t, x) = δ−1̺(2)(δ−1t, x) , δ = εβ−2 . (2.3)
With such a choice, we then obtain
c̺ = c̺(δ) =
∫
P (z) ̺(2)δ (z) dz → c̺(0) =
∫ ∞
0
̺(2)(t, 0) dt ,
which is consistent with the results obtained in [PP12, HPP13].
We claim that the constants c(i,j)̺ converge to 0 as δ → 0 if the regularisation
̺(2) is of the form (2.3). Regarding the constants c(i,2)̺ , it is straightforward to see
that, weakly, one has P̺(2)δ → c̺(0) δ0, so that these two constants do indeed con-
verge to 0 as δ → 0. Regarding the constants c(i,1)̺ , we obtain an upper bound on
their absolute values by replacing ̺(2)δ (t, x) by the function δ−11|t|<δ(t, x). For any
fixed values of the three time variables, the integration over the spatial variables
VALUES OF CONSTANTS 11
is then bounded by δ−2 as a simple consequence of the fact that
∫
P (t, x) dx = 1
for every t. (The factor δ−2 comes from the two factors ̺(2)δ .) Since the time vari-
ables are bounded by some multiple of δ and there are three time integrals, we
conclude that |c(i,1̺ )| ≤ Cδ for some C, so that they also converge to 0. This is
also consistent with [BMS95, Thm 1.11], where the authors obtain a convergence
result similar in spirit to our Theorem 1.1, but with ξε given by a regularisation of
space-time white noise at scale ε in space and scale exp(−c/ε) (which is of course
much smaller than ε2) in time.
2.3 Non-parabolic scalings: temporal regularisation
The case of temporal regularisation is much less obvious, and this was already the
“difficult case” in [PP12, HPP13]. This time, we consider a regularisation of the
noise of the type ξε = ε−1+
β
2 ξ1(ε−2t, ε−βx) for some β > 1. Again, we can recast
this into our framework, with ̺(2) replaced by
̺(2)δ (t, x) = δ−1̺(2)(t, δ−1x) , δ = εβ−1 .
With this choice it is then straightforward to verify that one has
c̺ =
∫
P (z) ̺(2)δ (z) dz →
∫ ∞
0
¯̺(t)√
4πt
dt ,
where we used the shorthand notation ¯̺(t) = ∫R ̺(2)(t, x) dx. This is due to the fact
that ̺(2)δ degenerates to a Dirac delta-function in the spatial variable and P (t, 0) =
1/
√
4πt. Inspection of (2.1), combined with the fact that the heat kernel P satisfies
the identities ∫
R
Ps(x)Pt(x) dx = 1√
4π(s+ t) ,∫
R
Ps(x)Pt(x)Pu(x) dx = 1
4π
√
st+ tu+ su
,
yields furthermore the expressions
c(1)̺ =
1
4π
∫
R3+
¯̺(t+ s) ¯̺(t+ u)√
st+ tu+ su
ds dt du
+
1
4π
∫
R3+
¯̺(t+ u+ s)√
t+ s
( ¯̺(u)√
u
− c̺ δ(u)
)
du ds dt ,
c(2)̺ =
1
4π
∫
R3+
¯̺(t− s) ¯̺(t + u)√
st+ tu+ su
ds dt du
+
1
4π
∫
R3+
¯̺(t+ u− s)√
t+ s
( ¯̺(u)√
u
− c̺ δ(u)
)
du ds dt ,
for the constants governing the remaining two correction terms.
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3 Regularity structures
In order to prove the type of convergence result mentioned in the introduction, we
make use of the theory of regularity structures developed in [Hai14b]. A complete
self-contained exposition of the theory is of course beyond the scope of this article,
so we will content ourselves with a short summary of the theory’s main concepts
and results, when specialised to the specific example of the class (1.2). For a more
concise exposition of the general theory, see also the lecture notes [Hai14a], as
well as [FH14, Chapter 15].
The main ingredient of the theory is that of a regularity structure. This consists
first of a graded vector space T =⊕α∈A Tα where A denotes a set of real-valued
indices (called homogeneities) that is locally finite and bounded from below. In
our specific situation, each of the spaces Tα is finite-dimensional and comes with
a distinguished canonical basis. The space T also comes endowed with a group G
of continuous linear transformations of T with the property that, for every Γ ∈ G,
every α ∈ A, and every τ ∈ Tα one has
Γτ − τ ∈
⊕
β<α
Tβ . (3.1)
The canonical example to keep in mind is the space T¯ = ⊕n∈N T¯n of abstract
polynomials in finitely many indeterminates, with A = N and T¯n denoting the
space of monomials that are homogeneous of degree n. In this case, a natural
group of transformations G acting on T¯ is given by the group of translations,
which does indeed satisfy (3.1).
3.1 Specific regularity structure
The regularity structure that is relevant for the analysis of (1.2) is built in the fol-
lowing way. First, we start with the regularity structure T¯ given by all polynomi-
als in two indeterminates, let us call them X1 and X0, which denote the space and
time directions respectively. We do however endow these with the usual parabolic
space-time scaling so that each factor of the “time” variable X0 increases the ho-
mogeneity by 2. In particular, one has 1 ∈ T¯0, X1 ∈ T¯1, X0 ∈ T¯2, X21 ∈ T¯2,
etc.
We then introduce two additional symbols, Ξ and I, which will be interpreted
as an abstract representation of the driving noise ξ and of the operation of con-
volution with the heat kernel respectively. Fixing some (sufficiently small in the
sequel) exponent κ > 0, we then define T− 3
2
−κ as the copy of R with unit vector de-
noted by Ξ and we postulate that if τ is some formal expression with homogeneity
|τ | = α, then I(τ ) is a new formal expression with homogeneity |I(τ )| = α + 2.
Furthermore, we also postulate that I(Xk) = 0 for every multiindex k. (Here,
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for k = (k0, k1), we have used the shorthand Xk = Xk00 Xk11 .) See Section 3.3
below, and in particular (3.8), for an interpretation of this fact. Furthermore, if
τ, τ¯ are formal expressions with respective homogeneities α, α¯, then τ τ¯ = τ¯ τ is
postulated to be a new formal expression with homogeneity α+ α¯.
A few examples of formal expression with their respective homogeneities that
can in principle be built in this way are given by
|X0Ξ| = 1
2
− κ , |ΞI(Ξ)| = −1− 2κ , |Ξ2I(Ξ)2| = −2− 4κ . (3.2)
In order to define our regularity structure T , we do not keep all of these formal
expressions, but only those that are actually useful for the abstract reformulation
of (1.2). More precisely, we consider a collection U of formal expressions which
is the smallest collection containing 1, X0, and X1, and such that
τ ∈ U ⇒ I(τ ) ∈ U ,
τ ∈ U ⇒ I(Ξτ ) ∈ U , (3.3)
τ, τ¯ ∈ U ⇒ τ τ¯ ∈ U .
We then set
W = U ∪ {Ξτ : τ ∈ U} ,
and we define T as the set of all linear combinations of elements in W . Naturally,
Tα consists of those linear combinations that only involve elements in W that are
of homogeneity α. Furthermore, W is the previously announced set of canonical
basis elements of T . In particular, T contains the first two expressions of (3.2),
but not the last one. It follows furthermore from [Hai14b, Lemma 8.10] that, for
every α ∈ R, W contains only finitely many elements of homogeneity less than
α, so that each Tα is finite-dimensional and A ∩ (−∞, α] is finite.
We also decompose T into a direct sum as
T = TΞ ⊕ TU , (3.4)
where TU is the linear span of U and TΞ is the linear span of ΞU , which are all
those symbols in W containing a factor Ξ.
3.2 Structure group
Let us now describe the structure group G associated to the space T . For this, we
first introduce T+, the free commutative algebra generated by the formal expres-
sions
W+ def= {X0, X1} ∪ {Jk(τ ) : τ ∈ W \ T¯ , |k| < |τ |+ 2} , (3.5)
where k is an arbitrary 2-dimensional multiindex and |k| denotes its “parabolic
length”, i.e.
|k| = 2k0 + k1 .
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In other words, T+ consists of all linear combinations of products of formal ex-
pressions in W+. We will view Jk as a map from T into T+ by postulating that
it acts linearly on T and that Jk(τ ) = 0 for those formal expressions τ for which
|τ | + 2 ≤ |k| or τ ∈ T¯ . Note that for the moment, elements of T+ are formal ob-
jects. They will be used later on to index matrix elements for some useful linear
transformations on T . We will give explicit formulae for the relations between
these formal expressions and the numbers they represent in Section 3.3.
With this definition at hand, we construct a linear map ∆: T → T ⊗ T+ in
a recursive way. In order to streamline notations, we shall write τ (1) ⊗ τ (2) as
a shorthand for ∆τ . (This is an abuse of notation, following Sweedler, since in
general ∆τ is a linear combination of such terms.) We then define ∆ via the
identities
∆1 = 1⊗ 1 , ∆Ξ = Ξ⊗ 1 , ∆Xi = Xi ⊗ 1 + 1⊗Xi , (3.6)
and then recursively by the following relations:
∆ττ = τ (1)τ (1) ⊗ τ (2)τ (2) ,
∆I(τ ) = I(τ (1))⊗ τ (2) +
∑
ℓ,k
Xℓ
ℓ!
⊗ X
k
k!
Jℓ+k(τ ) . (3.7)
For any linear functional f : T+ → R, we can now define in a natural way a map
Γf : T → T by
Γfτ = (I ⊗ f )∆τ .
Let now G+ denote the set of all such linear functionals f which are multiplicative
in the sense that f (τ τ¯ ) = f (τ )f (τ¯ ) for any two elements τ, τ¯ ∈ T+. With this
definition at hand, we set
G = {Γf : f ∈ G+} .
It is not difficult to see that these operators satisfy the property (3.1), but it is a
highly non-trivial fact that the set G of these linear operators does indeed form a
group under composition, see [Hai14b, Sec. 8.1].
Remark 3.1 As a matter of fact, we will never need to consider the full space T
as defined above, but it will be sufficient to consider the subspace generated by all
elements of homogeneity less than some large enough number ζ . In practice, it
actually turns out to be sufficient to choose any ζ > 3
2
+ κ, except when proving
Corollary 1.13 for which we require ζ = 5/2.
Remark 3.2 As a consequence of (3.6), (3.7), and the fact that linear functionals
in G+ are multiplicative, one has ΓΞ = Ξ and Γ(τ τ¯ ) = (Γτ )(Γτ¯ ) for every Γ ∈ G
and every τ, τ¯ ∈ T such that the product τ τ¯ also belongs to T .
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3.3 Models
Now that we have fixed our algebraic regularity structure (T ,G), we introduce a
family of analytical objects associated to it that will play the role of Taylor polyno-
mials in our theory in order to allow us to describe solutions to (1.2) locally, up to
arbitrarily high order, despite the fact that they are not smooth in the conventional
sense.
From now on, we also fix a value ζ ≥ 2 as in Remark 3.1 and we set T =⊕
α∈A :α≤ζ Tα. This also has the advantage that T itself is finite-dimensional so
we do not need to worry about topologies. In order to describe our “polynomial-
like” objects, we first fix a kernel K : R2 → R with the following properties:
1. The kernel K is compactly supported in {x2 + |t| ≤ 1}.
2. One has K(t, x) = 0 for t ≤ 0 and K(t,−x) = K(t, x).
3. For (t, x) with x2 + t < 1/2 and t > 0, one has
K(t, x) = 1√
4πt
e−
x2
4t ,
and K is smooth on {x2 + |t| ≥ 1/4}.
4. For every polynomial Q : R2 → R of parabolic degree less than ζ , one has
∫
R2
K(t, x)Q(t, x) dx dt = 0 . (3.8)
in other words, K has essentially all the properties of the heat kernel P , except
that it is furthermore compactly supported and satisfies (3.8). The constants 1/2
and 1/4 appearing in the third point are of course completely arbitrary as long as
they are strictly between 0 and 1. The existence of a kernel K satisfying these
properties is very easy to show.
We now denote by S ′ the space of Schwartz distributions on R2 and byL(T ,S ′)
the space of (necessarily continuous) linear maps from T to S ′. Furthermore,
given a continuous test function ϕ : R2 → R and a point z = (t, x) ∈ R2, we set
ϕλz (z¯) = λ−3ϕ((λ−2(t¯− t), λ−1(x¯− x)) ,
where we also used the shorthand z¯ = (t¯, x¯). Finally, we write B for the set of
functions ϕ : R2 → R that are smooth, compactly supported in the ball of radius
one, and with their values and both first and second derivatives bounded by 1.
Given a kernel K as above, we then introduce a set M of admissible models
which are analytical objects built upon our regularity structure (T ,G) that will
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play a role for our solutions that is similar to that of the usual Taylor polynomials
for smooth functions. An admissible model consists of a pair (Π, F ) of functions
Π: R2 → L(T ,S ′) F : R2 → G
z 7→ Πz z 7→ Fz
with the following properties. First, writing γzz¯ ∈ G+ for the element such that
F−1z ◦ Fz¯ = Γγzz¯ , we impose that they satisfy the analytical bounds
|(Πzτ)(ϕλz )| . λ|τ | , |γzz¯(τ¯ )| . |z − z¯||τ¯ | , (3.9)
uniformly over ϕ ∈ B, λ ∈ (0, 1], τ ∈ W , and τ¯ ∈ W+. Here, with the same
shorthand as before, we set
|z − z¯| = |x− x¯|+
√
|t− t¯| .
Also, the proportionality constants implicit in the notation . are assumed to be
bounded uniformly for z and z¯ taking values in any compact set. We furthermore
assume that one has the algebraic identity
ΠzF
−1
z = Πz¯F
−1
z¯ , (3.10)
valid for every z, z¯ in R2.
Remark 3.3 We will write fz for the element in G+ such that Fz = Γfz and
we will provide explicit expressions for fz. We will also use interchangeably
the notations (Π, F ) and (Π, f ) for the model. Note also that there is an explicit
formula for the bilinear map giving γzz¯ in terms of fz and fz¯, but its expression
is somewhat complicated and of no particular use for this article. See [Hai14b,
Section 8.1] for more details.
Finally, and this is why our models are called admissible, we assume that, for
every multiindex k,
(ΠzX
k)(z¯) = (z¯ − z)k , fz(Xk) = (−z)k , (3.11a)
and that, for every τ ∈ W with I(τ ) ∈ T (since we truncated T , this is not the
case for all τ ), one has the identities
fz(Jkτ ) = −
∫
R2
DkK(z − z¯)(Πzτ)(dz¯) , |k| < |τ |+ 2 , (3.11b)
(ΠzIτ)(z¯) =
∫
R2
K(z¯ − z¯)(Πzτ)(dz¯) +
∑
k
(z¯ − z)k
k!
fz(Jkτ ) . (3.11c)
Recall that we have set Jkτ = 0 if |k| ≥ |τ | + 2, so that the sum on the second
line is finite. It is not clear in principle that these integrals converge, but it turns
out that the analytical conditions (3.9) guarantee that this is always the case, see
[Hai14b, Sec. 5].
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Remark 3.4 Note that since fz ∈ G+, so that it is multiplicative, (3.11a) and
(3.11b) do specify fz (and therefore Fz) completely once we know Πz. There is
therefore quite a lot of rigidity in these definitions, which makes the mere exis-
tence of admissible models a highly non-trivial fact.
Remark 3.5 Building further on Remark 3.4, it actually turns out that if Π: R2 →
L(T ,S ′) satisfies the first analytical bound in (3.9) and is such that, for F defined
from Π via (3.11), one has the identities (3.11) and (3.10), then the second analyt-
ical bound in (3.9) is automatically satisfied. This is a consequence of [Hai14b,
Thm. 5.14].
Given any smooth space-time function ξε, there is a canonical way of building
an admissible model Ψ(ξε) = (Πε, f ε) as follows. First, we set ΠεzΞ = ξε, indepen-
dently of z, and we define it on Xk as in (3.11a). Then, we define Πεz recursively
by (3.11c), as well as the identity
(Πεzτ τ¯ )(z¯) = (Πεzτ)(z¯)(Πεz τ¯)(z¯) . (3.12)
Note that this is only guaranteed to makes sense if ξε is a function! It was shown
in [Hai14b, Prop. 8.27] that if we furthermore define f ε via (3.11), then this does
indeed define an admissible model for every continuous function ξε. It is however
very important to keep in mind that not every admissible model is obtained in this
way, or even as a limit of such models! This will be very important in Section 4
below when we discuss the renormalisation procedure that relates (1.2) to (1.4).
In our case, we would like to define a limiting random model (Πˆ, fˆ ), naturally
called the “Itoˆ model”, based on ξ being space-time white noise. One could imag-
ine doing this in a very natural way as follows. As before, one sets ΠˆzΞ = ξ and
ΠˆzX
k as in (3.11a). In other words, we have the identity
(ΠˆzΞ)(ψ) =
∫ ∞
−∞
〈ψ(t, ·), dW (t)〉 ,
where W is our L2-cylindrical Wiener process.
We will only consider admissible models, so it is again the case that once we
know Πˆzτ , ΠˆzI(τ ) is determined by (3.11), so it remains to define Πˆzτ τ¯ . To do
this, recall the decomposition T = TΞ ⊕ TU as in (3.4). It is straightforward to
verify that the structure group G+ leaves both of these subspaces invariant and
that |τ | > 0 for every τ ∈ U \ {1}. It then follows from [Hai14b, Prop. 3.28] that
if (Π, f ) is a model, then Πzτ is a continuous function for every τ ∈ TU . As a
consequence, if τ, τ¯ ∈ U , we can again define Πˆzτ τ¯ by
(Πˆzτ τ¯ )(z¯) = (Πˆzτ)(z¯) (Πˆz τ¯ )(z¯) .
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It remains to define Πˆz on elements of the form Ξτ with τ ∈ TU . In this case, it
would seem natural to postulate that ΠˆzΞτ is a random distribution which acts on
test functions ψ by
(ΠˆzΞτ)(ψ) =
∫ ∞
−∞
〈ψ(s, ·) (Πˆ(t,x)τ)(s, ·), dW (s)〉 . (3.13)
Unfortunately, things are not quite that easy. Indeed, for this to make sense as an
Itoˆ integral, we need the integrand to be adapted. This is unfortunately the case
only if the support of ψ is included in (t,∞)×S1. Indeed, it can easily be verified
recursively that, as a consequence of the non-anticipativity of the kernelK and the
definition (3.11) for an admissible model, the random variables (Πˆ(t,x)τ)(s, y) are
Fs∨t-measurable, where F is the filtration generated by the increments of W , but
they are in general notFs-measurable for s < t. As a consequence, (3.13) does not
make sense as an Itoˆ integral in general. Since we know that as far as the limiting
equation (1.2) is concerned Itoˆ integration coincides with Skorokhod integration,
one may think that it suffices to interpret (3.13) in the Skorokhod sense, which
is always meaningful if the integrand is sufficiently “nice”. Unfortunately, this is
not the case either. As a matter of fact, replacing Itoˆ integration by Skorokhod
integration would not even allow us to satisfy the consistency equations for the
“model” defined in this way.
Our main result will be a consequence of the convergence of a suitable se-
quence of renormalised models toward an “Itoˆ model” (Πˆ, fˆ ) which does indeed
satisfy the property (3.13) for test functions that are supported “in the future”.
Here, renormalisation is crucial: if ξε denotes an ε-mollification of our space-time
white noise, then one does not expect the sequence of models Ψ(ξε) to converge
to (Πˆ, fˆ ). Indeed, even in the analogous case of finite-dimensional SDEs, the se-
quence of solutions to random ODEs obtained from natural regularisations of the
noise converges to the Stratonovich solution and not the Itoˆ solution.
In the case of SPDEs of the type (1.2), we expect to have to subtract an asymp-
totically infinite correction term in order to obtain a finite limit. This subtraction
will be made at the level of the model rather than at the level of the equation and
the ability to do this is one of the main strengths of the theory used in this arti-
cle. We will describe below in Section 4 the precise renormalisation procedure
required to achieve this convergence.
An admissible model (Π, F ) really defines an extension of the usual Taylor
polynomials, which are given by (3.11a). It is then natural to define spaces Dγ,η
which mimic a weighted version of the Ho¨lder spaces Cγ in the following way. In
order to state our definition, given a compact space-time domain D, we denote
by D(2) the set of pairs of points (z, z¯) ∈ D2 such that furthermore |z − z¯| ≤
1 ∧ 1
2
√|t| ∧ |t¯|, where we used t and t¯ as before as a shorthand for the time
components of z and z¯.
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Definition 3.6 A function U : R2 →⊕α<γ Tα belongs to Dγ,η if, for every com-
pact domain D, one has
‖U‖γ,η def= sup
z∈D
sup
α<γ
‖U(z)‖α
|t|( η−α2 )∧0
+ sup
(z,z¯)∈D(2)
sup
α<γ
‖U(z)− Γzz¯U(z¯)‖α
(|t| ∧ |t¯|) η−γ2 |z − z¯|γ−α
<∞ .
(3.14)
Here, we wrote ‖τ‖α for the norm of the component of τ in Tα and we used the
notation Γzz¯ as a shorthand for Γγzz¯ = F−1z ◦ Fz¯ as above.
Remark 3.7 The powers of t appearing in this definition allow elements of Dγ,η
to exhibit a singularity on the line {(t, x) : t = 0}. This is essential in order to be
able to deal with solutions to (1.2) with “rough” initial conditions.
Remark 3.8 In order to streamline notations, we suppressed the dependence on
the domain D in this norm. This is because in practice, we will only ever use this
on some fixed space-time domain.
Note that the spaceDγ,η does depend in a crucial way on the underlying model
(Π, F ). Therefore, it is not obvious a priori how to compare elements belonging
to Dγ,η, but based on two different models. This is however crucial when investi-
gating the convergence of solutions to (1.4) as ε→ 0 since these will be obtained
from a fixed point problem in Dγ,η, but where the underlying model depends on
ε. Given two admissible models (Π, F ) and (Π¯, F¯ ), the bounds (3.9) yield a natu-
ral notion of a semi-distance between the two models by considering, for a given
compact domain D ⊂ R2, the quantity
‖Π; Π¯‖ = sup
z∈D
sup
ϕ∈B
λ∈(0,1]
sup
τ∈W
|(Πzτ − Π¯zτ)(ϕλz )|
λ|τ |
+ sup
z,z¯∈D
sup
τ∈W+
|γzz¯τ − γ¯zz¯τ |
|z − z¯||τ | . (3.15)
We write this as a distance between Π and Π¯ only since, as already remarked, γ
and γ¯ are determined uniquely by Π and Π¯ via (3.11). Again, we intentionally
do not make the domain D explicit in our notation. This is because our spatial
domain is bounded and we will only consider some finite time horizon T . As
a consequence, we only ever care about our models in some sufficiently large
bounded domain anyway.
A natural distance between elements U ∈ Dγ,η and U¯ ∈ D¯γ,η (denoting by
D¯γ,η the space built over the model (Π¯, F¯ )), is given by (3.14), with U(z) replaced
by U(z)− U¯ (z) in the first term and U(z) − Γzz¯U(z¯) replaced by
U(z) − U¯(z)− Γzz¯U(z¯) + Γ¯zz¯U¯ (z¯) (3.16)
in the second term. We call this quantity ‖U ; U¯‖γ,η. Note that this distance is not
a function of U − U¯ ! It does however define a distance function on the “fibred
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space” M ⋉ Dγ,η which consists of pairs ((Π, F ), U) of models and modelled
distribution such that U belongs to the space Dγ,η associated to the model (Π, F ).
The idea now is to reformulate (1.4), but with Cε = 0 for the moment, as a
fixed point problem in Dγ,η (based on the canonical model Ψ(ξε) built above) for
suitable values of the exponents γ and η. As a matter of fact, we will view it as
a fixed point problem in the subspace Dγ,ηU ⊂ Dγ,η consisting of those functions
that take values in TU . Any element U ∈ Dγ,ηU can be written uniquely as
U(z) = u(z)1 + U˜(z) , (3.17)
where U˜ (z) takes values in⊕α>0 Tα. Furthermore, it is a consequence of [Hai14b,
Prop. 3.28] that if γ > 1
2
−κ, then the function u is necessarily Ho¨lder continuous,
in the parabolic sense, with Ho¨lder exponent 1
2
− κ on R+ × R. (Its modulus
of Ho¨lder continuity might become singular near t = 0.) We will denote by
R : Dγ,ηU → C
1
2
−κ(R+ × R) the map U 7→ u. Note that with U ∈ Dγ,ηU based on
an admissible model (Π, F ), an equivalent way of defining R is given by
(RU)(z) = (ΠzU(z))(z) (3.18)
since, as a consequence of (3.9), (ΠzU˜(z))(z) = 0.
This definition makes sense since it turns out that Πzτ is necessarily a function
(and not just a distribution) for every τ ∈ U . If it so happens that this is so for
every τ ∈ W (as it is for example for the models (Πε, F ε) mentioned above), then
(3.18) actually makes sense for every U ∈ Dγ,η (and not just for U ∈ Dγ,ηU ). A
remarkable fact, and this is the content of [Hai14b, Thm 3.10], is that provided
that γ > 0, the map
(Π, U) 7→ RU (3.19)
given by (3.18) is jointly (locally) Lipschitz continuous with respect to the metric
defined in (3.14) and (3.15), so that the map (3.19) makes sense even in situations
where the definition (3.18) is nonsensical! This of course relies very heavily on the
fact that we only consider admissible models in (3.19) and not arbitrary functions
Π: R2 → L(T ,S ′). The map R is called the reconstruction operator since it
reconstructs the (global) distributionRU from the (local) data U and Π.
Remark 3.9 It is possible to verify that if U ∈ Dγ,η and one defines U¯ by U¯ (z) =
Qγ¯U(z), where Qγ¯ is the projection onto the subspace
⊕
α<γ¯ Tα, then one has
U¯ ∈ Dγ¯,η, provided of course that γ¯ ≤ γ. If one still has γ¯ > 0, then it is the
case that RU¯ = RU . In view of this, one might think that only symbols with
negative homogeneity “matter”. This is not the case however, since one can easily
loose regularity. In particular, if U ∈ Dγ,η, then, combining the definition of Dγ,η
with the facts that |Ξ| = −3
2
− κ, homogeneities are additive, and by Remark 3.2
REGULARITY STRUCTURES 21
ΓΞτ = ΞΓτ for every Γ ∈ G, one easily verifies that ΞU ∈ Dγ− 32−κ,η− 32−κ. As a
consequence, one needs γ > 3
2
+ κ if one wishes the reconstruction operator R to
be uniquely defined on ΞU .
3.4 Abstract fixed point problem
We now reformulate (1.4) as a fixed point problem in Dγ,ηU for suitable values of γ
and η. Note first that by Duhamel’s formula, the unrenormalised version of (1.4)
(i.e. the equation with Cε = 0) is equivalent to the integral equation
u = P ⋆ ((H(u) +G(u)ξε)1t>0) + Pu0 . (3.20)
Here, P denotes the heat kernel, ⋆ denotes space-time convolution, and Pu0 de-
notes the solution to the heat equation with initial condition u0. A local solution
is a pair (u, T ) with T > 0 and such that (3.20) holds on [0, T ] × R. (Here we
formulated the problem as if it were on R, which one can easily reduce oneself
to by considering the periodic extension of the solution.) For this, we need to re-
formulate the operations of composition with H and G, multiplication by ξε, and
convolution against P .
GivenU ∈ Dγ,ηU as in (3.17) (which defines U˜ ) and a smooth functionG : R →
R, we write
(Gˆ(U))(z) = G(u(z))1 +
∑
k≥1
DkG(u(z))
k!
U˜(z)k , (3.21)
with the understanding that the product between any number of terms such that
their homogeneity adds up to γ or more vanishes. It was then shown in [Hai14b,
Prop. 6.13] that the map U 7→ Gˆ(U) is locally Lipschitz continuous from Dγ,ηU to
itself, provided that γ > 0 and η ∈ [0, γ].
Furthermore, for every δ > 0 such that furthermore δ < 1
2
−κ−η, and for every
γ > 2 − δ, it is possible to construct a linear operator P : Dγ−2+δ,η−2+δ → Dγ,ηU
with the following properties:
1. One has the identityRPU = P ⋆RU , so P represents space-time convolu-
tion by the heat kernel.
2. One has PU = IU + P˜U , where P˜U only takes values in T¯ , the linear
span of the Taylor polynomials {Xk}.
3. There exists θ > 0 such that
‖P1t>0U‖γ,η . T θ‖U‖γ−2+δ,η−2+δ ,
where the norms are taken over the domain [0, T ]× R.
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For a proof of these properties, see Equ. 5.15, Thm 5.12, Prop. 6.16, and Thm 7.1
in [Hai14b]. Finally, given a Cγ function u, we write Tγu for its Taylor expansion
of (parabolic) order γ, namely
(Tγu)(z) =
∑
|k|<γ
Xk
k!
(Dku)(z) ∈ T¯ ⊂ T .
With all of these notations at hand, we can lift (1.2) in a very natural way to a
fixed point problem in Dγ,ηU , by looking for solutions U to
U = P((Hˆ(U) + Gˆ(U)Ξ)1t>0) + TγPu0 . (3.22)
The main results of [Hai14b, Sec. 7] then allow us to obtain the following result.
Theorem 3.10 Fix γ ∈ (3
2
+ κ, ζ) and let F , G be smooth. Then, for every
initial condition u0 ∈ C(S1) and every admissible model (Π, F ), there exists a
time T such that the fixed point map (3.22) has a unique solution in Dγ,0([0, T ]×
S1). Furthermore, the solution is locally Lipschitz continuous as a function from
C(S1)×M into M ⋉Dγ,0.
In principle, one would think that the proof of Theorem 3.10 follows imme-
diately from Thm 7.8 and Prop. 7.11 in [Hai14b]. The only caveat is that we do
not know whether the map U 7→ Gˆ(U) (and similarly for Fˆ ) is locally Lipschitz
continuous in the strong sense on Dγ,0. Indeed, while [Hai14b, Prop. 6.13] yields
local Lipschitz continuity when considering arguments built on the same model,
it does not make any claim regarding the comparison of arguments based on dif-
ferent models. There is however a “trick” that allows us to obtain such a result as
a corollary of [Hai14b, Prop. 6.13], thus yielding the following statement.
Proposition 3.11 Let γ > 0 and let (T ,G) be a regularity structure with no el-
ements of negative homogeneity, endowed with a γ-regular1 product and denote
by χ > 0 the lowest non-zero homogeneity appearing in T . For G : R → R a
function of class C( γχ∨1)+1, let Gˆ be defined as in (3.21).
Then, provided that η ∈ [0, γ], one has the bound
‖Gˆ(f ); Gˆ(f¯ )‖γ,η . ‖f ; f¯‖γ,η + |||Γ− Γ¯|||γ(‖f‖γ,η + ‖f¯‖γ,η) , (3.23)
where we used the notation
|||Γ|||γ = sup
α<γ
sup
τ∈Tα
‖τ‖=1
sup
β<α
sup
z 6=z¯
‖Γzz¯τ‖β
|z − z¯|α−β , (3.24)
1See [Hai14b, Def. 4.6] for this terminology. In particular, the product used in this article is
γ-regular for every γ by Remark 3.2.
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with the innermost supremum running over the same domain as the one on which
the norms in (3.23) are taken. Here, f ∈ Dγ,η and f¯ ∈ D¯γ,η, where D¯γ,η is the
space based on Γ¯.
Remark 3.12 The proportionality constant implicit in the above statement is uni-
form over the set of all f , f¯ , Γ and Γ¯ with
‖f‖γ,η + ‖f‖γ,η + |||Γ|||γ + |||Γ¯|||γ ≤ R ,
for arbitrary R > 0. Since G is a smooth function with arbitrary growth, one
cannot expect better in general.
Proof. The proof relies on the following construction. Given our regularity struc-
ture T with structure group G, we can double the structure in the following way.
First, we set
Tˆ = T ⊕ T / ∼ ,
where ∼ is the equivalence relation such that (τ1, τ2) ∼ (τ¯1, τ¯2) if and only if there
exists c ∈ R such that τ¯1 = τ1 + c1 and τ¯2 = τ2 − c1. Since 1 is always invariant
under the structure group G, the group Gˆ = G ⊕ G acting on T ⊕ T induces a
natural action on Tˆ .
We now introduce a parameter δ > 0 and, for α > 0, we equip the spaces
Tˆα = Tα ⊕ Tα with δ-dependent norms by setting
‖(τ, τ¯ )‖α = ‖τ + τ¯‖α + δ ‖τ − τ¯‖α . (3.25)
In the special case α = 0, we simply set
‖(τ, τ¯ )‖0 = ‖τ + τ¯‖0 ,
which is independent of the representative of our equivalence class. We also have
natural injection maps ι, ι¯ : T → Tˆ given by ιτ = (τ, 0) and ι¯τ = (0, τ ). While
these are not isometries, one has max{‖ι‖, ‖ι¯‖} ≤ 2, uniformly over δ ∈ (0, 1].
Note that every element in Tˆ has a canonical representative for which the two
components proportional to 1 are equal, so that (3.25) holds for every component.
Given an element Γˆ = (Γ, Γ¯) ∈ Gˆ and τˆ ∈ Tˆ with canonical representative
τˆ = (τ, τ¯ ), we then have for any exponent α the bound
‖Γˆτˆ‖α = ‖Γτ + Γ¯τ¯‖α + δ‖Γτ − Γ¯τ¯‖α
≤ 1
2
(‖(Γ + Γ¯)(τ + τ¯ )‖α + ‖(Γ− Γ¯)(τ − τ¯ )‖α)
+
δ
2
(‖(Γ + Γ¯)(τ − τ¯ )‖α + ‖(Γ− Γ¯)(τ + τ¯ )‖α) , (3.26)
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uniformly over the choice of δ. In particular, if we set Γˆxy = (Γxy, Γ¯xy), then it
follows from (3.26) and (3.25) that we have
|||Γˆ|||γ ≤ δ + δ
−1
2
|||Γ− Γ¯|||γ + |||Γ|||γ + |||Γ¯|||γ . (3.27)
The idea will be to consider situations where Γ and Γ¯ are very close to each other,
so that even a choice δ ≪ 1 leads to order one bounds on the norm of Γˆ.
Consider now two modelled distributions f and f¯ , where f ∈ Dγ,η(Γ) and
f¯ ∈ Dγ,η(Γ¯), for two models (Π,Γ) and (Π¯, Γ¯). It is very natural to lift these two
models to a single model on Tˆ by setting Γˆxy = (Γxy, Γ¯xy) and Πˆx(τ, τ¯ ) = Πxτ +
Π¯xτ¯ . With these notations at hand, it follows immediately from the definitions
and from the fact that
Γˆxyι = ιΓxy , Γˆxy ι¯ = ι¯Γ¯xy ,
that both ιf and ι¯f¯ belong to Dγ,η(Γˆ) with norms that are bounded by at most
twice their original norms, provided that δ ∈ (0, 1].
More precisely, it follows immediately from (3.25), combined with the defini-
tions of the (semi-)norms ‖ · ‖γ,η, that one has the two-sided bound
‖f ; f¯‖γ,η ≤ ‖ιf − ι¯f¯‖γ,η ≤ ‖f ; f¯‖γ,η + δ(‖f‖γ,η + ‖f¯‖γ,η) ,
uniformly over δ ∈ (0, 1]. We are now at the stage where we can use [Hai14b,
Prop. 6.13], so that
‖Gˆ(f ); Gˆ(f¯ )‖γ,η ≤ ‖ιGˆ(f )− ι¯Gˆ(f¯ )‖γ,η = ‖Gˆ(ιf )− Gˆ(ι¯f¯ )‖γ,η . ‖ιf − ι¯f¯‖γ,η
≤ ‖f ; f¯‖γ,η + δ(‖f‖γ,η + ‖f¯‖γ,η) .
This bound is uniform over all δ ∈ (0, 1], all pairs of models (Π,Γ) and (Π¯, Γ¯)
such that the induced model (Πˆ, Γˆ) has “norm” bounded by a fixed constant, and
all functions f ∈ Dγ,η(Γ) and f¯ ∈ Dγ,η(Γ¯) with corresponding norms bounded by
a fixed constant. At this stage it looks like one could take δ arbitrarily small. The
choice of δ is however limited by (3.27), which suggests that an optimal choice is
given by
δ = |||Γ− Γ¯|||γ ,
With this particular choice of δ, it follows from (3.27) that for every R > 0 there
existsC such that |||Γˆ|||γ ≤ C for any two models Γ and Γ¯ such that |||Γ|||γ+|||Γ¯|||γ ≤
R. The claim now follows at once.
Proof of Theorem 3.10. This is now an almost immediate corollary of [Hai14b,
Thm 7.8], noting that Proposition 3.11 guarantees that the nonlinearity is “strongly
locally Lipschitz” in the terminology of that article.
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The only thing that needs to be verified is that one has indeed TγPu0 ∈ Dγ,0.
For this, we first note that the heat kernel P satisfies for every k, ℓ ∈ N the bound∫
R
|∂kx∂ℓtP (t, x)| dx . t−ℓ−
k
2 ,
uniformly over (t, x) ∈ [0, T ] × S1 for every fixed final time T . It immediately
follows from this bound that the first quantity in (3.14) is bounded, for every
fixed γ > 0, by a multiple of ‖u0‖L∞ . The second quantity is then bounded as a
consequence of this by using the remainder formula of [Hai14b, Thm A.1].
Remark 3.13 Note that, a consequence of the second property of P , any solution
U to (3.22) satisfies
U(z)− I(Hˆ(U(z)) + Gˆ(U(z))Ξ) ∈ T¯ , (3.28)
for all points z = (t, x) with t ∈ (0, T ). This fact will be very important in the
sequel when we study the effect of our renormalisation procedure on solutions.
Remark 3.14 When applied to our situation, the exponent χ appearing in the
statement of Proposition 3.11 is equal to χ = 1
2
− κ. As a consequence, provided
that we restrict ourselves to γ < 2− 4κ, we only need F ∈ C2 and G ∈ C5 for the
conclusion of Theorem 3.10 to hold.
4 Renormalisation procedure and main result
At this stage, we note that while Theorem 3.10 allows us to identify solutions to
(1.4) with Cε = 0 with solutions to the abstract fixed point problem (3.22) for a
suitable model, we announced a convergence result where we simultaneously let
Cε → ∞ and introduce additional correction terms of order 1. In particular, this
(correctly) suggests that one has no hope to prove that the sequence of models
Ψ(ξε) converges to a limit as ε→ 0.
In order to obtain our main result, the strategy is to build a sequence MεΨ(ξε)
of renormalised models, where Mε denotes a suitable continuous map on the
space of admissible models, such that the following properties hold. First, we
show that the sequence MεΨ(ξε) converges to a limiting model in M . Second,
we show that if U is a (local) solution to (3.22) for the model MεΨ(ξε), then the
function u in the decomposition (3.17) is the classical solution to the PDE (1.4),
but with H replaced by H¯ as in (1.7). Finally, we show that solutions to (3.22)
depend continuously on the model, thus implying that solutions to (1.4) converge
to a limit, and we identify this limit as the Itoˆ solution to (1.2).
In order to implement this strategy, we first explain how the one-parameter
family of transformations Mε is built. This requires a better understanding of the
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algebraic properties of our regularity structure. In order to simplify notations, we
first introduce a graphical shorthand notation for the elements in W .
4.1 Shorthand notation
From now on, we will highlight the canonical basis vectors of T (i.e. the elements
of W) by drawing them in blue, so that it is easy to distinguish them from either
real-valued coefficients or elements of T+. Note that while the formal structure of
T+ is quite similar to that of T , its role in the theory is very different. Elements
of T are there to index the different components of the underlying model Πz,
while elements of T+ index the matrix elements of the linear maps Fz. While the
notation introduced in Section 3.1 is convenient for making general statements
about T or G, it is not very efficient when talking about any one specific formal
expression, since it soon becomes rather lengthy.
We therefore introduce the following alternative graphical notation. Instead of
Ξ, we just draw a circle, i.e. we have Ξ = . Each occurrence of the abstract inte-
gration map I is then denoted by a downward facing straight line and expressions
are multiplied by simply joining the trees representing them by their roots. We
also use the shorthand ΞX1 = . For example, we have
I(Ξ) = , ΞI(Ξ) = , Ξ I(X1Ξ) = , ΞI2(Ξ) = , . . .
While this graphical notation does not allow to describe every formal expression
in W (we have no notation for X0Ξ for example), it will be sufficient for our
needs. In order to describe elements in T+, we will also use J ′ for J(0,1), J ′′ for
J(0,2) and J˙ for J(1,0). In view of Remark 3.9, an important role will be played by
elements in W of negative homogeneity, so we list all of them here:
Homogeneity Symbol(s)
−3
2
− κ
−1− 2κ
−1
2
− 3κ ,
−1
2
− κ
−4κ , , ,
−2κ ,
0 1
(4.1)
Note that in principle this list may get longer if we take κ too large. One can see by
simple inspection that for sufficiently small κ, the elements of smallest positive
homogeneity have homogeneity 1
2
− 5κ. Therefore, as long as we assume that
κ < 1/10, the list (4.1) does not change, so we make this a standing assumption.
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4.2 General renormalisation group
It was shown in [Hai14b, Sec. 8.3] that one can build a natural family of continu-
ous transformations of M in the following way. First, we write
W0 =
{
, , , , , , , , , , , 1, , , , , X1
}
,
W⋆ =
{
, , , , ,
}
,
we denote by T0 ⊂ T the linear span of W0, and by T +0 ⊂ T+ the free algebra
generated as in (3.5) by X and W+0 def= {Jk(τ ) : τ ∈ W⋆ , |k| < |τ | + 2}.
The set W0 consists of all symbols in W of negative homogeneity, as well as
those symbols generated from them by the renormalisation procedure described
in Section 4.3 below. The set T +0 generated from W⋆ consists of the smallest
collection of symbols required to describe the action of G on T0. Consider then an
arbitrary linear map M : T0 → T0 which is such that
M1 = 1 , M(Xkτ ) = XkMτ ,
MΞ = Ξ , M(I(τ )) = I(Mτ ) , (4.2)
where the last identity is assumed to hold for every τ ∈ T0 such that I(τ ) ∈ T0. It
was then shown in [Hai14b, Prop. 8.36] that there exist unique maps Mˆ : T +0 →
T +0 and ∆M : T0 → T0 ⊗ T +0 satisfying the identities
MˆJk(τ ) =M(Jk ⊗ I)∆Mτ ,
Mˆ (τ τ¯ ) = (Mˆτ )(Mˆ τ¯ ) ,
(I ⊗M)(∆⊗ I)∆Mτ = (M ⊗ Mˆ )∆τ ,
(4.3)
where M : T +0 ⊗ T +0 → T +0 denotes the multiplication map, and such that Mˆ
leaves Xk invariant. Note that the first identity in (4.3) should be checked for all
τ ∈ W∗, the second for all τ, τ¯ ∈ T +0 , and the third for all τ ∈ W0. With these
notations at hand, we have the following definition.
Definition 4.1 The renormalisation groupR associated to our regularity structure
is given by the set of all linear maps M as above such that furthermore, for every
τ ∈ W0, one has
∆Mτ = τ ⊗ 1 +
∑
τ (1) ⊗ τ (2) .
where each of the terms τ (1) appearing in these sums satisfies |τ (1)| > |τ |.
Given any M ∈ R and given an admissible model (Π, F ), we can define a
“renormalised model” (Πˆ, Fˆ ) by setting
Πˆxτ = (Πx ⊗ fx)∆Mτ , fˆx = fxMˆ . (4.4)
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Note that in principle (Πˆ, Fˆ ) is only defined on the smaller regularity structure T0.
However, it follows from [Hai14b, Prop. 4.11] and [Hai14b, Thm. 5.14] that any
admissible model on T0 extends uniquely and continuously to a model on all of T .
We will implicitly use this extension in the sequel. One then has the following:
Theorem 4.2 The map (M,Π, F ) 7→ (Πˆ, Fˆ ) is continuous from R×M to M .
Proof. The fact that (Πˆ, Fˆ ) satisfies the first bound in (3.9) as well as (3.10) and
(3.11) was shown in [Hai14b, Thm. 8.44]. The fact that the second bound in (3.9)
also holds does in turn follow automatically from [Hai14b, Thm. 5.14], using the
fact that Πˆ is again admissible. The continuity with respect to M follows in the
same way.
4.3 Renormalization map
We will not give a full characterisation of R, but we will instead describe a
three-dimensional subgroup which is sufficient for our needs. We write M =
exp(−cL − c(1)L(1) − c(2)L(2)), where c, c(1), c(2) ∈ R and L, L(1), L(2) are linear
maps on T0. The map L(1) is simply given by L(1) = 1, as well as L(1)τ = 0
for every τ ∈ W0 \ { }. Similarly, L(2) is given by L(2) = 1, and L(2)τ = 0
otherwise.
The map L on the other hand is more complicated to describe. First, one has
L : 7→ 1. Furthermore, if τ is a more complicated expression, then L iterates
over all occurrences of as a “subsymbol” of τ and “erases” it in the graphical
notation.
More precisely, one has the identities
L = 1 , L = , L = 2 ,
L = 3 , L = + , L = + ,
L = + 2 , L = X1 , L = X1 .
(4.5)
(Recall that I(1) = 0, so there is no term appearing in L and similarly for the
other terms.) We furthermore have
L1 = L = L = L = L = L = L = 0 .
In particular, this shows immediately that L2τ = 0 for all τ ∈ W0 and L and the
L(i) all commute, so that one simply has M = I − cL − c(1)L(1) − c(2)L(2). The
main result of this section is the following.
Proposition 4.3 With M defined as above, one has M ∈ R.
RENORMALISATION PROCEDURE AND MAIN RESULT 29
Proof. Since R is a group and the operators L, L(1), L(2) commute, it suffices
to verify this separately for exp(−cL) and exp(−cL(i)). We note that if we set
M = exp(−cL(i)) for i ∈ {1, 2}, thenM satisfies the identity∆Mτ = (M⊗I)∆τ .
As a consequence, it is easy to verify that (4.3) holds, provided that we set ∆Mτ =
Mτ ⊗ 1, and Mˆτ = τ . It follows from the “upper triangular” structure of M that
∆M then satisfy the properties of Definition 4.1.
Verifying these properties for M = exp(−cL) is less straightforward. It fol-
lows from the recursive definition of ∆ that one has the identities
∆ = ⊗ 1 + ⊗X1,
∆ = ⊗ 1 + 1⊗ J ( ),
∆ = ⊗ 1 + ⊗ J ( ),
∆ = ⊗ 1 + ⊗J ( ) + 1⊗ J ( )
∆ = ⊗ 1 + 2 ⊗ J ( ) + 1⊗ J ( )2,
∆ = ⊗ 1 + 2 ⊗ J ( ) + ⊗J ( )2,
∆ = ⊗ 1 + ⊗ J ( ) + ⊗ J ( ),
∆ = ⊗ 1 + ⊗ J ( ) + ⊗ J ( )
+ ⊗J ( ) + ⊗ J ′( ) + ⊗X1J ′( ),
∆ = ⊗ 1 + 3 ⊗J ( ) + 3 ⊗J ( )2 + ⊗J ( )3
∆ = ⊗ 1 + 2 ⊗ J ( ) + ⊗ J ( )2 + ⊗ J ( ) (4.6)
+ ⊗J ′( ) + ⊗X1J ′( )
∆ = ⊗ 1 + ⊗ J ( ) + ⊗ J ( ) + ⊗J ( )2
+ ⊗J ( ) + ⊗ J ( )J ( )
∆ = ⊗ 1 + ⊗J ( ) + ⊗ J ′( ) + ⊗X1J ′( )
+
1
2
X21Ξ⊗J ′′( ) +
1
2
⊗X21J ′′( ) + ⊗X1J ′′( )
+X0Ξ⊗ J˙ ( ) + ⊗X0J˙ ( ),
∆ = ⊗ 1 + ⊗X1 + ⊗ J ( ) + ⊗ J ′( ) + ⊗X1J ′( ) ,
∆ = ⊗ 1 + ⊗ J ( ) + ⊗X1 + ⊗X1J ( ) .
For all above symbols, except for and , it turns out that we have
∆Mτ =Mτ ⊗ 1 . (4.7)
Moreover, for these two exceptional symbols, one has
∆M =M ⊗ 1 + c
2
X21Ξ⊗ J ′′( ) + cX0Ξ⊗ J˙ ( ) ,
∆M =M ⊗ 1 + cX21Ξ⊗J ′′( ) + 2cX0Ξ⊗ J˙ ( ) .
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Finally Mˆ : T+ → T+ is such that Mˆ (σσ) = Mˆ (σ)Mˆ (σ) and for all τ ∈ W∗,
MˆJk(τ ) = Jk(Mτ ) .
In order to prove that this is the case, it suffices to check that ∆M and Mˆ
defined in this way do indeed satisfy (4.3). The first two identities are essentially
obvious consequences of the definition of Mˆ . Except for the two cases τ = and
, the third one follows from the identity
∆Mτ = (M ⊗ Mˆ)∆τ,
or equivalently
∆(Mτ − τ ) = ((M ⊗ Mˆ )− I)∆τ.
It is not hard to check that identity for all τ ∈ W0\{ , }. Let us give the details
of the computation for the case τ = . We need to check that
∆(M − I) = ((M ⊗ Mˆ )− I)∆ .
It is plain that
M = − c − c ,
so that
∆(M − I) = −c ∆ − c ∆
= −c ⊗ 1− c ⊗J ( )− c 1⊗ J ( )
− c ⊗ 1− 2c ⊗J ( )− c 1⊗ J ( )2 .
On the other hand, using the expression for ∆ given in (4.6), we obtain
((M ⊗ Mˆ )− I)∆ = −c ⊗ 1− c ⊗ 1− 3c ⊗ J ( )
− c 1⊗ J ( )2 − c 1⊗ J ( ) ,
thus establishing the required identity.
The two cases τ = and τ = are similar, so we only give the detailed
computations for the case τ = . We need to check that
(I ⊗M)(∆⊗ I)∆M = (M ⊗ Mˆ)∆ .
We first note that
∆M = ⊗ 1− c ⊗ 1− c ⊗ 1 + c
2
X21Ξ⊗ J ′′( ) + cX0Ξ⊗ J˙ ( ) ,
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from which we deduce that the left hand side reads
(I⊗M)(∆⊗ I)∆M
= ⊗ 1 + ⊗J ( ) + ⊗ J ( ) + ⊗ J ( ) + ⊗J ′( ) + ⊗X1J ′( )
− c
(
⊗ 1 + ⊗ J ( ) + 1⊗ J ( ) + ⊗ 1 + ⊗ J ( ) + ⊗ J ′( )
+ ⊗X1J ′( ) + 1
2
X21Ξ⊗J ′′( ) +X1Ξ⊗X1J ′′( )
+
1
2
Ξ⊗X21J ′′( ) +X0Ξ⊗ J˙ ( ) + Ξ⊗X0J˙ ( )
)
+ c
(1
2
X21Ξ⊗J ′′( ) +X1Ξ⊗X1J ′′( ) +
1
2
Ξ⊗X21J ′′( )
+X0Ξ⊗ J˙ ( ) + Ξ⊗X0J˙ ( )
)
= ⊗ 1 + ⊗J ( ) + ⊗ J ( ) + ⊗ J ( ) + ⊗J ′( ) + ⊗X1J ′( )
− c
(
⊗ 1 + ⊗ J ( ) + 1⊗ J ( ) + ⊗ 1 + ⊗ J ( )
+ ⊗ J ′( ) + ⊗X1J ′( )
)
,
while the right hand side reads
(M ⊗ Mˆ )
(
⊗ 1 + ⊗J ( ) + ⊗ J ( )
+ ⊗ J ( ) + ⊗J ′( ) + ⊗X1J ′( )
)
= ⊗ 1 + ⊗J ( ) + ⊗ J ( ) + ⊗J ( ) + ⊗ J ′( ) + ⊗X1J ′( )
− c
(
⊗ 1 + ⊗ 1 + ⊗J ( ) + 1⊗J ( ) + ⊗ J ( )
+ ⊗ J ′( ) + ⊗X1J ′( )
)
.
The required identity is established. By inspection, we then see that ∆M is indeed
of the form required by Definition 4.1, thus concluding the proof.
4.4 Renormalised solutions
We now have all the tools required to prove the following result.
Proposition 4.4 Let H ∈ C2, G ∈ C5, let Mε = exp(−CεL − c(1)L(1) − c(2)L(2))
be as in Section 4.3, let u0 ∈ C(S1), let ξε be a smooth function, and denote by U
the local solution to (3.22) with model MεΨ(ξε) given by Theorem 3.10. Then, the
function u as in (3.17) is the classical solution to the PDE (1.4), with H replaced
by H¯ as in (1.7).
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If furthermore the PDE (1.4) has classical solutions that remain bounded up
to time T > 0, then the fixed point problem (3.22) can also be solved uniquely
over the same interval [0, T ].
Proof. Let U(t, x) denote the local solution to (3.22) with model (Πˆ(ε), Fˆ (ε)) def=
MεΨ(ξε). Applying the reconstruction operator Rε associated to this model to
both sides of (3.22), we obtain the identity
u = P ⋆ ((H(u) +Rε(Gˆ(U)Ξ))1t>0) + Pu0 , (4.8)
where we used the fact that Rε(Hˆ(U)) = H(u), as well as the defining properties
of the operator P . While it is also the case that RεΞ = ξε, it is not the case in
general that Rε(Gˆ(U)Ξ) = G(u)ξε.
It then follows from (3.28) and (3.21) that if we consider it as an element of
Dγ,η with γ greater than, but sufficiently close to, 3
2
, then U is of the form
U = u 1 +G(u) +G′(u)G(u) + u′X1 (4.9)
+G′(u)2G(u) + 1
2
G′′(u)G2(u) +G′(u)u′ ,
for some functions u and u′. In particular, as an element of Dγ′ for γ′ > 0 suffi-
ciently close to 0, we have the identity
Gˆ(U)Ξ = G(u) +G′(u)G(u) +G′(u)2G(u) +G′(u)u′
+
1
2
G′′(u)G2(u) + 1
6
G′′′(u)G3(u) +G′(u)3G(u) (4.10)
+
1
2
G′′(u)G′(u)G2(u) +G′′(u)G′(u)G2(u)
+G′(u)2u′ +G′′(u)G(u)u′ .
At this stage, we note that if we write (Π(ε),Γ(ε)) = Ψ(ξε), then we have the
identity
(Πˆ(ε)z τ)(z) = (Π(ε)z Mετ)(z) ,
withMε as in the statement. Combining this with (4.5), we see that this expression
is non-zero for the symbols 1, , , and , where one has
(Πˆ(ε)z 1)(z) = 1 , (Πˆ(ε)z )(z) = ξε(z) , (Πˆ(ε)z )(z) = −Cε ,
(Πˆ(ε)z )(z) = −c(1) , (Πˆ(ε)z )(z) = −c(2) .
The third identity follows from the fact that Mε = − Cε1 and
Π(ε)z = Π
(ε)
z · Π(ε)z ,
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by the definition (3.12) of the canonical lift, noting that the first factor vanishes at
the point z because | | > 0. The last two identities hold for similar reasons.
Combining this with (4.10) and the expression (3.18) for the reconstruction
operator, it follows that one has the identity
Rε(Gˆ(U)Ξ)(z) = G(u(z))ξε(z)− CεG′(u(z))G(u(z))
− c(1)G′(u(z))3G(u(z))− c(2)G′′(u(z))G′(u(z))G(u(z))2 .
The first claim now follows by combining this with (4.8).
Regarding the possibility to solve (3.22) up to the classical blow-up time of
the corresponding PDE, this was shown in [Hai14b, Prop. 7.11].
4.5 Main results
Given a cylindrical Wiener process W , we define ξε as in (1.6), we set Cε =
ε−1c̺ with c̺ given in (1.5), and we define c(1)̺ and c(2)̺ as in Section 2. We also
define (Πε, F ε) = Ψ(ξε), the canonical lift of ξε to the regularity structure T .
As before, we write Mε = exp(−CεL − c(1)̺ L(1) − c(2)̺ L(2)) and we denote by
(Πˆε, Fˆ ε) the renormalised model obtained from (Πε, F ε) by the action of Mε given
in (4.4). With this notation, our main convergence result at the level of models is
the following.
Theorem 4.5 Let (Πˆε, Fˆ ε) be the renormalised model described above with ξε as
in (1.6), Cε = ε−1c̺, c(1) = c(1)̺ , and c(2) = c(2)̺ as defined in Section 2. Then, there
exists a random model (Πˆ, Fˆ ) and a constant C such that
E‖Πˆε; Πˆ‖ ≤ Cεκ/2 , (4.11)
for every underlying compact space-time domain.
Furthermore, for every τ ∈ U and every (t, x), the process s 7→ (Πˆ(t,x)τ)(s, ·)
is Fs-adapted for s > t and, for every smooth test function ϕ supported in the
future {(s, y) : s > t}, one has the identity
(Πˆ(t,x)Ξτ)(ϕ) =
∫ ∞
t
〈(Πˆ(t,x)τ)(s, ·)ϕ(s, ·), dW (s)〉 , (4.12)
where the integral on the right is the Itoˆ integral. We call (Πˆ, Fˆ ) the Itoˆ model.
Remark 4.6 In this statement, we did again denote by F the filtration generated
by the underlying cylindrical Wiener process W . Note also that (3.13) does not
hold in general if ϕ is not supported in the future. In fact, the statement may not
even make any sense in this case since in general (Π(t,x)τ)(s, ·) is not adapted toF
for s < t. One may wonder if in this case (3.13) still holds, but with the integral
on the right interpreted as a Skorokhod integral in situations where the integrand
is anticipative. Again, this is not the case in general.
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Proof. The proof is the content of Section 5 below. Instead of (4.11), we will
however only show the seemingly weaker statement that
E|(Πˆε0τ − Πˆε¯0τ)(ϕλ)|2 ≤ Cεκλ2|τ |+κ , E|(Πˆε0τ)(ϕλ)|2 ≤ Cλ2|τ |+κ , (4.13)
uniformly over λ ∈ (0, 1], over smooth test functions ϕ supported in the ball of
radius 1 and with C2 norm bounded by 1, over all τ ∈ W with |τ | < 0, and over
all 0 < ε¯ ≤ ε ≤ 1. Here, we wrote ϕλ as a shorthand for the function
ϕλ(t, x) = λ−3ϕ(λ−2t, λ−1x) .
Taking this bound for granted, the existence of a random model (Πˆ, Fˆ ) sat-
isfying the required bound (4.11) is then an immediate consequence of [Hai14b,
Thm 10.7].
We now have all the tools in place to formulate the main convergence result of
this article.
Theorem 4.7 Consider the setting of Theorem 4.5. Fix γ ∈ (3
2
+ κ, ζ] and let
H ∈ Cχ1 and G ∈ Cχ2 with
χ1 >
(
1 +
2γ − 4
1− 2κ
)
∨ 2 , χ2 > 4 ∨ 2γ
1− 2κ ∨ 2 . (4.14)
Assume that the derivative of both H and G is uniformly bounded and let u0 ∈
C(S1) and T > 0. For any ε > 0, denote byUε the maximal (up to time T ) solution
to the fixed point problem in Dγ,0 constructed in Theorem 3.10 with respect to the
model (Πˆε, Fˆ ε). Denote by U the same solution, but with respect to the Itoˆ model
(Πˆ, Fˆ ).
Then, the maximal existence time for U is almost surely equal to T and RU
coincides almost surely with the Itoˆ solution to (1.2). Recalling the distance
‖U ;Uε‖γ,η stated just after (3.16), one then has for every θ < κ/2 the estimate
lim
ε→0
P(‖U ;Uε‖γ,0 > εθ) = 0 .
Here, the distance ‖·; ·‖γ,0 is taken over the domain [0, T ] × S1. In particular, it
implies that with high probability, the maximal existence time for Uε is at least T .
Proof. The proof of the theorem is essentially just a collection of the results of
this article. For the Itoˆ model (Πˆ, Fˆ ), solutions are shown in Corollary 6.5 below
to coincide with the solutions to (1.2). Since these are known to be global almost
surely [DPZ92], it follows from [Hai14b, Prop. 7.11] that the solutions to (3.22)
are also global.
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The convergence in probability of Uε to U is then an immediate consequence
of Theorem 4.5, combined with the local Lipschitz continuity of the solution map
given in Theorem 3.10. In particular, it immediately follows that the existence
time for Uε is at least T with a probability converging to 1 as ε→ 0.
The assumptions (4.14) on the regularity of H and G are precisely what is
needed in Proposition 3.11 to ensure that Hˆ is locally Lipschitz continuous from
Dγ into Dγ−2+κ, and that Gˆ is locally Lipschitz continuous from Dγ into Dγ− 12+κ.
(Using the fact that the element of lowest non-zero homogeneity appearing in the
description of U is with homogeneity 1
2
− κ.)
It is now very easy to prove the various results stated in the introduction.
Proof of Theorem 1.1. This is now an immediate corollary of Theorem 4.7, not-
ing that if we write u = RU and uε = RUε then, for α ≤ 12 − κ and t > 0
both the Cα,α/2 norm over (t, T ] × S1 and the supremum norm over [0, T ] × S1
are controlled by ‖U ;Uε‖γ,0. Furthermore, Proposition 4.4 identifies uε with the
classical solution to (1.4) with modified drift H¯ , while Corollary 6.5 identifies u
with the Itoˆ solution to (1.2).
Proof of Corollary 1.10. This follows immediately from the local Lipschitz con-
tinuity of the solution map of Theorem 3.10, combined with the identification of
solutions given by Corollary 6.5.
Proof of corollaries 1.11 and 1.13. These corollaries are both a consequence of
the form of the solution. Recall that the solution U to the fixed point problem will
necessarily be of the form (4.9). Furthermore, it follows from our definition of the
Itoˆ model that the solution v to the linearised equation is given by
v(z¯)− v(z) = (Πz )(z¯) +Rv(z, z¯) ,
where the remainder Rv satisfies the bound
Rv(z, z¯) . |x− x¯|+
√|t− t¯|
(|t| ∧ |t¯|) 14 ,
uniformly over z, z¯ ∈ [0, T ]× S1 for any fixed T > 0. (Here, we used again the
shorthands z = (t, x) and z¯ = (t¯, x¯).) In particular, we have
G(u(z))(v(z¯)− v(z)) = G(u(z))(Πz )(z¯) + R¯v(z, z¯) ,
with R¯v satisfying Rv(z, z¯) . |x − x¯| +
√|t− t¯|, uniformly away of the line
{t = 0}.
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On the other hand, it follows from (4.9) and the definition of Dγ,0 that
u(z¯)− u(z) = G(u(z))(Πz )(z¯) +Ru(z, z¯) ,
for a remainder Ru satisfying the bound Ru(z, z¯) . (|x − x¯| +
√|t− t¯|)1−2κ.
This is thanks to the definition of a model, combined with the fact that the term
of lowest homogeneity different from 1 and appearing in the description of U is
, which has homogeneity 1 − 2κ. Comparing both expressions, Corollary 1.11
follows.
To prove Corollary 1.13, we first note that, as a consequence of (4.9), if z is
such that u(z) = u¯(z), then the coefficients multiplying and in the description
of U and U¯ necessarily also coincide at the point z. As a consequence, u¯ − u is
differentiable at z (in the spatial direction) and, after subtracting the corresponding
linear term, the remainder is given by
G′(u(z))(u′(z)− u¯′(z))(Πz )(z¯) +R ,
where R is bounded by a multiple of |t¯− t|+ |x¯− x|2. (Again, locally uniformly
away from {t = 0}.) Since is of homogeneity 3
2
− κ, the first claim follows.
In the context of the last statement of Corollary 1.13, the point z furthermore
has the property that u′(z) = u¯′(z). Indeed, if this were not the case then, by
the first part, u − u¯ would have a non-zero spatial derivative at z, which would
contradict our assumption on the behaviour of the solutions near z. We then com-
bine this with the fact that, to order 2, the expansion for U is the same as that
for Gˆ(U)Ξ given in (4.10) (except for the terms multiplying the “Taylor poly-
nomials”). In particular, as a consequence of the identities u(z) = u¯(z) and
u′(z) = u¯′(z), all of these terms agree at the point z. Furthermore, the terms
of lowest homogeneity larger than 2 have homogeneity 5
2
− 5κ, from which the
bound given in the statement follows at once. The claim concerning the signs of
constantsDi is an immediate consequence of the assumption that u(s, y) ≥ u¯(s, y)
in {(s, y) : |x− y| ≤ δ & s ∈ (t− δ, t]}.
5 Construction of the Itoˆ model
The aim of this section is to obtain the bound (4.13) as well as the identity (4.12).
5.1 Estimate of the first term
In order to motivate the technique of proof, we first show in detail as an example
how one shows convergence of (Πˆε0 )(ϕλ) to a limit.
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5.1.1 Graphical notation
Since the random variables (Πˆε0τ)(ϕ) belong to Wiener chaoses of finite order,
they can be described in terms of their Wiener chaos decomposition. Similarly to
what was already done in [Hai13, Hai14b], we use a graphical notation to describe
these random variables. A random variable belonging to the kth homogeneous
Wiener chaos can be described by a kernel in L2(R2)⊗k, i.e. the space of square-
integrable functions in k space-time variables via the correspondence f 7→ Ik(f )
given in [Nua06, p. 8]. Such a kernel will always be constructed from elementary
kernels by multiplication and integration.
By translation invariance, we will only ever need to consider random variables
of the type (Πε0τ)(ϕλ), where ϕλ denotes a test function that is localised around
the origin. Nodes in our graph will represent variables in R2, with one special
node representing the origin. The nodes represent the arguments of our kernel,
so that a random variable in the kth (homogeneous) Wiener chaos is represented
by a graph with exactly k such nodes. The remaining nodes, which we draw as ,
represent dummy variables that are to be integrated out.
Each line then represents a kernel, with representing the kernel K,
representing the kernel ̺ε, and representing a generic test function
ϕλ rescaled to scale λ.
Whenever we draw a barred arrow this represents a factor K(t− s, y−
x) − K(−s,−x), where (s, x) and (t, y) are the coordinates of the starting and
end point respectively. Finally, a double barred arrow represents a factor
K(t− s, y − x)−K(−s,−x) − yK ′(−s,−x).
With these graphical notations at hand, it follows for example from the re-
cursive definition of Π(ε)0 combined with the contraction formula for the Wiener
chaos decomposition of a product (see [Nua06, Prop. 1.1.2]), that one has the
identity
(Π(ε)0 )(ϕλ) = + . (5.1)
In other words, it consists of the sum of one term belonging to the second homo-
geneous Wiener chaos and one term belonging to the zeroth chaos. (So this is just
a real number.) The first term is described by a kernel (z, z¯) 7→ W (2;ε)(z, z¯) given
by
W (2;ε)(z, z¯) =
∫
̺ε(z − z1)̺ε(z¯ − z2)(K(z2 − z1)−K(−z1))ϕλ(z2) dz1 dz2 ,
while the constant term is given by
∫ W (2;ε)(z, z) dz.
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The problem with this is that the second term diverges as ε→ 0, so we would
like our renormalisation procedure to cancel this term out. This is why our renor-
malisation map M was of the form M = −Cε1 and it motivates the definition
Cε =
∫
K(t, x)̺⋆2ε (t, x) dt dx = .
For ε small enough, it follows from the scaling properties of the heat kernel that
this constant is indeed equal to ε−1c̺ with c̺ as defined in the introduction and
already mentioned several times. Since one then has (Πˆ(ε)0 )(ϕλ) = (Π(ε)0 )(ϕλ)−
Cε
∫
ϕλ as a consequence of (4.5), the renormalised model is given by
(Πˆ(ε)0 )(ϕλ) = − . (5.2)
The reason why the second term is present in this expression is that the second
term in (5.1) really consists of two terms since, as mentioned above, the arrow
represents a factor K(t− s, y − x)−K(−s,−x). The renormalisation term only
cancels the first of these two terms.
In order to obtain the second bound in (4.13), we would now like to show that
E|(Πˆ(ε)0 )(ϕλ)|2 . λ2| |+κ = λ−2−3κ ,
where we used the fact that | | = −1 − 2κ. For this, we use the fact that if X
is a random variable belonging to the kth homogeneous Wiener chaos described
by a kernel W with k variables, then one has the bound EX2 ≤ k!‖W‖2, where
‖ · ‖ denotes the L2-norm. The reason why we do not have equality is that in
general equality holds only when W is symmetrised under permutations of its k
arguments, which is not the case here. Using furthermore the orthogonality of
Wiener chaoses, we therefore deduce from (5.2) the bound
E|(Πˆ(ε)0 )(ϕλ)|2 ≤ 2 +




2
, (5.3)
where we used the same graphical notations as before. Note that this is simply
a real number (depending of course on the scale λ at which the test function is
localised), as can be seen from the absence of free variables .
The second term in (5.3) can be bounded with relative ease. Indeed, it suffices
to note that it is equal to
(∫
ϕλ(z)(̺⋆2ε ∗K)(z) dz
)2
.
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This in turn is bounded by a multiple of λ−2 (uniformly in ε) as a consequence of
[Hai14b, Lemma 10.17], which is precisely the desired result.
To bound the first term in (5.3), one realises that it is not really necessary to
keep track of the precise form of the kernels represented by each edge. The only
relevant information is their singular behaviour near the origin. There are however
two additional pieces of information that we need to keep track of. First, there is
the fact that the two arrows really correspond to a difference between two kernels
where one of them is evaluated at the root. Then, there is the fact that, although
the dashed lines correspond to a kernel that has homogeneity −3 (if one wants a
bound uniform in ε, then the best one can do is to bound the function ̺ε(z) by
|z|−3 in parabolic space-time), we know for a fact that it is integrable even though
such a homogeneity could in principle lead to a logarithmic divergence.
5.1.2 Bounds on labelled graphs
One might then rewrite the bound (5.3) as follows:
E|(Πˆ(ε)0 )(ϕλ)|2 .
1,1 1,1
3,-1
3,-1 + λ−2 . (5.4)
Here, each vertex v represents an integration variable xv as before, except for
the larger root which represents the origin. Edges e = (v, v¯) are oriented and
decorated with a label (me, re) ∈ R× Z. The orientation of an edge matters only
if re > 0.
If re = 0, then the corresponding edge represents a factor Jˆe(xv, xv¯) = Je(xv¯−
xv), where Je is a smooth compactly supported function with a singularity of
order m at the origin. See [HQ14] for a precise definition of what we mean by
a singularity of order m. It suffices to know at this stage that ̺ε and ̺⋆2ε have a
singularity of order 3 and K has a singularity of order 1.
If re > 0, then the corresponding edge represents a factor
Jˆe(xv, xv¯) = Je(xv¯ − xv)−
∑
|k|s<re
xkv¯
k!
DkJe(−xv) .
Here we see why the orientation matters in this case. Previously, changing the
orientation of the edge yields exactly the same factor, provided that we simultane-
ously change the function Je into the function x 7→ Je(−x). When r > 0, this is
no longer the case.
The description of the edges with re < 0 is slightly more delicate. As before,
we give ourselves a kernel Je with a singularity of order m at the origin. This time
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however, Je is not necessarily integrable, so we build from it the distribution
(RJe)(ϕ) =
∫
Je(x)
(
ϕ(x)−
∑
|k|s<|re|
xk
k!
Dkϕ(0)
)
dx+
∑
|k|s<|re|
I (k)e
k!
Dkϕ(0) ,
where the I (k)e are some finite numbers that we also need to specify for such an
edge. Provided that me + re < 3 (here 3 is the scaling dimension of parabolic
space-time), this yields a well-posed distribution thanks to the fact that Je is in-
tegrated against a function that vanishes to sufficiently high order at the origin.
In our particular case, we only need to subtract the value of the test function ϕ
at the origin. Furthermore, since the kernel ̺(2)ε integrates to 1, we actually have
that, in the particular case described by (5.4), RJe = Je if we choose I0 = 1.
With such a “renormalised kernel” at hand, we then set somewhat informally
Jˆe(xv, xv¯) = (RJe)(xv¯ − xv) in cases where r < 0.
There are furthermore two distinguished edges (represented in boldface) that
necessarily connect to the origin, so they are always of the type e = (v, 0), and
that represent a factor Jˆe(xv, x0) = ϕλ(xv − x0). One should think of these edges
as being decorated with the label (0, 0) but since this is always the case we do not
draw these labels.
In order to state our bounds, we will always denote such a graph by (V, E),
where E is a set of directed edges for the vertex set V . The distinguished “origin”
is denoted by 0 ∈ V and we use the notation V0 = V \ {0}. We furthermore
denote by v⋆,1 and v⋆,2 the two vertices that are connected to the origin by the
distinguished edges and we set
V⋆ = {0, v⋆,1, v⋆,2} .
With all of these notations at hand, a labelled graph as above, together with the
corresponding collection of kernels Je and constants I (k)e determines a number
Iλ(J) def=
∫
(R2)V0
∏
e∈E
Jˆe(xe− , xe+) dx , (5.5)
where we also implicitly set x0 = 0.
Remark 5.1 At this stage, the careful reader may wonder what (5.5) actually
means: some of the factors appearing there are distributions, so that this is not
at all clear a priori. To clarify this, given any homogeneity m ∈ R and some
d > 0, we define the following (semi)norm on the space of compactly supported
functions that are smooth everywhere, except at the origin:
‖J‖m,d = sup
|k|s<d
sup
0<|x|s≤1
|x|m+|k|s
s
|DkJ(x)| .
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Recall again that here x denotes a space-time point and |x|s denotes its parabolic
norm. If we then replace each of the Je by a smooth function J (n)e such that
‖Je−J (n)e ‖me,d ≤ 1/n for every e and define Jˆ (n)e from J (n)e as above, then Iλ(J (n))
is well-defined. The quantity Iλ(J) is then defined as the limit of this quantity as
n → 0, provided that this limit exists and is independent of the approximating
sequence for d sufficiently large. If the limit doesn’t exist or depends on the
approximating sequence, then we simply set Iλ(J) =∞.
There is a natural homogeneity associated to Iλ as follows. To each integra-
tion variable, we associate a homogeneity 3, which is the scaling dimension of
parabolic space-time. To each factor Jˆe corresponding to a kernel of singularity
me, we associate a homogeneity −me, except for the factors ϕλ which have ho-
mogeneity−3, and not 0. In other words, the total homogeneity of this expression
is given by
α = 3|V0| − 6−
∑
e∈E
me = 3|V \ V⋆| −
∑
e∈E
me .
It is natural to guess that one then has |Iλ| ∼ λα for small values of λ. This is
not the case in general! For example, it might happen that the integral in (5.5)
does not even converge. Alternatively, it might happen that it converges, but the
resulting expression has the “wrong” homogeneity.
In order to formulate the additional assumptions we will place on our labelled
graph, we define, for any V¯ ⊂ V , the following subsets of E :
E↑(V¯) = {e ∈ E : e ∩ V¯ = e− & re > 0} ,
E↓(V¯) = {e ∈ E : e ∩ V¯ = e+ & re > 0} ,
E0(V¯) = {e ∈ E : e ∩ V¯ = e} ,
E(V¯) = {e ∈ E : e ∩ V¯ 6= ∅} .
Here, we use the notation e = (e−, e+) for a directed edge. Consider now the
following assumption, where we use the shorthands r+e = (re ∨ 0) and r−e =
−(re ∧ 0).
Assumption 5.2 The labelled graph (V, E) satisfies the following properties.
1. For every edge e ∈ E , one has me − r−e < 3.
2. For every subset V¯ ⊂ V0 of cardinality at least 3, one has
∑
e∈E0(V¯)
me < 3(|V¯| − 1) . (5.6)
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3. For every subset V¯ ⊂ V containing 0 and of cardinality at least 2, one has∑
e∈E0(V¯)
me +
∑
e∈E↑(V¯)
(me + re − 1)−
∑
e∈E↓(V¯)
re < 3(|V¯| − 1) . (5.7)
4. For every non-empty subset V¯ ⊂ V \ V⋆, one has the bounds∑
e∈E(V¯)\E↓(V¯)
me +
∑
e∈E↑(V¯)
re −
∑
e∈E↓(V¯)
(re − 1) > 3|V¯| . (5.8)
It turns out that Assumption 5.2 is sufficient to guarantee that the quantity Iλ does
indeed have the correct scaling behaviour for small values of λ. This is the content
of the following theorem, the proof of which can be found in [HQ14].
Theorem 5.3 Provided that Assumption 5.2 holds, there exists d > 0 and a con-
stant C depending only on the number of vertices in V and on the values of the
constants Ie, such that
|Iλ(J)| ≤ Cλα
∏
e∈E
‖Je‖me,d , λ ∈ (0, 1] ,
where α = 3|V \ V⋆| −
∑
e∈E me.
5.2 Construction of labelled graphs
In our case, we will always consider the situation where the labelled graph (V, E)
is built from a “half graph” in the following way:
E
∣∣∣∣∣∣∣∣∣∣∣∣
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣
2
≤
· · · · · ·
3+,-1
3+,-1
,
where one furthermore performs the substitutions
→ 1,0 , → 1,1 , → 1,2 , → 3+,-1 , → 2,0 , → 4+,-2 ,
(5.9)
and the bold green edges denote the distinguished edges (v⋆,i, 0). Here,
denotes the spatial derivative of the kernel K and denotes the kernel RQε
appearing in (5.14) below. The rationale for this is the fact that, for any d > 0,
one has
‖K‖1,d + ‖K ′‖2,d <∞ , sup
ε∈(0,1]
‖̺(2)ε ‖3,d <∞ , sup
ε∈(0,1]
ε−κ‖̺(2)ε ‖3+κ,d <∞ ,
(5.10)
for every κ ∈ (0, 1).
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5.2.1 Estimating the first term
Let us now return to our proof of convergence for Πˆ(ε)0 . It is straightforward to
verify by inspection that the graph appearing in (5.4) does indeed satisfy the as-
sumptions of Theorem 5.3, so that one has a bound of the type E|(Πˆ(ε)0 )(ϕλ)|2 .
λ−2, uniformly over ε, λ ∈ (0, 1].
We now claim that once a bound of this type has been obtained, one auto-
matically obtains convergence to a limiting random variable Πˆ0τ . Indeed, simply
define Πˆ0τ in the same way as Πˆ(ε)0 τ , but with all edges representing ̺ε removed.
In our case, this yields the identity
(Πˆ0 )(ϕλ) def= − . (5.11)
(As a matter of fact, this definition only yields a random variable (Πˆ0 )(ϕλ) for
every test function ϕλ. The fact that there exists a model-valued random variable
Πˆ0 such that (Πˆ0τ)(ϕλ) agrees with this almost surely will follow from [Hai14b,
Thm 10.7], once all the relevant bounds have been obtained.) We then note that
(Πˆ(ε)0 −Πˆ0 )(ϕλ) can be decomposed as a sum of terms, each of them looking like
(5.2), but with some of the edges representing ̺ε now representing δ and exactly
one of these edges representing ̺ε − δ. As a consequence of the last bound in
(5.10), we then obtain immediately the bound
ε−κE|(Πˆ(ε)0 − Πˆ0 )(ϕλ)|2 .
1,1 1,1
3+,-1
3+,-1 +

 1,0
3+,-1


2
. λ−2−2κ , (5.12)
where we wrote 3+ as a shorthand for 3 + κ. Noting that 2| | = −2 − 4κ, this
does indeed imply the bound required in (4.13) for the particular case τ = . The
remainder of this section is devoted to the proof of this bound for the remaining
symbols τ with |τ | < 0, see the list (4.1).
Remark 5.4 Note that in general one does not have the identity
(Πˆ0 )(ϕλ) = (Πˆ0 ⋄ Πˆ0 )(ϕλ) , (5.13)
with ⋄ the Wick product in the sense of white noise analysis. The discrepancy
between the two expressions is the second term in (5.11). If however the support
of the test function is located in the future, then (5.13) and therefore (4.12) (with
τ = ) does hold thanks to the fact that the second term in (5.11) vanishes in
that case. This is an immediate consequence of the non-anticipative nature of the
kernel K.
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5.3 Proof of Theorem 4.5
We now proceed to give the proof of Theorem 4.5 for any symbol τ with |τ | < 0.
The proof is always essentially the same, so we only give the main steps.
5.3.1 Convergence for the symbols , , and
In the preceding subsection, we have shown in detail that there exists a random
distribution Πˆ0 such that
E|(Πˆ0 )(ϕλ)|2 . λ2| |+κ , E|(Πˆ0 − Πˆ(ε)0 )(ϕλ)|2 . εκλ2| |+κ .
We have furthermore shown that the identity (5.13) holds, which indeed yields
(4.12) for τ = . Since (Πˆ(ε)0 )(ϕ) = (Πˆ(ε)0 )(ϕ˜) with ϕ˜(t, x) = xϕ(t, x), the
required properties and bounds for follow immediately from those for .
At this stage, we introduce the kernel Qε given by
Qε(z) = K(z) ̺(2)ε (z) ,
and we use the notation for the renormalised kernel
RQε(z) = K(z) ̺(2)ε (z)− Cεδ0(z) . (5.14)
Note that Cε is precisely the integral of Qε and Qε is an even function of the
spatial variable, so that RQε annihilates every polynomial of parabolic degree
strictly less than 2. Regarding , we use these notations to obtain the identity
(Πˆ(ε)0 )(ϕλ) = + − − . (5.15)
Here, we used notation for the kernel (t, x) 7→ x (which is of homogeneity
+1), for the kernel (t, x) 7→ xK(t, x), and similarly for . Note that
while the function (t, x) 7→ x is of course not of compact support, we can replace
it by a compactly supported function independent of εwithout changing the values
of these integrals. We are therefore back in the context of Theorem 5.3 and it is
indeed possible to verify that each of these terms satisfies Assumption 5.2.
Remark 5.5 Here and below, Assumption 5.2 can be verified “by hand”, but this
soon becomes rather tedious. The interested reader will find a small computer
program at the URL http://www.hairer.org/paper/Trees.zip which verifies that As-
sumption 5.2 does indeed hold for all the graphs for which we make such a claim
in this article.
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Since one has
‖RQε‖−4−κ . εκ , (5.16)
the term including this kernel vanishes in the limit. It follows that one has the
identity
(Πˆ0 )(ϕλ) = − − .
As before, the last two terms vanish if the test function is supported in the future.
The first term on the other hand is easily seen to be equal to (Πˆ0 )(ϕλ)⋄(Πˆ0 )(ϕλ),
which yields (4.12) in this case.
5.3.2 Convergence for the symbol
Regarding the symbol , we combine (3.11c) with the expression (4.6) for ∆
and the expression (4.7) for ∆M to obtain similarly to before
(Πˆ(ε)0 )(ϕλ) = +

 −

 + − .
With the above notation for RQε, one then has
(Πˆ(ε)0 )(ϕλ) = + − + − .
As before, one can verify that each of these terms separately satisfies Assump-
tion 5.2 (after associating to them a labelled graph via the procedure outlined in
Section 5.2), so that they satisfy the bounds (4.13). Since furthermore RQε → 0
and ̺ε → δ in the distributional sense as ε→ 0, one obtains in the limit
(Πˆ0 )(ϕλ) def= − + − . (5.17)
One might think that the penultimate term in this expression vanishes since the
kernel K is non-anticipative. This would indeed be the case if this term were
equal to . In our case however, it does not vanish in general, unless the
test function is supported in the future.
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It remains to show (4.12), namely that if the test function ϕ has support located
in the future, then
(Πˆ0 )(ϕ) = (Πˆ0 ⋄ Πˆ0 )(ϕ) .
For this, we note that, as a consequence of (3.11), (Πˆ0 )(ϕ) is obtained from
(Πˆ0 )(ϕ) by simply replacing by . Taking the Wick product
with Πˆ0 (which is nothing but the underlying white noise ξ) then has the effect of
simply further replacing by . In other words, we obtain
(Πˆ0 ⋄ Πˆ0 )(ϕ) = − ,
so that the difference between (Πˆ0 )(ϕλ) and (Πˆ0 ⋄ Πˆ0 )(ϕλ) is given by the
second and third terms in (5.17). As before, the second term vanishes if the test
function ϕλ is supported in the future. The reason why this is also true for the
third term is as follows. By definition, one has the identity
= − − + . (5.18)
We now see that each of these terms contains a closed loop with all arrows pointing
in the same direction. Since each of these arrows depicts either K or ϕ, both of
which are supported in the future, this implies that the corresponding integrands
vanish identically.
5.3.3 Convergence for the symbol
We now turn to . In this case, we obtain from (3.11c) and (4.6) the identity
(Πˆ(ε)0 )(ϕλ) = − 2 + .
Performing the substitutions (5.9), it is straightforward to verify that the labelled
graphs arising from these three expressions from the procedure outlined in Sec-
tion 5.2 all satisfy Assumption 5.2, so that the required bound (4.13) holds. It
follows that the limit as ε→ 0 is given by
(Πˆ0 )(ϕλ) = − 2 + . (5.19)
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Similarly, one sees that
(Πˆ0 )(ϕλ) = + .
It follows that the difference between (Πˆ0 )(ϕλ) and (Πˆ0 ⋄ Πˆ0 )(ϕλ) is given
by the second term in (5.19), which again vanishes if ϕλ is supported in the future.
5.3.4 Convergence for the symbol
The renormalisation of this term involves the two constants c(1,1)̺ and c(1,2)̺ . We
note here that the notations used in (2.2) are slightly inconsistent from the ones
employed here: dotted lines there denote the convolution of ̺ with itself instead
of ̺ε, arrows denote the heat kernel P instead of K, and R denotes the kernel
RQ1 (i.e. RQε with ε = 1). It is however straightforward to verify that this
integral is invariant under rescaling of the variables by a factor ε so that, with
current pictorial notations, one has
c(1,1)̺ ≈ , c(1,2)̺ ≈ ,
which would actually be identities if the arrows denoted the heat kernel without
truncation. It is then a consequence of the convergence shown in Section 2.1 that
the error Eε implicit in the ≈ signs appearing in these expressions converges to 0
as ε→ 0.
Assume from now on without loss of generality that
∫
ϕλ(z) dz = 1. Combin-
ing this with the recursive definition of Πˆ(ε)0 , we then obtain
(Πˆ(ε)0 )(ϕλ) = − + − (5.20)
+ + − − + +
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+ + − −
+ − + − − Eε ,
where we used the shorthand for the kernel K ′ = ∂xK and for the
test function (t, x) 7→ xϕλ(t, x). Note that if we set ϕ˜(t, x) = xϕ(t, x), then ϕ˜
is again an admissible test function and one has xϕλ(t, x) = λϕ˜λ(t, x). As a
consequence, when applying Theorem 5.3 to a graph with test function ϕ˜, one
gains an additional power of λ. This however is exactly compensated by the fact
that in this case one instance of the kernel K is replaced by K ′, thus lowering the
total homogeneity of the graph by one.
It is a lengthy but straightforward task to verify that each of the terms appear-
ing on the first three lines verify Assumption 5.2 when performing the “doubling”
procedure of Section 5.2 and the substitutions (5.9) to turn them into labelled
graphs, so that the required bounds hold for them. In order to obtain analogous
bounds for the terms on the last line, one needs to exploit the fact that they create
cancellations. More precisely, we rewrite these terms as
− = + + + , (5.21)
as well as
− = + . (5.22)
It is then possible to verify that each of these terms appearing in the right hand
side of (5.21) as well as the first term appearing in the right hand side of (5.22)
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all separately give rise to graphs satisfying Assumption 5.2. The second term
appearing on the right hand side of (5.22) fails Condition 3, but it can easily be
dealt with “by hand”: it simply consists of a convolution of (renormalized) kernels
of respective homogeneities −3, −4 and −2, tested against the test function λϕ˜λ.
These can easily be bounded by repeatedly applying [Hai14b, Lem. 3.14-3.16].
We now verify that one has
(Πˆ0 )(ϕ) = (Πˆ0 ⋄ Πˆ0 )(ϕ) ,
for ϕ with support in R+×S1. Similarly to before, the right hand side is obtained
from (Πˆ0 )(ϕ) by replacing with in its pictorial representation.
It then follows immediately from (5.17) that this yields precisely the first four
terms in (5.20). The first three terms on the second line of (5.20) contain a factor
and satisfy the assumptions of Theorem 5.3, so they vanish as ε → 0 for
any test function as a consequence of (5.16). It remains to show that all remaining
terms vanish as ε→ 0 when the test function ϕ is supported in the future. For the
remaining terms on the second and third lines, this can be verified by a systematic
use of the argument following (5.18). Regarding the two differences appearing on
the last line, they can again be treated by the same arguments. Note however that
it is crucial here to make use of the cancellations appearing there: the individual
terms on the last line do in general not converge to 0!
5.3.5 Convergence for the symbol
In this case, we note that similarly to the previous case one can write
c(2,1)̺ + c
(2,2)
̺ = + + Eε ,
for some error Eε with limε→0Eε = 0. With this identity at hand, we then obtain
(Πˆ(ε)0 )(ϕλ) = + + + −
− + − + −
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+ − + − − Eε . (5.23)
Again, each term appearing on the first two lines in this expression gives rise to
a labelled graph satisfying Assumption 5.2. The terms appearing on the last line
require us again to make use of cancellations similarly to what we did for the
last two terms appearing in the expression for (Πˆ(ε)0 )(ϕλ). This time, we use the
identities
− = − ,
− = + +
(5.24)
Similarly to before, the term appearing on the first line does not satisfy the assump-
tions of Theorem 5.3 but can again be dealt with by repeatedly invoking [Hai14b,
Lem. 3.14-3.16]. All the terms appearing on the right hand side of the second line
on the other hand do give rise to labelled graphs satisfying Assumption 5.2.
If the test function ϕ is supported in the future, then the limit of the right hand
side of (5.23) as ε→ 0 is given by
(Πˆ0 )(ϕλ) = + + − .
As before, it is now a straightforward task to verify that this is indeed equal to
(Πˆ0 ⋄ Πˆ0 )(ϕλ) as required.
5.3.6 Convergence for the symbol
This time, one obtains the identity
(Πˆ(ε)0 )(ϕλ) = + 3 − 3 + 3 .
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This time, each term generates a graph satisfying Assumption 5.2, so that the
required bounds and convergence hold. When testing against a test function that
is supported in the future, the limit as ε→ 0 of this expression becomes
(Πˆ(ε)0 )(ϕ) = + 3 .
As before, one can easily verify that this is equal to (Πˆ0 ⋄ Πˆ0 )(ϕλ), so that
(4.12) is verified.
5.3.7 Convergence for the symbol
For this last term, we have
(Πˆ(ε)0 )(ϕλ) = − 2 +
+ 2 + − −
+ − − − 2 .
It is again a lengthy but ultimately straightforward task to verify that each term
yields a graph satisfying Assumption 5.2, so that the required bounds and conver-
gence hold, except for the first term appearing on the last line. This term however
can be rewritten as
= −2 ,
thus showing that it is identical to the term appearing on the first line of (5.24) and
has already been dealt with.
An argument very similar to the ones given previously shows that, if we test
Πˆ(ε)0 agains a test function ϕ supported in the future and take the limit ε →
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0, we do again obtain the identity (4.12). This finally concludes the proof of
Theorem 4.5.
6 Identification of the limit
We now show that, when using the Itoˆ model constructed in Theorem 4.5, the cor-
responding solutions constructed in Theorem 3.10 coincide with the classical Itoˆ
solutions to the nonlinear stochastic heat equation. Let us first state the following
fact.
Lemma 6.1 Let η ∈ Cα(R × S1) for α ∈ (−2, 0) and let [s, t] ⊂ R. Then, there
exists a unique distribution 1[s,t]η ∈ Cα such that
(1[s,t]η)(ϕ) = η(ϕ) ,
for smooth test functions ϕ such that suppϕ ⊂ [s, t] × S1, and such that further-
more (1[s,t]η)(ϕ) = 0 if suppϕ∩[s, t]×S1 = ∅. The map η 7→ 1[s,t]η is continuous
in Cα.
Proof. In the Euclidean case this is known, see for example [RS96, Chap. 4.6.3].
In the more general parabolic case considered here, it is an easy corollary of
[Hai14b, Prop. 6.9]. (Noting that the “effective codimension” of the hyperplane
{t = 0} is 2 in the parabolic case and 1 in the Euclidean case.)
With the help of this lemma, we are able to formulate the following result,
which is the main ingredient in identifying our solution with the classical Itoˆ solu-
tion. Here we use again the notation TU introduced in (3.4).
Theorem 6.2 Let (Πˆ, Fˆ ) be the Itoˆ model built in Theorem 4.5 and let V be a
Dγ,ηU -valued random variable for some γ > 32 + κ and η ≥ 0, and let T > 0 be a
bounded stopping time. Assume that the stochastic process V : (t, x) 7→ V (t, x) ∈
TU is adapted to the filtration {Fs}s∈R generated by the underlying space-time
white noise and that there exists some p > 2 such that E‖V ‖pγ,η;K < ∞ for the
compact set K = [0, T ]× S1.
Denote by R the reconstruction operator associated to (Πˆ, Fˆ ). Then, for any
smooth function ψ : R+ × S1 → R with suppψ ⊂ (0,∞)× S1, one has
(1[0,T ]R(V Ξ))(ψ) =
∫ T
0
〈v(t, ·)ψ(t, ·), dW (t)〉 ,
where v(t, x) = 〈1, V (t, x)〉 denotes the component of V in the subspace spanned
by 1. Here, V Ξ denotes the modelled distribution given by (V Ξ)(t, x) = V (t, x)Ξ.
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Remark 6.3 Note that the space Dγ,ηU itself is also random in this statement! The
statement is somewhat surprising since it shows that in this situationRT (V Ξ) only
depends on v and not on any of the higher-order coefficients, which is certainly
not the case in general.
Remark 6.4 In practice, we will apply this theorem to the case V = Gˆ(U), where
U is the solution to the fixed point equation (3.22).
Proof of Theorem 6.2. Note first that, as a consequence of the canonical inclusion
Dγ,η ⊂ Dγ′,η for γ′ < γ (obtained by setting to 0 all components in Tα with
α ∈ [γ′, γ)), we can assume without loss of generality that γ < 7
4
.
Every centered square integrable F -measurable random variable can be repre-
sented as a stochastic integral against W , as is shown in Lemma 1.1 from [CW77].
Hence it suffices to show that for any smooth and compactly supported test func-
tion ψ and for any adapted and uniformly Lipschitz continuous process Ψ with
compact support, one has the identity
E
(
(1[0,T ]RV Ξ)(ψ)
∫ ∞
0
〈Ψ(t), dW (t)〉
)
= E〈vψ,Ψ〉T , (6.1)
where 〈·, ·〉T denotes the scalar product in L2([0, T ]× S1).
We rely on the fact that, by [Hai14b, Thm 3.23] and Lemma 6.1, for any
modelled distribution f ∈ Dγ¯,η¯Ξ (the space of elements in Dγ¯,η¯ with values in TΞ)
with γ¯ > 0, η¯ > −2, and any smooth test function ψ supported in a compact set
K not intersecting {(t, x) : t = 0}, one has the bound
|(1[0,T ]Rf)(ψ)− 〈1[0,T ]Rnf, ψ〉T | . C(ψ)2−αn‖f‖γ¯,η¯;K(|||Πˆ|||γ¯ + |||Γˆ|||γ¯) , (6.2)
where α is any exponent with α ∈ (0, γ¯), |||Γˆ|||γ¯ was defined in (3.24),
|||Πˆ|||γ¯ = sup
z,λ,ϕ
sup
|τ |<γ¯
λ−|τ ||(Πzτ )(ϕλz )| ,
(with the supremum over z, ϕ and λ as in (3.15)) and where the sequence of
functions 1[0,T ]Rnf is given by
(1[0,T ]Rnf)(z) = 1[0,T ](t)
∑
z¯∈Λn
s
(T )
(Πˆz¯f (z¯))(ϕnz¯ )ϕnz¯ (z) , (6.3)
where t is the time coordinate of z. Here, Λn
s
(T ) denotes the dyadic grid on
[0, T ] × S1, ϕ is the scale function of some sufficiently smooth multiresolution
analysis and, writing z = (t, x), z¯ = (t¯, x¯), one sets
ϕnz¯ (z) = 2
3n
2 ϕ(2n(x− x¯))ϕ(22n(t− t¯)) .
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(See also [Hai14b, Section 3.3] for more details.) Our argument relies on the
fact that the choice of multiresolution analysis in this construction is arbitrary. In
particular, we can ensure that the support of ϕ is contained in the interval [0, K]
for some K > 0 and we make such a choice from now on.
Using (6.3) with f = V Ξ and then applying (4.12), we now have the identity
〈1[0,T ]RnV Ξ, ψ〉 =
∑
z∈Λns
(ΠˆzΞV (z¯))(ϕnz ) 〈ϕnz , ψ〉T
=
∑
z∈Λn
s
〈ϕnz , ψ〉T
∫ ∞
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·), dW (s)〉 ,
where we wrote Λn
s
for the dyadic grid on all of R+ × S1. Note now that if either
t ≤ T −K2−2n or t ≥ T , we have the identity
〈ϕnz , ψ〉T
∫ ∞
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·), dW (s)〉
= 〈ϕnz , ψ〉T
∫ T
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·), dW (s)〉 .
As a consequence, we can write
〈1[0,T ]RnV Ξ, ψ〉 =
∑
z∈Λn
s
〈ϕnz , ψ〉T
∫ T
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·), dW (s)〉+Rn ,
where Rn is a sum of the order of 2n terms, each of which is bounded (in squared
expectation) by a multiple of 2−3n/2, so that E|Rn|2 . 2−n.
Combining this with (6.2), we have now shown that there exists α > 0 such
that
(1[0,T ]RV Ξ)(ψ) =
∑
z∈Λn
s
〈ϕnz , ψ〉T
∫ T
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·), dW (s)〉+ R˜n ,
where R˜n satisfies E|R˜n|2 . 2−αn. Consequently, using Itoˆ’s isometry, the left
hand side of (6.1) equals the limit, as n→∞, of
E
∑
z∈Λn
s
〈ϕnz , ψ〉T
∫ T
t
〈(ΠˆzV (z))(s, ·)ϕnz (s, ·),Ψ(s, ·)〉 ds
= E
∑
z∈Λn
s
〈ϕnz , ψ〉T 〈(ΠˆzV (z))(·)ϕnz ,Ψ〉T . (6.4)
At this stage we use the fact that, as a consequence of [Hai14b, Prop. 3.28],
there exists an exponent α > 0 such that
|(ΠzV (z))(zˆ)− v(z)| ≤ C|z − zˆ|αs ‖V ‖γ;K|||Γ|||γ ,
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where K is some compact set containing z and zˆ. Inserting this into (6.4) and
exploiting the fact that {ϕnz}z∈Λns is an approximate resolution of the identity, it
is now straightforward to verify that the limit of (6.4) as n → ∞ equals the right
hand side of (6.1) as required.
As a corollary of this result, it is now straightforward to obtain the announced
result, namely that the solution to our abstract fixed point problem driven by the
Itoˆ model is nothing but the classical weak solution to (1.2) interpreted in the Itoˆ
sense.
Corollary 6.5 Let (Πˆ, Fˆ ) be the Itoˆ model built in Theorem 4.5, let η ∈ (0, 1
2
−κ),
let M > 0, and let U ∈ Dγ,0U be the solution to the fixed point problem (3.22)
given by Theorem 3.10 with respect to (Πˆ, Fˆ ), up to the first (stopping) time τ
where u = RU satisfies ‖u(τ, ·)‖Cη ≥M .
Then, the function u on [0, τ ] coincides almost surely with the unique weak
local solution to (1.2).
Proof. Applying the reconstruction operator to both sides of (3.22) and using the
equivalence between weak and mild solutions for the heat equation with a distribu-
tional inhomogeneity (see the proof of Theorem 3.2 in [Wal86]), we deduce that
u satisfies the distributional identity
∂tu = ∂
2
xu+H(u) +R(Gˆ(U)Ξ) ,
on (0, τ ) × S1. Since we know that u ∈ Cη, each term appearing in this identity
belongs to Cα for some α > −2, so we can use again Lemma 6.1 to multiply
this identity with 1[0,t] for any stopping time t ≤ τ . Testing against a smooth test
function ψ of x and applying Theorem 6.2, we thus obtain the identity
〈u(t, ·), ψ〉 = 〈u0, ψ〉+
∫ t
0
〈u(s, ·), ∂2xψ〉 ds+
∫ t
0
〈H(u(s, ·)), ψ〉 ds
+
∫ t
0
〈G(u(s, ·))ψ, dW (s)〉 .
This is indeed the definition of a weak solution to (1.2), the uniqueness of which
was shown in [Wal86], see Exercise 3.4.
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