Green's relations in the matrix semigroup Mn(S)  by Yang, Shangjun & Zhang, Ronghua
NORTH- HOLLAND 
Green’s Relations in the Matrix Semigroup M,,(S) 
Yang S hangjun 
Department of Mathematics 
Anhui University 
Hefei, Anhui 230039, China 
and 
Zhang Ronghua 
Department of Mathematics 
Dali Normal College 
Dali, Yunnan 671000, China 
Submitted by Robert Hartwig 
ABSTRACT 
We investigate Green’s relations in the multiplicative semigroup of matrices 
Mn(S), where S is any strong ideal subset of R+. First we characterize the 
structures of ‘R,fZ,V, and ‘H classes in Mn(S). 0 ur results generalize the corre- 
sponding known results in the semigroup Mn( R+). Then we prove that ,7 = V 
in Mn(S*), where S’ is any strong ideal subset of R+ which has no elements less 
than 1 except 0. 
1. INTRODUCTION 
Let R+ denote the set of all nonnegative real numbers. A subset S of 
R+ is called a strong ideal subset if 0,l E S; S is closed under addition and 
multiplication; and for any 2 E S, (1 - x)-l E S when z < 1. There are 
infinitely many such subsets in R+: for instance, R+; R; = {x E R+: x = 0 
or x > 0); No = (0, 1,2,. . .}; Q+ = {a/b: a, b E NO, b # 0); T = {Czl 
ui r’: ui E No, m < 00); Wk = {X + Y&Z x,y E Q+}, k = 1,2,. . . . For a 
fixed positive integer n and any strong ideal subset S, let 
M,(S) = {X = (5): xzJ E S, 1 < i,j < n}; 
then M,(S) forms a multiplicative semigroup with identity 1, and zero 
element 0,. Moreover Mn( S) is an S-convex cone in the sense that X, Y E 
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M,,(S) and o E 5’ imply X + Y, (YX E M,(S). Following [I] and [2], we 
define Green’s relations in the semigroup M,(S), where S is any strong 
ideal subset of R+. We use the simpler notation M,, for M,(S) when S is 
clear. Let A, B E Mn; then 
ARB H AM,=BM, * A=BX, B=AY 
for some X, Y E M,, 
where AM, = {AX: X E M,},etc., 
ALB u ATRBT e A =XB, B = YA for someX, Y E IV,, 
A’HB ti ARB and ACB, 
AVB H ARC and CCB forsome CEM,,, 
AJB H A = XIBYl and B = XzAY2 
for some Xi, Xz, Yr, Yz E M,. 
Many interesting results on Green’s relations in the semigroup M,(R+) 
of n x n nonnegative matrices have been established (cf. [I, 31). In Section 
2, we shall characterize the structures of R, C, D, and ‘H classes in M,, 
which are the generalizations of corresponding known results in Mn(R+). 
In Section 3, we shall prove J = D in M,(S*), where S* is any strong 
ideal subset of R+ which has no elements less than 1 except 0, that is, 
S* = {Z E S: z = 0 or z 2 1). 
2. GREEN’S RELATIONS IN M,(S) 
Throughout this section Mn denotes M,(S) with any strong ideal subset 
S of R,. To investigate Green’s relation R in M,, we characterize the 
geometric structure of the principal right ideal AM, for any A E M,. Let 
a(i) denote the ith column of A. Then 
AM, = {AX:X E M,} 
= {(z~~a(l)+~~‘+z,~a(n),...,z~,u(l)+~~~ 
+2,,u(n)):x,j E s, 1 I i,j I n} 
implies that each column of any element AX in AM, is an S-linear 
combination of the columns a(l), . . , u(n) of A with the coefficients all 
in S. We have AM, = {0} if and only if A = 0. When A # 0, a subset 
{u(ii), . . . , a(+)} of th e nonzero columns of A is called a base of A if 
(i) no a($) is an S-linear combination of u(ii), . , a(&_~), u(it+l), 
. . > a($)}, and 
GREEN'S RELATIONS 65 
(ii) each column of A is an S-linear combination of a(ii), . . . , a($). 
If {U(ii), . . . ) u(+)} is a base of A, then 
where 
Mf,n(S) = {x = (Xij): XCj E S, 1 5 i 5 f, 1 5 j 5 72). 
So a base of A is a spanning set of AM, over S. 
An element A of M, is called invertible in A& if A-’ E M,. 
THEOREM 2.1. Let {u(ii), . . . , a(+)} and {u(jl), . . . , u(jk)} be any 
two buses o_f A E M,. Then f = k, and there is an invertible element 
X in Mf such that (u(il) ,..., u(if)) = (u(jl) ,,.., u(jk))X. 
PROOF. We have that 
(u(G), . . . , a(+)) = (d.h>, . . . , a(_k)P, 
(u(h), . . . , a(h)) = (a(G), . . . , a(+)> Y 
for some X E Mk,f(S), Y E Mf,k(S), whence 
(u(il), . . , a($)) = (u(il), . . . , a(+)) YX 
and 
(4&L.. 7 4.h)) = (4 A>, . . . , a(jk))xy. 
Let the tth column of the f x f nonnegative matrix YX be (ui, 
Then (1) implies that 
(1 - ut)u(it) = 2 ura(i,) 
r=l, t’t 
(1) 
(2) 
UfjT. 
is a nonnegative vector, whence 1 - ut 2 0. By the definition of S, either 
ut = 1 and uj = 0 for j # t, or 
u(it) = 2 (1 - ut)-iu,u(ir), 
r=l, ft 
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with (1 - u~)-~TJ,. E 5’. But the latter cannot hold, since a(ir), . . . , a($) 
formabaseofA. SO(U~,...,U~)~ = et, the tth column of If, and YX = If. 
Similarly (2) yields XY = Ik. Therefore f = lc and X-l = Y E n/r,. W 
For any A E M,(S) the number of elements in each base of A is a 
constant: we call it the S-rank of A and denote it by fs(A). It is convenient 
to stipulate that fs(A) = 0 if and only if A = 0. For a rectangular matrix 
A E M,,,(S), m # n, the base of A and the number fs(A) can be defined 
similarly. The following observations are clear: 
(a) fs(A) 2 rank A. 
(b) fs( A) 2 fsr (A) when S C_ S’. The equality may fail to hold in some 
cases, for example 
2 2 2 
A= [ 2 4 3 1 EM~(No)GM~(Q+), 
0 0 0 
with fp~(,(A) = 3 > 2 = ~Q+(A). 
(c) fs(A) = d(A) when S = R+, where d(A) is the maximum number of 
cone independent columns of A defined as in [l]. 
(d) If A, B E n/i, and F = BA, then f(F) 5 f(A) and f(FT) 5 f(BT), 
where as a convention, f(A) denotes fs (A) when M, denotes n/r,(S). 
THEOREM 2.2. Let A, B be in M,. The following statements are 
equivalent: 
(a) ARB, 
(b) (9 f(A) = f(B) = f, and (ii) given any n x f submatrix A’ whose 
columns form a base of A, and any n x f submatrix B’ whose columns 
form a base of B, then there is an f x f matrix X invertible in Mf 
such that A’X = B’. 
PROOF. Since B R 0 if and only if B = 0, and B = 0 if and only if 
f(B) = 0, the equivalence of (a) and (b) holds when A = 0. Suppose A # 0. 
Then A ‘R B if and only if Ah/%, = BM,. And the latter is equivalent to the 
fact that any base {a(ii), . . , a($)} of A and any base {b(jl), . . . , b(jk)} 
of B satisfy 
A’ = (a(il), . . , a(+)) = (b(jl), . . , b(jk))X = B’X 
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and 
B’= A’Y 
with X E iVk,j(S) and Y E Mf,k(S). In this case we have A’ = A’XY 
and B’ = B’YX. Since A’ and B’ are bases, the argument in the proof 
of Theorem 2.1 shows XY = Ik and YX = I’, whence f = k and X-l 
= Y E Mr. Therefore A R B if and only if f(A) = f(B) and A’ = B’X 
with X invertible in M,.. ??
REMARK 2.3. 
(i) If S = S*, then any invertible matrix in A4, is a permutation matrix, 
because X E M, and X-l E M,, imply that for some permutation 
matrix P, PX is a positive diagonal matrix with all its diagonal 
entries invertible in S, i.e., equal to 1. In this case the matrix X in 
(b) is a permutation matrix. 
(ii) The dual theorem of Theorem 2.2 for the relation .C is clear. 
For any 0 # A E A4, we have c = f(A) > 0 and T = f(AT) > 0. 
Any r x c submatrix A0 of A lying in the il, . . . , i,th columns and in the 
A,. . . , j,.th rows is called a basic submatriz if { u( il), . . . , u( &)} is a base of 
A and {a(5), . . . ,4.A->) is a base of AT. It is clear that f(A) = f(Ao) 
= the number of columns of Ao, and f(A*) = f(Ar) = the number of rows 
of AC,. 
THEOREM 2.4. Let A, B be in M,. The following statements are 
equivalent: 
(a) A ;I, B. 
(b) (i) f(A) = f(B) = c, f(AT) = f(BT) = r, and (ii) given any basic 
submatrix Ao of A and any basic submatrix B,J of B, then there are 
invertible matrices X in M, and Y in MC such that XAo Y = Bo. 
Furthermore, if M, = M,(S*), then the matrices X and Y in (b) are 
permutation matrices. 
PROOF. We need prove it only for any nonzero matrices A and B. 
Since (PAQ) D A for any permutation matrices P and Q, we may assume 
that 
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where Ao, Bo are basic submatrices, and Ai, Bi are of appropriate sizes, 
i = 1,2,3. Since 
AM, = Ao o Mn, 
i 1 
[;I $k = LA 
2 
Ao 0 TM 
‘, 
0 0 n’ 
we have 
AV 
Ao 0 
[ 1 0 0’ 
Similarly 
BV 
Therefore A 2) B is equivalent to 
Then (3) is equivalent to 
1 0 Ao 0  I RC and CTR [ 0 B,T 0 1 
(3) 
(4 
for some C E n/r,. If (b) holds, then (4) holds for C = (A0 Y) $0. Now 
suppose (4) holds. Without loss of generality we can assume 
c= co Cl 
[ 1 c2 c3 
with Ca a basic submatrix of size T x c. Then (4) implies that 
A0 = COY-‘, B. = XC0 
for some invertible matrices X in M, and Y in M,, by Theorem 2.2 and 
its dual. Therefore XAo Y = Bo, whence f(B) = c = f(A) and f (AT) = r 
= f (BT).. ??
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REMARK 2.5. It is known that A E M,(R+) is invertible if and only if 
A is monomial, i.e., PA is a positive diagonal matrix for some permutation 
matrix P. Therefore Theorems 2.2 and 2.4 are generalizations of Theorems 
(4.15) and (4.10) of [l], respectively. 
The next theorem is a direct corollary of Theorem 2.2. 
THEOREM 2.6. A Fl B in M, if and only iff(B) = f(A) = c, f(BT) 
= f (AT) = r, and there exist invertible matrices X E MC, Y E M, such 
that 
B’ = A’X, B” = YA”, 
where A’ (B’) is any submatrix whose columns form a base of A (B), and 
A” (B”) is any submatrix whose columns form a base of AT (BT). 
It is easily seen that the set 
WA” = {(X, Y) E MC x M,: X, Y are invertible and A0 X = YAo} 
is a subgroup of MC x M,, the direct product of the semigroups MC and 
M,.. Then the next theorem can be proved by a similar argument to the 
one in [3]: 
THEOREM 2.7. The 7-l-class of A E M,, is 
HA = {B E n/r,: B’ = A’X, B” = YA” for some (X, Y) E WA”}, 
and the mapping cp: WA,, -+ HA with cp(X, Y) = B is bijective. 
3. J = D IN Mn(S*) 
In [l] it is shown that 3 # 2) in n/i, (Q+). In [4] it is proven that the 
regular ,7-classes and the regular D-classes in Mn(R+) are exactly the same. 
We shall prove that ,7 = V in Mn(S*), where S is defined as in Section 
1. We need the following lemmas, of which the first one is well known. 
LEMMA 3.1. Let A be in M,(R+). If trAk = 0 for each k in N 
= {1,2,. , .}, then A” = 0 for some u E N. 
We call A E M,(R+) power bounded if {a$‘: t E N, 1 5 i,j 5 n} is 
bounded, where a$’ denotes the (i,j) entry of At. The matrix A is said 
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to be permutation similar to B E M,(R+), denoted A “N B, if QAQ T = B 
for some permutation matrix Q. 
LEMMA 3.2. Suppose X E M,(S) has no zero rows. Then X is power 
bounded if and only if there exists a positive integer u such that 
x2” 22 
IT 0 
[ 1 H 0 ’ r = rrea+tr Xt. 
PROOF. Since the matrix in (5) is idempotent, the proof of the “if” 
part is trivial. We prove the “only if” part by induction on n. Assume 
that X E M,(S) has no zero rows and is power bounded. The conclusion 
(5) holds clearly h w en n = 1. Suppose n 2 2 and the conclusion holds for 
matrices of n - 1 or smaller sizes. If tr X Ic = 0 for each k E N, then X” = 0 
for some u E N by Lemma 3.1, whence (5) holds for r = 0. It remains to 
prove (5) when tr Xt > 0 for some t E N. The power boundedness of X 
implies that ~(.k’ _ 1 i.e. rCk’ 22 < ) 1 22 is 0 or 1, for Ic E N, 1 5 i 2 n. Let 
r = maxtr Xk; 
LEN 
then we have 0 < r < n. Investigate the nonempty set 
G={Xk:trXk=r} 
and its index set 
K = {k E N: Xk E G}. 
For each k E K, let qZ (k) be 0 if xj:’ = 0, and be the number of all nonzero 
entries in the ith row of Xk if rJik’ = 1. Define 
v = FEy$max{ql(k), . , qn(k))). 
Observe that since tr Xzt > tr Xt, 
rnea;trXt = r = rrEaNxtrXkt, 
and that Xk is power bounded and has no zero rows for any k E K. The 
last observation is based on the following argument: Since X is nonnegative 
and has no zero rows, if X” = X”-‘X has a zero row, then XkP1 must 
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have a zero row. Similarly, XkP2,. . . , X2,X all must have a zero row. fir- 
thermore, if Xkt is permutation similar to the 2 x 2 block matrix in (5) for 
some X” E G and t E N, then (5) holds for u = /ct. Thus we may assume, 
without loss of generality, that X E G and Y = max{ q1 (l), . . , qn(l)}. 
Since 1 I v I n, we have the following cases. 
Case 1: n > 21 > 1. Since the trace and power boundedness are per- 
mutation similar invariants, we may assume that v = qi(l), and the first 
row of X is 
(l,O,. . . ,0)X = (1,512,. . . ,sv,o,. . . ,O), 
where xij > 0. We can infer from the definition of v that 
(7) 
x= Xl 0 
[ I> x21 x2 
where Xi is a proper principal submatrix of size ‘u < n. In fact, if some 
xij > 0, 1 < i 5 w, v < j 5 n, then x$’ > 0 for t = 1,2,...,v and 
j, whence qz(1) 2 w + 1 > w, which contradicts the definition (6) of v. 
The submatrix Xi surely is power bounded and has no zero rows. By the 
hypothesis of induction we have 
x;l M 
LJ 0 
[ 1 HI 0 ’ W =meytrX: 5 2). 
If w = v, then Xp = I,, whence Xi has no any row containing u (> 1) 
positive entries, and that is impossible by (7). The same situation appears 
if w < v. Therefore case 1 cannot happen. 
Case 2: v = n. In this case we have 
XZ 
1 P 
[ 1 0 x2 ’ 
where p is a positive vector. The first column of the latter matrix must 
be (l,O, . . , O)T, otherwise {x/f’. . Ic E N} would not be power bounded. 
Again the induction hypothesis yields that 
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and thus 
where a and b are 
power bounded, for 
case is 
Case 3: v = I. 
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positive vectors. But the last matrix is obviously not 
the (1,2) entries are not bounded. So the only possible 
In this case we have 
XQ 
I, 0 
[ 1 H F ’ 
with tr F” = 0 for each k E N, whence F” = 0 for some u E N by Lemma 
3.1. Then (5) follows immediately; thus the proof is completed. ??
Let 
K, = {A E M,(S*) : A h as neither zero row nor zero column}. 
Then K,, is clearly a subsemigroup of M,( S*). 
COROLLARY 3.3. A matrix X in K, is power bounded if and only if 
X is a permutation matrix. 
PROOF. If X E K, is power bounded, then by Lemma 3.2, for some 
positive integer 21, 
X” Z IUJ 0 
I I H 0’ 
In addition, X” E K, has no zero columns, and thus X” z 1,. Therefore 
X must be a permutation matrix. The proof of the converse is clear. ??
LEMMA 3.4. Suppose that X E Mn(S*) withf(X) = n or f(XT) = n, 
where f(X) = n is defined as in Section 2. Then X is power bounded if 
and only if X is a permutation matrix. 
PROOF. We need only prove the necessity for the case f(X) = n. If 
X E K,, then X is a permutation matrix by Corollary 3.3. If X $! K,, then 
X has a zero row, because f(X) = n implies that X has no zero column. 
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where Xi is a proper principal submatrix of size s < n which is power 
bounded. If Xr E K,, then Xr is a permutation matrix and Hi = XrBr, 
with Bi E Ms,n-s(S*), whence f(X) = f(Xr) < n, a contradiction to 
f(X) = n. Therefore 
where Xz is a proper principal submatrix which has a zero row. Repeating 
this argument shows that X must have a zero column, which is also a 
contradiction to f(X) = n. W 
THEOREM 3.5. Suppose A E iI&,, with f(A) = n, f(AT) = m. 
If XA Y = A for some X E M,(S*), Y E M,(S*), then both X and Y 
are permutation matrices. 
PROOF. Let XA Y = A, where A, X, Y satisfy the above condi- 
tions. Then f(Y) = n, f(XT) = m. If X is power bounded, then X is a 
permutation matrix by Lemma 3.4. Furthermore 
AYk = X-“A 
implies that {AY K : k E N} is bounded. Since A has no zero columns, Y 
must be power bounded, whence it is a permutation matrix by Lemma 
3.4 To complete the proof we need only prove that X must be power 
bounded. 
Case 1: X is not power bounded but {tr Xk : k E N} is bounded. As 
in the proof of Lemma 3.2, we can assume, without loss of generality, that 
X E G and v = qr(1). If v > 1, then 
x= Xl 0 
[ I x21 0 , 
r 1 xl2 ... xl, 1 
0 x2, ... x2IJ 
x1= . . 
1 P 
. . . . :I[ 1 = 0 x;' 
L 0 xv2 ... XnJ J 
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where p is a positive vector. Since X has no zero rows, neither does Xi. 
Without loss of generality, assume that each of the first b columns of Xi is 
nonzero; then b > 1. For any k E N, we have A = XkAYk = XkCk, Ck 
= AYk. It is easy to see that for 2 5 j 5 b, {x&f’ : k E N} is not bounded, 
whence the jth row of ck = AY” is zero for large k. In addition, f( Yk) 
= f(A) = n implies that Y” has no zero columns. Thus the jth row of A 
is zero, 2 5 j 5 b. And that is impossible, because A has no zero rows: 
Therefore u = 1, and 
X= 
A- 0
[ 1 H F’ (8) 
where T = tr X = maXkeN tr Xk. Then tr F” = 0 for each k E N, whence 
F” = 0 for some u E N by Lemma 3.1. In that case F is power bounded 
and I - F is nonsingular. Now (8) implies 
for any k > IL, which yields that X is power bounded. Since this is contrary 
to the assumption on X, we must have 
Case 2: {trXk : k E N} is unbounded. Let 
Then t = maxkeN IJkI 2 1. Without loss of generality, suppose that 
t = IJll and Q > 1, 1 5 i 5 t; xici, 5 1, t < i 5 n. Since A = XkCk for 
any k E N and {z,!,“’ : k E N} is unbounded for 1 5 i 5 t, the first t rows 
of ck are zero when k is large enough. Now for a large k partition Xk as 
Xk = 
B C 
i 1 D F ’ 
where B is a t x t submatrix whose all diagonal entries are greater than 1. 
By the definition of t, all the diagonal entries of Fj (j E N) is not greater 
than 1, whence {trFk: k E N} is bounded by m - t. Then the matrix 
E wL(s*) (9) 
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satisfies HAYk = X”ck = A, whence f(HT) = f(AT) = m. If F is 
power bounded, then F is a permutation matrix by Lemma 3.4, whence 
(9) implies f(HT) = f(FT) < m, a contradiction. Therefore, F is power 
unbounded. But as we have shown in case 1, this is impossible because 
{trFj:j E N} ’ b is ounded. It follows that X must be power bounded. ??
Now we are ready to prove the main result of this section. 
THEOREM 3.6. J = V in the semigroup M,(S*). 
PROOF. We only need prove that AJ B implies AD B in M,(S*). 
Let A, B E M,(S*) be partitioned as in the proof of Theorem 2.4, with 
Ao, Bo basic submatrices. Then, as in the proof of Theorem 2.4, we have 
Now A J B and (10) imply 
from which we can infer that 
XlAoYl = Bo, XzBo Yz = A0 
for SOme XI E Mf(,4~j(S*), Yl E Mu, X2 E +(w-)(S*), YZ E 
Mf(B,(S*). Now we have 
Ao = (X2XdAo( Y1 Y2L 
whence f(B) = the number of Ao’s columns = c = f(A). Similarly, f (AT) 
= f(BT) = r. Thus X2X1 E M,.(S), YiYs E M,(S*), and A0 satisfy 
the conditions of Theorem 3.5. So XsXi and Yi Ys must be permuta- 
tion matrices, whence Xi [ Yl] is invertible in MT(S*) [MJS’)]. Finally, 
Xi A0 Yl = BO yields that A ‘D B by Theorem 2.4. ??
REMARK 3.7. There are infinitely many strong ideal subsets S* in 
which Theorem 3.6 holds. For instance, R*, NO, T, wk (k = 1,2, . .) 
defined as in Section 1, and 
Q* = {Z E Q+ : z = 0 or 2 2 1) 
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are some of this type. It is interesting to note that among all such S* the 
biggest is R*, while the smallest is No, and that if S* is a subset of this 
type, then so is the submodule of R.+ generated by S* and any element 
(Y E R* - S’: 
S*[cr] = 
i 
&uicxi : 21, E S for i = l,...,k; k < 00 . 
i=l 1 
Thanks are due to the referee for many valuable suggestions on improv- 
ing the presentation and content of the paper. 
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