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INVERSE PROBLEMS FOR CERTAIN SUBSEQUENCE SUMS
IN INTEGERS
JAGANNATH BHANJA* AND RAM KRISHNA PANDEY
Abstract. Let A be a nonempty finite set of k integers. Given a subset B of
A, the sum of all elements of B, denoted by s(B), is called the subset sum of
B. For a nonnegative integer α (≤ k), let
Σα(A) := {s(B) : B ⊂ A, |B| ≥ α}.
Now, let A = (a1, . . . , a1︸ ︷︷ ︸
r1 copies
, a2, . . . , a2︸ ︷︷ ︸
r2 copies
, . . . , ak, . . . , ak︸ ︷︷ ︸
rk copies
) be a finite sequence of inte-
gers with k distinct terms, where ri ≥ 1 for i = 1, 2, . . . , k. Given a subsequence
B of A, the sum of all terms of B, denoted by s(B), is called the subsequence
sum of B. For 0 ≤ α ≤
∑k
i=1 ri, let
Σα(r¯,A) := {s(B) : B is a subsequence of A of length ≥ α} ,
where r¯ = (r1, r2, . . . , rk). Very recently, Balandraud obtained the minimum
cardinality of Σα(A) in finite fields. Motivated by Baladraud’s work, we find
the minimum cardinality of Σα(A) in the group of integers. We also determine
the structure of the finite set A of integers for which |Σα(A)| is minimal. Fur-
thermore, we generalize these results of subset sums to the subsequence sums
Σα(r¯,A). As special cases of our results we obtain some already known results
for the usual subset and subsequence sums.
1. Introduction
Let A be a nonempty finite set of k integers. Given a subset B of A, the sum
of all elements of B is called the subset sum of B, and it is denoted by s(B). In
other words, s(B) :=
∑
b∈B b. Let Σ(A) be the set of all subset sums of A, i.e.,
Σ(A) := {s(B) : B ⊂ A},
where we assume that s(∅) = 0.
The subsequence sum of a given sequence of integers is defined in a similar
way. Let A = (a1, . . . , a1︸ ︷︷ ︸
r1 copies
, a2, . . . , a2︸ ︷︷ ︸
r2 copies
, . . . , ak, . . . , ak︸ ︷︷ ︸
rk copies
) be a finite sequence of integers
with k distinct terms a1, a2, . . . , ak, where ri ≥ 1 for i = 1, 2, . . . , k. For the
convenience, we denote this sequence by (a1, a2, . . . , ak)r¯, where r¯ = (r1, r2, . . . , rk)
be the ordered k-tuple. Given a subsequence B of A, the sum of all terms of B
is called the subsequence sum of B, and it is denoted by s(B). In other words,
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s(B) :=
∑
b∈B b. Let Σ(r¯,A) be the set of all subsequence sums of A, i.e.,
Σ(r¯,A) := {s(B) : B is a subsequence of A}.
If ri = r for i = 1, 2, . . . , k, then we write Σ(r,A) instead of Σ(r¯,A).
The subset and subsequence sums are fundamental objects in additive number
theory. These sumsets appear, quite often, in the study of the zero-sum con-
stants such as Noether number, Davenport constant and some variations of these
constants [3, 15, 16]. In order to find these zero-sum constants, sometimes it is
necessary to bound the subset and subsequence sums. In these problems, apart
from the regular subset and subsequence sums, the subset and subsequence sums
with some restriction on the number of terms have been appeared several times
(see [2, 4–9, 11]). The first formal study of these subset sums with some restric-
tion is due to Balandraud [1] in 2017. He obtained the minimum cardinality of
these subset sums in finite fields. In this paper, we study the same subset sums
with some restriction, but in the group of integers. We also study the analogous
subsequence sums in the group of integers.
Definition 1.1. Let A be a nonempty finite set of k integers. Let 0 ≤ α ≤ k be
an integer. We define Σα(A) to be the set of subset sums of all subsets of A that
are of the size at least α, and Σα(A) to be the set of subset sums of all subsets of
A that are of the size at most k − α. More precisely,
Σα(A) := {s(B) : B ⊂ A, |B| ≥ α},
and
Σα(A) := {s(B) : B ⊂ A, |B| ≤ k − α}.
It is easy to see that these subset sums have the following properties:
• If α = 0, then Σ0(A) = Σ
0(A) = Σ(A).
• For every 0 ≤ α ≤ k, one has Σα(A) = s(A) − Σ
α(A). Thus, |Σα(A)| =
|Σα(A)|.
• If α ≤ α′, then Σα′(A) ⊂ Σα(A) and Σ
α′(A) ⊂ Σα(A).
Definition 1.2. Let A = (a1, a2, . . . , ak)r¯ be a nonempty finite sequence of inte-
gers with k distinct terms and repetition r¯ = (r1, r2, . . . , rk). Let 0 ≤ α ≤
∑k
i=1 ri
be an integer. We define Σα(r¯,A) to be the set of subsequence sums of all sub-
sequences of A that are of the length at least α, and Σα(r¯,A) to be the set
of subsequence sums of all subsequences of A that are of the length at most∑k
i=1 ri − α. More precisely,
Σα(r¯,A) := {s(B) : B is a subsequence of A of length ≥ α} ,
and
Σα(r¯,A) := {s(B) : B is a subsequence of A of length ≤
k∑
i=1
ri − α}.
These subsequence sums also satisfy similar properties as that satisfied by the
aforementioned subset sums:
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• If α = 0, then Σ0(r¯,A) = Σ
0(r¯,A) = Σ(r¯,A).
• For every 0 ≤ α ≤
∑k
i=1 ri, one has Σα(r¯,A) = s(A) − Σ
α(r¯,A). Thus,
|Σα(r¯,A)| = |Σ
α(r¯,A)|.
• If α ≤ α′, then Σα′(r¯,A) ⊂ Σα(r¯,A) and Σ
α′(r¯,A) ⊂ Σα(r¯,A).
If ri = r for i = 1, 2, . . . , k, then we write Σα(r,A) instead of Σα(r¯,A) and
Σα(r,A) instead of Σα(r¯,A).
The direct problem for the subset sums Σα(A) is to find the minimum cardinality
of Σα(A) in terms of number of elements in the set A and α. The inverse problem
for Σα(A) is to determine the structure of the finite set A for which |Σα(A)| is
minimal. Similarly, the direct problem for the subsequence sums Σα(r¯,A) is to
find the minimum cardinality of Σα(r¯,A) in terms of number of distinct terms
in the sequence A and α. The inverse problem for Σα(r¯,A) is to determine the
structure of the finite sequence A for which |Σα(r¯,A)| is minimal.
The direct and inverse problems for the regular subset sums Σ(A) in integers
have been first studied by Nathanson [14] in 1995. Later, in 2015, Mistri and
Pandey [12] (see also [13]) generalized Nathanson’s results to the subsequence
sums Σ(r¯,A) in two separate cases; namely, (i) the sequence A contains only
positive integers (ii) the sequence A contains only nonnegative integers with 0 ∈
A. Very recently, Jiang and Li [10] have settled the remaining case, i.e., where
the sequence A contains positive integers, negative integers and/or zero.
In this paper, we first solve the direct and inverse problems for the subset
sums Σα(A) in Section 2. Then, we solve the direct and inverse problems for the
subsequence sums Σα(r¯,A) in Section 3. As corollaries of our results for subset
sums Σα(A) we obtain the direct and inverse theorems of Nathanson [14] on usual
subset sums Σ(A). Similarly, as corollaries of our results for subsequence sums
Σα(r¯,A) we obtain the direct and inverse theorems of Mistri and Pandey [12] on
usual subsequence sums Σ(r¯,A).
In our study, we consider two separate cases; namely, (i) the set A (or sequence
A) contains only positive integers (ii) the set A (or sequence A) contains only
nonnegative integers with 0 ∈ A (or 0 ∈ A).
For any two integers a, b (b ≥ a), we write [a, b] for the set {a, a + 1, . . . , b},
and the sequence interval [a, b]r for the sequence (a, a + 1, . . . , b)r. For a set
A, and for an integer c, we let c ∗ A = {ca : a ∈ A}. Similarly, for a sequence
A = (a1, a2, . . . , ak)r¯, and for a positive integer c, we let c∗A = (ca1, ca2, . . . , cak)r¯.
Finally, we assume that
∑b
j=a f(j) = 0 if b < a, for any f .
2. Direct and inverse problems for subset sums
2.1. Direct problem.
Theorem 2.1. Let k ≥ 1 and 0 ≤ α ≤ k. If A is a set of k positive integers, then
(2.1) |Σα(A)| ≥
k(k + 1)
2
−
α(α+ 1)
2
+ 1.
The lower bound in (2.1) is best possible.
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Proof. Let A = {a1, a2, . . . , ak}, where 0 < a1 < a2 < · · · < ak. We prove (2.1)
by induction on α. If α = k, then Σα(A) = {a1 + a2 + · · · + ak}, and hence
|Σα(A)| = 1. This satisfies (2.1).
Now, assume that (2.1) holds for α = k − j for some j = 0, 1, . . . , k − 1. We
show that (2.1) also holds for α − 1. Note that, the smallest element of Σα(A)
is a1 + a2 + · · · + aα. So, the α distinct sums obtained by removing exactly one
summand from a1 + a2 + · · · + aα, all appear in Σα−1(A) and not in Σα(A). As
Σα(A) ⊂ Σα−1(A), we deduce that
(2.2) |Σα−1(A)| ≥ |Σα(A)|+ α.
Therefore, by induction
|Σα−1(A)| ≥
k(k + 1)
2
−
α(α + 1)
2
+ 1 + α =
k(k + 1)
2
−
(α− 1)α
2
+ 1.
Hence, (2.1) holds for α = 0, 1, . . . , k.
Next, we show that the lower bound in (2.1) is best possible. Let k ≥ 2 and
A = [1, k]. Then
Σα(A) ⊂ [0, k + (k − 1) + · · ·+ (α + 1)] =
[
0,
k(k + 1)
2
−
α(α+ 1)
2
]
.
Therefore,
|Σα(A)| = |Σ
α(A)| ≤
k(k + 1)
2
−
α(α+ 1)
2
+ 1.
This together with (2.1) gives
|Σα(A)| =
k(k + 1)
2
−
α(α+ 1)
2
+ 1.
This completes the proof of theorem. 
Corollary 2.1. Let k ≥ 2 and 0 ≤ α ≤ k. If A is a set of k nonnegative integers
with 0 ∈ A, then
(2.3) |Σα(A)| ≥
(k − 1)k
2
−
(α− 1)α
2
+ 1.
The lower bound in (2.3) is best possible.
Proof. Let A = {a1, a2, . . . , ak}, where 0 = a1 < a2 < · · · < ak. Set A
′ = A \ {a1}.
So, A′ is a set of k − 1 positive integers. It is easy to see that if α = 0, then
(2.4) Σ0(A) = Σ0(A′),
and if α ≥ 1, then
(2.5) Σα(A) = Σα−1(A′).
Hence, by Theorem 2.1, we have
|Σ0(A)| = |Σ
0(A)| = |Σ0(A′)| ≥
(k − 1)k
2
+ 1,
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and for α ≥ 1, we have
|Σα(A)| = |Σ
α(A)| = |Σα−1(A′)| ≥
(k − 1)k
2
−
(α− 1)α
2
+ 1.
This satisfies (2.3).
Next, we show that the lower bound in (2.3) is best possible. Let k ≥ 3, and
A = [0, k − 1]. Then
Σα(A) ⊂ [0, (k − 1) + (k − 2) + · · ·+ α] =
[
0,
(k − 1)k
2
−
(α− 1)α
2
]
.
Therefore,
|Σα(A)| = |Σ
α(A)| ≤
(k − 1)k
2
−
(α− 1)α
2
+ 1.
This together with (2.3) gives
|Σα(A)| =
(k − 1)k
2
−
(α− 1)α
2
+ 1.
This completes the proof of the corollary. 
As a consequence of Theorem 2.1 and Corollary 2.1, for α = 0, we get the
following corollary.
Corollary 2.2 (See [14]; Theorem 3). Let k ≥ 2. If A is a set of k positive
integers, then
(2.6) |Σ(A)| ≥
k(k + 1)
2
+ 1.
If A is a set of k nonnegative integers with 0 ∈ A, then
(2.7) |Σ(A)| ≥
(k − 1)k
2
+ 1.
The lower bounds in (2.6) and (2.7) are best possible.
2.2. Inverse problem.
Remark 2.2. Not all extremal sets (i.e., those sets for which equality holds in
(2.1)) are of the form d ∗ [1, k]. Here are some examples:
(i) Let A = {a1, a2, . . . , ak} be a set of k positive integers with 0 < a1 <
a2 < · · · < ak. If α = k, then Σk(A) = {a1 + a2 + · · · + ak}, and hence
|Σk(A)| = 1. Similarly, if α = k− 1, then Σk−1(A) = {a1+ · · ·+ ak−1, a1+
· · ·+ak−2+ak, . . . , a2+ · · ·+ak, a1+ · · ·+ak}, and hence |Σk−1(A)| = k+1.
Thus, every set of k positive integers is an extremal set for α = k−1 and k.
(ii) Let A = {a1, a2}, where 0 < a1 < a2. The cases α = 1 and 2 are covered
in (1), so we let α = 0. Then Σ0(A) = {0, a1, a2, a1 + a2}, and hence
|Σ0(A)| = 4. So, equality holds in (2.1). Hence, every set of two positive
integers is an extremal set for every α.
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(iii) Let A = {a1, a2, a3}, where 0 < a1 < a2 < a3. Since, the cases α =
2 and 3 are covered in (1) we let α ≤ 1. First, let α = 0. Then Σ0(A) =
{0, a1, a2, a3, a1 + a2, a1 + a3, a2 + a3, a1 + a2 + a3}, where 0 < a1 < a2 <
a1 + a2 < a1 + a3 < a2 + a3 < a1 + a2 + a3. If equality holds in (2.1), i.e.,
|Σ0(A)| = 7, then a3 = a1 + a2. Hence, A = {a1, a2, a1 + a2}.
Next, let α = 1 and |Σ1(A)| = 6. Since Σ1(A) = Σ0(A) \ {0}, by the
same argument we get A = {a1, a2, a1 + a2}.
Hence, A = {a1, a2, a1 + a2} with 0 < a1 < a2 is an extremal set for
every α.
Theorem 2.3. Let k ≥ 4 and 0 ≤ α ≤ k−2. Let A be a set of k positive integers
such that
(2.8) |Σα(A)| =
k(k + 1)
2
−
α(α+ 1)
2
+ 1.
Then A = d ∗ [1, k] for some positive integer d.
Proof. Let A = {a1, a2, . . . , ak}, where 0 < a1 < a2 < · · · < ak. We prove the
theorem by induction on α. First, let α = k − 2. It is easy to see that
(2.9) {0, a1, a2}
k−2⋃
i=1
{ai + ai+1, ai + ai+2}
⋃
{ak−1 + ak} ⊂ Σ
k−2(A).
Since |Σk−2(A)| = |Σk−2(A)| = 2k, it is clear that Σ
k−2(A) contains precisely the
integers listed in (2.9). Now, for i = 1, 2, . . . , k − 3, consider the integers of the
form ai + ai+3. Clearly,
ai + ai+2 < ai + ai+3 < ai+1 + ai+3.
Thus, (2.9) implies that ai + ai+3 = ai+1 + ai+2. In other words,
(2.10) ai+3 − ai+2 = ai+1 − ai for i = 1, 2, . . . , k − 3.
Similarly, since a2 < a3 < a4 < a1 + a4 = a2 + a3, (2.9) implies that a3 = a1 + a2
and a4 = a1 + a3. That is a4 − a3 = a3 − a2 = a1. This together with (2.10)
gives ak − ak−1 = ak−1− ak−2 = · · · = a2 − a1 = a1. Hence, the theorem holds for
α = k − 2.
Suppose that, the theorem holds for α = k− j for some j = 2, 3, . . . , k− 1. We
show that the theorem also holds for α− 1. Let |Σα−1(A)| =
k(k+1)
2
− (α−1)α
2
+ 1.
From (2.2), we get
|Σα(A)| ≤ |Σα−1(A)|−α =
k(k + 1)
2
−
(α− 1)α
2
+1−α =
k(k + 1)
2
−
α(α + 1)
2
+1.
This together with (2.1) gives |Σα(A)| =
k(k+1)
2
− α(α+1)
2
+ 1. Thus, by induction
hypothesis A = a1 ∗ [1, k]. Hence, the theorem holds for α = 0, 1, 2 . . . , k. This
completes the proof of the theorem. 
Remark 2.4. As a corollary of Remark 2.2, we get the following sets which are
extremal sets but not of the form d ∗ [0, k − 1].
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(i) Every set A = {0, a1, a2, . . . , ak−1} with 0 < a1 < a2 < · · · < ak−1 is an
extremal set for α = k − 1 and k.
(ii) Every set A = {0, a1, a2} with 0 < a1 < a2 is an extremal set for every α.
(iii) Every set A = {0, a1, a2, a1 + a2} with 0 < a1 < a2 is an extremal set for
every α.
Corollary 2.3. Let k ≥ 5 and 0 ≤ α ≤ k − 2. Let A be a set of k nonnegative
integers with 0 ∈ A such that
(2.11) |Σα(A)| =
(k − 1)k
2
−
(α− 1)α
2
+ 1.
Then A = d ∗ [0, k − 1] for some positive integer d.
Proof. Let A = {a1, a2, . . . , ak}, where 0 = a1 < a2 < · · · < ak. Set A
′ = A \ {a1}.
So, A′ is a set of k − 1 positive integers. First, let α = 0. By (2.4) and (2.11), we
get
|Σ0(A
′)| = |Σ0(A′)| = |Σ0(A)| =
(k − 1)k
2
+ 1.
Then, Theorem 2.3 implies that A′ = a2 ∗ [1, k − 1]. Hence, A = a2 ∗ [0, k − 1].
Now, let α ≥ 1. By (2.5) and (2.11), we get
|Σα−1(A
′)| = |Σα−1(A′)| = |Σα(A)| =
(k − 1)k
2
−
(α− 1)α
2
+ 1.
Then, Theorem 2.3 implies that A′ = a2 ∗ [1, k − 1]. Hence, A = a2 ∗ [0, k − 1].
This completes the proof of the corollary. 
As a consequence of Theorem 2.3 and Corollary 2.3, for α = 0, we get the
following corollary.
Corollary 2.4 (See [14]; Theorem 5). Let k ≥ 5. If A is a set of k positive
integers such that
|Σ(A)| =
k(k + 1)
2
+ 1,
then A = d ∗ [1, k] for some positive integer d.
If A is a set of k nonnegative integers with 0 ∈ A such that
|Σ(A)| =
(k − 1)k
2
+ 1,
then A = d ∗ [0, k − 1] for some positive integer d.
3. Direct and inverse problems for subsequence sums
3.1. Direct problem. Let A = (a1, a2, . . . , ak)r¯ be a finite sequence of k distinct
nonnegative integers with repetition r¯ = (r1, r2, . . . , rk), where ri ≥ 1 for i =
1, 2, . . . , k. Let 0 ≤ α ≤
∑k
i=1 ri be an integer. If α =
∑k
i=1 ri, then Σα(r¯,A) =
{r1a1+ r2a2+ · · ·+ rkak}, and hence |Σα(r¯,A)| = 1. So, in the following theorem
we assume that 0 ≤ α ≤
∑k
i=1 ri − 1.
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Theorem 3.1. Let k ≥ 1. Let A = (a1, a2, . . . , ak)r¯ be a finite sequence of
integers, where 0 < a1 < a2 < · · · < ak and r¯ = (r1, r2, . . . , rk) with ri ≥ 1 for
i = 1, 2, . . . , k. Let 0 ≤ α ≤
∑k
i=1 ri − 1. Then there exists an integer m ∈ [1, k]
such that
∑m−1
i=1 ri ≤ α <
∑m
i=1 ri, and
(3.1) |Σα(r¯,A)| ≥
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
The lower bound in (3.1) is best possible.
Proof. We prove the theorem by induction on α. If α =
∑k
i=1 ri − 1, then
Σα(r¯,A) = {r1a1+· · ·+rk−1ak−1+(rk−1)ak, r1a1+· · ·+rk−2ak−2+(rk−1−1)ak−1+
rkak, . . . , (r1−1)a1+r2a2+ · · ·+rkak, r1a1+ · · ·+rkak}. Hence |Σα(r¯,A)| = k+1.
This satisfies (3.1).
Now, assume that (3.1) holds for α =
∑k
i=1 ri−j for some j = 1, 2, . . . ,
∑k
i=1 ri−
1. We show that (3.1) also holds for α − 1. Note that, the smallest element
of Σα(r¯,A) is r1a1 + · · · + rm−1am−1 +
(
α−
∑m−1
i=1 ri
)
am. So, the α distinct
sums obtained by removing exactly one summand from r1a1 + · · ·+ rm−1am−1 +(
α−
∑m−1
i=1 ri
)
am, all appear in Σα−1(r¯,A) and not in Σα(r¯,A). We also have
Σα(r¯,A) ⊂ Σα−1(r¯,A). Thus, if
∑m−1
i=1 ri < α <
∑m
i=1 ri, then
(3.2) |Σα−1(r¯,A)| ≥ |Σα(r¯,A)|+m.
Therefore, by induction
|Σα−1(r¯,A)| ≥
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1 +m
=
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − (α− 1)
)
+ 1.
Again, if α =
∑m−1
i=1 ri, then
(3.3) |Σα−1(r¯,A)| ≥ |Σα(r¯,A)|+m− 1.
Therefore, by induction
|Σα−1(r¯,A)| ≥
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1 +m− 1
=
k∑
i=1
iri −
m−1∑
i=1
iri + (m− 1)
(
m−1∑
i=1
ri − (α− 1)
)
+ 1.
Hence, (3.1) holds for α = 0, 1, . . . ,
∑k
i=1 ri − 1.
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Next, we show that the lower bound in (3.1) is best possible. Let k ≥ 2 and
A = [1, k]r¯, where r¯ = (r1, r2, . . . , rk). Then
Σα(r¯,A) ⊂
[
0, rkk + · · ·+ rm+1(m+ 1) +
(
m∑
i=1
ri − α
)
m
]
.
Therefore
|Σα(r¯,A)| = |Σ
α(r¯,A)| ≤
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
This together with (3.1) gives
|Σα(r¯,A)| =
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
This completes the proof of the theorem. 
Corollary 3.1. Let k ≥ 2. Let A = (a1, a2, . . . , ak)r¯ be a finite sequence of
integers, where 0 = a1 < a2 < · · · < ak and r¯ = (r1, r2, . . . , rk) with ri ≥ 1 for
i = 1, 2, . . . , k. Let 0 ≤ α ≤
∑k
i=1 ri − 1. Then there exists an integer m ∈ [1, k]
such that
∑m−1
i=1 ri ≤ α <
∑m
i=1 ri, and
(3.4) |Σα(r¯,A)| ≥
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1.
The lower bound in (3.4) is best possible.
Proof. Let A′ = (a2, . . . , ak)r¯′, where r¯
′ = (r2, . . . , rk). So, A
′ is a finite sequence
of positive integers with k − 1 distinct terms and repetition r¯′ = (r2, . . . , rk).
First, let m = 1, i.e., 0 ≤ α < r1. Then, it is easy to see that
(3.5) Σα(r¯,A) = Σ0(r¯′,A′).
Hence, by Theorem 3.1, we have
|Σα(r¯,A)| = |Σ
α(r¯,A)| = |Σ0(r¯′,A′)| ≥
k∑
i=2
(i− 1)ri + 1 =
k∑
i=1
(i− 1)ri + 1.
This satisfies (3.4).
Now, let m ≥ 2, i.e., r1 ≤ α <
∑k
i=1 ri. Clearly,
∑m−1
i=1 ri ≤ α <
∑m
i=1 ri implies
that
∑m−1
i=2 ri ≤ α− r1 <
∑m
i=2 ri. Therefore
(3.6) Σα(r¯,A) = Σα−r1(r¯′,A′).
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Hence, by Theorem 3.1, we have
|Σα(r¯,A)| = |Σ
α(r¯,A)|
= |Σα−r1(r¯′,A′)|
≥
k∑
i=2
(i− 1)ri −
m∑
i=2
(i− 1)ri + (m− 1)
(
m∑
i=2
ri − (α− r1)
)
+ 1
=
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1.
This satisfies (3.4).
Next, we show that the lower bound in (3.4) is best possible. Let k ≥ 2 and
A = [0, k − 1]r¯, where r¯ = (r1, r2, . . . , rk). Then
Σα(r¯,A) ⊂
[
0, rk(k − 1) + · · ·+ rm+1m+
(
m∑
i=1
ri − α
)
(m− 1)
]
.
Therefore
|Σα(r¯,A)| = |Σ
α(r¯,A)| ≤
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1.
This together with (3.4) give
|Σα(r¯,A)| =
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1.
This completes the proof of the corollary. 
As a particular case of Theorem 3.1 and Corollary 3.1, for r¯ = (r, r, . . . , r), we
obtain the following corollary.
Corollary 3.2. Let k ≥ 2, r ≥ 1 and 0 ≤ α < rk. Let m ∈ [1, k] be an integer
such that (m − 1)r ≤ α < mr. If A is a finite sequence of positive integers with
k distinct terms each repeating exactly r times, then
(3.7) |Σα(r,A)| ≥ r
[
k(k + 1)
2
−
m(m+ 1)
2
]
+m(mr − α) + 1.
If A is a finite sequence of nonnegative integers with k distinct terms each repeating
exactly r times, and 0 ∈ A, then
(3.8) |Σα(r,A)| ≥ r
[
k(k + 1)
2
−
m(m+ 1)
2
]
+ (m− 1)(mr − α) + 1.
The lower bounds in (3.7) and (3.8) are best possible.
Again, as a consequence of Corollary 3.2, for α = 0, we obtain the following
direct result of Mistri and Pandey [12] on usual subsequence sums.
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Corollary 3.3 (See [12]; Theorem 2.1). Let k ≥ 2 and r ≥ 1. Let A be a finite
sequence of positive integers with k distinct terms each repeating exactly r times.
Then
(3.9) |Σ(r,A)| ≥ r
(
k + 1
2
)
+ 1.
Let A be a finite sequence of nonnegative integers with k distinct terms each
repeating exactly r times and 0 ∈ A. Then
(3.10) |Σ(r,A)| ≥ r
(
k
2
)
+ 1.
The lower bounds in (3.9) and (3.10) are best possible.
3.2. Inverse problem.
Theorem 3.2. Let k ≥ 4. Let r¯ = (r1, r2, . . . , rk), where ri ≥ 1 for i = 1, 2, . . . , k,
and let 0 ≤ α ≤
∑k
i=1 ri − 2. Let m ∈ [1, k] be an integer such that
∑m−1
i=1 ri ≤
α <
∑m
i=1 ri. Let A = (a1, a2, . . . , ak)r¯ be a finite sequence of integers with 0 <
a1 < a2 < · · · < ak, and
(3.11) |Σα(r¯,A)| =
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
Then
A = a1 ∗ [1, k]r¯.
Proof. First, let α =
∑k
i=1 ri − 2. If rk = 1, then m = k − 1, otherwise m = k.
Consider the subsequence sums ΣΣ
k
i=1
ri−2(A). If rk = 1 and (3.11) holds, i.e.,
|ΣΣ
k
i=1
ri−2(A)| = 2k, then
ΣΣ
k
i=1
ri−2(A) = {0, a1, a2}
k−2⋃
i=1
{ai + ai+1, ai + ai+2}
⋃
{ak−1 + ak}.
Similarly, if rk ≥ 2 and (3.11) holds, i.e., |Σ
Σk
i=1
ri−2(A)| = 2k + 1, then
ΣΣ
k
i=1
ri−2(A) = {0, a1, a2}
k−2⋃
i=1
{ai + ai+1, ai + ai+2}
⋃
{ak−1 + ak, 2ak}.
By the same argument as used in the proof of Theorem 2.3, for the subset sums
Σk−2(A), one can obtain that ak−ak−1 = · · · = a2−a1 = a1. Thus, A = a1∗[1, k]r¯.
Hence, the theorem holds for α =
∑k
i=1 ri − 2.
Now, suppose that the theorem holds for α =
∑k
i=1 ri − j for some j =
2, 3, . . . ,
∑k
i=1 ri−1. We show that the theorem also holds for α−1. If
∑m−1
i=1 ri <
α <
∑m
i=1 ri and (3.11) holds for α− 1, i.e.,
|Σα−1(r¯,A)| =
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − (α− 1)
)
+ 1,
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then by (3.2), we get
|Σα(r¯,A)| ≤ |Σα−1(r¯,A)| −m
=
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − (α− 1)
)
+ 1−m
=
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
If α =
∑m−1
i=1 ri and (3.11) holds for α− 1, i.e.,
|Σα−1(r¯,A)| =
k∑
i=1
iri −
m−1∑
i=1
iri + (m− 1)
(
m−1∑
i=1
ri − (α− 1)
)
+ 1,
then by (3.3), we get
|Σα(r¯,A)| ≤ |Σα−1(r¯,A)| − (m− 1)
=
k∑
i=1
iri −
m−1∑
i=1
iri + (m− 1)
(
m−1∑
i=1
ri − (α− 1)
)
+ 1− (m− 1)
=
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
In both cases, we get
|Σα(r¯,A)| ≤
k∑
i=1
iri −
m∑
i=1
iri +m
(
m∑
i=1
ri − α
)
+ 1.
This together with (3.1) give |Σα(r,A)| =
∑k
i=1 iri−
∑m
i=1 iri+m (
∑m
i=1 ri − α)+1.
Hence, by induction A = a1 ∗ [1, k]r¯. This completes the proof of the theorem. 
Remark 3.3. The following are some sequences for which (3.11) holds (i.e., ex-
tremal sequences), but they are not of the form d ∗ [1, k]r¯.
(i) Let A = (a1, a2, . . . , ak)r¯ be a finite sequence of integers with 0 < a1 <
a2 < · · · < ak and r¯ = (r1, r2, . . . , rk), where ri ≥ 1 for i = 1, 2, . . . , k. If
α =
∑k
i=1 ri, then Σα(r¯,A) = {r1a1+· · ·+rkak}, and hence |Σα(r¯,A)| = 1.
Similarly, if α =
∑k
i=1 ri − 1, then Σα(r¯,A) = {r1a1 + · · · + rk−1ak−1 +
(rk − 1)ak, r1a1 + · · ·+ rk−2ak−2 + (rk−1 − 1)ak−1 + rkak, . . . , (r1 − 1)a1 +
r2a2+ · · ·+ rkak, r1a1+ · · ·+ rkak}, and hence |Σα(r¯,A)| = k+1. In both
the cases (3.11) holds. Thus, every sequence A is an extremal sequence
for α =
∑k
i=1 ri and
∑k
i=1 ri − 1.
(ii) Let A = (a1, a2)r¯, where 0 < a1 < a2 and r¯ = (r1, r2), ri ≥ 1. Since, the
cases α = r1 + r2 and r1 + r2− 1 are covered in (1) we let α ≤ r1 + r2− 2.
First, let α = r1 + r2 − 2. Clearly, m = 1 if r2 = 1, otherwise m =
2. If r2 = 1 and (3.11) holds, then Σ
r1+r2−2(r¯,A) = {0, a1, a2, a1 + a2}.
Similarly, if r2 > 1 and (3.11) holds, then Σ
r1+r2−2(r¯,A) = {0, a1, a2, a1 +
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a2, 2a2}. Thus, if r1 = 1, then every sequence A = (a1, a2)r¯ with r¯ =
(1, r2), r2 ≥ 1 is an extremal sequence. If r1 > 1, then a1 < 2a1 < a1 + a2
implies that a2 = 2a1. Thus, in this case A = (a1, 2a1)r¯ = a1 ∗ [1, 2]r¯.
Now, let α < r1+r2−2. The induction argument on α implies that every
sequence A = (a1, a2)r¯ with r¯ = (1, r2), r2 ≥ 1 is an extremal sequence. If
r1 > 1, then A = a1 ∗ [1, 2]r¯.
(iii) Let A = (a1, a2, a3)r¯, where 0 < a1 < a2 < a3 and r¯ = (r1, r2, r3). Since,
the cases α = r1 + r2 + r3 and r1 + r2 + r3 − 1 are covered in (1) we let
α ≤ r1 + r2 + r3 − 2.
First, let α = r1+r2+r3−2. Clearly, m = 2 if r3 = 1, otherwise m = 3.
If r3 = 1 and (3.11) holds, then Σ
r1+r2+r3−2(r¯,A) = {0, a1, a2, a1+ a2, a1+
a3, a2+a3}. Similarly, if r3 > 1 and (3.11) holds, then Σ
r1+r2+r3−2(r¯,A) =
{0, a1, a2, a1 + a2, a1 + a3, a2 + a3, 2a3}. Since a2 < a3 < a1 + a3 and
a2 < a1 + a2 < a1 + a3, we get a3 = a1 + a2. Thus, A = (a1, a2, a1 + a2)r¯.
Now, if r1 > 1, then a1 < 2a1 < a1+a2 implies that a2 = 2a1. Similarly,
if r2 > 1, then a1+a2 < 2a2 < a2+a3 implies that 2a2 = a1+a3. In other
words a3 − a2 = a2 − a1. Thus, if r1 > 1 or r2 > 1, then A = a1 ∗ [1, 3]r¯.
Hence, if r1 = r2 = 1, then A = (a1, a2, a1 + a2)r¯ is an extremal sequence
which is not of the form d ∗ [1, 3]r¯.
Now, let 0 ≤ α < r1+ r2+ r3−2. The induction argument on α implies
that every sequence A = (a1, a2, a1 + a2)r¯ with r¯ = (1, 1, r3), r3 ≥ 1 is an
extremal sequence. If r1 > 1 or r2 > 1, then A = a1 ∗ [1, 3]r¯.
Corollary 3.4. Let k ≥ 5. Let r¯ = (r1, r2, . . . , rk), where ri ≥ 1 for i = 1, 2, . . . , k,
and let 0 ≤ α ≤
∑k
i=1 ri − 1. Let m ∈ [1, k] be an integer such that
∑m−1
i=1 ri ≤
α <
∑m
i=1 ri. Let A = (a1, a2, . . . , ak)r¯ be a nonempty sequence of integers with
0 = a1 < a2 < · · · < ak, and
(3.12) |Σα(r¯,A)| =
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1.
Then
A = a2 ∗ [0, k − 1]r¯.
Proof. Let A′ = (a2, . . . , ak)r¯′, where r¯
′ = (r2, . . . , rk). So, A
′ is a finite sequence
of positive integers with k − 1 distinct terms and repetition r¯′ = (r2, . . . , rk).
First, let m = 1, i.e., 0 ≤ α < r1. By (3.5) and (3.12), we get
|Σ0(r¯′,A
′)| = |Σ0(r¯′,A′)| = |Σα(r¯,A)| =
k∑
i=1
(i− 1)ri + 1 =
k∑
i=2
(i− 1)ri + 1.
Then, Theorem 3.2 (for α = 0) implies that A′ = a2 ∗ [1, k − 1]r¯′. Hence, A =
a2 ∗ [0, k − 1]r¯.
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Now, let m ≥ 2, i.e., r1 ≤ α <
∑k
i=1 ri. By (3.6) and (3.12), we get
|Σα−r1(r¯
′,A′)| = |Σα−r1(r¯′,A′)|
= |Σα(r¯,A)|
=
k∑
i=1
(i− 1)ri −
m∑
i=1
(i− 1)ri + (m− 1)
(
m∑
i=1
ri − α
)
+ 1
=
k∑
i=2
(i− 1)ri −
m∑
i=2
(i− 1)ri + (m− 1)
(
m∑
i=2
ri − (α− r1)
)
+ 1.
Then, Theorem 3.2 (for α − r1) implies that A
′ = a2 ∗ [1, k − 1]r¯′. Hence, A =
a2 ∗ [0, k − 1]r¯. This completes the proof of the corollary. 
Remark 3.4. As a corollary of Remark 3.3, we get the following sequences which
are extremal sequences but not of the form d ∗ [0, k − 1]r¯.
(i) Every sequence A = (0, a1, . . . , ak−1)r¯ with 0 < a1 < · · · < ak−1 and r¯ =
(r0, r1, . . . , rk−1) is an extremal sequence for α =
∑k
i=1 ri and
∑k
i=1 ri− 1.
(ii) Every sequence A = (0, a1, a2)r¯ with 0 < a1 < a2 and r¯ = (r0, 1, r2) is an
extremal sequence for every α.
(iii) Every sequence A = (0, a1, a2, a1 + a2)r¯ with 0 < a1 < a2 and r¯ =
(r0, 1, 1, r3) is an extremal sequence for every α.
As a particular case of Theorem 3.2 and Corollary 3.4, for r¯ = (r, r, . . . , r), we
get the following corollary.
Corollary 3.5. Let k ≥ 5, r ≥ 1 and 0 ≤ α ≤ rk − 2. Let 1 ≤ m ≤ k be an
integer such that (m−1)r ≤ α < mr. If A is a finite sequence of positive integers
with k distinct terms each repeating exactly r times such that
|Σα(r,A)| = r
[
k(k + 1)
2
−
m(m+ 1)
2
]
+m(mr − α) + 1,
then A = d ∗ [1, k]r for some positive integer d.
If A is a finite sequence of nonnegative integers with k distinct terms each repeating
exactly r times and 0 ∈ A, such that
|Σα(r,A)| = r
[
k(k + 1)
2
−
m(m+ 1)
2
]
+ (m− 1)(mr − α) + 1,
then A = d ∗ [0, k − 1]r for some positive integer d.
Again, as a consequence Corollary 3.5, for α = 0, we obtain the following inverse
result of Mistri and Pandey [12] on regular subsequence sums.
Corollary 3.6 (See [12]; Theorem 2.3). Let k ≥ 5 and r ≥ 1. If A is a finite
sequence of positive integers with k distinct terms each repeating exactly r times
such that
|Σ(r,A)| =
rk(k + 1)
2
+ 1,
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then A = d ∗ [1, k]r for some positive integer d.
If A is a finite sequence of nonnegative integers with k distinct terms each
repeating exactly r times and 0 ∈ A such that
|Σ(r,A)| =
r(k − 1)k
2
+ 1,
then A = d ∗ [0, k − 1]r for some positive integer d.
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