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Resumen 
Los sistemas de Cómputo de Altas Pres-
taciones se utilizan para desarrollar softwa-
re en una gran cantidad de campos. Es evi-
dente el creciente predominio e impacto de 
las aplicaciones del Cómputo de Altas 
Prestaciones (High Performance Compu-
ting - HPC) en la sociedad moderna. Sin 
embargo, la presencia de fallos en el hard-
ware o software de computadores paralelos 
hace necesario el uso de mecanismos tole-
rantes a fallos para asegurar que las aplica-
ciones finalicen exitosamente. Para ello se 
ha desarrollado RADIC, una arquitectura 
transparente, descentralizada, flexible y es-
calable para tolerancia a fallos que provee 
alta disponibilidad en sistemas de paso de 
mensajes. La falta de disponibilidad física 
de grandes clusters y el hecho de estar li-
gado a una implementación específica de 
MPI como base, son las principales dificul-
tades con las que se encontraron los des-
arrolladores de RADIC. Como una solu-
ción a estos problemas el presente proyecto 
de investigación propone el desarrollo de 
un entorno de simulación para RADIC ba-
sado en OMNeT++, a partir de CLUSIM 
(Simulador de clusters basado en OM-
Net++). 
Palabras claves: Cómputo de Altas Presta-
ciones, HPC, Tolerancia a Fallos, OM-
NeT++, Simulación, RADIC. 
Contexto 
Este proyecto da continuidad a una línea 
de investigación iniciada en el año 2008 en 
el marco de los proyectos acreditados por 
la Universidad Nacional de Jujuy denomi-
nados: APLICACIONES DEL CÓMPUTO DE 
ALTAS PRESTACIONES y SISTEMAS DE 
CÓMPUTO DE ALTAS PRESTACIONES CON 
ALTA DISPONIBILIDAD: EVALUACIÓN DE LA 
PERFORMANCE EN DIFERENTES CONFIGU-
RACIONES. 
El proyecto se encuentra acreditado y fi-
nanciado por la Secretaría de Ciencia y 
Técnica y Estudios Regionales de la Uni-
versidad Nacional de Jujuy (SECTER-
UNJu) y cuenta con el asesoramiento del 
Mg. Germán Montejano (Universidad Na-
cional de San Luis) y de la Dra. Jussara de 
Marques Almeida (Universidad Federal de 
Minas Gerais). 
Introducción 
Los sistemas de HPC se usan para des-
arrollar software en una gran cantidad de 
campos, incluyendo física nuclear, simula-
ción de accidentes, procesamiento de datos 
de satélites, dinámica de fluidos, modelado 
del clima, bioinformática y modelado fi-
nanciero. La gran variedad de organi-
zaciones científicas, gubernamentales y 
comerciales presentes en esta lista ilustra el 
creciente predominio e impacto de las apli-
caciones de HPC en la sociedad moderna 
[Carver, 2007]. 
La presencia de fallos en el hardware o 
software de computadores paralelos genera 
nuevas necesidades en el uso de mecanis-
mos tolerantes a fallos para asegurar que 
las aplicaciones finalicen exitosamente. 
Recientemente, algunos centros de super-
computadores han publicado estadísticas 
acerca de fallos [Cappello, 2009]. El Labo-
WICC 2012 718
2012 XIV Workshop de Investigadores en Ciencias de la Computación
ratorio Nacional de Los Álamos (LANL) 
provee información muy detallada con una 
descripción de 23.000 eventos que causa-
ron paradas en la aplicación. Los datos de 
LANL corresponden a 22 clusters con has-
ta 4.096 CPUs, durante un período de 10 
años. Esto representa alrededor de 5.000 
nodos de cómputo y un total de 24.000 de 
CPUs (algunos nodos son multiprocesa-
dor). En un análisis de estos datos realiza-
dos por Schroeder y Gibson [Schroeder & 
Gibson, 2007] se puede observar que el 
número de fallos por año puede exceder los 
1.000 para algunos sistemas. Para estos 
últimos, tres fallos por día implican que 
aplicaciones que utilizan todos los nodos 
de cómputo y demoran más de 8 horas tie-
nen pocas posibilidades de finalizar correc-
tamente.  
Las estadísticas anteriores llevan a plantear 
la necesidad de implementar un sistema to-
lerante a fallos para HPC. Para alcanzar al-
ta disponibilidad, tal sistema de tolerancia 
a fallos debe proveer una recuperación y 
detección de fallos automática y transpa-
rente. Además, para una tolerancia a fallos 
proactiva es también deseable que se pue-
dan realizar tareas de mantenimiento pre-
ventivo, como, por ejemplo, reemplazar 
máquinas susceptibles a fallos sin interrup-
ciones al sistema. [Santos et al., 2008] 
Considerando estos aspectos, Duarte y co-
legas [Duarte et al., 2006; Duarte et al., 
2007] han propuesto y desarrollado 
RADIC (Redundant Array of Distributed 
Independent Fault Tolerance Controllers), 
una arquitectura transparente, descentrali-
zada, flexible y escalable para tolerancia a 
fallos que provee alta disponibilidad en sis-
temas de paso de mensajes que basa su 
operación en el mecanismo de rollback-
recovery basado en protocolo log pesimis-
ta. En tal protocolo, se realizan checkpoints 
regularmente y todos los mensajes recibi-
dos por cada proceso de la aplicación de-
ben ser guardados por el receptor para po-
der volver a utilizarlos en caso de fallo. 
En la actualidad, es cada vez más frecuente 
el uso de modelos de simulación computa-
cional en HPC, ya sea como ayuda al dise-
ño y modelado de prestaciones [Denzel et 
al., 2008], como para explorar arquitectu-
ras o aplicaciones [Hammond et al., 2009; 
Minkenberg & Rodriguez, 2009] o como 
una herramienta de predicción de tráfico 
[Tikir et al., 2009].  
En el año 2010, [Valdiviezo et al., 2010; 
Pérez Ibarra et al., 2010; Lasserre et al., 
2011, García et al., 2011] el GIS desa-
rrolló el simulador CluSim, un simulador 
de clusters basado en OMNeT++, que al 
presente permite parametrizar la configu-
ración de un cluster y hace posible evaluar 
y predecir el impacto en el rendimiento de 
diferentes configuraciones para aplicacio-
nes tipo Master/Worker. 
De igual modo, el realizar un simulador de 
RADIC permitiría disponer de una herra-
mienta para analizar cómo afectan las ca-
racterísticas y parámetros de configuración 
de RADIC a la aplicación y al sistema. Por 
ejemplo, cuál sería el número ideal de no-
dos spare y su ubicación ideal dentro del 
cluster, investigar si es posible alcanzar 
mejores resultados distribuyendo los nodos 
spare de acuerdo con determinados crite-
rios (nivel de degradación aceptable, lími-
tes de memoria de un nodo, topología de 
red), investigar acerca de las posibles polí-
ticas a usarse en las tareas de reemplazo de 
nodo, etc. 
Líneas de investigación y desarro-
llo 
 Incorporar la arquitectura tolerante 
a fallos RADIC a CluSim.  
 Extender la funcionalidad de Clu-
Sim tolerante a fallos a aplicaciones 
paralelas tipo SPMD, Pipeline y 
Divide/Conquer. 
Resultados y Objetivos 
El proyecto ha comenzado en febrero 
del año en curso, de modo que, a la fecha 
aún no se tienen resultados para presentar. 
El objetivo principal del proyecto es desa-
rrollar un framework basado en OMNeT++ 
donde puedan simularse distintos esque-
mas de tolerancia a fallos y que permita 
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implementar los módulos de la arquitectura 
de RADIC de forma parametrizable y con-
figurable. De esta manera, el simulador 
permitirá un mejor análisis y comprensión 
de las funciones de RADIC interactuando 
con el sistema de cómputo y con las apli-
caciones. Es decir, el simulador: 
 permitirá el desarrollo y prueba de 
nuevas políticas en sistemas que no 
están disponibles físicamente, 
 permitirá el análisis del comporta-
miento del sistema (desbalanceo de 
carga, cuellos de botellas causados 
por fallos) mediante la inyección de 
diferentes patrones de fallos, 
 ayudará en el proceso de toma de 
decisiones (por ejemplo, si se de-
tecta un cuello de botella: cuántos 
nodos spare serán necesarios, 
dónde ubicarlos, cuál es la influen-
cia del mapeo entre protectores y 
observadores) permitiendo así la 
evaluación de diferentes configura-
ciones de RADIC. 
Formación de Recursos Humanos 
El equipo de trabajo de la línea de I/D pre-
sentada está formado por:  
Director: Lasserre, Cecilia María 
Co-Director: Pérez Otero, Nilda María 
Integrantes: 
 Pérez Ibarra, Claudio Marcelo 
 García, Adelina 
 Verazay, Abigaíl Roxana Noemí 
 Quispe, Gloria Lola 
 Ovando, Pablo 
 Martínez, Jorge 
 Córdoba, Rafaela 
 Argañaraz Azua, Fabio 
Como se muestra a continuación algunos 
de los miembros del equipo realizan estu-
dios de postgrado o desarrollan el proyecto 
de final de carrera de Ingeniería en In-
formática en temáticas afines al proyecto: 
 
Tesis de maestría en curso: 1 
Trabajos finales de especialización: 2 
Especialización en curso en la UNLP: 1 
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