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2-LOCAL DERIVATIONS ON AW∗-ALGEBRAS OF TYPE I
SHAVKAT AYUPOV AND FARHODJON ARZIKULOV
Abstract. It is proved that every 2-local derivation on an AW∗-algebra of
type I is a derivation. Also an analog of Gleason theorem for signed mea-
sures on projections of homogenous AW∗-algebras except the cases of an AW∗-
algebra of type I2 and a factor of type Im, 2 < m < ∞ is proved.
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Introduction
The present paper is devoted to 2-local derivations on AW∗-algebras. Recall that
a 2-local derivation is defined as follows: given an algebra A, a map ∆ : A → A
(not linear in general) is called a 2-local derivation if for every x, y ∈ A, there exists
a derivation Dx,y : A→ A such that ∆(x) = Dx,y(x) and ∆(y) = Dx,y(y).
In 1997, P. Sˇemrl [15] introduced the notion of 2-local derivations and described
2-local derivations on the algebra B(H) of all bounded linear operators on the
infinite-dimensional separable Hilbert space H. A similar description for the finite-
dimensional case appeared later in [2]. In the paper [3] 2-local derivations have
been described on matrix algebras over finite-dimensional division rings.
In [4] the authors suggested a new technique and have generalized the above
mentioned results of [15] and [2] for arbitrary Hilbert spaces. Namely they con-
sidered 2-local derivations on the algebra B(H) of all linear bounded operators on
an arbitrary (no separability is assumed) Hilbert space H and proved that every
2-local derivation on B(H) is a derivation.
In [5] we also suggested another technique and generalized the above mentioned
results of [15], [2] and [4] for arbitrary von Neumann algebras of type I and proved
that every 2-local derivation on these algebras is a derivation. In [6] (Theorem 3.4)
a similar result was proved for finite von Neumann algebras. In [7] we extended
all above results and give a short proof of the theorem for arbitrary semi-finite von
Neumann algebras. Finally, in [8] there was given a proof of the problem for von
Neumann algebras.
In the present paper we prove that every 2-local derivation on an AW∗-algebra
of type I is a derivation (theorem 3.1). Also we prove an analog of Gleason theorem
for signed measures on projection of homogenous AW∗-algebras except the cases of
an AW∗-algebra of type I2 and a factor of type Im, 2 < m <∞ (theorem 1.2). Our
proof is essentially based on this analog of Gleason theorem for signed measures on
projection of homogenous AW∗-algebras.
Preliminaries
Let A be an AW∗-algebra.
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Definition. A linear map D : A → A is called a derivation, if D(xy) = D(x)y +
xD(y) for any two elements x, y ∈ A.
A map ∆ : A → A is called a 2-local derivation, if for any two elements x, y ∈ A
there exists a derivation Dx,y : A → A such that ∆(x) = Dx,y(x), ∆(y) = Dx,y(y).
It is known that any derivation D on a AW∗-algebra A is an inner derivation [9],
that is there exists an element a ∈ A such that
D(x) = ax− xa, x ∈ A.
Therefore for an AW∗-algebra A the above definition is equivalent to the following
one: A map ∆ : A → A is called a 2-local derivation, if for any two elements x,
y ∈ A there exists an element a ∈ A such that ∆(x) = ax− xa, ∆(y) = ay − ya.
Let A be an AW∗-algebra, ∆ : A → A be a 2-local derivation. Then from the
definition it easily follows that ∆ is homogenous. At the same time,
∆(x2) = ∆(x)x + x∆(x)
for each x ∈ A.
In [10] it is proved that any Jordan derivation on a semi-prime algebra is a
derivation. Since A is semi-prime, the map ∆ is a derivation if it is additive.
Therefore, in the case of AW∗-algebra to prove that the 2-local derivation ∆ : A →
A is a derivation it is sufficient to prove that ∆ : A → A is additive.
1. Gleason theorem and its application
Definition. Let A be an AW∗-algebra. The lattice of all projections of A we
denote by P (A). Recall that a map µ : P (A) → C is called a signed measure (or
charge) if µ(e1 + e2) = µ(e1) + µ(e2) for arbitrary mutually orthogonal projections
e1, e2 in A.
A signed measure µ is said to be bounded if sup{|µ(e)| : e ∈ P (A)} is finite.
Recall that a map µ : P (A)→ R+ is called a finitely additive measure if µ(e1 +
e2) = µ(e1) + µ(e2) for arbitrary mutually orthogonal projections e1, e2 in A, if
additionally µ(1) = 1 then µ is called a probability measure.
Let A be a C*-algebra. By a singly generated C∗-subalgebra of A we mean a
norm-closed ∗-subalgebra A(x) generated by a single self-adjoint element x ∈ A
(and the identity 1 if A has identity).
Definition. A positive quasi-linear functional is a function ρ : A→ C such that
(i) ρ|A(x) is a positive linear functional for each x ∈ Asa.
(ii) ρ(a) = ρ(a1) + iρ(a2), when a = a1 + ia2 is the canonical decomposition of
a in self-adjoint parts a1, a2.
If in addition (iii) ρ(1) = 1, then we say that ρ is a quasi-state on A.
Since an AW∗-factor of type In is a von Neumnn algebra, we have
Theorem 1.1. Let A be an AW∗-factor of type In, n 6= 2. Then every bounded
signed measure on P (A) can be extended uniquely to a linear functional on A.
Let A be an AW∗-algebra of type In that is not a factor for 2 < n < ∞ and
n 6= 2, where n is a cardinal number. Let {ei} be a maximal family of pairwise
orthogonal abelian projections in A with central support 1 such that supi ei = 1.
Let {eij} be the system of matrix units with respect to {ei}. Let Z(A) be the center
of A, X be a compact such that C(X) ∼= Z(A). Let m be a natural number such
that m ≤ n, {ej}
m
j=1 be a subset of {ei} and e =
∑m
j=1 ej . It is known that eAe
∼=
C(X)⊗Mm(C). In [12] it is proved thatA is isomorphic to the AW
∗-algebra of maps
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from the extremely disconnected compact X to the von Neumann algebra B(H) of
all bounded linear operators on a Hilbert space H satisfying to certain conditions.
Following by [12] this AW∗-algebra we denote by SC#(X,B(H)). Further we will
use these designations. The algebra C(X,B(H)) of all continuous operator-valued
functions on X is a C∗-algebra.
Lemma 1.2. Every signed measure µ on P (SC#(X,B(H))) can be uniquely
extended to a linear functional on C(X,B(H)), i.e. there exists a linear functional
ρ on C(X,B(H)) such that
ρ|P (SC#(X,B(H)))∩C(X,B(H)) = µ|P (SC#(X,B(H)))∩C(X,B(H)).
Proof. Let {Ei} be a maximal family of pairwise orthogonal Abelian projections
in B(H) and let ei : X → Ei be the operator-valued function ei(x) = Ei, x ∈ X for
every i. Then {ei} be a maximal family of pairwise orthogonal Abelian projections
in SC#(X,B(H)) with central support 1 such that supi ei = 1. Let {eij} be the
system of matrix units with respect to {ei}. The subalgebra
C = {a ∈ A : for all i and j eiaej = λeij , λ ∈ C}
is an AW∗-subfactor of type In.
It is clear that C ⊂ C(X,B(H).
Let µ be a signed measure on the set P of all projections of SC#(X,B(H)). First,
we will prove that the signed measure µ is uniquely extended to a linear functional
on the vector space C(X,B(H)sa) of all self-adjoint elements of C(X,B(H)).
Let µRe(p) = Re(µ(p)), µIm(p) = Im(µ(p)) for every p ∈ P (A). Then
µ = µRe + iµIm.
The maps µRe, µIm are real number-valued signed measures. Without loss of
generality we assume that µ is a real number-valued signed measures.
By theorem 1.1 the signed measure µ is uniquely extended to a linear functional
on any subalgebra of the form zC, where z is a central projection. This linear
functional on zC we denote by φz . Clearly φz |P (zC) = µ.
At the same time, straightforward arguments show that µ has a unique extension
to a function δ : SC#(X,B(H))→ C, where δ is linear and bounded on each abelian
∗-subalgebra of SC#(X,B(H)) and where δ(x+iy) = δ(x)+iδ(y) whenever x and y
are self-adjoint (see [13]). Hence, for every central projection z we have φz |zC = δ|zC .
Therefore we may take
φ(za) = φz(za), z ∈ Z(SC#(X,B(H))) ∩ P (SC#(X,B(H))), a ∈ C.
Clearly φ is a mapping.
Take the set ℜ of all elements of the form
∑m
i=1 xiai, where x1, . . . , xm are
orthogonal central projections of sum 1 and the elements a1, . . . , am belong to Csa.
It is clear that ℜ is a normed space and belongs to C(X,B(H)sa).
For every element
∑m
i=1 xiai from ℜ we suppose
φ(
m∑
i=1
xiai) =
m∑
i=1
φ(xiai).
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Then φ is a linear mapping on ℜ. Indeed, for arbitrary elements
∑m1
i=1 xiai and∑m2
j=1 yjbj of ℜ we have
φ(
m1∑
i=1
aizi +
m2∑
j=1
yjbj) = φ[
m1∑
i=1
m2∑
j=1
xiyj(ai + bj)] =
m1∑
i=1
m2∑
j=1
φ(xiyjai + xiyjbj) =
m1∑
i=1
m2∑
j=1
φ(xiyjai)+
m1∑
i=1
m2∑
j=1
φ(xiyjbj) = φ(
m1∑
i=1
xiai) + φ(
m2∑
i=1
yjbj).
Thus φ is a linear mapping on ℜ.
Now we prove that, if a consequence (an) ⊂ ℜ is a fundamental consequence,
then the numerical consequence (φ(an)) is also fundamental.
By [15, proposition 1.17.1] there exist positive functionals φ+z , φ
−
z on zC for every
central projection z such that
φ = φ+z − φ
−
z .
At the same time, the measure
µ|Z(SC#(X,B(H)))∩P (SC#(X,B(H)))
has a unique extension to a linear functional η : Z(SC#(X,B(H))) → C, and by
[15, proposition 1.17.1] there exist positive functionals η+, η− on Z(SC#(X,B(H)))
such that
η = η+ − η−.
If λz = φ
+
z (z) − η
+(z) for some number λz , then, of course, λz = φ
−
z (z) − η
−(z),
and for every central projection z we chose φ+z , φ
−
z such that φ
+
z (z) = η
+(z),
φ−z (z) = η
−(z). We can do it by the following by
φ+z (x) := φ
+
z (x)− λz , φ
−
z (x) := φ
−
z (x) − λz , x ∈ zC.
We may take the following mapping
φ+(za) = φ
+
z (za), z ∈ Z(SC#(X,B(H))) ∩ P (SC#(X,B(H))), a ∈ C.
For every element
∑m
i=1 xiai from ℜ we suppose
φ+(
m∑
i=1
xiai) =
m∑
i=1
φ+(xiai).
Then φ+ is linear on ℜ. Indeed, for arbitrary elements
∑m1
i=1 xiai and
∑m2
j=1 yjbj
of ℜ we have
φ+(
m1∑
i=1
aizi +
m2∑
j=1
yjbj) = φ+[
m1∑
i=1
m2∑
j=1
xiyj(ai + bj)] =
m1∑
i=1
m2∑
j=1
φ+(xiyjai + xiyjbj) =
m1∑
i=1
m2∑
j=1
φ+(xiyjai)+
m1∑
i=1
m2∑
j=1
φ+(xiyjbj) = φ+(
m1∑
i=1
xiai) + φ+(
m2∑
i=1
yjbj).
Thus φ+ is linear on ℜ. Similarly we may define the linear mapping φ− on ℜ.
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Note that from
∑m1
i=1 aizi ≥ 0 it follows that aizi ≥ 0 for every i. Hence,
since φ+(aizi) ≥ 0 for each i and φ+ is linear on ℜ we have φ+(
∑m1
i=1 aizi) ≥ 0.
So, since
∑m1
i=1 aizi ≥ 0 is chosen arbitrarily in ℜ we have φ+(x) ≥ 0 for all
x ∈ ℜ ∩ C(X,B(H))+, where C(X,B(H))+ is the set of all positive elements of
C(X,B(H)).
Let ε > 0. Suppose that
‖
m1∑
i=1
xiai −
m2∑
j=1
yjbj‖ < ε.
Since {xiyj} is an orthogonal family of central projections we have
‖xiyj(ai − bj)‖ < ε (1.1)
for all indices i and j.
Let us xiyj(ai−bj) denote by cij for every pair of indices i, j. There exist pairwise
orthogonal projections pij1 , p
ij
2 , . . . , p
ij
k in xiyjC and numbers β
ij
1 , β
ij
2 , . . . , β
ij
k such
that
‖cij −
k∑
l=1
βijl p
ij
l ‖ < ε. (1.2)
Since {xiyj} is an orthogonal family of central projections with sum 1 we have
m1∑
i=1
m2∑
j=1
xiyjcij < ε1 +
m1∑
i=1
m2∑
j=1
[xiyj(
k∑
l=1
βijl p
ij
l )],
−
m1∑
i=1
m2∑
j=1
xiyjcij < ε1−
m1∑
i=1
m2∑
j=1
[xiyj(
k∑
l=1
βijl p
ij
l )] (1.3).
The elements
xiyj , xiyjcij , xiyj(
k∑
l=1
βijl p
ij
l ) for all indices i, j,
and
m1∑
v=1
m2∑
w=1
xvywcvw,
m1∑
v=1
m2∑
w=1
[xvyw(
k∑
l=1
βvwl p
vw
l )]
belong to ℜ. Therefore the map φ+ is defined on these elements. Let
a+ = φ+(
m1∑
i=1
m2∑
j=1
xiyjcij), a
− = φ−(
m1∑
i=1
m2∑
j=1
xiyjcij), a = a
+ − a−,
b+ = φ+(
m1∑
i=1
m2∑
j=1
[xiyj(
k∑
l=1
βijl p
ij
l )]), b
− = φ−(
m1∑
i=1
m2∑
j=1
[xiyj(
k∑
l=1
βijl p
ij
l )]), b = b
+ − b−.
Then, since φ+ is linear and positive on ℜ we have
a+ < ε
∑
φ+(xiyj) +
m1∑
i=1
m2∑
j=1
φ+(xiyj(
k∑
l=1
βijl p
ij
l ))
= εφ+(1) + b
+ (1.4)
by (1.3). Similarly
−a+ < εφ+(1)− b
+. (1.5)
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Similarly for φ− we have
a− < εφ−(1) + b
− (1.4.1)
and
−a− < εφ−(1)− b
−. (1.5.1)
Hence
a− b < ε(φ+(1) + φ−(1)),−ε(φ+(1) + φ−(1)) < a− b
and
|a− b| < ε(φ+(1) + φ−(1)) < εC1,
for some real number C1 which is not depending on ε.
Clearly the family {xiyj , xiyjp
ij
l }ijl of projections is contained in some maximal
commutative ∗-subalgebra A◦ of SC#(X,B(H)).
The extension of φ to A◦ coincides with δ|A◦ first by theorem 1.1 for every i
and j the linear functional φ|xiyjC coincides on xiyjC with the unique quasilinear
functional δ, and second φ|P (A◦) = µ|P (A◦).
By (1.1) and (1.2)
‖xiyj(
k∑
l=1
βijl p
ij
l )‖ ≤ 2ε.
At the same time as it mentioned above φ is a continuous linear functional on A◦.
Therefore
|φ(
m1∑
i=1
m2∑
j=1
[xiyj(
k∑
l=1
βijl p
ij
l )])| < 2C2ε,
for some real number C2 which is not depending on ε. Hence by (1.4), (1.5), (1.4.1)
and (1.5.1) we have
|φ(
m1∑
i=1
m2∑
j=1
xiyjcij)| = |a| = |a− b+ b| < |a− b|+ |b| < εC1 + 2C2ε.
and for every fundamental consequence (an) ⊂ ℜ the numerical consequence (φ(an))
is also fundamental.
Let a be an arbitrary continuous operator-valued function from SC#(X,B(H))sa.
For every natural number m and for each point x ∈ X there exists an open neigh-
borhood Ox ⊆ X of the point x such that
‖a(x)− a(y)‖ < 1/m
for every y ∈ Ox. Fix m. Let Qx be the closure of the neighborhood Ox for every
point x ∈ X . Then for every point x ∈ X the set Qx is open. It is clear that⋃
x∈X Qx = X . Thus the family {Qx}x∈X is an open covering of the compact X
and it can be chosen a finite covering, say {Qxk}
l
k=1 in {Qx}x∈X . For every k in
{1, 2, . . . , l} and y ∈ Qxk we have
‖a(xk)− a(y)‖ ≤ 1/m.
Without loss of the generality we admit that sets in {Qxk}
l
k=1 are not pairwise
crossed. For each k in {1, 2, . . . , l} the characteristic function XQxk of the set Qxk
belongs to P (Z(A)). Hence the element
∑l
k=1 XQxk a(xk) lies in ℜ and
‖a−
l∑
k=1
XQxk a(xk)‖ ≤ 1/m.
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We continue the extension of φ on the uniform closure of ℜ in C(X,B(H)sa),
which coincides with C(X,B(H)sa) by the above conclusions. Take a consequence
(am) ⊂ ℜ converging to the element a. Then, since φ is continuous on ℜ there exists
limφ(am). We admit φ(a) = limφ(am). It is clear that φ(a) does not depends on
choice of the consequence (am) in ℜ.
Let p be a projection in SC#(X,B(H)), which is a continuous operator-valued
function. We prove that for p the element φ(a) is defined correctly. Let ε be a pos-
itive number. Then there exists an orthogonal family {zi}
l
i=1 of central projections
such that (∀i)zi = XQxi for some point xi ∈ X and open-closed set Qxi containing
this point. In this case
(∀i)(∀y ∈ Qxi)‖p(xi)− p(y)‖ < ε/2.
Hence
(∀i)(∀x, y ∈ Qxi)‖p(x)− p(y)‖ < ε.
Fix i and y. Then
(∀x ∈ Qxi)− 1ε < p(x)− p(y) < 1ε,
i.e.
−1ε+ p(y) < p(x) < 1ε+ p(y).
Hence
−1ε+ p(y) < inf
x∈Qxi
p(x) < 1ε+ p(y),
i.e.
−1ε < inf
x∈Qxi
p(x)− p(y) < 1ε.
Therefore
(∀y ∈ Qxi)‖ inf
x∈Qxi
p(x)− p(y)‖ < ε.
Let (∀i)ai = infx∈Qxi p(x). Then
‖p−
∑
ziai‖ < ε,
∑
ziai ∈ ℜ
and
p ≥
∑
ziai.
Besides, since (∀i)(∀x ∈ Qxi)p(x) ≥ 0 we have
∑
ziai ≥ 0 (
∑
ziai is a projection).
Hence
0 = (1− p)p(1− p) ≥ (1− p)(
∑
ziai)(1 − p) ≥ 0
and
p(
∑
ziai) =
∑
ziai.
Hence p,
∑
ziai mutually commute in A. Clearly the set
{p,
∑
ziai, z1a1, z2a2, . . . , zlal}
is a set of pairwise commutative elements in C(X,B(H))sa. For the maximal
commutative ∗-subalgebra A◦ of SC#(X,B(H)), containing this set the value at∑
ziai of δ on A◦, to which the measure µ is extended, coincides with the value
of the function φ at this element
∑
ziai. Indeed, by theorem 1.1 for every i the
linear functional φ|ziC coincides on ziC with δ. Therefore (∀i)δ(ziai) = φ(ziai).
Hence δ(
∑
ziai) = φ(
∑
ziai). At the same time, since the measure µ is uniquely
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extended to δ on SC#(X,B(H)) φ(
∑
ziai) does not depend on choice of A◦. Since
δ is continuous on A◦ and ‖p−
∑
ziai‖ < ε it follows that
|µ(p)− φ(
∑
ziai)| < ε.
Thus, there exists a consequence (am) in ℜ uniformly converging to p such that p
and am are mutually commutes for eachm. In this case limφ(am) exists and µ(p) =
limφ(am). So the extension of φ|ℜ on C(X,B(H))sa coincides on projections with
the unique quasi-linear functional δ defined on SC#(X,B(H)) to which the measure
µ is extended. Then φ is linear on C(X,B(H))sa. Let a, b ∈ C(X,B(H))sa such
that ‖a−b‖ < ε. Then there exist c and d in ℜ such that ‖a−c‖ < ε and ‖b−d‖ < ε.
Hence
|φ(a− b)| = |φ(a − c+ c− d+ d− b)| ≤
|φ(a− c)|+ |φ(c− d)|+ |φ(d − b)| < Cε,
where C is a constant that does not depend on ε.
Thus, φ is a continuous linear functional on the subspace C(X,B(H)sa) of
SC#(X,B(H))sa. Hence the map
ρ(a+ ib) = φ(a) + iφ(b), a, b ∈ C(X,B(H)sa)
is a linear functional on C(X,B(H)), which is a unique extension of µ. ⊲
Corollary 1.3. The set of all linear combinations of all finite families of orthog-
onal projections in C(X,B(H)) is uniformly dense in C(X,B(H)).
Remark. Note that theorem 1.1 was proved in the case of bounded signed
measure by Matvejchuk M.S in [14] for purely infinite AW∗-algebras and finite
AW∗-algebras with a faithful normal centrevalued trace.
Lemma 1.4. Let A be a AW∗-algebra, ∆ : A → A be a 2-local derivation, and
let e, f be mutually orthogonal projections in A. Then
1) ∆(e + f) = ∆(e) + ∆(f),
2) if λ, µ are arbitrary complex numbers, then ∆(λe + µf) = ∆(λe) + ∆(µf).
Proof. A proof of 1): by the definition there exist a, b ∈ A such that
∆(e + f) = a(e + f)− (e+ f)a,∆(e) = ae− ea,
∆(e + f) = b(e + f)− (e+ f)b,∆(f) = bf − fb.
Then
(e+ f)a(e+ f)⊥ = (e+ f)b(e+ f)⊥,
(e+ f)⊥a(e+ f) = (e+ f)⊥b(e+ f).
Hence
fa(e+ f)⊥ = fb(e+ f)⊥, (e + f)⊥af = (e+ f)⊥bf.
Now we must show eaf = ebf , fae = fbe. Indeed, there exists d ∈M such that
∆(e) = de − ed,∆(f) = df − fd.
Hence
fae = fde, eaf = edf, ebf = edf, fbe = fde.
Therefore
eaf = ebf, fae = fbe
and
∆(e + f) = a(e + f)− (e+ f)a =
ea(e+ f) + fa(e+ f) + (e + f)⊥a(e+ f)−
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(e + f)ae− (e + f)af − (e+ f)a(e+ f)⊥ =
eae+ fae+ (e + f)⊥ae− eae− eaf − ea(e+ f)⊥+
eaf + faf + (e+ f)⊥af − fae− faf − fa(e+ f)⊥ =
eae+ fae+ (e + f)⊥ae− eae− eaf − ea(e+ f)⊥+
ebf + fbf + (e+ f)⊥bf − fbe− fbf − fb(e+ f)⊥ =
ae− ea+ bf − fb = ∆(e) + ∆(f).
A proof of 2): by the definition there exist a, b ∈ A such that
∆(λe + µf) = a(λe + µf)− (λe + µf)a,∆(e) = ae− ea,
∆(λe + µf) = b(λe + µf)− (λe + µf)b,∆(f) = bf − fb.
Then
(λe + µf)a(e+ f)⊥ = (λe + µf)b(e+ f)⊥,
(e + f)⊥a(λe+ µf) = (e+ f)⊥b(λe + µf),
eaf = ebf, fae = fbe.
Hence
fa(e+ f)⊥ = fb(e+ f)⊥, (e+ f)⊥af = (e+ f)⊥bf
and
∆(λe + µf) = a(λe + µf)− (λe + µf)a =
ea(λe+ µf) + fa(λe+ µf) + (e + f)⊥a(λe+ µf)−
(λe + µf)ae− (λe + µf)af − (λe + µf)a(e+ f)⊥ =
eaλe+ faλe+ (e+ f)⊥aλe− λeae − λeaf − λea(e+ f)⊥+
eaµf + faµf + (e+ f)⊥aµf − µfae− µfaf − µfa(e+ f)⊥ =
eaλe+ faλe+ (e+ f)⊥aλe− λeae − λeaf − λea(e+ f)⊥+
ebµf + fbµf + (e+ f)⊥bµf − µfbe− µfbf − µfb(e+ f)⊥ =
λ(ae − ea) + µ(bf − fb) = λ∆(e) + µ∆(f) =
∆(λe) + ∆(µf).
⊲
Lemma 1.5. Let , ∆ : A → A be a 2-local derivation on a AW∗-algebra A.
Then
∆(λ1e1 + λ2e2 + ...+ λmem) =
∆(λ1e1) + ∆(λ2e2) + ...+∆(λmem).
for any family of pairwise orthogonal projections e1, e2, . . . , em in A and complex
numbers λ1, λ2, ...,λm.
Proof. It is clear that
∆(e1 + e2 + ...+ em) = ∆(e1) + ∆(e2 + ...+ em) =
∆(e1) + ∆(e2) + ∆(e3 + ...+ em) = ... =
∆(e1) + ∆(e2) + ...+∆(em)
by 1) of lemma 1.4.
Using the induction we prove that
∆(λ1e1 + λ2e2 + ...+ λmem) =
∆(λ1e1) + ∆(λ2e2) + ...+∆(λmem).
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The case m = 1 is obvious. The case m = 2 follows by lemma 1.4. Suppose that
∆(λ1e1 + λ2e2 + ...+ λm−1em−1) =
∆(λ1e1) + ∆(λ2e2) + ...+∆(λm−1em−1).
Let x = λ1e1 + λ2e2 + ...+ λm−1em−1. Then there exist a, b ∈ A such that
∆(λmem + x) =
a(λmem + x)− (λmem + x)a,∆(em) = aem − ema,
∆(λmem + x) = b(λmem + x)− (λmem + x)b,
∆(x) = bx− xb.
Then
(λmem + x)a(em + f)
⊥ = (λmem + x)b(em + f)
⊥,
(em + f)
⊥a(λmem + x) = (em + f)
⊥b(λmem + x),
where f = e1 + e2 + ...+ em−1. Hence
xa(em + f)
⊥ = xb(em + f)
⊥,
(em + f)
⊥ax = (em + f)
⊥bx, (1.6)
ema(em + f)
⊥ = emb(em + f)
⊥,
(em + f)
⊥aem = (em + f)
⊥bem.
Let us prove that
emax = embx, xaem = xbem. (1.7)
Indeed, there exists d ∈ A such that
∆(em) = dem − emd,∆(x) = dx− xd.
Hence
xaem = xdem, emax = emdx,
embx = emdx, xbem = xdem.
Therefore
emax = embx, xaem = xbem.
Hence
emaf = embf, faem = fbem.
Also we have
(em + f + (em + f)
⊥)a(λmem + x)−
(λmem + x)a(em + f + (em + f)
⊥) =
(em + f + (em + f)
⊥)b(λmem + x)−
(λmem + x)b(em + f + (em + f)
⊥),
and
fax− xaf = fbx− xbf. (1.8)
Therefore
∆(λmem + x) = a(λmem + x)− (λmem + x)a =
ema(λmem + x) + fa(λmem + x) + (em + f)
⊥a(λmem + x)−
(λmem + x)aem − (λmem + x)af − (λmem + x)a(em + f)
⊥ =
emaλmem + faλmem + (em + f)aλmem−
λmemaem − λmemaf − λmema(em + f)
⊥+
emax+ fax+ (em + f)
⊥ax− xaem − xaf − xa(em + f)
⊥ =
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emaλmem + faλmem + (em + f)
⊥aλmem−
λmemaem − λmemaf − λmema(em + f)
⊥+
embx+ fbx+ (em + f)
⊥bx− xbem − xbf − xb(em + f)
⊥ =
λm(aem − ema) + (bx− xb) = λm∆(em) + ∆(x) =
∆(λmem) + ∆(x)
by (1.6), (1.7) and (1.8).
Hence by induction we obtain that
∆(λ1e1 + λ2e2 + ...+ λmem) =
∆(λ1e1) + ∆(λ2e2) + ...+∆(λmem).
⊲
Lemma 1.6. Let A be a AW∗-algebra, ∆ : A → A be a 2-local derivation, and
let Ao be a maximal abelian ∗-subalgebra of A. Consider two linear combinations,
λ1e1+λ2e2+ ...+λmem, µ1f1+µ2f2+ ...+µkfk defined by the sets {e1, e2, ..., em},
{f1, f2, ..., fk} of orthogonal projections in Ao respectively. Then
∆((λ1e1 + λ2e2 + ...+ λmem) + (µ1f1 + µ2f2 + ...+ µkfk)) =
∆(λ1e1 + λ2e2 + ...+ λmem) + ∆(µ1f1 + µ2f2 + ...+ µkfk).
Proof. It clear that the union of the families
{ei − eif}i=1,...,m, {eifj}i=1,...,m,j=1,...,k, {fj − fje}j=1,...,k
is a set of orthogonal projections in Mo, where e = e1+ e2+ ...+ em, f = f1+ f2+
...+ fk. Hence
∆(λ1e1 + λ2e2 + ...+ λmem + µ1f1 + µ2f2 + ...+ µkfk) =
∆(
m∑
i=1
λi(ei − eif) +
m∑
i=1
k∑
j=1
(λi + µj)eifj +
k∑
i=1
µi(fi − fie)) =
m∑
i=1
λi∆(ei − eif) +
m∑
i=1
k∑
j=1
(λi + µj)∆(eifj) +
k∑
i=1
µi∆(fi − fie)) =
[
m∑
i=1
λi∆(ei − eif) +
m∑
i=1
k∑
j=1
i∆(eifj)]+
[
k∑
i=1
µi∆(fi − fie)) +
m∑
i=1
k∑
j=1
µj∆(eifj)] =
∆(λ1e1 + λ2e2 + ...+ λmem) + ∆(µ1f1 + µ2f2 + ...+ µkfk)
by lemma 1.5. ⊲
In the following lemmas P(C(X,B(H))) denotes the lattice of all projections in
C(X,B(H)) and Lno(P(C(X,B(H)))) denotes the set of all finite linear combina-
tions of orthogonal projections in C(X,B(H)).
Lemma 1.7. For every pair of elements x, y ∈ Lno(P(C(X,B(H))))
∆(x+ y) = ∆(x) + ∆(y).
Proof. Firstly, let us show that for each f ∈ SC#(X,B(H))
∗ the restriction
f ◦∆|P(SC#(X,B(H))) of the superposition f ◦∆(x) = f(∆(x)), x ∈ SC#(X,B(H)),
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onto the lattice P(SC#(X,B(H))) is a bounded signed measure, where SC#(X,B(H))
∗
is the space of linear functionals on SC#(X,B(H)). Let e1, e2 be orthogonal pro-
jections in SC#(X,B(H)). By 1) of lemma 1.4 we obtain that
f ◦∆(e1 + e2) = f(∆(e1) + ∆(e2)) = f(∆(e1)) + f(∆(e2)) =
f ◦∆(e1) + f ◦∆(e2),
i.e. f ◦∆ is a signed measure.
By theorem 1.2 (Gleason Theorem) for signed measures there exists a unique
bounded linear functional f˜ on C(X,B(H)) such that
f˜ |P(C(X,B(H))) = f ◦∆|P(C(X,B(H))).
Let us show that f˜ |Lno(P(C(X,B(H)))) = f ◦∆|Lno(P(C(X,B(H)))). Indeed, let Ao be a
maximal commutative ∗-subalgebra of C(X,B(H)). Then by lemma 1.6 ∆ is linear
onAo∩Lno(P(C(X,B(H)))), and therefore f◦∆|Ao∩Lno(P(C(X,B(H)))) is a bounded
linear functional which is an extension of the measure f ◦∆|P(C(X,B(H))). By the
uniqueness of the extension we have f˜(x) = f◦∆(x), x ∈ Ao∩Lno(P(C(X,B(H)))).
So for all f ∈ SC#(X,B(H))
∗ we have
f(∆(x+ y)) = f(∆(x)) + f(∆(y)) = f(∆(x) + ∆(y)),
i.e. f(∆(x+y)−∆(x)−∆(y)) = 0 for all f ∈ SC#(X,B(H))
∗. Since SC#(X,B(H))
∗
separates points of A it follows that ∆(x + y) − ∆(x) − ∆(y) = 0 for all x,
y ∈ Lno(P(C(X,B(H)))). The proof is complete. ⊲
Lemma 1.8. There exists an element a ∈ C(X,B(H))∗∗ such that ∆(x) =
Da(x) = ax− xa for all x ∈ Lno(P(C(X,B(H)))).
Proof. We have the set Lno(P(C(X,B(H)))) is uniformly dense in C(X,B(H))
by corollary 1.3 and C(X,B(H)sa) is weakly dense in C(X,B(H))
∗∗
sa. Therefore
Lno(P(C(X,B(H)))) is weakly dense in C(X,B(H))
∗∗
sa. Let x be an arbitrary
element in C(X,B(H))∗∗sa and (xn) be a sequence in Lno(P(C(X,B(H)))) weakly
converging to x. Then by the proof of lemma 1.7 for any f ∈ C(X,B(H))∗∗∗ the
sequence (f ◦ ∆(xn)) is a fundamental sequence of complex numbers. Hence the
sequence ∆(xn) is also a fundamental sequence in the weak topology and weakly
converges to some element y ∈ C(X,B(H))∗∗. Let ∆˜(x) = y. Consider the weak
extension ∆˜ of ∆|Lno(P(C(X,B(H)))) on C(X,B(H))
∗∗
sa. Then this extension ∆˜ is
additive on C(X,B(H))∗∗sa by lemma 1.7. Taking into account the homogeneity of
∆ we obtain that
∆˜(x2) = ∆˜(x)x + x∆˜(x), x ∈ C(X,B(H))∗∗sa
since multiplication is separately weakly continuous in C(X,B(H))∗∗. Consider
the extension ∆ˆ of ∆˜|C(X,B(H))∗∗sa on C(X,B(H))
∗∗ defined by:
∆ˆ(x1 + ix2) = ∆˜(x1) + i∆˜(x2), x1, x2 ∈ C(X,B(H))
∗∗
sa.
By the definition ∆˜ is a Jordan derivation on C(X,B(H))∗∗. As we mentioned
above by [10, Theorem 1] any Jordan derivation on a semiprime algebra is a deriva-
tion. Since C(X,B(H))∗∗ is semi-prime ∆˜ is a derivation on C(X,B(H))∗∗. It
is known [15] that any derivation D on C(X,B(H))∗∗ is an inner derivation, that
is there exists an element a ∈ C(X,B(H))∗∗ such that D(x) = ax − xa for all
x ∈ C(X,B(H))∗∗. Therefore there exists an element a ∈ C(X,B(H))∗∗ such that
∆˜(x) = ax− xa
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for all x ∈ C(X,B(H))∗∗. In particular, ∆(x) = Da(x) = ax − xa for all x ∈
Lno(P(C(X,B(H)))). The proof is complete. ⊲
2. 2-local derivations on AW∗-algebras of type In
We take the AW∗-algebra of type In SC#(X,B(H)), the C
∗-subalgebraC(X,B(H))
of all continuous operator-valued functions on X and the system of matrix units
{eij} from section 1.
Lemma 2.1. Let a be the element from lemma 1.8. Then for every i and j
eia(ij)ej = eiaej , eja(ij)ei = ejaei,
eia(ij)eij − eija(ij)ej = eiaeij − eijaej,
where a(ij) ∈ SC#(X,B(H)) is an element such that
△(eij) = a(ij)eij − eija(ij).
Proof. There exists an element d in SC#(X,B(H)) such that
△(ei) = dei − eid,△(eij) = deij − eijd.
Hence
deij − eijd = a(ij)eij − eija(ij)
and
eidej = eia(ij)ej , ejdei = eja(ij)ei.
At the same time
dei − eid = aei − eia
by lemma 1.8 and
eidej = eiaej , ejdei = ejaei.
Therefore
eiaej = eia(ij)ej , ejaei = eja(ij)ei.
Now we have eij + eji ∈ Lno(P(C(X,B(H)))). Therefore
△(eij + eji) = a(eij + eji)− (eij + eji)a
by lemma 1.8. By the definition of 2-local derivation there exists d ∈ SC#(X,B(H))
such that
△(eij) = deij − eijd,
△(eij + eji) = d(eij + eji)− (eij + eji)d.
Hence
d(eij + eji)− (eij + eji)d = a(eij + eji)− (eij + eji)a
and
eideij − eijdej = eiaeij − eijaej .
At the same time, since
deij − eijd = a(ij)eij − eija(ij)
we have
eideij − eijdej = eia(ij)eij − eija(ij)ej .
Therefore
eia(ij)eij − eija(ij)ej = eiaeij − eijaej.
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⊲
Lemma 2.2. Let a be an element from lemma 1.8. Then for any pair i, j of
different indices the following equality holds
△(eij) = aeij − eija. (2.1)
Proof. Let k be an arbitrary index different from i, j and let a(ij, ik) ∈
SC#(X,B(H)) be an element such that
△(eik) = a(ij, ik)eik − eika(ij, ik) and △ (eij) = a(ij, ik)eij − eija(ij, ik).
Then
ekk △ (eij)ejj = ekk(a(ij, ik)eij − eija(ij, ik))ejj =
ekka(ij, ik)eij − 0 = ekka(ik)eij − ekkeijaejj =
ekkakieij − ekkeijaejj = ekkaeij − ekkeijaejj =
ekk(aeij − eija)ejj
by lemma 2.1.
Similarly,
ekk △ (eij)eii = ekk(a(ij, ik)eij − eija(ij, ik))eii =
ekka(ij, ik)eijeii − 0 = 0− 0 = ekkaeijeii − ekkeijaeii =
ekk(aeij − eija)eii.
Let a(ij, kj) ∈ SC#(X,B(H)) be an element such that
△(ekj) = a(ij, kj)ekj − ekja(ij, kj) and △ (eij) = a(ij, kj)eij − eija(ij, kj).
Then
eii △ (eij)ekk = eii(a(ij, kj)eij − eija(ij, kj))ekk =
0− eija(ij, kj)ekk = 0− eija(kj)ekk = 0− eijajkekk =
eiiaeijekk − eijaekk =
eii(aeij − eija)ekk
by lemma 2.1.
Also we have
ejj △ (eij)ekk = ejj(a(ij, kj)eij − eija(ij, kj))ekk =
0− 0 = ejj{a(ij)}i6=jeijekk − ejjeij{a(ij)}i6=jekk =
ejj(aeij − eija)ekk,
eii △ (eij)eii = eii(a(ij)eij − eija(ij))eii =
0− eija(ij)eii = 0− eija(ij)eii = 0− eijajieii =
eiiaeijeii − eijaeii =
eii(aeij − eija)eii
by lemma 2.1.
ejj △ (eij)ejj = ejj(a(ij)eij − eija(ij))ejj =
ejja(ij)eij − 0 = ejjajieij − 0 =
ejjaeij − ejjeijaejj =
ejj(aeij − eija)ejj
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by lemma 2.1.
eii △ (eij)ejj = eii(a(ij)eij − eija(ij))ejj =
eiia(ij)eij − eija(ij)ejj = eiiaeij − eijaejj ,
ejj △ (eij)eii = ejj(a(ij)eij − eija(ij))eii = 0 =
ejj(aeij − eija)eii,
by lemma 2.1.
Therefore for all indices α and β we have
eαα△ (eij)eββ = eαα(aeij − eija)eββ.
Hence the equality (2.1) holds. ⊲
Theorem 2.3. There exists an element d ∈ SC#(X,B(H)) such that △(x) =
dx− xd for every x ∈ SC#(X,B(H)) and △ is a derivation on SC#(X,B(H)).
Proof. Let a be an element from lemma 1.8 and d(ij) ∈ SC#(X,B(H)) be an
element such that
△(eij) = d(ij)eij − eijd(ij) and △ (x) = d(ij)x− xd(ij)
and i 6= j. Then
d(ij)eij − eijd(ij) = aeij − eija
for all i, j by lemma 2.2 and
(1− eii)d(ij)eii = (1− eii)aeii, ejjd(ij)(1− ejj) = ejja(1− ejj), (2.2)
eiid(ij)eij − eijd(ij)ejj = eiiaeij − eijaejj . (2.3)
for all different i and j.
Hence by (2.2), (2.3) we have
ejj △ (x)eii = ejj(d(ij)x− xd(ij))eii =
ejjd(ij)(1− ejj)xeii + ejjd(ij)ejjxeii − ejjx(1 − eii)d(ij)eii − ejjxeiid(ij)eii =
ejja(1− ejj)xeii − ejjx(1 − eii)aeii + ejjd(ij)ejjxeii − ejjxeiid(ij)eii =
ejja(1 − ejj)xeii − ejjx(1− eii)aeii + ejjaejjxeii − ejjxeiiaeii =
ejj(ax− xa)eii
for all different i and j.
Let d(ii) ∈ SC#(X,B(H)) be an element such that
△(eii) = d(ii)eii − eiid(ii) and △ (x) = d(ii)x− xd(ii)
for each i. Then
d(ii)eii − eiid(ii) = aeii − eiia
by lemma 1.8 for all i and
(1− eii)d(ii)eii = (1 − eii)aeii, eiid(ii)(1− eii) = eiia(1− eii), (2.4)
eiid(ii)eii − eiid(ii)eii = eiiaeii − eiiaeii = 0. (2.5)
for every i.
Also by (2.4), (2.5) we have
eii △ (x)eii = eii(d(ii)x− xd(ii))eii =
eiid(ii)(1− eii)xeii + eiid(ii)eiixeii − eiix(1− eii)d(ii)eii − eiixeiid(ii)eii =
eiia(1− eii)xeii − eiix(1 − eii)aeii + eiid(ii)eiixeii − eiixeiid(ii)eii =
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eiia(1 − eii)xeii − eiix(1 − eii)aeii + 0 =
eiia(1− eii)xeii − eiix(1− eii)aeii + eiiaeiixeii − eiixeiiaeii =
eiiaxeii − eiixaeii = eii(ax− xa)eii
for every i.
Hence
△(x) = ax− xa
for all x ∈ SC#(X,B(H)). Therefore △ is a derivation and by [9] we may assume
that a ∈ SC#(X,B(H)). ⊲
3. The main theorem
Theorem 3.1. Let M be an AW∗-algebra of type I and let △ : M → M be a
2-local derivation. Then △ is a derivation.
Proof. We have that
M =
⊕∑
j
MInj ,
where MInj is an AW
∗-algebra of type Inj , nj is a cardinal number for any j and∑⊕
j MInj is the C
∗-sum of the algebras MInj . Let xj ∈ MInj for any j and x be
the C∗-sum
∑
j xj of the elements xj , i.e. x =
∑
j xj . Note that △(xj) ∈MInj for
all xj ∈MInj . Hence
△|MInj :MInj →MInj ,
△ is a 2-local derivation on MInj and by theorem 2.3 or the theorem in [7] △ is a
derivation on MInj for nj 6= 2. The case nj = 2 follows by the proof of theorem 1
in [5].
Let x be an arbitrary element of M . Then there exists d(j) ∈ M such that
△(x) = d(j)x − xd(j), △(xj) = d(j)xj − xjd(j) and
zj △ (x) = zj(d(j)x − xd(j)) = zj
∑
i
(d(j)xi − xid(j)) =
d(j)xj − xjd(j) = △(xj),
for all j, where zj is a unit of MInj . Hence
△(x) =
∑
j
zj △ (x) =
∑
j
△(xj).
Since x was chosen arbitrarily △ is a derivation on M by the last equality.
Indeed, let x, y ∈M . Then
△(x) +△(y) =
∑
j
△(xj) +
∑
j
△(yj) =
∑
j
[△(xj) +△(yj)] =
∑
j
△(xj + yj) =
∑
j
zj △ (x+ y) = △(x+ y).
Similarly,
△(xy) =
∑
j
△(xjyj) =
∑
j
[△(xj)yj + xj △ (yj)] =
∑
j
△(xj)yj +
∑
j
xj △ (yj) =
∑
j
△(xj)
∑
j
yj +
∑
j
xj
∑
j
△(yj) =
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△(x)y + x△ (y).
Hence △ is a linear operator and a derivation since △ is homogenous. The proof
is complete. ⊲
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