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Kumpulan tiedekirjasto
In this thesis we consider dynamic X-ray computed tomography (CT) for a two dimensional case.
In X-ray CT we take X-ray projection images from many diﬀerent directions and compute a recon-
struction from those measurements. Sometimes the change over time in the imaged object needs to
be taken into account, for example in cardiac imaging or in angiography. This is why we're looking
at the dynamic (something changing in time, while taking the measurements) case.
At the beginning of the thesis in chapter 2 we present some necessary theory on the subject. We
ﬁrst go through some general theory about inverse problems and the concentrate on X-ray CT.
We talk about ill-posedness of inverse problems, regularization and the measurement proses in CT.
Diﬀerent measurement settings and the discretization of the continuous case are introduced.
In chapter 3 we introduce a solution method for the problem: total variation regularization with
Barzilai-Borwein minimization method. The Barzilai-Borwein minimization method is an iterative
method and well suited for large scale problems. We also explain two diﬀerent methods, the
multi-resolution parameter choice method and the S-curve method, for choosing the regularization
parameter needed in the minimization process.
The 4th chapter shows the materials used in the thesis. We have both simulated and real measured
data. The simulated data was created using a rendering software and for the real data we took
X-ray projection images of a Lego robot.
The results of the tests done on the data are shown in chapter 5. We did tests on both the simulated
and the measured data with two diﬀerent measurement settings. First assuming we have 9 ﬁxed
source-detector pairs and then that we only one source-detector pair. For the case where we have
only one pair, we tested the implemented regularization method we begin by considering the change
in the imaged object to be periodic. Then we assume can only use some number of consecutive
moments, based on the rate the object is chancing, to collect the data. Here we only get one X-ray
projection image at each moment and we combine measurements from multiple diﬀerent moments.
In the last chapter, chapter 6, we discuss the results. We noticed that the regularization method
is quite slow, at least partly because of the functions used in the implementation. The results
obtained were quite good, especially for the simulated data. The simulated data had less details
than the measured data, so it makes sense that we got better results with less data. Already with
only four angles, we cold some details with the simulated data, and for the measured data with 8
angles and with 16 angles details were also visible in the case of measured data.
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Röntgentomograﬁa
Kumpulan tiedekirjasto
Tässä tutkielmassa käsitellään dynaamista röntgentomograﬁaa kaksiulotteisessa tapauksessa. Rönt-
gentomograﬁassa otetaan röntgenprojektiokuvia useista eri suunnista ja muodostetaan rekonstruk-
tio näistä mittauksista. Toisinaan on tarpeen ottaa huomioon kuvattavassa kappaleessa ajan myötä
tapahtuva muutos, minkä takia tarkastelemme dynaamista (ajassa mittausprosessin aikana muut-
tuvaa kohdetta) tapausta. Esimerkkejä tällaisista tapauksista ovat sydän- ja verisuonikuvaukset.
Tutkielman alussa luvussa 2 esitellään aiheeseen liittyvää teoriaa. Aloitetaan yleisellä inversio-
ongelmiin liittyvällä teorialla, jonka jälkeen keskitytään röntgentomograﬁaan. Luvussa kerrotaan
kuinka inversio-ongelmat ovat huonosti aseteltuja, mitä regularisaatio tarkoittaa sekä röntgentomo-
graﬁan mittausprosessista. Erilaisia mittausgeometrioita ja jatkuvan tapauksen diskretointi käydään
myös läpi.
Luvussa 3 kuvaillaan käytetty ratkaisumenetelmä tälle ongelmalle: totaalivariaatio Barzilai-Borwein
minimisaatiometodilla. Barzilai-Borwein minimisaatiomenetelmä on iteratiivinen menetelmä, joka
sopii erityisesti suuriresoluutioisille ongelmille. Tässä selitetään myös kaksi eri menetelmää minimi-
saatiossa tarvittavalle regularisaatioparametrille: moniresoluutiomenetelmän parametrin valinnalle
sekä S-käyrä menetelmän.
Neljännessä luvussa näytetään tutkielmassa käytetyt materiaalit. Käytössä on sekä simuloitua että
oikeaa mitattua dataa. Simuloitu data on tehty renderöintiohjelmistolla ja oikeaa dataa varten
otettiin röntgenkuvia legorobotista.
Tehdyistä testeistä saadut tulokset esitellään luvussa 5. Testejä tehtiin sekä simuloidulle että mi-
tatulle datalle kahdella erilaisella mittaustavalla. Ensin oletettiin, että meillä on 9 lähde-tunnistin
paria ja sitten, että näitä pareja on vain yksi. Yhden parin tapauksessa oletetaan aluksi, että ku-
vattava kappaleen muutos on jaksollista. Sitten oletetaan, että mittauksiin on käytettävissä vain
jokin kappaleen muutosnopeudesta riippuva määrä peräkkäisiä ajanhetkiä. Tällöin saadaan jokai-
sesta ajanhetkestä vain yksi röntgenprojektiokuva ja mittauksia eri hetkistä yhdistetään sopivalla
tavalla.
Viimeisessä luvussa, luvussa 6, pohditaan tuloksia. Regularisaatiomenetelmä on varsin hidas, mikä
johtuu ainakin osittain implementaatiossa käytetyistä funktioista. Saadut tulokset olivat melko
hyviä etenkin simuloidulle datalle. Simuloidussa datassa on vähemmän yksityiskohtia kuin mitatussa
datassa, joten on loogista, että sillä saatiin parempia tuloksia pienemmällä määrällä dataa. Jo vain
neljästä kulmasta mitatulla datalla nähtiin rekonstruktioista yksityiskohtia simuloidusta datasta.
Mitatulla datalla edes joidenkin yksityiskohtien näkeminen vaati 8 kulmaa ja 16 kulmalla saatiin
jo enemmän yksityiskohtia näkyviin.
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Chapter 1
Introduction
X-ray computed tomography (CT) is an imaging method widely used in medicine and non-
destructive testing in industry. In X-ray CT we take multiple X-ray projection images
of the body we want to image and try to reconstruct the inner structure of the body
from those measurements. The ﬁrst clinical CT scanner was taken into use in the early
1970's. Since then CT scanners have gone through four generations, starting with the
1st generation ones using one source-detector pair and translate-rotate motion and a
scanning time of 5-6 minutes with 180 measurement angles. The following generations
brought improvements to both scanning times (down to only a few seconds), resolution,
and the quality of the reconstructions already in the 70's. The range of the data collected
was also increased from 180◦ to 360◦. In the late 80's, after the 4th generation scanners,
so called slip-ring scanners were introduced and led to spiral (or helical) CT scans, which
became the standard of care for body CT in mid 90's and are also used today. See [6] for
more details.
Nowadays whole body scans can be achieved in a few seconds. Static CT scanning is
used to image the head or the whole body, especially the chest and abdominal area, to ﬁnd
tumors, lesion or other anomalies, as well as imaging bony structures. It is also used for
trauma patients to determine a suitable course in treatment and in planning radiotherapy
treatments for cancer patients [10, 11]. The need for a dynamic case, where we take into
account the possible change happening over time, arises for example in imaging the heart
or in angiography (imaging of veins, where some contrast agent ﬂows through the veins
in a short period of time for them to be visible in the images.)
X-ray CT is an inverse problem: we want to ﬁnd out something useful from indirect
measurements. A problem is said to be ill-posed if it does not have a solution, a solution
is not unique, or the solution doesn't depend continuously on the data. We know that
X-ray CT is an ill-posed problem, because, for example, even small perturbations in the
measured data can cause large changes in the resulting reconstruction. This makes the
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problem very interesting and non-trivial to solve.
In this thesis we concentrate on dynamic X-ray CT. We ﬁrst go through some neces-
sary theory on the subject and then we introduce one algorithm, total variation with the
Barzilai-Borwein minimization method, for solving the ill-posed inverse problem. We test
the algorithm for several diﬀerent cases with diﬀerent amount and diﬀerently distributed
angles for both simulated and measured data. We see that the implementation of the
algorithm with Matlab is quite slow, but it gives reasonably good results even with a
relatively low amount of data. The more data we have, the better the results are. There
are also some parameters that aﬀect the results and choosing them, especially the regu-
larization parameter, requires some elaborate method; we give two diﬀerent methods for
choosing the regularization parameter.
3
Chapter 2
X-ray computed tomography (CT)
Here we go through some necessary theory, ﬁrst about linear inverse problems in general
and then X-ray CT in particular.
2.1 A quick note on linear inverse problems
X-ray CT is an example of a linear inverse problem. Other examples include monitor-
ing ozone proﬁles in the upper atmosphere and sharpening a blurry image [1]. Inverse
problems, as opposed to direct problems, deal with some indirect measurements, from
which we would like to recover useful information. A direct problem would be taking
measurements of a known object, where as the inverse problem is ﬁnding out information
from measurements of an unknown object.
Linear inverse problems are all similar in nature (whereas non-linear problems are all
diﬀerent from each other). We have a mathematical model of the indirect measurement
(2.1) m = A f + ε,
where A : X → Y is a forward map, X and Y are suitable Hilbert spaces and the domain
of deﬁnition is D(A) ⊂ X. m ∈ Y is the measurement data and ε is noise (which is
inevitable in practical situations) satisfying ||ε|| ≤ δ for some known δ > 0. Choosing
the spaces X and Y and the forward map A for a given inverse problem is a non-trivial
mathematical modelling problem. Now the inverse problem corresponding to this model
is: Find out information about f , when given noisy measurement m = A f + ε and δ > 0
with ||ε|| ≤ δ. The direct problem would be, given f , determine m = A f .
Inverse problems in general tend to be ill-posed. In practise this means that they are
very sensitive to measurement noise and modelling errors. A solution method is well-posed
according to Hadamard if the following conditions are satisﬁed:
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H1 Existence: There exists at least one solution.
H2 Uniqueness: There should exist at most one solution.
H3 Stability: The solution must depend continuously on data.
If at least one of these conditions fails, then the problem is ill-posed. Now the naive
inversion A †m, where A † is the Moore-Penrose pseudoinverse of A , is not well-posed.
The condition H1 fails if A f + ε 6∈ A (D(A )), H2 fails if for f, g ∈ D(A ), f 6= g we get
the same measurement A f = A g. The third condition H3 is violated since the forward
map does not always have a continuous inverse, not even when restricted to the range
A (D(A )).
Now the direct problem should be well-posed, thus the forward map A should be
well-deﬁned. What makes inverse problems ill-posed by deﬁnition is the fact that A † is
usually not well-deﬁned in the sense of Hadamard, thus A † might not be continuous or
even exist at all. One might be tempted to try to solve the inverse problem by the naive
reconstruction
(2.2) f = A †m.
Due to the ill-posedness, this approach will fail, meaning that we will not get any useful
information about f this way. This is why we need regularization to successfully ﬁnd a
noise-robust solution to a inverse problem. Regularization will be discussed next.
As we established above, there exists no continuous function from Y to X that would
map A f ∈ Y to f ∈ X for an ill-posed inverse problem. This instability may cause
small perturbations in m to cause very large changes in f . As a result, designing a
computational method for mapping m = A f + ε to some point near f is a diﬃcult task.
The goal is to have a method that is noise-robust and depends continuously on the noisy
data; this is regularization. Let's then deﬁne what is a regularization strategy and an
admissible choice of regularization parameter.
Deﬁnition 2.3. Let X and Y be Hilbert spaces and A : X → Y be an injective bounded
linear operator. Consider the measurement m = A f + ε. A family of linear maps
Rα : X → Y parameterized by 0 < α <∞ is called a regularization strategy if
(2.4) lim
α→0
RαA f = f
for every f ∈ X.
Further, assume we are given a noise level δ > 0 so that ||m − A f ||Y ≤ δ. A choice
of regularization parameter α = α(δ) as a function of δ is called admissible if
α(δ)→ 0 as δ → 0, and(2.5)
for every f ∈ X, sup
m
{||Rα(δ)m− f || : ||A f −m|| ≤ δ} → 0 as δ → 0.(2.6)
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Thus a regularization method consists of a family of regularization operators {Rα} and
a parameter choice rule, which makes the regularized solution converge as the noise level
tends to zero when the parameter in chosen according to that rule. The regularization
method and the parameter choice rule chosen for this work are discussed in more detail
in chapter 3. For more information, see [1, 9].
2.2 Spatial discretization
We introduced the continuous model 2.1 above, but in practice we need a discrete version
(2.7) m = Af + ε
of the model. We divide the object to be imaged into n×n pixels (or in 3D into n×n×n
voxels) and let N = n2. Now f ∈ RN is a discrete approximation of f that we want
to recover. The approximation is constant inside each pixel and the pixel values are
the elements of the vector f . m ∈ RM denotes the projection data consisting of pixel
values in a digital X-ray projection image and ε ∈ RM represents Gaussian random noise.
A ∈ RM×N is a matrix approximation of A and its elements are deﬁned by the length of
each X-ray travelling through each pixel. See [5, 1].
2.3 Static and dynamic X-ray CT
In X-ray computed tomography (CT) we take measurements (X-ray projection images) of
an object from diﬀerent angles and try to ﬁnd out the inner structure of the object from
those measurements. This section on X-ray CT is based on [1, 7, 5] except for the last
two paragraphs, which are based on [2]. Let us ﬁrst discuss the production and detection
of X-rays and the measurement process. X-rays are produced inside an X-ray tube by
emitting electrons from a cathode and colliding them with an anode which consists of
a suitable material. X-rays are emitted from a point-like location inside the mentioned
tube; this is called the X-ray source. The X-rays are sent to travel through an object,
towards a detector. The X-rays consist initially of a known number of photons and the
detector is capable of detecting the amount of photons left when the X-ray reaches the
detector.
In reality the detector provides an integer proportional to the actual photon count.
In the ideal case, the photon count data is transformed into line integral data by taking
the logarithm of each photon count and subtract all logarithms from the one having the
biggest value. A CT scanner makes these kind of measurements from many diﬀerent
directions and an image is reconstructed from these measurements.
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We assume that the X-rays are monoenergetic and have an initial intensity I0 and
a smaller intensity I1 when reaching the detector. The exponential attenuation law of
X-rays says that
(2.8) I1 = I0e
−µ1x,
where µ1 is an attenuation coeﬃcient and x the thickness of the material the X-ray
travels through (here assuming the material is homogeneous). In the case of heterogeneous
matter, the attenuation law takes the form
(2.9) I1 = I0e
−∑ni=1 xiµi ,
where µi are the attenuation coeﬃcients of the diﬀerent types of material. this can be
rearranged into
(2.10)
n∑
i=1
xiµi = ln
I0
I1
= ln I0 − ln I1.
Now the two-dimensional slice of an object is modelled by a rectangle Ω ⊂ R2 and a
non-negative, compactly supported, function f : Ω → R+ which represents the attenua-
tion coeﬃcient. From this we get a linear model
(2.11) gj = ln
I0
I1
=
∫
Lj
f(x)dx.
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It was originally proven by Radon (see for example [8]) that a function f can be uniquely
determined from its line integral data:
(2.12) gL =
∫
L
f(x)dx
if the integrals are known along every line. Mathematically the X-ray measurements are
exactly this, line integral data. Of course in practice it's impossible to acquire measure-
ments from an inﬁnite amount of angles, which leads to non-uniqueness of the solution f .
Since we always have a ﬁnite number of measurements, we need regularization, which was
discussed earlier, and diﬀerent kinds of regularization strategies suit diﬀerent situations.
The data can be limited in more than one way; we'll explain some now. Full angle data
means that we have fairly densely sampled amount (say every one degree) of projections
from angles in [0, 180] (or [0, 360]) degrees. Sparse full angle data in turn means we have
only projections from a few angles from the full range [0, 180] or [0, 360]. In the case of
limited angle data we have projections from only a limited range of angles [α, β] ⊂ [0, 180],
which may be either densely or sparsely sampled. In general, the sparser and more limited
the data set is, the more ill-posed our inverse problem is.
Let us demonstrate the ill-posedness of the problem by showing some singular values
for the measurement matrix A. All matrices A ∈ Rk×n can be expressed as A = UDV T ,
where U ∈ Rk×k and V ∈ Rn×n are orthogonal matrices, thus UUT = UTU = I and
V V T = V TV = I, and D ∈ Rk×n is a diagonal matrix. This is called the singular value
decomposition (SVD) of a matrix and the diagonal values of D are the singular values of
A. We'll compute two measurement matrices A1 and A2 with 180 and 20 measurement
angles respectively corresponding to a resolution of 64 × 64, and compute the SVDs for
both. The singular values are shown in ﬁgures 2.3 and 2.4. The fast decreasing of the
singular values towards zero is a sign of ill-posedness, and we see that the decrease is
faster in the end for the case with less angles.
Our data is in a form of a sinogram. A sinogram is a matrix where each column
corresponds to a one-dimensional X-ray projection image of a two-dimensional object at
a speciﬁc angle. The number of columns is the number of measurement angles we have
and the number of rows depends on the resolution of the projection images.
In static CT the measured object does not change in time. We take multiple X-ray
projection images from the stationary object, form a sinogram from those measurements
and then use the sinogram to construct the wanted slice.
In dynamic CT the measurement setting is similar, only now we have an object that
changes in time and we take measurements at multiple diﬀerent moments. Depending on
the measurement setting and the object, we might construct a sinogram of a speciﬁc mo-
ment by taking advantage of several consecutive time moments and/or periodicity. This
will be discussed in more detail later. In this work, the objects are two-dimensional and
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the third dimension is interpreted as time. Thus we have two spatial and one temporal
dimension and we move into a three dimensional setting, where the 3rd dimension repre-
sents time, see ﬁgures 2.5 and 2.6 for illustration. The measurement matrix A would be
a three dimensional matrix put together from the 2D measurement matrices At for each
individual time moment and the sinograms of diﬀerent time moments are stacked together
as a matrix; m = [m1, . . . ,mk], where mt, t = 1, . . . , k are the 2D sinograms. Examples
of situations where dynamic reconstructions would be beneﬁcial include cardiac imaging
and angiography.
2.4 The noise model
We have the model m = Af +ε, where ε is the additive noise. In our case we assume that
the noise is dependent on the measured object f . We can think of it as a stochastic model
M = AF+ε, where F ∈ Rn2 ,M ∈ Rm×k, F ∼ pipr(f) = exp(−α||f ||TV ) and ε ∼ N(0,Σf ).
Capital letters represent random variables and small letters their realizations. Now Σf ,
the covariance matrix of ε, is a function of f , more precisely a function of m(0) = Af . In
the case, where the unknown and noise are not mutually independent, we need to know
the conditional density of the noise
(2.13) µε(B|f) = P{ε ∈ B|f} =
∫
B
pinoise(ε|f)de.
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Then we can write
(2.14) pi(m|f) =
∫
Rm×k
pi(m|f, ε)pinoise(ε|f)de.
If we ﬁx both F = f and ε, we get pi(m|f, ε) = δ(m−Af − ε). Substituting into formula
2.14 gives pi(m|f) = pinoise(m−Af |f). The conditional probability of f given measurement
m is now
pi(f |m) = cmpiM |F (m|f)pipr(f)(2.15)
= cmpiε|f (m− Af |f)pipr(f)(2.16)
= cmc
exp(−1
2
||Σ−1f (m− Af)||2)
det(Σf )1/2
(2.17)
The maximum a posterior (MAP) estimator of f is then
fMAP = arg max[log pi(f |m)](2.18)
= arg min[− log pi(f |m)](2.19)
= arg min[− log{cmc
exp(−1
2
||Σ−1f (m− Af)||2)
det(Σf )1/2
} exp(−α||f ||TV )](2.20)
= arg min[
1
2
||Σ−1f (m− Af)||2 +
1
2
log det(Σf ) + α||f ||TV ](2.21)
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Let J = (i, j). Now mi,j = mJ = m
(0)
J + εJ , where εJ ∼ N(0, σ2||(Af)i||2∞) and σ is the
noise level. We have εJ = λJ εˆJ , εˆJ ∼ N(0, 1) are independent. When f is ﬁxed, also
the εJ are independent from each other for all J = (i, j). Now the covariance matrix of ε
using vector notation is
(2.22) cov(ε) = Σf = (CJ,J˜)
n×m
J,J˜=1
where CJ,J˜ = ||(Af)i||2∞δJ,J˜ , and
log det(Σf )
1/2 =
1
2
log(
m×k∏
J=1
||(Af)i(J)||∞)(2.23)
=
1
2
m×k∑
J=1
log ||(Af)i(J)||∞(2.24)
=
1
2
k
m∑
j=1
log ||(Af)j||∞(2.25)
The term log det(Σf )
1/2 is usually ignored by assuming it to be zero due to it being diﬃcult
to minimize. This is what we do here, so according to this model we'll be minimizing only
1
2
||Σ−1f (m− Af)||2 + α||f ||TV .
2.5 The pencil beam model and Radon transform
In this section we'll look into the pencil beam model for X-ray CT and for the sake of
perfection, also the Radon transform which is used by the Matlab functions used in the
reconstruction algorithm. We'll start with the pencil beam model according to [7]. With
the pencil beam model, we can easily explain the measurement process made by a CT
scanner. We assume that the X-rays are straight beams about the thickness of a pencil
(hence the name) and these beams travel through the measured object. The parallel-beam
measurement setting uses this model and a fan-beam can be thought as a collection of
adjacent pencil beams.
Each X-ray projection image is made up of several pencil beam attenuation measure-
ments. Each pencil beam measurement is proportional to the sum of the attenuation
coeﬃcients that the ray travels through. The rays travel through the object we are mea-
suring and we can think that the object is discretized into voxels (volume element, a
3-dimensional equivalent of a pixel) and the attenuation value inside each voxel is con-
stant. The pixels in the 2D projection images correspond to the voxels. We choose a
thin slice of the object which we would then like to reconstruct as a two-dimensional
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Figure 2.7: Illustration of the pencil bam model. The thick red line represents a pencil
beam and each small cube one voxel, this ﬁgure illustrates one slice of a (larger) 3-
dimensional object. The beam travels some distance through each voxel (zero for the
ones it doesn't hit) and the attenuation coeﬃcient inside each voxel is assumed constant.
image. Figure 2.7 illustrates the voxelization and the pencil beam travelling through the
voxels. The distances that the beams travel through each voxel determine the values of
the measurement matrix.
Let's then move on to the Radon transform. This section about Radon transform is
based on [1]. Let θ ∈ R be an angle measured in radians and denote
(2.26) ~θ :=
[
cos θ
sin θ
]
∈ R2
the unit vector with angle θ with respect to the x1-axis. Now the Radon transform of a
function f depends on the angle θ and a linear parameter s ∈ R:
(2.27) Rf(s, θ) =
∫
x·~θ=s
f(x)dx⊥,
where dx⊥ denotes the one-dimensional Lebesgue measure along the line {x ∈ R2 : x · ~θ =
s}. The above formula is related to the parallel-beam geometry and it is the base for the
functions used in the implementation of the regularization algorithm.
2.6 Diﬀerent measurement geometries
There are a few diﬀerent types of projection geometries that we'll explain here as they are
in [6]. We have X-ray sources, which emit the X-rays and X-ray detectors, which measure
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Figure 2.8: Parallel-beam geometry
Figure 2.9: Fan-beam geometry with a line
shaped detector.
the intensity of the arriving rays. The source and the detector are placed on opposite sides
of the object to be imaged. We can have one or many of these source-detector pairs and
either they rotate or the object rotates so that we can acquire projection data from many
diﬀerent angles. In parallel beam geometry we have a source that emits X-rays parallel to
each other and a line of detectors, one for each ray, measuring the data. See ﬁgure 2.8.
In fan beam geometry a source emits X-rays so that they diverge and multiple detectors
are placed either on a line or on an arc. See ﬁgures 2.9 and 2.10. In cone beam geometry
the source emits X-rays in 3-dimensional cone-like shape. See ﬁgure 2.11.
As mentioned, we may have either one or multiple source-detector pairs, and the pairs
may be ﬁxed or move along a circle or a spiral. Spiral (helical) CT is of resent interest. In
it we have one source-detector pair which rotates around the object to be imaged and the
object is moved in to the direction of the z-axis (a direction perpendicular to the plane
formed by the rotation). The movement of the object can happen either continuously or
in small steps. See ﬁgure 2.12 for clariﬁcation.
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Figure 2.10: Fan-beam geometry with an arc
detector.
Figure 2.11: Cone-beam geometry with a
square shaped detector.
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Figure 2.12: Spiral (helix) geometry
15
Chapter 3
Methods
3.1 Total variation regularization with projected
Barzilai-Borwein minimization method
The regularization method chosen for this work is total variation with Barzilai-Borwein
minimization method. Total variation is often well suited for situations where the data
available is sparse. The Barzilai-Borwein minimization method is computationally quite
demanding due to its iterative nature, but is works better when we only have a few pro-
jection images compared to, for example, the classical ﬁltered back projection algorithm.
We consider the 2-dimensional case here, but this method can be used in other dimensions
too. This section is based on [1, 3].
The idea of total variation is to ﬁnd a minimizer f ∈ L1loc(Ω) for the expression
(3.1) G(f) = ||Af −m||22 + αTV (f)
where TV (f) is the total variation of f and is deﬁned [12] as
(3.2) TV (f) = sup{−
∫
Ω
fdivϕdx : ϕ ∈ Cc(Ω;Rn), |ϕ(x)| ≤ 1∀x ∈ Ω}.
For smooth functions f ∈ C1(Ω)
(3.3) −
∫
Ω
fdivϕdx =
∫
Ω
ϕ∇˙fdx
and the supremum over all ϕ with |ϕ| ≤ 1 is ∫
Ω
|∇f |dx. The total variation thus simpliﬁes
to
(3.4) TV (f) =
∫
Ω
|∇f |dx = ||∇f ||1,
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where Ω ∈ R2 is the bounded set where f is deﬁned. In the discrete case we use the
anisotropic total variation
(3.5) TV (f) = ||DHf ||1 + ||DV f ||1,
where DH and DV are the horizontal and vertical diﬀerence matrices, respectively.
This method is particularly well suited for X-ray CT since it is edge preserving. Usu-
ally in the applications of X-ray imaging, the attenuation coeﬃcients are smoothly varying
subdomains divided by sharp edges. We'll use the a-priori information that the attenua-
tion coeﬃcient function f is non-negative (the intensity of the X-rays can't increase inside
the object) and restrict our search to non-negative values. Then we have the restricted
minimization problem
(3.6) min
f≥0
G(f).
This restriction improves the tomographic reconstructions considerably, especially with
sparse data, because the search space is then considerably smaller.
The Barzilai and Borwein minimization method is a gradient based approach, suitable
for large-scale implementations. We aim to minimize
(3.7) G(f) = ||Af −m||22 + α
∑
ij
|fi − fj|,
where f ∈ Rn is the discretized version of the unknown object and i and j sum over
all horizontally and vertically neighbouring pixels using the periodic boundary condition
f0 = fn (in all the other sums here too). To calculate the gradient of this objective
functional G : Rn → R, we need it to be continuously diﬀerentiable. To enforce this, we
replace the absolute value by an approximation
(3.8) |t|β =
√
t2 + β,
where β > 0 is small. Now the modiﬁed objective functional
(3.9) Gβ(f) = ||Af −m||22 + α
∑
ij
|fi − fj|β
is continuously diﬀerentiable. Now we can calculate the gradient of Gβ:
(3.10) ∇Gβ(f) = ∇||Af −m||22 + α∇
∑
ij
|fi − fj|β.
For the ﬁrst part of the gradient we get
(3.11) ∇||Af −m||22 = 2ATAf − 2ATm.
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For the second part we get terms like
∂
∂fk,m
(∑
ij
|fi,j − fi,j−1|β +
∑
ij
|fi,j − fi−1,j|β
)
(3.12)
=
∑
ij
∂
∂fk,m
((fi,j − fi,j−1)2 + β)1/2 + ((fi,j − fi−1,j)2 + β)1/2(3.13)
=
fk,m − fk,m+1√
(fk,m − fk,m+1)2 + β
+
fk,m − fk+1,m√
(fk,m − fk+1,m)2 + β
(3.14)
− fk−1,m − fk,m√
(fk−1,m − fk,m)2 + β
− fk,m−1 − fk,m√
(fk,m−1 − fk,m)2 + β
(3.15)
The projected Barzilai and Borwein optimization strategy goes as follows: We choose
the initial guess f 1 in some way (for example randomly or f 1 = 0). The next iterates are
found by
(3.16) f l+1 = f l − δl∇Gβ(f l),
where
(3.17) δl =
yTl yl
yTl gl
.
Here yl = f
l− f l−1 and gl = ∇Gβ(f l)−∇Gβ(f l−1). The new value f l+1 is then projected
to the set S = {z ∈ RN |z ≥ 0} by using the projection operator P : RN → S deﬁned
component-wise
(3.18) (P (z))j =
{
zj if zj ≥ 0
0 if zj < 0.
The algorithm is implemented matrix-free, so the matrices A and AT are replaced by
suitable projection and unﬁltered back projection algorithms respectively.
There has to be some condition for stopping the iteration. For the reconstructions
we choose to look at the values of the objective functional and stop the iteration when
the values of the objective functional for two consecutive iterations are less than 10−6
apart. We have to deal with some practical problems with this algorithm: Choosing the
parameter β > 0 (a value too small may cause convergence issues and a value too large
will lead to smooth reconstructions) and the ﬁrst steplength parameter δ1. Also, the value
of the objective function is not guaranteed to get smaller at each step.
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3.2 Choosing the regularization parameter
For this work, we wanted to use some automatic method for choosing the regularization
parameter α that is used in the minimization algorithm.
3.2.1 Multi-resolution parameter choice method
Assume that an image f is discretized into n × n pixels and N = n2. The idea in
this method is to calculate the total variation (TV) norms of reconstructions of diﬀerent
resolutions and diﬀerent values of α. The anisotropic TV norm ||f ||TV is deﬁned as
(3.19) ||f ||TV = ||DHf ||1 + ||DV f ||1,
whereDH andDV are N×N matrices implementing the horizontal and vertical diﬀerences
in the n × n images represented by the vector f . We use periodic boundary conditions.
Thus the minimization problem can be written as
(3.20) arg min
f∈RN+
{1
2
||Af − g||+ α(||DHf ||1 + ||DV f ||1)
}
.
We ﬁnd the minimizers f for the problem using the Barzilai-Borwein minimization method
for multiple values for alpha (for example α ∈ [10−5, 105]) and three diﬀerent resolutions.
Here we run the Barzilai-Borwein algorithm only for 200 iterations, since it gives ﬁne
enough results for this purpose and the computation time won't be quite as long as it
would be using a similar condition as the one deﬁned earlier for the reconstructions. Then
we calculate the TV norms for each of these reconstructions (minimizers). We choose the
smallest value of α such that the TV norms of the reconstructions of diﬀerent resolutions
with the same α are suﬃciently close to each other, thus ideally such a value for α that the
value of the norm does not depend on the resolution of the data. For more information
on this method see [5].
To determine what is "suﬃciently close", we used two diﬀerent phantoms to test what
kind of values the method produces. The phantoms used were the Shepp-Logan phantom
(provided by Matlab) and one with two small squares (created with Matlab), such that
the attenuation value inside the squares is 1 and 0 elsewhere. See chapter 4 for details
about the materials and 5 for the test results.
3.2.2 The S-curve method
The S-curve method is a sparsity-based method for choosing the regularization parame-
ter. The method requires some a priori information about the data in use. We need to
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Figure 3.1: The curve of the sparsity levels. The blue line is the sparsity based on the
a priori information and the red one is the sparsity of the reconstruction with diﬀerent
values of alpha. Note the logarithmic scaling. The best value for α would be 0.7279,
which is the ﬁrst value that results in the sparsity just below the blue line.
know some value for the sparsity, in other words the number of jumps, the reconstruction
might have. Sparsity (number of jumps) here refers to the the changes in the values of
horizontally and vertically neighbouring pixels. Thus we calculate the number of non-zero
changes in the neighbouring pixel values, and use this as the sparsity level of the recon-
struction. We might get such information from full-angle tomographic reconstructions,
and then use that information when computing the actual reconstruction at hand. For
the S-curve method we compute reconstructions using multiple values for the parameter
α, and choose the one that leads to approximately right number of jumps.
The idea is based on the following. As the regularization parameter tends to inﬁnity,
the reconstruction converges towards something, usually zero, resulting in no jumps at
all. When the regularization parameter is very small, the reconstructions tend to be very
oscillatory and noisy, leading to too many jumps. Somewhere in between thee two ends,
we can ﬁnd the suitable sparsity level. See [1] for more information on this method.
3.3 Simulating data
We are going to use both measured and simulated data. The simulation of data is done
as in [1]. It needs to be done avoiding inverse crime; thus using the same computational
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Figure 3.2: Reconstructions for diﬀerent values of alpha in the range [10−6, 104], starting
from the smallest one and proceeding to the largest one. The noisy reconstructions for
some of the bigger values are due to the used reconstruction algorithm.
grid for both the simulation of data and reconstruction. This is done by ﬁrst simulating
tomographic data (a sinogram) on a twice as ﬁne grid and then we interpolate it to
correspond the wanted resolution, as in [1]. We generate two phantoms (mathematical
models) at resolutions n× n and 2n× 2n. Then we generate sinograms of both of them,
using Matlab's function radon (for parallel beam data) or fanbeam (for fan-beam data).
We need to correct for the displacement due to the way Matlab places the origin of
the images. Then we interpolate the sinogram of the ﬁner resolution to correspond the
size of the sinogram of the wanted coarser resolution. We also add some small amount
(for example 5%) of random Gaussian noise to the sinogram to demonstrate the noise
coming from the measurement process with actual measured data. Assume m is the
formed sinogram and σ the chosen noise level. The noisy sinogram mn is then mnj =
mj + σ||mj||∞j, where j ∼ N(0, 1) and 1 ≤ j ≤ k. mj and mnj are the jth rows
of the sinograms, which have k rows. With Matlab functions this would be: mn =
m + σ ∗max(|m ∗ randn(size(m))|). Here max()˙ is a Matlab function that gives the
maximum value of a vector and randn(size(m)) produces a Gaussian random vector of
the same size as m. We'll end up with a sinogram of size k × n, where k depends on the
resolution and n is the number of angles.
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Chapter 4
Materials
4.1 Simulated data
We use phantoms created by using a rendering software. We have a 100 images each
representing one moment in time, so they can be used as an example of a dynamic data
set. Figure 4.1 shows a few examples of the images. These images mimic X-ray projection
data and from the images we form the sinograms that the minimization algorithm uses
to make the reconstructions.
Figure 4.1: Phantoms
When testing the parameter choice method, we used two diﬀerent phantoms, the
Shepp-Logan phantom and the squares phantom. These phantoms are shown in ﬁgure 4.3.
The corresponding sinograms are in ﬁgure 4.4. Each column in the sinogram corresponds
to an X-ray measurement from one angle.
4.2 Measured data
The real data used was measured in the X-ray lab at the department of physics in the
university of Helsinki. There's one X-ray source and one detector with the distance of
634 mm and it uses cone beam geometry. The object to image is placed in between the
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Figure 4.2: Sinograms of the phantoms in ﬁgure 4.1. The left ones are from full-angle
data and the two right ones are corresponding sinograms with nine measurement angles.
source and the detector, distance from the source being 539 mm. The object imaged was
the Lego robot in ﬁgure 4.5. We have 360 images with a one degree increment. Thus we
have a projection image from all 360 angles. A few examples of the X-ray projections are
shown in ﬁgures 4.6 and 4.7.
From these X-ray images, we form the sinograms, which are then actually given to the
reconstruction algorithm.
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Figure 4.3: The Shepp-Logan phantom on the left and the squares phantom on the right
at resolution 512× 512.
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Figure 4.4: The noisy sinograns of the Shepp-Logan phantom (left) and the squares
phantom (right) with 120 equally spaced angles in the range [0, 180) degrees.
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Figure 4.5: The Lego robot. Photo by Samuli Siltanen.
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Figure 4.6: X-ray projections of the Lego robot.
26
Figure 4.7: Some X-ray projections more of the Lego robot.
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Chapter 5
Results
In this chapter we present the results for both simulated and real data. We have two
diﬀerent kinds of measurement settings: One where we have nine ﬁxed source-detector
pairs and an object changing in time. In this version the measurement angles are thus
the same at every time moment. In the other measurement setting we have only one
source-detector pair. There in addition to the object changing at every moment, also the
measurement angle is diﬀerent for each moment and we only get one measurement at each
moment. We then combine measurements either from a suitable amount of consecutive
moments or take advantage of a periodicity assumption. The Barzilai-Borwein minimiza-
tion method was applied to both cases. The relative reconstruction errors are calculated
using the formula
(5.1)
||f − g||
||g|| ∗ 100%,
where f ∈ Rn2 is the reconstruction and g ∈ Rn2 is the original image. Gamma correc-
tion was applied to all reconstructions for batter visualization and approximation of the
reconstruction errors.
Let's start with determining the rule for choosing the α-parameter with the multi-
resolution parameter choice rule.
5.1 The multi-resolution parameter choice rule test re-
sults
We chose three diﬀerent discretization levels, 128×128, 256×256 and 512×512, for both
phantoms and testes values of α ranging in [10−7, 103]. The resulting reconstructions with
120 angles in the range [0, 180) are shown in ﬁgures 5.1 and 5.2 after gamma correction and
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Figure 5.1: Reconstructions of the Shepp-Logan phantom with diﬀerent values of alpha.
Reconstructions with smaller alpha values are on the left, larger on the right.
Figure 5.2: Reconstructions of the squares phantom with diﬀerent values of alpha. Re-
constructions with smaller alpha values are on the left, larger on the right.
the TV norm values in tables 5.1 and 5.2. The algorithm was also tested using diﬀerent
number of angles. We chose the best alpha corresponding to the reconstructions with the
on average lowest relative error. Based on these test cases, we determined that such α
should be chosen that the diﬀerences between the TV norms at diﬀerent resolutions are
less than 15. The result diﬀers from the one in [5], where the diﬀerences in the norms for
a suitable α where of order 0.1.
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α n=128 n=256 n=512
10−7 906.5984 828.8856 703.7553
10−6 951.9164 555.3724 706.7815
10−5 604.8398 707.079 913.6472
10−4 373.9497 665.2168 1014.5931
10−3 198.1533 411.6445 522.2633
10−2 64.2284 154.1482 323.5343
10−1 14.1125 58.7245 190.4458
100 2.5346 5.7949 15.6911
101 1.7619 1.1313 2.3914
102 0.24935 0.16536 0.77945
103 0.81599 0.046441 0.031867
Table 5.1: TV norm values corresponding to the Shepp-Logan phantoms. Here the best
value for alpha was 100.
α n=128 n=256 n=512
10−7 385.4885 730.5688 783.1004
10−6 306.5033 456.4562 823.761
10−5 355.3443 1030.5426 788.1855
10−4 327.8786 623.7098 783.0241
10−3 329.4773 447.5634 751.5488
10−2 195.7 415.0702 688.2051
10−1 61.101 211.3672 513.3572
100 4.5988 22.0638 136.1889
101 1.9482 3.2272 8.5871
102 1.3993 1.8365 2.5962
103 0.67925 1.2772 2.6618
Table 5.2: TV norm values corresponding to the squares phantoms. Here the best value
for alpha was 101.
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Figure 5.3: Original images
Figure 5.4: Reconstructions with nine ﬁxed source-detector pairs. Reconstruction errors
from left to right: 12.4%, 14.6%, 13.2%, 12.1%, 22.3%
5.2 Simulated data
We'll ﬁrst look into the result obtained from the simulated data. All reconstructions were
computed at resolution 128 × 128 pixels. First we tested the case, where we have nine
ﬁxed source-detector pairs. We chose ﬁve separate moments from the simulated data
introduced in the previous chapter. The regularization parameter α was chosen using
the multi-resolution parameter choice method and the reconstruction was then computed
using the obtained value α = 10. The original images and the reconstructions are shown
in ﬁgures 5.3 and 5.4. The relative error for the whole reconstruction was 12.1% and the
relative errors for each moment separately can be seen from the mentioned ﬁgure.
In the next cases, we assume that we have only one source-detector pair. First we
test a situation where we assume we can use periodicity. We chose to make the test with
four and eight periods. This means that we image the object from some angles, ﬁrst from
one angle and then we take another measurement from the same phase of the object from
another angle after a whole period has gone by and so on. We'll end up with four and
eight angles, respective to the number of periods, with 45◦ and 25◦ increment in the angle
in between each consecutive period. Thus we assume that the object (or the scanner) has
rotated the 45◦ or 25◦ by the time the object comes back to the same phase it started
from.The regularization parameter computed for both cases was α = 10 Some of the
resulting reconstructions are shown in ﬁgures 5.6 and 5.7.
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Figure 5.5: Original images.
Figure 5.6: Reconstruction, one source-detector pair, periodic case with 4 periods. Re-
construction errors form left to right: 35.1%, 32.2%, 31.1%, 30.3%, 31.8%, 32.5%, 32.7%
Figure 5.7: Reconstruction, one source-detector pair, periodic case with 8 periods. Re-
construction errors form left to right: 19.2%, 16.6%, 16.3%, 16.5%, 17.1%, 16.1%, 16.3%
Figure 5.8: Reconstruction with 9 consecutive moments. Reconstruction errors form left
to right: 81.0%, 82.4%, 84.6%, 83.2%, 80.0%, 78.1%, 74.5%
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Then we took a case where we can only use some number of consecutive moments.
Thus we take one X-ray image at each instant, rotate it by 1◦ in between measuring, and
the object and the angle are diﬀerent at each instant. Then we combine measurements
from k moments. Here we chose k = 9 based on the rate the object is changing, so that
the moments used aren't too diﬀerent from each other.
5.3 Measured data
We'll look into three diﬀerent cases as with the simulated data. The reconstructions are all
computed at resolution 2240× 2240 pixels, keeping the original resolution. We computed
"ground truths", reconstructions from the full-angle data using a ﬁltered back projection
algorithm (ifanbeam in Matlab) for comparison. We use the S-curve method here for
choosing the regularization parameter. First we assume to have 9 ﬁxed source-detector
pairs like with the simulated data. The results can be seen from ﬁgure 5.10. The chosen
regularization parameter was 1.
Then we tested the measured data assuming it's periodic. We chose to test it with 4,
8 and 16 periods. The results are shown in ﬁgures 5.11, 5.12 and 5.13. The regularization
parameter was chosen to be 1 for each of these cases.
With the measured data we were able to use upto 90 consecutive moments, since the
change in the object was quite slow in places. The reconstruction with the 90 consecutive
moments of time is shown in ﬁgure 5.14. The regularization parameter alpha was chosen
to be 1.
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Figure 5.9: "Ground truths"
Figure 5.10: 9 ﬁxed source-detector pairs
Figure 5.11: 4 periods
Figure 5.12: 8 periods
Figure 5.13: 16 periods
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Figure 5.14: The ground thruth and the reconstruction with 90 consecutive moments.
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Chapter 6
Discussion
Here we'll discuss the results obtained in chapter 5. We'll go through possible reasons for
the quality of the reconstructions and deliberate pros and cons and possible problems of
the used algorithm. Overall the algorithm is quite slow, at with the implementation used.
A potentially large number of iterations is obviously going to take some time regardless
of the implementation, but Matlab's projection and back projection algorithms slow it
down the most, especially when using one for fan beam geometry. Also with higher
resolution images, the computational eﬀort and thus the computation time will be higher.
For simplicity, we assume that all the data is imaged using fan beam geometry. We
implemented versions of the algorithm using both parallel beam and fan beam geometry.
The resolution of the simulated data was relatively low, 256 × 256 pixels, and it was
downsampled to 128× 128 pixels to speed up the computation. The simulated data only
has two diﬀerent attenuation values; 1 inside the object and 0 outside. With the simulated
data the algorithm seems to work quite well. All the computation times were between 6
and 12 hours using the algorithm with fan beam geometry. As already stated, we looked
into three diﬀerent cases, the results are shown in ﬁgures 5.4, 5.6 and 5.8. The ﬁrst two
are very similar to each other when it comes to the data given to the algorithm. Even
though the handling of the data and the computation of the sinograms are diﬀerent, the
resulting sinograms would be very similar if the same angles were used. We used diﬀerent
angles, and diﬀerent number of angles in both cases.
The ﬁrst one assumed 9 ﬁxed source-detector pairs as in [2], evenly placed in the
range [0, 360] degrees. We took 5 diﬀerent moments, computed the sinogram for each one
and then combined the sinograms into a 3D matrix given to algorithm. The angles are
the same for all moments. Some details are lost in the reconstruction, but considering
we only used 9 projection angles, this isn't surprising. Besides the missing details, the
reconstructions are fairly good; the general shape of the original images can be seen very
well and there aren't all too many artefacts. The reconstructions are still a bit noisy, but
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we can't get all the noise out of the image anyway.
The second one uses a periodicity assumption. This means that we assume that the
change in the object is periodic, diﬀerent periods being (close to) identical, and we get
multiple measurements of the same phase of the object. We chose to use 4 and 8 periods,
and each phase has diﬀerent 4 (8) angles. The angles between each period were 45◦ for
the case with 4 periods and 25◦ for the other one. Again we lose some details, but the
general shape is well visible. We have a little less details and a little more noise than in
the previous case, but otherwise the results are similar. Expectedly the results are better
with 8 periods than with 4, since with 8 we have more data and thus more information on
the object. Even with eight periods we see quite a lot of artefacts, but we see some more
details than with four, for example we may see part of the "horns" in the reconstructions.
The third one with only 9 consecutive moments with a one degree increment of the
angle between each moment was, as expected, pretty much useless. As you can see in ﬁgure
5.8, the reconstruction only shows the outline of the image from the speciﬁed direction,
but you can't tell anything else about the structure of the original image.
Due to the slowness of the algorithm and the high resolution of the measured data, we
decided to transform the measured data into parallel beam data and then use the algo-
rithm for parallel beam data to achieve at least somehow reasonable computation times.
The resolution of the projection images was quite high, 2240 × 2368 pixels, resulting in
reconstructions of resolution 2240 × 2240. The fan beam assumption will cause some
errors, since the data is actually measured using cone beam geometry and the data corre-
sponds to fan beam geometry only at the middle row of the X-ray projection images. The
further away from the middle line we go, the larger the eﬀect of the use of the "wrong"
measurement geometry is. Because the multi-resolution parameter choice method seemed
to act diﬀerently with the measured data and give way too small values for α we decided
to use the S-curve method for the choice of the parameter.
We looked into similar cases with the measured data as we did with the simulated data.
We begin by assuming we have the same nine ﬁxed source-detector pairs, thus getting
nine projections from diﬀerent angles for each moment in time. The results are shown in
ﬁgure 5.10. Most of the details are lost in the reconstruction, the general shape of the
object being mostly what we can see. We notice though, that leftmost reconstruction is
better than the four other ones, which is probably because that one has a lot less details
to begin with, as can be seen from ﬁgure 5.9 with the ground truths. From the rightmost
reconstruction we can even see the small hole in the middle of the image.
Then we assumed a periodic case. We did tests with 4, 8, and 16 periods, the angles
between each period being 45◦, 25◦, and 10◦ respectfully. You can se the results in ﬁgures
5.11, 5.12, and 5.13. The four-periodic case is quite bad, and most of the shape is oﬀ. It's
deﬁnitely considerably worse than the corresponding case with simulated data. Obviously
the results are better with more periods and thus more angles, and the one with 16 is
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Figure 6.1: Enlarged images of the middle parts (the screws) of the results with 16 periods.
already quite good. You can even see the screws in the middle and the small holes in
the middle of those if you look closely at least from the ﬁrst and the fourth from the
left in ﬁgure 5.13. See enlarged ﬁgures of the results with 16 periods in ﬁgure 6.1. You
can maybe see some details also from the 2nd and the 3rd reconstruction, but those had
originally more details than the other ones, so it makes sense that they might not be quite
as good as the ones with less details. The reconstruction on the right is very good already
with 8 projection angles.
The ﬁnal case uses only some number of consecutive moments, so we have one projec-
tion image from each moment and the increment of the angle is 1◦ between each moment.
We were able to use 90 moments, which is ten times as many as with the simulated data.
As a result, the reconstruction is a lot better. See ﬁgure 5.14 for the result. Its far from
perfect, but we can even see some details, like the screw in the middle. The shape of the
"hands" if not quite right and the left handle seems to be partly missing, but otherwise
the shape of the reconstruction is good. Some of the changes in the attenuation value
inside the object are visible, but not all.
We would have wanted to test also a case where we would have combined the peri-
odicity and the use of some consecutive moments. We could have then had more than
one projection image for each period and some number of periods. This could have made
the reconstructions better, but unfortunately the Matlab functions used require that the
angles used are equally spaced, so it was left untested.
For real world applications the algorithm is probably too slow. It could be faster if the
projections and back projections were implemented more eﬃciently. Also, if there was a
way to reduce the number iterations needed without aﬀecting how good the reconstruc-
tions are, a lower number of iterations would make the algorithm faster.
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