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ABSTRACT
COUPLED ELECTROMAGNETIC AND THERMAL
ANALYSIS AND DESIGN OPTIMIZATION OF
SYNCHRONOUS ELECTRIC MACHINES
by
Yi Wang
University of Wisconsin-Milwaukee, 2014
Under the Supervision of Dr. Adel Nasiri and Dr. Dan M. Ionel
A new technique for coupling the electromagnetic, thermal, and air-flow analysis
is proposed for electronically controlled synchronous machines. A computationally
efficient finite element analysis (CE-FEA) technique is employed for the electromag-
netic field analysis. An equivalent circuit network is used for thermal and air-flow
analysis. An iterative algorithm, which exploits the fact that the type of machines
studied have very low rotor losses and also a relatively reduced dependency of core
losses with temperature and load, has been developed. The overall computational
time is significantly reduced in comparison with the conventional coupling method,
such that the new technique is highly suitable for large scale optimization studies. An
automated design optimization method based on differential evolution algorithms has
also been developed and implemented on a multi-core computer system. Example case
studies are provided for permanent magnet and for synchronous reluctance machines.
Computational and experimental results from prototype motors are included.
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1CHAPTER 1
Introduction
1.1 Research background
Compared with induction machines, brushless permanent magnet (BLPM)and
synchronous reluctance (SyncRel) machines, may have advantageous characteristics
in terms of high efficiency, high overload and fault-tolerant capabilities, high torque
and power density, as well as very wide constant power (field-weakening) operating
range, and represent a preferred choice for many high efficiency, variable speed, and
for electric traction applications [1]. As a result, the optimal design of electronically
controlled synchronous machines currently represents a high-priority.
In order to accurately analyze the performance and optimize the design of electric
machines, the electromagnetic, thermal, and air-flow problems have to be all consid-
ered according to a coupling mechanism in which the electromagnetic power losses
are generating heat, leading to a non-uniform distribution of temperature inside the
machine, which in turn yields further variations of the power losses. In particular,
recent developments demonstrate that the thermal design can be rewarded by sig-
nificant improvements in the overall machine performance [2]. The first part of the
thesis is devoted to such topics.
2Optimization techniques are required in order to address the major design chal-
lenges, which are typically considered to be cost versus performance for a large variety
of design typologies of the BLPM type and the low power factor and relatively high
torque ripple for SyncRel machines. Such problems, which have multiple and con-
flicting objectives, are studied in the second part of the thesis.
1.2 Electronically controlled PM and synchronous
reluctance motors and drives
Vector (sinusoidal) control is the most common method for achieving synchronous
machine variable speed operation. The structure of the synchronous machine con-
troller (vector control controller) is shown in Figure 1.1, in which the magnitudes and
angles of the space vectors, such as magnetic flux, current and voltage, are controlled
in d-q coordinates [3]. The direct Park transformation:
Ts =
√
2
3

cos(ωt) cos(ωt− 2pi/3) cos(ωt− 4pi/3)
− sin(ωt) − sin(ωt− 2pi/3) − sin(ωt− 4pi/3)
1/2 1/2 1/2
 , (1.1)
where ω represents the d−q frame rotational speed, provides the relationship between
the abc and the d− q reference frames.
The main advantage of using the dq synchronous reference frame is that three-
phase AC variables can be represented by two-phase variables, and thus the modeling
of the control loop and the design of the control variables becomes more convenient.
3Figure 1.1: Generic control for electronically commutated synchrous machines.
At steady-state operation with constant speed and torque, the d − q currents are
constant.
In a generic implementation, two control loops, one inner for torque and one outer
for speed, are employed and shown in Figure 1.1. Two conventional proportional
integral (PI) controllers are utilized to control the speed and torque, and a look up
table is employed to determine the optimal torque angle and current in order to obtain
maximum electromagnetic torque. The stator voltage space vector is transformed
back from the d− q reference frame into the abc reference frame, which is fixed with
respect to the stator, through the inverse Park transformation,
T
′
s =
√
2
3

cos(ωt) − sin(ωt)
cos(ωt+ 4pi/3) − sin(ωt+ 4pi/3)
cos(ωt+ 2pi/3) − sin(ωt+ 2pi/3)
 . (1.2)
The controller generates a 3-phase PWM voltage command and regulates the
motor phase current to a quasi sine-wave as illustrated with experimental results
in Figure 1.2. An important observation, which justifies a major assumption made
in the electromagnetic field analysis, is that at steady state operation with modern
controllers the currents can be assumed to be perfectly sinusoidal.
4Figure 1.2: Voltage and current waveforms at steady-state operation for a sensorless
vector controlled IPM motor drive [1].
1.3 Thesis layout
Chapter 1 introduces the research background for electronically controlled syn-
chronous machines and outlines the main goals of this research. Literature reviews
on BLPM and SyncRel machines, as well as on optimization methods are covered in
this chapter.
Chapter 2 focuses on the theoretical fundamentals, including the electromagnetic
finite element analysis (FEA), its computational efficient version, and thermal anal-
ysis. A novel iterative technique for coupled electromagnetic and thermal analysis is
introduced and validated by comparison with experimental results in this chapter.
5Chapter 3 covers the methodology and implementation of the automated multi-
objective optimization utilizing the DE algorithm combined with CE-FEA method.
DThe recommended approach of parameterized FEA models used for large scale op-
timization is presented in this chapter.
Chapter 4 discusses the optimization of an IPM machine prototype and of a Syn-
cRel machine prototype. Numerical results from different case studies are included
together with experimental data, where available.
Chapter 5 concludes with a summary of work and original contributions. Sug-
gestions for future work that can be extended based on the current research are also
incorporated.
1.4 Literature review
1.4.1 Permanent magnet machines
By employing permanents magnets (PM) for excitation, a synchronous machine
(PMSM) has the advantages of higher efficiency, power density and higher magnetic
flux density in the air gap [4–9]. The performance at given inverter ratings of two
types of PMSM, interior permanent magnet (IPM) and surface mounted permanent
magnet (SPM) machines, as shown in Figure 1.3, were compared in [10]. According
to Vagati, despite the fact of that SPM machine is easier to be manufactured, the
good overload capability of IPM machine over the entire speed range makes the IPM
6Figure 1.3: Schematic cross-section of a four-pole IPM machine (left) and of an
interior PM motor (right). Magnets of different polarities are colored in red and blue,
respectively. [11].
machine suitable for the application in which the rotor anisotropy is maximized.
In [12], three of the most popular topologies of IPM machine, flat-type, V-type
and spoke-type, were investigated and two novel morphing parametric models for
flat-to-V-type (FV) and for spoke-to-V-type (SV) IPM machine configuration were
introduced. As shown in Figure 1.4, the robust parametric model can geometrically
morph between the flat-type and V-type IPM layouts. Another morphing study is
between the spoke-type and V-type IPM, as shown in Figure 1.5. This morphing
study was based on a robust parametric model, which is an essential requirement of
the large scale optimization and will be later described in more details.
Compared with the flat-type IPM machine, the V-type machine could be, in prin-
ciple, more suitable for high speed, flux-weakening constant-power operation, hybrid
and electric vehicle applications due the higher saliency ratio and lower PM losses.
7(a) Flat-type (b) V-type
Figure 1.4: Morphing cross-sections of the FV-PM layout parametric model [12].
(a) V-type (b) Spoke-type
Figure 1.5: Morphing cross-sections of the SV-PM layout parametric model [12].
Spoke-type IPM machines have the advantage of magnetic flux concentration, so that
in high-polarity motors, the flux density in the motor air-gap and the specific power
output are increased. This leads the way to further performance improvement and
size reduction [11, 13].
1.4.2 Synchronous reluctance machines
Three types of rotor geometry, 3C, 3U and I2U, are described in [14] and [15], as
shown in Figure 1.6. The investigation indicates that the I2U geometry can have the
same performance as the 3C topology and that the I2U design is superior to the 3C
type from the point of view of mechanical aspects, such as reducing the stress in the
structural ribs and the moment of inertia.
In reference [16], the influence of the number combinations of stator slots and
8(a) Round barriers (3C) (b) 3U angled barriers (c) I2U angled barriers
Figure 1.6: Different shapes of the flux barriers in SyncRel rotors [14]
.
rotor poles together with the number of flux-barrier layers on the performance of the
SynRel machine with emphasis on output torque and torque ripple was investigated.
In order to accurately estimate the impact of slot/pole number combinations on
performance of SynRel machine, the same ratio of rotor insulation width to the rotor
iron width has been used for all the slot and pole number combinations machines.
The investigation indicates that average torque decreases with the increase of the pole
numbers but remain almost constant when employing different stator slot numbers
but with the same pole number. In addition, the torque ripple decreases significantly
with the increase of the stator slot number and the SynRel machines with three- and
four-layer flux-barrier in the rotor have the lowest torque ripple and slightly smaller
average torque than the machine with double-layer flux-barrier which has the biggest
average torque and highest torque ripple.
The physical nature as well as measurements from efficiency point of view for the
SynRel machine and its correspondent induction machine (IM) are briefly compared
9Figure 1.7: Schematic cross-section of a SyncRel with a transverse-laminated rotor
[17].
in [18] and [19]. Study shows that by using SynRel machine rotor instead of the IM,
the machine efficiency can be improved by 1.5-5%-unit for the power range 90-1.1
[kW] respectively. The major drawback of SyncRel machine is the power factor is
lower in comparison to its counterpart IM. A specific SynRel machine with multiple
barrier structure was investigated. The overload capacity of the SynRel machine
could reach up to 3 times of the nominal load with suitable control. In addition, the
air gap length sensitivity analysis suggests keeping air gap length as small as possible.
The effect of saturation on machine performance was discussed as well. Generally,
saturation increased the maximum torque per ampere (MTPA) optimal current angle
beyond 45deg, but it did not have a strong effect on power factor (PF) at least up to
the nominal current.
In reference [21], [22] and [17], transverse-laminated type of rotor, as shown in
Figure 1.7 is referred from both theoretical and practical points of view. In addition,
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Figure 1.8: A two-pole ALA-rotor with single axial lamination/insulation layers [20].
the concept of separation points between adjacent segments is introduced to represent
the rotor iron ribs, which are saturated by stator magneto-motive force (MMF),
thus allowing different segments to have different magnetic potentials. When a 5%-
10% ripple is tolerated by the application, this result can be achieved without rotor
skewing, which represents an additional saving in motor cost, particularly in the case
of mass production. In addition, the quadrature reactances are compared, as affecting
overload and flux-weakening performances. Last, applicative considerations are given,
thus defining the most suitable solution for each field.
A 2-pole, 2.0 hp laboratory axially laminated anisotropic (ALA) rotor structure
with high Ld/Lq ratio of 16 under rated magnetic saturation conditions, high power
factor of 0.91 was proposed in reference [20], as shown in Figure 1.8. The single
lamination/insulation layers are assembled through only three nonmagnetic bolts for
11
Figure 1.9: Four-pole transversally-laminated PMaSyncRel rotor with three flux bar-
riers per pole [23].
mechanical integrity of the rotor. They do not affect or degrade the magnetic charac-
teristics of the ALA rotor. This configuration reduces the cogging torque and yields
Ld/Lq > 16, which is much higher than those reported in other publications.
According to Bianchi and Toliyat, SyncRel machines have a drawback of high
torque ripple due to the interaction between the spatial harmonics of MMF and the
rotor structure [23–26]. When PMs are inserted within the flux barriers, as shown in
Figure 1.9, the iron bridges are saturated and power factor is improved. In this case,
the SyncRel machine becomes a permanent magnet assisted synchronous reluctance
(PMaSyncRel) machine.
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1.4.3 Machine design optimization
The implementation of design optimization with multi-objectives for electric ma-
chines has been developed recently [12, 27–32]. In [29], a combined design optimiza-
tion method utilizing Design of Experiments (DOE) and Differential Evolution (DE)
algorithms was implemented to optimize a 12-slot, 8-pole, spoke-type, ferrite magnet
machine, with fractional-slot concentrated windings. According to Zhang et al, DOE
techniques combined with Response Surface (RS) methodology are suitable for local
design optimization problems with a limited number of geometric design variables,
and DE algorithms are suitable for large scale optimization with a significant number
of geometric design variables.
In [33], a benchmark study comparing RS and DE algorithms on a permanent
magnet synchronous machine design optimization seeking the minimization of total
weight and maximization of a goodness function, which is the ratio between the
shaft torque and the square root of total power losses, was presented. The results
obtained by using DE are compared with the RS method when the optimization
employs only a small number of candidate designs. The numerical results point out
the superiority of the DE algorithms when more design variables (candidate designs)
are considered. Among the various stochastic optimal search methods, such as Genetic
Algorithms (GAs) [34, 35], Simulated Annealing (SA), Particle Swarm Optimization
(PSO), Differential Evolution (DE), DE and GA are the most popular algorithms for
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the electric machine design optimization [27, 28, 36–45].
The DE algorithm was combined with an ultrafast nonlinear electromagnetic FE
technique, previously introduced in [46, 47] and further developed under the name of
Computationally Efficient FEA (CE-FEA) [30, 38, 40, 48] to implement the multi-
objective optimization problem. The CE-FEA method could estimate the sine-wave
current regulated performance of synchronous machines, including induced voltage
waveforms, average and ripple torque, inductances, and power losses by exploiting
the slot-pitch symmetry of the stator magnetic circuit and the periodicity of the elec-
tromagnetic field, only uses a minimum number of magnetostatic FE solutions to
substantially reduce the computational effort by up to two orders of magnitude.
In reference [49], the automatic design of SynRel machines is considered by means
of Finite Element Analysis and Multi-Objective Optimization Algorithms (MOOA).
Three popular MOOAs: Multi-Objective Genetic Algorithm (MOGA), Multi-Objective
Differential Evolution (MODE) and Multi-Objective Simulated Annealing (MOSA),
have been compared, and Differential Evolution gives the best results in terms of time
to converge and repeatability of the results. The two objectives to be optimized are
the average torque and the torque ripple. Except for the geometric inputs for the
circular layers, the phase angle of the current vector in (d,q) synchronous coordinates
is also considered in the optimization variables. The current amplitude selected in
the examples is twice the machine rated current since the preliminary investigations
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revealed that machines with a good torque/torque ripple compromise at overload
perform well also at lower current levels, but not vice-versa [14]. A random offset
∆θ0 was introduced to simulate the motor positions to overcome the problem of the
certain harmonic of the torque ripple aliasing.
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CHAPTER 2
Coupled Electromagnetic and Thermal Modeling
of Synchronous Machines
2.1 Electromagnetic field models and finite ele-
ment analysis
The preferred approach for modeling the steady-state operation of a sine-wave
current regulated synchronous PM machine with rotating magnetic field is through a
succession of magnetostatic solutions, commonly referred to as “snap-shots”, which
correspond to different time instances, rotor positions and stator current distributions
[27, 30, 46, 47].
The magnetostatic field is governed by a subset of the Maxwell equations, which
includes the reduced form of Ampere’s law:
∇×H = J , (2.1)
and the reduced form of Gauss’s law:
∇ ·B = 0 . (2.2)
The magnetic non-linearity of the material is modeled as:
B = Br + µ(B)H, (2.3)
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where the remanence Br has non-zero values only in the PMs.
Because the magnetostatic fields are solenoidal they can be studied by using a
magnetic vector potential (MVP), which is defined as:
∇× A = B (2.4)
In combination with the Coulomb gauge condition
∇ · A = 0 (2.5)
and Gauss’ magnetic flux law (2.2), the above (2.4) yields to the magnetic vector
potential equation
∇ · (∇× A) ≡ 0 . (2.6)
The combination of previous equations, results in the Poisson vectorial equation:
∇×
(
1
µ
∇× A
)
= J +
(
1
µ
∇×Br
)
. (2.7)
The above equation with non-linear magnetostatic fields and isotropic materials
can be transferred to:
∂
∂x
(
1
µ
∂A
∂x
)
+
∂
∂y
(
1
µ
∂A
∂y
)
= −J −
[
∂
∂x
(
Br,y
µ
)
− ∂
∂y
(
Br,x
µ
)
)]
. (2.8)
In electric machine problems, anti-periodic or periodic boundary conditions are
employed to reduce the cross-sectional field analysis to an odd or an even number of
poles, respectively:
A(r, θ) = −A
[
θ +
(2k − 1)pi
p
]
, A(r, θ) = −A
[
θ +
2kpi
p
]
, (2.9)
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where p is the number of pole pairs and r, θ are polar coordinates.
Finite Element Analysis (FEA) uses a complex system of nodes, which serve as
a grid basis for subdividing the field region into a mesh of smaller elements [50, 51].
As shown in Figure 2.1, in a point P, which is located within element e, the magnetic
vector potential is calculated as a function of A in the np nodes of the respective
element and the shape function N:
Ae(P ) =
np∑
i=1
N ei (P )A
e
i . (2.10)
Triangular elements of the first or second order are typically employed in FEA
models of electric machines. The first-order elements, np = 3, have three nodes, i,
j, k, placed in the three verticals as shown in Figure 2.1. The second-order elements
have 3 nodes at the verticals and another 3 on the mid-points of each edge.
The shape functions for the first-order elements are:
N ei (x, y) =
1
2∆e
(aei + b
e
ix+ c
e
iy), i = i, j, k (2.11)
where
∆e =
1
2
∣∣∣∣∣∣∣∣
1 xei y
e
i
1 xej y
e
j
1 xek y
e
k
∣∣∣∣∣∣∣∣ (2.12)

aei b
e
i c
e
i
aej b
e
j c
e
j
aek b
e
k c
e
k
 =

xejy
e
k − xekyej yei − yek xek − xej
xeky
e
i − xeiyek yek − yei xei − xek
xeiy
e
j − xejyei yei − yej xej − xei
 (2.13)
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Figure 2.1: Triangular finite element in the xy plane.
For the first-order triangular elements the approximation model for the magnetic
vector potential is provided by:
Ae(x, y) =
k∑
i
N ei (x, y)A
e
i = [Ne]{Ae}, (2.14)
Bex =
∂Ae
∂y
=
1
2∆e
k∑
i
ceiA
e
i = ct , (2.15)
Bey = −
∂Ae
∂x
= − 1
2∆e
k∑
i
beiA
e
i = ct , (2.16)
where the summation is performed for i = i, j, k and the superscript identifies the
element.
The general form of the magnetostatic field functional is derived from the energy
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density as:
F =
∫
Ω
[∫ B
0
1
µ(B)
(B −BrdB − JA)
]
dΩ . (2.17)
For 2D fields, the above equation reduces to:
F =
∫
D
{
1
2µ
[(
∂A
∂x
)2
+
(
∂A
∂y
)2]
−
{
J −
[
∂
∂x
(
Br,y
µ
)
− ∂
∂y
(
BR,X
µ
)]}}
dxdy.
(2.18)
This functional is minimized with respect to the unknown magnetic vector potential
A over a finite element a mesh with nt nodes:
∂F e
∂Ai
=
mi∑
e
∂F
∂Aei
= 0, i = 1, 2, · · · , n , (2.19)
where the summation is performed for the mi elements that have the i node common.
An algebraic system of non-linear equations is obtained:
mi∑
e
∑
λ=i,j,k
KeiλA
e
λ +
mi∑
e
Gei = 0, i = 1, · · · , n (2.20)
with the coefficients:
Keiλ =
1
4∆eµ(B)
[cei c
e
λ + b
e
i b
e
λ] , λ = i, j, k (2.21)
Gei = −
1
3
∆eJe +
1
2
[
beiB
e
r,y
µem(B
e)
− c
e
iB
e
r,x
µem(B
e)
]
(2.22)
Based on the magnetic vector potential solution, the x and y components of the
magnetic flux density are derived from the previous equations and the radial and
tangential components can be calculated as:
Br(r, θ) = Bx cos θ +By sin θ (2.23)
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Bt(r, θ) = −Bx sin θ +By cos θ (2.24)
The flux linkage per turn and per unit along the axial length through a coil with
the sides C1 and C2 is computed as the difference between the weighted average
(surface integral divided by area) of the magnetic vector potential in the coil sides:
ΨC1,C2 =
1
SC1
∫
C1
Ads− 1
SC2
∫
C2
Ads. (2.25)
The energy and the coenergy per unit of axial length, respectively, are:
Wm =
∫
S
(
∫ B
0
HdB)ds (2.26)
W ∗m =
∫
S
(
∫ H
0
BdH)ds (2.27)
The electromagnetic torque per unit of axial length can be calculated with the
Maxwell stress tensor:
Te =
Dg
2µ0
∫ piDg
0
BrBθd` , (2.28)
where Dg is the air-gap diameter, or can be computed through the virtual work theory
by differentiating the energy with respect to the angular coordinate at constant flux
linkage:
Te = −∂W
∂θ
|Ψ=const. (2.29)
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2.2 Computationally efficient-finite element anal-
ysis
2.2.1 Construction of waveforms
For permanent magnet synchronous machines (PMSM) which employ sine-wave
current supply, the symmetry of the geometry and electric circuit will result in the
following expressions [48]:
Aa+(θ + 60
◦) = −Ab+(θ) , (2.30)
Aa+(θ + 120
◦) = Ac+(θ) , (2.31)
where A is the average magnetic vector potential(MVP) in the a, b, c coil sides. Then
the tooth flux Φ and the phase flux linkage λ can be expressed as follows:
Φa(θ) = lFe(Aa+(θ)− Aa−(θ)) , (2.32)
λa = NphΦa(θ) , (2.33)
where lFe is the effective stack length and Nph is the number of series turns per phase.
Flux linkages λ in Fourier series form is:
λa(θ) =
nM∑
n=1
λncos(nθ + φn) , (2.34)
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where nM is the maximum harmonic order and φn is the phase angle of the flux
linkage for the nth harmonic. The corresponding back EMF in Fourier form is:
ea(θ) = −dλa
dθ
dθ
dt
= ω
nM∑
n=1
nλncos(nθ + φn). (2.35)
Figure 2.2 demonstrates the construction technique for the flux linkage waveform.
In order to obtain the flux linkage waveform of one electrical cycle of phase A, firstly
the flux linkages of phase B and phase C are phase shifted by 60◦ and 120◦, re-
spectively. The remainder of the flux linkage waveform, between 180◦ and 360◦, is
obtained by symmetry.
Similar with the construction of the flux linkage, the flux density waveforms in
the stator teeth and yoke can be reconstructed as well. The Fourier series of the
elemental flux densities can be created as follows:
Br,t(θ) =
nM∑
n=1
Bncos(nθ + φn). (2.36)
When implementing the CE-FEA method with ANSYS Maxwell software pack-
ages, the torque profiles could be estimated with the Fourier analysis conducted on
the torque profile obtained from a single CE-FEA evaluation:
Te(θ) = Tavg +
∑
n=6,12
Tncos(nθ + φn). (2.37)
Figure 2.3 demonstrates the construction technique of torque waveform. The
torque waveform of one electrical cycle is obtained by repeating the torque waveform
for the 1/6 electrical cycle six times.
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Figure 2.3: Electromagnetic torque waveform construction according to CE-FEA.
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2.2.2 Inductance and torque angle calculation for MTPA
The design and analysis of PMSMs are based on the assumption that such ma-
chines are running at the maximum torque per ampere (MTPA) load condition. To
accurately estimate the performance of electric machine, it is essential to estimate
the torque angle for such a load condition [30].
The phasor diagram
The theory of the 2-phase equivalent circuit model (d-q model) is applied for the
analysis of motors including PM SM, IM, SyncRel etc. In the rotor reference frame,
the direction of the permanent magnet flux is defined as the d-axis, while the q-axis
is 90 electrical degrees ahead of the d-axis. Thus the direction of back-emf phasor E
aligns with the q-axis.
In the steady state operation with balanced sinusoidal three-phase currents supply,
IPM motors can be modeled with the phasor diagram shown in Figure 2.4a. From
the diagram, the current phasor leads the d-axis by an angle γ, sometimes known as
the “Torque angle”. The terminal voltage phasor V leads the q-axis by the angle δ,
sometimes known as the “load angle”, and the angle between the voltage phasor and
the current phasor is defined as “power factor angle” φ. Based on Figure 2.4a, the
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Figure 2.4: Synchronous machine phasor diagram expressed in rotor reference frame.
d-axis and q-axis flux linkages, λd and λq, of the PM machines are:λd = λPM + Ldidλq = Lqiq (2.38)
where λPM is the PM flux linkage,  Ld and  Lq are the d-axis and q-axis inductances.
Here, ıd and ıq are the d-axis and q-axis currents
Maximum torque per ampere (MTPA)
The electromagnetic torque developed by the PM machine is:
Te =
3
2
p
2
(λdiq − λqid), (2.39)
where P is the number of poles.
Substituting (2.38) into the above equation:
Te =
3
2
p
2
(λPM iq + (Ld − Lq)idiq). (2.40)
When a PM machine is running under the MTPA load condition, substituting
id = I cos(γ) and iq = I sin(γ) into (2.40), the electromagnetic torque is reformulated
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as follows:
Te =
3
2
p
2
(λPMIsin(γ) + (Ld − Lq)I2sin(γ)cos(γ)) , (2.41)
Equating the derivative of the electromagnetic torque expression to zero yields the
angle that gives maximum torque as follows:
dTe
dγ
=
3p
4
[λPMIcos(γ) + (Ld − Lq)I2(2cos2(γ)− 1)] = 0. (2.42)
Solving for γ from (2.42), one can express the torque angle for the MTPA load
condition as follows [52]:
γ = arccos
(
−λPMI +
√
λ2PMI
2 + 8(Ld − Lq)2I4
4(Ld − Lq)I2
)
. (2.43)
Inductance calculation
This section introduces two different methods to calculate the PM flux linkage
λPM and dq-axes inductances, which are required in order to estimate the torque
angle with (2.43). For the purpose of the transformation from abc-frame to dq-frame,
Parks transformation is employed [53]:
Ts =
2
3

cos(θ) cos(θ − 2pi/3) cos(θ − 4pi/3)
−sin(θ) −sin(θ − 2pi/3) −sin(θ − 4pi/3)
1/2 1/2 1/2
 , (2.44)
where, θ = θ0 + ωt, is as shown in the phasor diagram from Figure 2.5. Here, θ0 is
the rotor initial position, ωt is the electrical speed.
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Figure 2.5: Phasor diagram of abc- and dq-reference frames.
Method 1: inductances transformation from abc-phase to dq-frame
Assume that the PMSM is running at 90◦ torque angle. Under this load condition:
id = 0, (2.45)
iq = I, (2.46)
λPM = λd. (2.47)
Substitute (2.45), (2.46) and (2.47) into (2.39):
Te =
3
2
p
2
λPMI. (2.48)
From (2.48), the flux linkage of the permanent magnets can be calculated as:
λPM = Te/(
3
2
p
2
I) , (2.49)
where Te is the electromagnetic torque when the motor operates under the 90
◦ torque
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angle load condition, while the flux linkage of permanent magnets, λPM , calculated
by (2.49) will be constant.
The three-phase self and mutual inductance profiles can be expressed as:
Laa(θ) = Lsa + Lsv cos(2θ)
Lbb(θ) = Lsa + Lsv cos(2θ − 4pi/3)
Lcc(θ) = Lsa + Lsv cos(2θ − 2pi/3)
Lab(θ) = −Lma + Lmv cos(2θ − 2pi/3)
Lbc(θ) = −Lma + Lmv cos(2θ)
Lca(θ) = −Lma + Lmv cos(2θ − 4pi/3)
(2.50)
The previous profiles exemplify the self and mutual inductance variations versus
the rotor angular position within a complete electric cycle. It should be noted that the
inductance calculation function in the ANSYS Maxwell must be enabled to calculate
the self and mutual inductances. According to Park’s transformation, d-axis and
q-axis inductances are:
Ld 0 0
0 Lq 0
0 0 L0
 = Ts

Laa Lab Lac
Lba Lbb Lbc
Lca Lcb Lcc
T−1s (2.51)
With Ld, Lq from (2.51) and λPM from (2.49), one can obtain the torque angle
under the MTPA load condition by substituting them into (2.43).
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Method 2: dq-frame formulation of flux linkages and currents
This method is based on the dq-frame formulation of flux linkages and currents
expressed as (2.38). One can obtain the expression of d-q inductances from (2.38):Ld = (λd − λPM)/idLq = λq/iq . (2.52)
When the simulation model operates at 90◦ torque angle, the d-axis current is
equal to zero. Through Park’s transformation, the flux linkage of permanent magnets
can be expressed as follows:
λPM = λd =
2
3
[cos(θ)λa + cos(θ − 2pi/3)λb + cos(θ − 4pi/3)λc]. (2.53)
When the simulation model operates at 120◦, another set of abc-frame flux linkages
and currents can be obtained. One can obtain the dq flux linkages and currents
through Park’s transformation:
λd
λq
λ0
 = Ts

λa
λb
λc
 (2.54)

id
iq
i0
 = Ts

ia
ib
ic
 (2.55)
Inductances calculated by the second method can be obtained by substituting
(2.53), (2.54) and (2.55) into (2.52).
Inductances and torque angle for an IPM machine with 36 stator slots and 6 poles
calculated by these two different methods are exemplified in Table 2.1.
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Table 2.1: Comparison of permanent magnet flux linkage, torque angle, Ld and Lq
calculated by two different methods.
CE-FEA (Solutions=5) CE-FEA (Solutions=7)
Method 1 Method 2 Method 1 Method 2
Torque angle [degree] 20.47 18.61 20.46 18.59
PM Flux linkage [Wb] 0.2962 0.2996 0.2962 0.2997
Ld [mH] 3.3 2.2 3.4 2.2
Lq [mH] 7.4 5.8 7.5 5.8
2.2.3 Performance estimation
The general expression of the specific core losses is:
wFe = khfB
α + kef
2B2 + kaf
1.5B1.5 , (2.56)
where wFe is the core losses in W/lb or W/kg, which is under sinusoidal field excitation
of frequency f , and kh, ke, and ka are the hysteresis, eddy-current and excess loss
coefficients, respectively. Especially, α is the power exponent of the hysteresis losses
and B is the field flux density.
In the CE-FEA method, it was assumed that ka = 0 to estimate the core losses:
wFe = kh(f,B)fB
α + ke(f,B)f
2B2 , (2.57)
where, kh(f,B) and ke(f,B) are functions of the flux density, B, and the frequency,
f .
The specific hysteresis losses and eddy-current losses in the stator teeth and yoke
are [54]:
wh =
nM∑
n=1
kh(Bn)(nf1)Bn
2 , (2.58)
31
we =
nM∑
n=1
ke(Bn)(nf1)
2Bn
2 , (2.59)
where, f1, is the fundamental frequency. The total core losses in the stator can be
calculated as follows:
wFe = (whT + weT )mT + (whY + weY )mY , (2.60)
where, mT and mY are the masses of the stator teeth and yokes, respectively. Through
simulation results and experiment results, there is a coefficient for the core loss cal-
culation.
With a constant phase current, I, the copper losses are affected by the winding
temperature, Tw, through affecting the phase resistance, R, which is given as:
WCu(Tw) = 3R(20
◦C)[1 + 0.0039(Tw − 20◦C)]I2. (2.61)
The efficiency η can be expressed in following equation:
η =
Pin
Pout
, (2.62)
where Pin and Pin are the input and output powers, respectively.
From the balance of power point of view, we have:
Pin = Pe +WCu , (2.63)
where Pe is the electromagnetic power and Wcu, see 2.61, is the copper loss. Shaft
output power is
Pout = Pe −WFe −Wwfm = Tmωm , (2.64)
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where WFe is the iron loss, Tm is the mechanical torque of shaft, Wwfm is the windage
friction and mechanical loss of 5W. Pe is the electromagnetic power which is mainly
supplied by the airgap, which can be expressed as follows:
Pe = Teωm = Teωe/Npp = Te2npi/60 . (2.65)
In (2.65), n is the rated speed, Npp is the number of pole pairs, ωe is the electrical
angular speed, ωm is the mechanical angular speed.
The power factor can be expressed as follows:
cosϕ =
Pin
S
=
2pin
60
· Te
3V I
, (2.66)
where S is the apparent power, V is the rms value of phase induced voltage.
The Goodness is defined as torque per root square of total losses WT under the
rated load condition, which is expressed as follows:
Gd =
Te√
WT
. (2.67)
2.3 Thermal model analysis using equivalent cir-
cuit networks
The methods typically employed for the thermal analysis of electric machines are
of two types: numerical field-based and lumped equivalent circuit thermal networks.
The thermal analysis using numerical methods can estimate the temperature dis-
tribution at any point in the computational domain, such that, in principle, more
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(a) Flux plot for the electromagnetic
model.
(b) Radial cross-section of the
thermal model.
(c) 3D thermal and air-flow
model.
(d) Example steady-state heat transfer network for PM brushless machines.
Figure 2.6: Ultrafast multi-physics analysis employing ANSYS Maxwell2D and Mo-
torCAD as computational engines, which are linked through a specially developed
MATLAB scripting using ActiveX.
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detailed and precise calculations are possible, leading to the identification of any crit-
ical “hot spots” in an electric machine. The most used combination of numerical
methods employs FEA for the heat transfer in solid components and the computa-
tional fluid dynamics (CFD) to predict flow, especially in complex regions, such as
the motor end windings [55].
Thermal-networks are very fast to calculate, but they pose major challenges for
defining a circuit that accurately models the main heat-transfer paths. Furthermore,
this method only provides a lumped distribution of temperatures, which may lack the
details required to identify any “hot spots” [56, 57]. Nevertheless, due to its com-
putational speed, this approach is preferred for large-scale optimization problems,
which are implemented run on typical computing equipment employed in industry.
Thermal-network analysis combines heat-transfer and air (or liquid coolant) flow mod-
eling, which are as described in the following section.
For the 3D calculation of the temperature and air-flow distribution, a parametric
machine model with a detailed equivalent network was developed (Figure 2.6d), and
implemented using the scripting language of the Motor Design/Motor-CAD software,
which was utilized as a computational engine [58]. This approach was previously
demonstrated as achieving the best trade-off in terms of satisfactorily accurate esti-
mations versus computational effort [59–61].
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2.3.1 Heat-transfer analysis
The heat transfer is achieved through conduction, convection, and radiation. The
equivalent heat-transfer network is similar with an electrical network.
Heat-transfer analysis is the thermal counterpart to electrical-network analysis
with the following equivalences: nodal temperature differences to voltages, power
losses to current sources, power flow through resistances to current, and thermal
resistance to electric resistance. For steady-state models only thermal resistances are
used as passive circuit elements to model the heat transfer paths within the machine.
An example thermal network, which includes thermal resistances for the stator
back iron, tooth, winding hot-spot, etc, of an electric machine is shown in Figure
2.6d. Power loss are inputs at the corresponding nodes where losses occur.
For the steady-state models, only thermal resistances are used as passive circuit
elements. Similarly with Ohm’s law for electric circuits,
I =
V
R
(2.68)
and, based on the previous analogy, the heat transfer is governed by the equation:
P =
∆T
RTh
, (2.69)
where P is the power in W, ∆T is the temperature difference rise in ◦C, h is the heat
transfer coefficient in W/m2/◦C, and RT is the thermal resistance ◦C/W (see Figure
2.7). Due to the complex structure of electric machines, heat transfer takes place by
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Figure 2.7: Explanatory for the equivalent thermal resistance [2]
.
Figure 2.8: Explanatory for the heat transfer coefficient [2]
.
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internal conduction through objects in contact, by convection to a fluid at external
surfaces, and by non-linear radiation from one surface to another, as summarized in
the following.
Conduction heat transfer
Conduction heat transfer in a solid is realized through molecule vibration [2]. This
type of heat transfer takes place in between the winding copper and the adjacent stator
teeth and back iron through multiple layers of winding insulation, or from the tooth
and stator back iron to the stator bore and housing interface. Thermal conduction
resistances can be estimated with:
R =
L
kA
, (2.70)
where L [m] is the path length, A [m2] is the path cross-section area and k [W/m/◦C]
is the thermal conductivity of the material. Materials with well ordered crystalline
structures have typically large values for the thermal conductivity. For example, the
k for metals is in the range of 15-400W/m/◦C. Usually, good electrical conductors are
also good thermal conductors. The solid electrical insulator, which is often porous,
does not have a well ordered crystalline structure, and its thermal conductivity is
typically in the range of 0.1-1W/m/◦C.
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Convection heat transfer
Convection heat transfer, which is realized through fluid motion, includes natural
convection and forced convection. Natural convection inside the electric machine is
due to the buoyancy forces arising from density changing, which is caused by fluid
motion in vicinity of the respective surface. Forced convection is caused by fluid
motion produced with an additional device, such as a fan or a pump. Thermal
convection resistances can be estimated as:
R =
1
hCA
, (2.71)
where A [m2] is the surface area and hC [W/m
2/◦C] is the convection heat transfer
coefficient as shown in Figure 2.8. Convection heat transfer coefficient hC for all
convection surfaces could be predicted by using empirical correlations based on di-
mensionless numbers, such as Reynolds (Re), Grashof (Gr), Prandtl (Pr) and Nusselt
(Nu). These numbers are functions of fluid properties, size (characteristic length),
fluid velocity (forced convection), temperature (natural convection) and gravity (nat-
ural convection) [2].
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Radiation heat transfer
Radiation heat transfer from a surface is realized through energy transfer by elec-
tromagnetic waves [2]. Radiation thermal resistances for a given surface can be esti-
mated as follows:
R =
1
hRA
, (2.72)
where hR [W/m
2/C] is the radiation heat transfer coefficient, which can be calculated
by the following formula:
hR = σε× F1−2T
4
1 − T 42
T1 − T2 , (2.73)
where, σ is the Stefan-Boltzmann constant (5.669× 10− 8W/m2/K4), ε is the emis-
sivity of radiating surface (ε ≤ 1), which is provided in most engineering textbooks
[62] [63] [64]. The absolute temperature of radiating surface is denoted by T1 [K], the
absolute temperature of surface radiated to (ambient) is T2 [K] and F1−2 is the view
factor for dissipating surface 1 to the absorbing surface 2 (the ambient temperature
for external radiation).
2.3.2 Flow-network analysis
A flow-network analysis is performed to predict the flow velocity for the local fluid
(air or liquid) through the machine, This flow is a function of the forced convection
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heat transfer from a given surface. Pressure, which drops due to duct wall friction
and restrictions to flow (bend, expansion, contraction, etc.), can be calculated using
the following expression:
P = RQ2 , (2.74)
where P, in Pa, is the pressure drop, Q is volume flow rate in m3/s, and R is fluid-
dynamic resistance in kg/m7. The fluid-dynamic resistance is governed by the equa-
tion:
R =
kρ
2A2
, (2.75)
where, ρ [kg/m3] is the air density, A [m2] is the flow area, and k is the dimensionless
coefficient of local fluid resistance. Many empirical formulations are available in the
technical literature to calculate the k factor for all changes in the flow section within
the motors.
Figure 2.9 is an example of flow network for an electric machine. This is the fluid
mechanics counterpart to electrical-network with the following equivalences: pressure
drop to voltage, volume flow rate to current, and fluid-dynamic resistance to electrical
resistance.
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Figure 2.9: Example of flow network for an electric machine. Model created using
the MotorCAD software [58].
2.4 Coupled analysis – strong and weak coupling
2.4.1 Principles
In the process of design optimization, it is essential to take into account both the
electromagnetic and thermal aspects since the electromagnetic power losses are gener-
ating heat, leading to a non-uniform distribution of temperature inside the machine,
which, in turn, yields further variations in the power losses [65].
For a more sophisticated coupling, several commercial software packages have been
employed for the coupling between thermal analysis and electromagnetic models, as
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shown in Figure 2.10. Electromagnetic analysis is performed through specially devel-
oped script algorithms that employ the ANSYS Maxwell software by ANSYS/Ansoft
as the computational engine. An original implementation of the CE-FEA method, is
employed to evaluate the performance and electromagnetic power losses. MotorCAD,
which is a specialist analysis package for electric machines, is used to perform thermal
analysis. ActiveX, a standard method for linking programs together and transferring
data, is utilized to transfer geometric, loss, and temperature data between MotorCAD
and ANSYS Maxwell.
To accurately compute the performance of the electric machine models, the tem-
perature distribution is the results of the internal iteration and convergence which is
automatically done by MotorCAD. MotorCAD will estimate the temperature distri-
bution based on the input losses and then calculate the losses based on the tempera-
ture distribution again, until the losses calculated by the MotorCAD is approximately
equal to the input losses from electromagnetic analysis. Finally, ANSYS Maxwell
recalculates the losses with more accurate temperature distribution feedback from
MotorCAD.
Due to the different parameter expressions in the ANSYS Maxwell software and
MotorCAD software, the conversion of the parameter expressions is a necessary step
in MATLAB scripting. Figure 2.11 is the example for the conversion between the
parameters of the ANSYS Maxwell model and MotorCAD model. For instance, the
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Figure 2.10: Schematic of software framework for coupling electromagnetic and ther-
mal analysis of electric machines.
stator stack length is denoted by “Lstk” in Maxwell software and denoted by “Sta-
tor Lam Length” in MotorCAD software. The conversion of “Stator Lam Length=L stk”
in MATLAB can solve the differences of the parameter expressions for the electro-
magnetic and thermal analysis.
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Figure 2.11: Parameter conversions for the electric machine models in ANSYS
Maxwell software and MotorCAD software.
2.4.2 Ultrafast coupling method
The conventional technique for iteratively coupling the electromagnetic and the
thermal problems is depicted in Figure 2.12a and comprises one major loop. Iterations
are performed until one or several error criteria, e.g. w, m, related to the initial
and updated values of average temperature in the winding, Tw, and/or magnet, Tm,
and/or to loss components, are met or a maximum limit is reached for the iteration
counter. Although average values are specified for the temperature in the PM and
winding, the thermal analysis employs a detailed network (see Figure 2.6d) and other
temperatures can be used, if needed, in the iterative process.
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(a) Traditional approach (b) Proposed ultrafast approach
Figure 2.12: Flow charts for the iterative coupling of the electromagnetic and thermal,
including air-flow, analysis. The new approach comprises a new thermal inner loop
employing a simplified model for updating losses in order to significantly reduce the
number of outer loops, which are substantially slower to calculate.
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In the typical case, six or more iterations, each comprising electromagnetic and
thermal analysis, have been reported in order to reach convergence [66]. Also, it
should be noted that the computational efforts for the two problems are largely dif-
ferent. In the implementation previously described, the electromagnetic analysis of
a motor design operating under steady-state condition is carried out in the order of
tens of seconds, while the thermal and air-flow problem takes only seconds to solve.
The newly proposed technique from Figure 2.12b consists in partially decoupling
the problems and introducing one extra inner loop around the thermal calculations,
which are ultrafast. For this inner loop, the copper losses are simply updated using
equation (2.61). In principle, the core losses could also be updated, using for example
a simplified or a best fit model. However, this may not be practically needed, due
to the fact that the variation of core losses with temperature at a given current is
relatively small, as later discussed in another section of this chapter.
The new approach also fully exploits the fact that in PM and synchronous reluc-
tance motors with distributed windings the rotor losses are typically low, such that
their estimation may only be required in the outer loop, which includes the electro-
magnetic field analysis. It should be noted that in the proposed ultrafast technique
depicted in Figure 2.12b there are two initial estimations for the temperature, one
for the inner loop and another for the outer loop, respectively. In order to make sure
that not only the copper losses, but also the other loss components, most notably the
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core losses, are satisfactory estimated together with the temperature distribution, two
separate error criteria w1, w2, are employed.
The procedure described has been implemented using MATLAB programming.
The ActiveX technology was employed for coupling the electromagnetic computa-
tional engine that uses the Maxwell software by ANSYS [67], and the thermal and
air-flow computational engine, which is represented the Motor-CAD software by Mo-
tor Design [58]. The algorithm and the combination of software ensures a minimum
number of electromagnetic field simulations, which are the most time consuming in
the current implementation, as they are performed using FEA.
2.5 Examples of analysis
CE-FEA example
This section is an example for the validation of the CE-FEA approach performed
on aN IPM machine with 36-slot 6-pole. As shown in Figure 2.13, at least four
magnetostatic solutions should be taken into consideration to ensure the accuracy of
CE-FEA results. A further increase in the number of static solutions will not provide
additional accuracy in the estimation of the average torque. In this case, the CE-
FEA approach will utilize two sets of magnetostatic solutions, with five and seven
time steps, respectively.
Two sets of CE-FEA results with five and seven magnetostatic solutions were
48
1 2 3 4 5 6 7 8 9 10
−5
0
5
10
15
20
25
30
35
40
Number of magnetostatic FE solutions
Av
er
ag
e 
to
rq
ue
 e
st
im
at
io
n 
er
ro
r [%
]
37.7
0.2
−1.2
5.6
−0.2 0.2 0
−0.1 −0.2 −0.1
Figure 2.13: Error of the average torque computed with CE-FEA with respect to a
detailed TS-FEA simulation.
validated separately by the results of transient time-stepping FEA (TS-FEA) in Table
2.2. The results from seven magnetostatic solutions are more accurate than the results
from five magnetostatic solutions. Also the 6th harmonic of the electromagnetic
torque from five magnetostatic solutions is significant. For these reasons, following
validations are based on the simulation results with seven magnetostatic solutions.
Table 2.2: Comparison of average torque, torque harmonic, torque ripple and stator
core losses for CE-FEA with five and seven solutions.
TS-FEA CEFEA Difference CEFEA Difference
(180 solutions) (5 solutions) [%] (7 solutions) [%]
Simulation Time [s] 323.00 75.00 0.77 78.00 0.76
Average Torque [Nm] 47.77 47.59 0.00 47.60 0.00
Tq. 6th Harmonic [Nm] 0.85 3.55 3.18 0.78 0.08
Tq. 12th Harmonic [Nm] 11.40 10.59 0.07 11.48 0.01
Torque Ripple [%] 56.47 53.82 0.05 54.35 0.04
Stator Core Losses [W] 573.00 645.00 0.13 645.00 0.13
Total Core Losses [W] 698.00 645.00 0.08 645.00 0.08
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Figure 2.14: Electromagnetic torque
with rated current supply of a PM ma-
chine with 36 slots and 6 poles (torque
angle=120◦).
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Figure 2.15: Electromagnetic torque
with half rated current supply of a PM
machine with 36 slots and 6 poles (torque
angle=120◦).
Shown in Figure 2.14 and Figure 2.15 are the comparison of electromagnetic
torques calculated by CE-FEA and TS-FEA, respectively.
The symmetric property of the magnetic circuit of electric machines results in the
symmetry flux density distribution in stator core. As showing in Figure 2.16, Y1 and
Y2 present two points in the yoke which could present rest flux density distribution
in back iron/yoke. The same approach is used to obtain the flux density distribution
in the middle of a stator tooth. Figure 2.19 to Figure 2.22 are the waveforms of flux
density distributions in the stator core according to Figure 2.16.
Table 2.3 through Table 2.7 provide the values of the average electromagnetic
torque, torque harmonics, torque ripple, harmonics and total harmonic distortion of
induced voltage as well as harmonics of the flux density in the stator core for different
torque angles, respectively.
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Figure 2.16: Magnetic circuit symmetry and sampling points of flux densities in the
stator core.
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Figure 2.17: Induced voltage profiles of
a PM machine with 36 slots and 6 poles
(torque angle=120◦).
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Figure 2.18: Fourier spectrum of the
induced voltage calculated from Figure
2.17 (torque angle=120◦).
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Figure 2.19: Flux density of teeth group
1 of a PM machine with 36 slots and 6
poles (torque angle=120◦).
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Figure 2.20: Flux density of teeth group
2 of a PM machine with 36 slots and 6
poles (torque angle=120◦).
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Figure 2.21: Flux density of yokes group
1 of a PM machine with 36 slots and 6
poles (torque angle=120◦).
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Figure 2.22: Flux density of yokes group
2 of a PM machine with 36 slots and 6
poles (torque angle=120◦).
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Table 2.3: Performance parameters for various torque angle estimated with CE-FEA
employing seven magnetostatic FE solutions and detailed TE-FEA (choose 110◦torque
angle as reference).
TS-FEA (180 solutions)
Electromagnetic Torque Induced Phase Voltage
TqAng AvgTq 6th 12th Ripple Fund. 5th 7th 11th 13th THD
[pu] [pu] [pu] [%] [pu] [pu] [pu] [pu] [pu] [%]
90◦ 0.94 0.02 0.22 53.83 1.07 0.03 0.02 0.08 0.07 10.79
100◦ 0.99 0.02 0.23 55.30 1.04 0.03 0.02 0.10 0.05 12.38
110◦ 1.00 0.02 0.24 56.60 1.00 0.04 0.02 0.11 0.05 15.18
120◦ 0.97 0.02 0.24 57.85 0.95 0.04 0.01 0.12 0.07 19.92
130◦ 0.91 0.02 0.22 59.40 0.90 0.04 0.01 0.13 0.08 25.66
140◦ 0.81 0.02 0.20 61.67 0.84 0.03 0.00 0.15 0.08 32.56
150◦ 0.66 0.03 0.17 66.63 0.78 0.02 0.01 0.18 0.10 42.28
160◦ 0.47 0.03 0.12 71.68 0.72 0.02 0.02 0.23 0.15 55.71
170◦ 0.24 0.04 0.07 110.72 0.68 0.03 0.03 0.25 0.18 66.39
180◦ 0.00 0.04 0.04 0.00 0.66 0.04 0.01 0.23 0.15 66.91
CE-FEA (7 solutions)
90◦ 0.94 0.01 0.22 54.89 1.10 0.01 0.01 0.07 0.07 9.95
100◦ 0.98 0.01 0.23 54.90 1.07 0.02 0.02 0.08 0.06 10.81
110◦ 0.99 0.02 0.24 54.71 1.02 0.02 0.03 0.09 0.06 13.18
120◦ 0.96 0.02 0.24 54.37 0.98 0.03 0.03 0.10 0.08 18.12
130◦ 0.90 0.03 0.23 55.75 0.92 0.03 0.02 0.11 0.10 24.05
140◦ 0.79 0.04 0.20 57.06 0.86 0.03 0.01 0.14 0.10 31.12
150◦ 0.65 0.04 0.17 59.12 0.80 0.02 0.01 0.17 0.12 40.82
160◦ 0.46 0.05 0.12 60.99 0.73 0.01 0.03 0.23 0.17 55.30
170◦ 0.23 0.05 0.06 96.97 0.68 0.02 0.03 0.24 0.20 65.97
180◦ 0.00 0.05 0.04 0.00 0.66 0.03 0.01 0.22 0.17 66.88
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Table 2.4: Flux density in tooth 1 for various torque angle estimated with CE-
FEA employing seven magnetostatic FE solutions and detailed TS-FEA (choose 110◦
torque angle as reference).
Flux density in tooth 1
TS-FEA (180 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.058 0.061 0.001 0.009 0.006 9.48
100 1.031 0.064 0.003 0.011 0.006 11.40
110 1.000 0.066 0.005 0.012 0.005 14.26
120 0.963 0.065 0.005 0.013 0.006 18.22
130 0.921 0.063 0.003 0.014 0.007 23.26
140 0.879 0.058 0.006 0.014 0.008 29.09
150 0.837 0.053 0.018 0.017 0.008 35.58
160 0.797 0.045 0.034 0.024 0.011 42.25
170 0.769 0.039 0.048 0.024 0.014 48.01
180 0.760 0.040 0.054 0.020 0.015 50.16
CE-FEA (7 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.064 0.062 0.002 0.008 0.007 9.39
100 1.028 0.065 0.001 0.010 0.007 11.20
110 0.998 0.068 0.004 0.012 0.006 13.90
120 0.962 0.067 0.005 0.014 0.006 17.65
130 0.922 0.065 0.003 0.015 0.007 22.53
140 0.879 0.061 0.005 0.015 0.009 28.33
150 0.837 0.054 0.016 0.018 0.009 34.75
160 0.797 0.046 0.032 0.024 0.011 41.36
170 0.768 0.039 0.046 0.026 0.014 47.27
180 0.757 0.039 0.053 0.022 0.015 49.70
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Table 2.5: Flux density in tooth 2 for various torque angle estimated with CE-
FEA employing seven magnetostatic FE solutions and detailed TS-FEA (choose 110◦
torque angle as reference).
Flux density in tooth 2
TS-FEA (180 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.080 0.063 0.005 0.005 0.005 6.83
100 1.044 0.068 0.008 0.006 0.003 9.17
110 1.000 0.072 0.009 0.007 0.003 12.82
120 0.945 0.073 0.007 0.008 0.006 17.99
130 0.882 0.070 0.003 0.010 0.007 24.76
140 0.811 0.063 0.006 0.014 0.006 33.19
150 0.733 0.054 0.018 0.017 0.008 43.46
160 0.654 0.045 0.033 0.020 0.014 55.41
170 0.589 0.044 0.046 0.022 0.014 67.61
180 0.564 0.048 0.050 0.022 0.010 73.30
CE-FEA (7 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.083 0.062 0.004 0.006 0.003 6.74
100 1.047 0.068 0.008 0.007 0.001 9.09
110 1.004 0.072 0.009 0.007 0.002 12.72
120 0.950 0.073 0.007 0.008 0.005 17.84
130 0.887 0.070 0.004 0.010 0.006 24.56
140 0.815 0.063 0.005 0.013 0.005 32.99
150 0.739 0.054 0.016 0.016 0.007 43.21
160 0.660 0.044 0.032 0.020 0.013 55.13
170 0.594 0.042 0.047 0.021 0.014 67.28
180 0.569 0.046 0.052 0.020 0.009 73.22
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Table 2.6: Flux density in yoke 1 for various torque angle estimated with CE-FEA em-
ploying seven magnetostatic FE solutions and detailed TS-FEA (choose 110◦ torque
angle as reference).
Flux density in yoke 1
TS-FEA (180 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.066 0.016 0.002 0.007 0.005 2.59
100 1.036 0.018 0.002 0.009 0.004 2.93
110 1.000 0.019 0.002 0.010 0.004 3.79
120 0.955 0.019 0.001 0.011 0.005 5.27
130 0.904 0.019 0.001 0.012 0.007 7.33
140 0.847 0.017 0.002 0.013 0.007 9.91
150 0.786 0.013 0.003 0.016 0.007 13.00
160 0.726 0.009 0.006 0.021 0.012 16.53
170 0.674 0.008 0.009 0.024 0.013 19.91
180 0.648 0.013 0.014 0.021 0.012 21.62
CE-FEA (7 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.072 0.016 0.002 0.007 0.005 2.44
100 1.042 0.018 0.003 0.009 0.004 2.78
110 1.006 0.019 0.002 0.010 0.003 3.63
120 0.961 0.020 0.001 0.011 0.004 5.11
130 0.908 0.019 0.001 0.012 0.006 7.21
140 0.849 0.018 0.001 0.014 0.007 9.86
150 0.787 0.014 0.002 0.017 0.007 13.03
160 0.724 0.009 0.005 0.021 0.011 16.68
170 0.670 0.007 0.009 0.023 0.014 20.24
180 0.642 0.011 0.014 0.020 0.012 22.15
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Table 2.7: Flux density in yoke 2 for various torque angle estimated with CE-FEA em-
ploying seven magnetostatic FE solutions and detailed TS-FEA (choose 110◦ torque
angle as reference).
Flux density in yoke 2
TS-FEA (180 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.079 0.017 0.004 0.007 0.005 2.76
100 1.043 0.019 0.003 0.009 0.004 3.82
110 1.000 0.020 0.003 0.010 0.004 5.29
120 0.950 0.020 0.002 0.011 0.005 7.21
130 0.894 0.019 0.001 0.012 0.006 9.57
140 0.834 0.017 0.002 0.014 0.006 12.35
150 0.773 0.016 0.006 0.017 0.008 15.48
160 0.716 0.015 0.012 0.022 0.012 18.68
170 0.675 0.015 0.016 0.023 0.014 21.42
180 0.669 0.012 0.014 0.022 0.013 22.06
CE-FEA (7 solutions)
Torque Angle
[elec. deg.]
Fund.
[pu]
5th
[pu]
7th
[pu]
11th
[pu]
13th
[pu]
THD
[%]
90 1.080 0.017 0.004 0.007 0.005 2.82
100 1.043 0.019 0.004 0.008 0.004 3.87
110 1.000 0.020 0.003 0.010 0.004 5.32
120 0.950 0.020 0.002 0.011 0.005 7.24
130 0.893 0.019 0.001 0.012 0.006 9.61
140 0.833 0.018 0.002 0.013 0.007 12.41
150 0.772 0.016 0.006 0.017 0.008 15.58
160 0.714 0.015 0.011 0.022 0.012 18.90
170 0.673 0.015 0.015 0.023 0.014 21.67
180 0.667 0.013 0.014 0.021 0.012 22.36
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Figure 2.23: Cross-section and geometry of the flat bar-type PM machine with 48-slot
8-pole.
Coupled electromagnetic and thermal analysis
The coupled electromagnetic and thermal analysis was applied for the study of
the IPM machine shown in Figure 2.23.
The example results shown in Figures 2.24 and 2.25 for the IPM motor of Figure
2.6a are based on only seven magnetostatic FEA solutions over a 1/6 of an electric
cycle and yet demonstrate good agreement with the conventionally and substantially
longer transient FEA (TS-FEA).
The temperature affects, among other things, the PM characteristics. An increase
in temperature results in a PM B-H curve with lower remanence and a lower average
output torque for the same current, as shown in Figure 2.26.
From an equivalent circuit point of view, the effect of the PM temperature, Tm,
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on the PM (open-circuit) flux linkage can be quantified as:
λm(Tm) = λm(20
◦C) [1− kr(Tm − 20◦C)] , (2.76)
where kr is the temperature coefficient for the PM remanence. This temperature
influence further reflects in the equations of the electromagnetic torque and of the
torque angle, γM , corresponding to the Maximum Electromagnetic Torque per Am-
pere (METPA) condition as quantified in (2.77) and (2.78), respectively, where p is
the number of poles, Ld and Lq are non-linear inductances, and I is the phase current.
Similar equations, but without the PM flux linkage component and with a very strong
non-linearity of inductances with respect to currents, are applicable for synchronous
reluctance machines.
Te =
3
2
p
2
[λmiq + (Ld − Lq)idiq] =
=
3
2
p
2
[
λm(20
◦C) [1− kr(Tm − 20◦C)] I sin(γ) + (Ld − Lq)I2 sin(γ) cos(γ)
]
,
(2.77)
γM = arccos
(
−λmI +
√
λ2mI
2 + 8(Ld − Lq)2I4
4(Ld − Lq)I2
)
=
= arccos
(−λm(20◦C)[1− kr(Tm − 20◦C)]I
4(Ld − Lq)I2
+
√
λ2m(20
◦C)[1− kr(Tm − 20◦C)]2I2 + 8(Ld − Lq)2I4
4(Ld − Lq)I2
) (2.78)
The computational method has been employed for the study of a range of integral
horsepower totally enclosed fan cooled (TEFC) IPM motors. Due to space limitations,
only examples from a 30hp 1,800rpm, 286 NEMA frame prototype unit with the
generic configuration shown in Figure 2.3 are provided in the following.
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Figure 2.24: Induced voltage per phase for the rated load operation of an example
286 frame 30hp 1,800rpm IPM motor and a PM reference temperature of 60◦C.
0 60 120 180 240 300 360
0
20
40
60
80
100
120
140
160
Rotor Position [elec. deg.]
El
ec
tro
m
ag
ne
tic
 to
rq
ue
 [N
m]
 
 
CE−FEA
TS−FEA
Figure 2.25: Torque for the IPM motor example operating at rated load and 60◦C
reference PM temperature.
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Figure 2.26: Variation of the electromagnetic torque with the PM temperature for
rated current and speed for the rated IPM motor example.
Firstly, numerical studies were conducted using solely electromagnetic analysis,
and specifying the phase current and the average temperature for the stator winding
at the typical reference value of 75◦C. As exemplified in Figure 2.27 for rated current,
in between the minimum and the maximum temperature specified for the PM, the
total core losses are reduced by only 14%. For reference, the electromagnetic torque
in this case is also reduced, but only by 10%, while the optimal torque angle for
MTPA remains approximately constant at 108deg. Overall, this study supports the
proposed implementation in which the core losses are only updated in the outer loop
that includes both the electromagnetic and the thermal calculations.
The stability and the convergence of the new multi-physics coupled procedure
were verified by starting the iterative process with largely different initial estimates
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Figure 2.27: Stator core losses at rated current and constant 75◦C winding reference
temperature in the IPM example motor.
of the average temperature in the winding and the PM. A 5% convergence error was
employed for all studies both for w1 and w2 identified in Figure 2.12b. As shown in
Table 2.8, for constant current at its rated value, the convergence was quickly reached
in only two outer loop electromagnetic and thermal iterations, each incorporating five
or six ultrafast inner thermal loops.
Another computational study was performed for over-load with twice the rated
current (Table 2.9). In this case, up to four outer loop electromagnetic and ther-
mal iterations are required for convergence. All together, the results show that the
computational effort is, of course, influenced by the initial estimation, which in the
overload example was purposely selected substantially different from the final result.
It should be noted that the numerical model was validated through satisfactory
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Table 2.8: Steady-state rated load simulations showing that convergence was reached
in only two iterations. The results also compared satisfactorily with the measured
average values for stator winding and PM temperature.
Winding Temperature [◦C] PM Temperature [◦C] Final Losses
Initial 1st 2nd Initial 1st 2nd Core losses Copper losses
Tow iteration iteration T
o
PM iteration iteration [W] [W]
25.0 71.7 68.3 25.0 68.2 65.5 492.0 394.7
25.0 64.1 68.6 125.0 62.0 65.7 490.5 400.0
125.0 71.7 68.3 25.0 68.2 65.5 492.0 394.7
125.0 64.1 68.6 125.0 62.0 65.7 490.6 400.0
65.0 68.9 N/A 60.0 65.9 N/A 495.3 402.3
Table 2.9: Steady-state simulations for overload at twice rated current and 1,800rpm.
Winding Initial T ow [
◦C] 25.0 25.0 125.0 125.0 65.0 160.0
1st iteration [◦C] 137.8 169.8 137.8 169.8 149.3 163.5
Temperature 2nd iteration [◦C] 171.3 160.9 171.3 160.9 167.3 N/A
3rd iteration [◦C] 160.1 163.7 160.1 163.7 161.5 N/A
4th iteration [◦C] 163.6 N/A 163.6 N/A 163.3 N/A
PM Initial iteration [◦C] 25.0 125.0 25.0 125.0 60.0 140.0
1st iteration [◦C] 120.9 146.2 120.9 146.2 130.0 141.2
Temperature 2nd iteration [◦C] 147.3 139.2 147.3 139.2 144.2 N/A
3rd iteration [◦C] 138.5 141.4 138.5 141.4 139.6 N/A
4th iteration [◦C] 141.3 N/A 141.3 N/A 141.0 N/A
Final
Core losses [W] 658.8 663.2 658.8 663.4 660.0 664.1
Copper losses [W] 2097.8 2096.1 2097.8 2096.2 2090.8 2090.5
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Table 2.10: Experimental and simulation results for 1,800rpm rated operation with
and without fan.
TEFC TE - no fan
Experiment Simulation Experiment Simulation
Total losses [W] 1065 1013 1081 1150
R LL hot [ohm] 0.215 0.208 0.247 0.255
Current [A] 35.2 35.5 35.8 35.5
Wcu [W] 399 402 473 485
Wwf [W] 116 116 90 90
WFe [W] 550 495 518 575
WFe back iron [W] N/A 147 N/A 136
WFe Tooth [W] N/A 348 N/A 314
T rise TC [◦C] 47.6 45.9 97.3 112.5
Temp Wdg TC [◦C] 70.6 68.9 120.3 135.5
Temp PM [◦C] 67.1 65.9 117.4 128.9
comparison with the measurements performed on a dyne equipped with an automatic
control and data acquisition system (Table 2.10 and Figure 2.28). The reported
averages for the winding and the PM temperatures have been determined through
off line resistance and back-emf measurements immediately following the steady-state
load test. The algorithm was also employed for the heat-run test and simulation of
the same IPM motor, but with the fan physically removed and the air-flow set to zero
in the simulation. In line with engineering expectations, the temperature rise in this
case was significantly higher, the results from Table 2.10 illustrating the benefits of
forced ventilation, ultimately resulting in lower losses and higher efficiency.
The model was also satisfactorily validated on the slow-transient heat run test
with a constant rated current for the same IPM motor. Multiple thermocouples have
been placed in various parts of the motor and example results for the frame, winding
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Figure 2.28: Experimental system with automatic dyne controls and data acquisition
system.
and core, are shown in Figure 2.29.
Extensive simulations were performed with the coupled electromagnetic and ther-
mal model at various speeds and loads, i.e. different current supply. The results from
Figure 2.30, which illustrate that the variation of core losses with load is relatively
reduced, are a typical finding that supports the proposal for not updating these losses
as part of the inner loop of the newly developed iterative approach. In an alternative
approach, a simplified model for core losses could also be implemented in connection
with the inner loop, noticing that these losses are dominated by the open-circuit field
due to the PMs, hence the relatively limited variation with load.
The results from Figure 2.31 show that in a TEFC construction, as well as in
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Figure 2.29: Heat run test and simulation at constant rated load and speed.
a design which is forced cooled on the outer surface of the stator, despite typical
misconception, the temperature in the PM is comparable with that of the winding.
The entire equivalent thermal and air-flow network contributes, of course, to this
outcome, but it is interesting to note that the relatively large air-gap typical to PM
machine designs ensures basically a thermal insulation of the rotor with respect to
the stator.
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Figure 2.30: Variation of stator losses with load at constant rated speed.
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Figure 2.31: Average temperature variation with load at constant rated speed.
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CHAPTER 3
Parameterization and Optimization
3.1 General concepts for ratio parameterized FEA
models
Thousands of the DE designs are typically evaluated by the CE-FEA method dur-
ing an optimization process. In order to obtain a robust parametric model and avoid
the geometric overlapping in the automated design optimization procedure, some of
the geometric parameters were defined by ratio expressions. For better illustrating the
concept, a ratio parameterized model of the slot for the 36-slot 6-pole IPM machine
and 36-slot 4-pole SyncRel machine is shown in Figure 3.1. For instance, the stator
inner radius, Rsi, tooth width, TW , and the slot opening width, wSO, were defined
using the ratio expressions of ksi, kwt and ktip. These parametric ratios, along with
several real geometry variables, such as the airgap height hg and the width of the
back iron in the stator YT , are defined as the input for the DE design optimization in
forms of matrix [ksi, kwt, ktip, hg, YT ] with the corresponding variable ranges provided
in Table 3.1. For the stator geometry shown in Figure 3.1, the input stator geometric
parameters are given as follows:
• Independent stator geometric parameters:
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Figure 3.1: Cross-section and geometry parameters of stator slot.
1. Ns : number of stator slots
2. Rso : stator outer radius
3. ksi: split ratio between the stator inner radius and outer radius, ksi =
Rsi/Rso
4. hg: airgap height
5. kwt: tooth width ratio, kwt = αwt/αs
6. YT : width of back iron in the stator
7. ktip: tooth tip angle ratio, ktip = αtip/(αs − αwt)
8. TD: width of wedges
9. TD2: tooth tip length
• Auxiliary calculated geometric variables and expressions can be deduced based
on the independent geometric variables, which are listed as follows:
1. αs: slot pitch, mechanical degree, αs = 360/Ns
2. Rsi: stator inner radius, Rsi = ksiRso
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3. TW : tooth width, TW = 2Rsi sin(kwtαs/2)
4. Rslot: stator slot bottom radius, Rslot = Rso − YT
5. wso: slot opening width, wso = YT/2/ sin(αs/2)
6. Rsb: slot bottom radius,
Rsb = [Rslot tan(αs/2)− TW/2/ cos(alphas/2)]/[1+tan(αs/2)]
xp1 =
√
Rsi − (wso/2)2
yp1 = wso/2xp2 = xp1 + TDyp2 = yp1xp3 = (Rsi + TD + TD2) cos[(1− kwtαs/2)]yp3 = (Rsi + TD + TD2) sin[(1− kwtαs/2)]xp4 = Rslot −Rsbyp4 = Rsbxp5 = Rslotyp5 = 0
(3.1)
Table 3.1: Specification of independent geometric parameters for the parametric
model depicted in Figures 3.1.
Variable Unit Minimum value Maximum value
YT [mm] 12.7 19.05
hg [mm] 0.7 1.3
ksi 0.55 0.72
kwt 0.35 0.55
ktip 0.3 0.8
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3.2 Mathematical formulation of the optimization
problem
Suppose that there are n performance indices, such as the efficiency, material cost
and torque ripple, are taken into consideration in the optimal design procedure. These
performance indices can be defined as objectives to be minimized or maximized:
f1(X), f2(X), · · ·, fn(X) , (3.2)
where fn(X) is the mathematical function of the n
th physical performance index which
is dependent on m independent variables:
X = [x1, x2, · · ·, xm] , (3.3)
such as the ratios described in 3.1, airgap, stator diameter, etc.
For the optimization problems, which are subject to constraints:
G = [g1(X), g2(X), · · ·, gl(X), hl+1(X), hl+2(X), · · ·, hl+j(X)] , (3.4)
where gl(X) ≤ 0 is the lth inequality constraint and hl+j(X) = 0 is the jth equality
constraint, the penalty function method is applied to solve the constrained optimiza-
tion problem. A substantial amount of constraint violation can be employed to punish
an infeasible solution so that it is less likely to survive into the next generation than
a feasible solution.
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3.3 Differential evolution algorithm
Differential evolution (DE), which was proposed by Storn and Price in 1995 [68],
is highly-recommended method for multi-objective design optimization of electric
machines, such as IPM, and SyncRel machines. The algorithm includes processes
of initialization, mutation, crossover, and selection, which are explained as follows:
• Initialization
The initial population of DE is randomly generated through a random process
within the upper bounds (XU) and lower limits (XL). The initial value of the
jth design variable of the ith vector in the initial population can be expressed
as [52]:
xj,i,1 = randj(0, 1) · (xj,U − xj,L) + xj,L , (3.5)
where 0 ≤ randj(0, 1) < 1, and j indicates that a new random value is generated
for each design variable.
• Mutation Operation
The mutant vector, which is the combination of three different, randomly chosen
vectors by the differential mutation process, is defined by
~vi,g = ~xr1,g + F · (~xr2,g − ~xr3,g) , (3.6)
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where the scale factor, F ∈ (0, 1+), is a positive value without upper limit, the
subscripts r1, r2, and r3 represent mutually different integers that are different
from the the target index i and that are randomly generated over [1, Np]. The
population of DE consists of NP -dimensional vectors:
~xi,g = (~xi,1,g, ~xi,2,g, · · ·, ~xi,n,g), i = 1, 2, · · ·, NP (3.7)
where g denotes the generation number.
• Crossover
The crossover procedure generates a new trail generation through mixing the
target vector ~xi,g with the mutant vector ~vi,g. The trial vector can be formulated
as follows [69]:
ui,g = (uj,i,g), where uj,i,g =
vj,i,g, if randj(0, 1) ≤ Cr or j = jrandxj,i,g, otherwise (3.8)
where i = 1, 2, ..., Np, j = 1, 2, ..., n, and the crossover control parameter, Cr ∈
[0, 1], is a user-defined value that controls the fraction of variables’ values that
are copied from the mutant process. In the above equation, randj(0, 1) is the jth
evaluation of a uniform random number generator and index jrand is a randomly
selected integer within the range [1, n].
• Selection
In the selection step, the trial vector ~ui,g is compared against the target vector
in the current generation, ~xi,g, to generate a better target vector for the next
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generation:
xi,g+1 =
ui,g, if f(~ui,g) ≤ f(~xi,g))xi,g, otherwise (3.9)
Once a new generation is obtained and analyzed by the CE-FEA approach,
the process of mutation, crossover and selection is repeated until the stopping
criteria are satisfied.
The above procedures are repeated until the maximum number of function eval-
uations is satisfied.
In our research work, a newly proposed method by Wang and Cai [70] , named
Combing Multi-objective Optimization with Differential Evolution (CMODE), is uti-
lized to solve constrained optimization problems. In CMODE method, the mutation
and crossover operations of the DE, which serves as the search engine, are applied to
generate the offspring population. However, the selection operation is not utilized.
The main CMODE process includes the procedures of initialization, mutation,
and crossover, which is as shown in Figure 3.2. In the initialization step, an initial
population of NP individuals, P(g) = {~x1, ~x2, ..., ~xNp}, where g denotes the generation
number and g = 1 for the initial population, is randomly generated through a random
process within the decision space[XUi XLi ], 1 ≤ i ≤ n.
In the second step, set Q, which has λ individuals, is randomly selected to be
deleted from Pg. For each individual in set Q, an offspring is created by using the
mutation and crossover procedures. Subsequently, λ offspring (set C) are generated
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Figure 3.2: Framework of CMODE for DE optimization.
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from Q, in which are the nondominated individuals (set R) from set C. Assuming
that there are m nondominated individuals, which are defined as ~x1, .., ~xm, and n
individuals in Q are dominated by ~x1, then one of the dominated individuals chosen at
random will be replaced by ~x1. Thereafter, the remaining nondominated individuals
of set R will continue the same process for the updated set Q in turn, then update
Pg by combining the updated Q and original Pg.
The third step is the infeasible solutions archiving and replacement. If set R does
not contain any feasible solutions, then the infeasible individual with the lowest degree
of constraint violation in R, ~x,, is stored into archive A. The infeasible individuals in
A are used to replace the same number of individuals in Pg for every k generation.
3.4 Pareto fronts and best design selection
Pareto dominance, which is used to compare and rank decision vectors, is an im-
portant concept of the multi-objective optimization. In multi-objective optimization
problem, each objective can be either a minimization or a maximization of an output.
A solution is defined as Pareto optimal if and only if there is no other solution that
dominates it. The set of all Pareto optimal solutions is called the Pareto optimal set.
Pareto front, the illustration of the Pareto optimal set in the objective space, is as
shown in Figure 3.3. In general, the best design with compromise solution can be
selected on the Pareto front, on which the improvement in one objective can only be
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Figure 3.3: Illustration of Pareto front for a biobjective optimization problem.
achieved through a deterioration in another objectives.
Take the minimization problem as an example, the optimization is aimed at min-
imizing the Objective 1 and 2 as shown in Figure 3.3. For the application of the
muti-objective optimization with multiple constraints for the electric machine de-
sign, where conflicts may exist between objectives, the decision-making based on a
Pareto-front are more complicated. The comparison and study on the optimal de-
signs selection from the Pareto front, including an engineering decision process and a
tradeoff study, will be introduced in the case study section.
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3.5 Implementation of a DE algorithm in MAT-
LAB combination with CE-FEA and coupled
analysis
Provided in Figure 3.4 is the work flow of the design optimizaiton procedure
considering the electromagnetic field and thermal analysis In general, this work flow
are the combination of the three parts: optimization algorithm, CE-FEA and optional
files for thermal analysis and Time-stepping Transient analysis. A brief description
of these MATLAB files is provided as follows:
• Main Optimization.m: Main entrance for the multi-objective optimization,
including initialization of the upper and lower bounds for the independent vari-
ables, number of generations and individuals in each generation, invoking of
other two functions: DEoperations Fn.m and Models Fn.m
• DEoperations Fn.m: This script code is used to generate set C which includes
λ offspring mentioned in Section 3.3.
• Models Fn.m: This file is used to update the designs with the nondominated
individuals in set R.
• Main EmgThm.m: This is the main routine of the coupling between the
electromagnetic and thermal analysis.
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• General Data.m: Geometric parameters and variables which will be stored
in MainData.mat are defined in this file. Also flags which determine whether
to implement certain optional functions, such as result comparison and thermal
analysis, will be stored in AnalysisType.mat. Extract ANSYS-Maxwell input
data from MainData.mat and generate DesignProperties.mat.
• StatorSlotArea Fn.m: Invoked by General Data.m, to calculate the stator
slot area.
• Cell2csv Fn.m: Convert the independent variables in the matrix to a csv file
so that the inputs could imported to optimetrics in Maxwell 2D which is used
for the Distributed Solve (parallel processing).
• Extract results Fn.m: This function is to extract results for each candidate
design from the results matrix which is directly read from the CSV file exported
from ANSYS Maxwell.
• CEFEA Fn.m: This file is the main function for the implementation of the
CE-FEA method, in which the performances of torque, induced voltages, flux
linkage and losses can be evaluated.
• RunANSYS Fn.m: This file will run ANSYS Maxwell-2D as the electromag-
netic computational engine. Torque, flux linkage and back EMF will be stored
in ANSYSOutput.mat. And flux linkages in the stator teeth and yoke will
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be stored in Fluxlinkage.mat. Inductance will be stored in ANSYSLs.mat if
the function of induction and torque angle calculation is enabled. Under this
condition, inductance matrix calculation is enabled in ANSYS Maxwell.
• IndTqAng Fn.m: This function is to calculate the inductance and torque
angle based on the method 1 mentioned in 2.2.2.
• Fluxlinkage PM Fn.m: This file is used to calculate permanent magnet
fluxlinkage at 90◦ torque angle. This is the first step of d-q inductance and
torque calculation utilizing the method 2 mentioned in section 2.2.2.
• Inductance 120deg Fn.m: Second step of torque caluculation utilizing the
method 2 mentioned in section 2.2.2.
• RunANSYS Trans Fn.m: This file will run ANSYS Maxwell as the elec-
tromagnetic computational engine in which the model will be simulated over
full electrical cycle. Torque, fluxlinkage and back EMF will be stored in AN-
SYSOutput Trans.mat and flux linkages in the stator teeth and yoke will be
stored in Fluxlinkage Trans.mat. Flux density in the teeth and yokes calcu-
lated by the field calculator in the ANSYS Maxwell software will be exported
to ANSYSOutput B field.mat if AnalysisType.Field =1.
• Trans Fn.m: This function is to extract torque, induced voltages, flux-linkage
and flux density from the simulation results of transient FEA.
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• Compare CEFEA.m: This file is to compare and check the waveform of
torque, induced voltage, flux linkage and flux density in the stator teeth and
yoke obtained from CE-FEA and transient FEA.
• RunMotorCAD Fn.m: this files invokes the MotorCAD to run the thermal
analysis.
• PerformanceCost Fn.m: Calculate and display the output data such as the
average torque, torque ripple, core losses and material cost on the screen.
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Figure 3.4: Script work flow for coupling.
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CHAPTER 4
Optimal Design Studies
In this chapter, an approach for solving constrained optimization problems, based
on combining multi-objective optimization with differential evolution (CMODE) pro-
posed by Yong Wang and Zixing Cai, is employed to optimize an IPM synchronous
machine and a SyncRel machine [70]. In this automated design optimization method,
the DE algorithm is used as a global design optimization tool and CE-FEA is used
to calculate machine’s performances including the torque profile, emf/induced volt-
age and losses (stator iron and copper), etc.. In order to speed up the optimization
process, the distributed solve option (DSO) of ANSYS Maxwell software package is
employed.
4.1 IPM synchronous machine example
In this section, an automated design optimization utilizing CE-FEA and DE al-
gorithm is performed on a prototyped IPM, for which the cross-section is shown in
Figure 4.1. Following are the design specifications for this IPM machine:
• Rated power: 10hp
• Rated speed: 1800rpm
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• Motor frame: 210-frame
• Stator specifications:
– 36 slots
– outer diameter: 233.3mm
– three phase distributed winding (as shown in Figure 4.2)
– slot fill factor: 0.4
– winding current density: 4.3Arms/mm
2
• Rotor specifications:
– 6 poles
– shaft diameter: 23.8mm
– interior V-type PM
– PMs operating at a temperature resulting in µR = 1.05, Br = 1.10T .
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Figure 4.1: Cross-section and geometry of the V-type IPM machine with 36-slot
6-pole.
Figure 4.2: Explanatory of the distributed winding for the 36-slot 6-pole IPM ma-
chine.
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4.1.1 Objectives and constraints
Objectives
In the process of automated multi-objective optimization of the IPM machine,
two objectives and two constraints are taken into consideration:
1. Minimize the material costs, with the cost estimation function as follows:
cost = 64 ·mPM + 8.25 ·mCu + 1 ·mFe , (4.1)
where mPM , mCu and mFe are the masses of the permanent magnet, copper
and steel which are in unit of kg, respectively.
2. Minimize the total losses of the electric machine with the following function:
Ploss = PCu + Pstator Fe + PPM + Pmech , (4.2)
where PCu is the copper loss, Pstator Fe is the stator core loss, PPM is the per-
manent magnet loss and Pmech is the mechanical loss.
Constraints
1. Minimum flux density in permanent magnet, Bmin, under rated load, greater
than 0.3Br, where Br is the retentivity which is equal to 1.1T in this work.
2. Torque ripple ≤ 20%, where torque ripple = Te max−Te min
Te ave
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Figure 4.3: Cross-section and geometric parameters of the rotor for the 36-slot 6-pole
IPM V-type machine.
4.1.2 Parametric models and independent variables
The stator parametric model for the IPM machine in this case study is previously
described by Figure 3.1 in section 3.1. For the V-type PM layout with 2 segments per
pole as shown in Figure 4.3, the independent rotor geometric parameters are given as
follows:
1. hPM : PM height in the direction of magnetization
2. rwpm: PM width ratio, rwpm = wPM/wPM max
3. rdpm: PM depth ratio, rdpm = Rro/Rri
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Table 4.1: Specification of independent geometric parameters for the 36-slot 6-pole
IPM prototype machine.
Stator
Variable Unit Minimum value Maximum value
YT [mm] 12.7 19.05
hg [mm] 0.7 1.3
rsi so 0.55 0.72
rt sp 0.35 0.55
rtip so 0.3 0.8
Rotor
hPM [mm] 2.5 4.75
rwpm 0.8 0.93
rdpm 0.21 0.55
rwq 0.2 0.7
τpp [deg] 40 54.5
4. rwq: q-axis bridge width ratio, rwq = wq/wqmax, where wq is the q-axis bridge
width and wqmax is the maximum q-axis bridge width
5. τpp: pole coverage
Provided in Table 4.1 are the ranges for the independent variables. For each
candidate design, the stack length was scaled to achieve the rated power.
4.1.3 Optimization studies
One of the objectives in this optimization problem is to test the DSO(s), including
the accuracy and speed. In the process of optimization, the DE algorithm generated
one initial population which included 70 individuals per generation, and 50 genera-
tions (70 individuals in each generation). As a results, 3,570 designs were analyzed.
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Table 4.2: Comparison of optimization with and without DSO(s).
Optimization Optimization
with 10 DSOs without DSO
Individuals in initial population 70 70
Total generations 50 50
Individuals in one generation 70 70
Total number of DE designs 3570 3570
Total computational time [hours] 58.7 75.4
Average computational time for one design [seconds] 29.6 38
Furthermore, to accurately estimate the performance of the designs, torque angle
estimation was performed, which lead to that each design was simulated twice by
ANSYS Maxwell. As shown in Table 4.2, the computational time has been reduced
by utilizing the DSO function in ANSYS Maxwell. The expected computational time
using DSOs should be reduced linearly according to the number of DSOs utilized. A
benchmark study on the relationship between the computational time and the number
of DSOs utilized is presented in section 4.1.4.
Provided in Figure 4.4 to Figure 4.7 are the side by side comparison of the opti-
mization results with and without DSO(s), which indicate that not only the parallel
processing has been implemented, but also the results are comparable with the results
of the series optimization. The scatter plot for all DE designs for the IPM machine is
shown in Figure 4.6. Furthermore, to check the stability of the parallel processing, a
second run of the optimization with 10 DSOs is utilized. The results of the first run
and second run are compared side by side showing in (a) and (b) from Figure 4.4 to
Figure 4.7. Shown in Figure 4.7 are the designs with a torque ripple lower than 20%.
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Figure 4.4: Scatter plot of initial population for the 36-slot 6-pole V-type IPM ma-
chine.
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Figure 4.5: Scatter plot of 5 DE generations for the 36-slot 6-pole V-type IPM ma-
chine.
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(c) Optimization without DSO
Figure 4.6: Scatter plot of all DE designs for the 36-slot 6-pole V-type IPM machine.
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(a) Optimization with 10 DSOs.
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(b) Optimization with 10 DSOs,
second run.
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Figure 4.7: Scatter plot of all DE designs and the designs with the torque ripple lower
than 20% for the 36-slot 6-pole V-type IPM machine.
4.1.4 Benchmark study
A benchmark study focusing on the relationship between the simulation time and
the number of DSOs used was performed on the IPM machine. The results in Table
4.3 indicate that although a reduction in time can be achieved using the distributed
solving option (DSO), but the reduction was not linear with the number of parallel
solvers employed.
It should also be noted that the differences recorded in between computers were
not necessarily expected being given the hardware characteristics, and that there
may be possible software installations and operating system variations. Yet another
possible cause could be the fact that the analysis method is indeed very fast but
requires significant time for data communication. Finally, more investigations are
required on this topic.
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Figure 4.8: Synchronous machine phasor diagram expressed in rotor reference frame.
4.2 Synchronous reluctance machine example
In this section, the design optimization and modeling for a synchronous reluc-
tance machine (286-frame, 36-slot and 4-pole) utilizing CE-FEA and CMODE [70] is
described. According to Cupertino and Pellegrino, to reduce the computational time
per candidate machine, the torque angle is considered as an independent variable in
this optimization problem [49]. In the process of optimization, the DE algorithm
generated one initial population which included 100 individuals, and 50 generations
(100 individuals per generation). As a result, 5100 designs were analyzed.
Provided in Figure 4.8b is the phasor diagram of the SynRM in steady state in
the d-q axes reference frame linked to rotor, where ϕ is the power factor angle and γ
is the torque angle , and θ0 current space phasor angle.
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4.2.1 Objectives and constraints
Five optimization problems of SyncRel machines have been studied. Based on
the literature review in Chapter 1, high torque ripple and low power factor are the
characteristics of SyncRel machines. “Badness”, defined as the ratio of the total
losses to the electromagnetic torque, which is a comprehensive representative of the
losses and torque. Thus, it can be considered as an objective. Also, to prevent the
motor drive from the over-modulation operation, the induced phase voltage should be
taken into consideration. Thus, the toruqe ripple, power factor, badness and induced
voltage are considered as objectives and/or constraints in five different optimization
problems and will be described in detail in each problem.
4.2.2 Parametric model and independent variables
In this section, three different rotor typologies, four barriers per pole (see Figure
4.9), three barriers per pole and PMaSyncRel, for which three permanent magnets
could be inserted into the “U” parts or only the bottom of the three flux barriers, will
be described and studied in this section. The 36-slot stator is the one from the 36-
slot 4-pole V-Type IPM machine with 10hp Rating at 1800rpm, which is previously
described in section 3.1. Mean while, in order to robust the parametric model and
avoid overlapping in the design optimization procedure, the geometric parameters
are ratio parameterized. For the independent geometric variables, the minimum and
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Figure 4.9: ANSYS Maxwell model of a synchronous reluctance machine (286 frame
36-slot 4-pole) with 4 rotor layers per pole.
maximum values are always set in the typical range of ± 20% of the conventional
parameters, and for the current phase angle, θ0, is in the range of 50
◦and 75◦.
Synchronous reluctance rotor with four flux barriers
For the synchronous reluctance machine with 4 layers per pole as shown in Figure
4.10, the descriptions of all the geometric parameters are given as follows:
• Independent rotor geometric parameters:
1. P : number of rotor poles
2. Rri: rotor inner radius
3. Rro: rotor outer radius
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Figure 4.10: Cross-section and geometric parameters of a synchronous reluctance
machine with 4 layers per pole.
4. Wb: bridge width from the top of the rotor barrier to the rotor outer
surface
5. Wbb: rotor barrier bridge width
6. ∆x: displacement factor, accounting for how deeply are the barriers posi-
tioned, radial wise.
7. Kbt: the ratio of the total length of the barriers and flux tubes to the
maximum total length, Kbt =
Lbt
Rc · sin(αp/2)
8. Kb: the ratio of the total barrier thicknesses to the total length of the flux
barriers and tubes, Kb =
hct
Lbt
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9. Kb1: the ratio of the thicknesses of the first barrier to the total barrier
thicknesses, Kb1 =
hc1
2 · hct
10. Kb2: the ratio of the thicknesses of the second barrier to the total barrier
thicknesses of the second, third and fourth barrier, Kb2 =
hc2
hct− hc1/2
11. Kb3: the ratio of the thicknesses of the third barrier to the total barrier
thicknesses of the third and fourth barrier, Kb3 =
hc3
hct− hc1/2− hc2
12. Kb4: the ratio of the thicknesses of the fourth barrier to the sum of the
fourth barrier thickness and tube width,
Kb4 =
hc4
Lbt− hc1/2− hc2− hc3−Wt1−Wt2−Wt3
13. Kt1: the ratio of the first flux tube width to the total tube width, Kt1 =
Wt1
Wt
14. Kt2: the ratio of the second flux tube width to the total width of the
second, third and fourth flux tube, Kt2 =
Wt2
Wt−Wt1
15. Kt3: the ratio of the third flux tube width to the total width of the third
and fourth flux tube,Kt3 =
Wt3
Wt−Wt1−Wt2
• Auxiliary calculated geometric variables and expressions can be deduced based
on the input geometric variables, which are listed as follows:
1. αp: pole pitch, mechanical degree, αp = 360/P
2. Rc: radius of the barrier top central, Rc = Rro−Wb
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3. α1: angular position of the first barrier at the airgap, α1 = αp/2 −
asin((Wt4 +Wt3 +Wt2 +Wt1 + hc4 + hc3 + hc2 + hc1/2)/Rc)
4. α2: angular position of the second barrier at the airgap, α2 = αp/2 −
asin((Wt4 +Wt3 +Wt2 + hc4 + hc3 + hc2/2)/Rc)
5. α3: angular position of the third barrier at the airgap, α3 = αp/2 −
asin((Wt4 +Wt3 + hc4 + hc3/2)/Rc)
6. α4: angular position of the fourth barrier at the airgap, α4 = αp/2 −
asin((Wt4 + hc4/2)/Rc)
7. αp3: angular position of point 3, αp3 = α1 − asin(hc1/2/Rc)
8. αp5: angular position of point 5, αp5 = α1 + asin(hc1/2/Rc)
9. αp10: angular position of point 10, αp10 = α2 − asin(hc2/2/Rc)
10. αp12: angular position of point 12, αp12 = α2 + asin(hc2/2/Rc)
11. αp17: angular position of point 17, αp17 = α3 − asin(hc3/2/Rc)
12. αp19: angular position of point 19, αp19 = α3 + asin(hc3/2/Rc)
13. αp24: angular position of point 24, αp24 = α4 − asin(hc4/2/Rc)
14. αp26: angular position of point 26, αp24 = α4 + asin(hc4/2/Rc)
15. Lbt: total length of the flux barriers and tubes, Lbt = Kbt ·Rc · sin(αp/2)
16. hct: total barrier thickness, hct = Lbt ·Kb
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17. Wt: total width of the flux tube, Wt = Lbt− hct
18. Wt1: width of the first flux tube, Wt1 = Wt ·Kt1
19. Wt2: width of the second flux tube, Wt2 = (Wt−Wt1) ·Kt2
20. Wt3: width of the third flux tube, Wt3 = (Wt−Wt1−Wt2) ·Kt3
21. Wt4: width of the fourth flux tube, Wt4 = hc4/Kb4− hc4
22. hc1: thickness of the first barrier, hc1 = 2hct ·Kb1
23. hc2: thickness of the second barrier, hc2 = (hct− hc1/2) ·Kb2
24. hc3: thickness of the third barrier, hc3 = (hct− hc1/2− hc2) ·Kb3
25. hc4: thickness of the fourth barrier, hc4 = (Lbt − hc1/2 − hc2 − hc3 −
Wt1−Wt2−Wt3) ·Kb4
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For the points defining the outlines of the geometry of the rotor cross-section shown
in Figure 4.10, the x-y position/coordinate functions can be expressed as follows:xr1 = xr2yr1 = 0xr2 = xr3 −∆xyr2 = yr3 −∆x · tan(αp/2)xr3 = Rc · cos(αp3)yr3 = Rc · sin(αp3)xr4 = Rc · cos(α1)yr4 = Rc · sin(α1)xr5 = Rc · cos(αp5)yr5 = Rc · sin(αp5)xr6 = xr1 − hc1yr6 = yr5 − (xr5 − xr6) · tan(αp/2)xr7 = xr1 − hc1yr7 = Wbbxr8 = xr1 −Wt1yr8 = Wbbxr9 = xr8yr9 = yr10 − (xr10 − xr9) · tan(αp/2)xr10 = Rc · cos(αp10)yr10 = Rc · sin(αp10)
(4.3)
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xr11 = Rc · cos(α2)yr11 = Rc · sin(α2)xr12 = Rc · cos(αp12)yr12 = Rc · sin(αp12)xr13 = xr9 − hc2yr13 = yr12 − (xr12 − xr13) · tan(αp/2)xr14 = xr13yr14 = Wbbxr15 = xr14 −Wt2yr15 = Wbbxr16 = xr15yr16 = yr17 − (xr17 − xr16) · tan(αp/2)xr17 = Rc · cos(αp17)yr17 = Rc · sin(αp17)xr18 = Rc · cos(α3)yr18 = Rc · sin(α3)xr19 = Rc · cos(αp19)yr19 = Rc · cos(αp19)xr20 = xr16 − hc3yr20 = yr19 − (xr19 − xr20) · tan(αp/2)xr21 = xr20yr21 = Wbb
(4.4)
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xr22 = xr21 −Wt3yr22 = Wbbxr23 = xr22yr23 = yr24 − (xr24 − xr23) · tan(αp/2)xr24 = Rc · cos(αp24)yr24 = Rc · sin(αp24)xr25 = Rc · cos(α4)yr25 = Rc · sin(α4)xr26 = Rc · cos(αp26)yr26 = Rc · sin(αp26)xr27 = xr23 − hc4yr27 = yr26 − (xr26 − xr27) · tan(αp/2)xr28 = xr27yr28 = Wbb
(4.5)
Synchronous reluctance rotor with three flux barriers
The synchronous reluctance machine with three rotor barriers in Figure 4.11 could
be obtained by eliminating the 4th barrier determined by hc4 in Figure 4.10. The
expressions of hc1, hc2, Wt1, Wt2 are same as expressions for the 4 barriers rotor.
The differences are the expressions of hc3, Wt3, α1, α2 and α3:
• hc3: thickness of the third barrier, hc3 = (Lbt−hc1/2−hc2−Wt1−Wt2) ·Kb3
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Figure 4.11: Cross-section and geometric parameters of a synchronous reluctance
machine with three flux barriers per pole.
• Wt3: width of the third flux tube, Wt3 = hc3/Kb3− hc3
• α1: angular position of the first barrier at the airgap, α1 = αp/2−asin((Wt3 +
Wt2 +Wt1 + hc3 + hc2 + hc1/2)/Rc)
• α2: angular position of the second barrier at the airgap, α2 = αp/2−asin((Wt3+
Wt2 + hc3 + hc2/2)/Rc)
• α3: angular position of the third barrier at the airgap, α3 = αp/2−asin((Wt3+
hc3/2)/Rc)
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Figure 4.12: Cross-section and geometric parameters of a PM assisted synchronous
reluctance machine with three layers per pole. In this example, rectangular blocks of
permanent magnets completely fill in the barriers.
PM assisted synchronous reluctance rotor with three flux barriers
For the PMaSyncRel machine with three layers per pole shown in Figure 4.12,
three additional geometric parameters are introduced:
• Kpm1: the width ratio of the first PM to the first flux barrier, Kpm1 = yM2
yr2
• Kpm2: the width ratio of the second PM to the second flux barrier, Kpm2 =
yM3
yr9
• Kpm3: the width ratio of the third PM to the third flux barrier, Kpm3 = yM10
yr16
104
For the points defining the outlines of permanent magnets shown in Figure 4.12,
the x-y position/coordinate functions can be expressed as follows:xM1 = xr1yM1 = yr1xM2 = xr2yM2 = yr1xM3 = xr7yM3 = Kpm1 · yr2xM4 = xr7yM4 = yr1xM5 = xr8yM5 = yr8xM6 = xr8yM6 = Kpm2 · yr9xM7 = xr14yM7 = Kpm2 · yr9xM8 = xr14yM8 = yr14xM9 = xr15yM9 = yr15xM10 = xr15yM10 = Kpm3 · yr16
(4.6)
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xM11 = xr21yM11 = yr10xM12 = xr21yM12 = yr21
4.2.3 Problem A - minimize badness and torque ripple
For the first optimization problem performed on the SyncRel machine with four
layers per pole, two objectives and one constraint are taken into consideration:
• Objectives
1. Minimize “badness”, i.e. the function:
Bd =
√
WT
Te
, (4.7)
where WT is the total losses [W] and Te is the average electromagnetic
torque [Nm].
2. Minimize the torque ripple of the electric machine with the following func-
tion:
Trpk =
Te max − Te min
Te
, (4.8)
where Te max and Te min are the maximum and minimum value of the elec-
tromagnetic torque.
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• Constraints
1. Minimum power factor 0.7
• Independent variables
– Kb, Kbt, Kb4, Kb3, Kb2, Kb1, Kt3, Kt2, Kt1, θ0
The Pareto-set of the badness and torque ripple for problem A is as shown in
Figure 4.13. Provided in Figure 4.14 is the scatter plot of all candidate designs and
the designs which meet the constraints mentioned above. An optimum design 4863 is
selected from the Pareto-front and marked in Figure 4.14. The corresponding cross-
section of the ANSYS Maxwell model is shown in Figure 4.31a and design information
is provided in Table 4.4, respectively.
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Figure 4.13: Problem A - Scatter plot of 5100 candidate SyncRel designs with four
layers computed by the CE-FEA method (with torque ripple and badness as two
objectives, power factor as the constraint).
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Figure 4.14: Problem A - Scatter plot of all candidate SyncRel designs with four
layers and the designs meet the constraints (minimum power factor 0.7).
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Figure 4.15: Problem A - Scatter plot of 5100 candidate SyncRel designs with four
layers computed by the CE-FEA method (with torque ripple and badness as two
objectives, power factor as the constraint).
4.2.4 Problem B - minimize badness and maximize power
factor for both the SyncRel and PMaSyncRel
Synchronous reluctance machine optimization
In the second optimization problem, two objectives and one constraint are taken
into consideration for the SyncRel and PMaSyncRel machines:
• Objectives
1. Minimize the badness.
2. Maximize power factor.
• Constraints
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Figure 4.16: Problem B - Scatter plot of 5100 candidate SyncRel designs with four
layers computed by the CE-FEA method (with power factor and badness as two
objectives, torque ripple as the constraint).
1. Maximum torque ripple 20%
• Independent variables
– For SyncRel machine: Kb, Kbt, Kb4, Kb3, Kb2, Kb1, Kt3, Kt2, Kt1, θ0
– For PMaSyncRel machine: Kb, Kbt, Kb3, Kb2, Kb1, Kt2, Kt1, θ0, Kpm1,
Kpm2, Kpm3
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Figure 4.17: Problem B - Scatter plot of all candidate SyncRel designs with four layers
and the designs meet the constraints (maximum torque ripple 20%), one recommended
design 1561 is identified on the Pareto-front.
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Figure 4.18: Problem B - Scatter plot of 5100 candidate SyncRel designs with four
layers computed by the CE-FEA method (with power factor and badness as two
objectives, torque ripple as the constraint).
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The reason for selecting 20% as the maximum torque ripple is that even with skew
effect reducing the torque ripple to half, i.e. 10%, which is typically acceptable for
most applications. Shown in Figure 4.16 is the scatter plot of 5,100 candidate designs.
Provided in Figure 4.17 is the scatter plot for all candidate designs and the designs
which meet the constraints described previously. An optimum design 1561 is marked
in Figure 4.17. The corresponding ANSYS Maxwell model is shown in Figure 4.31b
and design information is provided in Table 4.4, respectively.
PM assisted synchronous reluctance machine optimization
To obtain a higher power factor, a PMaSyncRel machine, as shown in Figure
4.24a, was considered and optimized. The width of the PMs are determined by the
PM width ratios Kpm1, Kpm2 and Kpm3.
Shown in Figure 4.19 is the scatter plot of 5,100 candidate designs from the design
optimization of PMaSyncRel machines. Provided in Figure 4.20 is the scatter plot
of all candidate designs and the designs which meet the constraints (torque ripple
< 20%). Th optimum designs, 1115 and 4508, were selected from these designs
with toque ripple lower than 20% and marked in Figure 4.20. Another Pareto-set
was obtained with a different range of θ0, which is between 50
◦and 75◦, as shown
in Figure 4.22. Design 3824 was selected from the Pareto-front. The corresponding
ANSYS Maxwell model is shown in Figure 4.24c and design information provided in
Table 4.4, respectively.
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Figure 4.19: Problem B - Scatter plot of 5,100 candidate PMaSyncRel designs com-
puted by the CE-FEA method (with power factor and badness as two objectives,
torque ripple as the constraint).
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Figure 4.20: Problem B - Scatter plot of all candidate PMaSyncRel designs and the
designs meet the constraints, maximum torque ripple 20%. One recommended design
1115, with a power factor of 0.916, badness of 0.493 and torque ripple of 18.4%,is
identified on the Pareto-front. The upper and lower bounds of θ0 are 30
◦to 75◦.
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Figure 4.21: Problem B - Scatter plot of 5,100 candidate PMaSyncRel designs com-
puted with the CE-FEA method (with power factor and badness as two objectives,
torque ripple as the constraint).
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Figure 4.22: Problem B - Scatter plot of all candidate PMaSyncRel designs and the
designs meet the constraint, torque ripple ≤ 20%. One recommended design 3824,
which with power factor of 0.929, badness of 0.483 and torque ripple of 16%, is
identified on the Pareto-front. The upper and lower bounds of θ0 are 50
◦to 75◦.
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Figure 4.23: Problem B - Pareto-set comparison of optimization for SyncRel machine
and PM assisted SyncRel machine to maximize power factor, minimize badness and
limit torque ripple lower than 20%.
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(a) Conventional PMaSyncRel (b) Design 3824
(c) Design 1115 (d) Design 4508
Figure 4.24: Cross-sections of PM assisted synchronous reluctance machines.
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4.2.5 Problem C - maximize power factor, minimize badness
and torque ripple
In the third optimization problem, three objectives are taken into consideration:
• Objectives
1. Minimize badness
2. Minimize torque ripple
3. Maximize power factor
• Constraints
1. This is a nonconstrained problem
• Independent variables
– Kb, Kbt, Kb4, Kb3, Kb2, Kb1, Kt3, Kt2, Kt1, θ0
As shown in Figure 4.25 is the scatter plot of 5,100 candidate designs. The results
of the optimization study in the two-dimensional (2D) plane of badness versus power
factor is shown in Figure 4.26. An optimum design 2165 is marked in Figure 4.26, for
which the corresponding ANSYS Maxwell model is shown in Figure 4.31c and design
information is provided in Table 4.4, respectively.
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Figure 4.25: Problem C - 3D Scatter plot for optimization of SyncRel machine with
4 rotor barriers with 3 objectives.
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Figure 4.26: Problem C - Scatter plot of 5,100 candidate SyncRel designs with 4 rotor
barriers computed by the CE-FEA method.
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4.2.6 Problem D - maximize power factor only
In the fourth optimization problem performed on the SyncRel designs with four
layers, the objective and constraint are:
• Objectives
1. Maximize power factor.
• Constraints
1. Maximum badness 0.65 [
√
WL/Nm].
• Independent variables
– Kb, Kbt, Kb4, Kb3, Kb2, Kb1, Kt3, Kt2, Kt1, θ0
The low power factor is a characteristic for synchronous reluctance machines as
already acknowledged in literature [20]. In order to make sure that the full potential
is fully exploited, an optimization on emphasis on the power factor has been con-
ducted. A single objective optimization for maximizing power factor with constraint
for minimum badness of 0.65 [
√
WL/Nm] was investigated.
As shown in Figure 4.28, most of the designs are grouped in the “badness” region
of 0.6 to 0.65. However, the results for power factor are spread over a wide range. For
each generation, the multi-generational improvement of the power factor can not be
simply achieved. From an engineering point of view, this confirmed that the power
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Figure 4.27: Problem D - Power factor of the candidate SyncRel designs with four
layers.
factor can not be further improved. Nevertheless, further mathematical investigation,
which is beyond the scope of the current project, is recommended as future work.
Further investigation was performed for the designs, which with high power factor
over 0.77, indicates that these designs have high badness as well. Shown in Figure 4.30
are the cross-sections of the selected designs with high power factors and high badness.
For Design 2103, with power factor of 0.780 and badness of 0.74, the manufacturing
may become challenging and the mechanical strength could be an issue since the
thickness of the second flux guide is only 2.99mm. Design 3092, shown in Figure
4.31d, is selected from the designs with the power factor in the range of 0.750 to
0.775 and the badness lower than 0.65.
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Figure 4.28: Problem D - Scatter plot of 5100 candidate SyncRel designs with four
layers showing the minimum for the specified constraints rating and badness limita-
tion.
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Figure 4.29: Problem D - Scatter plot of 5100 candidate SyncRel designs with four
layers computed by the CE-FEA method.
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(a) Design 2103 (b) Design 4313
(c) Design 2342 (d) Design 441
Figure 4.30: Cross-sections of four designs marked in Figure 4.29 with high power
factors and high badness.
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4.2.7 Performance comparison for selected candidate designs
Shown in Fig 4.31 are the rotor cross-section comparison for designs 4863, 1561,
2165 and 3092, and the corresponding performances are provided in Table 4.4. For
the motor drive supply system, the dc bus voltage is approximately 250V, which is
used to limit the number of turns in the stator winding. The phase induced voltages
with reasonable number of turns should not exceed the dc bus voltage of 250V to
prevent the motor drive from the over-modulation operation. Thus, the four candidate
designs, Design 4863, 1561, 2165 and 3092 provided in Table 4.4, employ a different
number of turns per coil in the stator winding [29]. For instance, in the optimization
procedure, the number of turns in the stator winding is fixed at 1 turn per coil and
the induced voltage of the Design 4863 is 11.9V for one turn winding. In order to
meet the dc bus voltage limitation, the final number of turns is 250V/(11.9V/Turn)≈
21Turns. The total current supplied to the stator winding could be expressed as:
Irms = JrmsAslotSfill/NTurns , (4.9)
where the slot fill factor Sfill, slot area Aslot and current density Jrms are constant
for all of the DE designs, which leads to that the total current supply for the stator
winding is proportional to the number of turns NTurns. Thus the number of turns per
coil will not effect the power factor and the efficiency. This conclusion is supported
by the first and second sections of Table 4.4.
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(a) Design 4863 (b) Design 1561
(c) Design 2165 (d) Design 3092
Figure 4.31: Cross-sections of four candidate designs.
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Table 4.4: Performance comparison of the optimum designs obtained by there sets of
optimization: A is the optimization to minimize the torque ripple and badness, B is
the optimization to maximize the power factor and minimize the badness, C is the
optimization to maximize the power factor, minimize the badness and torque ripple,
and D is the optimization to maximize the power factor only.
Opt. Design Badness Power Torque Torque Torque EM EM Turns∗ Current∗ Induced
Type ID Factor Ripple Angle Power Eff. Voltage∗
[
√
WL
Nm
] [-] [%] [Nm] [Deg] [W] [%] [-] [A] [V]
Performance at maximum output electromagnetic power
A 4863 0.58 0.714 9.2 40.0 57.5 7320.8 93.2 21 15.0 245.7
B 1561 0.57 0.726 12.7 40.2 57.5 7372.1 93.3 21 15.0 245.7
C 2165 0.57 0.722 10.1 40.2 57.5 7368.3 93.3 21 15.0 245.7
D 3092 0.57 0.724 12.3 40.1 57.5 7356.5 93.3 21 15.0 243.6
Performance at maximum output electromagnetic power with 21 turns (no scaling)
A 4863 0.55 0.726 10.7 40.2 57.5 7417.0 93.9 21 15.0 203.5
B 1561 0.55 0.733 12.4 40.1 57.5 7409.0 93.9 21 15.0 201.3
C 2165 0.55 0.728 10.5 40.1 57.5 7393.2 93.9 21 15.0 202.4
D 3096 0.55 0.729 13.0 40.0 57.5 7377.1 93.9 21 15.0 201.7
Performance at maximum power factor with 21 turns (no scaling)
A 4863 0.66 0.786 12.7 30.7 70.0 5701.3 93.2 21 15.0 146.0
B 1561 0.67 0.791 11.9 29.9 70.0 5558.3 93.2 21 15.0 141.5
C 2165 0.67 0.787 12.5 30.1 70.0 5593.7 93.2 21 15.0 143.1
D 3092 0.67 0.786 12.6 30.1 70.0 5576.4 93.1 21 15.0 142.9
Performance at maximum power factor
A 4863 0.64 0.761 11.9 33.6 67.5 6192.8 93.0 26 12.1 241.8
B 1561 0.64 0.770 13.0 33.2 67.5 6125.9 93.1 27 11.6 245.7
C 2165 0.60 0.767 12.4 33.4 67.5 6161.3 93.1 27 11.6 248.4
D 3092 0.60 0.765 15.2 36.2 65.0 6659.0 93.3 25 12.6 247.5
∗ Number of turns, input current and phase induced voltage scaled according to induced voltage with one turn winding
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4.2.8 Problem E - Comparison for three barriers and four
barriers topologies
In order to investigate the impact of the number of flux-barriers on the perfor-
mance of SyncRel machine with emphasis on the power factor and torque ripple,
another two sets of optimization were performed for the SyncRel machines with three
barriers. The optimization for four and three barriers are compared in this section.
Optimization for minimizing torque ripple and badness
Figure 4.33 through Figure 4.35 compared the optimization results with minimiz-
ing the badness and torque ripple. From Figure 4.32 and Figure 4.33, one can observe
that the SyncRel machines with four barriers could obtain slightly lower torque rip-
ple and badness. From Figure 4.35, another observation is that machines with four
barriers could ensure higher power factors.
Optimization for minimizing badness and maximizing power factor
Figure 4.37 through Figure 4.39 compared the optimization results with minimiz-
ing the badness and maximizing power factor. From Figure 4.36 and Figure 4.37,
the SyncRel machines with four barriers could obtain slightly higher power factor.
Observation from Figure 4.35 is that machines with four barriers could ensure lower
torque ripple.
126
0.5 0.6 0.7 0.8 0.9 1
0
20
40
60
80
100
Badness [sqrt(WL)/Nm]
To
rq
ue
 ri
pp
le
 [%
]
 
 
 
4 barriers
3 barriers
Figure 4.32: Problem E - DE results for the SyncRel machine with four barriers and
three barriers (obtained from optimization with torque ripple and badness as two
objectives, power factor as constraints).
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Figure 4.33: Problem E - Optimal Pareto-fronts corresponding to Figure 4.32 on
zoomed scales (obtained from optimization with torque ripple and badness as two
objectives, power factor as the constraints).
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Figure 4.34: Problem E - Scatter plot of all candidate designs and the designs meet
the constraints (minimum power factor 0.7).
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(a) 4 barriers
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Figure 4.35: Problem E - Scatter plot for the SyncRel machine with 4 and 3 rotor
barriers (obtained from optimization with torque ripple and badness as two objectives,
power factor as the constraints).
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Figure 4.36: Problem E - DE results for the SyncRel machine with four barriers and
three barriers (obtained from optimization with power factor and badness as two
objectives, torque ripple as the constraints).
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Figure 4.37: Problem E - Optimal Pareto-fronts corresponding to Figure 4.36 on
zoomed scales (obtained from optimization with power factor and badness as two
objectives, torque ripple as the constraints).
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Figure 4.38: Problem E - Scatter plot of all candidate designs and the designs meet
the constraints (maximum torque ripple 20%).
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(a) 4 barriers
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Figure 4.39: Problem E - Scatter plot for the SyncRel machine with four and three
rotor barriers (obtained from optimization with power factor and badness as two
objectives, torque ripple as constraints).
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4.3 Experimental Validation
A conventional SyncRel machine rotor prototype has been built, as shown in
Figure 4.40. The steady-state performance of the prototype was simulated by TS-
FEA with two different solvers (ANSYS Maxwell and Motor Design/Motor-CAD)
and by CE-FEA, which was implemented through scripting using ANSYS Maxwell
as the computational engine. The FEA results are in good agreement, and it should
also be noted that CE-FEA is one order of magnitude faster.
The prototype was tested on an active dyno set-up with a computer data ac-
quisition system. A comprehensive on-load test for constant speed of 1,500rpm and
current angle from 45◦ to 70◦ in increments of 2.5◦ was performed (see Table 4.5).
Other tests, which are not included here, were are also performed.
In Table 4.5, IPA is the current phase angle, Vave is the average line-to-line voltage,
Vph is the phase induced voltage, and Iave is the average value of the phase current.
The power factor is estimated as:
PF =
Pin
S
=
2pin
60
· TEM
3VphIave
, (4.10)
where S is the apparent power, and TEM is the electromagnetic torque. The shaft
torque is denoted by Tsh, and Pin and Pout are the input and output power in watts,
respectively, WCu is the copper loss, Wwf is the windage and friction loss, and WFe
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is the total core loss. The electromagnetic power which is calculated as:
PEM =
2pinTEM
60
, (4.11)
where n is the rotational speed in rpm. The phase displacement (ϕ) is measured
between voltage and current, and Disp PF is the power factor calculated by the
fundamental phase displacement:
Disp PF = cos(ϕ) . (4.12)
In the same table, torque ripple [%] is denoted by Tr.
The separation of losses, considered for copper losses, WCu, only a component due
to the DC resistance at a reference winding temperature of 20◦C, and a typical value
for this motor frame and construction for the windage and friction losses, Wwf . All
other losses were attributed to core losses, WFe.
At relatively high values of the torque angle, the computed and the measured
results are in satisfactory agreement. Differences are noted for the lower values of
the torque angle, for which both the d and q axis current components are significant,
and the saturation, including any cross-saturation effects, is high as shown in Table
4.6 and Figs. 4.41, 4.42, and 4.43. Because the FE computed results, which were
produced with different solvers and techniques, are in satisfactory agreement, a main
reason for the deviation with respect to measurements is identified as the possible
variation of the laminated steel B-H magnetization characteristics. The simulation
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Figure 4.40: RBC SyncRel rotor prototype.
used a material model based on catalog values, while the actual characteristics of the
material employed in the prototype were not measured.
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Table 4.6: Flux density in the stator teeth and yoke various with current phase angle
estimated by CE-FEA and TS-FEA
Current angle BT1 BT2 BT3 BY1 BY2 BY3
[deg] [T] [T] [T] [T] [T] [T]
CEFEA 45.0 1.77 1.79 1.87 1.86 1.85 1.81
Trans 45.0 1.77 1.78 1.87 1.85 1.84 1.81
CEFEA 47.5 1.76 1.77 1.86 1.85 1.84 1.79
Trans 47.5 1.75 1.76 1.85 1.83 1.83 1.79
CEFEA 50.0 1.74 1.75 1.84 1.83 1.82 1.77
Trans 50.0 1.73 1.73 1.83 1.81 1.81 1.77
CEFEA 52.5 1.71 1.73 1.82 1.80 1.79 1.74
Trans 52.5 1.70 1.71 1.82 1.79 1.78 1.75
CEFEA 55.0 1.69 1.71 1.79 1.78 1.77 1.71
Trans 55.0 1.67 1.69 1.79 1.76 1.76 1.72
CEFEA 57.5 1.66 1.68 1.77 1.75 1.73 1.68
Trans 57.5 1.66 1.68 1.77 1.74 1.73 1.69
CEFEA 60.0 1.63 1.66 1.75 1.71 1.70 1.63
Trans 60.0 1.63 1.65 1.74 1.70 1.69 1.65
CEFEA 62.5 1.59 1.63 1.72 1.66 1.65 1.57
Trans 62.5 1.59 1.61 1.71 1.65 1.64 1.60
CEFEA 65.0 1.52 1.58 1.68 1.59 1.58 1.49
Trans 65.0 1.53 1.57 1.67 1.59 1.57 1.52
CEFEA 67.5 1.41 1.49 1.63 1.51 1.49 1.38
Trans 67.5 1.44 1.49 1.62 1.50 1.48 1.42
CEFEA 70.0 1.28 1.37 1.56 1.40 1.37 1.26
Trans 70.0 1.32 1.37 1.56 1.39 1.37 1.29
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Figure 4.41: Flux plot of the SyncRel machine running at 45deg current phase angle.
Figure 4.42: Flux plot of the SyncRel machine running at 57.5deg current phase
angle.
Figure 4.43: Flux plot of the SyncRel machine running at 70deg current phase angle.
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CHAPTER 5
Conclusions, Contributions and Future Work
5.1 Conclusions
The focus of the work for this thesis is represented by the analysis and automated
design optimization of electronically controlled synchronous (PM and SyncRel) ma-
chines. In Chapter 1, the research background for the relevant topics was reviewed,
including main different topologies of PM and SyncRel machines, and specific optimal
design optimization algorithms.
Elements of analysis have been reviewed in Chapter 2, prior to introducing a
new method that comprises an ultrafast nonlinear electromagnetic FE technique for
estimating the sine-wave current regulated performance of synchronous machines,
including induced voltage waveforms, average and ripple torque, inductances, and
power losses. Unlike the time-stepping FEA (TS-FEA) method, which utilizes hun-
dreds of FE solutions to solve the electromagnetic field analysis, the ultrafast method,
which exploits the slot-pitch symmetry of the stator magnetic circuit and the peri-
odicity of the electromagnetic field, only uses a minimum number of magnetostatic
FE solutions to substantially reduce the computational effort by up to two orders of
magnitude while achieving satisfactory accuracy. The electromagnetic field analysis
was iteratively coupled in a non-conventional manner with an equivalent network for
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thermal and air-flow analysis. Examples included numerical studies and experimental
validation.
In Chapter 3, the fundamental concepts and the computer implementation of dif-
ferential evolution algorithms for solving multi-objective optimization problems have
been discussed. The requirements and the means for building robust and flexible
parametric models for the large scale automated design optimization were also ex-
emplified. In order to avoid the overlapping of different geometrical subdomains,
main geometric parameters were ratio parameterized. The steps of the optimization
algorithms, the definition of Pareto-fronts, and procedures for selecting the ”best
compromise” designs have been presented.
In Chapter 4, the optimal design techniques have been applied for the study of an
IPM machine with a 36-slot 6-pole V-shape rotor topology and of a SyncRel motor
in 36-slot 4-pole configuration with different rotor arrangements. The results confirm
some of the design rules known to those skilled in the art, but also provide insights
that maybe new even to very experienced engineers. One SyncRel design has been
prototyped and successfully tested, providing experimental validation.
5.2 Contributions
The main contributions resulting from the research covered in the thesis are listed
in the following.
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1. An ultrafast method for multi-physics analysis of electronically controlled syn-
chronous machines of the BLPM and SyncRel type, which substantially reduces
the computational effort, while achieving satisfactory accuracy was developed.
The technique combines a computationally efficient FEA (CE-FEA) for the
electromagnetic field with equivalent thermal and air-flow lumped parameter
networks. Based on the observation that the core losses experience a relatively
small variation with temperature and load, an innovative step is represented
by the introduction of an inner loop iteration that only performs thermal cal-
culations and updates only the copper losses. This approach minimizes the
number of iterations for the outer loop, which includes the more time consum-
ing electromagnetic CE-FEA. For the examples studied, as few as two outer
loop iterations were required for convergence, recommending the technique as a
useful tool suitable for large scale optimization studies that consider thousands
of candidate designs. The analysis was validated thorough comparison with
other more computationally expensive methods and with experimental results.
2. The coupled analysis technique was implemented using the MATLAB pro-
gramming language and ActiveX scripting for employing the ANSYS-Maxwell
software as an electromagnetic computational engine and the Motor Design-
MotorCAD software as a thermal computational engine. Also, parallel pro-
cessing functions based on a “distributed solve option (DSO)” for multi-core
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computer systems, parametric models, and optimization routines for large scale
studies have also been implemented.
3. Large scale studies with thousands of candidate designs for BLPM and SyncRel
machines have been performed. These included a SyncRel optimization prob-
lem with three objectives, power factor, “badness”, and torque ripple, which is
the first of its kind as indicated by the recent literature review. Also included is
a systematic study that confirms the limitations of conventional SyncRel tech-
nology in terms of power factor and illustrates the possible improvements with
PMaSyncRel technology. A SyncRel prototype has been built and successfully
tested.
Two IEEE Conference papers on analysis and optimization have been completed,
reviewed, and are accepted for publication, and oral presentation at the ECCE Con-
ference to be held in Pittsburgh in September 2014 [71, 72]. Public presentations
on state of the art synchronous reluctance technology and on the computer imple-
mentation using the ANSYS and MotorCAD software have already been made at the
EMCW Conference in Milwaukee, WI and the ANSYS Convergence Conference in
Chicago, IL in May 2014.
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5.3 Future work
Future work is recommended in the area of High Performance Computing (HPC).
Topics of great interest to the scientific and engineering community include analysis
techniques for which the computational time can be reduced linearly with the number
of parallel solvers employed, and evolutionary algorithms suitable for set-ups in which
the number of available cores for parallel processing exceeds the maxim number of
individual recommended per generation.
From a mathematical point of view, the study of other optimization methods that
could possibly quicker reach the optimum, especially for electric machine specific
problems would be of interest.
From an engineering point of view, the study of alternative design topologies, such
as SyncRel with fractional-slot or concentrated stator winding combinations, rotors
with combined flux barrier and magnets arrangements, are just some of the timely
topics that should be considered for further investigation.
The optimization method could be expanded to incorporate preliminary sensitivity
studies in order to determine the influence of the independent variables on the output
performance and objectives. In this case, possible advantages, beyond gathering
engineering insights into the problem, would be a reduction of the dimensions of the
design space and of the computational effort. Furthermore, it would be of interest to
investigate if such studies, or other novel mathematical techniques, could be employed
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at the end of the optimization and used to provide insights and explanations into what
are the design characteristics, i.e. the “pattern” of independent variables, yielding a
“good” design.
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