(List continued on next page.)
Primary Examiner-Leo Boudreau Assistant Examiner-Chris Kelley 57 ABSTRACT
A device for coding picture data by compression, and a method thereof are provided. By preprocessing, the device calculates a picture activity of one frame of picture data. A quantizing table circuit selects a particular quantizing step matching the picture activity and sets the picture activity in a quantizing circuit. On a first path, one frame of picture data is fed to a discrete cosine transform (DCT) circuit to be thereby subjected to orthogonal transform. The quantizing circuit sequentially quantizes DC components, low fre quency components and high frequency components of the resulting output of the DCT circuit in ascending order of frequency block by block according to a quantizing step set therein. The picture data from the quantizing circuit are coded by Huffman coding while a code counter counts the coded data. The quantizing step set in the quantizing circuit is updated on the basis of the amount of coded data and a target amount of codes. On a second path, the same one frame of picture data is again fed to the DCT circuit to undergo orthogonal transform and compression, as on the first path. The coded picture data are sent to a memory card or similar picture data storing medium. A bit distributing circuit produces a bit distribution value block by block. When the output count of the code counter associated with one block reaches the bit distribution value, the DCT circuit, quantizing circuit and Huffman coding circuit are disenabled while an EOB (End of Block) code is added to the end of the block of coded picture data. The present invention relates to a picture data processing device and, more particularly, to a device for coding picture data by compression using bidimensional orthogonal transform, and a method thereof.
Description of the Related Art
It is a common practice with a digital electronic still camera or similar still picture processing system to convert an analog picture signal to digital picture data, compress the picture data to an amount Smaller than a desired amount, and record the compressed picture data in a semiconductor memory, magnetic disk, optical disk or similar picture data recording medium. A bidimensional orthogonal transform system, for example, divides one frame of picture data into a predetermined number of blocks each having a predeter mined size and converts each block of picture data to data of frequency domain, i.e., transform coefficients. Among the transform coefficients, the coefficients smaller than a prede termined threshold are discarded while the other coefficients are divided by a predetermined quantizing step, i.e., nor malizing coefficient to he thereby normalized. The normal ized coefficients sore compressed by run length coding and Huffman coding and then written to a picture data storing medium. This kind of procedure is successful in using the capacity of the storing medium efficiently. For details of the bidimensional orthogonal transform and other compression coding schemes, a reference may be made to, for example, Japanese Patent Application No. 309870/1988 having the same applicant as the present application.
A prerequisite for the still image processing system is that a desired number of picture data be stored in a memory card or similar picture data storing medium having a limited capacity. To meet this requisite, Japanese Patent Application No. 27499/1989 having the same applicant as the present invention, for example, allocates a particular bit distribution value to each block of one frame of picture data in relation to an activity, sequentially compresses low frequency com ponents to high frequency components in this order, and stops the compression as soon as the amount of codes reaches the bit distribution value. While this approach successfully maintains the amount of compressed codes constant, it cannot control the amount of codes in a delicate way. Specifically, it is likely that some of the storage locations available for recording, for example, one frame of picture data are left idle, resulting in limited efficiency.
Moreover, once the amount of codes distributed on the basis of an activity is deviated from a predicted amount, the number of pictures which can be stored in a recording medium is reduced. In addition, such control over the amount of codes is not practicable without resorting to a large scale and complicated circuit arrangement.
SUMMARY OF THE INVENTION
It is therefore an object of the present invention to provide a picture data compressing device capable of controlling the amount of codes accurately with a simple arrangement, and a method thereof.
In accordance with an embodiment of the present invention, a device for coding first picture data by compres Sion to produce corresponding second picture data com prises a first calculating circuit for calculating a rough amount of information associated with one frame of first picture data, an orthogonal transform circuit for dividing the one frame of first picture data into a plurality of blocks each having a predetermined size, and executing orthogonal transform with each of the plurality of blocks, a compression coding circuit for sequentially quantizing and coding DC components, low frequency components and high frequency components included in an output of the orthogonal trans form circuit in ascending order of frequency), according to a quantizing step to thereby produce second picture data, the quantizing step being variably set in the compression coding circuit, a first counter for counting codes associated with the second picture data, a setting circuit for selecting a quan tizing step on the basis of either of the rough amount of information and an output count of the first counter and a target amount of codes associated with one frame of second picture data, and setting the quantizing step in the compres Sion coding circuit, a second calculating circuit for calcu lating a code distribution value for each of the plurality of blocks in response to an output of the orthogonal transform circuit and the target amount of codes, and a first comparing circuit for comparing, after the setting circuit has set a quantizing step matching the output count of the compres sion coding circuit, an output count of the first counter associated with the second picture data from the compres Sion coding circuit with the calculated code distribution value and, when the output count reaches the code distri bution value, disenabling the orthogonal transform circuit and compression coding circuit.
Also, in accordance with the present invention, a method of coding first picture data by compression to produce corresponding second picture data comprises the steps of calculating a rough amount of information associated with one frame of first picture data, dividing the one frame offirst picture data into a plurality of blocks each having a prede termined size, executing orthogonal transform with each of the plurality of blocks, quantizing and coding DC components, low frequency components and high frequency components of the picture data having undergone orthogonal transform in ascending order of frequency according to a quantizing step matching the rough amount of information and a target amount of codes associated with one frame or Second picture data to thereby produce second picture data, counting codes associated with the second picture data, updating the quantizing step in matching relation to the amount of codes counted and the target amount of codes, again quantizing and coding the DC components, low fre quency components and high frequency components of the picture data having undergone the orthogonal transform in ascending order of frequency according to the updated quantizing step to thereby produce second picture data, calculating a code distribution value for each of the plurality of blocks on the basis of the output second picture data and the target amount of codes, counting codes associated with the output second picture data, and comparing the amount of codes calculated and the code distribution value and, when the former reaches the latter, stopping conversion to second picture data.
BRIEF DESCRIPTION OF THE DRAWINGS
The above and other features of the present invention will become more apparent from the consideration of the fol lowing detailed description taken in conjunction with the accompanying drawings in which:
FIGS. 1A and 1B show a functional block diagram schematically illustrating a picture data compression coding Referring to FIGS. 1A and 1B of the drawings, a picture data compression coding device embodying the present invention is shown which is applicable to a digital electronic still camera or similar system for processing picture data.
The compression coding device receives a picture signal at an input terminal 10 thereof from a picture data source included in a solid-state imaging device, codes the picture signal by compression using bidimensional Orthogonal transform, and produces the resulting transform coefficients on an output terminal 12. A memory card or similar picture data storing medium may be connected to the output termi nal 12. The input terminal 10 is connected to a preprocessing circuit 14 which converts the picture signal to corresponding digital picture data. The preprocessing circuit 14 may have a function of transforming a color component signal to luminance and chrominance signals. For example, when red (R), green (G) and blue (B) color component signals are fed to the input terminal 10 of the coding device, the prepro cessing circuit 14 will convert the color component signals to a luminance signal (Y) and a chrominance signal (C). The digital picture data appears on one output 16 of the prepro cessing circuit 14 which is connected to a frame memory 18 and a discrete cosine transform (DCT) circuit 20. In addition, the preprocessing circuit 14 has a function of calculating a rough amount of information associated with one frame of picture data, e.g., a picture activity ACT in parallel with the signal conversion. The picture activity ACT appears on the other output 22 of the preprocessing circuit 14 which is connected to a threshold setting circuit 24 and a quantizing table circuit 26. The picture activity ACT will be described later specifically.
The frame memory 18 plays the role of a storage for temporarily storing one frame of picture data fed from the preprocessing circuit 14. The DCT circuit 20 reads, under the control of a main controller 80 which will be described, one frame of picture data out of the frame memory 18 while dividing the picture data into blocks each having a prede termined size. The DCT circuit 20 effects DCT, which belongs to a family of conventional bidimensional transform schemes, with each block of picture data to thereby convert the picture data in the space domain to data in the frequency domain, i.e., to transform coefficients. The transform coef ficients are fed to a quantizing circuit 32 and an absolute value circuit 34 via the output 30 of the DCT circuit 20. The quantizing circuit 32 normalizes the block-by-block trans form coefficients by dividing the block-by-block-transform coefficients by a quantizing step, i.e., normalizing coefficient in the order of DC components, low frequency components and high frequency components. The resulting normalized transform coefficients are delivered to a Huffman coding circuit 38 via the output 36 of the quantizing circuit 32. The Huffman coding circuit 38 codes the normalized transform coefficients by run length coding and Huffman coding, the resulting data appearing on an output 40. As a result, the picture data undergo adaptive DCT. The output 40 of the Huffman coding circuit 38 is connected to a gate 42 having a control input 44 to which a path select signal is fed from a system. In response to the path select signal, the gate 42 selectively connects the input 40 thereof to the output 12 of the device or disconnects the former from the latter. Let the signal path extending from the input 10 to the output 12 via the DCT circuit 20 be referred to as a first path hereinafter. The path select signal applied to the control input 44 of the gate 42 selects either of the first path and a second path which will be described later.
The preprocessing circuit. 14 extracts an aperture, i.e., calculates a picture activity ACT as to the AC components of picture data, as mentioned earlier. The picture activity ACT may advantageously be produced by calculating a difference between every second pixel data in the horizontal scanning direction H of a screen and adding the absolute values of such differences. Specifically, as shown in FIG. 2 . assume a sequence of pixels X, where iis representative of natural numbers 1 to N (N being the total number of pixels in the horizontal scanning direction H). Then, the picture activity ACT will be determined by summing up the absolute values IX-X with respect to i of 2 to N. FIG. 3 shows specific circuitry for performing such calculations. As shown, consecutive picture data are applied to an input 100 in, for example, the horizontal scanning direction H. The data coming in through the input 100 are routed through two delay circuits 102 and 104 to a subtractor 108 while being directly fed to the subtractor 108. The delay circuits 102 and 104 each delays the input data by a predetermined period of time. The subtractor 108 subtracts the output 106 of the delay circuit 104 from the input 100 and delivers the resulting difference to an absolute value circuit 112 via an output 110 thereof. The absolute value circuit 112 produces the absolute value of the difference and feeds the difference to an adder 114. The adder 114 and a register 118 connected to the output of the adder 114 sequentially sum up such absolute values. If desired, the picture activity ACT may be calculated in the vertical direction of a screen in place of the horizontal direction.
Another approach available for producing a picture activ ity ACT is to determine a difference between the value of given pixel data and the mean value of pixel data preceding and succeeding the given pixel data in the horizontal scan ning direction H, determine the absolute value of the difference, and sum up such absolute values . FIG. 4 shows specific circuit arrangement for implementing this alterna tive approach. As shown, assuming a sequence of pixels X, in the horizontal scanning direction H, delay circuits 130, 132 and 134 and an adder 136 add the values of two pixels preceding and succeeding a pixel of interest, i.e., X---X. A shift circuit 138 produces a mean value (X + X)/2. A subtractor 140 produces a difference between the value of the pixel of interest fed from the delay circuit 132 and the mean value fed from the shift circuit 138. Then, an absolute value circuit 112 outputs the absolute value IX-X-X 1)/2 of the resulting difference. A register circuit 118 iden tical with the register circuit 118 of FIG. 3 Referring again to FIGS. 1A and 1B, the quantizing step for the quantizing circuit 32 is variably set by the quantizing table circuit 26 via an output 49 of the latter. Specifically, the picture activity ACT produced by the above procedure is fed to the quantizing table circuit 26. In response, the quantizing table circuit 26 sets aparticular quantizing step matching the picture activity ACT in the quantizing circuit 32 via the output 49.
The picture activity ACT from the preprocessing circuit 14 is applied to the threshold setting circuit 24 also. In response, the threshold setting circuit 24 delivers a threshold Y for comparison matching the picture activity ACT to one input of a comparing circuit 46 via an output 48 thereof. Delivered to the other input of the comparing circuit 46 is a signal X appearing on the output 50 of the absolute value circuit 34. When the signal Xis greater than the threshold Y, the comparing circuit 46 renders an output 52 thereof : significant. The absolute circuit 34 receives a transform coefficient 30 from the DCT circuit 20 and, in turn, produces the absolute value of the transform coefficient 30 on the output 50. The output 52 of the comparing circuit 52 is connected to a counter 54. The counter 54 counts the number of times theft the output 52 of the comparing circuit 46 becomes significant. The output 56 of the counter 54 is connected to a register 58. The register 58 holds the output of the counter 54 associated with one frame of picture data., i.e., the number of DCT capitulation outputs or DCT coef ficients exceeding the threshold and included in one picture.
The number of such DCT coefficients will be referred to as a total block activity hereinafter. The register 58 has an output 60 thereof connected to a bit distributing circuit 62. The output 54 of the counter 56 is also connected to the other input 64 of the bit distributing circuit 62. In this configuration, the bit distributing circuit 62 receives the consecutive outputs of the counter 54 each being associated with one block of picture data included in one frame at the input 64 thereof. Let the count of the counter 54 associated with one block of picture data be called a block activity. A picture data storing medium, not shown, connected to the output terminal 12 sends a target amount of codes associated with one frame of picture data to another input 66 of the bit distributing circuit 62. In response to the target amount of codes, i.e., command 66, the bit distributing circuit 62 calculates a bit distribution value B representative of an adequate amount of code distribution block by block on the basis of the ratio of the block activity to the total block activity. The bit distributing circuit 62 delivers the bit distribution value B to one input of a comparing circuit 70 via an output 68 thereof. The output 40 of the Huffman coding circuit 38 is also The code counter 72 counts one frame of coded data as well and feeds the count to the quantizing table circuit 26 via an output 78 thereof. The quantizing table circuit 26 com pares the amount of one frame of codes 78 with the target amount of codes fed from the input 66 and constantly updates the quantizing step on the basis of the picture activity ACT fed from the input 22. Regarding the target amount of code, an adequate value is selected which insures the number of picture frames to be recorded in a memory card or similar picture data recording medium, which will be connected to the output 12, as well as desirable picture In a period 202 following the preprocessing period 200, the DCT circuit 20 divides the one frame of picture data temporarily stored in the frame memory 18 into blocks each having a predetermined size and reads them out block by block. At this instant, a path select signal designating the previously mentioned first path is applied to the input 44 of the gate 42, causing the gate 42 to prevent signals from reaching the output terminal 12. The DCT circuit 20 effects DCT with the blocks of picture data to produce transform coefficients. The quantizing circuit 32 normalizes the trans form coefficients by use of the quantizing step, i.e., normal izing coefficient set therein by the quantizing table circuit 26. For such normalization, the DC components, low fre quency components and high frequency components included in each block are scanned in a zigzag manner in ascending order of frequency. The Huffman coding circuit 38 converts the normalized transform coefficients to codes by run length coding and Huffman coding. Since the gate 42 is disenabled by the path select signal 44, the gate 42 does not pass the output signal 40 of the Huffman coding circuit 38.
The code counter 72 counts the coded data sequentially coming out of the Huffman coding circuit 313. On counting 5,732,156 7 one frame of codes (time t2, FIG. 5), the code counter 72 delivers the count to the quantizing table circuit 26. In response, the quantizing table circuit 25 compares the amount of the one frame of codes 78 with the target amount of codes fed thereto via the input terminal 66 and updates, i.e., resets the quantizing step on the basis of the picture activity ACT. Thereafter, the quantizing circuit 32 again performs quantization by using the updated quantizing step, as will be described later specifically.
The preprocessing circuit 14 delivers the picture activity ACT to the threshold setting circuit 24 as well The threshold circuit 24 sets a threshold Y matching the picture activity ACT in the comparing circuit 46. Hence, a single threshold value is set in the comparing circuit 46 for one frame of picture data. The absolute value circuit 34 extracts the absolute value X of each transform coefficient 30 outputted by the DCT circuit 20. If the absolute valueXis greater than the threshold Y, the comparing circuit 46 renders the output 52 thereof significant. The counter 54 counts the number of times that the output 52 of the comparing circuit 46 becomes significant. As the counter 54 completes such an operation with one frame of picture data, the register 58 holds the count of the counter 54 as the previously stated total block activity. The sequence of steps described so far is the first path.
The period 202 representative of the first path is followed by a period 204 assigned to a second path. At a time t2 when the second path 204 begins, a path select signal designating the second pathis sent from the system to the input 44 of the gate 42, allowing the gate 42 to pass signals to the output terminal 12 therethrough. The quantizing step updated by the first path 202 exists in the quantizing circuit 32, as stated earlier. As a result, the one frame of picture data temporarily stored in the frame memory 18 is again read by the DCT circuit 20 block by block and subjected to DCT in the same manner as on the first path. The quantizing circuit 32 normalizes the resulting transform coefficients according to the updated quantizing step and by the previously stated block-by-block zigzag scanning. The Huffman coding cir cuit 38 codes the normalized transform coefficients. At this time, the coded signals 40 from the Huffman coding section 38 are sequentially applied to the output terminal 12 via the gate 42 which is enabled. Consequently, the picture data having undergone DCT are sent to a picture data storing medium via the output terminal 12.
At the same time, the absolute value circuit 34 extracts an absolute value X from each transform coefficient 30 fed from the DCT circuit 20, as on the first path. If the absolute valueXis greater than the threshold Y, the comparing circuit 46 renders the output 52 thereof significant. The counter 54 counts the number of times that the output 52 of the comparing circuit 52 becomes significant, block by block. The bit distributing circuit 62 determines a ratio of the block-by-block output 56 of the counter 54 to the total block activity held in the register 58, calculates an adequate bit distribution value B matching the determined ratio block by block, and sets the bit distribution value B in the comparing circuit 70. The comparing circuit 70 constantly receives the varying count A from the code counter 72 while comparing the count A with the bit distribution value B. As the count A reaches the bit distribution value B, the comparing circuit 70 produces a code stop signal on the output 76 thereof. As the code stop signal fed to the control inputs 76 of the DCT circuit 20, quantizing circuit 32 and Huffman coding circuit 38 becomes significant, the circuits 20, 32 and 38 stop operating. The Huffman coding circuit 38 adds the previ ously mentioned EOB code to the last code and sends this In the illustrative embodiment, the block-by-block bit distribution is computed on the basis of a DCT transform coefficient. In the circuitry shown in FIGS. 1A and 1B, such computation is implemented by the counter 54, register 58, and bit distribution circuit 62. Alternatively, the bit distri bution may be determined by inputting the output of the comparing circuit 46 to a conversion table which lists a plurality of categories, e.g., dynamic ranges, and cumula tively adding outputs matching such inputs, i.e., the values in index notation indicative of the dynamic ranges to which the input signals belong. An example of such a conversion These values will be accumulated to determine a bit distri bution.
To summarize the embodiment described above, picture data are coded by compression in both of the periods of the first and second paths 202 and 204. On the first path. 202. compression is effected on the basis of an amount of information roughly determined by the proprocessing, and the amount of one frame of codes is determined. The quantizing table circuit 26 is updated in matching relation to the amount of one frame of codes. On the second path 204, the picture data are again compressed according to the updated quantizing step to produce corresponding coded data. At this instant, the amount of codes is determined block by block to produce a block activity, and an adequate bit distribution value is selected on the basis of a ratio of the block activity to the total block activity corresponding to the target amount of codes. As soon as the amount of coded data reaches the bit distribution value, the compression coding procedure is terminated. Hence, whatever the input picture data may be, the embodiment is capable of coding them while controlling the amount of codes with accuracy. It is, therefore, possible to insure a predetermined number of still picture frames in a memory card or similar picture data storing medium.
FIG. 6 shows an alternative embodiment of the present invention applied to an automatic focusing device included in a digital electronic still camera. In this alternative embodiment, the circuitry for calculating a picture activity plays the role of an edge extracting circuit of an automatic focusing device at the same time. Stated another way, the camera uses the value of edge components in place of the picture activity ACT of the embodiment of FIGS. 1A and 1B as a rough amount of picture information for setting a quantizing table and a threshold for one frame of picture data at the preprocessing stage. As shown in FIG. 6 , the camera has a lens 300 for picking up a scene, and a CCD (Charge Coupled Device) or similar solid-state imaging device 304 positioned on the optical axis 302 of the lens 300. As the lens 300 focuses a picture onto the surface of the solid-state imaging device 304, the imag ing device 304 outputs a video signalin the form of R, G and B or similar color component signals. The output 306 of the imaging device 304 is connected to an analog-to-digital converter (ADC) 308. The ADC 308 converts the video signal to corresponding digital data and delivers the digital data to a white balance (WB) and tone or gamma (Y) adjusting circuit 312 via an output 310 thereof. The WB and y adjusting circuit 312 adjusts the white balance of the picture data while correcting the tonality or gamma of the same. The output 314 of the WB and y adjusting circuit 312 5,732,156 9 is fed to an RGB/YC converting circuit 316 so as to be converted to signals Y and C. The output 318 of the RGB/YC converting circuit 316 is connected to the frame memory 20, an edge extracting circuit 322, and a compress ing circuit 324.
The frame memory, 320, like the frame memory 18 of FIGS. 1A and 1B, temporarily stores one frame of signals Y and C fed from the RGB/YC converting circuit 316. The edge extracting circuit 322 determines a difference between nearby pixels of the signals Y and C and sums up such differences to identify the edge of a pattern. The resulting Sum, i.e., an edge component value, is applied to a focusing mechanism 328 and a quantizing table setting circuit 330 via an output 326. The focusing mechanism 328 supports the lens 300 such that the lens 300 is movable back and forth along the optical axis 302. Specifically, the focusing mecha nism 328 moves the lens 300 along the optical axis 302 in response to the edge component value 326 to a position where the edge component value 326 becomes maximum. Hence, the feedback loop including the lens 300, RGB/YC converting circuit 316, edge extracting circuit 322 and focusing mechanism 328 constitutes an automatic focusing System. In the circuitry of FIG. 6 , it is important to note that the edge component 326 produced by the edge extracting circuit 322 has a relation with or corresponds to the previously stated picture activity ACT. Paying attention to this characteristic, the illustrative embodiment connects the out put 326 of the edge extracting circuit 322 to the input of the quantizing table setting circuit 330. The quantizing table setting circuit 330, like the quantizing table circuit 26 of FIGS. 1A and 1B, sets a quantizing step table in the compressing circuit 324 via an output 232 thereof in response to the edge component input 326 which corre sponds to the control input 22, FIGS. 1A and 1B. The compressing circuit 324 basically plays the roles of the preprocessing circuit 14, DCT circuit 20, quantizing circuit 32, and Huffman coding circuit 38 included in the embodi ment of FIGS. 1A and 1B. More specifically, the compress ing circuit 324 includes functional circuits equivalent to the threshold setting circuit 24, absolute value circuit 34, com paring circuit 46, counter 54, register 58, bit distributing circuitS2, comparing circuit 70, gate 42, and main controller 80 associated with the circuits 14, 20, 32, and 38. Such functional circuits will not be described specifically to avoid redundancy. Part of the compressing circuit 324 correspond ing to the gate 42, FIGS. 1A and 1B, produces an output332. The output 332 is routed through, for example, a memory interface to a memory card or similar device 334 which uses the compressed data. The compressing circuit 324 further has a function corresponding to that of the code counter 72, i.e., the compressing circuit 324 counts codes on the first path and feeds the count to the quantizing table setting circuit 330 over a connection line 336. In addition, the output 326 of the edge extracting circuit 322 is also con nected to the compressing circuit 324 in order to implement a function corresponding to that of the threshold setting circuit 24, FIGS. 1A and 1B. The connection line extending from the edge extracting circuit 322 to the compressing circuit 324 is omissible if the threshold is fixed.
In operation, a picture representative of a desired scene is focused by the lens 300 onto the surface of the solid-state imaging device 304. The imaging device 304 transforms the incident picture to corresponding analog R, G and B signals. Then, the ADC 308 converts the R, G and B signals to corresponding digital data. The digital data are subjected to white balance adjustment and tone correction at the WB and stored in the frame memory 320. By such a procedure, one frame of picture data are stored in the frame memory 320. At this instant, the edge extracting circuit 322 separates the edge of a pattern from the YC signal 318 fed from the converting circuit 316. The separated edge component value 326 is delivered to the focusing mechanism 328 and quan tizing table setting circuit 330. In response to the edge component value 326, the focusing mechanism 328 moves the lens 300 along the optical axis 302 to a position where the signal 326 becomes maximum, whereby the focus of the lens 300 is adjusted. As the edge is extracted throughout one frame of picture data, the quantizing table circuit 330 selects a particular quantizing step matching the output 326 of the edge extracting circuit 322 and sets the output 326 in the compressing circuit 324. This part of the procedure corre sponds to the preprecessing period 200, FIG. 5, in which a quantizing table is set on the basis of a rough amount of information or picture activity ACT associated with one frame of picture data.
After a quantizing table has been set in the compressing circuit 324, the compressing circuit 324 reads the picture data out of the frame memory 320 block by block and effects DCT, quantization and Huffman coding therewith. This process corresponds to the first path stated earlier and, therefore, prevents the compressing circuit 324 from pro ducing the coded data on the output 332 thereof. The compressing circuit 324 counts the resulting codes associ ated with one frame of data, compares the count with a target amount of codes, and then controls the quantizing When the quantizing table is updated as stated above, the compressing circuit 324 starts on the second path 204 for reading the picture data out of the frame memory 320 block by block again and repeating DCT, quantization, and Huff man coding. At this time, the coded data are sequentially sent to, for example, the memory card 334 via the output 332 of the compressing circuit 332. The compressing circuit 324 calculates the block activity of the codes of the block being compressed and then determines an adequate bit distribution on the basis of the ratio of the block activity to the total block activity. As the amount of codes associated with the block of interest reaches the bit distribution value, the compressing circuit 324 stops compressing the picture data and produces an EOB code on the output 332. This part of the operation is identical with the operation of embodiment shown in FIGS. 1A and 1B. As stated above, the camera of FIG. 6 uses the edge extracting circuit of the automatic focusing device as a picture activity calculating circuit.
The embodiment described above may be summarized as follows. In the control over the amount of codes to be produced by compression using orthogonal transform, a quantizing step is determined by the combination of feed forward control and feedback control. First, a rough amount of information associated with picture data is fed forward to determine a first quantizing step, and then picture data are coded by the first quantizing step. Subsequently, the quan tizing step is corrected, i.e., updated on the basis of the cumulative value of the amounts of codes associated with one picture by a feedback principle. At this instant, the amount of information is determined block by block by a separate procedure, and block-by-block bit distribution is determined in matching relation to a ratio of the amount of information of each block to the cumulative value of one picture. As a result, the amount of codes is controlled block by block on the basis of the block-by-block bit distribution. The rough amount of information to be determined first and the amount of information to be determined next on a block basis may each be implemented with a different calculation system. It follows that the first quantizing step can be obtained before the processing for compression begins, i.e., before the picture data are scanned on a block basis and fed to the compressing section 20, 32 and 38. Specifically, it is possible to determine the first quantizing step at the preprocessing stage wherein picture data are scanned in the horizontal direction by raster scanning, e.g., at the stage of aperture extraction for RGB/YC conversion or automatic focus control. Hence, the embodiment has two different compression paths and, in addition, can reset or correct, the quantizing step. Should the amount of informa tion for determining a quantizing step and the amount of information for bit distribution be produced by a single calculation system, a quantizing step would be set only once after the first one of the two consecutive paths. The amount of information for block-by-block bit distribution, i.e., activity is calculated on the basis of the DCT transform coefficients. Such an amount cannot be directly produced from picture data not having undergone DCT calculation without resorting to an exclusive circuit. The embodiment uses the DCT circuit for such a purpose and, therefore, simplifies the construction of the device.
The embodiment having the above construction promotes accurate control over the amount of codes. The compression is completed in two different paths. Moreover, the calcula tion regarding bit distributions is simpler than in a conven tional system and sets up accurate correspondence between the actual amounts of information associated with picture data and the allocated bit distribution values. This eliminates an occurrence that picture data which should be coded and outputted at a time are interrupted midway to degrade picture quality.
In Summary, in accordance with the present invention, compression of picture data is preceded by preliminary compression for determining an adequate bit distribution. Therefore, whatever the input picture data may be, it is possible to compress picture data by a simple circuit arrangement while controlling the amount of codes with unprecedented accuracy. It follows that the invention insures a predetermined number of still picture frames in a memory card or similar picture data storing medium.
While the present invention has been described with reference to the particular illustrative embodiment, it is not to be restricted by those embodiments but only by the appended claims. It is to be appreciated that those skilled in the art can change or modify the embodiments without departing from the scope and spirit of the present invention.
What is claimed is:
1. A device for coding first picture data by compression to produce corresponding second picture data, comprising:
orthogonal transforming means for dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing orthogonal transform with each of said plurality of blocks; 12 first calculating means for calculating, prior to dividing the one frame of the first picture data into the plurality of blocks by said orthogonal transforming means, a rough amount of information involved in the one frame of the first picture data; compression coding means for sequentially quantizing and coding DC components, lowest frequency compo nents and higher frequency components in each of the plurality of blocks included in an output of said orthogonal transforming means in ascending order of frequency according to a quantizing step to thereby produce the second picture data in each of the plurality of blocks, said quantizing step being variably set in said compression coding means; counting means for counting codes associated with the second picture data in each of the plurality of blocks; setting means for selecting said quantizing step on the basis of either of the rough amount of information and an output count of said counting means as well as a target amount of codes associated with one frame of the second picture data, and setting said quantizing step in said compression coding means; second calculating means for calculating a block activity of each of the plurality of blocks involved in said output of said orthogonal transforming means, and calculating a code distribution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes; and comparing means for comparing an output count of said counting means with the calculated code distribution value for each of the plurality of blocks and, when said output count in connection with one of the plurality of blocks reaches said code distribution value, disabling said orthogonal transforming means and said compres sion coding means in respect of said one block. 2. A method of coding first picture data by compression to produce corresponding second picture data, comprising the steps of:
(a) calculating a rough amount of information associated with one frame of the first picture data; (b) dividing the one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing orthogonal transform with each of said plurality of blocks; (c) quantizing and coding DC components, lowest fre quency components and higher frequency components of the picture data having undergone the Orthogonal transformin each of the plurality of blocks in ascending order of frequency according to a quantizing step matching the rough amount of information and a target amount of codes associated with one frame of the second picture data to thereby produce the second picture data; (d) counting codes associated with the second picture data; (e) updating the quantizing step in matching relation to the amount of codes counted and the target amount of codes;
(f) again quantizing and coding DC components, lowest frequency components and higher frequency compo nents of the picture data having undergone the orthogo nal transform in each of the plurality of blocks in ascending order of frequency according to the updated quantizing step to thereby produce the second picture data;
5,732,156 13 (g) calculating a block activity of each of the plurality of blocks, wherein the block activity for each of the plurality of blocks and a total block activity for the one frame of the first picture data are determined indepen dent of said steps (c) and (f); (h) calculating a code distribution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes; (i) counting codes associated with the output second picture data in each of the plurality of blocks; and (j) comparing the amount of codes calculated with the code distribution value for each of the plurality of blocks and, when said amount of codes in connection with one of the plurality of blocks reaches said code distribution value of said one block, stopping conver sion to the second picture data in respect of said one block, and encoding each of the plurality of blocks, based on the allowed number of bits for each of the plurality of blocks, to produce the corresponding sec ond picture data. 3. A device for coding first picture data by compression to produce corresponding second picture data, comprising:
orthogonal transforming means for dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing orthogonal transform with each of said plurality of blocks; first calculating means for calculating, prior to dividing the one frame of the first picture data into the plurality of blocks by said orthogonal transforming means, a rough amount of information involved in the one frame of the first picture data; compression coding means for sequentially quantizing and coding DC components, lowest frequency compo nents and higher frequency components in each of the plurality of blocks included in an output of said orthogonal transforming means in ascending order of frequency according to a quantizing step to thereby produce the second picture data in each of the plurality of blocks, said quantizing step being variably set in said compression coding means; first counting means for counting codes associated with the second picture data in each of the plurality of blocks;
setting means for selecting said quantizing step on the basis of either of the rough amount of information and an output count of said first counting means as well a target amount of codes associated with one frame of the second picture data, and setting said quantizing step in said compression coding means;
second calculating means for calculating a block activity of each of the plurality of blocks involved in said output of said orthogonal transforming means, and calculating a code distribution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes; first comparing means for comparing said output count of said first counting means with the calculated code distribution value for each of the plurality of blocks and, when said output count in connection with one of the plurality of blocks reaches said code distribution value of said one block, disabling said orthogonal transforming means and said compression coding means in respect of said one block; and control means for controlling said first and second calcu lating means, said orthogonal transforming means, said second counting means for determining how many of the absolute values are greater than a threshold associated with the one frame of the first picture data; and code distributing means for calculating said code distri bution value for each of the plurality of blocks on the basis of the determined number of the block activity calculated and the target amount of codes. 5. A device in accordance with claim 3, wherein said second calculating means comprises:
classifying means for classifying, among the outputs of said orthogonal transforming means, the outputs exceeding a predetermined threshold into a plurality of categories, and generating an indication indicative of a particular one of said plurality of categories to which the classified output belongs; second counting means for summing up values of the generated indications; and code distributing means for calculating said code distri bution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes.
6. A device in accordance with claim3, further compris ing threshold setting means for setting a threshold matching the rough amount of information in said second calculating C3S. 7. A device in accordance with claim3, further compris 1ng: 5,732,156 15 gate means for intercepting the outputs of said compres sion coding means in the second period and passing said outputs to an external output of the device in the third period; said compression coding means adding a predetermined code to the end of the block of the second picture data in the third period in response to the output of said first comparing means.
8. A device in accordance with claim 3, wherein said first calculating means comprises picture activity calculating means for calculating a picture activity of one frame of the first picture data as the rough amount of information; said setting means selecting said quantizing step on the basis of either of the picture activity and the output count of said first counting means and a target amount of codes associated with one frame of the second picture data.
9. A device in accordance with claim 3, wherein said second calculating means comprises: absolute value means for producing an absolute value of said output of said orthogonal transforming means; second comparing means for comparing the absolute value with a threshold; second counting means for counting, among outputs of said second comparing means, the outputs which are greater than the threshold; and code distributing means for calculating the code distribu tion value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes;
in the second period, said code distributing means calcu lating and holding a total block activity of one frame of the second picture data from said output count of said second counting means; in the third period, said code distributing means calculating a block activity of each block of the second picture data from said output count of said second counting means to thereby calculate the code distribution value on the basis of a ratio of said block activity to the total block activity and the target amount of codes.
A device in accordance with claim 3, wherein said
Second calculating means comprises: classifying means for classifying, among the outputs of said orthogonal transforming means, the outputs greater than a predetermined threshold into a plurality of categories, and generating an indication indicative of a particular one of said categories to which the classi fied output belongs; second counting means for summing up values of the indications generated by said classifying means; and code distributing means for calculating said code distri bution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes;
in the second period, said code distributing means calcu lating and holding a total block activity of one frame of the second picture data from said output of said second counting means;
in the second period, said code distributing means calcu lating a block activity of each block of the second picture data from said output of said second counting means, and calculating the code distribution value on the basis of a ratio of said block activity to the total block activity and the target amount of codes. focusing means for focusing said picture onto said imag ing means in response to a first signal; orthogonal transforming means for dividing the one frame of the picture signal into a plurality of blocks each having a predetermined size, and executing orthogonal transform with each of said plurality of blocks; first calculating means for extracting an edge component of a pattern represented by the one frame of the picture signal, prior to dividing the one frame of the first picture signal into the plurality of blocks by said orthogonal transforming means, to thereby output said edge component as the first signal; compression coding means for sequentially quantizing and coding DC components, lowest frequency compo nents and higher frequency components in each of the plurality of blocks included in an output of said orthogonal transforming means in ascending order of frequency according to a quantizing step to thereby produce picture data in each of the plurality of blocks, said quantizing step being variably set in said com pression coding means; counting means for counting codes associated with the picture data in each of the plurality of blocks; setting means for selecting said quantizing step on the basis of either of the first signal and an output count of said counting means as well as a target amount of codes associated with one frame of the picture data, and setting said quantizing step in said compression coding means;
second calculating means for calculating a block activity of each of the plurality of blocks involved in said output of said orthogonal transforming means, and calculating a code distribution value for each of the plurality of blocks on the basis of the block activity calculated and the target amount of codes; comparing means for comparing said output count of said counting means with the calculated code distribution value and, when said output count in connection with one of the plurality of blocks reaches said code distri bution value of said one block, disabling said orthogo nal transforming means and said compression coding means in respect of said one block; and control means for controlling said first and second calcu lating means, said orthogonal transforming means, said compression coding means, said counting means, said setting means, and said comparing means; in a first period, said control means causing said first calculating means to extract an edge component of one frame of the picture signal, and causing said setting means to set in said compression coding means said quantizing step matching said edge component and the target amount of codes; in a second period following the first period, said control means feeding the one frame of the picture signal to said orthogonal transforming means, causing said orthogonal transforming means and said compression coding means to convert the picture signal to the picture data, causing said counting means to count codes of said picture data, and causing said setting means to update the quantizing step of said compres sion coding means on the basis of said output count of said counting means and the target amount of codes; in a third period following the second period, said control means again feeding the one frame of the picture signal to said orthogonal transforming means, causing said orthogonal transforming means and said compression coding means to convert the picture signal to the picture data, causing said second calculating means to calculate a code distribution value for each of the plurality of blocks, and causing said comparing means to disable, when said output count of said counting means in connection with one of the plurality of blocks reaches said code distribution value of said one block, said orthogonal transforming means and said compres sion coding means in respect of said one block. 12. A device for coding first picture data by compression to produce corresponding second picture data, comprising:
orthogonal transforming means for dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing an orthogo nal transform on each of said plurality of blocks; target calculating means for calculating, prior to dividing the one frame of the first picture data into the plurality of blocks by said orthogonal transforming means, a target number of bits using a roughly estimated quan tization scaling factor for the one frame of the first picture data; actual calculating means for correcting the roughly esti mated quantization scaling factor based on the target number of bits and for calculating an allowed number of bits for each of the plurality of blocks by determining a block activity for each of the plurality of blocks, determining a total block activity for the one frame of the first picture data, and assigning the allowed number of bits for each of the plurality of blocks based on a ratio of the block activity of each of the plurality blocks to the total block activity of the one frame of the first picture data and the target number of bits, wherein the blockactivity for each of the plurality of blocks and the total blockactivity for the one frame of the first picture data are determined independent of the roughly esti mated quantization scaling factor; and encoding means for encoding each of the plurality of blocks based on the allowed number of bits for each of the plurality of blocks to produce the corresponding send picture data. 13. A method of coding first picture data by compression to produce corresponding second picture data, comprising the steps of:
(a) dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing an orthogonal transform on each of said plurality of blocks; (b) calculating, prior to dividing the one frame of the first picture data into the plurality of blocks, a target number of bits using a roughly estimated quantization scaling factor for the one frame of the first picture data; and (c) correcting the roughly estimated quantization scaling factor based on the target number of bits, calculating an allowed number of bits for each of the plurality of blocks by determining a block activity for each of the plurality of blocks, determining a total block activity for the one frame of the first picture data, wherein the block activity for each of the plurality of blocks and the total blockactivity for the one frame of the first picture data are determined independent of the roughly esti mated quantization Scaling factor; and assigning the allowed number of bits for each of the plurality of blocks based on a ratio of the block activity 18 of each of the plurality blocks to the total block activity of the one frame of the first picture data and the target number of bits, and encoding each of the plurality of blocks, based on the allowed number of bits for each of the plurality of blocks, to produce the corresponding second picture data. 14. The device of claim 12, said target calculating means including a pre-processing circuit for receiving a color component signal from a picture data source and converting the color component signal to a luminance signal and a chrominance signal which make up the one frame of the first picture data; and picture activity detecting means for detecting a picture activity of each of the plurality of blocks of the one frame of the first picture data. 15. The device of claim 12, further comprising a frame memory for storing the one frame of the first picture data.
16. The device of claim 14, wherein the orthogonal transform executed by said orthogonal transforming means is a discrete cosine transform (DCT), said orthogonal trans forming means further including, quantizing means for normalizing transform coefficients produced by the discrete cosine transform (DCT) for each of the plurality of blocks, and encoding means for encoding and adaptively transform ing the normalized transform coefficients to produce the corresponding second picture data. 17. The device of claim 14, wherein the picture activity of each of the plurality of blocks is defined by:
ACT-X-X, for i=2 to N where ACT=the picture activity of each of the plurality of blocks, X-X=pixels in a scanning direction, and N=the total number of pixels in the scanning direction. 18. The device of claim 17, wherein the scanning direc tion is one of a horizontal scanning direction and a vertical scanning direction.
19. The device of claim 17, said picture activity detecting means including delay means for sequentially receiving and delaying the total number of pixels in the scanning direction, a subtractor for subtracting the X-2 pixel from the X, pixel, for i=2 to N, absolute value detecting means for detecting an absolute value of X-X for i=2 to N, and summing means for summing the absolute value of X-X for i=2 to N.
20. The device of claim 14, wherein the picture activity is defined by:
ACT-X-X-X)21 for i=2 to N-1 where ACT=the picture activity, X, X, X=pixels in a scanning direction, and N=the total number of pixels in the scanning direction. 21. The device of claim 20, wherein the scanning direc tion is one of a horizontal scanning direction and a vertical scanning direction. 5,732,156 19 22. The device of claim 20, said picture activity detecting means including delay means for sequentially receiving and delaying the total number of pixels in the scanning direction, an adder for adding the X-and X pixels for i=2 to N-1 mean value detecting means for detecting a mean value of X and X for i=2 to N-1, and absolute value detecting means for detecting an absolute value of X-OX +X)/2 for i=2 to N-1. 23. The device of claim 16, wherein the picture activity of each of the plurality of blocks of the one frame of the first picture data is utilized to set a quantizing step of said quantizing means.
24. A device for coding first picture data by compression to produce corresponding second picture data, comprising:
orthogonal transforming means for dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing an orthogo nal transform on each of said plurality of blocks; target calculating means for calculating, prior to dividing the one frame of the first picture data into the plurality of blocks by said orthogonal transforming means, a target number of bits using a roughly estimated quan tization scaling factor for the one frame of the first picture data; actual calculating means for correcting the roughly esti mated quantization scaling factor based on the target number of bits and for calculating an allowed number of bits for each of the plurality of blocks by determining a block activity for each of the plurality of blocks, determining a total block activity for the one frame of the first picture data, and assigning the allowed number of bits for each of the plurality of blocks based on a ratio of the block activity of each of the plurality blocks to the total block activity of the one frame of the first picture data and the target number of bits, wherein the block activity for each of the plurality of blocks and the total block activity for the one frame of the first picture data are determined independent of the roughly esti mated quantization scaling factor; and encoding means for encoding each of the plurality of blocks based on the allowed number of bits for each of the plurality of blocks to produce the corresponding send picture data, said target calculating means including a preprocessing circuit for receiving a color component signal from a picture data source and converting the color com ponent signal to a luminance signal and a chromi nance signal which make up the one frame of the first picture data; and picture activity detecting means for detecting a picture activity of each of the plurality of blocks of the one frame of the first picture data, said actual calculating means determining the total block activity for the one frame of the first picture data by comparing the picture activity of each of the plurality of blocks with a threshold and setting the total block activity to a number of times the picture activity of each of the plurality of blocks exceeds the threshold.
25. The device of claim 14, wherein said actual calculat ing means receives the target number of bits from a picture data storing medium. 26. The device of claim 16, further comprising a code counter, for determining a total amount of codes accumu lated block-by-block for the one frame of the first picture 27. The device of claim 26, wherein the total amount of codes accumulate block-by-block for the one frame of the first picture data and the allowed number of bits for each of the plurality of blocks are utilized by said target calculating means to update the roughly estimated quantization scaling factor.
28. The method of claim 13, said step (b) including the sub-steps of, (b)(1) receiving a color component signal from a picture data source and converting the color component signal to a luminance signal and a chrominance signal which make up the one frame of the first picture data, and (b)(2) detecting a picture activity of each of the plurality of blocks of the one frame of the first picture data.
29. The method of claim 13, wherein the one frame of the first picture data is stored in a frame memory. 30. The method of claim 28, wherein the orthogonal transform executed in said step (a) is a discrete cosine transform (DCT), said step (a) further including the sub steps of, (a)(1) normalizing transform coefficients produced by the discrete cosine transform (DCT) for each of the plu rality of blocks, and (a)(2) encoding and adaptively transforming the normal ized transform coefficients to produce the correspond ing second picture data. 31. The method of claim 28, wherein the picture activity of each of the plurality of blocks is defined by: 37. The method of claim 30, wherein the picture activity of each of the plurality of blocks of the one frame of the first picture data is utilized to set a quantizing step in said step (a)(1).
38. A method of coding first picture data by compression to produce corresponding second picture data, comprising the steps of: (a) dividing one frame of the first picture data into a plurality of blocks each having a predetermined size, and executing an orthogonal transform on each of said plurality of blocks; (b) calculating, prior to dividing the one frame of the first picture data into the plurality of blocks, a target number of bits using a roughly estimated quantization scaling factor for the one frame of the first picture data; and (c) correcting the roughly estimated quantization scaling factor based on the target number of bits, calculating an allowed number of bits for each of the plurality of blocks by determining a block activity for each of the plurality of blocks, determining a total block activity for the one frame of the first picture data, wherein the blockactivity for each of the plurality of blocks and the total blockactivity for the one frame of the first picture data are determined independent of the roughly esti mated quantization scaling factor; and (d) assigning the allowed number of bits for each of the plurality of blocks based on a ratio of the block activity of each of the plurality blocks to the total block activity of the one frame of the first picture data and the target number of bits, and encoding each of the plurality of blocks, based on the allowed number of bits for each of the plurality of blocks, to produce the corresponding second picture data, said step (b) including the sub-steps of, (b)(1) receiving a color component signal from a pic ture data source and converting the color component signal to a luminance signal and a chrominance signal which make up the one frame of the first picture data, and (b)(2) detecting a picture activity of each of the plu rality of blocks of the one frame of the first picture data.
39. The method of claim28, wherein the target number of bits in said step (c) are received from a picture data storing medium.
40. The method of claim 30, further comprising the sub-steps of (a)(3) determining a total amount of codes accumulated block-by-block for the one frame of the first picture data and when the total amount of codes equals the allowed number of bits for each of the plurality of blocks, outputting a code stop signal to stop encoding in said step (a)(2). 43. The method of claim 13, wherein said method is performed in a digital electronic still camera.
44. A device for coding first picture data by compression to produce corresponding second picture data, comprising:
preprocessing means for preprocessing the first picture data to produce a picture activity signal; first processing means for processing the first picture data according to a first path by setting a quantizing step based on the picture activity signal, dividing the first picture data into a plurality of blocks and executing an orthogonal transform on each of the plurality of blocks to produce first transform coefficients, normalizing the first transform coefficients based on the quantizing step, encoding the normalized first transform coefficients to produce coded data, determining an amount of the coded data and comparing the amount of the coded data with a target amount of codes and updating the quan tizing step based on said comparison and the picture activity signal, and comparing a block activity signal for each of the plurality of blocks with a threshold and storing a total block activity signal which represents a number of the plurality of blocks whose block activity signal exceeds a predetermined threshold; and second processing means for processing the first picture data according to a second path by reexecuting the orthogonal transform on each of the plurality of blocks to produce second transform coefficients, normalizing the second transform coefficients based on the updated quantizing step, encoding the normalized second trans form coefficients to produce coded data and outputting the coded data as the corresponding second picture data for storage on a picture storing medium, and determin ing an amount of the coded data for each of the plurality of blocks and comparing the amount of the coded data for each of the plurality of blocks with a bit distribution value, determining for each of the plurality of blocks, and terminating the encoding and outputting when the amount of the coded data for each of the plurality of blocks equals the bit distribution value, determined for each of the plurality of blocks. 45. A method of coding first picture data by compression to produce corresponding second picture data, comprising the steps of:
(a) preprocessing the first picture data to produce a picture activity signal; (b) processing the first picture data according to a first path, including the sub-steps of, (b)(1) setting a quantizing step based on the picture activity signal; (b)(2) dividing the first picture data into a plurality of blocks and executing an orthogonal transform on each of the plurality of blocks to produce first transform coefficients, (b)(3) normalizing the first transform coefficients based on the quantizing step; (b)(4) encoding the normalized first transform coeffi cients to produce coded data, (b)(5) determining an amount of the coded data and comparing the amount of the coded data with a target amount of codes and updating the quantizing step based on said comparison and the picture activity signal, and 5,732,156 23 (b)(6) comparing a block activity signal for each of the plurality of blocks with a threshold and storing a total block activity signal which represents a number of the plurality of blocks whose block activity signal exceeds a predetermined threshold; and (c) processing the first picture data according to a second path, including the sub-steps of, (c)(1) reexecuting the orthogonal transform on each of the plurality of blocks to produce second transform coefficients, (c)(2) normalizing the second transform coefficients based on the updated quantizing step, (c)(3) encoding the normalized second transform coef ficients to produce coded data and outputting the coded data as the corresponding second picture data for storage on a picture storing medium; and 10 15 24 (c)(4) determining an amount of the coded data for each of the plurality of blocks and comparing the amount of the coded data for each of the plurality of blocks with a bit distribution value, determining for each of the plurality of blocks, and terminating said encod ing and outputting in said step (c)(3) when the amount of the coded data for each of the plurality of blocks equals the bit distribution value, determined for each of the plurality of blocks.
46. The device of claim 44, wherein said device is a component of a digital electronic still camera.
47. The method of claim 45, wherein said method is performed in a digital electronic still camera.
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