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Abstract
Tittle: Image Stitching Algorithm Based On Feature Extraction
This paper proposes a novel edge-based stitching method to detect moving objects and con-
struct mosaics from images. The method is a coarse-to-fine scheme which first estimates a
good initialization of camera parameters with two complementary methods and then refines
the solution through an optimization process. The two complementary methods are the edge
alignment and correspondence-based approaches, respectively. The edge alignment method
estimates desired image translations by checking the consistencies of edge positions between
images. This method has better capabilities to overcome larger displacements and lighting vari-
ations between images. The correspondence-based approach estimates desired parameters from
a set of correspondences by using a new feature extraction scheme and a new correspondence
building method. The method can solve more general camera motions than the edge alignment
method. Since these two methods are complementary to each other, the desired initial estimate
can be obtained more robustly. After that, a Monte-Carlo style method is then proposed for
integrating these two methods together. In this approach, a grid partition scheme is proposed to
increase the accuracy of each try for finding the correct parameters. After that, an optimization
process is then applied to refine the above initial parameters. Different from other optimization
methods minimizing errors on the whole images, the proposed scheme minimizes errors only on
positions of features points. Since the found initialization is very close to the exact solution and
only errors on feature positions are considered, the optimization process can be achieved very
quickly. Experimental results are provided to verify the superiority of the proposed method.
Ansari Mohd Manzoor Maqsood Rehana(12CO65)
B.E. (Computer Engineering)
University of Mumbai.
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Glossary :
C
Canny edge detection: The Canny edge detector is an edge detection operator that uses a
multi-stage algorithm to detect a wide range of edges in images.
Contour: It is an outline representing or bounding the shape or form of something.
E
Extraction:In pattern recognition and in image processing, feature extraction is a special form
of dimensional reduction.
Edge Detection: identifying points in a digital image at which the image brightness changes
sharply or, more formally, has discontinuities.
G
Geometric Correction:A geometric transformation is a mapping that relocates image points.
Transformations can be global or local in nature. Global transformations are usually defined by
a single equation which is applied to the whole image. Local transformations are applied to a
part of image and they are harder to express concisely.
H
Histogram: A histogram is a graphical representation of the distribution of data.
I
Image Stitching:The process of combining multiple images to produce a panorama or high-
resolution image, most commonly through the use of computer software..
ImageRegistration:Image registration is the task of matching two or more images. It has been
a central issue for a variety of problems in image processingsuch as object recognition, moni-
toring satellite images, matching stereo images for reconstructing depth, matching biomedical
images for diagnosis, etc.
Image Aquisition:Image Acquisition Toolboxâ„¢ enables you to acquire images and video
from cameras and frame grabbers directly into MATLABÂ® and SimulinkÂ®. You can detect
hardware automatically and configure hardware properties.
M
MATLAB/SCILAB: Software for image processing.
Microchannels: It is a channel which is used in fluid control and heat transfer.
Mixer-settler: It is a equipment used in the solvent extraction process in chemical industries.
x
Monte-Carlo:Monte Carlo methods (or Monte Carlo experiments) are a broad class of com-
putational algorithms that rely on repeated random sampling to obtain numerical results. They
are often used in physical and mathematical problems and are most useful when it is difficult or
impossible to use other mathematical methods.
Multemedia Technology:In general multimedia is the combination of visual and audio rep-
resentations. These representations could include elements of texts, graphic arts, sound, an-
imation, and video. However, multimedia is restricted in such systems where information is
digitalized and is processed by a computer.
P
Panoramic:is any wide-angle view or representation of a physical space, whether in painting,
drawing, photography, film, seismic images or a three-dimensional model..
T
TopographicMap:In modern mapping, a topographic map is a type of map characterized by
large-scale detail and quantitative representation of relief, using contour lines but, historically,
using a variety of methods.
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Chapter 1
Project Overview
1.1 Introduction
Image stitching technology is a hot research of image processing. It very practical and has a
widely range applications. In the early of photography had just developed, People used the
image stitching technology in topographic mapping. Using the picture which shooting from the
high place such as slope and plane to stitch together by hand in order to obtain a broader view
topographic map.
With the rapid development of multimedia technology and internet technology, the require-
ments of computer multimedia technology is increasing every day. More and more people came
into contact with a large number of images and video information. In the same time, the single
text way of exchange information on the net changed into graphics, images, animation, video
and other multimedia step by step.
Therefore, people's request of image have become increasing. Composition of the panoramic
image, synthesis of the earth 's satellite photos, image mosaic and computer vision, etc., all of
these fields need to use image stitching technology. The principle of image stitching technology
is making the multiple images together into a panoramic image with a high-resolution accord-
ing to the image overlaps. There are two methods to get the overlaps of image. One is fixed the
camera's axis, and then took the picture around the axis.
The other is fixed the optical center of camera, shook the camera in the level to take the
picture. Among them, the former is mainly used for long-term or the acquisition of rocker im-
age. The latter is mainly used for the acquisition of microscopic image. Their common feature
is to obtain the two-dimensional image with overlapping. But, due to external interference and
mechanical bias, the overlapping of the image which obtained cannot fully match. This brings
1
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the image stitching processing serious problems.
Therefore, how to stitch the unsatisfactory image is get the great concern by many people.
In recent years, people have been proposed a variety of appropriate technical methods about
stitching images for different scenarios. Some studies summarized and inducted some typical
existing image stitching methods, and discussed about its various techniques and algorithms of
image stitching. However, the studies about principles of stitching algorithm and some new
technical methods are relatively scarce.
In this paper, a new image stitching technology based on feature points matching is researched
on the basis of previous studies.
It is different as region-based image stitching, feature-based image stitching technology esti-
mates the transformation between the images by the distinctive feature of image but not the all
information of image. In the premise of ensuring the quality of stitching, this algorithm reduced
the computational and had some practical value. The main idea of this method is detecting the
imageâC™s edge, and then extracting the feature points for its edge point. The third step is
searching the suture point from the corresponding feature point which is used to determine the
matching location of the image. Finally, the algorithm is used to achieve the seamless stitching
of image.
1.1.1 Motivation
In today's world, Image analysis techniques is one of the most popular and powerful technology
being used. This is the age of satellites. So for the study, research and development of almost all
the technologies, images are being used. Human beings cannot go everywhere, so these images
are of great help.
All the research is done on the images obtained. For example, the recent launch of Man-
galyaan on Mars. Images are being sent by the spacecraft to the scientists and they study
these images and interpret the information obtained from these images. So the Image analysis
techniques are very popular and also frequently used. In our project we make use of these tech-
niques.
In the study of chemical flows, it is often required to measure the size and frequency of
bubbles. Bubble size is an important design parameter, since it dictates the available interfacial
area for Gas-Liquid mass transfer.
2
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Image analysis is the extraction of meaningful information from images; mainly from dig-
ital images by means of digital image processing techniques. Image segmentation is one of the
image analysis techniques which consist of edge detection, histogram-based approaches, graph
partitioning methods. Object recognition also comes under Image analysis technique. All these
mentioned techniques are being used in our project.
Edge detection aims at identifying points in a digital image at which the image brightness
changes sharply, or more formally, has discontinuities. The result of applying an edge detector
to an image may lead to a set of connected curves that indicate the boundaries of objects, sur-
face markings as well as curves that correspond to discontinuities in surface orientation.Object
recognition is the task of finding and identifying objects in an image or video sequence.
1.1.2 Advantages Over Current System
In various areas there is a need of constant image stitching. The current system includes
panorama stitching. Mostly these systems are solving edge to matrix transformation. These
systems are mostly use low resolution pixels. They cannot be used to cover a larger image as
well as they cannot be using any high resolution graphic image. In short we can say that these
systems aren't dynamic enough much which gives the need for the development of a image
stitching system which is more dynamic and can be better resolution panorama image.
The project is aimed at developing a high resolution graphic image stitching.it includes a
multiple images to overlap for seamless images. This captures the high resolution with differ-
ent angle with a different camera.
1.2 Proposed System Architecture
Fusion framework in feature-level.Effective multi-sensor image data fusion methodology on the
basis of discrete wavelet transform theory Self-Organizing Neural Network.
In this project a new image stitching technology based on feature points matching is re-
searched on the basic of previous studies .It is different as region based image stitching, feature
based image stitching technology estimated the transformation between the image by the dis-
tinctive feature of image but no the all information of image. In the premise of ensuring the
quality of stitching, this algorithm reduced the computational and had some practical value.
The main idea of this method is detecting image's edge and then extracting the feature points
3
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for its edge point. The third step is searching the suture point from the corresponding feature
point which is used to determine the matching location of the image; finally the algorithm is
used to achieve the seamless stitching of image.
Below is the proposed software architecture for our project:
Figure 1.1: System Architecture
1.2.1 Formulation of Problem With using Technology
The technology that is being used here, so as to implement our project is MATLAB 7.0 or higher
version. It is easier to design in MATLAB, because most of the functions that are needed in
our project is directly available in it. Compared to the earlier software that was being used i.e.
Image Stitching, MATLAB is more flexible as well as accurate. The functions that could not
be implemented using Image Stitching were done using MATLAB. Thus it reduced the cost of
buying a proprietary software. The problem being faced was the unavailability of functions in
MATLAB 7.0. This was overcome by using the higher versions of MATLAB or by importing
the desired function from outside sources.
MATLAB is being used in our project because it overcomes all the shortcomings of the pre-
viously used software. Also it also solves one of the major problems that was present in Image
Stitching, which was related to manual work. MATLAB technology reduces the amount of
manual work done by the users of the software. This is one of the advantages of using this
technology.
The other main components of this project are: camera,The images were captured by a black
and white RedLake camera, designed for weak lighting and fast movement. Its resolution is
656X496 pixels. Due to the high sensitivity of the camera, the lighting system had to respond
4
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to strict requirements of target ability, no flicker, high light density, low heat generation and
simple and safe setup.
1.3 Organization of the Project
The remaining part of the project is organized as follows.
In Chapter 1, we have described about our project which includes the motivation in section
1.1.1 and the advantage of our project over the current system in section 1.1.2. Section 1.2
contains the system architecture of our project followed by the formulation of problems of the
technology being used in our project in section 1.2.1.
In Chapter 2, we discuss about the various papers that we have referred for our project. This
section includes the title of the papers, along with their description and the pros and cons of
those projects. Here we also mention the ways by which we are overcoming all the disad-
vantages of the projects that have been described in the paper. This chapter also includes the
technological review of our project.
In Chapter 3, the requirement analysis of our project have been discussed. This includes the
operating system that we are working on, the hardware, software, front end and the back end
requirement of our project so as to execute successfully.
Chapter 4, is based on project design. This includes all the design approaches that include the
front end design, component diagram, deployment diagram, E-R diagram and the flow graph of
our project.
Chapter 5, is related to the implementation details of our project. This includes the assumptions
that we have taken into consideration while designing our project and also the dependencies.
Section 5.2 describes the modular description of project. The use-case report and the class-
diagram report have been explained in sections 5.3.1 and 5.4.1 respectively.
In Chapter 6, we have the results and discussion section, which consists of the test cases and
the result discussion.
In Chapter 7, Project Time Line, we have two sections Project time line matrix and chart where
we have explained the steps that were undergone for the completion of our project along with
the time required for completing each part.
Chapter 8, is about task distribution, where we have discussed about how we have distributed
the project among ourselves. This includes the amount of work done by each one of us.
The last chapter i.e. Chapter 9, is about conclusion and future scope.
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Review Of Literature
2.1 The Implement of an Image Stitching Algorithm based
on Feature Extraction
2.1.1 Description
For region-based image stitching algorithm, this step mainly refers to establish the template for
image matching .This template can be established by the value of pixel from the image directly.
Also, it can be established by used an area of the result from a transformation. For feature-based
image stitching algorithm, this step refers to detect the image feature. That means it is a process
of extracting the image feature points or collecting the feature area through some algorithm. As
we can detect the prominent and significant features in image which have the representation for
each image and can be completely represent an image .
In this paper, we describe an algorithm based on profile feature. First, detect the image edge,
prepare for the extraction of feature points. The quality of the edge is related to the accuracy
extract of feature point and the relevant experiment results directly. We can get the image edge
points through the edge detection which reflects the characteristics of the image information,
narrow the extraction scope of feature point and able to improve the efficiency of the algorithm
in a certain extent. In the variety of commonly used edge detection algorithms, the edge detec-
tion algorithm Canny operator has better effects and clearer edge.
In order to ensure the accuracy extract and match the feature point, in this paper, we de-
tect the experimental images by the canny operator edge detection. Canny operator has a good
ability of edge detection. This algorithm calculates the gradient by a first-order differential of
Gaussian function through looking for the local maxima of image gradient. We analyze the
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detection of strong edges and weak edges through the two threshold values in this algorithm.
When the weak edges are connected to strong edges, the weak edge will output only. So, canny
operator is not easily affected by noise pixels and can get a better balance between noise pixels
and edge detection.
It can detect the true weak edges. The steps of Canny edge detection operator is that smooth
the image by Gaussian filter firstly and then calculate the gradient magnitude and direction by
first order partial derivatives of the finite-difference. Then, we get the non-maxima inhibition
of gradient magnitude. Finally, we detect the image by dual-threshold algorithm and connect
edge. Using the I[i, j] to express image. We calculate the Gaussian smoothing filter of image
by the method of filter separating. The result is a smoothing data expression.
S[i,j]=G[i,j:σ sIri, jspExpression1q
It is the dispersion parameters of Gaussian function. It controls the degree of smoothing factor.
S[i,j] is used to express the smooth data and calculate the derivative of two arrays P[i, j] and
Q[i,j]of X and Y by 2*2 order finite-difference approximation.
Figure 2.1: Example of Edge Detection
In the above figure 1 we have a normal image taken from the camera on the left side. By
applying Canny Operator technique for Edge Detection we determine the edges of the image,
and the edges are shown in the right side image.
P[i,j]δ pSri, j  1s Sri, js  Sri  1, j  1s Sri  1, jsq{2pExpression2qQri, jsδ pSri, js Sri 
1, js Sri, j 1sSri 1, j 1sq{2pExpression3q
Calculating the average of finite-difference in the 2*2squares, in order to calculate the gradient
of the partial derivative of X and Y in the same points of image. Amplitude and azimuth can be
calculated by the translation formula of rectangular coordinates to polar coordinates.
M[i,j]= γpPri, js2 Qri, js2qpExpression4qQri, js  arctanQri, js{Pri, jspExpression5q
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The angle of tangent function is expressed by two parameters. The range of its value is the
whole circumference. The magnitude and direction of gradient will calculate by partial deriva-
tive through checking the (Expression 4) In this project, the first step of algorithm is detecting
the edge of images by the edge detection algorithm which based on canny operator. Canny op-
erator is not easily affected by noise and can extract the weak edges. It has better results of edge
detection of images. We use the edge data form edge detection algorithm as the feature points
in image feature extraction. It can reduce the scope of searching feature points and reduce the
calculation of contrast of feature points in image stitching effectively. It can relative improve
the efficiency of the algorithm.
2.1.2 Pros
• To evaluate our approach more objectively we have chosen two images with different
levels of photographic quality, and compared the sets of drops obtained automatically
with the drops manually identified by us. A method for the automatic identification of
drops in images taken from agitated liquid liquid dispersion.
• The results obtained with two images with more than 200 drops with diverse conditions
(radii, overlapping, border quality, etc.) lead to the conclusion that our program is able to
detect a good percentage of the drops.
• This work is a promising starting point for the possibility of performing an automatic
drop classification with good results.
2.1.3 Cons
• In the case of a better quality image, the program recognized 71% of the drops. For the
other image, with lower quality, only 55% were detected.
• We have also observed that the approach is less efficient for smaller values of the radius,
since very small drops can be easily mistaken by noise.
• Currently, we are manually identifying drops in our large library of images.
2.1.4 How we overcome Those problem in Project
However, given the limited number of images used in these experiments, these results must be
further validated. Having a larger number of annotated images, we can proceed with experimen-
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tal validation and further improve our results. This can be done by fine tuning the parameters of
the process, and learning the appropriate parameters given the image conditions (quality, light-
ing, etc.). We can number the bubbles and can provide the highlight and rejection facilities to
our project. We are using Monochrome camera with 1000frames/sec speed.
2.2 Seamless Image Stitching in the Gradient Domain
2.2.1 Description
Image stitching is a common practice in the generation of panoramic images and applications
such as object insertion, super resolution and texture synthesis. An example of image stitching
is shown in Figure 1. Two images capture different portions of the same scene, with an overlap
region viewed in both images. The images should be stitched to generate a mosaic image. A
simple pasting of a left region from and a right region from produces visible artificial edges in
the seam between the images, due to differences in camera gain, scene illumination or geomet-
rical misalignments.
The aim of a stitching algorithm is to produce a visually plausible mosaic with two desir-
able properties: First, the mosaic should be as similar as possible to the input images, both
geometrically and photometric ally. Second, the seam between the stitched images should be
invisible. While these requirements are widely acceptable for visual examination of a stitching
result, their definition as quality criteria was either limited or implicit in previous approaches.
In this work we present several cost functions for these requirements, and define the mo-
saic image as their optimum. The stitching quality in the seam region is measured.
This research was supported (in part) by the EU under the Presence Initiative through con-
tract IST-2001-39184 BENOGO. Current Address: Computer Science Department, Columbia
University, 500West 120th Street, New York, NY 10027
On top right is a simple pasting of the input images. On the bottom right is the result of
the GIST1 algorithm. In the gradient domain. The mosaic image should contain a minimal
amount of seam Artefacts, i.e. a seam should not introduce a new edge that does not appear in
either or as image dissimilarity, the gradients of the mosaic image are compared with the gra-
dients.This reduces the effects caused by global inconsistencies between the stitched images.
We call our framework GIST: Gradient-domain Image Stitching. We demonstrate this approach
in panoramic mosaicking and object blending. Analytical and experimental comparisons of
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2.3. Towards Optimal Image Stitching for Virtual Microscopy
our approach to existing methods show the benefits in working in the gradient domain, and in
directly minimizing gradient artefacts.
2.2.2 Pros
• Flow patterns for two different ways of applying the phases have been studied. At low
flow rates dispersed flow patterns, i.e., slug flow, slug and droplet flow, and droplet flow,
are observed.
• At higher flow rates annular flow or its variants such as unstable annular flow, annular
dispersed flow and fully dispersed flow are observed.
• At low flow rates viscosity appears to determine the phase continuity while at higher flow
rates inertial forces appear to dictate the phase continuity.
• The annular flow is found to be more stable when the less viscous phase is surrounded by
the more viscous phase.
2.2.3 Cons
• The sequence of starting the flow is found to have no effect on the flow patterns.
• Inter-facial instabilities of the annular flow appear to be more when the flow rate of the
phase coming at the center is more than the flow rate of the phase coming from the sides.
2.2.4 How we overcome Those problem in Project
We are using the single flow pattern for applying the single phase in our project. We are also
providing the Gaussian filter method to clear the noisy images. We are implementing the manual
counting method such that bubbles that we missed out could be encircled. By implementing the
highlight and rejection technique we are able to modify our given image.
2.3 Towards Optimal Image Stitching for Virtual Microscopy
2.3.1 Description
The slide scanning system consists of an Acela 2000 (Acumen International, Chicago) auto-
mated microscope, which includes an Olympus BX51 microscope plus an automated slide po-
sitioning stage. For colour imaging a high-resolution camera (Diagnostic Instruments, Sterling
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Heights, MI) and a light balanced daylight filter (80A) are used. Further details may be found
in . For the specimens examined in this paper, an area of approximately is scanned. Slides are
scanned using a large number of fields of view by rows from top to bottom, with individual
rows being scanned in a zigzag order (alternately left-to-right and right-to-left). Each field of
view uses an objective and produces a image.
As the camera uses CCD elements this results in an effective pixel resolution. Therefore
each image covers an area of, so at least 1000 fields of view are needed to scan one slide. In
practice the fields of view are selected to overlap at their borders so it is necessary to acquire
as many as 1500 fields of view. A typical virtual slide contains over 4 gig-pixels, therefore
images are stored using the JPEG2000 image compression standard leading to substantial space
savings. In virtual microscopy a single large image, the virtual slide, is constructed from many
small fields of view. The aim of image stitching is to perform this tiling so as to minimise visual
artefacts at the image borders.
There are several sources of visual artefacts in the acquisition process. During slide scan-
ning there may be changes in background lighting between neighbouring fields of view, due to
changes in ambient lighting or to fluctuations in the lamp power supply. These can introduce a
clearly visible tiled effect when the virtual slide is viewed at low magnification.
In addition to lighting errors, geometric warping can occur due to radial distortion in the
camera. This warps the individual fields of view which cannot be brought into perfect align-
ment at their borders. However these sources of error can be ameliorated by appropriate image
correction. The dominant source of artefacts in the virtual slide is poor alignment of the images
during the stitching phase. In particular, the slide positioning stage used in this work has an
open loop controller which is only accurate to, i.e. Pixels. Even a closed looped controller will
typically have (10 pixels) positioning error1. As a result the fields of view tend to drift out of
alignment as a scan proceeds. This paper addresses the problem of recovering the unknown
translation of these images.
2.3.2 Pros
• The project discussed in this paper makes use of OpenCv software for its implementation.
OpenCv is a open source software.
• The test for detecting bubbles has been done under various conditions.
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2.3.3 Cons
• If any bubble is missed out while detection then there is no option for manual counting of
the bubbles.
• For the removal of wrongly detected bubble, there is no option provided to solve it.
• Also, there is no option provided so that the people who are using this software can
understand it in a better way.
2.3.4 How we overcome Those problem in Project
In our project, a push button for manual intervention has been provided so that the bubbles that
have been missed out can be encircled. Also, our project has 2 buttons called highlight and
reject, so as to highlight any of the wrongly detected bubbles and then reject it. A option for
showing the size distribution of the detected bubbles has been provided along with a "Write to
excel" button for better understanding of the result by the clients.
2.4 Image Mosaicking and Producing a Panoramic Visibility
2.4.1 Description
For this project the images were taken of initial campus with the help of digital camera by
slightly translation it. Since the registration to be done was semi-automatic so percentage of
overlapping was not much important but still almost 30-70
With the help of the control point selection corresponding points were selected in both the
images and these points were returned from this toolbar after it is being closed. Those point
were taken and transformation matrix was calculated which later helped in image registration.
After performing the image registration, stitching and blending mosaic image was shown as in
fig
Mosaic image of two images was quite good, after those three images were taken are as follow
having overlapped region from 30-70On performing image mosaic on these three images output
mosaic image was fine as shown below.
2.4.2 Pros
• CCD-cameras are the optimum for the effort / cost ratio.
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Figure 2.2: control point selection tool
Figure 2.3: mosaic image
• The required number of objects per measurement becomes important for storage reasons,
if all images need to be reviewed and therewith saved.
• It shows clearly that, despite numerous overlapping of drops in the images obviously
13
2.5. Image Stitching based on Feature Extraction Techniques
occurring in such highly concentrated dispersion, the automatic algorithm works very
well.
• The results for the toluene/water system are outstanding, taken into account that only
once a little number of example drops had to be marked and all further data points were
computed fully automated.
2.4.3 Cons
• A broad evaluation is necessary to ensure the reliability of the image algorithm software.
• The manual counting shows unexpected fluctuations.
2.4.4 How we overcome Those problem in Project
We are using, high speed camera named monochromatic having resolution 656*496 pixel 1000
Frame/sec. We are also providing the Gaussian filter method to clear the noisy images. By
implementing the highlight and rejection technique we are able to modify our given image. A
major challenge is the manual work load which comes with such application.
2.5 Image Stitching based on Feature Extraction Techniques
2.5.1 Description
In the last two decades, there are many researchers implemented and proposed some image
stitching systems. For example, Levin and Weiss introduced several formal cost functions for
the evaluation of the quality of stitching. Their approach is demonstrated in various applica-
tions, including generation of panoramic images, object blending, and removal of compression
artifacts.
The aim of a stitching algorithm is to produce a visually plausible mosaic with two desir-
able properties. First, the mosaic should be as similar as possible to the input images, both
geometrically and photometric ally. Second, the seam between the stitched images should be
invisible. While these requirements are widely acceptable for visual examination of a stitching
result, their definition as quality criteria was either limited or implicit in previous approaches.
Authors presented several cost functions for these requirements, and define the mosaic image
as their optimum. The stitching quality in the seam region is measured in the gradient domain.
The mosaic image should contain a minimal amount of seam artifacts.
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Brown and Lowe used the SIFT algorithm to implement a feature-based image stitching sys-
tem. The first step in the panoramic recognition algorithm is to extract and match SIFT features
between all of the images. SIFT features are located at scale-space maxima/minima of a dif-
ference of Gaussian function, and then the objective of second step image matching is to find
all matching overlapping images, it is only necessary to match each image to a small number
of neighboring images in order to get a good solution for the image geometry. Then, they used
RANSAC to select a set of inliers that are compatible with a Homograph between the images.
After that, they applied a probabilistic model to verify the match; then they used bundle ad-
justment to solve for all of the camera parameters jointly; then they used bundle adjustment to
solve for all of the camera parameters jointly; finally they have applied the multi-band blending
strategy.
The idea behind multi-band blending is to blend low frequencies over a large spatial range
and high frequencies over a short range. This can be performed over multiple frequency bands
using a Laplacian Pyramid. Eden et al. presented a technique to automatically stitch multiple
images at varying orientations and exposures to create a composite panorama that preserves the
angular extent and dynamic range of the inputs.
The proposed method allows for large exposure differences, large scene motion or other miss-
registrations between frames and requires no extra camera hardware. To do this, they introduced
a two-step graph cut approach. The purpose of the first step is to fix the positions of moving
objects in the scene. In the second step, they fill in the entire available dynamic range. Lowe ex-
tended his previous by introducing gain compensation and automatic straightening steps. They
showed how to solve for a photometric parameter, namely the overall gain between images,
with an error function defined over all images. The error function is the sum of gain normalized
intensity errors for all overlapping pixels. Deepak Jain proposed a corner technique for image
mosaicking. Here, he had used three step methods.
In first step, he take two images and find corner of both these images. In second step, he
removed the false corner from both images. Finally, he used Homograph to find matched cor-
ner and get mosaic image. Yanfang concerned on the problem of automatic image stitching
which mainly applies to the image sequence even those including noise images. He used a
method based on invariant features to realize fully automatic image stitching, in which it in-
cludes two main parts: image matching and image blending. As the noises images have large
differences between the other images, when using SIFT features to realize correct and robust
matching, it supplies a probabilistic model to verify the panorama image sequence.
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The stitching quality is measured visually by the similarity of the stitched image to each
of the input images, and by the visibility of the seam between the stitched images. In order
to define and get the best possible stitching, several formal cost functions for the evaluation of
the stitching quality are introduced in this paper. In these cost functions the similarity to the
input images and the visibility of the seam are defined in the gradient domain, minimizing the
disturbing edges along the seam.
A good image stitching will optimize these cost functions, overcoming both photometric in-
consistencies and geometric misalignments between the stitched images. Vial Singh Bind pre-
sented a technique for feature based image mosaicking using image fusion where the input im-
ages are stitched together using the popular stitching algorithms. To extract the best features m
from the stitching results, the blending process is done by means of Discrete Wavelet Transform
(DWT) using the maximum selection rule for both approximate as well as detail-components.
The robustness and quality of the above mosaicking techniques are tested by means of three-
dimensional rotational images. The performance evaluation of proposed technique is done in
terms of PSNR (peak signal-to-noise ratio), FSIM as Quality Measure for Combined similarity,
MI (Mutual Information), EME (Enhancement performance measure), NAE (Normalized Ab-
solute Error) and SD.
Russell Abdelfatah presented a technique to implement image stitching by adopting feature-
based alignment algorithm and blending algorithm to produce a high quality image. The used
images to create panorama are captured in a fixed linear spatial interval. The processing method
involves feature extraction, image matching based on Harris corner detectors method as the fea-
ture detection and neighboring pairs alignment using RANSAC (RANdom Sample Consensus)
algorithm. Linear blending is applied to remove the transition between the aligned images.
2.5.2 Pros
• CCD-cameras are the optimum for the effort / cost ratio.
• The required number of objects per measurement becomes important for storage reasons,
if all images need to be reviewed and therewith saved.
• It shows clearly that, despite numerous overlapping of drops in the images obviously
occurring in such highly concentrated dispersion, the automatic algorithm works very
well.
• The results for the toluene/water system are outstanding, taken into account that only
once a little number of example drops had to be marked and all further data points were
computed fully automated.
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2.5.3 Cons
• A broad evaluation is necessary to ensure the reliability of the image algorithm software.
• The manual counting shows unexpected fluctuations.
2.5.4 How we overcome Those problem in Project
We are using, high speed camera named monochromatic having resolution 656*496 pixel 1000
Frame/sec. We are also providing the Gaussian filter method to clear the noisy images. By
implementing the highlight and rejection technique we are able to modify our given image. A
major challenge is the manual work load which comes with such application.
2.6 Technological Review
The technology that we are using here is MATLAB/SCILAB.
2.6.1 MATLAB/SCILAB
MATLAB (matrix laboratory) is a multi-paradigm numerical computing environment and fourth-
generation programming language. Developed by MathWorks, MATLAB allows matrix ma-
nipulations, plotting of functions and data, implementation of algorithms, creation of user in-
terfaces, and interfacing with programs written in other languages, including C, C++, Java,
FORTRAN and Python.
MATLAB is mostly used for image processing related applications. Here we are using MAT-
LAB because it contains all the functionalities needed by this project. It contains all the li-
brary functions required and is more easy to use than other image processing tools available.
MATLAB code is easy to debug. It has good documentation and support. MATLAB supports
object-oriented programming.
SCILAB is an open source, cross-platform numerical computational package and a high-level,
numerically oriented programming language. It can be used for signal processing, statistical
analysis, image enhancement, fluid dynamics simulations, numerical optimization, and model-
ing, simulation of explicit and implicit dynamical systems and (if the corresponding toolbox is
installed) symbolic manipulations.
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It’s main advantage over MATLAB is that it is open-source. For scilab, we need to add differ-
ent packages that are needed by our application/software. Scilab has a source-code translator,
which helps in converting the MATLAB code to scilab.
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Chapter 3
Requirement Analysis
3.1 Platform Requirement :
In terms of platform requirement, we require:
A Windows OS operating system along with a licensed MATLAB software installed in it is
needed. As this project has been designed in MATLAB, a Windows OS is necessary.
3.1.1 Supportive Operating Systems :
The supported operating systems include:
• Windows
• Linux.
As Windows supports MATLAB/SCILAB, this OS is needed for its efficient working.
3.2 Software Requirement :
The software required to successfully execute this project is MATLAB. Almost all versions of
MATLAB support most of the functionality used in this project.
3.2.1 Front End Software Requirement :
The frond end software requirements are:
MATLAB
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3.3 Hardware Requirement :
There are 2 different types of hardware required. One is for the experimental setup and the other
is for the actual programming part of the project.They have been discussed below.
3.3.1 Basic Hardware Required for Development :
• Intel Core 2 Duo 2 GHz processor.
• 4 GB Ram.
• Fibre optic cable.
• 5 GB HDD Space
• Graphics Card (optional)
• Display computer
3.3.2 Hardware Required For Project Development:
• PII 400MHz or faster processor,128MB free memory,Video display of 800*600 pixels or
higher with 256 colors,this hardware required for project development.
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Project Design
4.1 Design Approach
Design is the first step in the development phase for any techniques and principles for the
purpose of defining a device, a process or system in sufficient detail to permit its physical real-
ization. Once the software requirements have been analyzed and specified the software design
involves three technical activities design, coding, implementation and testing that are required
to build and verify the software.
The design activities are of main importance in this phase, because in this activity, decisions
ultimately affecting the success of the software implementation and its ease of maintenance are
made. These decisions have the final bearing upon reliability and maintainability of the system.
Design is the only way to accurately translate the customers requirements into finished software
or a system.
Design is the place where quality is fostered in development. Software design is a process
through which requirements are translated into a representation of software. Software design
is conducted in two steps. Preliminary design is concerned with the transformation of require-
ments into data.
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4.2. Software Architectural Designs
4.1.1 Front End Designs
Figure 4.1: Graphical User Interface
4.2 Software Architectural Designs
Figure 4.2: Software Architecture
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4.2.1 Component Diagram
Figure 4.3: ComponentDiagram
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4.2. Software Architectural Designs
4.2.2 Deployment Diagram
Figure 4.4: DeploymentDiagram
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4.3 Work-flow Design
4.3.1 Flow Diagram
Figure 4.5: Flow Diagram of image stitching algorithm based on feature extraction
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4.3. Work-flow Design
4.3.2 DFD Levels
Figure 4.6: Level 0 DFD of image stitching algorithm based on feature extraction
Figure 4.7: Level 1 DFD of image stitching algorithm based on feature extraction
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Implementation Details
5.1 Assumptions And Dependencies
5.1.1 Assumptions
The following Assumption was taken into consideration: The program is used to stitched images
based on the feature extraction as to perform the necessary functions. It is assumed that the
program is very effective and fast in detecting the correct edges of the image. The edge detection
algorithm has to very optimize in performing the detection. If any manual detection of the edges
has to be done, which is done by canny algorithm operator, so the program is assumed to bring
the required and accurate results.
5.1.2 Dependencies
The dependencies are as follows: For the processing of this software, MATLAB/SCILAB pro-
gram is used. MATLAB (matrix laboratory) is a multi-paradigm numerical computing envi-
ronment and fourth-generation programming language. Developed by Math Works, MATLAB
allows matrix manipulations, plotting of functions and data, implementation of algorithms, cre-
ation of user interfaces, and interfacing with programs written in other languages, including C,
C++, Java, FORTRAN and Python.
SCILAB is an open source, cross-platform numerical computational package and a high-level,
numerically oriented programming language. It can be used for signal processing, statistical
analysis, image enhancement, fluid dynamics simulations, numerical optimization, and simula-
tion of explicit and implicit dynamical systems and (if the corresponding toolbox is installed)
symbolic manipulations. SCILAB is the most complete open source alternative to MATLAB.
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5.2 Implementation Methodologies
The different modules to be used in our project are:
1. Creating a GUI
2. Taking input from the user
3. Performing the required functions
4. Displaying the output
The detailed explanation of all the modules is as follows:
1. Creating a GUI: First, a user-friendly GUI is created so that it is easier for the user to perform
necessary operations. The GUI is created either in MATLAB/SCILAB. In MATLAB, GUI is
developed using guide tool. All the things needed to create a GUI are available in it. Axes, text
box, push button etc. are some of the tools used for the creation of GUI for our project.
2. Taking input from the user: The input image is given by the user. This image is captured
through the camera which is fitted inside the experimental setup. Videos or still images are
given as inputs. After taking the input from the user, the further actions are performed which is
according to the needs of the user.
3. Performing the required functions: After taking the image as an input, the required things are
performed like The application will extract the features and then it will match the features. If
the features of both the images are matching then only it will stitch both the images otherwise
it will not stitch the image. After stitching the images It will display the final stitched image.
This is performed till the required output has been achieved.
4. Displaying the output: After achieving the desired result, through the output image, the
output is displayed in 3 forms. One is in excel sheet format consisting of rows and columns,
second one is in the form of line charts and the last one is in the form of table charts.
The different formats of output give a clear understanding of the output. So it becomes easier
for the user to interpret the information.
5.2.1 Modular Description of Project
5.3 Detailed Analysis and Description of Project
Experimental Setup
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Development of the canny algorithm: Crannys aim was to discover the optimal edge detection
algorithm. In this situation, an "optimal" edge detector means:
Good detection: the algorithm should mark as many real edges in the image as possible. Good
localization: edges marked should be as close as possible to the edge in the real image. Minimal
responsa: a given edge in the image should only be marked once, and where possible, image
noise should not create false edges.
To satisfy these requirements Canny used the calculus of variations a technique which finds
the function which optimizes a given functional. The optimal function in Cannys detector is
described by the sum of four exponential terms, but can be approximated by the first derivative
of a Gaussian.
Stages of the canny algorithm
Noise reduction
The image after a 5x5 Gaussian mask has been passed across each pixel. The Canny edge de-
tector uses a filter based on the first derivative of a Gaussian, because it is susceptible to noise
present on raw unprocessed image data, so to begin with, the raw image is convolved with a
Gaussian filter. The result is a slightly blurred version of the original which is not affected by a
single noisy pixel to any significant degree.
Here is an example of a 5x5 Gaussian filter, used to create the image to the right, with Ïƒ
= 1.4:
Figure 5.1: example of a 5x5 Gaussian filter.
Finding the intensity gradient of the image
A binary edge map, derived from the Sobel operator, with a threshold of 80. The edges are
colored to indicate the edge direction: yellow for zero degrees, green for 45 degrees, blue for 90
degrees and red for 135 degrees. An edge in an image may point in a variety of directions, so the
canny algorithm uses four filters to detect horizontal, vertical and diagonal edges in the blurred
image. The edge detection operator (Roberts, Prewitt, Sobel for example) returns a value for
the first derivative in the horizontal direction (Gy) and the vertical direction (Gx). From this the
edge gradient and direction can be determined:
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The edge direction angle is rounded to one of four angles representing vertical, horizontal and
the two diagonals (0, 45, 90 and 135 degrees for example).
Non-maximum suppression
The same binary map shown on the left after non-maxima suppression. The edges are still
coloured to indicate direction. Given estimates of the image gradients, a search is then carried
out to determine if the gradient magnitude assumes a local maximum in the gradient direction.
So, for example, if the rounded angle is zero degrees the point will be considered to be on the
edge if its intensity is greater than the intensities in the west and east directions, if the rounded
angle is 90 degrees the point will be considered to be on the edge if its intensity is greater than
the intensities in the north and south directions, if the rounded angle is 135 degrees the point
will be considered to be on the edge if its intensity is greater than the intensities in the north
west and south east directions, if the rounded angle is 45 degrees the point will be considered
to be on the edge if its intensity is greater than the intensities in the north east and south west
directions.
This is worked out by passing a 3x3 grid over the intensity map. From this stage referred to
as non-maximum suppression, a set of edge points, in the form of a binary image, is obtained.
These are sometimes referred to as "thin edges".
Tracing edges through the image and hysteresis thresholding
Intensity gradients which are large are more likely to correspond to edges than if they are small.
It is in most cases impossible to specify a threshold at which a given intensity gradient switches
from corresponding to an edge into not doing so. Therefore Canny uses thresholding with
hysteresis. Thresholding with hysteresis requires two thresholds high and low. Making the
assumption that important edges should be along continuous curves in the image allows us to
follow a faint section of a given line and to discard a few noisy pixels that do not constitute a
line but have produced large gradients.
Therefore we begin by applying a high threshold. This marks out the edges we can be fairly
sure are genuine. Starting from these, using the directional information derived earlier, edges
can be traced through the image. While tracing an edge, we apply the lower threshold, allowing
us to trace faint sections of edges as long as we find a starting point. Once this process is com-
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plete we have a binary image where each pixel is marked as either an edge pixel or a non-edge
pixel. From complementary output from the edge tracing step, the binary edge map obtained
in this way can also be treated as a set of edge curves, which after further processing can be
represented as polygons in the image domain.
Differential geometric formulation of the Canny edge detector
A more refined approach to obtain edges with sub-pixel accuracy is by using the approach of
differential edge detection, where the requirement of non-maximum suppression is formulated
in terms of second- and third-order derivatives computed from a scale-space representation
(Lindeberg 1998) see the article on edge detection for a detailed description.
Parameters The Canny algorithm contains a number of adjustable parameters, which can affect
the computation time and effectiveness of the algorithm.
The size of the Gaussian filter: the smoothing filter used in the first stage directly affects the
results of the Canny algorithm. Smaller filters cause less blurring, and allow detection of small,
sharp lines. A larger filter causes more blurring, smearing out the value of a given pixel over
a larger area of the image. Larger blurring radii are more useful for detecting larger, smoother
edges for instance, the edge of a rainbow.
Thresholds: the use of two thresholds with hysteresis allows more flexibility than in a single-
threshold approach, but general problems of thresholding approaches still apply. A threshold set
too high can miss important information. On the other hand, a threshold set too low will falsely
identify irrelevant information (such as noise) as important. It is difficult to give a generic
threshold that works well on all images. No tried and tested approach to this problem yet exists.
Description of the method
Feature extraction
The basic idea of the interesting point detection is Harris Conner detection applies on a blurring
image. The paper using image pyramid in different scales helps to extract more feature points.
Since our data all have the same size of objects, and we will apply suppression on our feature
points, we only use one layer of image to extract features.
One of the first operators for interest point detection was developed by Hans P. Moravec
in 1977 for his research involving the automatic navigation of a robot through a clustered en-
vironment. It was also Moravec who defined the concept of "points of interest" in an image
and concluded these interest points could be used to find matching regions in different images.
The Moravec operator is considered to be a corner detector because it defines interest points as
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points where there are large intensity variations in all directions. This often is the case at cor-
ners. It is interesting to note, however, that Moravec was not specifically interested in finding
corners, just distinct regions in an image that could be used to register consecutive image frames.
Harris and Stephens improved upon Moravec’s corner detector by considering the differential
of the corner score with respect to direction directly. They needed it as a processing step to build
interpretations of a robot’s environment based on image sequences. Like Moravec, they needed
a method to match corresponding points in consecutive image frames, but were interested in
tracking both corners and edges betweenframes.
Figure 5.2: Examples of Feature Extraction Output.
Extraction of feature points is calculating in accessing of image edge. After the edge carries out
form edge detection, we find out the edge points in each column of edge point and record the
coordinates of the point. We assume the two images which are used to splice were I1, I2 which
wide and high is W1, W1 and H1, H2respectively and take the upper left corner of the image
as the image coordinate origin. We detect the singular point by previous method and definite a
coordinate which length is W1, W1 and G1, G2 used to store singular point in two images. This
array reflects the distribution of singular points in two images. During the image matching, we
match the singular by the location of singular points. The determined of matching location is
divided in rough match and exact match. Rough match is used to determine the corresponding
feature points in two images and exact match is used to determine its suture location further.
At the process of shot in turning in level, the fluctuation of displacement of the adjacent
images is smaller in a vertical position. That means the vertical feature points have smaller gap
in two images. We can use this to determine the matching location roughly. Namely, we can
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have a rough determination of corresponding feature points in two images. In rough matching,
we select a point P randomly in the feature point of I1. If the feature point of I2 contains a point
Q and the gap between Q and its ordinate is in a certain threshold range, then we can determine
P and Q are the corresponding feature points.
Otherwise, we should re-elect points randomly. The selection of thresholds is according to
the quality of images. As the two images are always different, the corresponding feature points
which come from roughly matching are not the accurate matching points. If we make the trans-
lation of image from point Q to point P directly, due to inaccurate position or magnitude of
translation position, it may get the wrong matching and get the wrong result of splicing. So, we
need a further precise matching. Accurate matching is a process of doing an accurate location
in a small scale based on the rough matching.
After an operation of rough match, we know that the area around point Q contain the ac-
curate matching of point P. The next step is searching this area to find out the best matching
point. For facilitate the calculation and accurate position, we transform the images firstly and
project the two images into the same plane. For the images feature points, we define a correla-
tion window as the center as this point which the size is. At the same time, we choice the image
’2I which the center point is point Q’ and a area which size of as the searching window. Using
the every point in searching window and P’ to do some related operations in correlation window
and calculate its correlation coefficient S. Set a point Q’ in searching window and its coordinate
is a . We can get the conclusion form (7) that the value range of related value S is from -1 to 1.
The bigger value of related value S and more similar between point P’ and Q’ .In the prac-
ticality process of matching, we ensure an effective threshold value of correlation value firstly
and then make every point in searching window calculate the related value S with P’ in turn.
When the related value of some Q’ is bigger than the threshold value, then we can consider that
this point is the candidate matching point of feature point. Finally, we choose the best matching
point form the candidate point as the accurate location of matching.
If there is no matching point satisfied the conditions, and then choosing the feature point
and doing a rough matching and accurate matching again. Repeat the arithmetic until we get
the result. But in the practice, we need to set a repeat number to restrict circle of this program.
It will break out when the number of program circle is preponderate over the rating value and
show the message that we cannot finish the matching. In this way, we prevent the program from
died cycle when we inputted two images which was not matching by themselves.
In the algorithm of image stitching, the range of position determined in the edge feature points
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which had been found in edge detection. This method effectively reduced the range of finding
feature points. Then, we used the stitching algorithm to do the rough match and exact match to
find the overlapping part in the images. We used the overlapping part to stitch the images. The
last step is making a gradual integration for overlapping images to improve the integration of
the edge of the images. It enhanced the quality of experimental results effectively.
Feature matching
After our interest points have been detected, we need to correlate them somehow. For this,
we will be using a maximum correlation rule to determine matches between our two images.
The cross-correlation works by analyzing a window of pixels around every point in the first
image and correlating them with a window of pixels around every other point in the second im-
age. Points which have maximum bidirectional correlation will be taken as corresponding pairs.
We can see from the fig, however, that many points have been wrongly correlated. This is
the case of the diagonal lines that do not follow the same direction as the majority of other
lines. Nevertheless, we will need not to worry about those for reasons which shall be clear in
the next section.
Figure 5.3: Stitched Images.
Homography estimation
Now that we have two sets of correlated points, all we have to do is define a model which
can translate points from one set to the other. What we are looking for is some kind of image
transformation which can be used to project one of the two images on top of the other while
matching most of the correlated feature points - we need a homography matrix matching the
two images.
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A homography is a projective transformation, a kind of transformation used in projective
geometry. It describes what happens to the perceived positions of observed objects when the
point of view of the observer changes. In more formal terms, a homography is an invertible
transformation from the real projective plane to the projective plane that maps straight lines to
straight lines.
By using homogeneous coordinates, one can represent a homography matrix as a 3x3 matrix
with 8 degrees of freedom. In the System. Drawing namespace, there is a Matrix class which
encapsulates a 3-by-3 affine matrix that represents a geometric transform. In Accord.Imaging,
the MatrixH class encapsulates a 3x3 homogenous matrix that represents a projective transform.
The differences between the two matrices rely only on the degrees of freedom for each one. De-
spite being a 3x3 matrix, the geometric transform matrix of System.Drawing has only 6 degrees
of freedom, whereas the projective transform of Accord.NET has 8 degrees of freedom.
In the latter, the last value can be interpreted as a scale parameter and can be fixed at 1,
as shown in the picture above. Homogeneous coordinates are used because matrix multipli-
cation alone cannot directly perform the division required for perspective projection. Using
homogeneous coordinates, instead of representing the position of every pixel in the image as a
pair <x,y>, we will be representing it as a tuple <x,y,w>, where w is also a scale parameter. For
simplification, we will let w be fixed at 1.
Homogeneous coordinates are very useful because they will allow us to perform an image pro-
jective transformation by using only standard matrix multiplication, as shown by the equation
and schematic diagrams below.
Once all the projected points have been computed, we can recover our original coordinate sys-
tem by dividing each point by its homogeneous scale parameter and then dropping the scale
factor, which after division will be set at 1. By estimating the correct values for the homogra-
phy matrix, we could obtain a transformation like the following:
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Figure 5.4: Projection
Which could possibly result in a final projection like this:
Figure 5.5: Final image
Now that we have defined what a homography is and what it is useful for, we can begin to
discuss how we can create this homography matrix from our set of correlated points. To es-
timate a robust model from the data, we will be using a method known as RANSAC. The
name RANSAC is actually an abbreviation for "RANdom SAmple Consensus". It is an itera-
tive method for robust parameter estimation to fit mathematical models from sets of observed
data points which may contain outliers. The algorithm is non-deterministic in the sense that it
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produces a reasonable result only with a certain probability, with this probability increasing as
more iterations are performed.
The RANSAC algorithm has found many applications in computer vision, including the si-
multaneous solving of the correspondence problem and the estimation of the fundamental ma-
trix related to a pair of stereo cameras. The basic assumption of the method is that the data con-
sists of "inliers", i.e., data whose distribution can be explained by some mathematical model,
and "outliers" which are data that do not fit the model. Outliers could be considered points
which come from noise, erroneous measurements, or simply incorrect data. For the problem
of homography estimation, RANSAC works by trying to fit several models using some of the
point pairs and then checking if the models were able to relate most of the points.
The name RANSAC is actually an abbreviation for "RANdom SAmple Consensus". It is
an iterative method for robust parameter estimation to fit mathematical models from sets of ob-
served data points which may contain outliers. The algorithm is non-deterministic in the sense
that it produces a reasonable result only with a certain probability, with this probability increas-
ing as more iterations are performed. The RANSAC algorithm has found many applications
in computer vision, including the simultaneous solving of the correspondence problem and the
estimation of the fundamental matrix related to a pair of stereo camera’s.
The basic assumption of the method is that the data consists of "inliers", i.e., data whose
distribution can be explained by some mathematical model, and "outliers" which are data that
do not fit the model. Outliers could be considered points which come from noise, erroneous
measurements, or simply incorrect data. For the problem of homography estimation, RANSAC
works by trying to fit several models using some of the point pairs and then checking if the
models were able to relate most of the points.
Figure 5.6: Ransac Display.
After the detection process, if the user’s find any error in the encircling of the bubbles, then they
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manually write the number which is displayed inside the bubble to a option provided in the GUI
and reject it by clicking first on the "Highlight" option and then on the "Reject" option. If any
bubble is left to be circled then by manual intervention, the bubble is encircled. Each bubble is
assigned a number after Hough transform is performed. For the users of this software, it would
be easier to understand the process, if the result is displayed in a graphical format. For this, a
option "Write to excel file" is given which writes all the data regarding the radius of the bubbles,
number of bubbles in that range of radius and the frequency of the bubbles. Finally, the process
is completed and this process is repeated for the subsequent images.
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5.4 Use Case Diagram
Figure 5.7: Use Case Diagram
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5.4.1 Usecase Report
Title: Image Stitching Algorithm based On Feature Extractio.
Description: In this project the user can stitching the images through the
canny operator technique. This is done through the help of
a user-friendly GUI. The need of the system arises because
it is more effective than a professional software.
Primary
Actor:
The one who uses the System
Pre-
conditions:
Installation of MATLAB Compile Runtime(MCR)
Post-
conditions:
Canny algorithm performed.
Main Success
Scenario: 1. Capturing of image through camera.
2. Image generated through camera is used as the input.
Then feature extraction, feature matching technique
is applied.
3. The Procedures starts by accepting the two images
from the user. The application will extract the fea-
tures and then it will match the features. If the fea-
tures of both the images are matching then only it will
stitch both the images otherwise it will not stitch the
image. After stitching the images It will display the
final stitched image.
Frequency of
Use:
User can use any number of time
System Re-
quirement:
Windows/Linux OS with MCR installed.
Table 5.1: Usecase Report
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5.5 Class Diagram
Figure 5.8: Class Diagram
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5.5.1 Class Diagram Report
Title: Image Stitching Algorithm based On Feature Extraction
Description: The Procedures starts by accepting the two images from the
user. The application will extract the features and then it
will match the features. If the features of both the images
are matching then only it will stitch both the images other-
wise it will not stitch the image. After stitching the images
It will display the final stitched image.
Primary
Actor:
The one who uses the System
Preconditions: User select the images
Post condi-
tions:
Stitching both the images
Comparative
Website : 1. Data Independence
2. Controlled Redundancy
3. Accuracy
4. Integrity
5. Security
6. Performance
Matlab: MATLAB (matrix laboratory) is a numerical computing en-
vironment and fourth-generation programming language.
Developed by MathWorks, MATLAB allows matrix manip-
ulations, plotting of functions and data, implementation of
algorithms, creation of user interfaces, and interfacing with
programs written in other languages, including C, C++,
Java, and Fortran.
Table 5.2: Class Diagram Report
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5.6 Sequence Daigram
Figure 5.9: Sequence Daigram
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5.7. Activity Daigram
5.7 Activity Daigram
Figure 5.10: Activity Daigram
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Chapter 6
Results and Discussion
6.1 Test Cases
Test Case 1:
The Procedures starts by accepting the two images from the user. The application will extract
the features and then it will match the features. If the features of both the images are matching
then only it will stitch both the images.
Figure 6.1: Test Case 1
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Test Case 2:
The Procedures starts by accepting the two images from the user. The application will extract
the features and then it will match the features. If the features of both the images are not
matching , it will not stitch the image It will display Processing not completed.
Figure 6.2: Test Case 2
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6.2 Results Discussion
Figure 6.3: Stitched Image
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Display histogram of image data
An image histogram is a type of histogram that acts as a graphical representation of the tonal
distribution in a digital image. It plots the number of pixels for each tonal value. By looking at
the histogram for a specific image a viewer will be able to judge the entire tonal distribution at
a glance.
The horizontal axis of the graph represents the tonal variations, while the vertical axis rep-
resents the number of pixels in that particular tone.The left side of the horizontal axis represents
the black and dark areas, the middle represents medium grey and the right hand side represents
light and pure white areas. The vertical axis represents the size of the area that is captured in
each one of these zones. Thus, the histogram for a very dark image will have the majority of its
data points on the left side and center of the graph. Conversely, the histogram for a very bright
image with few dark areas and/or shadows will have most of its data points on the right side and
center of the graph.
Figure 6.4: Histogram
It plots the number of pixels for each tonal value. By looking at the histogram for a specific
image a viewer will be able to judge the entire tonal distribution at a glance.
The horizontal axis of the graph represents the tonal variations, while the vertical axis rep-
resents the number of pixels in that particular tone.The left side of the horizontal axis represents
the black and dark areas, the middle represents medium grey and the right hand side represents
light and pure white areas. The vertical axis represents the size of the area that is captured in
each one of these zones. Thus, the histogram for a very dark image will have the majority of its
data points on the left side and center of the graph. Conversely, the histogram for a very bright
image with few dark areas and/or shadows will have most of its data points on the right side and
center of the graph.
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Project Time Line
7.1 Project Time Line Matrix
Figure 7.1: Project Time Line Matrix
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7.2 Project Time Line Chart
Figure 7.2: Project Time Line Chart
Figure 7.3: Project Time Line Chart
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Chapter 8
Task Distribution
8.1 Distribution of Workload
8.1.1 Scheduled Working Activities
Activity Time
Period
Comment
Requirement
Gathering
08 Days Requirement gathering took
pace by discussing with the
clients the kind of software they
wanted that is, the flow of the
application. Then the various
effective methods were searched
on the Internet and taking ideas,
sharing views among group
members.
Planning 05 Days Planing was done by Review-
ing the literature of various IEEE
papers and by taking the walk-
through.
Design 10 Days Designing was done by creating
various UML diagram, by creat-
ing Charts and the designing of
GUI.
Table 8.1: Scheduled Working Activities
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Implementation 35 Days Implementation was been done
by first making a GUI in MAT-
LAB and then writing codes for
each of the components in the
GUI.
Testing 40 Days Testing was done by performing
unit testing, integration testing,
Alpha and Beta Testing.
Deployment 01 Day Deployment was done by in-
stalling MATLAB Compile
Runtime(MCR) on the user’s
computer and deploying the
code into it.
Table 8.2: Scheduled Working Activities
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8.1.2 Members activities or task
Task Name Due Date Done Assigned
To
Project
Modeling
27/01/15 Yes Manzoor
GUI De-
signing
3/02/15 Yes Manzoor
Use-case
and other
required
diagrams
8/04/15 Yes Azhar
Project
Planning
3/02/15 Yes Manzoor
Conference
Paper-I
27/02/15 Yes Azhar
Conference
Paper-II
15/03/15 Yes Azhar
Unit Test-
ing
25/03/15 Yes Azhar
Integration
Testing
31/03/15 Yes Manzoor
Alpha Test-
ing
09/04/15 Yes Azhar
Latex
report
formatting
11/04/2015 Yes Manzoor
Latex
report re-
maining
work
15/04/2015 Yes Manzoor
Table 8.3: Scheduled Member Activities
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Conclusion and Future Scope
9.1 Conclusion
Image stitching is one of important technologies in image processing field. It implements a
seamless connection with two or more images which have overlapping part to get higher res-
olution or wider viewing angle image. As the amount of tedious calculation, a new image
stitching method based on feature pixels is proposed in this paper. We extracted the edge fea-
ture pixels of images based on Canny operator edge detection algorithm and then matched the
image with edge feature pixels in images. This algorithm is corresponding accurate and effec-
tive; it provides a new solution to calculate the edge feature pixels in image stitching algorithm.
Finally, we have a process of smooth transition for image edge, in order to achieve seamless
image stitching. The result of experiment shows that the algorithm in this paper is justifiability.
Firstly, we detect its edge, making the extraction of feature point have more targeted, avoiding a
large number of redundancies calculation, reducing the complexity of algorithm. Ultimately we
can achieve the seamless image stitching and get a better result. We proved that is a relatively
new method of calculation of image stitching. Because of the complexity algorithm of image
stitching, we proposed a new algorithm which is combined the detection of image edge and
extraction of feature points. It improved the efficiency of algorithm. However, because of the
similarity of the noise points and edge points, and singularity in detection algorithm, we need
further improvement for complex scenes splicing.
Possible areas for future work include compensation for motion in the camera and scene,
and more advanced modelling of the geometric and photometric properties of the camera.
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9.2 Future Scope
In the future, we will be implementing this program using motion images as our input. Further,
additional functionalities as per requirements of the user will be added which may include any
other efficient algorithm if available than the one currently used.
Camera Motion Panoramas often suffer from parallax er-rors due to small motions of the
optical centre. These could be removed by solving for camera translations and depths in the
scene, before re-rendering from a central point. A good representation to use might be plane
at infinity plus parallax . Whilst gross camera motions cause parallax artefacts, small motions
during shooting result in motion blur. Motion blurred images could be DE blurred using nearby
in-focus images . Similar techniques can also be used to generate super-resolution images.
Scene Motion Though our multi-band blending strategy works well in many cases, large mo-
tions of objects in the scene cause visible artefacts when blending be- tween multiple images.
Another approach would be to automatically find optimal seemliness based on regions of dif-
ference between the images.
In the future, the actual implementation of the project will be done where all the modules
will be coded, tested and deployed. Further Additional functionalities as per requirements will
be added which may include stats, charts and graphical comparison and much efficient machine
learning algorithms to track user behavior and searching patterns.
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Appendix I
When we run the code the first form looks like this.It includes selection of two images that
are to be stiched and also includes the histogram of the the two images and also histogram of
processed image.
Figure 10.1: Graphical User Interface
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The below snapshot shows that we have selected the first image and it can be of any Image
format.
Figure 10.2: Selected Image 1
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The below snapshot shows that we have selected the second image and it can also be of any
Image format.
Figure 10.3: Selected Image 2
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When we click on Process then we can see Histogram for the source image 1.
Figure 10.4: Histogram for the source image 1
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Similarly Histogram for second image.
Figure 10.5: Histogram for the source image 2
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Now we can see the final stitched image and its histogram and hence the image is stitched with
some improved Quality.
Figure 10.6: Final stitched image and its histogram
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