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Introduction
A large amount of literature has examined the effect of financial development on economic growth using an array of econometric techniques, such as cross-country, time series, panel data, and firm-level studies:
1 for example, King and Levine (1993a Levine ( , 1993b , Levine (1997 Levine ( , 2003 , Rajan and Zingales (1998) , Levine et al. (2000) , Beck and Levine (2004) , and Beck et al. (2000 Beck et al. ( , 2005 . By and large, the empirical evidence has demonstrated that there is a positive long-run association between indicators of financial development and economic growth. In general, all these papers suggest that a well-developed financial market is growth-enhancing, and therefore consistent with the proposition of "more finance, more growth". The preponderance of evidence suggesting the critical importance of the financial system for growth in recent years has shifted the focus of the literature towards examining the determinants or sources of financial development, rather than the finance-growth link itself.
2
However, the recent 2007-2008 global economic crisis has led both academics and policymakers to reconsider their prior conclusions. The crisis has illustrated the possibilities that malfunctioning financial systems can directly and indirectly waste resources, discourage saving and encourage speculation, resulting in under-investment and a misallocation of scarce resources. As a consequence, it may be that the economy stagnates, unemployment rises and poverty is exacerbated. The drastic falls in real sector activity during the crisis, due to adverse implications of financial turbulence, highlight the need for economists and policy makers to question the optimal size of financial systems for sustainable economic growth. Finance is found to promote growth, but is this true regardless of the size and growth of the financial sector? In other words, does a bloated financial system become a drag on the rest of the economy?
Recently, researchers at the Bank for International Settlement (BIS) and
International Monetary Fund (IMF) have suggested that the level of financial development is good only up to a point, after which it becomes a drag on growth. This implies that the relationship between finance and growth is a non-linear one or, more specifically an inverted U-shape, where there is a turning point in the effect of financial development. For example, Cecchetti and Kharroubi (2012) find that for private sector credit extended by banks, the turning point is close to 90% of GDP.
They also find that the faster the financial sector grows, the slower the economy as a whole grows. This finding indicates that big and fast-growing financial sectors may be very costly for the rest of the economy. They argue that this phenomenon occurs because the financial sector competes with the rest of the economy for scarce resources: financial booms are not, in general, growth-enhancing. 3 Arcand et al. (2012) also highlight that the finance-growth relationship turns negative for high-income countries, where finance starts having a negative effect when credit to the private sector reaches 100% of GDP. They show that their results are consistent with the "vanishing effect" of financial development and that they are not driven by output volatility, banking crises, low institutional quality, or by differences in bank regulation and supervision.
The above two recent studies of the non-linear or non-monotonic relationship between finance and growth also accord with previous empirical studies, which show a non-linear relationship.
4 Table 1 provides a summary of this literature, which is also discussed in the following. For example, Rioja and Valev (2004b) find that financial development exerts a strong positive effect on economic growth only when it has achieved a certain level or threshold of financial development; below this threshold, the effect is at best uncertain. They claim that the levels of financial developmenthigh, intermediate and low -play an important role in shaping the effect of finance on growth. In countries with intermediate levels of financial development, the financial system has a large and positive effect on growth. In countries with a high level of financial development, the effect is positive but smaller. In countries with a low level of financial development, however, the financial system is insignificant in fostering economic growth. Shen and Lee (2006) also demonstrate a similar non-linear, inverse U-shaped relationship between financial development and economic growth, where a higher level of financial development tends to slow down economic growth. They argue that this explains why a negative impact is found between banking sector development and growth when a linear form is used for estimating the relationship empirically.
Moreover, the existing evidence also demonstrates that this relationship between finance and growth varies by level of income. For example, Rioja and Valev (2004b) find that there is no significant relationship between financial development and growth in low-income countries, whereas the relationship is positive and significant in middle-income countries, but weakly significant in high-income countries. Nevertheless, De Gregorio and Guidotti (1995) and Huang and Lin (2009) find that the positive effect of financial development on economic growth is much more significant in low-income and middle-income countries than in high-income countries. 5 The contradiction between these findings on the finance and growth relationship at different income levels, as well as those of a non-linear relationship between finance and growth indicate there is a need to re-evaluate the relationship of finance and real economic growth in modern economic systems. This paper is organized as follows: Section 2 lays out the empirical model, the econometric method, and the data; Section 3 contains a discussion of the empirical findings; and Section 4 provides a summary and conclusions.
Empirical Model, Methodology and the Data

Empirical Model
The empirical model is based on King and Levine (1993a Levine ( , 1993b , Levine and Zervos (1998) and Cecchetti and Kharroubi (2012) who propose the following linear growth equation to examine the linkages between finance and growth:
where GROWTH it is the economic growth rate, FIN it is the country's level of financial development, X is a vector of controls (initial income per capita, investment-gross domestic product (GDP) ratio, population growth rates, and human capital), ε i is an error term, i = 1, …., N represents the country and t = 1, …., T represents index the time. Time dummies are included in the specification and all the variables are transformed into logarithms. To test the hypothesis outlined in the previous section, we argue that the following Equation (2) is particularly well suited to capture the presence of contingency effects and to offer a rich way of modelling the impact of finance on economic growth. Consequently, we use the dynamic panel threshold regression approach suggested by Kremer et al. (2013) to explore the nonlinear behaviour of finance in relation to the economic growth. Kremer et al. (2013) extend the Hansen (1999) original static panel threshold estimation and the Caner and Hansen (2004) cross-sectional instrumental variable (IV) threshold model, where generalized methods of moments (GMM) type estimators are used to deal with endogeneity. The model, based on threshold regression, takes the following form:
where μ i is the country-specific fixed effect, the level of financial development (FIN) is the threshold variable used to split the sample into regimes or groups and λ is the unknown threshold parameter. I(·) is the indicator function, which takes the value 1 if the argument in parenthesis is valid, and 0 otherwise. This type of modelling strategy allows the role of finance to differ depending on whether FIN is below or above some unknown level of λ. X it denotes the vector of explanatory regressors which include lagged values of the dependent variable 8 and other endogenous variables, as well as exogenous variables, for which the slope coefficients are all assumed to be regime independent. The vector of explanatory variables is partitioned into a subset X 1it of exogenous (or predetermined) variables uncorrelated with ε it , and a subset of endogeneous variables X 2it , correlated with ε it . The impact of finance on growth will be β 1 (β 2 ) for countries in a low (high) level of financial development regime. We also allow for differences in the regime intercepts (δ 1 ). In our empirical application, the initial income is considered as an endogenous variable.
According to Kremer et al. (2013) , the standard within transformation and first differencing methods to eliminate the country-specific fixed effects (μ i ) in the dynamic panel are not applicable because both violate the distribution assumptions underlying Hansen (1999) and Caner and Hansen (2004) . Thus, the forward orthogonal deviations transformation suggested by Arellano and Bover (1995) is used to eliminate the fixed effects. 9 The unique feature of this transformation is that serial correlation of the transformed error terms is avoided and it maintains the uncorrelatedness of the error terms. This ensures that the estimation procedure derived by Caner and Hansen (2004) for a cross-sectional model can be applied to the dynamic panel specification such as Equation (2). (2000) and Caner and Hansen (2004) , the critical values for determining the 95% confidence interval of the threshold value are given by
where C(α) is the 95% percentile of the asymptotic distribution of the likelihood ratio statistic LR(λ). The underlying likelihood ratio has been adjusted to account for the number of time periods used for each cross section (Hansen, 1999) . Once the threshold value ( is determined, the slope coefficients can be estimated using the generalized methods of moments (GMM). Following Arellano and Bover (1995) , we use lags of the dependent variable as instruments.
) λ However, it should be noted that the GMM application to a sample with a small cross-section dimension, as in the present study, may lead to biased standard errors, biased estimated parameters (Windmeijer, 2005) , and a weakened overidentification test (Bowsher, 2002) . Roodman (2009) illustrated that the cause of these problems is instrument proliferation. Empirical results may depend on the number (p) of instruments. The author then proposed an innovative solution that reduces the dimensionality of the instrumental variable matrix. Following Roodman (2009) , the dimensionality of the instrumental variable matrix was reduced.Therefore, we reduced the instrument count to 1 (p = 1) to avoid an overfit of instrumented variables that might lead to biased coefficient estimates.
The Data
To estimate the models, this study employs panel data of 87 countries for the period 1980 -2010. 10 In line with the empirical growth literature, the dataset is averaged over five-year periods to validate the use of GMM estimator, where it requires a large number of cross-section units (N) with small number of time periods (T) (i.e. 1980 -1984, 1985 -1989, 1990 -1994, 1995 -1999, 2000 -2005, 2006 -2010) . In addition, the data averaging also tends to smooth the business cycle effect.
Therefore, a maximum of six observations is available for each variable per country (allowing for lags). These banking sector development indicators are employed since bank credits are the only feasible sources of financing for the majority of the developing countries in the sample. The literature suggests that most economies progress along with the banking system as their choices expand in channelling funds between savers and investors (Levine and Zervos, 1998; Levine, 2002 where the liquid liabilities in the country are lower than or equal to the threshold, it will exert a positive effect on economic growth. However, the negative impact above the threshold level is insignificant. Turning to Model 3, where the finance proxy is domestic credit, the result reveals that after the threshold value, greater domestic credit has an adverse effect on growth. In other words, more credit will not translate into higher economic growth. The threshold value for domestic credit is 4.595 or 99%
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of GDP, which is higher than the estimated threshold with private sector credit. In our dataset 32 out of 87 countries (or 37%) exceed this threshold value for domestic credit.
Among the three finance indicators, private sector credit has the strongest positive effect on growth below the threshold, whereas the domestic credit seems to have the highest negative effect on growth beyond the threshold level. The finding that economic growth has a much stronger relation with private sector credit is in line with Levine et al. (2000) . They point out that private sector credit is the most important financial development indicator, which reflects the efficiency of banking institutions in providing the credit sources to private sector. On the other hand, domestic credit not only includes credit to private sector, but also state owned enterprises. The growth process tends to deteriorate if state owned enterprises channel the credit to unproductive investment and wasteful activities. The liquid liabilities measure the actual size of the banking sector, or M3 money supply over GDP.
Nevertheless, monetization can be increasing without financial development occurring and it is not an entirely satisfactory indicator of financial development.
In all three models, all the estimated coefficients on initial income, population growth, investment and human capital are consistent with theory. The coefficients on initial income are negative in all models and statistically significant. The coefficient of investment is positive and a significant determinant of economic growth at conventional levels. In contrast, the coefficients of human capital and population growth are positive and negative respectively, but both are insignificant determinants of growth.
The empirical findings are in line with a non-linear relationship between finance and growth that is reported in the literature, where finance is good only up to a certain point, after which it becomes a drag on growth (Shen and Lee, 2006; Kharroubi, 2012, Arcand et al. 2012) . Aghion et al. (2005) also show a declining effect of finance and growth as countries grow richer. The "vanishing effect" of financial development is also consistent with Arcand et al. (2012) and Cecchetti and Kharroubi (2012) , who find that finance starts having a negative effect on output growth when credit to the private sector reaches 100% and 90% of GDP, respectively. However, our finding indicates that the private sector credit threshold level is 88% of GDP which is remarkably close to Cecchetti and Kharroubi (2012) .
The threshold level being slightly lower than the previous finding may due to our method based on a threshold model, which allows the relationship between finance and growth to be piecewise linear, with the finance indicator acting as a regime switching trigger. Moreover, the sample countries and time period are dissimilar to both Cecchetti and Kharroubi (2012) and Arcand et al. (2012) . To sum up, the empirical evidence suggests that the relationship between finance and growth in fact takes on a non-linear or inverse V-shaped relationship.
This study does not examine the causes of the non-linear relationship between finance and growth, but we provide several possible explanations for such relationship, as put forward by the recent literature. First, the reason might be the relative magnitude of types of loans provided by the financial system. Hung ( Second, the reason for the non-linear relationship between finance and growth might be that financial development helps countries to catch up to the productivity frontier, but has limited or no growth effect for countries that are close to or at the frontier. Aghion et al. (2005) point out that all countries above some critical level of financial development should converge in growth rate, and that in such countries financial development has a positive but eventually vanishing effect on steady-state GDP. Third, the financial system might in reality grow too large relative to the real economy if it extracts excessively high informational rents and in this way attracts too much young talent towards the financial industry (Philippon, 2010 , Bolton et al. 2011 ).
Cecchetti and Kharroubi (2012) find that when the financial sector accounted for more than 3.9 per cent of total employment, further development of finance tended to damage economic growth. Another striking finding is the faster the financial sector grows, the slower the economy as a whole grows.
Robustness Checks
A large number of robustness checks were carried out to examine the sensitivity of the results to additional explanatory variables, alternative instruments, sample splitting into developed and developing countries, estimation strategies and methods. The first set of robustness checks involves the additional growth determinant variables, namely trade openness, government expenditure, institutions and inflation. The empirical results are reported in Table 4 where we only present the results of estimating the private sector credit as finance indicator. The results are quantitatively similar to those reported in Table 3 , where the location of the private sector credit threshold value remains unaltered at 4.852. More specifically, the two finance coefficients below ( ) and above ( ) the threshold are statistically significant at the conventional level, except for Model 4c, where the additional control variable included in the specification is institutions. This finding may suggest that good institutions might moderate the negative impact of finance on growth. As shown in Table 4 Besides using the initial income as instrument, we also further estimate the specifications using additional instrumental variables that are identified in the law, institutions and finance literature, namely, legal origin, creditor rights, natural endowment and religion composition. The empirical results based on single and some combinations of the instrumental variables also indicate similar findings to those reported in Table 3 . These results, however, are not reported to save space.
The main results above demonstrate that 25 out of the 87 countries in the sample have finance ratios greater that the threshold level, where most of these countries are the developed countries. This finding motivates us to split the sample countries into developed and developing countries as further robustness checks. The empirical results are reported in Table 5 using only private sector credit as a finance indicator. Since the sample has been divided, the estimated threshold level is definitely higher in developed than in developing countries. In developed countries, the results reported in Model 5a reveal that the estimated coefficients on finance below and above are positive and negative, respectively, but statistically at a weak significance level. On the other hand, for the case of developing countries, both finance coefficients below and above the threshold also show similar signs with developed countries, but greater significance level for the below-threshold coefficient.
In addition, the estimated coefficient is larger than the corresponding ones for the developed countries. This finding is consistent with Rioja and Valev (2004b) , who also find a much stronger growth-enhancing effect of financial development in developing countries compared to high-income countries. Nevertheless, with a small sample size for developed countries, these results therefore need to be interpreted with caution since the Arellano and Bond estimator was designed for large cross-section units (N).
The last set of robustness checks involves using the dynamic system generalized methods of moments (GMM) estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998) , where we include the square term of finance in the specification. Although this additional square term strategy has limitations, we also estimate the results to confirm the non-linear relation between finance and growth.As shown in Table 6 , both coefficients on the finance indicator and the squared term are statistically significant in all three models, with positive and negative signs, respectively. This implies that finance and economic growth have an inverted U-shaped relationship, which is similar to that reported in Table 3 ) of all models, we calculate the standard errors as shown in Brambor et al. (2005) and evaluate at the mean, minimum and maximum values of finance. 13 The results suggest that all marginal effects are statistically significant. there is a finance threshold in the finance -growth nexus. For financial development below the threshold, finance will exert a positive effect on economic growth. This implies that economic growth will be increased when financial development improves.
On the other hand, if the financial development exceeds the threshold, the impact of finance on growth will turn negative suggesting that further financial development will not translate into higher economic growth. The results are robust to three measures of finance indicators, additional explanatory variables, sub-sample countries, as well as estimation procedures.
The empirical findings suggest that more finance is definitely not always better and it tends to harm economic growth after a point. Therefore, knowing the optimal level and efficient channelling of financial resources to productive activities are important in ensuring the effectiveness of financial development for growth. In terms of policy implications, policy makers could focus less on increasing the size of the financial sector and more on improving its intermediating function. Measures to strengthen quality and moderate finance need to be undertaken, rather than just promoting more finance, in fostering economic development. In addition, if the role of finance is minimal or negative in a particular situation, then other growthenhancing strategies need to be highlighted in maintaining long-run economic benefits, even though financial development has been identified as one of the most powerful determinants of growth. With respect to the lower threshold level of finance when the countries are divided into developed and developing countries, policy conclusions based on sub-sample countries estimates have to be viewed with caution. In particular, the lower threshold estimates do not necessarily reflect that the finance threshold level has yet to be achieved and that greater expansion of finance is essential.
Our findings only utilized banking sector development indicators. Given that the equity market also plays an important role in channelling funds and firms depend increasingly on equity finance, it is vital to explore whether stock market development also displays non-linear effects on economic growth. Another question is whether the effect of finance on growth is permanent or transitory. How long can the effect persist? We leave these potentially important issues as future research topics. Financial sector has an inverted U-shaped effect on productivity growth. Financial sector growth is found to be a drag on productivity growth. Arcand, Berkes&Panizza >100 developed and developing countries Cross-sections and panel data (1960-2010) Semi-parametric estimations Finance starts having a negative effect on output growth when credit to the private sectorreaches 100% of GDP. The results are consistent with the "vanishing effect"of financial development. Notes: The standard errors are reported in parentheses. Time dummies were jointly significant and are not reported here to save space. *** and ** indicate significance at 1% and 5% levels, respectively. Notes: The standard errors are reported in parentheses. Time dummies were jointly significant and are not reported here to save space. ***, ** and * indicate significance at 1%, 5% and 10% levels, respectively. 
