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This thesis deals with emotion recognition from speech signals. The feature extrac-
tion step shall be improved by looking at the perception of music. In music theory,
different pitch intervals (consonant, dissonant) and chords are believed to invoke
different feelings in listeners. The question is whether there is a similar mechanism
between perception of music and perception of emotional speech. Our research will
follow three stages. First, the relationship between speech and music at segmental
and supra-segmental levels will be analyzed. Secondly, the encoding of emotions
through music shall be investigated. In the third stage, a description of the most
common features used for emotion recognition from speech will be provided. We
will additionally derive new high-level musical features, which will lead us to an
improvement of the recognition rate for the basic spoken emotions.
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1. Introduction
1.1. Motivation
”Emotion, which is suffering, ceases to be suffering as soon as we form a
clear and precise picture of it.” - Baruch Spinoza
Strong impact of emotions
An emotion is a complex psycho-physiological short-time experience resulting from the
interaction of biochemical (internal) and environmental (external) factors [48]. It is
interesting to note that the word “emotion” (from Latin: ex-movere or moving out)
shares the same root as the word “motivation”. Feelings have indeed a very strong
impact in our decisions; it is therefore not surprising for the brain to contain so many
emotion-related systems. Recent studies have shown that emotions can have memory-
enhancing effects in our mind: emotional events actually tend to be recalled more often
and with more clarity and details than neutral events.
Figure 1.1.: Fields interested in the study of emotions
Throughout History, several scientists have shown interest in the study of emotions
[96][71][29]. Darwin states that emotions can be associated with action patterns (see
Table 1.1) resulting from natural selection. They are very useful to alert the organism
when confronted with important situations. As an example, experiencing fear in front
7
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Stimulus Cognition Emotion Behavior Effect
threat “danger” fear escape safety
obstacle “enemy” anger attack destroy obstacle
gain of valued
object
“possess” happiness retain or
repeat
gain resources
loss of valued
object
“abandonment” sadness cry reattach to lost
object
member of one’s
group
“friend” acceptance groom mutual support
unpalatable
object
“poison” disgust vomit eject poison
new territory “examine” expectation map knowledge of
territory
unexpected event “What is it?” surprise stop gain time to
orient
Table 1.1.: Association of emotions with action patterns
of a tiger and therefore running away clearly presents an evolutionary advantage for the
preservation of the species.
Emotions are essential for the human being to survive, make decisions and preserve
his well-being; they influence cognition, perception, learning and communication. This
is why very different fields like computer science, psychology or neuroscience are joining
their investigative efforts to develop devices that recognize, interpret and process human
affects. This thesis belongs to this research wave, focusing on the emotional content of
the voice.
Universality of emotion recognition
An interesting question to ask is whether emotional states can be recognized universally
or not. Culture and society have a considerable weight on the expression of emotions.
This, together with the inherent subjectivity among individuals, can make us wonder
about the existence of universal emotions.
If we consider Darwin’s theory of evolution, emotions find their root in biology and
therefore can be to some extent considered as universals [2]. Several studies have indeed
shown evidence for certain universal attributes for both speech [3][80] and music [28][37],
not only among individuals of the same culture, but also across cultures. Scherer
and Banse, for instance, performed an experiment in which humans had to distinguish
between 14 emotions [3]. Their conclusion was that listeners are able to infer emotions
from vocal cues, with an average recognition rate 4 or 5 times above chance. He
8
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also observed that not all the emotions were equally well identified. For example,
identification of disgust through the voice is generally not very accurate; humans express
this emotion in a better way through facial or body expression.
Figure 1.2.: Emotion as the product of evolution, culture and individual traits
Representation of emotions
Since emotions are the result of highly subjective experiences, it is hard to find uniform
rules or universal models to represent them. Roughly speaking, there exist two tendencies
in the psychological literature, depending on whether we consider emotions discrete or
continuous.
The discrete approach consists in designating basic emotional classes. Ekman for
instance defined seven basic emotions: happiness, sadness, anger, anxiety, boredom,
disgust and neutral [21]. More complex emotions can be seen as mixtures of the basic
ones1. Another example is the BEEV (Basic English Emotional Vocabulary), which
consists of 40 discrete words for automatic emotion recognition [15].
Figure 1.3.: Three-dimensional emotion space and 6 basic emotions
The continuous approach on the other hand consists in defining an N -dimensional
emotional space. The most famous one is the three-dimensional model proposed by
Schlosberg [81]. Each emotion can be expressed as a linear combination of valence (or
1This theory is the so-called “palette theory” of Descartes.
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evaluation), arousal (or activation) and potency (or power). Valence defines how positive
or negative an emotion is; arousal measures the degree of excitement or involvement of
the individual in the emotional state; potency accounts for the strength of the emotion2.
Both previous approaches can be combined by placing discrete emotions in a continu-
ous space. Figure 1.3 shows the location of six common basic emotions in the Schlosberg
space. Other examples are Thayer’s valence-arousal representation or Plutchik’s emo-
tional wheel [15] (see Figure 1.4).
(a) Plutchik’s emotional wheel (b) Thayer’s arousal-valence emotion plane
Figure 1.4.: Different representations of emotional states
Emotion recognition from speech
Speech can be seen as a two-channel mechanism, involving not only actual meaning of
the communication but also several prosodic nuances. The linguistic channel deals with
the actual information inferred by words (“What is said”) whereas the paralinguistic
channel gives additional information about the speaker (“How it is said”), namely his
emotional state. The linguistic channel was the main focus for research in the past, but
scientists have recently become more and more interested in this second implicit channel
[99][78]. The increase of computational studies about emotion in speech3 has given birth
to an extensive range of interesting applications [15][14][55] (see Table 1.2).
Perception of music
Music is frequently referred to as the “language of emotion”. It has a clear effect on our
mood and is sometimes even used in the treatment of affective disorders. Furthermore,
2Arousal and potency should not be mixed up. An emotion like boredom has high potency but low
arousal.
3Examples of well-known studies are the ASSESS system or the Banse and Scherer’s System.
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Applications Description
Support to Syntactic
Channel
Help to resolve linguistic ambiguities in Automatic Speech
Recognition ASR (ex: sarcasm, irony)
Augmenting Human
Judgment
Lie detection
Clinical diagnoses (detection of schizophrenia, depressions)
Human-Computer
Interaction
Improvement of Speech Synthesis:
– Generation of convincing emotional speech
– Signalization of the stage of transaction
– Convergence of vocal parameters between speakers
Tutoring For computer-based learning, being able to detect Boredom and
adapt the teaching methods if required
Avoidance Detect angry customers in call centers
Entertainment Electronics with react differently depending on the gathered
emotional state of the user
Table 1.2.: Applications of emotion recognition from speech signals
it seems to have the potential to initiate or reinforce social bonding among individuals
in a group (for example, in a party or in a concert). Why are humans actually able to
experience strong emotions by interacting with music? Even if this process has not been
completely understood yet, the analysis of musical perception might help us to better
understand emotions [34][33][85][57].
1.2. Aim of the thesis
The final objective of this project is the improvement of emotion recognition from speech.
Generally speaking, the possible research directions in this field are the following:
– Modelization: find a better model of emotions (more emotional labels, clearer
relationships between emotions, look for relative measures in relation to the neutral
state).
– Feature Extraction: look for new features that would better capture the essence of
emotional states.
– Classification: investigate algorithms that would perform the better classification
for a given set of features.
11
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– Environment: use bigger and more complex databases (natural, with verbal con-
tent, wide range of speakers, languages).
This thesis concerns mostly the feature extraction task. In the past, so called prosodic
standard features were extracted from the speech signal, directly based on pitch, energy,
and duration. In our case we will extract features inspired on music theory. Our aim
is to investigate whether there is a similar mechanism between the perception of music
and the perception of emotional speech.
Figure 1.5.: Aim of the thesis
Figure 1.5 shows the three principal concerns of the thesis, namely:
1. Is there any link between music and speech?
2. How is the emotional message transmitted through music?
3. How do we recognize emotions from speech signals? Is it possible to apply music
theory to extract new universal features?
An additional remark concerning emotion recognition is that anger and happiness are
difficult to distinguish, even if this task does not seem very difficult to humans. If we
take a look at the three-dimensional emotional space (Figure 1.3), it can be seen that
anger and happiness only differ in the valence dimension. So far, no distinctive acoustic
correlates for valence have been found. There is nevertheless an intuition that a musical
analysis of speech may help to solve this problem [53].
Encountered difficulties and restrictions
In this thesis, we will restrict ourselves to the analysis of acted emotions. Discrete
emotional classes will be used for classification. There are however several factors that
severely complicate the task of emotion recognition, but that unfortunately cannot be
avoided. The most important ones are listed below:
– Ambiguity (ex: lowered eyebrows can mean both anger or despair)
– Deception (people sometimes hide their real emotions by acting)
12
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– Influence of society (so-called display rules, ex: a burst of anger should not be fully
expressed)
– Influence of language (ex: Italian often considered more melodious than Russian)
– Interactions within the paralinguistic channel: the same channel is used for multiple
functions. Some of them (like emphasis) are related to the linguistic channel.
Concerning the features, the role of acoustical changes depends dramatically on
the temporal location in the utterance.
1.3. Outline
This thesis is organized as follows: first of all, an inter-disciplinary review concerning
emotion, voice and music will be presented in Chapters 2 and 3. The first one describes
different studies supporting the existence of a strong connexion between speech and
music. Chapter 3 will then investigate why and how music can transmit affects. Musical
concepts essential to our study (like dissonance, tension or harmony) will be explained
herein.
The next Chapters are more directly concerned with the problem of emotion recog-
nition in speech. Chapter 4 exposes important characteristics of speech, traditionally
used features as well as important algorithms for speech processing. Afterward, the
implementation of diverse music-based features will be described in Chapter 5.
Chapter 6 gathers the most interesting simulations that were run in MATLAB, mostly
on a German database. Our simulations prove that the usage of additional musical cues
can improve our recognition rate. Finally, the conclusion of our analysis and further
research topics will be brought in the final Chapter.
13
2. Link between Emotional Speech and
Music Perception
“Music is the literature of the heart; it commences where speech ends.” -
Alphonse de Lamartine
2.1. Interesting facts
Music-language relationships have always been of interest for the scientific community
[65][23][41]. Plato already asserted that the power of certain musical modes to uplift the
spirit stemmed from their resemblance to the sounds of noble speech. Darwin on the
other hand affirmed that both language and music have a common origin in evolution,
and that an intermediate form of communication between speech and music may have
been at the origin of our species’ communicative abilities [19][52].
It is interesting to notice that both speech and music appear in every single human so-
ciety. Let us take for instance a small tribe from the Brazilian Amazon called the Piraha˜.
This tribe have no terms for counting nor colors; they do not have creational myths, and
almost no artistic expression (craftwork or drawings are practically nonexistent). Yet,
they have music in abundance in the form of songs.
Not less surprising, the combination of music and language seems to be exclusive to
our species. Although some animals have music (like whales) or language (like prairie
dogs), human beings seem to be the only ones to have distinctly both. An exception
to this assumption is the case of parrots: these animals are able to both sing and talk.
Curiously, they are the only animals1 that can dance on tact with music (see Figure 2.1).
This fact might be related to their ability to mimic sounds that they hear [68].
Figure 2.1.: Snowball, the dancing cockatoo
1Some elephant species from Africa are also sensitive to the beat, but it is still being investigated.
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2.2. Comparison between speech and music
Let us explore what the commonalities and dissimilarities between music and language
are; these have been summarized in Table 2.1. The first and most evident difference
concerns the segmental level: musical units are based on pitch contrast whereas speech
units are based on timbral variations (modifications of the acoustic wave shape). Fur-
thermore music organizes pitch and rhythm in ways that speech cannot (there is a
vertical dimension called harmony). It also appears to have much deeper power over our
emotions compared to ordinary speech.
From his side, language is more specific due to its semantic meaning, and dispose
of grammatical categories which are otherwise absent in music. Finally there are some
brain damage conditions which sometimes affect one domain but spares the other. We
call these Aphasia (language disorder with music perception unaffected) and Amusia
(musical disorder mainly to process pitch, but having intact communication skills). All
these observations seem to point out that music and speech have little in common.
Speech Music
Timbral contrast Pitch contrast
Semantic meaning
More complex syntax
Verticality: harmony
Stronger emotional power
Aphasia Amusia
Rhythm: systematic patterns of timing, accent, grouping
Melody: structured patterns of pitch over time
Syntax: discrete elements + principles of combination
Affects: extraction of emotional meanings from acoustic signals
– Similar processing steps:
– Encoding: formation of learned sound categories
– Feature extraction: statistical regularities from rhythmic and
melodic sequences
– Integration: incoming elements into syntactic structures
Table 2.1.: Comparison between speech and music
Despite of these differences, there are some evidences of an underlying connexion
between both domains. For example the mechanism to identify different melodic lines is
very similar to how we manage to filter a conversation in a crowdy place (the so-called
cocktail party effect). Also there exist some therapies against Aphasia in which speech
skills are stimulated through singing.
Both domains share indeed the auditory system and some neuronal processing. Even
if each one has its specialized representation set (pitch intervals in music or words in
language), some perceptual mechanisms are shared. In both cases, a continuous signal is
15
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received and interpreted in terms of distinct discrete categories. Rhythmic and melodic
sequences (such as words and musical tones) are then identified and finally integrated
into syntactic structures.
Last but no least, emotional meanings can be transmitted either through speech or
music. But are the conveyed emotions of the same nature? Figure 2.2 shows a schematic
drawing of the emotion types that music and language are able to transmit. Music can
provoke a wide range of sensations (sometimes referred to as SEM or Strong Experience
of Music) which often result in chills or goose bumps. These can be analogous to
basic everyday’s emotions (ex: happiness, anger or fear) or purely aesthetic ones (ex:
admiration of beauty, sublime or wonder). On the other hand, speech allows the delivery
of not only basic emotions, but also more complex ones involving external factors like
jealousy, pride or regret.
Figure 2.2.: Nature of emotions in speech and music
2.3. The melody of speech
In linguistics, we call prosody the ensemble of rhythm, stress, and intonation of speech.
Musical melody and speech prosody seems to be connected in some way, but it has to
be conceded that true melodies and triadic harmonies are quite infrequent in normal
speech. Why isn’t speech more melodic in general? The answer can be found in the
structure of our brain [72][40]. It is well known that speech and music processing activate
different areas in our brain (see Figure 2.3). The left hemisphere deals with the language
whereas the right hemisphere is concerned with arts and music. The control of speech
melody resides in the inter-hemispheric communication, which will be more or less opened
depending if we are more or less emotional.
Even if music-like harmonies do not frequently appear in normal speech, pitch vari-
ations in speech are always present, usually in the range of a musical 5th. Why isn’t
neutral speech flat at all? This answer resides in the other functions of intonation: apart
from emotional information, prosody serves other linguistic functions like catching the
attention of the listener or putting more or less emphasis in the sentence. It also encodes
for the nature of the utterance (whether it is a statement, a question, or a command),
irony, sarcasm or contrast.
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Figure 2.3.: Lateralization of the brain
2.4. Link in neuroscience: shared syntactic integration
Neurologists have recently shown a strong interest in the brain electrical activity during
prosodic and melodic processing [5][44][76][39]. Several experiments manipulating the F0
have revealed that both types of processing generate similar electrophysiological signals
and are therefore closely related [64][63]. Yet, we have previously seen that there exist
some neuropsychological disorders called Aphasia and Amusia that affect only one of
the two systems. There is thus an apparent contradiction between neuroimaging (same
areas activated) and neuropsychology (Aphasia and Amusia).
An explanation to this problem can be found if we consider syntactic representation
and syntactic processing separately. Although speech and music may have their own
representation systems, the syntactic processing unit may be unique. This is called the
Shared Syntactic Integration Resource Hypothesis (SSIRH). Evidences supporting this
conjecture can be found in [66][22], where comparative syntactic analysis for both music
and speech are provided (see Figure 2.4).
(a) Speech sentence (b) Musical utterance
Figure 2.4.: Analogous syntactic analysis
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Syntax in music refers to the pattern of tension and resolution in time: it is possible
to build hierarchical syntactic trees within the Tonal Pitch Space (TPS) theory. The
integration cost in syntactic analysis depends in both cases on the distance between the
related words or chords (for more details, please refer to the Dependency Locality
Theory for language and Tonal Pitch Space Theory for music).
An interesting experiment consisted in measuring the syntactic integration costs when
processing simultaneously both speech and music. The observed result was an increment
in processing time: there is indeed a super-additive processing difficulty due to compe-
tition for limited resources. Hence language and music seem to share the same syntactic
processing unit.
2.5. Link in linguistics: rhythm and melody
Another surprising speech-music relational study compares the rhythm and melody of
speech and music in the case of British English and French [69][67]. The hypothesis of
this experiment is that prosody of a culture’s native language influences rhythm and
melody of its instrumental music. In other words, French and English composers would
tend to compose melodies which resemble respectively to French or English languages.
By rhythm in speech, we refer to a systematic temporal and accentual patterning of
sound. As a general rule, language tends to be rhythmically divided into equal portions
of time. This division is called isochrony, and can be of three different types:
– stress-timed : stress uniformly distributed along time
– syllable-timed : syllables perceived as roughly taking up the same amount of time
– mora-timed : equal duration of each mora2 (or unit of sound)
Syllable-timed Stress-timed Mora-timed
French
Spanish
Finnish
Slovene
English
German
Swedish
Norwegian
Dutch
Portuguese
Russian
Japanese
Gilbertese
Luganda
Table 2.2.: Examples of syllable-, stress- and mora-timed languages
2In Japanese for example, the words To¯kyo¯ (to-o-kyo-o), O¯saka (o-o-sa-ka), or Nagasaki (na-ga-sa-ki)
all have four moras, even though they have two, three, and four syllables, respectively.
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In order to be able to compare speech with music, we will focus on the vowels
information. Speech melody shall be represented by a stylized version of the fundamental
frequency F0. The measures used for the analysis of rhythm and melody are respectively:
normalized Pairwise Variability Index (nPVI): Measure of the durational contrast be-
tween successive elements in a sequence. We should notice that this index is
distinct from measures of overall variability (such as standard deviation) in that
it is sensitive to the order of the sequence. In our case, we measure the nPVI for
vowels durations, which is in stress-timed languages higher than in syllable-time
languages, due to the greater degree of vowel reduction. Indeed, the nPVI for
English is higher than for French.
nPVI =
100
m− 1 ×
∑∣∣∣∣∣dk − dk+1dk+dk+1
2
∣∣∣∣∣ (2.1)
Melodic Interval Variability: Measure of the normalized standard deviation of pitch
intervals. This index tries to capture the spread of pitches around the mean pitch.
It evaluates whether steps between successive pitches tend to be more uniform or
variable in size.
MIV = 100× std (intervals)
mean (intervals)
(2.2)
As a final remark, the instrumental music used in this experiment was selected for all
English and French composers who were born in the 1800s and died in the 1900s3. This
era is appropriate for it is recognized as a time of strong musical nationalism.
Figure 2.5.: Musico-language study for English and French
The study concludes with the result of Figure 2.5. In the nPVI-MIV space, it can
be observed that French and English music are close to their respective languages.
Although not conclusive, this experiment supports the hypothesis that some prosody
characteristics of speech are reflected in their respective instrumental music.
3Composers where drawn from a musico-logical sourcebook for instrumental music: “A Dictionary of
Musical Themes”, Barlow and Morgenstern, 1983
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2.6. Link in statistics: musical universals
In this section, it will be shown that some musical characteristics can be explained by the
nature of our auditory system [87]. The statistical analysis of human speech structure
can actually help to understand musical universals like dissonance, chromatic scale or
commonly-used intervals. In music theory, intervals like the octave, the fifth or the
fourth possess interesting properties that make them stand out from the others.
The procedure in [87] consisted in selecting a huge amount of small 100ms blocks from
several speech sentences and compute the local FFT for each of them (see Figure 2.6).
A normalization shall then be performed in both amplitude and frequency axis. The
frequency values are normalized in respect to the frequency Fm corresponding to the
maximum amplitude Am in the block, and the amplitude axis in respect to this value
Am. Fm often corresponds to the fundamental frequency. In order to remove silent
segments, a threshold value of 0.1× Amax for the amplitude shall be used, where Amax
refers to the maximum amplitude of the whole speech sentence. Finally, an average
spectrum from all the FFTs was computed, as it can be seen in Figure 2.7.
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Figure 2.6.: Statistical analysis of the human speech structure
Surprisingly, this spectrum presents peaks at some specific frequency ratios, indepen-
dently of the language or genre of the speakers. The result of this experiment is very
impressing: these peaks correspond to specific well-known musical intervals and their dis-
tinctive location is apparently universal. The likelihood of different amplitude-frequency
combinations is thus related to musical scale structures. The following conclusions can
be drawn:
– Why does the chromatic scale usually appear in music? This division in 12 pitch
intervals corresponds to the amplitude maxima in the normalized spectrum of
speech sounds.
– Why is there usually a preferred subset of tones, namely the Diatonic or Pentatonic
scales? These tones correspond to the peaks with greatest concentrations of power.
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Figure 2.7.: Statistics of speech structure predicts musical universals
– Finally, why do some intervals sound more consonant than others? The consonance
ordering follows the ordering of peaks in the spectrum, from the highest to the
lowest ones.
2.7. Conclusion
This chapter has exposed consistent arguments backing the existence of a fundamental
link between speech and music. It seems therefore quite reasonable to turn ourselves to
music if we want to improve emotion recognition in speech.
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”Music is a moral law. It gives soul to the universe, wings to the mind, flight
to the imagination, a charm to sadness, gaiety and life to everything. It is
the essence of order and lends to all that is good and just and beautiful.” -
Plato
In this chapter, we will take a look at the perception of music [46][86][79][18]. Some
basic concepts of psychoacoustics like critical bandwidth or differential threshold shall
be firstly introduced. We will then present musical concepts like consonance, tension
or modality by looking at two-tone or three-tone phenomena. Finally, an experiment
concerning tonality perception will be exposed which supports the idea of our auditory
system being sensitive to distributional information in music.
3.1. Basics in psychoacoustics
3.1.1. Pitch perception
Pitch refers to the perceived fundamental frequency of a sound: it is a subjective
psychophysical attribute. The total number of perceptible pitch steps in the range
of human hearing is about 1400 distinct tones, whereas the total number of notes in
the musical equal-tempered scale is 120 notes. Pitch is usually approximated by the
fundamental frequency F0, although it is not exactly equivalent: it can happen, for
example, that pitch is perceived even if the fundamental frequency is missing.
Pitch can be decomposed in two parts: pitch chroma and pitch height. Pitch chroma
designates the actual note (ex: C, F, G...) whereas pitch height defines the octave in
which the note occurs (ex: C can be a C1, C2, C3...). We call pitch class a set of
all the pitches having the same chroma; that means, being a whole number of octaves
apart. These pitch classes share similar “quality” or “color”, which makes human pitch
perception naturally periodic [100][1].
Pitch perception is a very complex phenomenon that can be influenced not only by
the absolute frequency value, but also by the amplitude of the sound wave. For example,
the pitch of a sinusoid increases with intensity when the sinusoid is above 3000 Hz. If on
the other hand, the frequency of the sinusoid is below 2000 Hz, an increment in intensity
is perceived as a drop in pitch.
In order to understand pitch perception, we shall focus on the inner structure of the
ear. As it can be observed in Figure 3.1, there is a stiff structural element called basilar
membrane inside the cochlea. The basilar membrane is the base for the sensory cells of
hearing or ”Stereocilia” (approximately 30.000 cells), and hence plays a crucial role in the
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transfer of sound waves to the brain. It also fulfills the function of frequency dispersion
for incoming sound waves. Depending on the input frequencies, different regions from the
basilar membrane will resonate, activating only a small subset of sensory cells. Figure
3.1 shows that the distribution of frequencies is logarithmic rather than linear (which is
why the function log appears constantly in speech or music processing).
Figure 3.1.: Internal physiology of the ear
3.1.2. Critical bandwidth
An interesting question to ask ourselves is how our brain processes a superposition of
complex tones. There are two kinds of superposition effects, depending on where they are
processed in the listener’s auditory system. If the processing is mechanical, occurring
along the basilar membrane, we call them “first order superposition effects”. “Second
order” superposition effects are the result of neural processing and are more difficult to
analyze. In this section, we will focus on the first order effects.
Let us consider two pure tones very close to each other, with equal amplitude and
frequencies f1 and f2 = f1 +△f respectively [73]. A famous psychoacoustic experiment
consists in increasing the frequency difference △f and monitoring the perceived pitch;
the different observed stages, illustrated in Figure 3.2, are the following:
– Unison: If △f = 0, we hear one single tone f1 whose amplitude depends on the
phase difference between the two tones.
– Beating Effect: When we slightly increase the frequency f2, an unpleasant
sensation of beating will then appear. A single tone is still heard, but its frequency
is f1+f22 and its amplitude is modulated by the frequency difference △f . This
phenomenon results from an overlapping of the two activated resonance regions in
the basilar membrane.
– Roughness Effect: If the frequency difference △f is large enough, the beat
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sensation disappears, but still a quite characteristic roughness or unpleasantness
of the sound remains.
– Two-tones Area: When △f surpasses the so-called limit of frequency discrim-
ination △fD1, we suddenly distinguish two separate tones of constant loudness
corresponding to f1 and f2. Indeed, the two resonance regions on the basilar
membrane are sufficiently separated from each other. This ability of the cochlea
to distinguish a superposition of tones is called frequency discrimination.
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Figure 3.2.: Sketch of tone sensation caused by a two-tones superposition
It should be noted that the roughness and two-tone areas slightly overlap: the roughness
sensation persists a little bit (specially in the low pitch range) even if the two tones can
already be separated. Only after surpassing a yet larger frequency difference△fCB called
critical bandwidth, the roughness sensation disappears, and both pure tones sound
smooth and pleasing. Thus, the critical bandwidth corresponds to the frequency distance
above which the roughness sensation disappears2. Our ear can be modeled as a filter
bank logarithmically spaced. Critical Bandwidth would then refer to the bandwidth of
each of those auditory filters. A critical band can also be understood as an information
collection and integration unit on the basilar membrane, corresponding to a constant
number of 1300 receptor cells.
1The limit of frequency discrimination should not to be confused with the Just Noticeable Threshold,
which will be introduced in Section 5.4.1.
2This transition from“roughness”to“smoothness” is in reality more gradual: the critical band represents
an approximate frequency separation.
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3.1.3. Psychoacoustic scales
In order to study pitch perception, an appropriate scale should be selected according to
the physiology of the ear [59]. Here is a list of the available scales:
Hertz Scale linear scale, close to physics. It is not appropriate for a perceptive analysis.
Bark Scale linear under 500 Hz, based on the concept of critical bandwidth. The Bark
scale arises from covering the whole rank of frequencies with successive critical
bands without overlapping. The Bark number from 1 to 24 corresponds to the 24
critical band of hearing. The formula to transform from Hertz to Barks is:
fBarks = 13 · arctan
(
7.6 · 10−4 × fHz
)
+ 3.5 · arctan
(
(fHz/7500)
2
)
(3.1)
Equivalent Rectangular Bandwidth ERB between linear and logarithmic; this scale is
similar to the Bark scale in the sense that it gives an approximation to the
bandwidths of the filters in human hearing, but using the convenient simplification
of modeling the filters as rectangular band-pass filters (unrealistic representation).
The fundamental conversion transformation between ERB and Hertz is:
fERB = 11.17268× log
(
1 +
46.06538 · fkHz
fkHz + 14678.49
)
(3.2)
Mel Scale linear under 500 Hz, experimentally computed. This scale is commonly used
for speech processing. It is a perceptual scale of pitches judged by listeners to
be equal in distance from one another. Above about 500 Hz, larger and larger
intervals are judged by listeners to produce equal pitch increments. The name
“Mel” comes from the word melody to indicate its grounds on pitch comparisons.
fMel = 2595× log10
(
fHz
700
+ 1
)
(3.3)
Semitone Scale logarithmic, based on music. This scale has been proved to be the most
accurate to represent perceived pitch [59], and it will therefore be the chosen one
for our experiments. The formula to transform the physical signal from Hertz to
Semitone scale is the following:
fST = 69 + 12× log2
(
fHz
440
)
(3.4)
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Figure 3.3.: Different psychoacoustic scales
3.2. Tonal consonance and critical bandwidth
”An unstable tone combination is a dissonance; its tension demands an on-
ward motion to a stable chord. Thus dissonant chords are ’active’; tradi-
tionally they have been considered harsh and have expressed pain, grief, and
conflict.” - Roger Kamien, professor of musicology
Consonance in music refers to a sound resulting from an interval or chord that is pleasant,
stable or resolved. Dissonance on the other hand is considered to be unstable, temporary
or transitional (often associated to an unpleasantness when remaining in that chord).
Pythagoras already noticed that intervals with ratios of 1:1, 1:2, 2:3 and 3:4 were more
consonant than intervals with higher ratios. Imperfect consonances like 4:5, 3:5 or 5:8
appeared a little bit later, in the Middle Ages.
How can the relationship between consonance and frequency ratios be explained?
According to the“Summation of interval effects”theory, consonance is actually due to the
absence of rapid beats between harmonics of the component tones. Beats and roughness
appear for small frequency differences between two tones, which is why consonance is
strongly related to the concept of critical bandwidth, defined previously in Section 3.1.2.
26
3. Emotional Expression through Music
The idea that consonance depends on the number of coinciding harmonics is well-
known; yet, recent studies have proved that frequency distance is more important than
frequency ratio in order to understand consonance. Let us consider two pure sinusoid
tones (no harmonics are involved yet). Dissonance will appear if these two tones are
close enough, inside the critical bandwidth. Figure 3.4 plots the interval consonance
between two pure tones versus the relative distance expressed in percentage of the critical
bandwidth. Maximal tonal dissonance is produced by interval distances at 25% of the
critical bandwidth, whereas maximal consonance is reached for interval widths above
100% of the critical bandwidth. The fact that distances are expressed in percentage of
the critical bandwidth makes the consonance degree nearly independent of the absolute
frequency value.
Figure 3.4.: Dissonance versus critical bandwidth between two pure tones
For complex tones, we have additionally several partials or harmonics for each tone.
In order to compute the dissonance, we should apply the idea of Figure 3.4 to each pair
of harmonics. The total dissonance will therefore be the sum of individual dissonances
for each pair of adjacent partials, resulting in the representation of Figure 3.5.
It can be observed that frequency distances corresponding to simple frequency ratios
obtain high consonance ratings. The simpler the frequency ratio is, the sharper the
peak is (the width of the peaks explains the tolerance of our ear to impure intervals).
Moreover, the usual ranking order of consonant intervals agrees quite well with the
relative heights of the peaks. To sum up, the relationship between consonance and small
frequency ratios can be explained by the actual distance between harmonics. Every
time that the frequency difference between two partials is under the critical bandwidth,
unpleasant beatings appear and a dissonance factor will then be added.
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Figure 3.5.: Dissonance versus distance in frequency between two complex tones
3.3. Triad perception theory
In music, harmony is usually studied in terms of three-tone chords called triads. Figure
3.6 illustrates the four most important triads. It is well-known that each three-tone
chord has different attributes and degree of consonance. If we order the triads from
the most to the less consonant one, the obtained sequence is: major, minor, diminished
and augmented3. Moreover, major and minor chords have always been associated with
an affective valence, either positive or negative: these chords are at the basis for the
diatonic and pentatonic musical scales worldwide [83].
In the previous section, dissonance has been explained as the result of individual
dissonances among tones and their upper harmonics. Yet, the perceptual ordering
of the triads or the fact that some chords have a positive or negative connotation
cannot be explained solely with an interval-based model. In [10], Cook and Fujisawa
introduce a new model accounting for three-note effects. According to this new theory
[9][12][10], triads can be classified based on the concepts of tension and consonance.
Consonance has been defined in Section 3.2, and Tension refers to the perceived need
for relaxation or release created by a listener’s expectations. Figure 3.7 presents a
classification of the triads into three distinct categories: sonorous chords (containing
unequal, consonant intervals), tense chords (containing “intervallic equidistance”) and
dissonant chords (containing one or more dissonant intervals).
Now, let us compare the size of the upper and inferior intervals. Tension appears
whenever these two intervals have an equivalent size, and it can only be resolved if we
3Inversion of triads can change their perception.
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Figure 3.6.: Types of triads
change one of the intervals in order to have unequal sizes. Intuitively speaking, the
middle tone seems to be “trapped in the middle” whenever the triad is equally spaced.
The stability of the chords is hence influenced by both two-tone effects (consonance
versus dissonance) and three-tone effects (sonority versus tension).
In the following, let us consider three tones with frequencies f1, f2 and f3.The insta-
bility I of any three-tone chord can be expressed as
I = D + δ · T (3.5)
where D stands for the overall dissonance, T refers to the overall tension between the
three notes and δ is a constant term experimentally deduced. The overall dissonance D
will be expressed as the summatory of individual dissonance terms d between harmonics,
like this:
D =
n−1∑
i=0
n−1∑
j=0
d (xij , vij) (3.6)
where xij = log (fj/fi) refers to the interval of frequency between harmonics i and j, and
vij is the product of the relative amplitudes of the two tones. The individual dissonance
can be modeled with the following equation, according to the experimental graph of
Figure 3.4 on page 27:
dissonance d = v · β3 ⌊exp (−β1xγ)− exp (−β2xγ)⌋ (3.7)
where x = log (f2/f1), v refers again to the product of the relative amplitudes of the two
tones and γ, β1, β2 and β3 are experimentally deduced parameters.
As far as the overall tension T is concerned, it also corresponds to a summatory of
individual tension factors between harmonics of the three tones, like this:
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Figure 3.7.: Classification of triad chords based on tension and consonance
T =
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
t (xij , yjk, vijk) (3.8)
The individual tension t between three pure tones can be modeled as:
tension t = v · exp
[
−
(
y − x
α
)2]
(3.9)
where x = log (f2/f1) and y = log (f3/f2). v is the product of the relative amplitudes of
the three partials. The parameter α is experimentally derived.
Last but no least, an empirical model to explain the valence of major and minor
chords will be exposed. Indeed, major and minor chords represent the only two possible
resolutions of chordal tension: the pitch of the middle tone can either go up or down.
Here again, the overall modality will be the sum of individual modality factors between
the harmonics, and it can be given as:
M =
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
m (xij , yjk, vijk) (3.10)
modality m = −v ·
[
2 (y − x)
ε
]
exp
{
−
[
− (y − x)4
4
]}
(3.11)
where v again accounts for the relative contribution of the three partials, x and y are the
lower and upper intervals, respectively, and the parameter ǫ is set so that the modality
value will be +1 for the major chord and -1 for the minor chord.
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Figure 3.8 presents a schematic modelization of the concepts Tension and Modality. In
both sketchs, the abscissas correspond to the frequency difference △f = intervalupper −
intervalinferior in semitones between the upper and inferior intervals of a triad. The
tension of the three-tone chord will be maximum for equally spaced intervals (△f = 0);
it then decreases for an increasing △f : depending on with interval will be bigger, we
go toward the major or minor modes. In the case of modality, the curve behavior is
circularly symmetric: when △f = −1, the inferior interval is 1 semitone bigger and we
obtain a major chord. If however △f = 1, the upper interval is the biggest and we are
dealing with a minor chord.
(a) Tension model (b) Modality model
Figure 3.8.: Tension and modality as a three-tone perception
3.4. Perception of hierarchical structure of music
In music, we call Tonality (or musical key) a hierarchical ordering of the pitches of the
chromatic scale such that these notes are perceived in relation to one central and stable
pitch called the tonic. This feeling of hierarchical ordering is essential for the transmitted
musical message: the same sequence of notes can actually induce completely different
sensations depending on the tonality used [8][92].
Given a certain tonality, it is generally acknowledged that some notes are more repre-
sentative than others. This order of importance can be represented as a distributional
function called Standardized Key Profile (SKP). Figure 3.9 shows an example for the
musical key major C. Stable pitches are generally played most frequently and have greater
tonal duration. Apparently, listeners are sensitive to distributional information in music,
which allows algorithms for tonality identification to be based on SKP-matching. In [91],
the properties underlying our sensitivity to distributional information were investigated.
The final observations of this study were the following:
– Organization and Differentiation: Tonality perception is indeed affected
by the pitch hierarchical structure, but there is also a minimum differentiation
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Figure 3.9.: Standardized Key Profile for C dur
required. If we multiply the SKP by an attenuation factor, the distributional
function might be too flat to be perceived as a distinct tonality.
– The hierarchical organization of pitches is build on the basis of note duration
(rather than frequency of occurrence). The selective attention to an element is
proportional to its duration.
– Multiple hierarchic levels are required for an adequate tonal perception (if
we differentiate only the tonic from the non-tonic pitches, the tonality sensation is
not fully created).
– Random orderings of notes can invoke the same tonality in listeners, under the
condition that they follow the appropriate tonal distribution.
Finally, the fact that tonality perception is related to distributional information in music
may reflect a very general principle of our auditory system. Not only it is important to
have a minimum level of tonal magnitude, it is also required to have multiple hierarchic
levels of pitch organization.
3.5. Conclusion
We were wondering in a first place how music is able to induce emotions at all. The
answer of philosophers like Stephen Davies or Jerrold Levinson lies in the concept of
appearance emotionalism: some musical features are indeed similar to characteristics of
human affects (for example, a sad person will probably move more slowly than usual;
similarly, music that induces a sad feeling tends to have a slower beat).
But is it possible to identify certain acoustical characteristics associated to particular
emotional states? Generally speaking, there is no such universal reaction patterns
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to music: each individual becomes influenced by his own memory, personality and
environment). There are nevertheless some acoustic properties of musical signals that
can define uniquely basic emotions, transcending individuality and acculturation. Such
acoustic properties (or at least a subset of them) have been exposed in this chapter, and
they partially explain how musical emotions are induced:
1. Consonance and Dissonance (Interval Consonance Theory in Section 3.1.2).
2. Tension and Modality (Triad Perception Theory in Section 3.3)
Consonance, dissonance, tension and modality have a strong link to the valence
dimension in the three-dimensional emotional space (see Figure 1.3).
3. sensitivity to distributional information constitute an important property
of our auditory system. It conditions our perception of the exposed musical
concepts (Section 3.4).
Other interesting theories concerning emotional expression are based on unexpected
harmonic changes. Emotions would result from the violation of musical expectations of
the listener. Interesting models of tension accumulation across musical sentences and
musical syntax can be found in [47].
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Signals
“The essential difference between emotion and reason is that emotion leads
to action while reason leads to conclusions.” - Donald Calne, neurologist
In this section, the problem of emotion recognition from speech signals will finally be
approached [15][97]. General concepts about speech will first of all be introduced; we will
then describe the general problem of pattern recognition from which emotion recognition
is a concrete example. The most common features (called basic feature set) will then
be presented. This section concludes with a theoretical overview of methods for feature
evaluation.
4.1. Human speech characteristics
Source-filter model Speech production has often been modeled as a linear convolution
between source and filter (see Figure 4.1). Speech signals result from air pressure
variations produced by the vocal system. The lungs provide the power (air) to the
system, and the vocal folds located in the larynx generate the principal sound of speech,
with fundamental frequency F0. The filtering step is finally performed by the vocal
tract, which attenuates or enhances certain frequencies through resonance effects. The
final spectrum of a speech signal can hence be treated as the product of an excitation
spectrum and a vocal tract spectrum.
Figure 4.1.: Source-filter model
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Formant versus harmonic We call formant a concentration of acoustic energy around
a particular frequency in the speech wave. Formants and harmonics should not be
confused: whereas harmonics are component frequencies of the signal that are integer
multiples of the fundamental frequency F0, formants appear from modulations of the
vocal tract. During vowel sounds, most of the energy is concentrated in the first three
or four formants. These concepts have been illustrated in Figure 4.2.
Harmonics FormantsF0
0 0 0f (Hz)f (Hz) f (Hz)
Source Filter Speech Signal
Complex
Spectrum
Figure 4.2.: Illustration of formants
Voiced versus unvoiced speech In a speech utterance, we have spoken and silent parts.
Among the spoken segments, these can be either voiced or unvoiced. Voiced speech tends
to have a strong periodicity, and it roughly corresponds to vowels. It is caused by periodic
pulses of air generated by the vibrating vocal folds. About two-thirds of speech is voiced
and it constitutes the most important part for intelligibility. On the other hand unvoiced
speech refers to a noisy and non-periodic signal caused by air passing through a narrow
constriction of the vocal tract as when consonants are spoken.
Voiced Unvoiced
ZCR low high
Energy high low
Energy
Concentration
< 1kHz > 1 kHz
Wave Shape periodic noisy
Autocorrelation high low
Nature of
Phoneme
vowel consonant
Table 4.1.: Principal characteristics of voiced/unvoiced segments
Table 4.1 presents a comparison between voiced and unvoiced characteristics. ZCR
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refers to Zero Crossing Rate and will be defined in Section 4.4. It can be seen that
ZCR is low for voiced segments and high for unvoiced ones, whereas energy is high for
voiced blocks and low for unvoiced ones. It is also interesting to note that energy for
voiced parts concentrates in the frequencies below 1kHz, while energy for unvoiced parts
concentrates in the higher bands of the spectrum [30][36].
4.2. Pattern recognition
Pattern recognition is a field in statistics whose aim is to recognize sub-patterns within
a big amount of data. It entails extracting the most relevant information associated
to those patterns, which allows the classification of new data. According to the type
of learning procedure, pattern recognition problems can be classified in four different
families, namely supervised, reinforced, semi-supervised and unsupervised learning.
In supervised learning, we work with labeled training data, which is very desirable.
Unsupervised learning on the other hand assumes no a priori information about the
classes: the objective is to find inherent patterns or clusters which would help for
classification of new data. Since labeling data is a very expensive task, semi-supervised
learning arises as a combination of both. The training data is hence partially labeled
(typically a small set of labeled data together with a large amount of unlabeled data).
Finally, reinforced learning is concerned with how an agent ought to take actions in
an environment so as to maximize some notion of cumulative reward. In this case a
small feedback instead of correct input/output pairs is presented. In this thesis, we
will be restricted to situations of supervised learning, with audio files labeled with
emotional classes. Figure 4.3 shows the needed steps to solve a general supervised
pattern recognition problem.
Figure 4.3.: Architecture for pattern recognition
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Split Train/Test If we want our system to be speaker independent, a one-speaker-out
evaluation shall be performed. That means that the splitting has to be done
for each user, taking all the others for training and the selected one for testing.
A second possibility is to conduct an m-fold cross-validation, which consists in
splitting randomly the data in m sets and running the experiment for each set,
in order to get statistically stable results. In this case, the system is speaker-
dependent.
Feature Generation This step is a data mining procedure to reduce the amount of data
and to find the most meaningful information. This is the main focus of the thesis.
A detailed description of the extracted features will be given in the next section.
Feature Selection Among the complete set of features, it is imperatively required to
make a selection of the best ones, otherwise overfitting will appear. In our case,
the Sequential Floating Forward Selection (SFFS) algorithm will be used. It is
an iterative method which tries to find a subset of features close to the optimal
one. At each iteration, a new feature is added to the previous subset (forward
step). Afterwards, the least significant features are removed as long as we obtain
better recognition rate than in previous subsets with the same number of features
(backward step).
Classification Using the selected features, the classifier predicts the best emotional label
for each sample. So far, there exist two general tendencies: either we generate a big
amount of features and apply a complex classifier like Support Vector Machines,
or we use a moderate number of meaningful features together with a rather simple
classifier like Bayesian-Gaussian Mixture Model.
In our case, we have decided to use plain and hierarchical Bayes classifiers. The
hierarchical classifier consists of 5 binary Bayes classifiers that distinguish between
the three dimensions (activation, potency and valence) individually. The configu-
ration that has been chosen is represented in Figure 4.4.
Evaluation In order to evaluate the performance of our system, we will compute the
error rate, weighted error rate and confusion matrix, comparing the predicted and
actual emotion class labels.
Error Rate It simply consists in counting how many labels were wrongly assigned.
Its opposite is called Accuracy or Recognition Rate. When a data set is
unbalanced (that is, the number of samples vary greatly between classes)
the error rate of a classifier is not representative of the true performance of
the classifier. For this, we use other measures like weighted error rate or
confusion matrix.
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Figure 4.4.: Hierarchical Bayes classifier
Weighted Error Rate It takes into account how many errors there are, but this
time errors for each class are weighted according to the size of each class. If
for example we have a classifier which would always predict the same biggest
category, all the samples of that category will be counted as a hit, but the
classifier is clearly undesirable. This measure penalizes such classifiers.
Confusion Matrix This is the most detailed measure. It captures the local errors
by representing the predicted classes in rows and the actual classes in columns.
As a remark, an additional block called Feature Transformation1 has been omitted in the
scheme since it was absent in our experiments. The objective of this block is to transform
the features in order to get a better catch of their essence (detect cross-correlation or
redundant information). This block constitutes an interesting path for future research
(see Section 7.2.2).
4.3. Feature generation
Feature generation is a three-step process: the first step is a pre-processing stage in which
the speech utterance has to be normalized and eventually noise-filtered or smoothed. The
second and third step correspond to the extraction of local and global features, as can be
seen in Figure 4.5. Features can indeed be different in nature, depending on whether they
capture local or global information. A speech utterance is typically segmented into small
blocks in which local computations are performed (ex: energy, pitch of the window).
Global features refer to all the computations performed with local features; they use
information from the whole utterance, whereas local features are calculated for each block
independently2. The easiest ones are statistical overall values such as mean, maximum,
1This block is analog to the Feature Selection block. It could be performed before, after or instead of
this one.
2In our implementation, we have one value of the local feature per block.
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Figure 4.5.: Procedure for feature extraction
minimum, median, variance, range or interquartile range. More complex features include
some in-between operations like the following:
– curve simplification in linear segments like slopes or constant levels (ex: stylization
process of the pitch, macroscopic variations of the energy, etc...)
– combination of multiple local features (for example, mean energy of the voiced
segments)
– histogram derivation (for musical features)
4.4. Traditional features
In the following, a detailed description of the most common features in the field of
speech emotion recognition will be provided [3][15][84][74][27]. The features concerning
duration, energy and pitch are directly correlated with tempo, loudness and intonation
respectively.
Duration: These features provide temporal properties about voiced and unvoiced seg-
ments. They operate directly on the temporal signal (ex: mean duration of the
voiced segments).
Mel-Frequency Cepstrum Coefficients (MFCCs): These coefficients result from a trans-
formation to a cepstrum space, in order to capture information of the time-varying
spectral envelope. A cepstrum can be obtained by applying a Fourier Transform
on the log (f) plot, in order to separate in the frequency domain the slowly varying
spectral envelope from the more rapidly varying spectral fine structure (separation
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of the source and filter spectrum). We are interested in the filter spectrum which
varies more slowly and carries valuable prosodic information.
power Cepstrum =
∣∣∣FT {log (|FT {x (n)}|2)}∣∣∣2 (4.1)
Energy: The energy of a signal x in a certain window of N samples is given by:
En =
N∑
n=1
x (n) · x⋆ (n) (4.2)
Zero Crossing Rate (ZCR): The Zero Crossing Rate counts how many times the speech
signal changes its sign:
ZCR =
1
2
·
N∑
n=1
|sgn (xn)− sgn (xn+1)| (4.3)
Pitch: The pitch or fundamental frequency F0 along time can be estimated in multiple
ways. In our case, we have used two different algorithms based on the short-
time autocorrelation, one very immediate but not very exact and another more
accurate but also more complex (Robust Algorithm for Pitch Tracking), which will
be explained in Section 4.5.
Formants: These features capture spectral information about the position and shape
of the formants. It has traditionally been used for Automatic Speech Recognition
(ASR), but it also brings emotional information related to articulation. Algorithms
for pitch and formant tracking are very similar.
Voice Quality Parameters: Not so classical, these features are closely related to phona-
tion and are based on an acoustical model of the vocal folds. They are calculated
by first inverse-filtering the speech signal. The influence of the vocal tract is hence
compensated to a certain extent and an estimate of the vocal folds vibration
is obtained. Afterwards, several spectral gradients of the glottal signal in the
frequency domain can be calculated.
All these traditional acoustic parameters still present some difficulties to distinguish
happiness from anger or sadness from boredom. Our aim therefore will be to improve
results by focusing on the melody and harmony of speech (see Chapter 5). This approach
is possible under the assumption that our brain integrates temporally what we hear in
a short period of time of at least 3 or 4 seconds. It is thus possible to analyze pitch
intervals or triads as if they occurred simultaneously, even though speech is by nature
sequential.
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4.5. Pitch estimation algorithm
“Although emotion can be expressed at all levels, from the semantic to the
prosodic, the most immediate expression of emotion in speech is through
pitch movement” - Levelt, researcher in Psycholinguistics
Pitch plays an essential role in the transmission of vocal emotions [61][62][70][6]. Any
algorithm for pitch estimation can be decomposed in two principal steps: the first
one finds potential F0 candidates for each window and the second one selects the
best candidates and eventually refines the estimation [31][7]. Most pitch estimation
algorithms can be grouped in three categories, as listed in Table 4.2 on page 45.
All these algorithms can moreover be improved in two different ways. The first one
consists in adding a modelization of the auditory system. An example is the use of
a different spectral transform instead of a basic Fourier transform, which would be
more faithful to the perceptual response. A second improvement is to apply tracking,
that is, taking into account the surrounding values for F0 at each moment. Indeed F0
varies continuously and slowly, and therefore actual values should be close enough to
immediately preceding or following ones (ex: a Hidden Markov Model can be built).
Robust Algorithm for Pitch Tracking (RAPT)
This algorithm is based on the computation of the autocorrelation. Algorithm 4.1 and
Figure 4.6 give respectively a description and graphical representation of the process. A
detailed description of the algorithm can be found in [43].
Figure 4.6.: Implementation of the RAPT Algorithm
The first stage computes the Normalized Cross-Correlation Function (NCCF ) for each
block in order to find possible candidate estimates for F0. The NCCF is given by
NCCFi,k =
∑m+N−1
n=m x (n)x (n+ k)√
emem+k
(4.4)
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em =
m+N−1∑
n=m
x (n)2 (4.5)
where x (n) is the windowed signal, m refers to the index of the frame i and k is the
lag for the autocorrelation. Normalizing the cross-correlation compensates for possible
energy differences along the whole signal.
The second step applies dynamic programming between all frames in order to choose
the best path for F0. The best candidates for each frame are selected based on a
combination of punctual and contextual information. Local and transition costs are
calculated according to psychoacoustic properties of our ear. The path with minimum
cost will be chosen at the end.
Algorithm 4.1 Robust Algorithm for Pitch Tracking (RAPT)
1. NCCF to generate candidate F0 estimates
a) Provide two versions of the speech signal; one at the original rate, another at
a significantly reduced rate.
b) Compute the NCCF per block on the low-sample rate signal version. Record
the location of local maxima.
c) Compute the NCCF per block on the high-sample rate version only in the
vicinity of the maxima. Search again for refined maxima (improvement of
peak location and amplitude estimates).
=⇒ Each maximum from the high-resolution NCCF generates a candidate F0 for
that block. Also the hypothesis of unvoiced frame is always considered.
2. Dynamic programming to select the best candidates across all frames
a) For each block i, calculate iteratively the total local cost as Cij1 = C(i−1)j2 +
transitionCostj1j2 , where j1 and j2 refer to F0 candidates. Proceed until
having the total cost of each path.
b) Choose the path that minimizes the total cost and take its nodes as final pitch
estimation.
4.6. Methods for feature evaluation
In order to evaluate how good our generated features are, we have two possible strategies:
feature ranking or feature dimensionality reduction. Feature ranking consists in assigning
values to our features that weigh up their relevance for our particular problem. We can
then give the K-top features (the ones with highest scores) to our classifier.
On the other hand, feature dimensionality reduction consists in reducing the feature
vector x ∈ RN to a new feature vector x˜ ∈ RK with K < N under some optimization
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criteria. In our simulations we have chosen this strategy (usage of the Sequential Floating
Forward Selection SFFS algorithm), which gives the best classification results in despite
of an increase in computational cost. Here we present two examples of feature ranking
techniques and compare them with the SFFS.
Univariate feature ranking
By univariate, we mean that we will consider each feature individually. One of the most
famous examples is the Fisher coefficient. In this case, each class is represented by its
centroid cj . The Fisher coefficient can then be written as
fisher =
between class scattering
within class scattering
(4.6)
=
∑c
j=1
∑
xi∈wj
(xi − cj)2∑c
j=1Nj (cj − c)2
(4.7)
where
c =
1
N
N∑
n=1
xi (4.8)
If the Fisher coefficient is large, it means that we will have a good separation of classes:
the feature is a good one. If however this coefficient is small, the classes are not properly
separated and the feature alone is not very informative. The problem of this coefficient
is that each class is represented by a single centroid: if a class is multimodal (more than
a single cluster), a single centroid is not representative.
Multivariate feature ranking
Univariate feature ranking methods present the important disadvantage of redundancy
between features. Since we are considering each feature individually, we might get high
scores but not necessary new information. We should instead take features that com-
plement each other: features that are individually poor may show a good performance
together.
Hence, multivariate feature ranking methods consider the relationship between differ-
ent features, removing redundancy between classes. An example would be the ReliefF
algorithm: it selects data points randomly and calculates the nearest hit and nearest
miss values depending on their neighborhood. A detailed description can be found in
[90].
Comparison of methods
Figure 4.7 compares the performance of the different exposed methods for both the
basic and full (basic and musical) sets of features. Fisher coefficient (F score in the
plot) is the worst measure: this was expected, since we are considering each feature
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individually, thus removing possible inter-feature information and keeping possible inter-
feature redundancy.
It is interesting to notice that in the case of feature ranking, the basic set of features
gives better results than the full one: the musical features seem to have redundant
information in respect to the basic ones. The results of the SFFS algorithm are the most
accurate. This is why we always use the SFFS method in our simulations.
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Figure 4.7.: Comparison of feature evaluation methods
4.7. Conclusion
In this chapter, we have presented the problem of emotion recognition from speech
signals. The general pattern recognition approach and the feature generation step
have been explained. We have then described the traditionally used features, our pitch
extraction algorithm and finally a short review of methods for feature evaluation. The
next chapter will present the core of this thesis, namely the musical features.
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Time-Domain Methods
– Time-Event Rate Detection: Detect events like ZCR, peak rate, slope
rate. Easy to understand, simple but limited accuracy.
– Autocorrelation: RAPT, YIN Algorithms.
– Phase Space: Plot the signal in phase space and observe its frequency.
Periodic signals draw closed cycles in phase space, and F0 is related to the
speed of such cycles. The problem appears when the cycle has re-tracing
or crossing parts.
Frequency-Domain Methods
– Component Frequency Ratios: For each pair of partials, find the smallest
“harmonic numbers”; robust method, it works also with missing F0,
missing partials or inharmonic partials.
– Filter-based Methods: Filter the signal, either with an optimum Comb
Filter or a tunable IIR Filter; robust but computationally expensive.
– Cepstrum Analysis: Compute the cepstrum of the signal. Under the
assumption that the signal has regularly-spaced frequency partials, good
for speech processing.
– Muti-resolution Methods: Apply different time window sizes to calculate
the spectrum. Discrete Wavelet Transform is particularly fast.
Multi-Resolution Methods
– Neural Networks
– Maximum Likelihood Estimators
These methods model the human auditory system. The disadvantage is their
black-box behavior; there are no clear explanations.
Table 4.2.: Pitch estimation algorithms
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“Music expresses feeling and thought, without language; it was below and
before speech, and it is above and beyond all words.” - R. Ingersoll, orator
This chapter describes the musical features implemented in this thesis, as well as possible
ideas and hypotheses for future research paths. The first part introduces tonal distri-
bution features which are based on the histogram of the circular pitch autocorrelation
[53], illustrated in Figure 5.1. In this case, a previous normalization of the pitch is
performed by subtracting the mean pitch of the signal, as well as a conversion from
Hertz to Semitone scale. Secondly, several features used for music emotion recognition
have been implemented for speech signals, namely intensity, timbre and rhythm features.
Finally, we have generated new features based on perception theory. These features will
be generated from a new perceptual pitch signal, resulting from the stylization of the
physical F0 signal.
Figure 5.1.: Extraction of tonal distribution features
5.1. Interval features
According to [101], let s be the realization of the random variable pitch, and p (s) its
probability density function (PDF)1. The distribution r (s) of pitch intervals within an
utterance is given by the second-order autocorrelation of the pitch distribution p (s). It
can be expressed as:
1In our case, p (s) will be approximated with the histogram of all the pitch values.
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r (s) =
∫ ∞
−∞
p (s+ λ) p (λ) dλ (5.1)
The following properties of r (s) hold:
– r (s) is a probability density function, and therefore
∫∞
−∞
r (s) ds = 1.
– If the PDF of the pitch is discrete, that is p (s) =
∑
i Piδ (s− si), then
r (s) =
(∑
i
P 2i
)
δ (s) +
∑
i 6=j
PiPj [δ (s− sij) + δ (s− sji)] (5.2)
with sij = si − sj . The first term is the correlation of each pitch with itself and
is not relevant for a harmony study, The remaining mixture terms reflect pitch
distances of size (si − sj) or (sj − si).
According to music theory, modifications of pitch frequencies by powers of 2 (octaves)
do not affect the perception of pitch intervals (see definition of pitch chroma in Sec-
tion 3.1.1). We will therefore introduce a circular pitch on the semitone scale:
so = modL (s) (5.3)
That means that the new variable so will be in the range [0, L) covering a complete
octave. This formula is used to map all octaves into a single one. In the literature, similar
concepts like pitch class profiles or chroma vectors can be found for chord estimation.
The difference between these studies and the one performed herein is that they can use
directly the short-time spectrum of music signals (harmony in music is vertical) whereas
in this case we estimate the pitch, calculate its histogram for the whole sentence and
compute its auto-correlation.
The probability density function of so can be expressed as
po (s) =
{ ∑∞
k=−∞ p (s+ kL) 0 ≤ s < L
0 otherwise
(5.4)
Afterwards, let us compute the autocorrelation of the circular pitch density function
p (so) like this
ro (s) =
∫ L
0
po (modL (s+ λ)) po (λ) dλ (5.5)
This distribution can be interpreted as the probability density function of the interval
distribution within an octave; in other words, ro (s) is the PDF of the circular pitch
distance Io = mod (s1 − s2). Other interesting properties of ro (s) are the following:
– ro (s) =
∑∞
k=−∞ r (s+ kL)
– ro (s) = ro (L− s) This symmetry property explains why two complementary
intervals in music with a sum equal to one octave (for example, the perfect 4th
and perfect 5th) causes the same consonant or dissonant effect.
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In addition to the PDF ro (s), it is possible to calculate the total intervallic dissonance
of the distribution. Let d (s) be a suitable dissonance function for the logarithmic pitch
distance s or equivalently the frequency ratio 2s/L. The more dissonant an interval sk
is, the higher the value of d (sk) is. Now, let us define the mean dissonance DIS:
DIS =
∫ L
0
d (s) ro (s) ds (5.6)
This parameter DIS corresponds to the expectation of the random variable d (Io) where
Io = modL (s1 − s2) is the circular pitch distance with PDF ro (s). In our case, the dis-
sonance function d (s) will be based on frequency ratios2, corresponding to the geometric
mean
√
N (s)D (s) where N (s) /D (s) is the rational approximation of the frequency
ratio 22/L with a tolerance value of 0.02 (see Figure 5.2).
m2 M2 m3 M3 P4 4+/5° P5 m6 M6 m7 M7
0
10
20
30
40
50
60
70
D
is
so
na
nc
e
Intervals
Figure 5.2.: Interval dissonance calculated as the geometric mean
The total number of interval features is 31 from which 30 correspond to the histogram
values approximating the distribution ro (s), the last one being the mean dissonance
DIS.
5.2. Autocorrelation triad features
In contrast to intervals, the perception of three-note chords like major, minor, dimin-
ished and augmented is not completely understood yet. Nevertheless, the concept of
autocorrelation of pitch PDF can easily be extended to triads. The third-order circular
autocorrelation of po (s) is given by
2Each musical interval can be represented by a ratio of two integers N/D. For example a fourth
corresponds to 3/4 or a fifth to 2/3.
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ro (s1, s2) =
∫ L
0
po (modL (s1 + λ)) po (modL (s2 + λ)) po (λ) dλ (5.7)
Figure 5.3 shows the triad distribution for a particular speech utterance.
Figure 5.3.: Example of the third-order autocorrelation of the circular pitch
There are three different possibilities to generate features from this plot:
1. Give all the values of the distribution to the classifier directly.
2. Look for maxima in the plot and give their position and intensity values as features.
3. Take specific significant points of the plot. For example, points corresponding to
important triads like major, minor, diminished or augmented.
The first option would produce a big amount of features, which would entail an important
computational cost in the feature selection step. The second option is also very expensive
computationally speaking in order to find the maxima, but it is definitely a good future
path. In our case, we have opted for the last option: this solution is not optimal in the
sense that we might be discarding important information, but it is simple and fast, and
correspond to special musical triads. In our implementation, we generated the points
corresponding to the four most famous triads: major, minor, diminished and augmented.
5.3. Gaussian triad features
In the previous section, we have obtained the complete distribution of triads, taking
into account all the pitch information. Another possibility would be to consider only
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the most important pitch values to calculate the triad distribution. The idea here is to
extract the principal musical components or essential harmonic structure, discarding all
the small pitch values as noise [13].
We are going to apply the psychophysical model of triad perception explained in
Section 3.3 to the analysis of speech intonation. First of all dominant pitches have to
be selected. Given a certain interval distribution, we try to fit the minimum number
of gaussian distributions that would give the best approximation. Figure 5.4 shows an
example of gaussian fitting for the histogram of a certain pitch contour.
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Figure 5.4.: Extraction of dominant pitches for a happy utterance
The problem of finding“clusters” or gaussian mixtures corresponds to an unsupervised
learning problem which can be solved with an expectation-maximization EM algorithm
and the minimum description length MDL order estimation criterion. The number of
clusters can be directly derived from the data with the help of the Akaike information
criterion AIC [4]. This criterion measures the fit goodness of a statistical model. It takes
into account accuracy and simplicity of the model, having a penalty term for complex
models. The AIC can be expressed as
AIC = 2k − 2 ln (L) (5.8)
where k is the number of parameters in the statistical model, and L refers to the
maximized value of the likelihood function for the estimated model. The preferred
model will be the one with minimum AIC value. Once the principal pitch values have
been found, musical attributes like dissonance, tension and modality of the chord can be
calculated with the formulae presented in Section 3.3.
Additionally, features involving the parameters of the Gaussian fit directly can be
generated. Following [24], the gaussian with the highest amplitude aton will be considered
the tonic mode (tone at the bottom of the triad) at position kton and standard deviation
σton. The minimum and median mixtures have amplitudes amin and amed, means at
kmin and kmed and standard deviations σmin and σmed respectively.
50
5. Musical Features
The following features can be defined:
π = aton (5.9)
πmin =
amin
aton
(5.10)
πmed =
amed
aton
(5.11)
smin =
log σmin
log σton
(5.12)
smed =
log σmed
log σton
(5.13)
FR1 =
kmed
kton
(5.14)
FR2 =
kmin
kmed
(5.15)
The values πmin and πmed account for the strength of the weakest and median tones
with respect to the tonic mode. smin and smed measure how concentrated or spread each
constituent of the chord is in respect to the tonic mode. Finally, FR1 and FR2 account
for the intervals in terms of ratios. These features represent the trimodal structure of
an F0 signal.
For both interval and triad features, temporal information is lost. The variation of
pitch along time is not being taken into account, only the cumulative histograms are
considered. In the following section, we will try to create other features based on a
perceptual model of intonation [35][56].
5.4. Perceptual model of intonation
According to what was said in Section 2.3 on page 16, pitch modulation serves multiple
prosodic functions, making even a neutral sentence rich in terms of harmony. Our
hypothesis is that emotions are not uniformly expressed in time; emotional content
rather arises at specific points in time with more or less strength. When performing pitch
distributional analysis, the whole utterance is examined, even if emotional information
might be present only in a small fraction of it.
Figure 5.5.: Approximation of pitch perception
In this section, we ignore all the segments with “no-emotional speech” by applying
syllabic segmentation and stylization algorithms on the F0 signal. Musical analysis on
speech shall give better results if we focus on the perceived pitch rather than directly
on the F0 contour. In other words, we will simplify the physical signal F0 into a pitch
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signal closer to the one that reaches our brain (see Figure 5.5). For this, let us enquire
into psychoacoustic properties of pitch perception [35].
5.4.1. Perceptual principles
Pitch Perception is based on a central processor which detects the Greatest Common
Divisor between harmonic frequencies (for example, the result for the sequence 300,
450 and 750 Hz would be 150Hz). This processor can work with very short-time signals
(30ms) and only with two harmonics; it is furthermore tolerant to big intensity differences
between them (up to 25 dB) and operates in the range between 50 and 500Hz.
We may wonder how the physical signal F0 is processed inside our brain. How
accurately can we perceive it? Section 3.1 on page 22 already gave some insight on
the matter of psychoacoustics. We explained the mechanism of our auditory system as a
filter bank logarithmically distributed. Here, we shall expose additional psychoacoustic
concepts related to the following four perceptual thresholds:
1. Differential Threshold Pitch or Just Noticeable Difference (JND): smallest
perceivable difference in frequency between two successive tones. Quite accurate,
this threshold increases for very small and very big frequencies as well as with
smaller durations below 30ms. In the range of F0, the JND threshold is around 3
Hz.
2. Differential Threshold Pitch Distance: conditions in which a listener is
able to judge one interval bigger or smaller compared to another one. In this case,
the threshold is around 1.5 or 2 semitones (ST). Roughly speaking, only differences
of more than 3 ST can play a part in communicative situations. For instance, if
we have a rise between 125Hz and 150Hz (3.16 ST), then another rise starting at
100Hz has to reach at least 143Hz (6.19 ST) in order to be perceived as bigger.
3. Glissando Threshold or Absolute Threshold of Pitch Change: A change in
pitch requires a minimal amount of frequency change, otherwise it is perceived as
a static pitch. This threshold gth measures how much F0 should change (given a
certain interval of time) in order to evoke a sensation of pitch change; it can be
expressed with the following formula:
gth = 0.16/T
2
[
ST/s2
]
(5.16)
where T is the duration of the pitch change in seconds.
4. Differential Glissando Threshold or differential threshold of Pitch Change:
In the case of two successive glides, there is a minimum difference between slopes in
order not to be perceived as a single glide. This threshold dgth is proportional to the
slopes a1 and a2 and depends on the duration of glides. Depending on contextual
conditions, it lies on a range between 1 and 30 ST/s. In our implementation, we
will take:
dgth = a2 − a1 = 20 [ST/s]
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This is the biggest perceptual threshold, which means that the differential sensitiv-
ity to rate of frequency change is rather low. In other words, we tend to aggregate
multiple slopes in a single one if the difference in slopes is not big enough.
5.4.2. Pitch perception in real speech
Pitch variations in real speech come along with formant and amplitude variations, which
makes pitch perception even harder. The same F0 movement can indeed be perceived
as a pitch glide or two level tones depending on the segmental context. Pitch variations
are generally better perceived when followed by a pause. The final parts of the segments
tend to be perceived better: this is the so-called perceptual “2/3 rule”, which takes as
representative tone of the segment the pitch level located at two thirds of the segment.
In the case of vowels with interleaved consonants V1CV2CV3, the differential glissando
threshold can be strongly damaged. Even more critically, a drop in amplitude between 10
and 20 dB (often found in transitions from vowels to consonants) can obscure changes
in F0 of up to half an octave. Therefore, perceptual experiments with entire speech
utterances have still to be held.
5.5. Syllabic segmentation algorithm
Melody in speech tends to be perceived as discrete tones associated with syllabic events.
Therefore, it would be interesting to have a syllabic segmentation of our speech signals
based on their acoustical properties. This could be useful for stylization algorithms, and
help to give a better approximation of the perceived pitch.
The syllabic segmentation algorithm is based on [24] and uses both spectral and
energy information. First, acoustic segments are identified using the blind segmentation
algorithm, identifying the boundaries in the spectral image of the signal. Afterwards,
the acoustic segmentation is refined by localizing the syllabic nuclei boundaries, corre-
sponding to energy peaks.
5.5.1. Spectral segmentation
The objective of this algorithm is to segment the speech signal according to its spectral
variations. An overview of the successive steps is given in Algorithm 5.1.
We call an acoustic segment (simple or complex) a region of stationary spectral
content. In order to detect those segments, we will tract the temporal spectral variability
by building an Inter-Frame Variability Function IFV , defined as:
IFVd (k) =
k∑
r=k−1
k+2∑
s=k+1
d (X (r, m) , X (s, m)) (5.17)
where X (k, m) denotes the squared magnitude of the short-time Fourier transform, m
is the frame index and k the frequency index. The highest variability in terms of spectral
content (maxima in the IFV function) will correspond to segmental transitions.
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Algorithm 5.1 Spectral segmentation algorithm
1. Short-time Fourier transform
2. For each frequency band, apply Canny’s algorithm in order to find local vertical
edges in the spectrum.
3. Compute the IFV function by averaging over local vertical edges
4. Find peaks in the IFV function
The idea is to detect local vertical edges in the spectrogram of the speech signal. For
this, edge identification for image processing is used by applying Canny’s algorithm,
described in 5.2. More details can be found in [24].
The analysis is held independently for each frequency band and then all the votes
across frequencies are added. Sharp transitions will differ in more frequency bands,
which will attribute more weight to the IFV function. An example of IFV function
and speech segmentation is presented in Figure 5.6.
Algorithm 5.2 Canny’s algorithm for edge detection
1. Gradient estimation (convolution with two operators: Gaussian and first derivative
of a Gaussian)
2. Non-maximum suppression (linear interpolation around each pixel to determine
maxima for some direction in the image)
3. Hysteresis thresholding: local resistance to noise in regions of small spectral change
5.5.2. Identification of syllable nuclei
It is well known that vowels are strongly periodic signals associated to high energy in the
first formants. Syllable nuclei will hence correspond to moments of high energy values
in the low band of the spectrum. The algorithm for syllable nuclei localization is very
simple and is described in Algorithm 5.3.
5.6. Stylization algorithm
A stylization algorithm consists in modifying the measured F0 contour of an utterance
into a simplified but functionally equivalent form, preserving all the melodic information
useful for communication [54][16]. Not only does it reduce the data by filtering irrelevant
F0 events, but it also allows a better analysis of macroscopic events. It basically attempts
to simulate tonal perception (what is actually heard).
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Figure 5.6.: Segmented speech signal using spectral information
Algorithm 5.3 Syllable nuclei localization algorithm
1. Band-pass filter the speech signal (Butterworth)
2. Compute the short-term energy
3. Find peaks pk and valleys vk in the energy signal
4. Find the largest normalized jump and compare it to a threshold: discard small
peaks and keep the others as the location of syllable nuclei
The implemented algorithm based on [16] will take into account two of the previously
seen perceptual thresholds, namely the Glissando Threshold and Differential Glissando
Threshold (see Section 5.4.1). Syllabic segmentation is performed in order to reflect that
we tend to perceive short discrete tonal events aligned with the syllables rather than a
continuous pitch contour. Finally, short-term integration simulates the fact that our
auditory system is unable to follow rapid changes in F0. Final parts of the tone have
furthermore larger weight on pitch judgment than initial ones. In order to simulate these
observations, a Weighted Time Average WTA model has been proposed in [16], given by
p (t) =
∫ t
0 e
−α(t−τ)f (τ) dτ∫ t
0 e
−α(t−τ)dτ
where α accounts for weighting of the past.
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Figure 5.7.: Syllable nuclei corresponding to low-band energy peaks
Figure 5.8 shows an example of pitch stylization. Stylization 1 refers to the implemen-
tation explained in Algorithm 5.4. Stylization 2 is another implementation based on [24]
that we will not explain.
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Figure 5.8.: Example of pitch stylization
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Algorithm 5.4 Stylization algorithm
1. Speech segmentation (separation in voiced and unvoiced parts)
2. Short-term perceptual integration (applying aWeighted Time Average WTAmodel
to smooth the pitch contour)
3. Syllabic contour segmentation: one or more tonal segments per syllable
– 1st step (recursive): location of turning points in the contour to break it down
into distinct tonal segments
– 2nd step: decision as to which candidate segments should be aggregated
4. Actual stylization: Pitch Targets are obtained as the pitch at the start and end
of the tonal segment. For static tonal segments, the pitch corresponds to the final
pitch.
5.7. Features for music emotion recognition
In order to derive new musical features for speech, it seems sensible to look at the
features used for emotion recognition in music signals [42][49][103][60][45][95]. The most
common features in this field have been listed in Table 5.1. Dynamics, global statistics
concerning pitch, as well as MFCCs (defined in Section 4.4 on page 39) have already
been implemented in the basic set of features. Features concerning harmony and register
have indirectly been approached in the previous sections (autocorrelation triad features
are analogous to the idea of chronogram-based features).
Type Features
Dynamics Energy
Pitch Global statistics (mean, range, standard deviation...)
Timbre MFCCs, spectral shape, spectral contrast
Loudness intensity, perceptual approaches
Harmony Roughness, harmonic change, key clarity, majorness
Register Chromagram, chroma centroid and deviation
Rhythm Rhythm strength, regularity, tempo
Articulation Event density, attack slope, attack time
Table 5.1.: Most common features for emotion recognition in music
In the following, we are going to describe three different sets of features concerning
loudness, timbre and rhythm [51][50].
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5.7.1. Intensity
Intensity features per frame are calculated on the absolute value of the FFT spectrum.
They refer to the spectral sum of the signal and spectral distribution in each sub-band,
given by
I (k) =
N/2∑
n=0
|FFTk (n)| (5.18)
Di (k) =
1
I (k)
Hi∑
n=Li
|FFTk (n)| (5.19)
where k refers to the frame, I (k) is the intensity of the k-th frame and Di (k) is the
intensity ratio of the i-th subband. Li and Hi are respectively the lower and upper
bounds of the i-th subband.
5.7.2. Timbre
MFCC has proved to be very successful for general speech and music processing, and
is therefore often used to describe timbre features. However, it averages the spectral
distribution in each subband, and hence loses the relative spectral information. For
this reason, new spectral contrast features should be implemented. The computation
is done for each subband of the spectrum. Given the FFT vector of the k-th subband
{xk1 . . . xkN}, we will sort it in descending order. The resulting vector
{
x
′
k1 . . . x
′
kN
}
will be used to estimate the strength of the spectral peaks and spectral valleys with the
following formulae:
Peak (k) = log
{
1
αN
αN∑
i=1
x
′
ki
}
(5.20)
V alley (k) = log
{
1
αN
αN∑
i=1
x
′
k(N−i+1)
}
(5.21)
where α is used as a small neighborhood factor and set to 0.2. The spectral peaks
and spectral valleys are estimated using the mean of the largest and lowest values in
the spectrum, respectively, instead of the exact maximum and minimum values. The
corresponding spectral contrast is given by
SCk = Peakk − V alleyk
In our case, we will directly give the values Peakk and V alleyk to the classifier.
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5.7.3. Rhythm
Three different aspects of rhythm are closely related to the emotional response to music:
rhythm strength, rhythm regularity and tempo [50]. The procedure to calculate these
rhythm features is the following:
1. For each frame, compute the FFT.
2. Divide each FFT into seven octave-based subbands.
3. Get the amplitude envelope of each subband by convoluting with a half-Hanning
(raised cosine) window
A
′
i (n) = Ai (n)⊗ hw (n) (5.22)
where Ai (n) is the amplitude of the ith subband, A
′
i (n) is the corresponding
amplitude envelope and hw (n) is the half-Hanning window, defined as
hw (n) = 0.5 + 0.5 cos
(
2π · n
(2L− 1)
)
n ∈ [0 . . . (L− 1)] (5.23)
where L is the length of the window, empirically set to 12.
The half-Hanning window is generally used for envelope extraction while keeping
sharp attacks in the amplitude curve.
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Figure 5.9.: Operators used for rhythm extraction
4. Apply the Canny operator to detect onset sequences, i.e., how the amplitude
envelope varies.
Oi (n) = A
′
i (n)⊗ C (n) (5.24)
where Oi (n) is the onset sequence of the i-th subband and C (n) is the Canny
operator with a Gaussian kernel, defined as
C (n) =
n
σ2
e−
n2
2σ2 n ∈ [−Lc . . . Lc] (5.25)
The parameter σ is used to control the operator’s shape, and Lc refers to its length.
The Canny operator is usually used for edge detection in image processing.
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5. Sum up the onset curve of each subband. The obtained curve, called Onset
sequence, is used to represent the rhythm information of the signal (see examples
in Figure 5.10).
6. Extract the rhythm features:
Rhythm strength Average onset strength in the onset curve; in other words, av-
erage value of the peaks of the onset curve. The stronger the rhythm is, the
higher the value.
Rhythm regularity Average strength of the local peaks in the autocorrelation of
the onset curve. The higher the value is, the more regular the rhythm.
Rhythm speed Ratio of number of peaks in the onset curve and the corresponding
time duration. The more peaks we have for a given duration, the faster the
rhythm is.
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(b) Onset sequence 2
Figure 5.10.: Examples of onset sequences
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(b) Autocorrelation 2
Figure 5.11.: Examples of autocorrelation for their corresponding onset sequences
5.8. Conclusion
In this section, we have presented three families of musical features. The first one is
based directly on music theory (interval and triad features). The second one, based
on linguistics, applies an stylization algorithm to the F0 signal before computing the
features of the first family. Finally, the third category of features have been borrowed
from the field of emotion recognition from music signals, and concern three important
characteristics of music: loudness, timbre and rhythm. In the next section, we will
investigate how much these musical features can improve the recognition rate.
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6.1. Emotional speech database
Finding a suitable emotional speech database is a very complicated task. Very few and
sparse public databases are actually available. Our experiments have been held on acted
emotions (rather than natural or induced emotional speech). We have used two different
emotional speech databases: the TUB (Technische Universita¨t Berlin) emotional speech
database and the SES (Spanish Emotional Speech) database. Their characteristics have
been summarized in Table 6.1.
Since all the utterances in the SES database correspond to a single speaker, the ma-
jority of our experiments have been held on the TUB database for a speaker-independent
classification.
Description of the Berlin Emotional Database
The TUB database consists of seven different emotions, but we have decided to remove
the“disgusted”emotion in order to be able to apply hierarchic classification, based on the
emotional model of Figure 1.3 on page 9. A total of 10 German sentences of emotionally
neutral content have been acted by 10 professional actors, 5 of them being female.
The database is recorded in 16 bit, 16 kHz under studio noise conditions. Throughout
perception tests performed by 20 evaluation listeners, 488 audio files have been proven
to be particularly good samples: they have been correctly recognized by 80% of the
listeners, and rated as natural by more than 50%. The distribution of the small TUB
database has been plotted in Figure 6.10.
Language Speakers Utterances Sentences Emotions Emotion Labels
TUB German 10 814 10 7 neutral, happy,
sad, bored, angry,
afraid, disgusted
SES Spanish 1 165 15 5 neutral, happy,
sad, angry,
surprised
Table 6.1.: Description of the available databases
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big TUB Neutral Happy Sad Angry Afraid Bored Total
# Samples 105 113 122 138 123 113 708
Percent (%) 14.8 16.0 17.2 19.5 17.4 16.0 100
small TUB Neutral Happy Sad Angry Afraid Bored Total
# Samples 79 71 62 127 69 81 488
Percent (%) 16.2 14.6 12.7 26.0 14.1 16.7 100
Table 6.2.: Number of samples for each emotion in the TUB database
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Figure 6.1.: Distribution of the small TUB database (488 files without disgusted)
6.2. Feature sets
In our experiments, we always talk about basic and full set. Basic set refers to the
traditional features described in Section 4.4 except the formant and voice quality sets.
Full set corresponds to the basic set combined with the musical features. Tables 6.8 and
6.4 show the nature of the features in the basic and musical sets in our implementation.
In our simulations, we have decided not to include the timbre features. Although they
improve the results a little bit, it does not compensate the additional computational
cost.
duration MFCCs ZCR harmony energy pitch TOTAL
16 91 13 3 58 33 214
Table 6.3.: Basic set of features
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interval
auto-
correlation
triad
gaussian
triad
intensity rhythm TOTAL
31 4 10 63 15 123
Table 6.4.: Musical set of features
Table 6.5 exposes the family of features used in the old basic set. Finally, the old
musical set refers to the interval and autocorrelation triad features.
duration ZCR harmony energy pitch formant
voice
quality
TOTAL
16 17 3 81 49 35 99 300
Table 6.5.: Old basic set of features
The new architecture separating local and global features not only allows us to select
individual sets of features, but also gives faster results, reaching a speed-up above 50%.
The slowest functions in the feature extraction step are the RAPT pitch estimation
algorithm and VAD (voice activity detection) algorithm.
Figure 6.2 visualizes our data points for four emotions (“happy”, “sad”, “bored” and
“angry”) in a simplified two-dimensional space. This space is built by taking the first two
components of a Principal Component Analysis (PCA). These directions correspond to
the ones of maximal variance, which allows for a good visualization.
−15 −10 −5 0 5 10 15 20
−15
−10
−5
0
5
10
15  
1st Principal Component
BASIC
 
2n
d 
Pr
in
cip
al
 C
om
po
ne
nt
Happy
Sad
Bored
Angry
−20 −10 0 10 20 30
−15
−10
−5
0
5
10
15
20
25
1st Principal Component
2n
d 
Pr
in
cip
al
 C
om
po
ne
nt
FULL
 
 
Happy
Sad
Bored
Angry
Figure 6.2.: Data visualization, two principal components for the basic and full set of
features
In the left side, we can observe that the emotions “sad” and “bored”, as well as “angry”
and “happy”, overlap. These two problems might be difficult to solve. In the right side,
the addition of musical features has simplified the problem of “bored” versus “sad” (less
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overlapping). However, the clusters for “happy” and “angry” are still too close to each
other. “Angry” versus “happy” has indeed proved to be the most difficult problem in
emotion recognition from speech signal [84].
As a last remark, we would say that they might be other directions (different from
the PCA components) in which “happy” and “angry” are better separated. These plots
illustrate the improvement in the “sad” versus “bored” classification problem.
6.3. Configuration 9-1 versus 8-1-1
In our implementation, we can follow two different evaluation strategies, which have
been illustrated in Figure 6.3. In the first 9-1 configuration, the SFFS feature selection
algorithm uses information from all the speakers. A 9-1 loop (leaving one speaker out)
is performed inside this algorithm. The training in this case is performed only once (the
selected features are the best ones for all the speakers). In the case of 8-1-1 evaluation,
training is performed for each speaker independently. We will select a new set of features
for each one: now SFFS uses information from only 9 speakers and it will be called 10
times.
Figure 6.3.: Different strategies for evaluation
8-1-1 evaluation should always be used. Indeed, the 9-1 configuration is not com-
pletely correct since information of the speaker to evaluate is used in the training phase;
nevertheless, 9-1 evaluation is roughly 10 times faster than the 8-1-1 configuration and
allows us to compare different feature sets or classification methods.
6.4. Validation of musical universals
In this experiment, we have reproduced the results of [87], described in Section 2.6.
The average FFT is computed for several 100ms blocks, and then normalized both in
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amplitude and frequency, against the fundamental frequency F0. The results are plotted
in Figure 6.5. The original experiment is represented on the left side; our results for the
TUB database can be seen on the right. The fact that both curves present the same
peaks confirm that the statistical structure of speech is indeed closely related to musical
universals.
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(b) Results for the TUB database
Figure 6.4.: Average normalized spectrum of 100ms speech blocks
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Figure 6.5.: Average normalized spectrum per emotional class
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Additionally, the same experiment has been plotted for each emotional class separately
in Figure 6.5. In these subplots, peaks at particular frequency ratios are generally
less pronounced than in the global plot. The number of samples for each emotion is
not sufficient to draw final conclusions (see Table 6.6). However, there is a certain
tendency for the low-activation emotions (“sad”, “bored” and “afraid”) to have a flater
curve between the unison and the octave.
Neutral Happy Sad Bored Angry Afraid
334 413 442 690 1056 638
Table 6.6.: Number of 100 ms averaged speech blocks for each emotion
6.5. Comparison between old and new features
In this section, we will compare the relative performance of the old and new features.
In both cases, 9-1 and 8-1-1 evaluations are performed. The SFFS feature extraction
algorithm will select the 50 or 100 best features. In the following, we will see several
curves “going backwards”: this phenomenon is due to the iterative nature of the SFFS
algorithm. The curves are indeed parametrized by the number of iterations.
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Figure 6.6.: 9-1 evaluation for the plain Bayes classifier
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Figure 6.7.: Comparison of the old and new musical features (only interval and triad
features) for the plain Bayes classifier
In both types of evaluation, it can be observed that the old basic set of features is
slightly better than the new one. Even so, we decided to keep our new basic set
because of the following reasons:
– Faster feature generation
– Modularity concerning the different subsets (for example, it is possible to remove
the energy family)
– More robust features: the old features have more lacking information (not-a-
number positions)
On the other hand, the new musical set gives better results than the old one.
6.6. Comparison of the basic and full sets of features
In Figures 6.8 and 6.9, it can be seen that musical features improve our performance in
approximately 2%. Tables 6.8 and 6.9 shows the confusion matrix for a 9-1 evaluation.
The accuracy rate for “sad”, “bored”, “angry” and “afraid” have improved, whereas
“neutral” and “happy” are worstly recognized.
Training Generalization
Basic set 75.94 64.04
Full set 78.09 65.72
Table 6.7.: Accuracy rate for the plain Bayes classifier, new impl., 8-1-1 evaluation
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Figure 6.8.: Evaluation with plain Bayes classifier for the first speaker
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Figure 6.9.: 8-1-1 evaluation for the plain Bayes classifier
Neutral Happy Sad Bored Angry Afraid
Neutral 75.96 1.92 3.85 11.54 1.92 4.81
Happy 3.57 59.82 0.89 2.68 24.11 8.93
Sad 8.26 0 88.43 1.65 0 1.65
Bored 13.39 1.79 3.57 78.57 1.79 0.89
Angry 0 10.95 0 0 84.67 4.38
Afraid 2.46 11.48 2.46 1.64 3.28 78.69
Table 6.9.: Full set of features
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Neutral Happy Sad Bored Angry Afraid
Neutral 81.73 1.92 2.88 6.73 0 6.73
Happy 6.25 65.18 0.89 0.89 20.54 6.25
Sad 8.26 0 83.47 6.61 0 1.65
Bored 16.96 1.79 5.36 69.64 1.79 4.46
Angry 0 15.33 0 0 82.48 2.19
Afraid 4.10 10.66 2.46 2.46 5.74 74.59
Table 6.8.: Basic set of features
6.6.1. Analysis of musical features
Figure 6.10 illustrates the relative proportion of features selected by the SFFS algorithm.
Around 40% of the selected features where musical ones. Concerning the basic set of
features, MFCCs, pitch and ZCR families are often chosen; for the musical features, the
gaussian triad are the preferred ones, followed by rhythm and intensity.
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(a) Basic Features
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(b) Musical features
Figure 6.10.: Distribution of the feature types selected by the SFFS for all speakers
Finally, Figure 6.11 shows the performance for individual musical sets of features. The
observations are concordant to the pie graphics of Figure 6.10. The best features are the
tonal distribution ones (interval and triad features), followed by rhythm and intensity
ones. Features based on the stylization algorithm give the smallest improvement; finally,
musical features alone (without the basic set) give accuracy rates around 70%.
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Figure 6.11.: Comparison between different musical feature sets
6.6.2. Comparison between plain and hierarchical Bayes classifier
Table 6.10 shows that a hierarchical classification gives better results than a plain Bayes
classifier (around 8.5% better). This makes sense, since we are choosing different sets of
features for each binary classification.
plain Bayes hierarchical
Bayes
Basic 64.04 72.39
Full 65.72 74.16
Table 6.10.: Generalization hit rate for a 8-1-1 evaluation
6.6.3. Happy versus angry
In this experiment, we runned the “happy” versus “angry” classification problem for each
speaker. Figure 6.9 shows that musical features improve the accuracy rate in the training
phase. In the generalization or evaluation phase, musical features does not seem to help
so much. Both cuves for the basic and full set oscillate roughly at same levels (around
15% worse than the training hit rate).
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Figure 6.12.: 8-1-1 evaluation for the binary Bayes classifier for angry Vs happy
6.7. Simulations with the SES database
Figure 6.13 shows the results for the Spanish Emotional Speech database. Since this
database has utterances for a single speaker, the classification problem is much easier.
If we remove the utterances that are very similar (same emotion, same sentence), we
get a total of 60 utterances. “Musical45” designates only the interval and triad features,
whereas “musicalAll” considers all the musical features. It can be observed that the full
set is the one that reaches the highest accuracy rate faster.
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Figure 6.13.: Evaluation of the SES database for the plain Bayes classifier
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6.8. Problems and remarks concerning the implementation
Architecture problem In the new architecture separating local and global features,
local features have to be computed independently for each block: inter-block operations
are not allowed. Therefore, the old implementation for formants and the RAPT pitch
estimation algorithm can not be directly re-adapted. The formant set has been removed
from the new basic feature set; concerning the pitch, we have used the plain autocor-
relation algorithm in the new basic feature and the RAPT algorithm for the musical
features, which in theory gives more stable pitch estimations.
Detection of voiced, unvoiced and silent blocks Several features entail computations
on voiced, unvoiced and silent blocks. In order to identify which type of block we are
dealing with, a combination of the VAD (voice activity detection) algorithm and a voiced
detection algorithm is performed.
The voiced detection algorithm is a very simple local feature which compares the
energy below and above 1kHz, and takes as voiced all the segments which have more
energy in the lower band of the spectrum. Of course, this algorithm alone will not work
correctly since all the silent blocks having more energy below 1kHz will be considered as
voiced. It gives however good performance when combined with the VAD algorithm.
Missing file in old feature matrix In the old feature matrix, there were only 707 files in-
stead of 708. The file lacking was ’10a01Ac.wav’ or ’tub 04 m st an mo lappen c 16khz.wav’
because the pitch estimation algorithm was not able find any pitch at all (no voiced
segments are detected because the person in this file is whispering).
Controversy about MFCCs for emotion recognition The usage of MFCCs (defined in
Section 4.4) for emotion recognition has met opposition in the literature, as these tend
to depend too strongly on the spoken content. This seems a drawback, since we would
like to recognize emotions independently of the content. However, MFCCs have proved
to be quite accurate in our case; they are even the preferred feature group of our Bayes
classifier. These features are better at predicting arousal than valence.
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”Even monkeys express strong feelings in different tones – anger and impa-
tience by low, – fear and pain by high notes.” - Charles Darwin
7.1. Summary
This thesis has provided a theoretical and empirical approach to the possible link between
emotional speech and music perception. First, an extensive literature review has been
provided, along with the description of some of the most relevant experiments in the
fields of neuroscience, music theory and linguistics. Musical concepts have been exposed
concerning how emotions are transmitted through music.
Secondly, an empirical system for emotion recognition from speech signals has been
evaluated. Both traditional and musical features have been implemented. Simulations
have proved that musical features can improve the classification accuracy of speech
signals. Additionally, a stylization algorithm has been applied to the fundamental
frequency F0 in order to get a signal closer to the perceived pitch. The contributions of
this thesis can be summarized in the following points:
1. Literature review regarding the relationship between speech, music and emotions.
2. Re-implementation of the basic feature set
3. Implementation of speech processing algorithms
– Voiced/unvoiced detection
– Syllabic segmentation
– Stylization algorithm
4. Validation of the statistical link between music and speech
5. Implementation/improvement of musical features
– Re-implementation of the interval features and autocorrelation triad features
– Implementation of the gaussian triad features (selection of dominant tones)
– Rhythmic features
– Intensity and timbral features
6. Implementation of a perceptual intonation model (stylization algorithm taking into
account perceptual thresholds of the auditory system)
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7. Simulations of emotion recognition in speech mostly for German but also for
Spanish
7.2. Further research topics
7.2.1. Different environments
Natural emotional speech Natural speech is actually the final target of emotion recog-
nition systems, but it is much harder to analyze than acted speech. First, the range of
emotions is unbounded, and the variation degree to express each of them is very impor-
tant. On the other hand, we might have additional prosodic factors like irregular pauses
or affected articulation that might complicate the task of our estimation algorithms like
voiced/unvoiced detection or pitch estimation algorithm. Finally, the samples for natural
speech are expected to be much noisier than the ones generated in laboratory conditions
[58].
Natural speech databases are seldom made publicly available in order to preserve
the privacy of the speakers. Creating our own natural speech database would be very
expensive both because of the recording and labeling. Yet, there is a database called
Naturalistic Belfast Database found during this thesis, already labeled using a specialized
software called Praat (see Appendix B). It consists of 239 clips of 10-60s taken from TV
or interview recordings in English, from 125 different speakers. This database should
prove useful in future research involving natural emotional speech.
Extension of results to other languages or databases It would be interesting to extent
our results with musical features to other languages and compare the results. A question
that should be investigated is whether musical features present a different behavior for
different languages. Our Berlin Emotional Database only comprises 10 different speakers:
the range of emotional expression is therefore not very wide. Results on other languages
and databases [98][20] would give us information about the degree of universality of the
new derived acoustic correlates.
7.2.2. Optimization of the different steps in pattern recognition
Feature transformation Since the total number of features is very big, they are ex-
pected to have an important overlap of information. Our solution so far was to select a
subset of features applying the SFFS algorithm. It could nevertheless happen that rele-
vant information scattered across several features be unfortunately discarded. A possible
research path could be to transform the whole set of features in order to concentrate
the essential information in some principal components. Transforming the feature space
might bring interesting properties or inter-feature relationships to light. Some methods
like Principal Component Analysis or Linear Discriminant Analysis already implemented
in the LSS Toolbox could be used.
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Optimization of our speech processing algorithms We have seen that our algorithm
RAPT for pitch estimation still presents some errors. Also our implementation to
detect voiced, unvoiced and silent blocks is based on a combination of the voice activity
detection algorithm and some band energy information. Nowadays, more sophisticated
algorithms taking into account the ZCR or the autocorrelation values exist for a more
accurate block type classification. Finally, the syllabic segmentation algorithm has not
been tested yet: its improvement could give place to more refined musical features.
Classification In our simulations, we observed that some of our features were not
suitable for the Bayes classifier: the variance of certain classes is sometimes too small,
making the computation of the inverse matrix difficult; other times, distributions present
multiple peaks which can not be properly approximated with a single gaussian. It
would therefore be interesting to consider other classifiers like Support Vector Machines
[82][93][38][77] and observe the behavior of musical features.
7.2.3. Further improvement of the musical features
Optimization of the dissonance model The dissonance model used in our implemen-
tation was based on frequency ratios N/D, namely on the geometric mean
√
N ·D. This
curve is a rough approximation of the empirical curve of Plomp and Levelt. Both curves
present many differences, especially on the right side of the graph. We should therefore
directly use the empirical curve in order to get more accurate dissonance values.
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Figure 7.1.: Comparison between perceptual and geometric-mean based consonance
Detection of emotionally meaningful moments in speech Emotional expression is
not always present along time. Some temporal moments seems to be more emotionally
significant than others. We believe that there might be a strong correlation with loudness
or syllable stress. Syllables can be classified in four different categories based on prosodic
stress: unstressed, weakly stressed, moderately stressed and heavily stressed. A very
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interesting path for future investigation would be the implementation of a syllabic stress
detection algorithm, taking into account acoustic characteristics of the signal. A function
to detect emotional activity related to energy or stress in syllables could improve the
quality of our interval and triad features.
Improvement of the perceptual model of intonation In our simulations, applying
stylization to our F0 signal has not improved the quality of interval nor triad features.
Figure 7.2 shows that our stylization algorithm is not very robust to pitch estimation
errors. Better stylization methods based on linguistics and psychoacoustics should be
investigated in order to better approximate the perceived pitch signal. Another path for
research would be to use the stylized F0 signal in order to generate features other than
the musical ones.
0 0.5 1 1.5 2
0
50
100
150
200
250
300
350
time(s)
fre
qu
en
cy
 (H
z)
 
 
F0
stylization1
stylization2
Figure 7.2.: Example of stylization problems
7.2.4. Alternative research paths
Analysis of tonal languages Tonal languages use pitch to signal a difference in meaning
between words. Mandarin Chinese is probably the most widely studied tonal language,
with five contrasting tones to convey meaning. A direct consequence of that is that short-
term F0 changes for emotional expression are less pronounced than in Indo-European
languages; emotions seems to be rather expressed through more global tendencies of the
pitch.
Recent studies have shown that acoustic correlates of tone at the word level interact
with that of the intonation and emotion at the sentence level [17][102]. The analysis of
tone languages might therefore give us some information about which aspects of pitch
variation are meaningful for affect expression and universals to both speech and music.
Animal vocalization: an evolutionary approach In Section 3.3 on page 28, we have seen
how tense triads could resolve into major or minor chords depending on the movement
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direction of the middle tone. It should also be noticed that a semitone increase in
any tone of an augmented chord results in a minor chord, while a semitone decrease
results in a major chord. How can we interpret this observation? How come that the
affective valence of major and minor chords transcend cultural boundaries? A possible
explanation lies in the so-called sound symbolism or frequency code [10][11], namely that
pitch variations have a certain meaning associated as a result of evolution.
It is believed that music and speech share the same origin in evolution, and some
vestiges might be found in the analysis of animal vocalization [25][89][88][32]. Animals
tend to signal their strength, aggression or territorial dominance by using vocalizations
with a low and/or falling pitch, whereas they convey weakness, defeat and submission
using a high and/or rising pitch. Indeed, F0 is inversely related to the mass of the
vibrating membrane, which is in turn correlated to the overall body mass: hence big
animals normally produce lower pitch calls in comparison with smaller ones.
Analogously, some of these tendencies can also be found in human languages: falling
pitch is generally used to signal social strength (commands, assertions, dominance), while
increasing pitch often indicates a submissive position (questions, politeness or deference).
Indeed,“ascending contours convey uncertainty and uneasiness, and descending contours
certainty and stability” [10].
Can this hypothesis be verified? Is this sound symbolism still present in emotional
speech? Analysis of chimpanzee’s calls for instance and comparison with properties of the
human speech could bring some insight on this issue. Generally, animals can produce
more or less harmonic vocalizations [94][26]. Contact or affective barks are generally
tonal and harmonically rich, whereas alarm barks tend to be noisy and harsh. There is
a gradation in the signaler’s emotion depending on the periodicity and harmony of the
calls.
Animal
vocalizations
Human languages Musical harmony
Rising pitch weakness defeat
submission
politeness assent
questions
negative affect,
despair, sadness
Falling pitch dominance
strength victory
commands
assertions
statements
positive affect,
joy, happiness
Table 7.1.: Sound symbolism in animal calls, speech and music
Analysis of emotional transmission through music Given a certain database with
small music extracts and simple labels (happy, angry, scared, sad), it would be interesting
to look for features that best correlate to emotions in music. During this thesis, such
a database was never found, but both fields are getting closer and closer, and it might
be easier to find it in the future. There are also some efforts to generate a uniform
taxonomy for musical emotions [42], as can be seen in Table 7.2 on the next page.
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Clusters Mood Adjectives
1 passionate, rousing, confident, boisterous, rowdy
2 rollicking, cheerful, fun, sweet, amiable/good natured
3 literate, poignant, wistful, bittersweet, autumnal, brooding
4 humorous, silly, campy, quirky, whimsical, witty, wry
5 aggressive, fiery, tense/anxious, intense, volatile, visceral
Table 7.2.: Example of a classification of musical emotions into 5 clusters
Genetic Algorithms Our final suggestion for the future is the implementation of an
automatic way to generate several features [75]. Feature mining can be a troublesome
and time-consuming task. We might never find good features if we do not automatize
the search. Genetic algorithms are therefore desirable, in that they provide flexibility
and systematization in the process.
79
Appendix
80
A. Glossary related to musical features
Fundamental Frequency F0 Inverse of the smallest true period in the interval being
analyzed.
Pitch Auditory percept of tone, usually approximated by the fundamental frequency
F0.
Prosody Rhythm, stress, and intonation of speech. the patterns of stress and intonation
in a language, Melody of speech determined primarily by modifications of pitch,
quality, strength, and duration; perceived primarily as stress and intonational
patterns. Encoding for emotional state, nature of utterance (statement, question,
command), irony/sarcasm, emphasis/contrast/focus.
Critical Bandwidth Bandwidth of each of our auditory filters; information collection and
integration unit on the basilar membrane, corresponding to a constant number of
1300 receptor cells. It corresponds to the frequency distance above which the
roughness sensation between two pure tones disappears.
Tonality Hierarchical ordering of the pitches of the chromatic scale such that these notes
are perceived in relation to one central and stable pitch called the tonic.
Standardized Key Profile Patterns of perceived stability of pitches.
Triad Combination of three-tone in a chord (simultaneously played).
Dissonance Measure of the degree of pleasantness caused by an interval or a chord.
Tension In music, tension is the perceived need for relaxation or release created by
a listener’s expectations. For example, dissonance may give way to consonance.
Tension may also be produced through reiteration or gradual motion to a higher
pitch.
Modality Measure of valence degree of a triad.
Rhythm Systematic patterns of timing, accent, grouping in speech.
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B. Software available for audio signal
processing
– Praat: tool for phonetics research (http://www.fon.hum.uva.nl/praat/)
– Colea: Matlab software tool for speech analysis
(http://www.utdallas.edu/˜loizou/speech/colea.htm)
Interesting for the computation of formants and F0.
– Marsyas: Musical Research System for Analysis and Synthesis
– Mir toolbox: A toolbox for musical feature extraction from audio
https://www.jyu.fi/hum/laitokset/musiikki/en/research/coe/materials/mirtoolbox/mirtoolbox
– Psysound: software for the analysis of sound recordings using physical and psy-
choacoustical algorithms
Figure B.1.: Praat software
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Histogram matching approach
For each emotion, we compute the global circular pitch histogram. Each emotion is
thus represented with an emotional pattern Pi. For each utterance in the test set,
let us compute the individual circular pitch histogram, and try to deduce from which
distribution it comes from.
Solution for this statistical problem (maximum likelihood principle): take the emotion
i which maximizes the probability of having the individual observation/histogram x given
the emotional pattern Pi.
emotion = argmaxi p (x|Pi)
In this experiment, we observe that the emotional patterns are very similar between
classes, which is not very promising. We believe that the reasons are the following:
1. Prosodic interferences: prosody in speech can be seen as a single channel encoding
several functions others than emotion. As it was explained in Section 2.3 on
page 16, even neutral speech has a rich histogram of melodic intervals. This can
be understood as noise or interferences on the emotional channel.
2. Ambiguous clusters: so far, we are working with general classes like angry or sad,
but there is actually multiple ways to express the same emotion. Anger for instance
can be cold or hot. This is a problem in our initial model of emotions, difficult
to overcome. Apparently, the intra-class variance is bigger than the inter-class
variance. In this perspective, the emotional model should be reviewed.
Principal pitch interval
Emotions are not always constantly expressed, precise moments seem to concentrate
more emotional information than others. Therefore, we would like to distinguish be-
tween purely semantic speech and emotionally meaningful speech. With this premise
in mind, we should ask ourselves about the nature of these meaningful moments: are
they correlated with the loudness, energy or the syllabic stress? Our hypothesis is that
some intervals have more meaning than others. Here we tested the influence of the pitch
interval at maximum energy:
princInt = pitchMaxEn −mean (pitch)
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Figure C.1.: Normalized emotional patterns
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Figure C.2.: Normalized distribution of intervals
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Conclusion: it does not seem to work; the histograms are not representative.
Temporal dynamics for pitch
Mean transition probability matrix
State k \ k+1 Rise Fall Max Min
Rising Slope 0 0.343 0.0398 0
Falling Slope 0.2277 0 0.1555 0.0036
Max Plateau 0.1539 0.0438 0 0.0317
Min Plateau 0.0005 0 0.0005 0
Rise Fall Max Min
0.3701 0.3740 0.2218 0.0341
It can be observed that all emotional classes have very similar probabilities. We believe
that the variation between sentences is too big. Therefore we performed this analysis
for each sentence separately.
Transition probability matrix for one single sentence
Sentence: “Das will Sie am Mittwoch abgeben”.
Neutral Rise Fall Max Min
Rise 0 58 6 0
Fall 35 0 31 0
Max 29 8 0 9
Min 0 0 0 0
Happy Rise Fall Max Min
Rise 0 38 3 0
Fall 18 0 22 0
Max 23 2 0 6
Min 0 0 0 0
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Rise Fall Max Min
Happy 27.40 37.19 34.27 1.13
Angry 23.05 38.77 37.09 1.09
Table C.1.: Duration probabilities for the sentence “Das will sie am Mittwoch abgeben”
Happy Rise Fall Max
Rise 0 95.24 4.76
Fall 47.62 0 52.38
Max 73.33 6.67 0
Angry Rise Fall Max
Rise 0 96.81 3.19
Fall 46.88 0 52.08
Max 73.13 7.46 0
Table C.2.: Event probabilities for the sentence “Das will sie am Mittwoch abgeben”
Sad Rise Fall Max Min
Rise 0 40 7 0
Fall 23 0 23 2
Max 23 8 0 6
Min 1 0 0 0
Bored Rise Fall Max Min
Rise 0 47 6 0
Fall 30 0 21 3
Max 23 7 0 6
Min 0 0 1 0
Angry Rise Fall Max Min
Rise 0 93 4 0
Fall 46 0 50 0
Max 51 3 0 14
Min 0 0 0 0
Afraid Rise Fall Max Min
Rise 0 37 2 0
Fall 20 0 19 0
Max 19 2 0 7
Min 0 0 0 0
Rise Fall Max Min
Neutral 64 66 46 9
Happy 41 40 31 6
Sad 47 48 37 8
Bored 53 54 36 9
Angry 97 96 68 11
Afraid 39 39 28 7
This research path does not look very promising since the inter-class distances are not
very significant. For this experiment, we used the small emoDB, which has 10 files for
each emotion in the case of the sentence “Das will Sie am Mittwoch abgeben”.
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Figure C.3.: Comparison of the two pitch estimation algorithms
Comparison of the available pitch estimation methods
Plain autocorrelation method Vs RAPT
In our implementation, with use both methods: the plain auto-correlation is used for the
computation of basic pitch-based features whereas RAPT is used for musical features.
The plain autocorrelation is easier to compute and works under the new architecture
(local and global features). Nevertheless, it is less exact. The RAPT (Robust Algorithm
for Pitch Tracking) uses a two-level auto-correlation and dynamic programming to
find the best path. It is therefore more robust and suitable for music-theory-based
computations. We can see that the auto-correlation method gives similar results for the
overlapping areas.
RAPT Vs PRAAT algorithm
Here we compare the pitch estimation for the RAPT algorithm and the one used in
the software Praat. Both methods are based on the autocorrelation and dynamic
programming. The following plots show a constant pitch for two different audio files. We
have indeed modified the fundamental frequency F0 signal artificially (using the software
Praat) and then extracted the F0 signal using both the RAPT and the algorithm of
Praat.
It can be observed that our current algorithm RAPT is less accurate than the one of
Praat. Indeed, we get two different types of errors:
– Presence of high peaks corresponding to unvoiced segments
– No detection of certain segments
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(a) Pitch estimation using the algorithm contained in the Praat software
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(b) Pitch estimation using the RAPT algorithm
Figure C.4.: Comparison of pitch estimation algorithms
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List of available musical features
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