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Visual Predictive Control of Spiral Motion
Aaron Mcfadyen, Student Member, IEEE, Peter Corke, Fellow, IEEE, and Luis Mejias, Member, IEEE
Abstract—This paper deals with constrained image-based visual
servoing of circular and conical spiral motion about an unknown
object approximating a single image point feature. Effective vi-
sual control of such trajectories has many applications for small
unmanned aerial vehicles, including surveillance and inspection,
forced landing (homing), and collision avoidance. A spherical cam-
era model is used to derive a novel visual-predictive controller
(VPC) using stability-based design methods for general nonlin-
ear model-predictive control. In particular, a quasi-infinite hori-
zon visual-predictive control scheme is derived. A terminal region,
which is used as a constraint in the controller structure, can be used
to guide appropriate reference image features for spiral tracking
with respect to nominal stability and feasibility. Robustness prop-
erties are also discussed with respect to parameter uncertainty and
additive noise. A comparison with competing visual-predictive con-
trol schemes is made, and some experimental results using a small
quad rotor platform are given.
Index Terms—Nonlinear model-predictive control (NMPC),
spirals, stability, visual servoing.
I. INTRODUCTION
R ECENT advances in technology have seen small au-tonomous unmanned aerial systems (UAS) that have
emerged in the commercial sector, offering a low-cost solution
to an increasingly diverse set of applications. However, their full
potential will not be realized until regulatory bodies1 grant them
regular and unrestricted access to the national airspace. This re-
quires the development of a number of key-enabling technolo-
gies to increase onboard capability and ensure compliance with
strict safety standards [1]. Of particular importance is a collision
avoidance solution aimed at replicating pilot performance in
conventionally piloted aircraft. Commonly referred to as Detect
and Avoid, the pilot must independently identify the potential
threat using visual cues and without active communication to the
intruder aircraft [2]. A reactive control action must then be taken
to ensure timely avoidance of both static and dynamic objects.
Coupling regulatory requirements with inherent size, weight,
and power limitations of small UAS, cameras are a natural sen-
sor choice for detection and tracking. Assuming availability of
reliable range estimates, a number of conflict resolution ap-
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proaches could be considered. However, this is considerably
challenging in a realistic operating environment. Intruder air-
craft appear as pixel-sized low-contrast objects throughout the
conflict. Objects can be of unknown size and lack discernible
shape and growth in the image. As such, approaches based on
visual looming will fail, and stereo vision becomes infeasible as
the ratio of camera baseline to object range will be small. Pas-
sive ranging techniques require predefined motion to estimate
range, which has the potential to degrade the collision geometry
and decrease available avoidance time [3]. Additionally, timely
convergence is not guaranteed [4]. Reliably identifying a col-
lision threat using relative angular rate is difficult, but relative
angular position can be estimated with greater consistency [5].
New approaches using these measurements directly, as opposed
to range, are thus required.
Conical spirals offer a potential solution.2 Frequently occur-
ring in nature and broadly studied by mathematicians, artists
and scientists, they describe the set of trajectories that circum-
scribe the surface of a cone [6]. By holding the conical apex at
a fixed angle, a vehicle may track away from, toward, or about
the apex according to a set of logarithmic equations. The idea
can be reduced to two dimensions, resulting in planar spirals. An
intruder aircraft in the Detect and Avoid environment could then
be considered the conical apex and tracking an outward diver-
gent spiral may ensure collision avoidance. Similar arguments
can be made for other vision-based navigation tasks in which
the object to be observed, inspected, or tracked approximates a
single point in the image.
By approximating the object as the conical apex and regu-
lating its relative angular position directly from visual obser-
vations, an image-based visual servoing (IBVS) approach can,
therefore, provide a framework to guide conical spiral motion.
It provides a reactive control approach robust to range error and
camera calibration [7]. For complete visual control, at least four
points from the same object are required, yet only a single point
feature would be adequate for partial control in the vertical and
lateral planes. Assuming object detection [9], [10], the difficul-
ties lie in satisfying problem constraints and ensuring stability.
Vehicle dynamics, actuator limitations, and sensor field of view
should be explicitly considered in the design. Stable control
is required to ensure the reference spiral is tracked, and safe
operation is maintained.
In this paper, we focus on constrained image-based control of
conical spiral motion, of which circular motion is a special case.
Using stability-based design strategies for general nonlinear
model-predictive control (NMPC), we derive a novel spherical
visual-predictive control (VPC) approach that is stable and
computationally efficient and provides good spiral tracking
performance.
2They have been called logarithmic, equiangular, and conchospirals, with
each name describing a particular characteristic of the resulting curve.
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II. BACKGROUND
If a spiral is to be tracked in the task space, we would first re-
quire knowledge of the apex position: the position-based visual
servoing approach. The control task then becomes relatively
trivial, and as described previously, the difficulty lies in reliably
estimating the apex range and subsequently approximating its
position. Alternatively, a conical spiral may be tracked using
image feedback directly: the IBVS approach.
IBVS involves regulating a set of image features s(t) toward
a set of reference values s∗(t) using some or all camera degrees
of freedom, defined by a control vector u(t). In order to do
so, we require the relationship between image feature velocity
s˙(t) and camera velocity x˙(t) defined by the image Jacobian
or interaction matrix Ls . In the classical approach, we require
an exponential decrease of image feature error e(t), resulting in
the control defined by
u(t) = −λLˆ+s e(t) (1)
where λ is a constant positive gain term, and Lˆ+s is the Moore–
Penrose pseudo inverse of the image Jacobian [7]. Controllers
for 2-D [11], [12] and 3-D [13], [14] spiral tracking have been
derived using this principle. Similar methods that do not ex-
plicitly consider the image Jacobian have also been proposed
[15]–[17], and control is based on relative bearing and elevation.
Tuning a gain term is required to simultaneously satisfy prob-
lem constraints and ensure sufficiently fast convergence. Stabil-
ity can then be guaranteed in this single case. The gain term is
often empirically derived and can lead to suboptimal behavior.
Optimal control-based approaches have emerged to help ad-
dress these issues. Control is derived by minimizing an objective
function J over an infinite time horizon such that
u(·) = argmin
u¯(·)
J(. . . , . . . ) (2)
where (·) denotes a control sequence defined over the corre-
sponding horizon. The objective function, however, is quite
general and could contain not only image feature error, but a
combination of image features, control effort, time, and other
application-specific criteria. This allows flexibility in the control
specifications while explicitly considering problem constraints.
Included in the set of optimal control-based approaches are path
planning [18], [19] and linear matrix inequalities (LMI) [20],
[21] formulations of IBVS using linear differential inclusions
or otherwise. Although global in nature, they require a unique
solution to exist, which is not always guaranteed. They are of-
ten designed with robustness in mind and consider worst-case
scenarios, which results in overly conservative control schemes
with larger computational overhead. This is particularly relevant
when the online computation of a minimax problem is required.
Such approaches have not been applied to spiral tracking, but are
likely to be unsuitable considering the requirement for multiple
image features from the same object.
Nonlinear model-predictive or receding horizon control
(NMPC) describes a particular class of optimal control-based
approaches, solved over a finite time or prediction horizon Tp
instead [22]. As opposed to a global solution, NMPC allows the
control law to be recalculated periodically, incorporating a feed-
back mechanism into the system to help compensate for external
disturbances. Generally, accurate process models are required
for effective control. As good approximations for both image
and robot kinematic models can be derived a priori, the NMPC
framework is well suited to image-based visual control. The
term VPC is commonly used, and the optimal control problem
to be solved becomes
u(·) = argmin
u¯(·)
J(e(t), . . . ) |t+Tpt . (3)
Solving a finite horizon as opposed to an infinite horizon op-
timal control problem reduces computational complexity. Sig-
nificantly complex or large systems can be solved provided the
horizon time is reasonable. In the VPC, the state vector may con-
sist only of image features or a combination of vehicle states
and image features. The nonlinear optimization problem is then
solved over the resulting state space such that control, state, and
visibility constraints are managed accordingly. Importantly, ob-
ject pose is not reconstructed, and differences in various schemes
often revolve around image feature representation and objective
function structure [23]–[25]. The system dynamics are often
linearized, and the objective function consists of a weighted
sum of quadratic terms in state and control. Such an objective
function will hereafter be referred to as the general form. In the
special case, the control resulting from (3) is equal to that of
(1) as Lˆ+s approximates a least-square solution to the inverse
image kinematics.
Ensuring closed-loop stability for NMPC is difficult, but can
be achieved by assuming the general form of the objective func-
tion and selecting suitable design parameters. These include the
prediction horizon Tp , control horizon Tc , and objective func-
tion weighting matrices [26]. The approach is typically used for
real applications, and although it has proved to be effective for
VPC [27]–[29], defining the parameters often requires experi-
ence. They are chosen to provide a tradeoff in computational
complexity and stability. Typically, the prediction and control
horizon are equal, and tuning is predominantly on the prediction
horizon length. If too short, stability issues may arise. If too long,
the computational expense increases significantly, and the con-
trol horizon can be used to reduce complexity. To this end, move
blocking approaches are commonly used. By considering a sin-
gle constant control over multiple steps within the prediction
horizon, the complexity of the optimization problem is consider-
ably reduced. This has been studied in [30] and applied to VPC
in [31]. Unfortunately, stability can no longer be guaranteed,
constraint satisfaction may be difficult, and the resulting con-
stant control may be suboptimal or infeasible. Tuning guidelines
exist [32], but due to the variability in system dynamics, no for-
mal rules have been established for general NMPC or VPC. For
visual control, the nonlinearity of the image dynamics results in
considerable differences in system behavior for each operating
point, further complicating parameter selection. A loss of per-
formance may then result as a compromise for ensured stability.
Alternatively, design methods exist that guarantee nom-
inal closed-loop stability, without explicitly tuning system
parameters. By altering the control structure, they rely only on
the existence of a feasible solution at the initial time. Feasibility
at each subsequent time is then guaranteed resulting in stable
behavior. In the first approach, a terminal equality constraint can
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be added [33], [34] such that (3) becomes
u(·) = argmin
u¯(·)
J(e(t), . . . ) |t+Tpt s.t e(t + Tp) = 0. (4)
The reference state must be reached within a finite prediction
horizon, which often leads to a restricted region of operation.
Therefore, feasibility and thus, stability, becomes an issue for
small prediction horizons. To ensure a satisfactory region of
operation, a large prediction horizon is required which brings
increased computational burden. Additionally, exact numerical
satisfaction of the terminal equality requires an infinite number
of calculations. Approximations must be made for tractability,
which can compromise stability results.
The second approach is to apply a terminal penalty term and
terminal region to the control structure, forcing the final state to
lie in a bounded region about the reference value at the end of
the horizon [35], [36]. Within this region, convergence is then
guaranteed. Transforming (3) into this framework
u(·) = argmin
u¯(·)
J(e(t), . . . , e(Tp)) |t+Tpt s.t e(t + Tp) ∈ Ως
(5)
where e(Tp) denotes a terminal penalty term, and Ως defines
the terminal region. By including the terminal region constraint,
the approach is less restrictive than the first. The requirement
to satisfy a zero terminal constraint in finite time is removed,
decreasing the potential for feasibility issues when using small
prediction horizons. The existence, shape, and magnitude of
the terminal region can also be used to discriminate between
particularly nonlinear regions of the state space and help es-
timate the domain of attraction (region of operation). A large
terminal region indicates the system dynamics are relatively lin-
ear about the associated reference state, resulting in a greater
region of convergence. The reverse is true for small terminal
regions. The terminal penalty term is used to virtually extend
the horizon to infinity by approximating an upper bound on
the objective function. As a result, the approach is commonly
referred to as quasi-infinite horizon nonlinear model-predictive
control (QIH-NMPC).
The terminal penalty term and terminal region depend on mul-
tiple system-specific factors and cannot be chosen freely. They
are in general difficult to determine, but can be approximated
offline. This improves the design process by allowing analy-
sis of some system attributes before controller implementation.
Additionally, by moving the majority of the computational bur-
den offline, the online optimization can be solved sufficiently
fast using modern solvers [37], [38]. Such solvers are capa-
ble of managing infeasible initial states, searching for alternate
solutions when required.
Designing VPC using the quasi-infinite framework has not
yet been explored. For tasks such as spiral tracking, coupling
a spherical camera and the quasi-infinite horizon control de-
sign offers some significant benefits over traditional approaches.
These include the following:
1) guaranteed nominal closed-loop stability;
2) a means to estimate the domain of attraction for any refer-
ence image features. This provides valuable information
on the reachability of the reference state given the initial
conditions. For general image-based visual servoing, this
is difficult or impossible;
3) a means to design suitable reference image features for
region-reaching IBVS. We may only require a divergent
spiral or one that exists entirely above or below the apex.
Therefore, the required reference image features are not
unique, but instead exist in a particular region of the image.
Recent region-reaching controllers [39] will fail when us-
ing a single point feature, due to singularities at the region
boundary; therefore, selection of specific image features
may still be required. Suitable reference image features
may then be selected a priori based on the attributes of
the associated terminal region such that feasibility issues
are less likely;
4) a large field of view offered by spherical imaging that
ensures the object remains visible for an arbitrary spiral,
regardless of the control input or external disturbances;
5) an efficient implementation as the computational com-
plexity is managed offline, allowing adequate control
without the need for move blocking. This is important
for visual control, given its sensitivity to system latency
through image-processing delays and the desire for opti-
mal performance [40].
In this study, a number of significant contributions are pre-
sented including the following:
1) first application of VPC using the stability-based quasi-
infinite NMPC design;
2) novel IBVS approach for spiral tracking, including circu-
lar motion as a special case;
3) comparable spiral-tracking performance with respect to
recently proposed predictive control schemes, and a qual-
itative feasibility and robustness analysis regarding pa-
rameter uncertainty and additive noise;
4) extension of IBVS for aerial vehicles using spherical
imaging, VPC, and single point features.
This paper is structured as follows. In Section III we pro-
vide a formal problem description and introduce spherical cam-
eras, conical spirals, and VPC. In Section IV quasi-infinite hori-
zon visual-predictive control (QIH-VPC) is derived. Controllers
for circular and spiral motion are presented and analyzed in
Sections V and VI, respectively. An analysis regarding the
choice of reference image features is presented before feasibility
and robustness issues are analyzed. A performance comparison
with respect to recently proposed VPC schemes is also included.
Experimental results are presented in Section VI. followed by
concluding remarks in Section VIII.
III. PROBLEM DESCRIPTION
The following notation is used in this paper. For any scalarx ∈
R1 , |x| denotes its absolute value. For any vector x ∈ Rn , ‖x‖
denotes the two norm, and xP denotes the weighted norm such
that x2P = xT Px, where P  0 is a positive-definite matrix.
The maximum and minimum real eigenvalues of a matrix P are
given by λmax(P ) and λmin(P ), respectively. A vector-valued
function is given by f(·), and a reference value is denoted
with an asterisk. For example, u∗ defines a reference control
vector.
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A. Conical Spirals
Consider a fixed world reference frame with its origin po-
sitioned at the apex of a stationary cone and its z-axis along
the cone axis. The equations describing motion along a conical
spiral path about the apex on the surface of the cone in Cartesian
coordinates are given by
wx(t) = (r0 − bt) cos
(
η0 − c log
(
1 +
at
z0
))
(6)
wy(t) = (r0 − bt) sin
(
η0 − c log
(
1 +
at
z0
))
(7)
w z(t) = z0 + at (8)
where a = v cos(α) cos(β), b = v cos(α) sin(β), and c =
tan(α)/ sin(β) [6]. They are defined in terms of a constant speed
v and conical angles c = [α β]. The elevation angle β defines
the angle between the apex and the current position measured
from the positive z-axis such that 0 < β < π. The bearing angle
α is defined as the angle between the projection of the velocity
vector onto the xy plane and the apex such that −π < α < π.
The speed is defined as the magnitude of the translational veloc-
ity vector x˙t such that v = ||x˙t || = (v2x + v2y + v2z )
1
2
. The initial
range and vertical displacement from the apex are defined by
r0 and z0 , respectively. The initial angular position from the
apex measured from the positive x-axis is defined by η0 . The
variables are depicted in Fig. 1. Fixing the conical angles to a
reference value such that c∗ = [β∗ α∗] and solving (6)–(8) as
t →∞, we obtain
lim
t→∞
wx(t) =
⎧
⎪⎪⎨
⎪⎪⎩
0, 0 < |α∗| < π2
(l2 − y2)1/2 , π2 = |α∗|
∞˘, π2 < |α∗| < π
(9)
lim
t→∞
wy(t) =
⎧
⎪⎪⎨
⎪⎪⎩
0, 0 < |α∗| < π2
(l2 − x2)1/2 , π2 = |α∗|
∞˘, π2 < |α∗| < π
(10)
lim
t→∞
w z(t) =
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∞, 0 ≤ β∗ < π2 ∩ |α∗| > π2
0, π2 = β
∗ ∪ |α∗| < π2
−∞, π2 < β∗ ≤ π ∩ |α∗| > π2
h, π2 = |α∗| ∀β
(11)
where h and l are constants primarily determined by r0 and
β∗. Circular motion about the apex is a special case of conical
motion when α∗ = ±π/2 such that x2 + y2 = l2 . Divergent
spiral motion whereby the spiral radius increases is denoted by
∞˘, as strictly speaking, the limit does not exist. Considering
the complete domain of the conical angles, degenerate cases
exist for the median values. Specifically, for α∗ = 0, nonspiral
motion toward the apex results. For β = π/2, motion is no
longer on a conical spiral, but a planar spiral with z = 0. In
Fig. 3, some example spirals and their corresponding reference
conical angles are shown.
Now consider a spiral reference frame, attached to the vehicle
moving along the conical spiral trajectory. The origin of the
Fig. 1. Top view and side view of a reference cone (dashed), its apex (solid
black dot), and parameters defining conical spiral motion.
Fig. 2. World (w), spiral (s), and body (b) coordinate frames and elevation
(β ′) and azimuth (α′) angles in spiral frame.
spiral reference frame and body frame is initially aligned. The
spiral frame inherits the body translational motion but only its
angular velocity in the z-axis. The orientation of the world frame
with respect to the spiral frame can be defined as a rotation sRw
about the vertical axis of the world frame such that
sRw = R(ψ) (12)
where ψ denotes the vehicle yaw angle. By the definition above
and considering Fig. 2, the relationship between the bearing and
elevation angle in the spiral and world frame is given by
α′(t) = α(t), β′(t) = π − β(t) (13)
where a dash denotes an angle measured in the spiral frame.
Combining (6)–(8) with (13), a conical spiral can be tracked
by regulating β′ and α′. The introduction of the spiral reference
frame allows the derivation of a convenient relationship between
the image features and conical angles, which is presented in the
following section.
B. Spherical Cameras
Ideal spherical cameras offer a 4π steradian field of view
useful for many visual navigation applications. A unified imag-
ing model can be used to map image features represented
by a number of camera types, including wide angle and
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Fig. 3. (a) Example reference conical angles depicted in α – β space. (b)
Corresponding conical spiral trajectories. Notice the degenerate cases (light
blue, red, gray), circular motion (red, green), divergent spirals (magenta, black),
and convergent spiral (dark blue). An “o” and “*” mark the trajectory start and
finish positions, respectively.
perspective, to an ideal imaging sphere [41]. A point feature
is first mapped to the surface of a unit sphere S and then repro-
jected onto an imaging plane I . The mapping depends on the
camera parameters (d, m) and mirror type [42]. The resulting
image feature s can be represented using an azimuth γ and co-
latitude σ angle measured from the spherical center such that
s = [σ γ]. A simplified representation of the spherical camera
geometry and example image feature motion of the sphere is de-
picted in Fig. 4. Note that tracking a great circle over the sphere
appears as a straight line on a Cartesian representation of theσ–γ
space.
Consider a spherical camera rigidly attached to an aerial vehi-
cle observing a point object, considered to be the conical apex.
In the camera frame, the apex is denoted by cp such that
cp(t) =
⎛
⎜⎝
X(t)
Y (t)
Z(t)
⎞
⎟⎠ =
⎛
⎜⎝
r(t)Sσ(t)Cγ(t)
r(t)Sσ(t)Sγ(t)
r(t)Cσ(t)
⎞
⎟⎠ = r(t)c p˜(t)
(14)
where C = cos(·), S = sin(·), and r(t) is the distance to the
object, and a tilde denotes a unit vector. Recalling the origin
of the body and spiral frames to be equal, then in the spiral
reference frame, (14) becomes
sp(t) = sRb(t)bRccp(t) + stc (15)
r(t)s p˜(t) = r(t)sRb(t)bRcc p˜(t) + stc (16)
where sRb(t) and bRc define rotation matrices from body to
spiral and camera to body frames, respectively. The camera focal
point and origin of the body frame are separated by the vector
btc , which has the same magnitude as stc . Dividing through by
Fig. 4. Simplified spherical projection model and example image feature tra-
jectory. (a) Azimuth angle. (b) Colatitude angle. (c) Image feature trajectory
in Cartesian representation. (d) Image feature trajectory on spherical imaging
surface.
r(t) and assuming r(t)  ‖stc‖
s p˜(t) = sRc(t)c p˜(t) (17)
where sRc(t) = sRb(t)bRc . Substituting for p using spherical
coordinates⎛
⎜⎝
Sβ′(t)Cα(t)
Sβ′(t)Sα(t)
Cβ′(t)
⎞
⎟⎠ = sRc
⎛
⎜⎝
Sσ(t)Cγ(t)
Sσ(t)Sγ(t)
Cσ(t)
⎞
⎟⎠ (18)
where
sRc(t) = R(θ) R(φ) (19)
sRc(t) =
⎛
⎜⎝
Cθ(t) Sθ(t)Sφ(t) Cφ(t)Sθ(t)
0 Cφ(t) −Sφ(t)
−Sθ(t) Cθ(t)Sφ(t) Cθ(t)Cφ(t)
⎞
⎟⎠ (20)
and θ(t) and φ(t) denote camera pitch and roll angles, respec-
tively. The conical angles can then be derived by solving (18)
using the measured spherical image features and vehicle orien-
tation.
Depending on the vehicle dynamics, the reference spiral will
typically be followed with nonzero pitch and roll. This is cer-
tainly the case for fixed wing aircraft, in which coordinated
turns require nonzero yaw and roll angle, and climbing and
descending require nonzero pitch. In this case, the reference
image features and reference conical angles would not be equal.
However, by using derotated images, it is reasonable to assume
θ(t) ≈ φ(t) ≈ 0 ∀t; therefore, sRc = I3 and s∗ ≈ c∗. This way,
the problem is generalized for any aircraft type. Reference im-
age features that directly correspond to a particular conical spiral
could first be selected. The spiral can then be tracked by directly
regulating these image features assuming the image kinematics
are known.
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The image kinematics define the relationship between im-
age feature velocity s˙(t) and camera translational and angular
velocity components x˙(t) such that
s˙(t) = Ls(s(t), r(t)) x˙(t) (21)
where Ls is the spherical image Jacobian [43], and x˙(t) ∈ R6 .
Most aircraft are underactuated; therefore, we can only control
some of these velocities. We can then express x˙(t) in terms
of the controlled velocities u(t) and the remaining velocities
v(t) such that x˙(t) = [u(t) v(t)] , where u ∈ Rm , v ∈ Rn ,
and m + n = 6. Considering the general case for aerial vehi-
cles, we can track a spiral trajectory with a fixed forward ve-
locity vx and variable vertical velocity vz and yaw rate3 ωz .
We cannot control all three velocities using visual feedback
as only a single image feature is being observed. Setting u =
[vz ωz ] and v = [vx vy ωx ωy ], the image kinematics can be
rewritten as
s˙(t) = Lu (s(t), r(t))u(t) + Lv (s(t), r(t))v(t) (22)
where
Lu (·) =
(
Sσ (t)
r(t) 0
0 −1
)
(23)
Lv (·) =
⎛
⎝
−Cσ (t)Cγ (t)
r(t)
−Cσ (t)Sγ (t)
r(t) Sγ(t) −Cγ(t)
Sγ (t)
r(t)Sσ (t)
−Cγ (t)
r(t)Sσ (t)
Cγ (t)Cσ (t)
Sσ (t)
Sγ (t)Cσ (t)
Sσ (t))
⎞
⎠
(24)
and Lu and Lv represent partitions of the spherical image
Jacobian such that Ls = [Lu (·) Lv (·)]. Partitioning this way
ensures decoupled control in the vertical (z − x) and lateral
(x− y) planes in the camera frame. Forward velocity can then
be regulated by an external controller. Assuming a fixed refer-
ence range value,4 as is usually done in visual servoing, (22)
reduces to
s˙(t) = Lˆu (s(t))u(t) + Lˆv (s(t))v(t) (25)
where Lˆu and Lˆv denote approximations of the partitioned im-
age Jacobian taken for r(t) = r∗. Assuming the forward veloc-
ity vx remains relativity constant and the image features are
taken from derotated images, v(t) can be considered constant
as vy (t) ≈ ωx(t) ≈ ωy (t) ≈ 0. Rewriting (25) in standard ODE
form, the local process model can be defined by
s˙(t) = f(s(t),u(t)) (26)
f(s(t),u(t)) = Lˆu (s(t))u(t) + Lˆv (s(t))v (27)
where v may be passed as a predetermined parameter.
C. General Control Problem
The general control problem can now be defined.
3These may be used directly or transformed into angular displacement com-
mands, which is commonly done for fixed wing aircraft.
4This is only true for motion on a circular plane, and model mismatch results
otherwise.
1) Set the desired conical angles, c∗ = [β∗ α∗] according to
a particular application. For collision avoidance, a circu-
lar or divergent spiral is preferred; therefore, β∗ = π/2,
and α∗ ≥ π/2. As the image features are derotated using
(17)–(20), the reference image features and conical angles
are equal such that s∗ = c∗.
2) Measure the image features s(t) = [σ(t) γ(t)], and find
the feature error e(t) according to
e(t) = s(t)  s∗ (28)
where  denotes a modulo 2π subtraction such that e(t)
is the smallest angular difference on the sphere. Any co-
latitude and azimuth angle outside the bounded region
defined by the spherical surface can be mapped back to a
point within the bounded set in a similar manner.
3) Find the control u(t) such that the
lim
t→∞ e(t) = 0 (29)
s.t
s˙(t) = f(s(t),u(t)) (30)
u(t) ∈ U ⊂ R2 ∀t ≥ 0 (31)
s(t) ∈ S2 ∀t ≥ 0 (32)
where U defines the control constraint domain, and S2
defines the set of points on a two-sphere. It can be thought
of as 2-D manifold in Euclidean space representing the
spherical imaging surface.
D. Classical Visual-Predictive Control
VPC is based on well-established NMPC [22]. It requires a
reference state vector, a process model, an objective function,
and a solver for the resulting optimization problem. At each sam-
pling instance, a control sequence of camera velocities is found
that minimizes the objective function under a set of nonlinear
visibility, state, and control constraints. The objective function
is calculated over a finite prediction horizon Tp using a process
model that may include a combination of image kinematics and
vehicle dynamics. The first of the control sequence is applied
before the process is repeated each time a new measurement ar-
rives. Essentially, a constrained finite horizon nonlinear optimal
control problem is solved at each sampling instance.
Typically, the objective function takes the general form; how-
ever, it is possible to manipulate the objective function structure
online. Terms may be added, removed, or altered, reflecting
their relative importance to the intended application. Any ob-
jective function weighting matrices may be constant or time
varying over the prediction horizon or successive optimiza-
tions. Recently, a progressively incremented positive-definite
state penalty matrix Q(τ) is used to penalize states more heav-
ily toward the end of the horizon [31]. No penalty on control
was used and is essentially handled by the control constraints.
The control problem can be defined in continuous time as
u(·) = argmin
u¯(·)
J(e(t)) (33)
J(e(t)) =
∫ t+Tp
t
e(τ)2Q(τ )dτ (34)
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s.t
˙¯s = f(s¯, u¯), s¯(t) = s0 (35a)
Q(τ) = 2Q(τ − T ) (35b)
u¯(τ) = ρ, τ ∈ [t, t + Tp ] (35c)
ρ ∈ U (35d)
where T defines the sampling time. Internal variables used in
prediction are distinguished using a bar as they will not in gen-
eral be equal to their actual future values. The trajectory of the
predicted image features s¯(·) results from adopting the control
sequence u¯(·), starting from the true initial image features s0 .
Move blocking is used as a single constant control ρ is applied
over the entire prediction horizon. Although computational effi-
cient, move blocking results in potentially suboptimal solutions,
having not considered the full richness of control actions over
the prediction horizon.
Although local stability is ensured, it is difficult to infer the
domain of attraction for a given reference or consider any global
stability properties. Large prediction horizons increase the com-
putational complexity, while small horizons will inherit similar
stability properties as classical image-based approaches. This
VPC scheme shall be referred to as classical VPC (C-VPC) and
will be used for comparative purposes.
IV. QUASI-INFINITE HORIZON VISUAL-PREDICTIVE CONTROL
Transforming the VPC problem into the quasi-infinite hori-
zon nonlinear control framework requires the offline calculation
of some additional parameters. First, the image kinematics are
shifted and linearized about the reference point. Second, a sta-
bilizing locally linear controller is used to derive a terminal
penalty matrix P to augment the objective function. Third, a
terminal region Ως about the operating point is calculated and
added as an extra nonlinear constraint. The online optimization
problem defined in (33)–(35) can then be reformulated with the
inclusion of these additional controller parameters.
A. Problem Setup
Considering the application, the reference image features s∗,
range r∗, and forward velocity v∗x are first selected. The control
constraint domainU ⊂ R2 must then be defined and is typically
a function of the vehicle limitations such as turn or climb rate.
Assuming a constant forward velocity, the reference controls
u∗ can then be calculated using circular motion equations or
otherwise. If u∗ /∈ U , then the reference spiral is infeasible, and
new reference image features, range or forward velocity must be
selected until the control constraints are satisfied. This is not a
drawback of the controller but results from the vehicles physical
constraints and chosen application.
The image kinematics representing the process model must
then be shifted about the reference operating point such that
f(0, 0) = 0. Rewriting (27) for the shifted model
f(s(t),u(t)) = Lˆu (s(t) + s∗)(u(t) + u∗)
+ Lˆv (s(t) + s∗)v (36)
where the associated control constraint domain must also be
shifted such that U =
{
umin ≤ (u(t) + u∗) ≤ umax}. Recall-
ing that v can be approximated as a constant maintained by
external controllers, this system can then be linearized about
s(t) = 0 and u(t) = 0. Using small disturbance theory, the re-
sulting state-space representation for the process model is
s˙(t) = As(t) + B(u(t) v)T (37)
where A = ∂f(s,u)/∂s, and B = ∂f(s,u)/∂u. The reference
control and image features for this system are now zero vectors
as a result of the shifted process model. Equations (36) and (37)
have been derived with consideration to the necessary conditions
required for general QIH-NMPC control design as stated in A1–
A3 in the Appendix.
B. Terminal Penalty Term
The terminal penalty matrix P is used to apply a quadratic
terminal cost s¯(t + Tp)2P within the objective function. The term
is used to penalize deviation from the reference state at the end
of the prediction horizon and provide an upper bound on the
objective function ∀t > Tp where a fictitious locally linear state
feedback controller is assumed. This linear controller is derived
for the shifted process model defined by (37) and used directly
to calculate P .
First, a static gain matrix K must be defined about the ref-
erence value for a linear state feedback controller such that
u(t) = Ks(t). The choice of controller is somewhat arbitrary;
however, by solving a linear quadratic regulator (LQR) type
problem, an optimal linear controller may be found. The asso-
ciated Riccati equation
AT S + SA− (SB)R−1(BT S) + Q = 0 (38)
is first solved for S, where the state and control weight-
ing matrices are defined by Q and R, respectively. Then,
K = −R−1(BT S) is found such that asymptotic stability of
the closed-loop system (Ak = A + BK) is guaranteed in a re-
gion about the reference values. Note the sign reversals that are
required due to the use of an LQR and the definition for u(t).
As σ∗ /∈ {0, π}, the linearized system is both controllable and
observable such that the pair A, B is stabilizable. The existence
of a suitable LQR controller is, thus, ensured provided Q  0,
R  0.
Second, the maximum real eigenvalue of the closed-loop sys-
tem λmax(Ak ) is found by solving the Lyapunov equation
(Ak + κI)T P + P (Ak + κI) = −(Q + KT RK) (39)
for P . The constant constant κ is chosen such that 0 ≤ κ <
−λmax(Ak ) to ensure (39) admits a unique positive-definite so-
lution. To ensure a larger terminal region while retaining good
control performance, the poles of the closed-loop system are
shifted such that κ = −0.9λmax(Ak ). It was shown in [26] and
verified for visual control that κ should be chosen near, but
not equal to −λmax(Ak ). If κ  −λmax(Ak ), a smaller termi-
nal region would result. If κ = −λmax(Ak ), then the terminal
penalty matrix will be large and may degrade control perfor-
mance. Note that other values for κ are suitable, but the lim-
its on κ for acceptable performance for VPC have yet to be
determined.
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Fig. 5. Example feasible initial image feature s0 moving from the feasible
region M to the terminal region Ως over the prediction horizon Tp .
C. Terminal Region
The terminal region Ως is an ellipse on the spherical imaging
surface defined such that sT P s ≤ ς where ς ≥ 0. The method
for calculating the terminal region is based on the methodology
of [36] and extended to provide an explicit formulation amenable
to direct implementation in MATLAB. To find the terminal re-
gion Ως , a series of optimization problems are solved offline,
defined by Algorithm 1 and using (40)–(44), shown below. Each
optimization problem can be solved using the global optimiza-
tion function MultiSearch. It requires nomination of a local
solver and associated solver method. To this end, the fmincon
function with sequential quadratic programming (SQP) solver
can be used.
The terminal region is invariant under the locally linear con-
troller, which itself is fictitious in the sense it is never imple-
mented and only used to derive these controller parameters.
Feasibility of the open-loop optimal control problem at the ini-
tial time implies the image features will lie within the terminal
region at the end of the prediction horizon, ensuring closed-loop
asymptotic stability. An example is shown in Fig. 5, where an
arbitrary terminal region Ως and feasible region M are drawn
over the spherical surface S2 . Strictly speaking, Ως = M , but
it is reasonable to assume that the larger the terminal region,
the larger the domain of attraction such that Ως ⊆ M . Impor-
tantly, a larger terminal region will generally result in a larger
terminal penalty matrix. The penalty matrix must not be too
large such that control performance is degraded. This is an
important tradeoff when selecting the prediction horizon. A
smaller prediction horizon may be used for a larger terminal
region to decrease computational overhead without degrading
performance
sπ = argmax
s
‖s‖ (40)
sς = argmin
s
{
κ · sT P s− sT Pφ(s)} (41)
φ(s) = f(s,u)−Aks (42)
0 ≤ Ks− umin (43a)
0 ≤ umax −Ks (43b)
0 ≤ ςj − sT P s. (44)
Algorithm 1 Terminal Region Ως Calculation
Set j = 1
PROBLEM A
Solve (40) subject to (43)
set ςj = sπP sπ
PROBLEM B
Set sς = sπ
whilesς > 0 do
Solve (40) s.t (43)–(44)
Solve (41) s.t (42)–(44)
Set j = j + 1
set ςj = 23 ςj−1
end while
Set ς = sςj −1 P sςj −1
Remark 1: Finding the true maximal terminal region is diffi-
cult, but the approach outlined in this paper can be considered a
suitable approximation having verified the results of [36] with
the above Algorithm. Note also that solving the first optimiza-
tion in problem B is generally not required, but its solution is
used as an initial value to speed up the second optimization
in problem B. Additionally, when using fmincon in MATLAB,
(40) must be transformed to a minimization problem.
D. Online Implementation
The online QIH-VPC optimization problem can now be de-
fined as
u(·) = argmin
u¯(·)
J(s(t), u¯(·)) (45)
where
J(s(t), u¯(·)) =
∫ t+Tp
t
s¯(τ)2Q + u¯(τ)
2
Rdτ
+ s¯(t + Tp)2P (46)
s.t
˙¯s = f(s¯, u¯), s¯(t) = s0 (47a)
u¯(τ) ∈ U , τ ∈ [t, t + Tp ] (47b)
s¯(t + Tp) ∈ Ως (47c)
where Q  0, R  0, P  0, and Tp = Tc to avoid move block-
ing. Due to the spherical camera model, visibility constraints do
not need to be explicitly considered in the control design.5 Note
also that because the framework considers a shifted process
model, s can be used instead of e in J .
V. CIRCULAR MOTION
In this section, the controller performance for circular mo-
tion is analyzed. Simulations were conducted using the con-
straints defined in Table I, which appears in Section VI, as well
as the parameters defined in Table II, which also appears in
5Visibility constraints can be included to avoid polar regions.
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Fig. 6. Terminal region behavior with s∗. (a) Terminal region contraction for
s∗ = [140π/180 π/2]. (b) Terminal regions for σ∗ ∈ {π/2, 2π/3, 5π/6}.
(c) Terminal region constant ς with varied σ∗. (d) Example image feature
trajectories for s∗ = [125π/180 π/2] and varied s0 .
Section VI, unless stated otherwise. Solutions to the online op-
timization problem (45)–(47) were obtained using the ACADO
Toolkit [38]. This allowed for the development of deployable
code suitable for real applications and optimized for the VPC
problem. For the C-VPC case (33)–(35), MATLAB’s fmincon
was used in order to remain consistent with previous works.
Both solvers use an SQP-based Active-Set strategy to solve the
nonlinear optimization problem. To ensure a true comparison
can be made however, each solvers parameters were adjusted.
Using the general form of the objective function for the VPC
problem, simulations showed an RMS difference of less than
0.005 between the resulting control output.
A. Reference Image Features
The reference image features s can be chosen arbitrarily
within the domain of s. As σ∗ /∈ {0, π}, assumptions A1–
A3 are satisfied for circular motion. The reference control
u∗ = [0 ω∗z ] can then be calculated using simple circular mo-
tion equations. The nominal forward velocity v∗x is defined as
v∗x = ω
∗
z r
∗
2 , where r∗2 defines the radius of the circle on the lateral
xy plane such that r∗2 = r∗ cos(σ∗ − π/2).
With γ∗ = π/2 and r∗ = 2, the terminal region variation with
σ∗ is compared. Fig. 6(a) shows the terminal region centered
about σ∗ = 5π/6. Fig. 6(b) shows the terminal regions centered
about σ∗ ∈ {π/2, 2π/3, 5π/6}. Symmetry about σ∗ = π/2 is
observed for σ∗ < π/2; therefore, results are omitted. For
π/2 ≤ σ∗ < 130π/180, the terminal region is dictated by the
control constraints. This corresponds to solving only problem A
in Algorithm 1. If the control constraint domain is increased for
a given σ∗, a larger terminal region will result. In the polar re-
gions, the terminal region is no longer defined primarily due to
Fig. 7. Example QIH-VPC simulation for s∗ = [125π/180 π/2]. (a) Image
feature trajectory. (b) Camera trajectory. The reference circular trajectory
(green) is also shown. (c) Track error. This is defined as the minimum two
norm of the difference between any point on the reference circle and the current
position. (d) Control effort.
control constraints. Because of the increased nonlinearity of the
system, a number of iterations are required to find the terminal
region for which the fictitious linear controller guarantees con-
vergence. In Fig. 6(a), the dashed ellipse bounds the terminal
region according to the control constraints, while the red ellipse
shows the actual terminal region considering the system nonlin-
earity. This terminal region along with those for two different
reference image features is depicted in Fig. 6(b).
The variation in the terminal region constant ς , which can
be considered a proxy for the terminal region area, with σ∗ is
shown in Fig. 6(c). The region increases until σ∗ ≈ 128π/180
due to an increased domain for the linear controller, before
rapidly decreasing as we approach the polar regions. The result
depends on the choice of weighting matrices Q and R, but
we can safely assume these to be constant predefined matrices
chosen based on some desired vehicle performance. The result is
important as it suggests selecting σ∗ near 125π/180 may ensure
a larger domain of attraction and thus larger feasible set for s0 .
A set of simulations for σ∗ = 125π/180 and varied s0 is shown
in Fig. 6(d) with a detailed example for s0 = [π/2 0] shown
in Fig. 7. In each simulation, r0 = 2, and the resulting camera
trajectory converges to the desired circular path.
For each reference image feature, the terminal region can
be used to quantitatively determine the associated degree of
nonlinearity and domain of attraction. It could be used to select
suitable reference values for spiral tracking, before implemen-
tation. In a sense, guiding design choices based on expected
performance. Consider an application such as collision avoid-
ance. Choosing α∗ ± π/2 and σ∗ = 125π/180 could ensure a
larger set of feasible initial states and therefore provide better
assurance that the reference features (and spiral) will be tracked
such that avoidance will be achieved.
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Fig. 8. Feasibility analysis for s∗ = [125π/180 π/2] and simulation time
of 30 s. Feasible (black) and infeasible (gray) s0 are shown. (a) Approximate
set of feasible initial states for Tp = 2. (b) Approximate set of feasible initial
states for Tp = 15.
Fig. 9. Terminal region variation with parameter uncertainty for s∗ =
[125π/180 π/2] (a) Terminal region variation with r∗. The terminal regions
from the smallest to the largest correspond to r∗ ∈ {2, 4, 8, 16}, respectively.
(b) Terminal region constant variation with r∗ ∈ [0.5, 125].
Although analytically determining the feasible region may be
possible in the nominal case, the difference between the actual
system and model suggests that it would be best to sample
s0 over S2 and simulate. The resulting state at the end of the
first iteration, and whether it lies in the terminal region, can be
used to determine feasibility [44]. Such results are depicted in
Fig. 8 for short and long horizons by sampling s0 at 20π/180
intervals over S2 . For the sampled set Sˆ2 , a larger feasible initial
state space, and thus stable region of convergence, is noticed for
longer prediction horizons. It was noted in [8] that it is difficult to
determine the region of convergence for classical IBVS. These
results provide some valuable insight into this important issue.
B. Robustness
The quantitative robustness properties in the context of un-
known time-varying range parameter and bounded uncertainty
on image feature measurements and actuators are investigated.
This is important to consider, since the approach is designed
for the ideal case. Even for circular motion, r(t) = r∗ unless
already established on the circular path. Based on previous
results, we use s∗ = [125π/180, π/2]. The terminal region vari-
ation for r∗ ∈ {2, 4, 8, 16} is shown in Fig. 9(a), and the varia-
tion in the terminal region constant for r∗ = [0.5, 125] is shown
in Fig. 9(b). The existence and shape of the terminal regions are
important, suggesting a controller designed with a smaller r∗
may be suitable when r(t) > r∗. This is shown by the succes-
sively smaller terminal regions as r∗ decreases.
Fig. 10. Robustness characteristics with respect to parameter uncertainty
and additive noise. (a) Example image feature trajectories for r∗ = 2 and
r0 ∈ {1, 2, 3, 4}. The dashed line shows r0 = 2. (b) Example image feature
trajectories for s0 = [125π/180 π/2] and additive measurement and process
noise q(t).
Fig. 11. Example feasible region statistics for s∗ = [125π/180 π/2] and
simulation time 30 s.
In Fig. 10(a), the controller from the previous section is used,
but r0 is varied instead. In some cases, the initial object range
is up to twice that used in the process model. The QIH-VPC
controller is shown to handle this large parameter uncertainty,
converging to the circular trajectory. Uncertainty on image fea-
ture measurements, imperfect actuation, and range parameter
uncertainty is then included. Uncertainty in the form of additive
white noise q(t) ∼ N (0, 0.022) is added, providing consistency
with related works [31]. The results are given in Fig. 10(b),
showing convergence to the desired reference in all cases. Al-
though the approach is not designed for robustness, uncertainty
and model mismatch are managed well.
Some example feasibility statistics for r0 = [1.5, 4] sampled
at 0.5 intervals for all s0 ∈ Sˆ2 are given in Fig. 11. The approxi-
mate percentage of feasible initial features for each initial range
is shown. Interestingly, the results are comparable, suggesting
that the initial range has minimal impact on the feasible and,
thus stable, initial image feature set. Collectively, the results
suggest that despite the parameter uncertainty in the process
model, performance is not significantly degraded. Similar ro-
bustness characteristics are exhibited by classical IBVS, but
unlike QIH-VPC, a gain term must be tuned to ensure stable
behavior.
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Fig. 12. Example circular motion using C-VPC (red) and QIH-VPC (black).
(a) Image feature trajectory. (b) Spherical imaging surface. (c) Track error. This
is defined as the minimum two norm of the difference between any point on the
reference circle and the current position. (d) Camera trajectory.
Remark 2: One way to guarantee robust stability, without
explicitly considering uncertainty in the control design, is to
shrink the terminal region along with an appropriately calcu-
lated prediction horizon [35]. Other control design such as H∞
control and LMI explicitly consider a bounded uncertainty on
the unknown model parameters, but require the solution of a
computationally expensive minimax problem online. These ap-
proaches have only recently been applied to visual servoing
[21], resulting in unsatisfactory computation expense for imple-
mentation.
C. Performance Comparison
A performance comparison is made between the QIH-VPC
and C-VPC schemes. The C-VPC must now include a con-
trol penalty term u¯(τ)2R in the corresponding objective func-
tion (34) for a fair comparison. An example set of results for
s∗ = [125π/180 π/2], r0 = 2, and s0 = [π/2 0] is shown in
Fig. 12 for a realistic case, including parameter uncertainty and
additive noise q(t). The QIH-VPC provides comparable perfor-
mance to the C-VPC scheme. Similar image feature trajectories
are observed with a marginal reduction in track error for the
QIH-VPC scheme. Track error is defined as the minimum two
norm of the difference between any point on the reference cir-
cle and the current position. Similar robustness qualities are
displayed for both predictive schemes, managing model mis-
match, and added uncertainty.
The required control effort for both schemes is shown in
Fig. 13. The magnitude of the total control effort for each
s0 ∈ Sˆ2 for the QIH-VPC and C-VPC schemes is first cal-
culated. Then, their ratio is shown as a 2-D surface plot. A
long prediction horizon is used, and a reduction in control effort
for the QIH-VPC scheme results in a ratio less than unity. The
average ratio is 0.9716, showing a general reduction in control
Fig. 13. Comparison of total control effort for s∗ = [125π/180 π/2], Tp =
15, and simulation time 30 s. The ratio of control effort for QIH-VPC over
C-VPC is shown. A value less than unity depicts reduced control effort using
QIH-VPC at the corresponding s0 . The average ratio is 0.9716.
effort for the QIH-VPC scheme. This translates into the ability to
efficiently navigate through all regions of the state space, includ-
ing particularly nonlinear regions such as the polar caps.
The computational effort is of less impact, as it remains small
and suitable for near real-time implementation for both schemes.
Using MATLAB 2011b and the ACADO Toolkit running on an
Intel Core 2 Duo CPU T8100 at 2.10 GHz with 2G RAM, the
average computational time for the online optimisation (45) is
under 42 ms.
VI. SPIRAL MOTION
Any deviation from circular motion results in model-
mismatch due to varying range parameter. For divergent or
convergent spiral motion, condition A1 is then violated as
ω∗z (t) = f(r(t)) such that u∗ = f(t). One way to manage this is
to include range as a state, but we are unable to predict its deriva-
tive and thus variation, until we are established on a spiral. As
such, we cannot find a stable locally linear feedback controller
for such motion. This results in the terminal region approxi-
mating a point: a terminal equality constraint. This is known
to lead to stability, but is restrictive in the sense that it forces
s(Tp) = s∗. In this case, a terminal penalty term does not make
sense, and feasibility issues can arise. Alternatively, we could
use a terminal penalty without terminal constraints and select
an appropriate prediction horizon to aid stability [22]. This is
similar to the C-VPC approach in the stability sense; however,
the end states are not progressively weighted, and move block-
ing is not employed. In this section, simulations were conducted
using constraints defined in Table I and parameters defined in
Table II unless stated otherwise.
A. Performance Comparison
Controllers using a terminal equality constraint, terminal
penalty term without terminal constraint, and the C-VPC
scheme are compared. An example set of results for s∗ =
[125π/180 120π/180], r0 = 2, and s0 = [π/2 0] are shown
in Fig. 14 for a realistic case including parameter uncertainty
and additive noise q(t). In all cases, the differences between
the terminal equality constraint and terminal penalty term with-
out terminal constraint are small, with the latter offering greater
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Fig. 14. Example spiral motion using C-VPC (red), terminal penalty term
VPC (green), and terminal equality VPC (magenta). (a) Image feature trajectory.
(b) Spherical imaging surface. (c) Track error. This is defined as the minimum
two norm of the difference between any point on the reference cone and the
current position. (d) Camera trajectory.
flexibility in the feasible set for s0 . The performance of each con-
troller is comparable with C-VPC, with the predictive scheme
using only the terminal penalty term showing slightly faster
convergence to the surface of the reference cone.
Remark 3: Divergent spirals may be followed for all time pro-
vided the object remains visible. For convergent spirals, a limit
cycle will be reached that depends on the control constraints.
The object will be continually circled at a fixed radius, albeit
small for liberal control constraints.
VII. EXPERIMENTAL RESULTS
In this paper, we aim to show how QIH-VPC can be de-
rived and applied to a problem such as spiral tracking. Based
on simulated results, and in an attempt to collect some prelim-
inary experimental results, we consider the controller designs
in Section V for divergent and convergent spirals. We imple-
ment a controller for a small quadrotor using a terminal penalty
term only as this can also manage circular motion. Although
not strictly QIH-VPC in this case, we believe these are the first
experimental results using VPC of any form to control an aerial
vehicle. Results are provided to demonstrate practical VPC as a
step toward a full QIH-VPC implementation.
The dynamics of a small AscTec Hummingbird quadrotor
[45] were determined using black box identification and then
included in the process model [25]. The controller parame-
ters were then tuned for the quadrotor dynamics and are de-
fined in Table II. A well-established open source object de-
tection and tracking algorithm was used [46], and the conical
apex approximated as the objects’ centroid. Using the unified
imaging model, the spherical image features were approximated
from a perspective camera shifted by 135π/180 from the body
x-axis. A Vicon motion capture system provided ground truth
Fig. 15. Spiral motion of the quadrotor with camera in the loop for s∗ =
[80π/180 120π/180] (a) Image features. (b) Vehicle trajectory. (c) Control
effort. (d) Image feature error.
Fig. 16. Spiral motion of the quadrotor with the camera removed (using
virtual points) for five separate flight trials with varied s∗. (a) Image features.
(b) Vehicle trajectories. (c) Control effort for s∗ = [80π/180 120π/180].
(d) Image feature error for s∗ = [80π/180 120π/180].
and was not used in the visual controller. With a real application
in mind, such as Detect and Avoid style collision avoidance,
range is not estimated, and instead a fixed reference value is
used. In Fig. 15, the camera is in the loop, resulting in up to
100-ms delay in some cases. In Fig. 16, the camera is removed
to omit any image processing delay, and the image features
were calculated by assuming a known relative position with
added noise (virtual point). This is done to distinguish between
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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TABLE I
CONTROL CONSTRAINTS
Parameter Nominal (*) Min Max
vz (ms−1 ) 0.00 −0.50 0.50
ωz (degs−1 ) 2.87 −10.00 10.00
TABLE II
SIMULATION AND EXPERIMENTAL PARAMETERS
Parameter Circular Motion Spiral Motion Experimental
Tp 15 15 10
T (s) 0.10 0.10 0.04
r ∗ (m) 2.00 2.00 2.00
v ∗x (ms−1 ) 0.10 0.10 0.20
v ∗z (ms−1 ) 0.00 - -
ω ∗z (degs−1 ) 2.87 - -
κ 0.2635 - -
α 9.3937 - -
K
( −0.7057 0.0079
−0.0192 0.7078
)
- -
Q 0.5I2 I2 0.01I2
R I2 0 0
P
(
17.4134 2.1785
2.1785 1.4304
)
2I2 0.02I2
q(t) N (0, 0.022 ) N (0, 0.022 ) -
controller performance issues and other issues not addressed in
the paper, such as model-predictive control of delayed systems.
In both cases, s∗ is depicted by a green square.
We notice the effect of image delay immediately. Although
the spiral is tracked well in the vertical plane, the delay causes
oscillations in yaw which manifests as deviation about the ref-
erence azimuth. The image delay does not cause instability, just
degraded tracking performance. This is another advantage of
using MPC-based control schemes. Once the camera delay is
removed, the results improve significantly. The image features
are tracked well in both azimuth and colatitude, and the trajec-
tory approximates a conical spiral.
VIII. CONCLUSION
Using stability-based design approaches, a QIH-VPC scheme
for spiral tracking using a spherical camera model has been
presented. Comparable performance to recently proposed pre-
dictive schemes is achieved, including a lower average con-
trol effort and robustness to model mismatch and external
disturbances. Stability is guaranteed in the nominal case, and
feasibility issues are less likely for small prediction horizons.
The inclusion of the terminal region constraint provides some
unique design advantages. It gives a quantitative representation
of the degree of system nonlinearity and the domain of attrac-
tion at specific reference image features. This can be used to
predetermine suitable reference values for predictive, classical,
and region-reaching IBVS schemes.
For circular motion, determining the nominal range value
at which the terminal region shrinks to a point would provide
insights into the global domain of operation. The study could
then be extended to design and implement a real controller for
applications such as Detect and Avoid, with some added safety
guarantees. From a theoretical standpoint, a nonlinear controller
could be used to derive the terminal region and penalty matrix.
It is expected that a terminal region and not a terminal equality
constraint may then result for divergent and convergent spirals
to aid the design stages.
APPENDIX
The QIH-NMPC framework requires the following condi-
tions to hold for the process model f(x(t), u(t)) and associated
states x(t) and controls u(t).
A1 That f(x(t),u(t)) is twice continuously differentiable
and f(0,0) = 0. For a general nonzero reference, the
process model must be shifted such that f(x∗,u∗) = 0.
A2 U ⊂ Rm , 0 ∈ U and contained in the interior of U .
A3 f(x(t), u(t)) has a unique solution for any initial state
x0 and piecewise continuous u(·) ∈ U .
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