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Анализируются методы тестирования современных запоминающих устройств, в том числе оператив-
ных запоминающих устройств (ОЗУ) встраиваемых систем. Обосновывается использование многократ-
ных тестов ОЗУ с изменяемым начальным состоянием для псевдоисчерпывающего тестирования ОЗУ.
Приводятся оценки минимальной, средней кратности многократного теста для обеспечения исчерпыва-
ющего множества комбинаций для заданного числа ячеек ОЗУ
ВВЕДЕНИЕ
В кодочувствительных неисправностях
(Pattern Sensitive Faults – PSF) логическое со-
стояние или изменение логического состояния
одного запоминающего элемента ОЗУ, зави-
сит от содержимого (0/1) или логических пе-
реходов 0/1 или 1/0 влияющих запоминающих
элементов [1]. На практике используют модель
граничных кодочувствительных неисправностей
(Neighborhood Pattern Sensitive Faults – NPSF),
для которой количество элементов k участву-
ющих в неисправности, не превышает 10. Так
как логическая топология ОЗУ, как правило, не
совпадает с физической, то влияющими ячейка-
ми, участвующими в кодочувствительной неис-
правности, могут быть любые ячейки ОЗУ. Для
обнаружения таких неисправностей процедура
тестирования должна сформировать в любых k
из N ячеек ОЗУ все возможные 2k двоичные
комбинации.
I. АНАЛИЗ ПРЕДМЕТНОЙ ОБЛАСТИ
Исчерпывающее тестирование характеризу-
ется максимальной эффективностью обнаруже-
ния неисправностей и позволяет сформировать в
N ячейках ОЗУ все 2N возможные комбинации.
Однако, исчерпывающие тесты имеют слишком
большую временную сложность, что ограничива-
ет их применение. Поэтому на практике исполь-
зуют аппроксимацию исчерпывающего тестиро-
вания в виде псевдоисчерпывающих тестов [2].
Псевдоисчерпывающий тест формирует в любых
k из N (k < N) ячейках все возможные 2k ком-
бинации, т. е. является «локально исчерпываю-
щим» тестом. Управляемые вероятностные те-
сты, так же являются аппроксимацией исчер-
пывающих тестов, однако, такие тесты имеют
значительную вычислительную сложность, обу-
словленную необходимостью перебора потенци-
альных кандидатов в тестовые наборы, и приня-
тия решения о включении или не включении их в
вероятностный тест[5]. Для уменьшения сложно-
сти формирования управляемых вероятностных
тестов и повышения их эффективности приме-
няют многократные управляемые вероятностные
тесты [3]. При этом для повышения эффективно-
сти многократных тестов используют два подхо-
да: на каждой итерации многократного теста из-
меняют либо порядок следования адресов, либо
начальные состояния ячеек ОЗУ.
II. РЕАЛИЗАЦИЯ
Проанализируем возможность использова-
ния многократных тестов с изменяемыми на-
чальными состояниями и фиксированным поряд-
ком следования адресов, для псевдоисчерпыва-
ющего тестирования ОЗУ. Введем понятие ор-
биты, которая представляет собой количество
двоичных векторов, формируемых одной фазой
маршевого теста. Конкретный набор векторов,
составляющих орбиту, будет зависеть от двух
основных факторов [3]. Прежде всего, исполь-
зуемый маршевый тест однозначно определяет
структуру орбиты, так как он формулирует пра-
вила, по которым генерируются двоичные век-
торы в ячейках запоминающего устройства. На-
чальное состояние запоминающего устройства
является вторым аргументом, который принима-
ется во внимание при формировании конкрет-
ной орбиты. Для примера рассмотрим битори-
ентированное ОЗУ, состоящее из k = 3 яче-
ек. На рисунке 1 показан результат многократ-
ного выполнения простейшего маршевого теста
{↑ (r0, w0)} , выполняющего инвертирование со-
держимого ячеек памяти, при различных на-
чальных состояниях ОЗУ и фиксированном по-
рядке следования адресов.
Рис. 1 – Орбиты для разных начальных состояний
ОЗУ
Анализ рисунка позволяет сделать следую-
щие выводы. Во первых: для k ячеек памяти су-
ществует всего 2k возможных орбит. Во вторых:
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в каждой орбите существует k+1 двоичный век-
тор.
Рассмотрим два классических маршевых
теста MATS ++ {↑ (w0) ; ↑ (r0, w1) ; ↓ (r1, w0, r0)}
и MarchC- {↑ (w0) ; ↑ (r0, w1) ; ↑ (r1, w0) ; ↓ (r0, w1);
↓ (r1, w0) ; ↑ (r0)}. Можно отметить, что одна
итерация теста MATS ++ формирует две ор-
биты, содержащие k + 1 различные двоичные
вектора, а одна итерация теста March C- форми-
рует четыре орбиты, содержащие 2k различных
векторов.
Если в идеальном случае, все последующие
орбиты теста MATS ++ будут включать по k+1
новому двоичному вектору, ранее не использо-
ванному в предыдущих орбитах, а все последу-
ющие орбиты теста MarchC- будут включать 2k
новых двоичных векторов, то минимальное ко-
личество орбит, необходимое для формирования
всех возможных комбинаций в любых k из N
двоичных комбинаций для теста MATS++ долж-










где k = 1, 2, 3, . . . .
Так как начальные состояния ячеек памя-
ти, в случае вероятностных тестов, представля-
ют собой случайные равномерно распределенные
значения, то для определения среднего количе-
ства орбит, необходимых для формирования в
любых k из N ячейках ОЗУ, всех 2k возмож-
ных комбинаций, можно применить известную
в комбинаторике задачу собирателя купонов [3].















Учитывая количество различных двоичных век-
торов, формируемых одной итерацией тестов
MATS ++ и MarchC-, среднее количество ор-
бит Qave(MATS ++) для теста MATS ++ можно
определить по формуле:
Qave(MATS + +) =
Qave
k + 1





На рис. 2 и 3 представлены теоретические и
экспериментальные оценки кратности для двух
множеств многократных маршевых тестов с из-
меняемыми начальными состояниями MATS ++
и MarchС- для произвольных k ячеек памя-
ти. Экспериментальные значение величины Qave
представляет собой среднее значение количества
итераций тестов в процентах, полученное на ос-
новании 100 000 экспериментальных значений.
Рис. 2 – Теоретические и экспериментальные
значения Qave(MATS++)
Рис. 3 – Теоретические и экспериментальные
значения Qave(MarchC-)
III. Выводы
Анализ полученных данных показывает,
что средние значения количества орбит, полу-
ченные по предложенным аналитическим выра-
жениям, приближены к значениям, полученным
экспериментально. Из рисунков видно, что сред-
нее количество орбит для получения всех исчер-
пывающих комбинаций в любых k из N ячей-
ках ОЗУ для теста MATS++ почти в два раза
больше, чем для теста March С-. Это связано в
первую очередь со структурой входящих в тест
маршевых элементов. Учитывая, что одна ите-
рация теста MATS++ генерирует две орбиты,
а одна итерация теста March С- четыре орби-
ты, несложно подсчитать количество итераций
многократных тестов. Таким образом, предло-
женные подходы могут быть использованы для
построения многократных тестов, обнаруживаю-
щих сложные кодочувствительные неисправно-
сти ОЗУ, в том числе и ОЗУ встроенных систем.
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