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a b s t r a c t
In this paper we consider a single-machine common duewindow assignment and schedul-
ing problem with batch delivery cost. The starting time and size of the due window are
decision variables. Finished jobs are delivered in batches. There is no capacity limit on each
delivery batch, and the cost per batch delivery is fixed and independent of the number of
jobs in the batch. The objective is to find a job sequence, a delivery date for each job, and
a starting time and a size for the due window that jointly minimize the total cost compris-
ing earliness, weighted number of tardy jobs, job holding, due window starting time and
size, and batch delivery. We provide some properties of the optimal solution and present
polynomial-time algorithms for the problem.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The increasing adoption of the just-in-time (JIT) system in industries has made due date assignment an active area of
scheduling research. This paper deals with the scheduling situation in which the delivery times of the finished products are
subject to negotiation between the producer and customers. The producer usually wishes to have long delivery times while
the customers wish to have short delivery times. The compromise of their negotiation is a time period inwhich the producer
should finish the products and deliver them to the customers. Such a scheduling situation can bemodeled by a duewindow,
which stipulates a time interval in which a job should be finished and delivered.
Duewindowassignment and scheduling has recently attracted considerable attention of scheduling researchers. Plentiful
research has been conducted on due window assignment in different scheduling environments. Lee [1] studies the problem
of minimizing the maximum earliness, subject to no tardy jobs. He shows that for an arbitrary window size, the problem is
NP-hard; however, if the window size is given in advance, the problem is polynomially solvable. Liman and Ramaswamy [2]
consider minimization of the weighted sum of earliness and number of tardy jobs. Yeung et al. [3] study a single-machine
scheduling problem to minimize the weighted number of early and tardy jobs with a common due window. They show
that the problem is NP-hard, develop a pseudopolynomial dynamic programming solution algorithm, which establishes
that the problem is NP-hard in the ordinary sense, and identify several polynomially solvable cases of the problem. Yeung
et al. [4] study a non-preemptive two-stage flowshop scheduling problem to minimize earliness and tardiness in the
common due window setting. The window size and the window location are given parameters. They develop a branch-
and-bound algorithm and a heuristic to solve the problem. Thongmee and Liman [5] consider the problem of minimizing
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the weighted sum of earliness, tardiness, and window size penalties, in which the beginning of the window is given but
the window size is to be determined. Yeung et al. [6] study several non-preemptive single-machine scheduling problems to
minimize the sum ofweighted earliness-tardiness, weighted number of early and tardy jobs, common duewindow location,
and flowtime penalties, in which the due window location is either a decision variable or a given parameter. They present
pseudopolynomial dynamic programming algorithms to solve the problems and provide polynomial-time algorithms for
several special cases. Yeung et al. [7] study two due window scheduling problems to minimize the weighted number of
early and tardy jobs in a two-machine flow shop, where the window size is externally determined. Liman et al. [8] also
study a variant of the problemwhere the window size is given but the location of the window is not. Liman et al. [9] further
generalize their model to the cases where both the location and size of the window are to be determined. The objective is to
find the optimal size and location of the window, as well as an optimal job sequence, to minimize a cost function based on
earliness, tardiness,windowsize, andwindow location. Theypropose anO(n log n) algorithm to solve theproblem.Mosheiov
and Sarig [10] extend the problem studied by Liman et al. [9] to the case with time-dependent processing times and propose
an O(n3) solution procedure. Mosheiov and Sarig [11] study single-machine due window assignment and scheduling with
maintenance. The objective is to schedule the jobs, the duewindow, and themaintenance activity so as tominimize the total
cost consisting of earliness, tardiness, and due window starting time and size. They provide an O(n4) solution procedure for
this problem. Janiak et al. [12] consider variousmodels of duewindowassignmentwith the objective of finding a schedule for
the jobs and an assignment of a due window to each job that jointly minimize a given criterion dependent on the maximum
or total earliness and tardiness of the jobs and the due window parameters. Yang et al. [13] consider single-machine due
window assignment and scheduling with job-dependent aging effects and deteriorating maintenance. The objective is to
find jointly the optimal time to perform maintenance, the optimal location and size of the due window, and the optimal
job sequence to minimize the total earliness, tardiness, and due window related costs. They propose an O(n4) solution
procedure. For more recent works on scheduling with a common due window, we refer the reader to Cheng et al. [14] and
Yeung et al. [15].
In all of the above papers the researchers treat the delivery cost as either negligible or irrelevant. In other words, they
focus on machine scheduling while ignoring job delivery scheduling. However, delivery cost is a significant component of
the production cost, which depends not only onwhen jobs are processed but alsowhen finished jobs are delivered. Hermann
and Lee [16] aptly suggest that a more realistic production model should include scheduling of both job processing and job
delivery. Some studies have considered scheduling models involving job processing, due date assignment, and job delivery.
Hermann and Lee [16] consider a batch delivery problemwhere all the jobs have a given restrictive commondue date and the
objective is tominimize the sum of earliness penalty, tardiness penalty, and delivery cost. They provide a pseudopolynomial
dynamic programming algorithm to solve the problem. Chen [17] extends Hermann and Lee’s [16] study to the case where
the common due date is assignable and provides a polynomial dynamic programming solution algorithm. Both Hermann
and Lee [16] and Chen [17] assume that all the early jobs are delivered on time to customers without any cost, ignoring
the possibility of delivering the early jobs in batches. Further extending the problem studied by Hermann and Lee [16] and
Chen [17] to the case where each job is assigned a due date without restrictions, Shabtay [18] applies the best delivery
strategy to all the jobs (not only to the tardy ones), includes earliness penalty in the objective function, and considers the
case with acceptable lead-times. He shows that the problem is NP-hard and identifies two polynomially solvable special
cases.
In this paper we extend due window scheduling to the situation with jobs delivered in batches. We consider a non-
preemptive single-machine scheduling problem that involves the batch delivery cost and an assignable common due
window simultaneously. The objective is to find a job sequence, a delivery date for each job, and a starting time and a size
for the due window that jointly minimize the total cost comprising earliness, weighted number of tardy jobs, job holding,
due window starting time and size, and batch delivery. We provide two polynomial-time algorithms for the problem.
The rest of this paper is organized as follows: In Section 2 we introduce and formulate the problem. In Section 3 we
provide some basic properties of the optimal solution. In Section 4 we provide two O(n7) algorithms to solve the problem.
We consider a special case of the problem in Section 5 and provide an O(n5 log n) algorithm for this case. We conclude the
paper and suggest some future research topics in the last section.
2. Model formulation
We formally state the problem as follows: Assume that there is a set of independent jobs N = {J1, J2, . . . , Jn} to be
processed on a single machine. The machine can handle at most one job at a time and job preemption is not allowed. All the
jobs are available for processing at time zero. The processing time and completion time of job Jj are denoted by pj and Cj,
respectively. The finished jobs are to be delivered to the customer in batches. Each batch is to be assigned a delivery date
at which all the jobs within the batch are to be delivered to the customer together. The delivery date of a batch is equal
to the completion time of the last job in the batch. We assume that there is no capacity limit on each batch delivery and
that the cost per delivery is fixed, i.e., the cost is independent of the number of jobs delivered in a batch. Hence, it may be
advantageous to delay the shipping of a job until the delivery time of the next job because the delay saves a delivery charge.
We also assume that all the jobs share a common duewindow. Let d1 and d2 (d1 ≤ d2) denote the starting time and finishing
time of the due window, respectively, and let D = d2 − d1 denote its size.
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The objective is to determine (i) a job sequence, (ii) a starting time and a size for the due window, (iii) the number of
delivery batches m, and (iv) a partition of the job sequence into m batches, B = (B1, B2, . . . , Bm), such that the following
objective function is minimized
Z(S, B, d1,D) =
n
j=1
(αEj + βjUj + θHj + γ d1 + δD)+mψ, (1)
where θ ≤ α; for each job Jj, Dj is the delivery date (Dj ≥ Cj), Ej = max{d1 − Dj, 0} is the earliness, Uj = 1 if Dj > d2 and
Uj = 0 otherwise, and Hj = Dj − Cj is the holding time, which is the time that passes from the moment that the job finishes
processing to the moment that it is delivered; α, θ, γ , and δ are the unit cost of earliness, holding time, (delaying) the due
window starting time, and (increasing) the due window size, respectively; βj is the cost of job Jj being tardy; and ψ is the
unit batch delivery cost. The condition θ ≤ α is reasonable if the customer does not want to receive the order earlier than
the due date and may even pay for the cost of holding finished jobs in stock by the producer.
It is easy to see that each job Jj should be delivered either at its completion time, i.e., Dj = Cj, or at the completion time of
some other job Jk processed after Jj, i.e.,Dj = Ck > Cj. A job is said to be early ifDj ≤ d1 and tardy ifDj > d2. For any sequence
S, we use the subscript [j] to denote the job in position j of the sequence S, and denote by Bk the set of jobs contained in the
k-th batch (k = 1, 2 · · ·). Each job in Bi is scheduled before all the jobs in Bj if i < j. Moreover, the number of jobs in each
batch Bj is denoted as |Bj|. Using the traditional notation for describing scheduling problems, we denote the problem under
study as 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ .
3. Preliminary analysis
In this section we present some basic properties of the structure of an optimal schedule for the problem 1|B, d1,D|nj=1
(αEj + βjUj + θHj + γ d1 + δD)+mψ .
Lemma 3.1. For the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ , there is an optimal schedule that satisfies
the following properties:
(1) The jobs are processed continuously from time 0 without any idle time.
(2) Both d1 and d2 are either 0 or equal to the delivery dates of some batches.
Proof. The proof of (1) is obvious and omitted. We prove (2). Suppose that S is an optimal schedule and the jobs in S are
partitioned into m batches {J[1], . . . , J[l1]}, {J[l1+1], . . . , J[l2]}, . . . , and {J[lm−1+1], . . . , J[lm]} with l0 = 0 and lm = n, in which
d1 is neither 0 nor the delivery date of any batch, and d2 is not the delivery date of any batch. By (1), we can suppose that
the jobs in S are processed continuously from time 0 without any idle time. We break down the proof into four cases.
Case 1: d1 > C[n]. Then each job is early. Consider decreasing both d1 and d2 by an amount∆ = d1 − C[n] > 0. Then the
decrease in the objective value is n(α + γ )∆, which is positive.
Case 2: d2 > C[n]. Consider decreasing d2 by an amount ∆ = min{d2 − C[n], d2 − d1} ≥ 0. Then the decrease in the
objective value is nδ∆, which is non-negative. If d1 > C[n], then go to Case 1.
Case 3: C[lu−1] < d1 < C[lu] and C[lv−1] < d2 < C[lv ] for some 1 ≤ u < v ≤ m. First we show that a shift of d1 either
to the right or to the left such that d1 coincides with the delivery date of some batch can only decrease (does not increase)
the total cost. Suppose that αlu−1 + nγ ≤ nδ. Consider increasing d1 by an amount ∆ = C[lu] − d1 > 0. Then the decrease
in the objective value is (−αlu−1 − nγ + nδ)∆, which is non-negative. On the other hand, suppose that αlu−1 + nγ > nδ.
Consider reducing d by an amount ∆ = d1 − C[lu−1] > 0. Then the decrease in the objective value is (αlu−1 + nγ − nδ)∆,
which is positive.
Next we show that a shift of d2 to the left such that d2 coincides with the delivery date of some batch can only decrease
(does not increase) the total cost. Consider reducing d2 by an amount∆ = d2−C[lv−1] > 0. Then the decrease in the objective
value is nδ∆, which is positive.
Case 4: C[lu−1] < d1 ≤ d2 < C[lu] for some 1 ≤ u ≤ m. Consider reducing d1 by an amount ∆ = d1 − C[lu−1] > 0 and d2
by an amount∆′ = d2 − C[lu−1] > 0. Then the decrease in the objective value is αlu−1∆+ nδD, which is non-negative.
Therefore, in any case, there is an optimal schedule in which both d1 and d2 are either 0 or the delivery dates of some
batches, as required. 
Lemma 3.1 indicates that the jobs in any batch scheduled prior to d1 or after d2 are either all early or all tardy. We call a
batch containing only early jobs an early batch and a batch containing only tardy jobs a tardy batch.
The next result gives a property of the early batches.
Lemma 3.2. For the problem 1|B, d1,D|nj=1(αEj+βjUj+ θHj+γ d1+ δD)+mψ , there is an optimal schedule in which there
is at most one early batch.
Proof. Suppose that there is an optimal schedule S that has at least two early batches B1 = {J[1], J[2], . . . , J[l1]} and
B2 = {J[l1+1], J[l1+2], . . . , J[l2]}. Now consider constructing a new schedule S ′ by combining batches B1 and B2 into one batch
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{J[1], J[2], . . . , J[l1], J[l1+1], J[l1+2], . . . , J[l2]}. Then the difference between the objective values of schedules S ′ and S is
∆ = −α|B1|P2(S)+ θ |B1|P2(S)− ψ
= (θ − α)|B1|P2(S)− ψ,
where P2(S) =l2j=l1+1 p[j]. Since θ ≤ α, we have∆ < 0. Therefore, S ′ is a better schedule than S. Repeating this combining
argument for the early batches yields the result. 
As a consequence of Lemmas 3.1 and 3.2, we can restrict our attention to schedules without idle times starting from 0
and search for the optimal schedule only among schedules in which the optimal d1 is either 0 or equal to the delivery date
of the first batch (early batch), and the optimal d2 is either 0 or equal to the delivery date of some batch after the early batch.
Now given an arbitrary job sequence {J[1], J[2], . . . , J[n]} that satisfies Lemma 3.1, assume that the job sequence is partitioned
intom batches B1 = {J[1], . . . , J[l1]}, B2 = {J[l1+1], . . . , J[l2]}, . . . , and Bm = {J[lm−1+1], . . . , J[lm]}, where li denotes the number
of jobs in the first i batches for i = 0, 1, 2, . . . ,m, with l0 = 0 and lm = n. So Dj =lik=1 p[k] for j ∈ {J[li−1+1], . . . , J[li]} and
i = 1, 2, . . . ,m. Let u and v denote the indices of the batches whose delivery dates coincide with d1 and d2, respectively.
Then u = 0 or 1, and u ≤ v, where u = 0 means that the number of early jobs is 0. Next, for given values of u and v with
u = 0 or 1, and u ≤ v, we have the following results:
d1 = C[lu] =
lu
j=1
p[j], (2)
D = C[lv ] − C[lu] =
lv
j=lu+1
p[j], (3)
E[j] = 0, for j = 1, 2, . . . , n. (4)
Substituting Eqs. (2)–(4) into Eq. (1), we obtain a new expression for the objective function as follows:
Z(S, B, d1,D) = nγ
u
k=1
Pk + nδ
v
k=u+1
Pk +
n
k=lv+1
βk + θ
m
k=1
lk
j=lk−1+1
(j− 1− lk−1)p[j] +mψ, (5)
where Pk =lkj=lk−1+1 p[j] for k = 1, . . . ,m.
Lemma 3.3. For the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ , there is an optimal schedule in which the
jobs in any batch are sequenced in the longest processing time (LPT) order.
Proof. The proof is similar to that of Lemma 2 in [18]. 
Let pmin = min {p1, p2, . . . , pn} and

β
p

min
= min

β1
p1
,
β2
p2
, . . . ,
βn
pn

.

β
p

max
is defined similarly. Let ⌈x⌉ and ⌊x⌋ denote
the least integer greater than or equal to x, and the largest integer less than or equal to x, respectively.We have the following
result.
Lemma 3.4. For the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+ mψ , there is an optimal schedule in which lu
is either 0 or satisfies
max

n(δ − γ )
θ

, 1

≤ lu ≤

n(δ − γ )+ ψpmin
θ

+ 1
and lv satisfies
max



β
p

min
− nδ
θ
 , lu
 ≤ lv ≤


β
p

max
− nδ + ψpmin
θ
+ 1.
Proof. Suppose that there is an optimal schedule S in which lu satisfies

n(δ−γ )+ ψpmin
θ

+ 1 > lu ≥ 1 or lu >
n(δ−γ )
θ
+ ψ
θpmin

+ 1, and lv satisfies
 
β
p

min
−nδ
θ

> lv ≥ 1 or lv >
 
β
p

max
−nδ+ ψpmin
θ

+ 1. There are four cases to
consider.
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Case 1:

n(δ−γ )
θ

> lu ≥ 1. For this case, consider a new schedule S ′ that is exactly the same as S with the exception that
d1 = C[lu+1]. By Eq. (5), the difference between the objective values of schedules S ′ and S is
∆ = nγ p[lu+1] + θ(lup[lu+1] − (Pu+1(S)− p[lu+1]))− nδp[lu+1]
= nγ p[lu+1] + θ lup[lu+1] − nδp[lu+1] − θ(Pu+1(S)− p[lu+1])
≤ nγ p[lu+1] + θ lup[lu+1] − nδp[lu+1],
which implies that S ′ is a better schedule than S since lu <

n(δ−γ )
θ

. Note that the index of the job completed at time d1 in
S ′ is lu+ 1. If lu+ 1 <

n(δ−γ )
θ

, then we can similarly change S ′ to another schedule with the index of the job completed at
time d1 equal to lu+ 2. Repeating this, we can finally obtain a schedule with the index of the job completed at time d1 equal
to

n(δ−γ )
θ

.
Case 2: lu >

n(δ−γ )+ ψpmin
θ

+ 1. For this case, consider a new schedule S ′ that is exactly the same as S with the exception
that d1 = C[lu−1] and job J[lu] is delivered at C[lu], i.e., the first tardy batch contains only job J[lu]. By Eq. (5), the difference
between the objective values of schedules S ′ and S is
∆ = −nγ p[lu] + nδp[lu] − θ(lu − 1)p[lu] + ψ
= n(δ − γ )p[lu] − θ lup[lu] + θp[lu] + ψ,
which is negative since lu >

n(δ−γ )+ ψpmin
θ

+ 1, implying that S ′ is a better schedule than S. Note that the index of the job
completed at time d1 in S ′ is lu− 1. If lu− 1 >

n(δ−γ )+ ψpmin
θ

+ 1, then we can similarly change S ′ to another schedule with
the index of the job completed at time d1 equal to lu − 2. Repeating this, we can finally obtain a schedule with the index of
the job completed at time d1 equal to

n(δ−γ )+ ψpmin
θ

+ 1.
Case 3:
 
β
p

min
−nδ
θ

> lv ≥ 1. For this case, consider a new schedule S ′ that is exactly the same as S with the exception
that d2 = C[lv+1]. By Eq. (5), the difference between the objective values of schedules S ′ and S is
∆ = −β[lv+1] + θ(lvp[lv+1] − (Pv+1(S)− p[lv+1]))+ nδp[lv+1]
= −β[lv+1] + θ lvp[lv+1] − θ(Pv+1(S)− p[lv+1])+ nδp[lv+1]
≤ −β[lv+1] + θ lvp[lv+1] + nδp[lv+1],
which implies that S ′ is a better schedule than S since lv <
 
β
p

min
−nδ
θ

. Note that the index of the job completed at time
d2 in S ′ is lv + 1. If lv + 1 <
 
β
p

min
−nδ
θ

, then we can similarly change S ′ to another schedule with the index of the job
completed at time d2 equal to lv + 2. Repeating this, we can finally obtain a schedule with the index of the job completed at
time d2 equal to
 
β
p

min
−nδ
θ

.
Case 4: lv >
 
β
p

max
−nδ+ ψpmin
θ

+ 1. For this case, consider a new schedule S ′ that is exactly the same as S with the
exception that d = C[lv−1] and job J[lv ] is delivered at C[lv ], i.e., the first tardy batch contains only job J[lv ]. By Eq. (5), the
difference between the objective values of schedules S ′ and S is
∆ = β[lv ] − nδp[lv ] − θ(lv − 1)p[lv ] + ψ
= β[lv ] − nδp[lv ] − θ lvp[lv ] + θp[lv ] + ψ,
which is negative since lv >
 
β
p

max
−nδ+ ψpmin
θ

+ 1, implying that S ′ is a better schedule than S. Note that the index of
the job completed at time d2 in S ′ is lv − 1. If lv − 1 >
 
β
p

max
−nδ+ ψpmin
θ

+ 1, then we can similarly change S ′ to another
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schedule with the index of the job completed at time d2 equal to lv−2. Repeating this, we can finally obtain a schedule with
the index of the job completed at time d2 equal to
 
β
p

max
−nδ+ ψpmin
θ

+ 1.
Summing up the above analysis, the result follows. 
The following results present the properties of the batch sizes.
Lemma 3.5. For the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD) + mψ , there is an optimal schedule in which∥Bk| − |Bl∥ ≤ 1 for any two batches Bk and Bl completed within the due window or any two tardy batches Bk and Bl.
Proof. Suppose that there is an optimal schedule S in which ∥Bk|− |Bl∥ > 1 for two batches Bk and Bl completed within the
due window. Without loss of generality, suppose that |Bk| < |Bl| − 1. Consider a new schedule S ′ that is exactly the same
as S with the exception that the last job J[ll] of batch Bl is assigned to the last position of batch Bk. By Eq. (5), the difference
between the objective values of schedules S ′ and S is
∆ = θ(|Bk| − (|Bl| − 1))p[ll],
which is negative since |Bk| < |Bl| − 1, implying that S ′ is a better schedule than S. The case for any two tardy batches can
be similarly proved. 
Inwhat follows, assume that the number of batchesmw completedwithin the duewindow and the job set {Ji1 , Ji2 , . . . , Jik}
completedwithin the duewindow are given.Without loss of generality, assume that pi1 ≥ pi2 ≥ · · · ≥ pik . Then the number
of jobs in any batch completed within the due window is either

k
mw

or

k
mw

by Lemma 3.5, and we have the following
result.
Lemma 3.6. Given the value of mw and the job set {Ji1 , Ji2 , . . . , Jik} completed within the due window, the objective value of
Eq. (5) is minimized by assigning job Jis to the

s
mw

-th position in any batch completed within the due window.
Proof. Given the value of mw and the jobs set {Ji1 , Ji2 , . . . , Jik} completed within the due window, the value nδ
u+mw
k=u+1 Pk
is a constant. It follows from the well-known result in linear algebra about the minimization of the scalar product of two
vectors (see [19]) that the value θ
u+mw
k=u+1
lk
j=lk−1+1(j − 1 − lk−1)p[j] is minimized by the scheduling strategy stated in
Lemma 3.6. 
Similarly, if the number of tardy batchesmt and the tardy job set {Jj1 , Jj2 , . . . , Jjl}, where pj1 ≥ pj2 ≥ · · · ≥ pjl , are given,
we have the following result.
Lemma 3.7. Given the value of mt and the tardy job set {Jj1 , Jj2 , . . . , Jjl}, the objective value of Eq. (5) is minimized by assigning
job Jjs to the

s
mt

-th position in any tardy batch.
Proof. The proof is similar to that of Lemma 3.6. 
Lemma 3.8. For the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ , there is an optimal schedule in which
|Bk| ≤

4ψ
θpmin
+ 1

for any batch Bk completed within the due window or tardy batch Bk.
Proof. Suppose that there is an optimal schedule S with a batch Bk completed within the due window or a tardy
batch Bk for which |Bk| >

4ψ
θpmin
+ 1

. Clearly, |Bk| ≥ 2. Let l = |Bk|2 if |Bk| is even, and l = |Bk|−12 otherwise.
Now consider a new schedule S ′ constructed by splitting batch Bk into two batches {J[lk−1+l+2], J[lk−1+l+3], . . . , J[lk]} and{J[lk−1+1], J[lk−1+2], . . . , J[lk−1+l+1]}. By Eq. (5), the difference between the objective values of schedules S ′ and S is
∆ = −θ l
lk
j=lk−1+l+1
p[j] + ψ ≤ −(|Bk| − l)lθpmin + ψ.
Now, if Bk is even, then (|Bk| − l)l = |Bk|24 ; otherwise, (|Bk| − l)l = |Bk|
2−1
4 . Since |Bk| >

4ψ
θpmin
+ 1

, we have
(|Bk| − l)lθpmin ≥ |Bk|
2 − 1
4
θpmin > ψ,
implying that∆ < 0. Therefore, S ′ is a better schedule than S, as required. 
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Remark 3.9. Given the values of lu, lv , mw , and mt with 0 ≤ lu < lv ≤ n, 1 ≤ mw ≤ lv − lu, and 1 ≤ mt ≤ n − lv , by
Lemma 3.5, we have the following results:
(1) there are lv − lu −mw

lv−lu
mw

batches completed within the due window that contain

lv−lu
mw

jobs;
(2) there aremw

lv−lu
mw

+ 1

− lv + lu batches completed within the due window that contain

lv−lu
mw

jobs;
(3) there are n− lv −mt

n−lv
mt

tardy batches that contain

n−lv
mt

jobs;
(4) there aremt

n−lv
mt

+ 1

− n+ lu tardy batches that contain

n−lv
mt

jobs.
Therefore

lv−lu
mw

≤

4ψ
θpmin
+ 1

and

n−lv
mt

≤

4ψ
θpmin
+ 1

by Lemma 3.8.
In what follows, for given values of lu, lv ,mw , andmt , we say that lu, lv ,mw , andmt are feasible if lu, lv ,mw , andmt satisfy
0 ≤ lu ≤ lv ≤ n, mw = 0 or 0 < mw ≤ lv − lu with

lv−lu
mw

≤ B, and mt = 0 or 0 < mt ≤ n− lv with

n−lv
mt

≤ B, where
B =

4ψ
θpmin
+ 1

.
4. Two polynomial-time solution algorithms
4.1. A dynamic programming algorithm
In this section we show that the problem 1|B, d1,D|nj=1(αEj+ βjUj+ θHj+ γ d1+ δD)+mψ is solvable in O(n7) time
by a dynamic programming algorithm.
In what follows, suppose that the jobs are indexed in the longest processing time (LPT) order. We next provide a
recursion relation, which can be exploited to design a polynomial dynamic programming algorithm for the problem
1|B, d1,D|nj=1(αEj+βjUj+ θHj+γ d1+ δD)+mψ . We begin with introducing some notation to be used later as follows:
(i, j, k)(lu,lv ,mw ,mt ): a state representing the situation in which the jobs {1, . . . , i} have been scheduled, provided that in
the final optimal schedule for the whole job set N , d1 and d2 coincide with the completion times of the lu-th job and lv-th
job, respectively, and there are exactlymw batches completed within the due window andmt tardy batches, and that in the
current partial schedule for the jobs {1, . . . , i}, there are j (j ≤ min{i, lu}) early jobs and there are k (k ≤ min{i− j, lv − lu})
jobs completed within the due window.
F(lu,lv ,mw ,mt )(i, j, k): the optimal solution value of any schedule in state (i, j, k)(lu,lv ,mw ,mt ).
S(lu,lv ,mw ,mt )(i, j, k): any schedule in state (i, j, k)(lu,lv ,mw ,mt ) with the solution value F(lu,lv ,mw ,mt )(i, j, k).
p(lu,lv ,mw ,mt )(i, j, k): a variable in which p(lu,lv ,mw ,mt )(i, j, k) is equal to the position number of job Ji in the final optimal
schedule for the whole job set N if job Ji is an early job, and p(lu,lv ,mw ,mt )(i, j, k) = W if job Ji is a job completed within the
due window and p(lu,lv ,mw ,mt )(i, j, k) = T if job Ji is a tardy job, given that the jobs {1, . . . , i} are scheduled corresponding to
F(lu,lv ,mw ,mt )(i, j, k).
By definition, we set F(lu,lv ,mw ,mt )(i, j, k) = +∞ and p(lu,lv ,mw ,mt )(i, j, k) = ∅ if no such schedule exists. Then the schedule
S(lu,lv ,mw ,mt )(i, j, k)must have been constructed by taking one of the following three decisions in a previous state.
(1) Job Ji is an early job. In this case, Ji must be currently the last early job and S(lu,lv ,mw ,mt )(i, j, k)must have been obtained
from schedule S(lu,lv ,mw ,mt )(i− 1, j− 1, k), and so p(lu,lv ,mw ,mt )(i, j, k) = j.
(2) Job Ji is a job completed within the due window. In this case, S(lu,lv ,mw ,mt )(i, j, k) must have been obtained from
schedule S(lu,lv ,mw ,mt )(i − 1, j, k − 1). By Lemma 3.6, job Ji will be the

k
mw

-th job in some batch completed within the
due window in the final optimal schedule, and p(lu,lv ,mw ,mt )(i, j, k) = W .
(3) Job Ji is a tardy job. In this case, S(lu,lv ,mw ,mt )(i, j, k)must have been obtained from schedule S(lu,lv ,mw ,mt )(i− 1, j, k). By
Lemma 3.7, job Ji will be the

i−j−k
mt

-th job in some tardy batch in the final optimal schedule, and p(lu,lv ,mw ,mt )(i, j, k) = T .
Based on the above analysis, we give a dynamic programming recursion as follows:
Algorithm 1. Denote L1 =

n(δ−γ )
θ

, R1 =

n(δ−γ )+ ψpmin
θ

+ 1, L2 =
 
β
p

min
−nδ
θ

, R2 =
 
β
p

max
−nδ+ ψpmin
θ

+ 1, and
B =

4ψ
θpmin
+ 1

. Re-number the jobs in non-increasing order of pj.
(1) Initial conditions.
(a) If (lu, lv,mw,mt , i, j, k) does not satisfy lu = 0 or max{L1, 1} ≤ lu ≤ min{R1, n}, lv = 0 or max{L2, lu, 1} ≤ lv ≤
min{R2, n}, mw = 0 or 0 < mw ≤ lv − lu with

lv−lu
mw

≤ B, mt = 0 or 0 < mt ≤ n − lv with

n−lv
mt

≤ B, 1 ≤ i ≤ n,
0 ≤ j ≤ min{i, lu}, and 0 ≤ k ≤ lv − lu, then
F(lu,lv ,mw ,mt )(i, j, k) = +∞,
p(lu,lv ,mw ,mt )(i, j, k) = ∅.
Y. Yin et al. / Discrete Optimization 10 (2013) 42–53 49
(b) If k = 0, lv ≥ lu ≥ 1,mw ≥ 0, andmt ≥ 0, then
F(lu,lv ,mw ,mt )(1, 1, 0) = nγ p1 + (mw +mt + 1)ψ,
p(lu,lv ,mw ,mt )(1, 1, 0) = 1.
(c) If j = 0, lv > lu ≥ 0,mw ≥ 1, andmt ≥ 0, then
F(lu,lv ,mw ,mt )(1, 0, 1) =

nδp1 + (mw +mt)ψ, if lu = 0,
nδp1 + (mw +mt + 1)ψ, if lu > 0,
p(lu,lv ,mw ,mt )(1, 0, 1) = W .
(d) If j = k = 0, lv ≥ lu ≥ 0,mw ≥ 0, andmt ≥ 1, then
F(lu,lv ,mw ,mt )(1, 0, 0) =

w1 + (mw +mt)ψ, if lu = 0,
w1 + (mw +mt + 1)ψ, if lu > 0,
p(lu,lv ,mw ,mt )(1, 0, 0) = T .
(2) Recursive relations.
For lu = 0 or max{L1, 1} ≤ lu ≤ min{R1, n}, lv = 0 or max{L2, lu, 1} ≤ lv ≤ min{R2, n}, mw = 0 or 0 < mw ≤ lv − lu
with

lv−lu
mw

≤ B,mt = 0 or 0 < mt ≤ n− lv with

n−lv
mt

≤ B, 2 ≤ i ≤ n, 0 ≤ j ≤ min{i, lu}, and 0 ≤ k ≤ lv − lu:
F(lu,lv ,mw ,mt )(i, j, k) = min

F(lu,lv ,mw ,mt )(i− 1, j− 1, k)+ (j− 1)θpi + nγ pi, (≡ X)
F(lu,lv ,mw ,mt )(i− 1, j, k− 1)+

k
mw

− 1

θpi + nδpi, (≡ Y )
F(lu,lv ,mw ,mt )(i− 1, j, k)+

i− j− k
mt

− 1

θpi + wi, (≡ Z)
p(lu,lv ,mw ,mt )(i, j, k) =
j, if F(lu,lv ,mw,mt )(i, j, k) = X
W , if F(lu,lv ,mw,mt )(i, j, k) = Y
T , if F(lu,lv ,mw,mt )(i, j, k) = Z .
(3) The optimal solution value is provided by minimizing {F(lu,lv ,mw ,mt )(n, lu, lv − lu)|lu = 0 ormax{L1, 1} ≤ lu ≤
min{R1, n}, lv = 0 or max{L2, lu, 1} ≤ lv ≤ min{R2, n},mw = 0 or 0 < mw ≤ lv − lu with

lv−lu
mw

≤ B,mt = 0 or 0 <
mt ≤ n− lv with

n−lv
mt

≤ B}.
Let l∗u, l∗v,m∗w , andm∗t be the corresponding values. The optimal positions of the early jobs can be obtained by recursively
searching the position functions p(l∗u,l∗v ,m∗w ,m∗t )(i, j, k) beginning with p(l∗u,l∗v ,m∗w ,m∗t )(n, l
∗
u, l
∗
v − l∗u), and the optimal positions of
the jobs scheduled within the due window and after the due window can be determined by applying Lemmas 3.6 and 3.7.
By Lemma 3.1, the optimal schedule is to process the jobs in the optimal sequence without any idle time from time 0. The
optimal starting time d1 of the due window is the completion time of the l∗u-th job in the optimal schedule if l∗u > 0 and
0 otherwise, and the optimal finishing time d2 of the due window is the completion time of the l∗v-th job in the optimal
schedule.
Theorem 4.1. Algorithm 1 solves the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ in O(n7) time.
Proof. Optimality is guaranteed by Lemmas 3.1–3.8 and the principle of dynamic programming. We now establish the
computational complexity of the dynamic programming solution algorithm. We have at most n7 states, while computing
each F(lu,lv ,mw ,mt )(i, j, k) requires constant time, so computing all of them requires O(n
7) time. Computing the optimal
solution value requires linear time. The overall computational complexity of the algorithm is therefore dominated by the
former quantity. 
4.2. A solution algorithm by solving some linear assignment problems
In this section we show that the problem 1|B, d1,D|nj=1(αEj+ βjUj+ θHj+ γ d1+ δD)+mψ is solvable in O(n7) time
by solving some linear assignment problems. In what follows, for given feasible values of lu, lv ,mw , andmt , we let
Bw =

lv − lu
mw

, Bw =

lv − lu
mw

,
Bt =

n− lv
mt

, Bt =

n− lv
mt

,
ϵw = lv − lu −mwBw, εw = lu + ϵw(Bw − Bw)
and
ϵt = n− lv −mtBt , εt = lv + ϵt(Bt − Bt).
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Now given feasible values of lu, lv ,mw , andmt , by Remark 3.9, Eq. (5) can be re-formulated as follows:
Z(S, B, lu, lv,mw,mt) =
lu
j=1
(γ + θ(j− 1)) p[j] +
n
j=lv+1
β[j] + (u+mw +mt)ψ
+
u+ϵw
i=u+1
lu+(i−u)Bw
j=lu+(i−u−1)Bw+1

δ + θ j− lu − (i− u− 1)Bw − 1 p[j]
+
u+mw
i=u+ϵw+1
εw+(i−u)Bw
j=εw+(i−u−1)Bw+1

δ + θ j− εw − (i− u− 1)Bw − 1 p[j]
+
u+mw+ϵt
i=u+mw+1
lv+(i−u−mw)Bt
j=lv+(i−u−mw−1)Bt+1
θ

j− lv − (i− u−mw − 1)Bt − 1

p[j]
+
u+mw+mt
i=u+mw+ϵt+1
εt+(i−u−mw)Bt
j=εt+(i−u−mw−1)Bt+1
θ

j− εt − (i− u−mw − 1)Bt − 1

p[j]. (6)
Now define ϕj(lu, lv,mw,mt) as follows:
ϕj(lu, lv,mw,mt) =

γ + θ(j− 1) j = 1, . . . , lu,
δ + θ j− lu − (i− u− 1)Bw − 1 i = u+ 1, . . . , ϵw + u,
j = lu + (i− u− 1)Bw + 1, . . . , lu + (i− u)Bw,
δ + θ j− εw − (i− u− 1)Bw − 1 i = ϵw + u+ 1, . . . , u+mw,
j = εw + (i− u− 1)Bw + 1, . . . , εw + (i− u)Bw,
θ

j− lv − (i− u−mw − 1)Bt − 1

i = u+mw + 1, . . . ,mw + u+ ϵt ,
j = lv + (i− u−mw − 1)Bt + 1, . . . ,
lv + (i− u−mw)Bt ,
θ

j− εt − (i− u−mw − 1)Bt − 1

i = u+mw + ϵt + 1, . . . , u+mt +mw,
j = εt + (i− u−mw − 1)Bt + 1, . . . ,
εt + (i− u−mw)Bt + 1.
(7)
Clearly, ϕj(lu, lv,mw,mt), j = 1, 2, . . . , n, denotes the position weight of position j in the sequence S and Eq. (6) can be
re-formulated as follows:
Z(S, B, lu, lv,mw,mt) =
n
j=1
ϕj(lu, lv,mw,mt)p[j] +
n
j=lv+1
β[j] + (u+mw +mt)ψ. (8)
Theorem 4.2. For given feasible values of lu, lv , mw , and mt , the optimal job sequence of the problem 1|B, d1,D|nj=1(αEj +
βjUj + θHj + γ d1 + δD)+mψ can be determined by solving a linear assignment problem in O(n3) time.
Proof. For 1 ≤ j, l ≤ n, if we define the valuecjl(lu, lv,mw,mt) bycjl(lu, lv,mw,mt) = ϕj(lu, lv,mw,mt)pl (9)
and the value cjl(lu, lv,mw,mt) by
cjl(lu, lv,mw,mt) =
cjl(lu, lv,mw,mt), for l = 1, . . . , lv,cjl(lu, lv,mw,mt)+ βl, if l = lv + 1, . . . , n, (10)
then cjl(lu, lv,mw,mt) represents the minimum possible cost resulting from assigning job Jl to position j in the sequence,
given the values of lu, lv ,mw andmt . Let us also define xjl = 1 if job Jl is assigned to position j and xjl = 0 otherwise. Then for
given feasible values of lu, lv , mw , and mt , the problem under consideration can be formulated as the following assignment
problem.
P(lu, lv,mw,mt) MinZ(lu, lv,mw,mt) =
n
j=1
n
l=1
cjl(lu, lv,mw,mt)xjl + (u+mw +mt)ψ
s.t
n
l=1
xjl = 1, j = 1, 2, . . . , n,
n
j=1
xjl = 1, l = 1, 2, . . . , n,
xjl ∈ {0, 1}, j, l = 1, 2, . . . , n.
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The first set of constraints in the formulation assures that each job will be assigned only to one position, the second set
assures that each position will be assigned only once, and the penalty for each assignment under an optimal resource
allocation appears in the objective. It is well known that a linear assignment problem can be solved in O(n3) time (see
Papadimitriou and Steiglitz [20]). 
Because the feasible values of lu, lv ,mw , andmt are unknown, we have to enumerate the possible values of lu, lv ,mw , and
mt , and solve the corresponding series of assignment problems. Based on the above analysis, we present a solution algorithm
as follows:
Algorithm 2. Step 1: Let Z∗ = +∞, l∗u = l∗v = m∗w = m∗t = 0, lu = 0 and B =

4ψ
θpmin
+ 1

.
Step 2: While lu ≤ n do
Step 2.1: Set lv = lu.
Step 2.2: While lv ≤ n do
Step 2.2.1: Setmw = lv − lu andmt = n− lv .
Step 2.2.2: Whilemw = 0, or 1 ≤ mw such that

lv−lu
mw

≤ B do
Step 2.2.2.1: Whilemt = 0, or 1 ≤ mt such that

n−lv
mt

≤ B do
Step 2.2.2.2.1: Calculate the cjl(lu, lv,mw,mt) values according to Eq. (9).
Step 2.2.2.2.2: Solve the assignment problemP(lu, lv,mw,mt) to determine the optimal job sequence S∗(lu, lv,mw,mt) =
(J[1], J[1], . . . , J[n]) and the minimum cost Z∗(lu, lv,mw,mt).
Step 2.2.2.2.3: If Z(lu, lv,mw,mt) < Z∗, then set Z∗ = Z∗(lu, lv,mw,mt), l∗u = lu, l∗v = lv , m∗w = mw , m∗t = mt , and
S∗ = S∗(lu, lv,mw,mt).
Step 2.2.2.2.4: Setmt = mt − 1.
Step 2.2.2.3: Setmw = mw − 1.
Step 2.2.3: Set lv = lv + 1.
Step 2.3: Set lu = lu + 1.
Step 3: Determine the optimal d∗1 and D∗ according to Eqs. (2) and (3).
Theorem 4.3. Algorithm 2 solves the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD)+mψ in O(n7) time.
Proof. The correctness of the algorithm follows from Lemmas 3.1–3.8 and Remark 3.9. Each iteration of Step 2 takes O(n3)
time, which is the complexity of solving the linear assignment problem for given values of lu, lv , mw , and mt . Because we
perform at most O(n4) iterations of Step 2, the overall complexity of this step is O(n7). In addition, Steps 1 and 3 take linear
time. Therefore, the overall complexity of Algorithm 2 is O(n7). 
5. A special case when βj = β for j = 1, 2, . . . , n
In this section we consider a special case of the problemwhere βj = β for j = 1, 2, . . . , n and show that this case can be
solved in O(n5 log n).
For given feasible values of lu, lv ,mw , andmt ,
n
j=lv+1 β[j] + (u+mw +mt)ψ is a constant for any job sequence S and a
partition of the job sequence into batches B since βj = β for j = 1, 2, . . . , n. In order to find a job sequence that minimizes
Z(S, B, lu, lv,mw,mt), we have to optimally match the positional penalties ϕj(lu, lv,mw,mt) with the job processing times
pj. The optimal matching is obtained by applying the following lemma.
Lemma 5.1. For given feasible values of lu, lv , mw , and mt , an optimal sequence is obtained by assigning the smallest
ϕj(lu, lv,mw,mt) value to the job with the largest pj value, the second smallest ϕj(lu, lv,mw,mt) value to the job with the second
largest pj value, and so on, with ties broken arbitrarily for the case βj = β , j = 1, 2, . . . , n.
Proof. The result follows from the well-known result in linear algebra about the minimization of the scalar product of two
vectors (see Hardy et al. [19]). 
Based on Lemma 5.4, we present a solution algorithm as follows:
Algorithm 3. Step 1: Let Z∗ = +∞, l∗u = l∗v = m∗w = m∗t = 0, lu = 0, and B =

4ψ
θpmin
+ 1

.
Step 2: While lu ≤ n do
Step 2.1: Set lv = lu.
Step 2.2: While lv ≤ n do
Step 2.2.1: Setmw = lv − lu andmt = n− lv .
Step 2.2.2: Whilemw = 0, or 1 ≤ mw such that

lv−lu
mw

≤ B do
Step 2.2.2.1: Whilemt = 0, or 1 ≤ mt such that

n−lv
mt

≤ B do
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Step 2.2.2.2.1: Calculate the ϕj(lu, lv,mw,mt) values according to Eq. (7).
Step 2.2.2.2.2: Sequence the jobs according to Lemma 5.1 to determine the optimal job sequence S∗(lu, lv,mw,mt) =
(J[1], J[1], . . . , J[n]) and the minimum cost Z∗(lu, lv,mw,mt).
Step 2.2.2.2.3: If Z(lu, lv,mw,mt) < Z∗, then set Z∗ = Z∗(lu, lv,mw,mt), l∗u = lu, l∗v = lv , m∗w = mw , m∗t = mt , and
S∗ = S∗(lu, lv,mw,mt).
Step 2.2.2.2.4: Setmt = mt − 1.
Step 2.2.2.3: Setmw = mw − 1.
Step 2.2.3: Set lv = lv + 1.
Step 2.3: Set lu = lu + 1.
Step 3: Determine the optimal d∗1 and D∗ according to Eqs. (2) and (3).
Theorem 5.2. Algorithm 3 solves the problem 1|B, d1,D|nj=1(αEj + βjUj + θHj + γ d1 + δD) + mψ in O(n5 log n) time for
the case βj = β , j = 1, 2, . . . , n.
Proof. The correctness of the algorithm follows from Lemmas 3.1–3.8 and 5.1. Each iteration of Step 2 takes O(n log n) time
for given feasible values of lu, lv ,mw , andmt . Because we perform at most O(n4) iterations of Step 2, the overall complexity
of this step is O(n5 log n). In addition, Steps 1 and 3 take linear time. Therefore, the overall complexity of Algorithm 3 is
O(n5 log n). 
6. Conclusions
In this paper we consider single-machine scheduling with simultaneous consideration of batch delivery cost and an
assignable common due window. The objective is to minimize the sum of the earliness cost, weighted number of tardy
jobs, job holding cost, due window starting time cost, due window size cost, and delivery cost. We provide the structural
properties of the optimal schedule for the considered problem and present two O(n7) algorithms to solve the problem. We
also consider a special case of the problemwhere βj = β , j = 1, 2, . . . , n and show that this case can be solved inO(n5 log n)
time.
Further research can be undertaken to investigate the case where the position of the common due window is given or
where there are distinct due windows, and the case with controllable job processing times.
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