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1. Introduction
In this paper we study the family of Stickelberger elements associated to certain abelian extensions
over global rational function ﬁelds and apply our result to a conjecture of Gross.
Let K be a global function ﬁeld and let S and T be two non-empty disjoint ﬁnite sets of places
of K . Let L/K be a ﬁnite abelian extension unramiﬁed outside S with Gal(L/K ) = G . For each charac-
ter χ ∈ Ĝ , consider the modiﬁed L-function [6]
L(χ, s) =
∏
v /∈S
(
1− χ(Frv)N(v)−s
)−1 ×∏
v∈T
(
1− χ(Frv)N(v)1−s
) (
Re(s) > 1
)
, (1)
where Frv is the Frobenius element at v and N(v) is the norm.
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such that for every χ ∈ Ĝ ,
χ(θS,T ,G) = L(χ,0).
Gross proves that θS,T ,G ∈ Z[G] in the function ﬁeld case [6, Proposition 3.7]. He also proposes a
conjecture about the residue class of θS,T ,G modulo I |S| . Here the augmentation ideal I is the kernel
of the ring homomorphism Z[G] → Z sending g ∈ G to 1. If it causes no confusion, we will use
θS,T to denote θS,T ,G . The Stickelberger elements enjoy the following functorial property: if M/K
is a sub-extension of L/K with Gal(M/K ) = G ′ , then the natural projection G → G ′ induces a ring
homomorphism between the group rings, and under this homomorphism, θS,T ,G is sent to θS,T ,G ′ .
Thus for a proﬁnite abelian extension L/K unramiﬁed outside S , one can deﬁne the Stickelberger
element θS,T ,G as the projective limit of the Stickelberger elements θS,T ,G ′ where G ′ runs through
all the ﬁnite quotients of G . In this case θS,T ,G is in the (complete) group ring Z[G] which is the
projective limit of the group rings Z[G ′], and the augmentation ideal I = IG is the projective limit of
the augmentation ideals IG ′ of Z[G ′].
For the rest of this paper, we assume that we are in the case where K is the rational function ﬁeld
Fq(x), T is formed by a single place which is the zero of an irreducible polynomial f (x) ∈ Fq[x]
with deg( f ) = d and S is of cardinality n + 1, containing the pole, ∞ =: v0 of x, together with
places v1, . . . , vn corresponding to linear polynomials x − si , si ∈ Fq for i = 1, . . . ,n. Also, we as-
sume L/K is the maximal abelian extension unramiﬁed outside S and at worst tamely ramiﬁed on S .
We will ﬁx this setting while allowing the set of data {q, f , s1, . . . , sn} to vary. We shall call the tuple
(q, f , s1, . . . , sn) a basic datum.
We have
L = F¯q
(
q−1√x− s1, q−1√x− s2, . . . , q−1√x− sn
)
.
Put
L∞ = Fq
(
q−1√x− s1, q−1√x− s2, . . . , q−1√x− sn
)
and, for i = 1, . . . ,n,
Li = F¯q
(
q−1√x− s1, q−1√x− s2, . . . , q−1
√
x− si−1, q−1
√
x− si+1, . . . , q−1
√
x− sn
)
.
Denote G j = Gal(L/L j), for j = ∞,1, . . . ,n. Then
G = G∞ × G1 × G2 × · · · × Gn ∼= Ẑ ×
(
Z/(q − 1)Z)n.
Beside the Galois group G , the following are also derived from the basic datum.
Deﬁnition 1.1. We deﬁne the set of data γ ,m, t,a1, . . . ,an,k1,2, . . . ,ki, j, . . . ,kn−1,n, A, B1, . . . , Bn as
follows. The element t is a ﬁxed generator of the multiplicative group F∗q . For i = 1, . . . ,n, put Bi =
gi − 1 ∈ I where gi ∈ Gi is such that
gi
(
q−1√x− si
)= t · q−1√x− si .
Also, put A = F − 1 ∈ I , where F ∈ G∞ is the Frobenius element.
The residue classes m,a1, . . . ,an,ki, j (1 i < j  n) in Z/(q − 1)Z are deﬁned so that
tm = −1, tai = (−1)d f (si), tki, j = si − s j .
Finally, let γ = 1+ q + q2 + · · · + qd−1 ∈ Z.
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datum. It depends on the choice of t . For convenience, we deﬁne ki, j = k j,i +m if i > j.
Deﬁnition 1.2. A tame family Υ is a map which, to each basic datum λ = (q, f , s1, . . . , sn), assigns an
element Υλ in the group ring Z[G] of the Galois group G . We will call Υλ a member of Υ .
Thus, in our setting, the family of Stickelberger elements forms a tame family. Roughly speaking,
our main theorem says that there exists a formula to express every element in this family in terms
of the derived datum and the formula remains the same for all the base ﬁeld considered. For conve-
nience, we ﬁrst introduce some terminology.
Deﬁnition 1.3. We call an element F ∈ Z[d,Γ ,m,a1, . . . ,an,k1,2, . . . ,kn−1,n,A,B1, . . . ,Bn] a universal
polynomial of weight r and index N , where r ∈ {1,2, . . .}, N ∈ {0,1, . . .} ∪ {−∞}, if F is homogeneous
of total degree r in the variables A,B1, . . . ,Bn and the coeﬃcient of Ar is (−1)rγ N which is considered
as zero if N = −∞.
The polynomial F is called special if it does not involve the variables Γ and m.
Then we make the following key deﬁnition.
Deﬁnition 1.4. A tame family Υ is said to be represented by a universal polynomial F if for each
given basic datum λ = (q, f , s1, . . . , sn) with a derived datum (d, γ ,m, t,a1, . . . ,an,k1,2, . . . ,kn−1,n, A,
B1, . . . , Bn,G) the corresponding member Υλ is congruent to F(d, γ ,m,a1, . . . ,an,k1,2, . . . ,kn−1,n, A,
B1, . . . , Bn) modulo I
r+1
G .
Remark. We should remind the reader that for a given basic datum λ, there are different choices
of the generator t and hence different derived data. However, the deﬁnition requires that if
(d, γ ,m,a′1, . . . ,a′n,k′1,2, . . . ,k′n−1,n, A′, B ′1, . . . , B ′n,G) is any other derived datum, we should have
F(d, γ ,m, t′,a′1, . . . ,a′n,k′1,2, . . . ,k′n−1,n, A′, B ′1, . . . , B ′n)
≡ F(d, γ ,m,a1, . . . ,an,k1,2, . . . ,kn−1,n, A, B1, . . . , Bn)
(
mod Ir+1G
)
.
Also, we want to point out that in the group ring, we have the obvious congruence
(g1 − 1) + (g2 − 1) ≡ g1g2 − 1
(
mod I2G
)
, for g1, g2 ∈ G. (2)
Therefore, if g ∈ G is of ﬁnite order, then ord(g) | (q − 1), and so
(q − 1)(g − 1) ≡ 0 (mod I2G). (3)
From this we see that although m,a1, . . . ,an,k1,2, . . . ,kn−1,n are only deﬁned modulo q − 1, the
residue class of F(d, γ ,m,a1, . . . ,an,k1,2, . . . ,kn−1,n, A, B1, . . . , Bn) modulo Ir+1G is well-deﬁned.
Our main result is the following. The special cases where n = 2,3 are already proved in [8,14].
Theorem 1.5. The tame family Θ of Stickelberger elements is represented by a universal polynomial Fθ of
weight n, index 1.
In Section 3, we will calculate several related objects and complete the proof of the theorem in
Section 3.4. In Section 2, we will show that the theorem together with a technique of shifting the
basic datum can be used to prove weaker versions of the conjecture of Gross (Theorems 2.2, 2.3).
This is part of my PhD thesis, I would like to thank my advisor Ki-Seng Tan for many helpful
suggestions and discussions from which many ideas in this paper are generated.
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2.1. The regulator of Gross
The conjecture of Gross is a reﬁnement of the class number formula. We ﬁrst recall the deﬁnition
of the regulator deﬁned by Gross [6]. For the time being, we consider a more general situation where
K is any global function ﬁeld, S is a set of cardinality n + 1, T is a non-empty set disjoint from S ,
and L/K is any proﬁnite abelian extension unramiﬁed outside S . Denote by OS the ring of S-integers
in K . Let US,T be the subgroup of units which are congruent to 1 modulo T and let Pic(OS )T denote
the group of invertible OS -modules together with a trivialization at T . Then US,T is a free Z-module
and we have an exact sequence [6]
1→ US,T → O∗S →
∏
v∈T
F∗v → Pic(OS)T → Pic(OS) → 1. (4)
In our case, Pic(OS ) is trivial and hence
hS,T :=
∣∣Pic(OS)T ∣∣= ∣∣∣∣cokernel(O∗S →∏
v∈T
F∗v
)∣∣∣∣. (5)
Let 1, . . . , n be a Z-basis of US,T . For v1, . . . , vn ∈ S , let
ri : K ∗vi → Gal(Lvi/Kvi ) ⊂ G
be the local reciprocity map. Then the determinant det(ri( j) − 1) is in In , and the reﬁned regulator
RS,T is deﬁned as its residue class modulo In+1. The conjecture of Gross says [6]
θS,T ≡ ±hS,T · RS,T
(
mod In+1
)
. (6)
Here the sign is determined by the orientation of the basis chosen and is consistent with the sign in
the corresponding class number formula. For recent results on this conjecture and related subjects,
see [1–4,6–8,10–12,15,17,18].
Now we return to our setting. It is diﬃcult to ﬁnd a basis of US,T . Instead of doing so, we fol-
low [14] and consider the sub-module V spanned by
ui := (x− si)γ /
(
(−1)d f (si)
)
, i = 1,2, . . . ,n.
The index (O∗S : V ) = (q − 1)γ n , and (O∗S : US,T ) = (qd − 1)/hS,T (see [14]). Therefore (US,T : V ) =
γ n−1hS,T , and
γ n−1hS,T · RS,T ≡ det
(
ri(u j) − 1
) (
mod In+1
)
. (7)
Similar to [14], Proposition 3.7, we have
ri(ui) − 1 ≡ −γ A + (dm − ai)Bi − d
∑
j =i
ki, j B j
(
mod I2
)
,
ri(u j) − 1 ≡ (dki, j − a j)Bi
(
mod I2
)
. (8)
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we denote by . By the above congruences (7) and (8), the family  is represented by a universal
polynomial which we denote by FR . In summary, we have the following lemma.
Lemma 2.1. The tame family  is represented by a universal polynomial FR of weight n, index n.
In next section, using Lemma 2.1 and Theorem 1.5, we will prove the following theorem.
Theorem 2.2. Let L, S, T be as above. Then
2γ n−1θS,T ≡ ±2γ n−1hS,T RS,T
(
mod In+1
)
.
Using this theorem together with the result of [15] (for the p-part) and the functorial argument
used in [8,14], we can directly deduce the following theorem which is a generalization of the main
theorems in [8,14].
Theorem 2.3. Suppose K = Fq(x), q ≡ 1 (mod 4), S is a set formed by n + 1 degree-one places of K , T is a
set formed by ﬁnitely many places such that the greatest common divisor of their degrees is relatively prime to
q − 1 and L/K is the maximal abelian extension unramiﬁed outside S. Then the conjecture of Gross holds.
2.2. The shifting of the basic datum
Lemma 2.4. Let μ > 2 be a given prime number. Suppose α1, . . . ,αl are elements of Z/μZ and δ1, . . . , δl are
integers such that their residue classes in the Fμ-vector space Q∗/(Q∗)μ are linearly independent. Then there
exist a prime p and a generator t of the multiplicative group F∗p such that
(1) p ≡ 1 (mod μ), but p ≡ 1 (mod μ2).
(2) If δi ≡ tβi (mod p) for some integer βi , then βi ≡ αi (mod μ).
Proof. Let K1 = Q(ζμ) and K2 = Q(ζμ2 ,b1, . . . ,bl), where ζN denotes a primitive Nth root of 1 and
bμi = δi . The given conditions imply Gal(K2/K1) = (Z/μZ)l+1, and, under this identiﬁcation, for an
element σ = (σ0, σ1, . . . , σl) ∈ (Z/μZ)l+1, we have σ(ζμ2 ) = ζσ0μ ζμ2 and σ(bi) = ζσiμ bi .
Choose a σ such that σ0 = 0 and σi = αi for i = 1, . . . , l, and view it as an element in Gal(K2/Q).
By Tchebotarev’s density theorem (see [9, p. 169]), there is a ﬁnite place w of K2 such that at w , the
numbers b1, . . . ,bl are local units and the corresponding Frobenius element equals to σ . Let p be the
rational prime lying below w . Since σ ﬁxes K1, p splits completely in K1, and hence p ≡ 1 (mod μ).
Also, since σ0 = 0, p does not split under the extension K2/K1, and we must have p ≡ 1 (mod μ2).
This proves (1).
For an algebraic integer η ∈ K2, denote its residue class modulo w by η¯. Since σ acts as Frobenius,
we have
b¯pi = σ¯ (bi) = ζ¯ αiμ b¯i,
and consequently,
b¯p−1i = ζ¯ αiμ .
Now p − 1= μ, with μ  . Choose a generator t of F∗p such that ζ¯μ = t . If δ¯i = tβi , then
tβi = δ¯i = b¯μi = b¯p−1i = tαi.
Since  is prime to μ, (2) is proved. 
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Lemma 2.5. If v /∈ S is the zero of a monic irreducible polynomial h(x) of degree d′ , then its Frobenius element
Fr ∈ G satisﬁes Fr|G∞ = Fd′ and Fr( q−1
√
x− si) = (−1)d′h(si) · q−1√x− si for i = 1, . . . ,n.
Proof. This is directly from Class Field Theory. See [14, Lemma 3.4], for details. 
Lemma 2.6. Suppose μ is a prime number. For every positive integer ν , there are distinct integers s´1, . . . , s´ν
such that under the natural projection, the image of {s´i − s´ j | 1  i < j  ν} is linearly independent in the
Fμ-linear space Q∗/(Q∗)μ .
Proof. For ν = 2 this is trivial. We prove the lemma by induction on ν . Suppose s´1, . . . , s´ν are chosen
with the required property. We choose primes p1, p2, . . . , pν that does not divide any s´i − s´ j . By the
Chinese Remainder Theorem, there exists number x such that pi | x− si but p2i  x− si and pi  x− s j
if i = j. Then we put s´ν+1 = x. 
Proof of Theorem 2.2. Lemma 2.1 and Theorem 1.5 together imply that the tame family Υ0 formed
by 2γ n−1θS,T − 2γ n−1hS,T RS,T is represented by the universal polynomial Z := 2Γ n−1Fθ − 2FR of
weight n, index −∞. Since γ − d and 2m are all divisible by q − 1 and Z is of index −∞, the
congruence (3) says that if in the expression of Z we discard the monomials involving m and change
the variable Γ into the variable d, then we get a special polynomial (of weight n and index −∞)
Y = Z(d,d,0,a1, . . . ,an,k1,2, . . . ,kn−1,n,A,B1, . . . ,Bn)
which is in Z[d,a1, . . . ,an,k1,2, . . . ,kn−1,n,A,B1, . . . ,Bn] and also represents the tame family Υ0.
Fix a given basic datum (q, f , s1, . . . , sn) and for every i and ( j, l) lift the derived ai,k j,l to integers
a˜i, k˜ j,l . Put
Y0 = Y(d, a˜1, . . . , a˜n, k˜1,2, . . . , k˜n−1,n,A,B1, . . . ,Bn).
It is enough to show Y0 = 0. We do it by showing that for any odd prime number μ, the residue
class Y(μ) of Y0 modulo μ is zero.
Choose distinct integers s´1, . . . , s´n satisfying the condition of Lemma 2.6. Then we use Lemma 2.4
to choose a prime number p and a generator t′ of F∗p such that if the k′i, jth power of t
′ is congruent
to s´i − s´ j modulo p, then
k′i, j ≡ k˜i, j (mod μ).
For each i, let s′i be the residue class of s´i modulo p. From Lemma 2.5 and Tchebotarev’s density
theorem, we can ﬁnd an irreducible polynomial f ′ ∈ Fp[x] with d′ := deg( f ′) congruent to d modulo
μ and f ′(s′i) = (−1)d
′
t′a˜i for every i. Thus we have constructed a basic datum (p, f ′, s′1, . . . , s′n) with a
derived datum (d′, γ ′,m′, t′,a′1, . . . ,a′n,k′1,2, . . . ,k′n−1,n, A′, B ′1, . . . ,G ′) such that every a′i is congruent
to a˜i and every k′i, j is congruent to k˜i, j modulo μ.
Let G ′(μ) ∼= (Z/μZ)n+1 be the maximal elementary μ-quotient of G ′ and for an element
ξ ∈ Z[G ′] denote by ξ(μ) ∈ Z[G ′(μ)] its image under the natural projection. Then (2γ n−1θS ′,T ′ −
2γ n−1hS ′,T ′ RS ′,T ′)(μ) and Y(μ)((A′)(μ), (B ′1)(μ), . . . , (B ′n)(μ)) are congruent modulo In+1G ′μ . But the con-
jecture of Gross holds for elementary groups ([10], since K has class number 1), and this implies
Y(μ) = 0 ([13] or [16, Proposition 3.8]). 
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3.1. Some combinatorial formulae
We recall that the combinatorial symbol
(α
β
)
is deﬁned for α,β ∈ Z and (α
β
)= 0 if either β < 0 or
0< α < β . The following three well-known lemmas will be useful for us.
Lemma 3.1. Suppose ξ , ψ are non-negative integers and k is a positive integer. Then for a sequence of non-
negative integers β1, . . . , βk such that
∑k
i=1 βi = ψ , we have
∑(α1
β1
)
· · ·
(
αk
βk
)
=
(
ξ + k − 1
ψ + k − 1
)
,
where the sum is over all k-tuples of non-negative integers (α1, . . . ,αk) that satisfy α1 + α2 + · · · + αk = ξ .
Proof. The case k = 2 is from [5, p. 169, (5.26)], and we can prove it by induction on k. We have
∑(α1
β1
)(
α2
β2
)
· · ·
(
αk
βk
)
=
∑
α1
(
α1
β1
) ∑
α2+···+αk=ξ−α1
(
α2
β2
)
· · ·
(
αk
βk
)
=
∑
α1
(
α1
β1
)(
ξ − α1 + k − 1− 1
ψ − β1 + k − 1− 1
)
=
(
ξ + k − 1
ψ + k − 1
)
. 
The following two lemmas are from [5, p. 169, (5.25)], with the observation that
(−α
β
) =
(−1)β(α+β−1
β
)
for α,β ∈ N.
Lemma 3.2. For non-negative integers ξ,ψ and k with ξ ψ > k, we have
k∑
i=0
(−1)i
(
k
i
)(
ξ − i
ψ
)
=
(
ξ − k
ψ − k
)
.
Lemma 3.3. For non-negative integers ξ , ψ , k with ξ ψ > k, we have
ψ−k∑
i=0
(−1)i
(
ξ
i
)(
ψ − i
k
)
= (−1)ψ−k
(
ξ − k − 1
ψ − k
)
.
3.2. The variance
From now on, let H denote the subgroup G1×· · ·×Gn ⊂ G and put q∗ = q−1. Recall that m = q∗/2
if q∗ is even, and m = 0 if q∗ is odd.
Deﬁnition 3.4. Deﬁne the variance Σ(H) as the sum
∑
σ∈H (σ − 1) ∈ Z[H]. Also, for every inte-
ger r between 1 and n, denote H(r) = G1 × · · · × Gr and H(r) = Gr+1 × · · · × Gn , and put Σ(r) =∑
σ∈H(r) (σ − 1) and Σ(r) =
∑
σ∈H(r) (σ − 1).
The following lemma is from [14].
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m(σ − 1)2 (mod I3).
Suppose J is a non-empty subset of {1, . . . , r} and {α j | j ∈ J } is a set of natural numbers such
that
∑
j∈ J α j = r. By Lemma 3.5, the residue class modulo Ir+1H(r) of 
(r)
J :=mr
∏
j∈ J B
α j
j is independent
of the choice of α j ’s. Let r the set of all non-empty subsets of {1, . . . , r}.
Lemma 3.6.We have
Σ(r) ≡
∑
J∈r
(r)J
(
mod Ir+1
H(r)
)
.
Proof. In this proof, we will forget our setting and just view the lemma as a statement about the
group (Z/q∗Z)n . Thus, we can let n vary, and only need to treat the case n = r. We will prove it by
induction on n. By (2), we have
Σ(1) =
q∗−1∑
i=0
(
σ i1 − 1
)≡ σ q∗(q∗−1)/21 − 1≡ q∗(q∗ − 1)2 B1 ≡mB1 ≡ ∑
J∈1

(1)
J
(
mod I2H(1)
)
.
This proves the case n = 1.
Now H(n) = H(n−1) × H(n−1) . From the equality
σρ − 1 = (σ − 1)(ρ − 1) + σ − 1+ ρ − 1
we see that
Σ(n) = Σ(n−1)Σ(n−1) + q∗Σ(n−1) + (q∗)n−1Σ(n−1).
The induction hypothesis and Lemma 3.5 imply that (q∗)n−1Σ(n−1) = (n){n} and q∗Σ(n−1) =∑
J∈n−1 
(n)
J . Also, if 
′
n be the subset of n consisting of J such that n ∈ J and | J | > 1, then
Σ(n−1)Σ(n−1) =∑ J∈′n (n)J . We complete the proof by noticing that
n = ′n ∪ n−1 ∪ {{n}}. 
3.3. Representable families
From now on, under the natural embedding H (r) ↪→ H , we will identify Z[H(r)] as a subring
of Z[H]. In this section we will consider several tame families representable by universal polyno-
mials. To simplify the notations, we will use a general form of the members to denote the family. For
instance, we will say that Σ(H) is a tame family and so is Σ(r) for any r = 1, . . . ,n.
Deﬁnition 3.7. We denote by Ωr the set of tame families representable by a universal polynomial of
weight r and index −∞.
Thus the tame family Σ(r) is in Ωr (Lemma 3.6).
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degree k polynomials ζ(x) ∈ Fq[x] such that ζ(si) = 0 for every i = 1, . . . , l. Deﬁne Λ(l) =⋃∞i=0 Λ(l)i .
Also, deﬁne φ(l) : Λ(l) → H(l) such that for ζ ∈ Λ(l)k , φ(l)(ζ ) = (h1, . . . ,hl) with hi( q−1
√
x− si) =
(−1)kζ(si) · q−1√x− si .
Note that we have
∣∣Λ(l)k ∣∣= k∑
i=0
(−1)i
(
l
i
)
qk−i . (9)
Lemma 3.9. Put
W = (φ(n)( f ) − 1)( n−1∑
k=0
∣∣Λ(n)k ∣∣Fk
)
.
We have W ∈ Ωn.
Proof. By Lemma 2.5, we see that φ(n)( f )−1 is congruent to ∑ni=1 ai Bi modulo I2 and therefore it is
in Ω1. By Lemma 3.5, we then have (φ(n)( f ) − 1)(F − 1)r ∈ Ωr+1 and (q∗)r(φ(n)( f ) − 1) ∈ Ωr+1. The
lemma is proved by these and
n−1∑
k=0
∣∣Λ(n)k ∣∣Fk = n−1∑
k=0
k∑
j=0
(−1) j
(
n
j
)
qk− j F k
=
n−1∑
j=0
(−1) j
(
n
j
) n−1∑
k= j
qk− j F k
=
n−1∑
j=0
(−1) j
(
n
j
)
(qF )n− j − 1
qF − 1 · F
j
= 1
qF − 1
n∑
j=0
(−1) j
(
n
j
)
F j(qF )n− j − F j
= 1
qF − 1
(
(qF − F )n − (1− F )n)
=
n−1∑
i=0
(q∗F )i(1− F )n−1−i. 
Deﬁnition 3.10. For a non-negative integer k deﬁne Uk =∑(φ(n)(ζ )−1) ∈ Z[H] where ζ runs through
the set Λ(n)k . Also, deﬁne Xk =
∑k
i=0
(n−k+i−1
i
)
Uk−i and Yk = ∑n−1i=n−1−k ( in−1−k)Ui . For l = 1, . . . ,n
denote by U¯ (l)k , X¯
(l)
k , Y¯
(l)
k the image of Uk , Xk , Yk under the natural projection Z[H] → Z[H(l)].
In particular, we have X0 = U0 = 0 and
X1 = U1 =
∑
s∈Fq\{s1,...,sn}
(
φ(n)(x− s) − 1).
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∏
s∈Fq\{s1,...,sn}(si − s) = −
∏
j =i(si − s j)−1, we get
X1 ≡
n∑
i=1
(
m −
∑
j =i
ki, j
)
Bi
(
mod I2
)
,
and consequently,
X1 ∈ Ω1. (10)
Lemma 3.11. For k = 1, . . . ,n − 1, we have Xk ∈ Ωk.
Proof. We prove it by induction on k. The case where k = 1 is done above. For a non-negative in-
teger i, let Ψi be the set consisting of ith degree monomials of the form (x − sk+1)αk+1 · · · (x − sn)αn
with α j  0. Then every element in Λ(k)k can be expressed as a product ηζ with η ∈ Ψi , ζ ∈ Λ(n)k−i , for
some i. Consider the sum
Zk :=
∑
ζ∈Λ(k)k
φ(k)(ζ ) − 1=
k∑
i=0
∑
η∈Ψi
∑
ζ∈Λ(n)k−i
φ(k)(ηζ ) − 1. (11)
We ﬁrst note that the restriction of φ(k) to Λ(k)k is an injection into H
(k) and since |Λ(k)k | = (q∗)k =
|H(k)| (see (9)), it is actually a bijection between these two sets. Consequently we have
Zk = Σ(k) ∈ Ωk. (12)
We also have |Ψi | =
(n−k+i−1
i
)
and X¯ (k)k =
∑k
i=0(|Ψi |
∑
ζ∈Λ(n)k−i
(φ(k)(ζ ) − 1)). Compare the above two
sums, we get
Zk − X¯ (k)k =
k∑
i=1
∑
η∈Ψi
((
φ(k)(η) − 1) ∑
ζ∈Λ(n)k−i
φ(k)(ζ )
)
. (13)
For i = k + 1, . . . ,n, put Ci = φ(k)(x− si) − 1 ∈ IH , and for each positive integer l, put
C[l] =
∑
k+1 j1··· jln
C j1 · · ·C jl .
If η = (x− sk+1)αk+1 · · · (x− sn)αn , then φ(k)(η) − 1 = (Ck+1 + 1)αk+1 · · · (Cn + 1)αn − 1 and Lemma 3.1
implies
∑
η∈Ψi
(
φ(k)(η) − 1)= i∑
l=1
(
i + n − k − 1
l + n − k − 1
)
C[l]. (14)
Also, we have
∑
ζ∈Λ(n) φ
(k)(ζ ) = U¯ (k)k−i + |Λ(n)k−i |. This together with (13) and (14) impliesk−i
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k∑
l=1
k∑
i=l
(
i + n − k − 1
l + n − k − 1
)
U¯ (k)k−iC[l] +
k∑
l=1
k∑
i=l
(
i + n − k − 1
l + n − k − 1
)∣∣Λ(n)k−i∣∣C[l]. (15)
By (9), we have
k∑
i=l
(
i + n − k − 1
l + n − k − 1
)∣∣Λ(n)k−i∣∣= k∑
j=l
j∑
i=l
(
i + n − k − 1
l + n − k − 1
)
(−1) j−i
(
n
j − i
)
qk− j.
Replace j − i by i and use Lemma 3.3 (ξ = n, ψ = j + n− k − 1, k = l + n − k − 1), and we get
k∑
i=l
(
i + n − k − 1
l + n − k − 1
)∣∣Λ(n)k−i∣∣= k∑
j=l
j−l∑
i=0
(−1)i
(
n
i
)(
j − i + n − k − 1
l + n − k − 1
)
qk− j
=
k∑
j=l
(−1) j−l
(
k − l
j − l
)
qk− j
= (q∗)k−l.
Now, by Lemma 3.5,
∑k
i=l
(i+n−k−1
l+n−k−1
)|Λ(n)k−i |c[l] is in Ωk . By induction hypothesis,
k∑
i=l
(
i + n − k − 1
l + n − k − 1
)
U¯ (k)k−iC[l] = X¯k−lC[l] ∈ Ωk.
Therefore, from (12) and (15), we see that X¯ (k)k ∈ Ωk . The nth symmetric group acts on our settings
through its action on {s1, . . . , sn}. From this, we see that under any homomorphism of the type H →
Gi1 × Gi2 × · · · × Gik ↪→ H , where 1  ii < i2 < · · · < ik  n, the ﬁrst arrow is the natural projection
and the second is the natural embedding, the image of Xk is in Ωk . Then this shows that Xk ∈ Ωk
[12, Lemma 2]. 
Corollary 3.12. For k = 0,1,2, . . . ,n − 1, we have Yk ∈ Ωk.
Proof. We have, for k = 0,1, . . . ,n − 1,
n−1∑
i=k
(−1)n−1−i
(
i
k
)
Yi =
n−1∑
j=0
n−1∑
i=n−1− j
(−1)n−1−i
(
i
k
)(
j
n − 1− i
)
U j.
Replace i by n − 1 − i and apply Lemma 3.2, we see the above equals to ∑n−1j=0 (n−1− jk− j )U j which
is actually Xk . Thus Yn−1 = Xn−1 and Yk can be expressed as a linear combination of Xk and
Yk+1, . . . , Yn−1. 
3.4. Computing θS,T
Lemma 3.13. Let L, S, T be as in Theorem 2.2, we have
θS,T =
(
1− qd Fdφ(n)( f ))( n−1∑
k=0
Fk
∑
ζ∈Λ(n)k
φ(n)(ζ )
)
+ Fn
(
d−1∑
i=0
qi F i
)∑
σ∈H
σ .
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Frv ∈ G denote the Frobenius element at v . Then 1 − Frv N(v)−s is invertible in the formal power
series ring Z[G][[q−s]] over the group ring Z[G]. Put
LS,T = LS(s)
∏
v∈T
(
1− FrvN(v)1−s
)
,
where
LS(s) =
∏
v /∈S
(
1− FrvN(v)
)−1 = ∑
η∈Λ(n)
F deg(η)φ(n)(η)q−sdeg(η).
We can write LS (s) =∑∞i=0 Mi F iq−is , where Mi =∑η∈Λ(n)i φ(n)(η). As we have seen before, the re-
striction of the map φ(n) gives a bijection from Λ(n)n to H . Therefore, Mn =
∑
σ∈H σ , and similarly for
i  n, we have Mi = qi−n∑σ∈H σ .
Now, as T is formed by the zero of f (x), we have
LS,T (s) =
(
1− qd Fdφ(n)( f )q−sd) ∞∑
i=0
Mi F
iq−is.
The term MnFnq−ns multiplying with qd Fdφ(n)( f )q−ds will cancel with the term Md+n Fd+nq−(d+n)s .
Consequently, LS,T is actually a polynomial in q−s with degree at most d + n, and θS,T = LS,T (0) is of
the desired form. 
Proof of Theorem 1.5. Consider the following decompositions∑
ζ∈Λ(n)k
φ(n)(ζ ) = Uk +
∣∣Λ(n)k ∣∣, (16)
∑
σ∈H
σ = Σ(n) + (q∗)n, (17)
1− qd Fdφ(n)( f ) = (1− qd Fd)− qd Fd(φ(n)( f ) − 1). (18)
By Lemma 3.13, (16), (17) and (18), we have
θS,T = I+ II+ III+ IV,
where
I= (1− qd Fdφ(n)( f )) n−1∑
k=0
FkUk,
II = qd FdW (Lemma 3.9),
III = (1− qd Fd) n−1∑
k=0
Fk
∣∣Λ(n)k ∣∣+ (q∗)n Fn
(
d−1∑
i=0
qi F i
)
,
IV = Fn
(
d−1∑
qi F i
)
Σ(n).i=0
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1− qd Fdφ(n)( f ) = (1− qd)+ qd d∑
i=1
(
d
i
)
Aiφ(n)( f ),
n−1∑
k=0
FkUk =
n−1∑
j=1
n−1∑
k= j
(
k
j
)
Uk A
j .
The last sum is just
∑n−1
j=1 Yn−1− j A j . Lemma 2.5 implies that φ(n)( f ) − 1 is congruent to
∑n
i=1 ai Bi
modulo I2. Since qBi ≡ Bi (mod I2), by Corollary 3.12, we have I ∈ Ωn . Also, Lemma 3.6 and
Lemma 3.9 say both W and Σ(n) are in Ωn , and II ≡ W (mod In+1), IV ≡ dΣ(n) (mod In+1). Finally,
we have
III=
d−1∑
i=0
qi F i
(
(1− qF )
n−1∑
k=0
Fk
∣∣Λ(n)k ∣∣+ (q∗)n Fn
)
=
d−1∑
i=0
qi F i
(
1+
(
n−1∑
k=1
Fk
(∣∣Λ(n)k ∣∣− q∣∣Λ(n)k−1∣∣)
)
− qFn∣∣Λ(n)n−1∣∣+ (q∗)n Fn
)
=
d−1∑
i=0
qi F i
(
1+
n−1∑
k=1
(−1)k
(
n
k
)
Fk + (−1)n Fn
) (
by Eq. (9)
)
= (1− F )n
d−1∑
i=0
qi F i
≡ (−1)nγ An (mod In+1). 
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