Abstract Several formalisms for concurrent computation have been proposed in recent years that incorporate means to express stochastic continuous-time dynamics and non-determinism. In this setting, some obscure phenomena are known to exist, related to the fact that schedulers may yield too pessimistic verification results, since current nondeterminism can surprisingly be resolved based on prophesying the timing of future random events. This paper provides a thorough investigation of the problem, and it presents a solution: Based on a novel semantics of stochastic automata, we identify the class of schedulers strictly unable to prophesy, and show a path towards verification algorithms with respect to that class. The latter uses an encoding into the model of stochastic timed automata under arbitrary schedulers, for which model checking tool support has recently become available.
Introduction
The modelling of concurrent systems operating in continuous time is at the heart of several branches of computing sciences. In the systems world, discrete event simulation tools like OMNeT [23] , NS-2 or NS-3 [1,2], or GlomoSim [30] are routinely used to gain insight into phenomena that are difficult to study "in the wild". However, the validity of results obtained in this manner is often questionable, and comes with notorious suspicions about hidden assumptions that affect the simulation studies [3, 9, 19, 26] . The predominant mathematical objects that such simulators operate on are classes of stochastic processes, in particular generalised semi-Markov processes [21, 13] (GSMP). Stochasticity is used to conveniently reflect variations in behaviour due to mass effects.
Over the past decades, concurrent systems operating in stochastic continuous time have also received attention from a foundational perspective, especially in the formal methods community. Process calculi for stochastic timed systems have been proposed, starting with the work of Harrison and Strulo [27, 15] . D'Argenio proposed stochastic automata (SA) [10] as a compositional formalism akin to timed automata. Bravetti proposed the IGSMP calculus [8] for interacting GSMP. A comparative reflection of the two latter approaches can be found in [7] . The work of D'Argenio inspired the Modest language, which operates with stochastic timed automata (STA) [6] and is supported by the Modest Toolset [16] . Lately, Zeng, Nielson and Nielson proposed the stochastic quality calculus SQC [22] as an intriguing formalism to reason about distributed systems with broadcast communication.
All the approaches discussed above use semantic objects that extend the model of GSMP in a particular dimension: nondeterminism. Albeit with different flavors, the nondeterminism is essentially intertwined with the concept of an interleaving semantics, which assumes that no specific temporal ordering can be assumed for events that may happen in independent components-unless the ordering is specified in some way. In fact, it might not be far fetched to claim that in the systems community much of the above mentioned criticism which has accumulated with respect to GSMP simulation results is rooted in well-hidden assumptions determining certain event orderings, yet thereby discriminating against behaviour well possible "in the wild". For instance, Opnet is known to use a default round-robin schedule between enabled processes if no other information is at hand, and so does GlomoSim.
The correct treatment of stochastic processes with nondeterminism can best be explained in the simplistic setting of Markov chains and their nondeterministic extension, Markov decision processes [24] . A Markov decision process turns into a Markov chain by fixing a resolution of nondeterminism. A scheduler is a mathematical object for this task, and the correct analysis of a Markov decision process is based on the principle of considering any Markov chain induced by any realistic scheduler. A verification task then gives rise to an entire range of quantitative results, such as an interval of reachability probabilities. Interestingly, if the class of schedulers at hand contains schedulers that can be considered unrealistic, then the analysis, albeit being correct, may become overly pessimistic in the sense that the interval returned is larger than realistically needed [ 12] .
So, which family of schedulers is to be used for nondeterministic extensions of GSMP? This is the main question we aim at answering with this paper.
To shed some light on this, we discuss the problem in the context of stochastic automata. Roughly speaking, a stochastic automaton is a timed automaton where each clock, whenever reset, expires after a random amount of time. The randomness is specified by a probability measure associated to each clock. An edge is guarded by a (possibly empty) set of clocks and can be taken only when all clocks from this set are expired. When location 1 is entered in the model in Figure 1 on the left, a clock x is reset to 0. At this moment, the (random) time until its expiration, say distributed uniformly between 0 and 1, starts. Any outgoing edge can be taken only after clock x expires. Once this happens, there are multiple concurrently enabled edges, and one of them is chosen nondeterministically. Assume we want to reach the desired state . The probabilities of this to happen now depends on the scheduler we consider. In the worst case, the probability is 0, because a scheduler can just decide to take the left edge in 1 . Note that a random resolution of the non-determinism (or a kind of round-robin schedule) would result in a higher probability of reaching state .
The formal semantics of stochastic automata is defined by uncountable timed probabilistic transition systems (TPTS) where each state consists of the current location and the current valuation. As for timed automata, a valuation is used to store for each clock the amount of time elapsed since its last reset. In addition, it also stores the (randomly chosen) clock expiration times. Non-determinism in Figure 1 . Examples of stochastic automata.
the TPTS is resolved by schedulers that can base their decisions on all values in the current valuation including the clock expiration times, i.e. the information when in the future each individual clock expires. Therefore, in the model in Figure 1 on the right, a scheduler can always choose in location 2 the appropriate edge so that the desired state is never reached (based on the fact whether y occurs before z). However, no realistic scheduler not knowing the timing of future random events can make the probability smaller than 1/2. The semantics indicated above is known as residual lifetimes semantics [7] , and is the one (at least conceptually) used in Modest, in SQC, in the works of D'Argenio, and in those of Strulo. Bravetti's IGSMP use a different and at first sight more adequate approach, based on continuous resampling. This prevents schedulers from exploiting stored sampled values, and is called spent lifetimes semantics [7] . However we will argue that this semantics is in fact even more pessimistic and unrealistic.
We overcome this problem by introducing a new semantics based on separating the flow of time from non-deterministic choices. The set of all schedulers of the new semantics forms a strict subset of schedulers of the standard residual lifetimes semantics. As this new subclass excludes exactly those schedulers that observe the timing of future random events, we call them non-prophetic schedulers. We are then interested in worst-case and best-case guarantees with respect to non-prophetic schedulers.
We show that verification problems for non-prophetic schedulers can be translated to verification problems with respect to all schedulers on an induced model from the more expressive class of stochastic timed automata. Stochastic timed automata come from the same theoretical background and are thus also based on residual lifetimes semantics. Their higher expressiveness nevertheless allows us to emulate the behaviour of the SA while obfuscating the knowledge of the future timing. Using this translation, the verification of probabilistic reachability and expected-reward properties for stochastic automata under non-prophetic schedulers based on extensions of STA model checking techniques [14] is on the horizon.
Preliminaries
For a given set S, its power set is P(S). We denote by R, R + , and R + 0 the set of real numbers, positive real numbers and non-negative real numbers, respectively.
Probability Theory
A (discrete) probability distribution over a countable sample space Ω is a function
We denote by Dist(Ω) the set of all probability distributions over Ω. Furthermore, we write D(ω) for the Dirac distribution for ω, defined by
We say that a set Ω is a measurable space if it is endowed with a σ-algebra Σ(Ω), a collection of measurable subsets of Ω. A (continuous) probability measure over Ω is a function μ ∈ Σ(Ω) → [0, 1] such that μ(∪ i∈I B i ) = i∈I μ(B i ) for any countable index set I and pairwise disjoint measurable sets B i . Each probability distribution μ induces a probability measure and we thus also use D(s) for the corresponding Dirac measure. We denote by Prob(Ω) the set of probability measures over Ω.
Given a a pair of probability measures μ 1 , μ 2 we denote by μ 1 ⊗ μ 2 the product measure which is the unique probability measure such that
for all measurable B 1 , B 2 .
For a collection of measures (μ i ) i∈I , we analogously denote the product measure by i∈I μ i . We lift the same notation to a collection of sets of probability measures
For a probability measure F over R + 0 and any c ∈ R
Stochastic Automata
Definition 1. A stochastic automaton (SA) is a 6-tuple
where -Loc is a countable set of locations; -C is a finite set of clock variables; -A is the automaton's finite action alphabet partitioned into a set A d of delayable and a set A u of urgent actions;
) is the edge function, which maps each location to a finite set of edges, which in turn consist of a guard set, a label and a probability distribution over sets of clocks to reset and target locations; -F ∈ C → Prob(R + 0 ) is the delay measure function that maps each clock to an absolutely continuous probability measure 1 ; and -init ∈ Loc is the initial location.
We also write C,a − − → E μ for C, a, μ ∈ E( ), and for two edge functions E 1 and E 2 , we define
i.e. an edge function is "smaller" if it maps to "smaller" sets of edges.
Intuitively, a stochastic automaton starts its execution in the initial location with all clocks expired. Any edge C,a − − → E μ may be taken only if all clocks in its guard set C are expired. If it is taken, the action associated to the edge is a, and the distribution μ encodes the discrete branching of this edge: when a branch R, is taken (which happens with probability μ(R, )), all clocks from the set R get (re)started, other expired clocks remain expired, and the process moves into the successor location . Here, another edge may be taken immediately or the automaton may need to wait until some further clocks expire and so on.
If a clock c gets started, it expires again after an amount of time chosen randomly according to the probability measure F (c). Implementing the abstract notions of clock start and clock expiration is the crucial step in defining a formal semantics. In this paper, we focus on what power such an implementation gives to schedulers-objects that choose which edge to take when several of them may be taken at the same point in time.
Defining the semantics of stochastic automata formally is the core topic of this paper. We discuss various approaches in Sections 3 and 4. In the rest of this section, we lay the foundations for defining the semantics. First, we define probabilistic timed transition system with uncountable state and action spaces. This is needed since we need to store the current valuation of real-valued clocks and variables in each state. Second, we introduce assignments and clock expressions to simplify manipulation with these valuations.
Uncountable Transition Systems
The semantics of (non-Markovian) continuous-time stochastic models with nondeterminism can be defined using the following formalism [6, 7, 29] .
Definition 2. A timed probabilistic transition system (TPTS) is a 4-tuple S, A, T, s init where -S is a (usually uncountable) measurable space of states; -A = R + A is the system's (uncountable) alphabet that can be partitioned into delays in R + and normal actions in A ; -T ∈ S → P(A × Prob(S)) is the transition function, which is explicitly allowed to map a state to an uncountable set of transitions; and -s init ∈ S is the initial state.
We also write s a − → T μ for a, μ ∈ T (s), and the < relation can be defined for transition functions analogously to its definition for edge functions.
A behavior of a TPTS is a run, an infinite alternating sequence s 0 a 0 s 1 a 1 . . . of states and actions. The system starts in the initial state s 0 = s init . Assuming the current state is s i , the next transition s i a 1 − → T μ is chosen non-deterministically by a scheduler based on the whole history s 0 a 0 . . . a i−1 s i up to this point. The successor state s i+1 is then chosen randomly according to the probability measure μ.
Formally, a scheduler is a measurable function σ that maps every s 0 a 0 . . .
* × S to a measure over transitions from T (s i ) (i.e. the scheduler may randomize over available transitions). Every scheduler σ defines a probability measure P σ over the set of all runs. For a full formal definition, see e.g. [29] . Following the standard approach, we restrict to non-Zeno schedulers that allow time to diverge with probability one. More precisely, we require that P σ (D) = 1 where D is the set of runs where the sum of all actions from R + along the run is ∞.
Inspired by [25] , we define the timed trace distribution Tr(T, σ) of a TPTS T induced by a scheduler σ as follows. First, a timed trace is a finite or infinite sequence of actions, obtained as the natural projection (denoted ttrace) mapping each run s 0 a 0 s 1 a 1 • • • to a timed trace obtained from a 0 a 1 • • • by merging every maximal sequence of real numbers into its sum (a potential infinite sequence at the end of a run is simply removed, resulting in a finite trace). With this, the timed trace distribution Tr(T, σ) is a distribution over the measurable space of timed traces such that every measurable set of timed traces A has probability P σ (ttrace −1 (A)). We denote by Tr(T ) the set of timed trace distributions of T ranging over all schedulers of T . Finally, we say that two TPTS T 1 , T 2 are timed trace distribution equivalent if Tr(T 1 ) = Tr(T 2 ).
Remark 1. The example discussed in Figure 1 works with state-based properties, in particular considering state reachability probabilities. We can encode such properties in a trace-based setting by, for example, adding a loop ∅,a − − → to the state whose reachability probability we intend to compute, where a is a unique urgent action. We can then ask for the probability of the set of timed traces that include a instead. In this sense, timed trace distribution equivalence can be ensured to preserve timed reachability probabilities.
Variables and Expressions
In this subsection, we introduce a unified way to deal with the evaluation and modification of valuations over a set of variables. For a finite set of (real-valued) variables Var , we let Val def = Var → R denote the set of valuations. By 0 ∈ Val , we denote the valuation that assigns value 0 to all variables. We now first introduce an abstract notion of expressions which we use for two operations: updates to modify a valuation, and (timed automata-like) clock constraints to evaluate a valuation. Similarly to timed automata, we also define how the flow of time modifies a valuation.
Expressions By Exp(C) we denote the set of expressions over the set of variables C ⊆ Var . We simply write Exp for the set of expressions over the whole set Var . We treat expressions in an abstract manner: We assume a standard expression syntax (as in e.g. ML or C) with extensions for nondeterministic and randomly sampled values. We formally work only with the semantics e of expressions e, which are functions that take a valuation over Var and return the value of e depending on the expression class: -Bxp: Boolean expressions e have e ∈ Val → { true, false }. Bxp include e.g.
-Axp: Arithmetic expressions e have e ∈ Val → R. Axp include e.g.
+ x, 3 + (if
-Sxp: Sampling expressions e have e ∈ Val → P(Prob(R)). These are conceptually arithmetic expression featuring two additional constructs: nondeterministic choice and random sampling. Sxp include, e.g.,
where sample(F ) denotes the random selection of a value according to the probability measure F and any(I) the nondeterministic selection of a value out of the interval I. In the example, Exp(x) denotes the exponential distribution with rate given by the current value of variable x. The semantics of a sampling expression maps to a set (representing the nondeterministic choice) of probability measures (representing the random sampling). For example, the semantics 3 + x + sample(Exp(1)) + any((0, 1)) applied to valuation 0 returns the set { μ i | i ∈ (3, 4) } where each measure μ i is the exponential distribution "shifted" by i. For a sampling expression e without nondeterminism, we denote by e 1 ∈ Val → Prob(R) the function that maps a valuation v to the single probability measure in e (v).
Updates An assignment , written as x := e, is a pair x, e ∈ Var × Sxp. Two assignments x 1 , e 1 and x 2 , e 2 are consistent if x 1 = x 2 or e 1 (v) = e 2 (v) for all valuations v. The set of all assignment is denoted by Asgn. A finite set of pairwise consistent assignments is called an (atomic) update, and two updates are consistent if their union is an update. The set of all updates is denoted Upd .
Similar to sampling expressions, the semantics of an update U ∈ Upd is a function U ∈ Val → P(Prob(Val )). Due to consistency, we can treat every update U = { x 1 , e 1 , . . . , x n , e n } consisting of n ∈ N assignments as a function U ∈ Var → Sxp (even though we may have x i = x j for some i = j). Assuming some fixed total order on the variables, we can identify valuations with tuples of values. This then allows us to define straightforwardly
Clocks and clock constraints Later, (similarly to timed automata) we restrict operations that can be applied to clock variables. Let us fix a set C ⊆ Var of clock variables. Clock constraints over C are expressions constructed according to the following grammar:
where ∼ ∈ { >, ≥, <, ≤, =, = }, c, c 1 , c 2 ∈ C, and b and e are Boolean and arithmetic expressions over Var \ C, respectively. The semantics of a clock constraint g is again a function e ∈ Val → { true, false }. Similarly, an update is called clock update if all its assignments to clocks c ∈ C are of the form c := 0. The set of all clock updates is denoted by CUpd . Finally, we define for any valuation v and any delay t ∈ R + a valuation v + t by
, and v(c) for c ∈ Var \ C.
Prophetic and Divine Scheduling
In this section we review two existing semantics for stochastic automata. Both map SA to TPTS with uncountable state spaces. A scheduler for an SA is then defined as a scheduler in the underlying TPTS.
In the first subsection, we introduce the more common residual lifetimes semantics that however allows a scheduler to be prophetic. Then, we address the spent lifetimes semantics that at first sight appears to solve this problem. We show that (a) it still allows a scheduler to be prophetic (though in a limited way) and more importantly (b) it allows a scheduler to act divine in the sense of being able to manipulate the future in unexpected and unintuitive ways.
We fix for the rest of the paper an SA M = Loc, C, A = A d A u , E, F, init . The presentation of the two semantics is closely inspired by their comparison in [7] which in turn slightly deviates from the respective original definitions [ 8, 10] without affecting core properties.
Residual Lifetimes [10]
In the residual lifetimes semantics, the states of the TPTS are pairs , v of the current location and a valuation v over the set of variables
For each clock c, the (non-clock) variable d c stores the value sampled for c when c was reset most recently. For a set R of clocks, both reset and sampling can be done by the update 
Let us now define the induced TPTS precisely:
Transition system The residual lifetimes semantics of an SA M is the TPTS
where T M is the smallest (according to relation <) transition function satisfying the following two inference rules:
where the first rule formalizes the preconditions and effects of taking an edge and the second rule states that time may flow in a location only if there is no edge to be taken urgently where
Recall that when an edge C,a − − → E μ is taken, a successor location and a set R of clocks is randomly picked according to the distribution μ. For a fixed pair R, , the term D( ) ⊗ Sample(R) 1 (v) appearing in the first rule is a distribution over states, say α R, . The sum R, μ( R, ) • α R, then represents the overall distribution obtained by weighting the α ••• by μ.
Prophetic schedulers In light of the TPTS as defined above, we consider the SA model on the right below, which is a notationally more formal variation of the one from Figure 1 . The TPTS starts in the initial state init , 0 . Since the outgoing edge from init has an empty guard set and we assume action a to be urgent, no delay is possible in init , 0 and the only outgoing transition is with action a to a probability measure over states of the In such a state 1 , v , one possible scheduler σ can decide to choose action b only if d z < d y and action c otherwise (and to choose always maximal delay whenever delaying is possible): One can then easily argue that the probability induced by scheduler σ to reach a state with location is 0, while our intuition says that less than 0.5 is not achievable. However, that scheduler can be considered prophetic, since its decisions are effectively based on the timing of events that will occur in the future.
Spent Lifetimes [8]
The spent lifetimes semantic TPTS is defined over the same state space, but in order to avoid prophetic decisions, each transition comes with a complete resampling of the variables d c that represent the residual time for each clock c. Thereby, the current value of d c (on which the scheduler may base its decisions) becomes irrelevant right with the execution of the decision of the scheduler, i.e. whenever taking a transition.
In order to keep the delay between resetting c and its expiration distributed according to F (c), the resampling needs to take into account the time already spent which is captured by the value of the clock c. This is achieved by conditioning the delay measure F (c) on the time spent. As an example, consider a clock c with F (c) being uniform on [1, 2]. The clock is initially sampled to, say, 1.3. After taking a delay transition of 1.1 time units, we need to resample it according to the distribution F (c) |1.1 , which is distributed uniformly on [1.1, 2]. If instead the resampling were to occur already after 0.5 time units, we actually would have F (c) |0.5 = F (c) (as knowing that the event does not occur before 0.5 does not change the chances of when it will occur in the future). Resampling of a set C ⊆ C can be expressed by the update
where F (c) should be interpreted as one literal giving a distribution that is then within the expression conditioned by the current elapsed time of c. Observe that the update resamples only values for clocks that are not expired.
Transition system The spent lifetimes semantics of an SA M is the TPTS
where T M is the smallest transition function satisfying the following two inference rules:
where the first rule again describes that an edge is taken and the second rule again describes the flow of time. The clock constraint Urgent s is defined by
Expiring(c)
where
It differs from Urgent r used in the residual lifetimes semantics by forcing each delay not to exceed the moment when the next clock is expiring. This condition means that whenever some clock expires, all other active clocks get resampled. The rule delay s requires v + t to satisfy ¬Urgent s ( ) only for positive time points t because Expiring(c) is violated by v if the clock c has just expired.
Prophetic scheduling We now discuss that the spent lifetimes semantics, despite its intention, is not free of prophetic power. In the SA in Figure 2 on the left, after some delay t ∈ [0, 1], clock x expires and clocks y and z get resampled both independently according to U [2, 3] |t = U [2, 3]. In other words, a state 1 , v is reached where 3] . We can distinguish two cases:
, the scheduler σ may choose the maximal enabled delay v(d z ) − t by which z becomes expired (in one step, i.e. z does not get resampled) and the location × is reached. 2. Otherwise, the scheduler σ repeatedly takes the enabled self-loop edge resetting y and z until a state 1 , v with v(d z ) < v(d y ) is reached. In this state the scheduler behaves as described in point 1 above.
Figure 2. Examples of prophetic and divine scheduling.
By this scheduler σ, a state with location is again reached with probability 0. In other words, the crucial property of the spent lifetimes semantics is that the scheduler observes what is the first clock to expire and when will it happen. If the scheduler prefers this observed plan, it may let it happen by one delay transition. Otherwise, it may block this from happening by taking some other (non-urgent) edge.
Divine scheduling Actually, the self-loop edge in the example above is not needed for a scheduler to guarantee that is reached with probability 0. Consider the SA in Figure 2 on the right. Remarkably, another way how a scheduler may influence the sampled timing in this SA is to take ever shorter delay transition. Each of them induces a resampling of all running clocks. Thus, such a scheduler also gets arbitrarily many chances to resample the clocks by delaying, say for 1/2, then for 1/4, 1/8, 1/16, and so on.
2 In this way, a scheduler can arguably effectuate divine power by forcing a particular ordering of events through the way in which it lets time progress.
In general, this means that a scheduler can force one of the active clocks c in some location to expire first (unless the lower bound of the support of its associated probability measure disallows that). But the power of schedulers does not stop here: A scheduler can also use the same technique to force a clock to expire in an arbitrarily small subinterval I of its support (with F (c)(I) > 0); so in the example above, it could achieve probability 1 for reaching location × before 2.1 time units have elapsed.
Furthermore, a scheduler in the spent lifetimes semantics can prevent urgent actions from ever taking place, even when no alternative action is available, and without letting time converge. Consider the small example on the right, where we assume both actions a and d to be urgent. 1 must thus be reached within zero time units, and we would expect location to be reached after a further delay according to the exponential distribution with rate 1, i.e. after on average a further 1 time unit. However, a scheduler in the spent lifetimes semantics for this model can prevent from being reached at all: When in state 1 , v 1 with v 1 (d x ) = t 1 > 0, it can choose to delay by t 1 − ( > 0) time units. The value for d x is then resampled, and we again end up in a state 1 , v 2 with v 2 (d x ) = t 2 > 0. Due to the unbounded support and the memoryless property of the exponential distribution (i.e. Exp |t (1) = Exp(1) for all t ∈ R + 0 ), this process can be repeated ad infinitum, and i t i = ∞ with probability 1.
These anomalies are clearly not intended conceptually, but overarch the existing solutions. It thus appears that the concepts currently at hand for stochastic automata and related models are not adequate. We therefore aim at settling a semantics that makes sure that the schedulers are neither prophetic nor divine. We define such a semantics, that we call non-prophetic, in the next section.
Non-prophetic Semantics
This section introduces a novel semantics for stochastic automata where schedulers can neither act divine nor prophetic. It is a spent lifetimes semantics in the sense that the residual times (variables d c for clocks c) are resampled whenever delays are to be performed. However, the choice of the actual time to delay and this resampling are performed in one atomic step. In this way, the scheduler cannot know the residual times at the point where it has to choose the delay. After the choice and resampling, the amount of time that passes is at least the minimum of the sampled residual times and the chosen delay. Only when this amount of time has passed can a jump be performed or a new delay be chosen (including another resampling of the residual times).
Definition
Technically, to achieve this kind of behaviour, we split the evolution of the system into two alternating phases, denoted as • and •. In the •-phase, the scheduler may only take jump transitions, or it may decide to switch to the •-phase. On this switch, it chooses the next delay, and the residual times for the clocks are resampled. Then, in the •-phase, the scheduler can only let time pass via delay transitions or switch back to the •-phase. However, the switch back is only enabled at the exact points in time where either a clock has just expired, or the amount of time that has passed is the delay previously chosen by the scheduler. As usual, if an edge with an urgent action has become enabled, no more time can pass and the switch back to • must occur immediately. 
Expiring(c).
The rules choice n and expiring n take care of switching between the phases whereas the rules jump n and delay n echo the rules of the residual lifetimes semantics. The precondition of delay n uses the predicate Urgent n , which prevents the rule from being applied not only when the clock for an urgent action has expired (as in Urgent r ), but also when the new clock w or the clock of a delayable action is just expiring. The update d c := 0 on expiring n makes sure that the clock can expire only once at a given moment of time.
Absence of Prophetic and Divine Behaviour
In light of the shortcomings of earlier approaches discussed in Section 3, the question arises in what sense this new semantics is any good. We argue in the sequel that the non-prophetic semantics meets its design goals. Formally, we consider a restricted class of schedulers on this new semantics M n such that the schedulers in this class clearly only enable non-prophetic scheduling. This is because their decisions are only based on spent lifetimes. We then show that this scheduler class is no less powerful than the class of all imaginable schedulers on M n w.r.t. timed trace distribution equivalence. Notably, the same does not hold for M r and M s , as shown by our earlier examples.
Procrastination First, we define and show one technical property that simplifies the proofs later and reveals additional structure of scheduling: we will require that after waiting for the delay previously chosen by the scheduler without being interrupted by the expiration of any clock, the scheduler cannot choose to wait further, i.e. it needs to choose some edge. We say that a scheduler σ in M n is procrastination-free if for all histories h = s 0 a 0 • • • a n−1 s n we have the following two properties: 1. if a n−1 = τ and s n = , •, v with v(w) = v(d w ), then the scheduler σ chooses in h any τ transition with probability zero; 2. if s n = , •, v , the scheduler σ chooses in h the delay transition with maximum possible label value (i.e. maximum delay) with probability one. Next, we show that we can restrict to procrastination-free schedulers.
Lemma 1. For any scheduler σ in M n , there is a procrastination-free scheduler σ in M n such that the stochastic processes induced by σ and σ have the same timed trace distribution.
Proof (Sketch). We define the scheduler σ for a given history h as follows. We observe the measure over sequences of several delay steps that end by choosing some non-waiting action from A. The scheduler then takes the delay according to this measure in one step. In the next step (if not interrupted by expiration of some clocks earlier), the non-waiting action is also taken according to this measure (conditioned by the chosen waiting).
Non-prophetic schedulers in M n We say that a scheduler σ in M n is non-prophetic if σ(h) = σ(h ) for all histories h = s 0 a 0 • • • a n−1 s n and h = s 0 a 0 • • • a n−1 s n such that -for all 0 ≤ i < n we have a i = a i and -for all 0 ≤ i ≤ n the valuations in s i agree on values of C.
Lemma 2. For any procrastination-free scheduler σ in M n , there is a procrastination-free non-prophetic scheduler σ in M n such that the stochastic processes induced by σ and σ are timed trace distribution equivalent.
Proof. We define each choice of the scheduler σ by randomization over choices of σ over all sampled values of variables that a non-prophetic scheduler cannot observe. This can be easily defined locally as the variables are resampled in every step and the scheduler σ is procrastination-free.
Non-prophetic schedulers in M r Next, we observe that every scheduler in a non-prophetic semantics can be mimicked by a scheduler in the standard residual lifetimes semantics. The following theorem bridges the two semantics. Theorem 1. For any scheduler σ in M n , there is a schedulerσ in M r such that the stochastic processes induced by σ andσ have the same timed trace distribution.
Proof (Sketch). Owed to the preceding lemmata, we can assume σ to be procrastination-free and non-prophetic, since otherwise we could switch to another scheduler satisfying these assumptions with the same timed trace distribution.
We define the schedulerσ in M r with the same timed trace distribution as follows. It always takes the decision only based on the spent lifetimes of every clock (which are stored in the state space of M r ). When a decision (say to wait for t time units) is taken, it sticks to this decision: even if some clock expires earlier (say after t < t time units), the decision is not changed up to the point where the expiration happens (so there is indeed waiting for t time units). At this point, the observations ofσ do change, and it may thus take another decision according to σ.
Finally, we say that a schedulerσ in M r is non-prophetic if there is a scheduler σ in M n such that the stochastic processes induced byσ and σ are timed trace distribution equivalent. In the next section, we address the problem of analysing SA w.r.t. the non-prophetic semantics, or equivalently w.r.t. the class of nonprophetic schedulers in the standard residual lifetimes semantics.
Towards Non-Prophetic Model Checking
In this section, we discuss how the non-prophetic semantics of stochastic automata can equivalently be encoded into the more expressive formalism of stochastic timed automata. This is possible despite the fact that STA use the residual lifetimes approach for expressing stochastic delays. We will finally discuss ways to perform model checking of non-prophetic SA based on this encoding.
We first define the formalism of STA and its semantics using TPTS. We then explain the translation from SA to STA, before we turn to the model checking discussion.
Stochastic Timed Automata [6]
The STA formalism is somewhat similar to SA, with the main difference being that the sampling from probability measures is now made explicit in the model: In addition to clock variables as in SA, an STA can also have real-valued nonclock variables. These do not change over time, but when an edge is taken, they can be set to values sampled according to probability measures. Edges in STA are decorated with a guard and a deadline. Both of these are clock constraints, and in particular, can contain comparisons between clocks and non-clock variables. In this way, the residual lifetimes semantics can be encoded explicitly in an STA, but at the same time, also nondeterministic timing is possible by simply not making use of the possibility of sampling and instead comparing a clock with constant values in guards and deadlines. -Var ⊇ C is a finite set of variables with a subset C of clock variables; -A is the automaton's countable action alphabet; -E ∈ Loc → P(CC × CC × A × Dist(CUpd × Loc)) is the edge function, which maps each location to a set of edges, which in turn consist of a guard, a deadline, a label and a probability distribution over updates and target locations; and -init ∈ Loc is the initial location.
We also write
Intuitively, an STA M evolves as follows: It starts in the initial location init with all variables having value 0. When time passes, values of all clock variables synchronously increase. An outgoing edge g,d,a − −− → E μ may be taken only when its guard g is satisfied by the current values of the variables. If the deadline d of any outgoing edge is satisfied, then some outgoing edge must be taken before time can pass again. Whenever an edge as above is taken, a clock update and a successor location is chosen randomly according to μ. The update is applied on the current values of variables and the process moves to the successor location.
On the right, we illustrate how an STA can be used to express stochastic delays. The edges (all of which lead to Dirac distributions here, i.e. they have a single successor location each) are annotated by their guard (in green) and their deadline (in red), their action, and the updates of their single target (if non-empty). The edge from the initial location, sampling the delay for clock c, needs to be taken immediately because its deadline is true. In location 1 , we need to wait at least until "c expires". Note that the waiting can be longer (depending on nondeterministic choice) as the deadline occurs only 1 time unit after that.
Formally, the semantics of STA [6] is defined using TPTS:
Definition 5. The semantics of an STA M is the TPTS
where T M is the smallest function satisfying the following two inference rules:
Both rules above are not surprising, since they closely resemble the residual lifetimes semantics of SA.
Residual-lifetimes Embedding of SA
Before addressing our ultimate target, the non-prophetic semantics, we start by showing that stochastic automata (with respect to the residual lifetimes semantics) are a subclass of stochastic timed automata by the following simple embedding: An SA
is mapped to an STA with the same set of locations,
For each clock c, we again have one variable d c with the sampled value. For each edge in the SA, there is one edge in the STA as given by the inference rule
where Expired(C) is the guard of the edge and Deadline(a, C) is its deadline. The deadline coincides with the guard if the action is urgent, i.e.
Embedding of SA with Non-prophetic Semantics
We move on to the crucial translation, namely the one that embeds the nonprophetic SA semantics into STA. The embedding proceeds similar to the embedding from the previous subsection, but makes sure that nothing but spent lifetimes are considered. The update Setn resets the newly introduced clock w and allows the nondeterministic selection of a value in R + for d w . It thus corresponds to the nondeterministic choice of "scheduler delay" of rule choice n in the non-prophetic semantics of SA.
Notably, this embedding is linear in the size of the original SA. The inference rules of definitions 5 and 6 together build the very same TPTS as the rules for the non-prophetic semantics in Definition 3, as expressed by the following theorem:
Remark 2. For decidability reasons, definitions of timed automata concepts usually avoid the possibility to read clock values in update assignments. We instead do read clock values, but, in fact, this is done only to simplify the exposition. Actually, as all delays are stored into (non-clock) variables before each waiting, we can determine the current value of any clock on expiration by accessing nonclock variables only. When adapting the STA model in such a way, the resulting TPTS would however not be identical but only bisimilar to the non-prophetic semantics of TPTS.
Analysis of STA
The above semantic translation maps on STA models, for which, in turn, two different analysis techniques are available: Simulation (also called statistical model checking), as for example implemented in the modes [5] tool, and model checking using an abstraction of the continuous measures as implemented in the mcsta tool [14] . Both are part of the Modest Toolset [16] .
The simulation approach is inherently restricted to models that do not contain nondeterministic choices, neither in terms of the discrete jumps nor when it comes to delays. It is thus of limited use for the cases we consider in this paper where schedulers, and thus nondeterministic choices, play an important role. Some techniques based on partial order and confluence reduction are available to simulate restricted classes of nondeterministic models [4, 17] in a sound manner, however they focus thus far on the untimed model of Markov decision processes, and are limited to cases where the scheduler choices are guaranteed to not influence the analysis results. The confluence-based approach has been lifted to the Markov automata [28] model, which is semantically very close to stochastic automata [18] . If properly lifted to STA, it would then be applicable to SA models where scheduling power does not matter with respect to the non-prophetic semantics.
On the other hand, the model-checking technique implemented in mcsta is generally applicable across STA. It can deliver upper and lower bounds on maximum or minimum reachability probabilities and expected cumulative reward values. Technically, it proceeds by replacing the sampling from continuous probability measures by sampling from a discrete probability distribution over a number of intervals that cover the measure's support, followed by a continuous nondeterministic choice over the concrete values from the chosen time interval. This turns an STA into an overapproximating probabilistic timed automaton (PTA), for which existing model checking techniques such as the digital clocks approach [20] can be used to compute the values in question. That PTA analysis relies on the inability to read the exact values of clock variables, as mentioned above. It therefore makes it necessary to resort to the notationally more complex workaround discussed in Remark 2. When connecting this with the mcsta approach, a technical obstacle remains in the abstraction of continuous sampling by discrete sampling plus nondeterministic choices over time intervals: The resolution of the latter is in fact delegated to the PTA analysis, but the concrete values picked inside the time intervals need to be taken into account for resampling, which so far is not supported. One viable way to overcome this lifts the digital clocks semantics to STA by restricting to integer clock valuations prior to moving to PTA. This appears not to affect the soundness of the abstraction. We consider this approach as an interesting technical challenge, for which we have presented the foundations along with this paper.
Discussion and Conclusion
This paper has discussed to what extent formalisms for concurrent systems operating in stochastic continuous time can be equipped with a meaningful semantics, especially in the sense that schedulers are not supposed to be prophets. The results presented do enable us to encode the SQC calculus of Zeng, Nielson and Nielson into STA, and pave the way for non-prophetic model checking provided via the Modest Toolset.
Relative to the survey paper by Bravetti and D'Argenio [7] we did, for simplicity, not consider priorities of actions. However, we see no obstacle in including this feature in our setting, since the concept is orthogonal to the other SA ingredients.
Unlike D'Argenio [10] and Bravetti [8] , we only focussed on closed systems, i.e. systems which are not subject to composition with other systems. This is rooted in the observation that the semantics we propose is not compositional. Let us illustrate this on a simple example of two components that need to get synchronised by a delayable action a: component A needs to finish some task (modelled by the expiration of a clock c) before the synchronization, whereas component B is ready to synchronize from the start. In the SA A B obtained by parallel composition [11] of A and B, one naturally obtains a transition with the delayable action a that can be taken at any time after the clock c expires.
The (natural) parallel compositions of the TPTS induced by the residual lifetimes semantics or the spent lifetimes semantics, i.e. A r B r or A s B s , coincide with the semantics of the composed SA, i.e. A B r or A B s : They include the possibility of action a being scheduled at any time after clock c expires. However, as we pointed out in this paper, these semantics enable undesired prophetic or divine scheduling.
Unfortunately, the parallel composition A n B n of the TPTS induced by our non-prophetic semantics allows different behaviour than the semantics of the composed SA, A B n . The former does not allow the a-labelled transition to be freely scheduled at any time after c expires. In particular, the scheduler can take the transition at the moment when c expires only with probability 0. This is because the scheduler needs to choose a delay d first (for B); then the composed system needs to wait for d time units; and only then, action a can be taken (by A), provided clock c has expired in the meantime. If it has not expired yet, the scheduler needs to choose another delay d and so on. This does not allow the scheduler to react immediately to the fact that c has just expired. On the other hand the latter approach, A B n , which applies our non-prophetic semantics to the composed SA avoids any such problems and captures exactly the desired behaviour.
We leave a compositional and non-prophetic semantics as an open problem and conjecture that it is not possible, unless striving for a different parallel composition operator that would circumvent the problem sketched above.
