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Abstract
Energy has been emerged as a first-class computing resource in modern systems.
The trend has primarily led to the strong focus on reducing the energy consumption
of data centers, coupled with the growing awareness of the adverse impact on
the environment due to data centers. This has led to a strong focus on energy
management for server class systems.
In this work, we intend to address the energy-aware service provisioning in P2P-
assisted cloud ecosystems, leveraging economics-inspired mechanisms. Toward this
goal, we addressed a number of challenges.
To frame an energy aware service provisioning mechanism in the P2P-assisted
cloud, first, we need to compare the energy consumption of each individual service
in P2P-cloud and data centers. However, in the procedure of decreasing the energy
consumption of cloud services, we may be trapped with the performance violation.
Therefore, we need to formulate a performance aware energy analysis metric, con-
ceptualized across the service provisioning stack. We leverage this metric to derive
energy analysis framework.
Then, we sketch a framework to analyze the energy effectiveness in P2P-cloud
and data center platforms to choose the right service platform, according to the
performance and energy characteristics. This framework maps energy from the
hardware oblivious, top level to the particular hardware setting in the bottom
layer of the stack.
Afterwards, we introduce an economics-inspired mechanism to increase the energy
effectiveness in the P2P-assisted cloud platform as well as moving toward a greener
ICT for ICT for a greener ecosystem.
Keywords— P2P en la nube, centro de datos, la eficiencia energe´tica, el mode-
lado de energ´ıa, smart grid.

Resum
La energ´ıa se ha convertido en un recurso de computacio´n de primera clase en
los sistemas modernos. La tendencia ha dado lugar principalmente a un fuerte
enfoque hacia la reduccio´n del consumo de energ´ıa de los centros de datos, as´ı
como una creciente conciencia sobre los efectos ambientales negativos, producidos
por los centros de datos. Esto ha llevado a un fuerte enfoque en la gestio´n de
energ´ıa de los sistemas de tipo servidor.
En este trabajo, se pretende hacer frente a la provisio´n de servicios de bajo con-
sumo energe´tico en los ecosistemas de la nube asistida por P2P, haciendo uso de
mecanismos basados en economı´a. Con este objetivo, hemos abordado una serie
de desaf´ıos.
Para instrumentar un mecanismo de servicio de aprovisionamiento de energ´ıa con-
sciente en la nube asistida por P2P, en primer lugar, tenemos que comparar el
consumo energe´tico de cada servicio en la nube P2P y en los centros de datos.
Sin embargo, en el procedimiento de disminuir el consumo de energ´ıa de los servi-
cios en la nube, podemos quedar atrapados en el incumplimiento del rendimiento.
Por lo tanto, tenemos que formular una me´trica, sobre el rendimiento energe´tico,
a trave´s de la pila de servicio de aprovisionamiento. Nos aprovechamos de esta
me´trica para derivar un marco de ana´lisis de energ´ıa.
Luego, se esboza un marco para analizar la eficacia energe´tica en la nube asistida
por P2P y en la plataforma de centros de datos para elegir la plataforma de
servicios adecuada, de acuerdo con las caracter´ısticas de rendimiento y energ´ıa.
Este marco mapea la energ´ıa desde el alto nivel independiente del hardware a la
configuracio´n de hardware particular en la capa inferior de la pila.
Posteriormente, se introduce un mecanismo basado en economı´a para aumentar la
eficacia energe´tica en la plataforma en la nube asistida por P2P, as´ı como avanzar
hacia unas TIC ma´s verdes, para las TIC en un ecosistema ma´s verde.
palabras-clave— nube asistida por P2P, centro de datos, eficiencia energe´tica,
modelado de energ´ıa, smart grid.
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Part I
Thesis Overview

—”Setting goals is the first step in turning the invisible
into visible.”
-Tony Robbins
1
Introduction
Cloud computing is becoming the predominant IT service provisioning paradigm,
due to its availability, reliability and cost effectiveness; no hardware and infras-
tructure capital investment is required, in the user side. Nonetheless, energy
and associated environmental costs (cooling, carbon footprint, etc.) of IT services
constitute a remarkable portion of services’ operational expenditure. For instance,
cloud computing energy consumption is expected to reach to 1,963 billion kWh
by 2020 [1].
Indeed, there is a need for an energy aware cloud architecture and economic model
which includes service pricing and resource allocation. Since the energy price is
going to dominate other service costs, it is required to devise an energy-based
pricing mechanism for each service. To this end, we need to formulate per job
3
4 Introduction
energy consumption estimation techniques in order to schedule resources in an
energy efficient manner.
Although there is a growing body of work centered on the field of energy aware
resource management, allocation, scheduling and pricing [67, 75, 76, 133], they
mainly considered the whole system energy measurement, estimation, improve-
ment and optimization. There is only limited work focusing on the energy issues
per job [23, 28, 68, 76]. However, they only aim at reducing total power consump-
tion in the infrastructure without taking into account the energy-related behavior
of each individual job, its performance and price, i.e., how expensive and useful is
the energy employed for the observed job performance or progress.
Energy-based job pricing confronts some more challenges further to the system
wide energy efficiency issues. In the system wide energy efficiency, the energy
consumption of the resources are measurable simply by plugging the energy meter
devices or exploiting the embedded sensors of the contemporary devices, e.g. Run-
time Average Power Limit (RAPL) counters in recent Intel CPUs. Nonetheless,
it is nontrivial to measure the energy consumed per job, since we cannot embed a
physical sensor in a job or plug a metering device to it. Therefore, estimation is
still the only option in this case. Estimation results in a more complicated model
since it has to deal with uncertainty and error. Moreover, the need for a general
approach that assumes an unpredictable workload behavior aggravates the prob-
lem. Besides, energy non-proportional hardware infrastructure adds additional
complexity to the agenda in the multi-tenant1 ecosystems.
By estimating the energy consumption of each job, the attempt is to assign it to
the hosts which incur the lowest energy dissipation. To this end, we need an energy
aware resource manager which is aware of the power sources. The more diverse
the energy providers, the greater the variety of user choices. Smart grids naturally
fulfil this goal. Diverse energy sources of smart grid improves the availability,
sustainability and environment friendliness of the cloud services. Hence, combining
1Note that in this work, we consider multi-tenancy and co-location as the same concept in
which the VMs of independent applications from the same user are treated as the VMs of different
applications from two different users.
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the cloud infrastructure with smart grid can improve the economic model of both
systems.
1.1 Problem Formulation
We identify several requirements for an energy-aware economic model for the P2P-
assisted cloud systems which are not well developed so far. The energy efficiency
of P2P-clouds in comparison with the classic cloud model is still a matter of
controversy. Furthermore, energy efficiency has not been a priority concern in the
end-user incentive list. This will tend to change in the midterm future as domestic
prices of electricity rise and the profiles of energy sources are factored in the prices
(e.g. by computing utility providers/distributors).
The main problem to address in this work is to introduce an economic model
for the P2P-assisted clouds which is centered on the energy based pricing of the
services, that embeds the energy efficiency in user incentive list, and reduces the
carbon footprint to be more environment friendly.
A distinguishing point of our model is considering the energy from a consumer
perspective, i.e. per job, in lieu of the coarse grain provider vantage point. Our
ultimate goal is to increase the energy efficiency through the pricing mechanism.
For this purpose, a P2P-assisted cloud, as studied in [113, 117, 118], outperforms
the classic data center oriented cloud architecture, due to the diverse range of
processing elements scattered all through the system, which can accomplish certain
sorts of tasks with lesser energy dissipation. However, there is no general recipe for
energy conservativeness of each platform. Therefore, a generic framework which
can compare the energy efficiency of different systems is required.
Comparison results feed the service assignment process, which is aiming at lower
energy dissipation. Moreover, to this end, we need an energy aware resource man-
ager which is aware of the power sources. The more diverse the energy providers,
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the greater the variety of choices. Smart grid provides a diverse range of en-
ergy sources including renewable and clean sources. Hence, combining the cloud
infrastructure with smart grid directs us to attain lower energy consumption.
1.2 Research Questions
To formulate an economic model for energy aware service provisioning in P2P-
assisted cloud ecosystems, we need to justify the tentative energy savings on the
integrated platform. To this end, the following question should be addressed. Q1:
Is it energy efficient to switch to P2P-cloud? We need a framework to
analyze the energy consumption of a service across different platforms,and hence,
the following question emerges as a consequence. Q1.1: What are the re-
quirements of the energy consumption analysis framework? We should
note that aiming just at decreasing energy consumption may result in performance
plunge. Therefore, a performance aware energy analysis metric is needed in the
introduced framework. This metric should be able to chatacterize and assess en-
ergy and performance across the service provisioning stack. We address this issue
by answering the following question. Q1.2: Which metric should be applied
for the analysis?
An energy resource aware resource manager is needed to improve the energy con-
servativeness of the system. Exploiting distributed energy sources contribute to
a more sustainable system, due to the resource diversity and facilitates the move
toward greener ecosystem, which has been emerging as the prime system require-
ment. To fulfil this need, we should tackle the following question. Q2: How can
we exploit diverse energy sources? Combining energy and information sys-
tems can be a solution. The integration of the two aspects in the system can con-
tribute to a greener ubiquitous society by equipping it with the concept of energy
conservativeness, and leveraging renewable energy sources. Therefore, developing
this solution requires to elaborate the following detailed questions. Q2.1: What
are the benefits in the collaboration between distributed energy and
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Figure 1.1: Work outline
computing resources? Q2.2: Is the collaboration between distributed
energy and computing resources feasible?
1.3 Contributions
In this section, we outline the major contributions of the thesis by mapping each
contribution to the associated research question. The relation of each question,
the contributions and related publications are illustrated in Figure 1.1. The major
contributions of the thesis are listed as follow:
C1: A metric for performance-aware energy analysis across the service provision-
ing stack. We introduce energy effectiveness in P4, as an adaptive, combined
metric that considers performance and energy simultaneously in quantifying the
service efficiency. This contribution specifically addresses Q1.2 and is discussed in
Chapter 3.
C2: A framework to analyze energy consumption in P2P-assisted cloud ecosys-
tems. Comparing the energy effectiveness in P2P-cloud and data center requires
a framework to analyze energy consumption in each platform. Hence, to answer
Q1, and in particular Q1.1, we sketch an energy effectiveness analysis framework
in P6, which is studied in Chapter 4.
C3: Comparing the energy consumption of P2P-cloud and classic cloud models.
This contribution aimed to find an answer for Q1, through analysis and experi-
ments as illustrated in P2, P4 and P6. Detailed discussion appears in Chapter 4.
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C4: Study the viability of smart micro-grid and P2P-cloud integration.
A tentative answer for the second question, specially Q2.1, is the combination
of smart grid and cloud systems to make the cloud energy resources aware. We
study the viability of this integration in Chapter 5. Relevant publication to this
contribution is P1.
C5: A framework to integrate smart grid and cloud service provisioning.
To answer Q2.2, we introduce Cloud of Energy (CoE), as an integration framework
for smart grid and P2P-assisted clouds. This framework enables energy-aware
service provisioning for computing services through an economic middleware. CoE
is introduced in P3 and P5. Detailed study of CoE is available in Chapter 5.
1.4 Relevant Publications
P1. Sharifi, Leila, Felix Freitag, and Luis Veiga. ”Combing Smart Grid with
community clouds: Next generation integrated service platform.” In IEEE
Smart Grid Communications (IEEE SmartGridComm), 2014 [114].
In this paper, we compare smart micro-grid and P2P-cloud and qualita-
tively elaborate their collaboration potential. As a case study, the benefits
of leveraging P2P-cloud as the computing and communication platform in
micro-grid level is studied.
P2. Sharifi, Leila, Navaneeth Rameshan, Felix Freitag, and Luis Veiga. ”Energy
Efficiency Dilemma: P2P-cloud vs. data center.” In IEEE CloudCom2014,
Best Paper Candidate [117].
In this paper, we investigate the energy consumption of different cloud ar-
chitectures, from a mega-data center to a P2P-cloud that provides extreme
decentralization in terms of data center size. Our evaluation results reveal
the fact that the more decentralized the system is, the less energy may be
consumed in the system.
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P3. Sharifi, Leila, Felix Freitag, and Luis Veiga. ”Envisioning Cloud of Energy.”
In IEEE Smart Grid Communications (IEEE SmartGridComm), 2015, Best
video award [115].
In this paper, we outline the idea of Cloud of Energy (CoE) which fosters
the adoption of green energy and green cloud by integrating these two sys-
tems. CoE introduces an integrated framework of everything as a service to
facilitate the service exchange, not only across the computing and electricity
grid hierarchy, but also among them via an economic middleware.
P4. Sharifi, Leila, Llorence Cerda-Alabern, Felix Freitag, and Lu´ıs Veiga. ”En-
ergy Efficient Cloud Service Provisioning: Keeping Data Center Granularity
in Perspective.” Journal of Grid Computing, Springer, June 2016, Vol. 14,
Issue 2, pp 299-325 [113].
In this paper, we elaborate on the energy effectiveness of service provision-
ing on different cloud architectures, from a mega-data center to a nano-data
center, which provides the extreme decentralization in terms of cloud ar-
chitecture, as well as P2P-clouds or community network clouds. We study
the energy consumption through an analytical and simulation framework for
video streaming and MapReduce applications.
P5. Sharifi, Leila, Felix Freitag, and Luis Veiga. ”ARTA: An Economic Middle-
ware to Exchange Pervasive Energy and Computing Resources.” To appear in
IEEE Smart Grid Communications (IEEE SmartGridComm), 2016, [116].
In this paper, we introduce an agent-oriented economic middleware archi-
tecture (ARTA) to exchange pervasive energy and computing resources in
different layers of the service provisioning platform, from the edge layer of
micro-grid and P2P-cloud to the mass production layer of the giant power
plants and data centers. ARTA follows a semi-decentralized economic model
by operating through partial system view in the edge-layer negotiations and
considers system dynamics and uncertainties in the agents decisions.
P6. Sharifi, Leila, Jose Simao, Navaneeth Rameshan, Felix Freitag, and Luis
Veiga. ”A Framework to Analyze Energy Effectiveness in P2P Assisted
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Cloud Ecosystems.” Submitted to IEEE Transactions on Cloud Computing,
Invited Paper- Under Review [118].
In this paper, we devise a hardware agnostic, analytical framework to outline
the energy effectiveness of current and upcoming cloud paradigms across the
stack, from the architecture to the services. In particular, the framework is
used to assess infrastructure energy usage considering its energy effectiveness.
This assessment resorts to representative workloads in cloud settings, such
as storage services, and MapReduce jobs.
1.5 Thesis Road Map
This document is structured in a bottom-up approach, as visualized in Figure 1.1.
After outlining the background concepts, in the next chapter, we formulate a per-
formance aware energy analysis metric across service provisioning stack in Chap-
ter 3. Then, in our path toward framing our energy aware service provisioning
platform, in Chapter 4, we introduce a framework to compare the energy effec-
tiveness in P2P-cloud with data center. Afterwards, we outline a possible solution
to exert distributed renewable energy sources of smart grid, as well as distributed
processing elements of P2P-cloud assisting mass producers to achieve a greener
ecosystem in Chapter 5. The work is concluded in Chapter 6.
—”Once we accept our limits, we go beyond them.”
-Albert Einstein
2
Background Concepts
In this chapter, we define energy efficiency and its synonyms as the foundation of
our work. Then, we outline the elaborated cloud models, terms and hypothesis
employed all through this document. We initially address the relevant cloud plat-
forms; then, we address virtualization in the context of data centers as well as in
peer-to-peer deployments. In the latter part, we introduce the smart grid concept,
which plays a role in the final framework that we sketch in Chapter 5.
2.1 Energy Efficiency
Since the energy efficiency has been introduced , different approaches toward this
concept has been formed. Energy efficiency in the literature is interpreted either
as energy consumption saving, energy cost saving or energy sustainability [51].
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Energy cost represents the money required to produce, transmit, and consume
energy. Therefore, energy cost saving policies are oriented toward reducing the
mentioned monetary cost [51]. Since the cost of powering the hardware outweighs
the commodity hardware price, energy cost saving is becoming imperative in cloud
computing.
On the other hand, energy sustainability refers to the development of a sustain-
able system regarding energy to meet the present needs, without compromising
the future generation’s needs [119]. Sustainability in cloud computing is majorly
implemented through green computing and infrastructure design techniques [78].
Green computing is a subclass of sustainable computing. It aims to reduce the use
of hazardous materials, maximize energy efficiency during the product’s lifetime,
and promote the recyclability or biodegradability of defunct products and factory
waste. Green computing is important for all classes of systems, ranging from
handheld systems to large-scale data centers.
In the rest of this text, we focus on energy consumption saving which addresses the
challenge of reducing the energy consumption. We use energy cost saving (referred
as energy saving for brevity), energy capping, and energy conservativeness terms
interchangeably throughout the text.
Moreover, energy related studies in computing can be classified as hardware level,
virtualization layer and software/application level [18]. While hardware level stud-
ies basically include design and implementation of energy efficient hardware, VM
level and software level studies focus on exploiting the hardware in an energy
efficient way by introducing energy efficient resource allocation mechanisms. Con-
sidering sustainability, resource allocation is defined as dynamic load balancing
to promote renewable energy sources and renewable based power capping poli-
cies [119].
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2.2 Cloud Platforms
In this section, we study different cloud platforms introduced so far.
2.2.1 Classic data center
In the classic data center model, as the base of the cloud computing concept, a
gigantic data center embraces a number of host clusters, constituting a powerful
computing or storage capacity. The internal organization and hierarchy of the
data center can follow a number of variants, as we discuss in Section 2.3, typically
aiming to reduce latency and energy consumption in internal traffic.
2.2.2 Distributed data center
Distributed cloud architectures consist of a large number of small-sized data cen-
ters distributed across diverse geographic locations. This architecture is appealing
for network service providers who already have the necessary distributed facilities
such as distributed offices that are geographically dispersed to be closer to users,
since they can develop a large number of distributed data centers interconnected
by high-speed networks.
Distributed cloud architectures [6] can provide several benefits over the tradi-
tional centralized cloud architectures. With distributed data centers, requests can
be served locally, this helps reduce network capacity needs, for high-bandwidth
applications, which constitute a significant cost when accessing centralized data
centers. Distributing the data centers also reduces the latency of access compared
to traditional data centers; distribution of data centers has long become common
with content delivery networks [43]. In fact, the access latency of the traditional
data center may have large variations due to the longer path lengths and the need
for frequent switching among multiple service providers.
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What is more, the challenges of supporting business continuity in a cloud envi-
ronment are not limited to a physical area or data center. The elasticity and
flexibility of the network architecture must be addressed as well. Therefore, the
computing, storage, and network components used for cloud computing should
not all reside in the same physical location. These resources could be spread over
multiple locations and interconnected using a transparent transport mechanism
that maintains security and end-to-end segmentation. A Distributed cloud data
center, in addition to bringing high availability and disaster recovery, provides the
opportunity to use different, local energy sources.
2.2.3 Cloud Federation
The cloud is mostly about the elasticity and flexibility and the network archi-
tecture is a key component that helps drive these properties. Federated Cloud
features the same architecture as the distributed data center. The only differ-
ence is in providing the resources through the aggregation of several providers in
the federation, while all the infrastructure remains under the control of a single
provider in the distributed data center model. Thus, regarding topology, federated
clouds are distributed data centers, only subject to different administrative and
organizational domains.
2.2.4 Nano data center
To take further advantage of distribution, the concept of the nano data cen-
ter(NaDa) [129] takes to the extreme the distribution already present in the con-
cept of distributed data center architecture. In a nano data center, each host
stands for a data center that connects to other nano data centers via the Internet.
The advantage of nano data center model is that it is exempted of any relevant
effort for cooling or maintaining the data center. Moreover, if location-aware re-
source allocation mechanisms are applied, the nano data center model performs
better than the classic data center model, thanks to the distributed architecture.
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NaDa’s goal is to combine the power of data centres with the scalability of peer-
to-peer (P2P) methods, while not threatening the robustness and the stability of
the cloud services. While most research worldwide is focused on increasing the
efficiency of network architectures deployed around the network backbone and
data centres, NaDa is taking a radically different approach, in which network is
untouched and the content is located on customer premises.
To combine all unused edge resources, NaDa attempts to use a new, managed P2P
communication architecture. The P2P paradigm aids in the deployment of new
services such as file sharing or IP-based telephony because it avoids having to scale
servers for peak capacity. However, most of the currently deployed P2P systems
have been focused on simple file sharing or streaming applications (and often for
illegal content). Thus, several fundamental issues must still be addressed in order
to reinvent the P2P paradigm for the NaDa system.
2.2.5 Micro-cloud
The micro-cloud concept is introduced by the Supermicro company 1. Supermicro
offers a micro-cloud system as high-density, rack-mounted server units each pop-
ulated separately with CPUs, memory, and SSD drives. These compact racks can
be connected on a rack and can extend the computing power of the cloud with
less complexity than that of the classic data canter infrastructure. Micro-cloud
items can be exploited in server centric data center networks, such as BCube [56]
to build a modular data center; Bcube is explained in Section 2.3.
Modular data centers have some benefits compared with the data center facilities
directly built from server racks: these include shorter deployment time, higher
system and power density and lower cooling and manufacturing cost. However, it
is difficult or even impossible to service a modular data center once it is deployed.
1https://www.supermicro.com/white_paper/white_paper_DCO.pdf
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2.2.6 Edge(Fog) computing
The term “fog computing” [29] is introduced by Cisco Systems as a new paradigm
to support wireless data transfer via distributed devices in the “Internet of Things(IoT).”
Its hierarchical distributed architecture extends from the edge of the network to
the core in order to provide a geo-distributed platform that improves location
awareness and latency. These features suit the IoT platform best, because the big
is in the number of data sources rather than the data volume in IoT.
Edge (fog) Computing is pushing the frontier of computing applications, data,
and services away from centralized nodes to the logical extremes of a network. It
enables analysis at the edges (i.e. at the source of the data). Thus, services would
be located closer to the end-user to improve on latency and data access compared
with those of the data center model.
However, fog computing is not a substitute for the cloud, it is rather a complement.
There is a fruitful interplay between cloud and fog, particularly when it comes to
big data management and analytics. By controlling data at various edge points,
fog computing integrates core cloud services with those of a truly distributed data
center platform. With fog services, we are able to enhance the cloud experience
by isolating user data that is required to live on the edge. This infrastructure still
maintains the concept of the cloud while incorporating the power of fog computing
at the edge.
Fog computing extends direct cloud services by creating an edge network which
sits at numerous points. This dense, geographically dispersed infrastructure, helps
in numerous ways. Big data and analytics can be performed faster with better
results. Administrators are able to support location-based mobility demands and
not have to traverse the entire Wide-area Network (WAN), in this way it provides
true support for mobility and the IoT. Not only does fog computing improve
user perceived performance (latency, throughput), it also helps with security and
privacy issues. These edge (fog) systems would be created in such a way that
real-time data analytics become a reality on a truly massive scale.
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Figure 2.1: P2P-cloud intra-vicinity model
Fog computing is applicable in geo-distributed applications with very low and
predictable latency [29] (e.g. pipeline monitoring application, mobile applications
and large scale distributed control systems, e.g. smart grids). Namely, fog com-
puting can be leveraged as the smart micro-grid level distributed data process-
ing [114], and can contribute to bi-level data aggregation in P2P-assisted cloud
platforms [115].
2.2.7 P2P-cloud
The concept of the P2P-cloud is the extended idea of nano data center that re-
places the expensive server machines with commodity hosts that are combined
with the edge computing platform. A P2P-cloud embraces a set of commodity
hosts, including IoT boards, laptops and PCs, connected via a wireless communi-
cation platform as depicted in Figure 2.1. The main goal of the P2P-cloud is to
take advantage of distributed data center hosts as well as exploit the commodity
hardware of community networks [32]. Hence, they are also often described in the
literature as community network clouds or community clouds, although this last
notion should not be confused with NIST [101] definition of community clouds,
that addresses closed multi-tenant infrastructures hired or owned by different ten-
ants with shared concerns (e.g., mission, security, compliance) to reduce overall
costs due to sharing.
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The P2P-cloud topology we address here is the vision of a cloud deployment in
community networks: a cloud hosted on community-owned computing and com-
munication resources providing a diverse range of services. Community networks
represent the collaborative effort of community members, for building an ICT in-
frastructure with commodity devices in a bottom-up approach, in order to meet
demand for the Internet access and services [74].
The P2P-cloud benefits from the geo-distributed infrastructure such as nano data
centers and edge computing platforms, which contributes to location awareness
and reduced communication latency for the locally provided services. However, it
differs from other edge computing efforts, because it actually shares the available
resources among users.
Comparing P2P-cloud with desktop grid [36], we discover that desktop grid is
a peer-to-peer volunteer computing platform. However, P2P-cloud services are
not confined simply to computing. Moreover, the concept of P2P-cloud may be
mixed up with mobile cloud or cloud oﬄoading. Namely, P2P-cloud is a broad
concept that embraces all the above mentioned concepts. To exemplify, P2P-cloud
hosts may be mobile or static. P2P-cloud reinforces the concept of telco-cloud or
telco-backed cloud [147], because communication and IT infrastructures akin to
the community network are required to develop a P2P-cloud.
In a P2P-cloud, energy is substantially consumed at hosts, switches, routers and
network devices. Compared to the classic clouds, in communities, we encounter
much reduced static energy waste, because the machines which do not serve the
community may already be on to serve the users’ individual applications. More-
over, the Idle to Peak power Ratio (IPR) for the current P2P-cloud hosts is close
to the ideal case, and the PC machines consume slightly less energy compared to
the data center servers.
What is more, in P2P-cloud, to alleviate the energy consumption, requests can be
assigned to the closest available host in the community. According to this fact, we
introduce the P2P-cloud topology as a set of community hosts scattered within
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vicinities and communicating via the wireless communication network as depicted
in Figure 2.1. Each vicinity can access the others via the Internet.
2.2.8 P2P-assisted Cloud
Federation of P2P-cloud and data centers through the concept of the fog, elevates
the popularity of cloud systems due to the advantages of reduced latency, higher
availability and cheaper services and better quality of service.
Service prices can be reduced by pushing the computing toward the commodity
devices at the edge of the network; however, data centers still support the services
in the backbone in case of failure or if a service demands specific computing re-
quirements which can be better provided via the data center servers, e.g. parallel
data processing in specific MapReduce scenarios [117]. In interactive applications,
P2P-cloud platform can decrease the latency compared to the data centers by local
service provisioning in a geo-distributed platform.
This P2P-assisted cloud model suits the locality of services more than classic
clouds. Loosely paraphrasing, in this model, each host is adaptable to a specific
architecture, configuration and service according to the most prevalent requests it
receives. This idea is inspired from the peer-to-peer content and location aware
overlay construction [70, 82, 84].
Studies reveal that virtually all the requests a user issue for the service, in a specific
location, are similar to the others due to the locality of requests [63]. The P2P-
cloud can leverage this fact by adjusting the service and computing capabilities
of each individual community nodes accordingly, by responding to high resource
demanding requests via the federation on more powerful machines in classic clouds,
and form the P2P-assisted cloud.
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2.3 Intra-data center topology
With increasing computing power in data centers, I/O (a significant part of it
in networking) becomes a bottleneck against performance. Conversly, as servers
become more energy proportional, the data center network dissipates a remarkable
fraction of cluster power. The energy consumption of different structures of data
centers with emphasis on energy efficiency of data center architecture has been
studied in [25, 61].
Data center topologies, typically, are classified into two categories of switch centric
and server centric architectures. The efforts in the design of electronic data cen-
ters have succeeded to mitigate many dilemmas and obstacles in providing switch
centric architectures which significantly rely on the expensive high-performance
switches that can support fault tolerance, load balancing, and agility, and are able
to handle high oversubscription ratios. Switch-centric category includes conven-
tional tree topology, Fat-tree [5], VL2 [53], QFabric [3], etc.
Alternatively, server centric data centers, on the other hand, use servers as relay
nodes, and provide an infrastructure with low diameter and high capacity, while
employing commodity switches in order to support different traffic types for ap-
plications with intensive computing requirements. Nevertheless, additional wiring
cost and complexity are a result of having servers equipped with more than one
port. Server centric topology includes BCube [56], Pcube [65], CamCube [41], etc.,
as explained in the rest of this section.
2.3.1 Three-tier architecture
As depicted in Figure 2.2, the classic network architecture consists of three layers of
core, distribution and access. Core layer infrastructure and topology are designed
to fulfill the high-performance forwarding, while distribution and access layer offer
lesser performance and more complicated topologies, but only require commodity
hardware.
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Figure 2.2: Intra-data center hierarchical communication model
2.3.2 Fat-tree
This topology [5], consists of servers, edge, aggregate and core switches. A set
of edge and aggregate switches are connected as a Clos topology and form a
complete bipartite in each pod. A Clos network is kind of a multistage circuit
switching network, which represents a theoretical idealization of the practical
multi-stage telephone switching systems [38]. Each pod is connected to all core
switches forming another bipartite graph. Fat-tree IP addresses are in the form
of 10:pod:subnet:hosted. Applying Fat-tree topology issues with oversubscription,
costly aggregation, fault tolerance, and scalability are resolved. Most of the switch
centric architectures are based on Fat-tree.
2.3.3 Virtual Layer 2 (VL2)
VL2 is designed based on the Fat-tree topology [53]. However, core and aggregate
switches in VL2 implement a Clos topology. VL2 relies on commodity switches
since it employs Equal Cost Multi Path (ECMP) for packet forwarding and topol-
ogy updates. It implements valiant load balancing by randomly selecting an in-
termediate switch before forwarding a packet and applies flow hashing in ECMP.
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2.3.4 Qfabric
This data center network topology provides one-hop paths with no oversubscrip-
tion and congestion as a result. It is introduced by Juniper [3] to simplify the
data center management via reducing the number of switches. Flattening three-
tier tree structure to one tier fabric is a solution proposed for modern data center
architecture to tackle the oversubscription, costly aggregation, fault tolerance and
energy efficiency in the data center network by reducing the number of switches
and path length among servers.
These kind of architectures are called energy efficient data center topologies due
to the energy saving on both static power, by reducing the number of switches;
and dynamic power, by reducing the path length. Flattended-butterfly [4] is fol-
lowing the same goal by flattening the butterfly data center network topology.
FlatNet [81] is another double layer flattened topology, that attempts to fulfill the
flattened data center topology.
2.3.5 BCube and PCube
BCube [56] is a server centric data center network architecture which relies on a
recursively defined structure consist of two types of devices: multi-port servers,
typically no more than four ports, and multiple layer of commodity switches. In
BCube, servers are not only hosts but also relay nodes for each other and take part
in traffic forwarding through multiple parallel short paths. The design is driven by
demands for intensive computing and higher bandwidth requirements to support
applications for different traffic patterns. BCube supports and accelerates all types
of traffic patterns and provides high network capacity due to its low diameter. The
benefits of BCube design includes providing fault tolerance and load balancing,
while requiring lower cooling and manufacturing cost.
PCube [65] is an elastic data center structure designed to optimize power efficiency
through scaling energy consumption according to traffic demand patterns. PCube
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powers on/off some switches dynamically according to the network bandwidth
demand. Adjustment is accomplished in a way that there are always multiple paths
between any two pair of servers to obtain fault tolerance. It can be directly applied
to existing hypercube structured data center networks, e.g. BCube, without any
hardware modification or rewiring.
2.3.6 DCell
This is a scalable server centric data center network topology architecture provid-
ing rich connectivity among servers via commodity switches [57], but additional
wiring is required to connect the servers and switches, specially in long paths.
DCell is scalable due to its recursive structure, which allows extending the net-
work gradually without extra rewiring or address changing.
2.3.7 CamCube
CamCube is a pure server-centric data center network architecture designed for
container data centers [41] based on torus topology to connect a single server with
six other servers using network interfaces. Network traffic routing is performed
by servers while network switches are not used at all in the CamCube data center
network architecture. The CamCube uses different routing schemes for different
services and provides a load balanced flow assignment. It eliminates the use of
similar routing logic for all services, and facilitates the use of customized routing
logic for individual services.
2.3.8 Optical data center network
Since optical network devices consume less power with orders of magnitude com-
pared to electric networks, some efforts has been made to move the data center
networks toward optical technology, which provides high speed, bandwidth and less
complexity. Some topologies such as C-through [134] and Helios [47] are designed
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to upgrade the current data center network topology based on commercially ready
optical network devices, combined with the electric switch centric architecture.
In a nutshell, optical data centers can be more energy efficient compared to the
other topologies. Moreover, flattening the data center topology can reduce the
energy consumption thanks to fewer number of switches as well as reduced network
diameter and average path length [4, 81].
2.4 Virtualization
Here, we address virtualization as a driving force of cloud computing, first in
the context of available techniques, and then integrated with the peer-to-peer
deployments.
2.4.1 Virtualization Technologies
With the advent of server-side computing as a service, provisioning resource guar-
antees and isolation in multi-tenant environment became of utmost importance.
It became imperative that these infrastructures satisfy the goal of application iso-
lation and resource efficiency. In order to achieve these goals, the infrastructure
economics must allow servers to be shared among multiple users and at the same
time guarantee operational isolation of applications. Virtualization is the most
widely adopted solution to guarantee these goals. Consolidation by using virtu-
alization leads to application isolation, better resource utilization and lower oper-
ational costs. Different virtualization technologies are summarized in Table 2.1.
According to [103] there are two types of virtualization: Type1 and Type2. How-
ever, to be able to classify the virtualization techniques without any overlap in
their characteristics we divide Type1 into two different classes. Moreover, classic
classification does not include the recent technology, i.e. container virtualization,
which we address in this work.
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Table 2.1: Virtualization Technologies
1whiteblack Type (Classic Definition) Layer Virtual Machine Monitor Virtualization Technology Example
Type 1 VMM ISA(HW) native virtualization XenServer
Type 1-modified ISA(HW) and hypercalls hosted para-virtualization Hyper-V, VMware ESX(i)
Type 2 ISA(HW) hosted full virtualization VMware Workstation, virtual box
Container Virtualization ABI(OS) kernel container virtualization LXC, Docker
Para-virtualization (Type 1- modified) is a sort of virtualization in which the guest
operating system (the one being virtualized) is aware that it is a guest and accord-
ingly has drivers that, instead of issuing hardware commands, issue commands to
the virtual machine monitor. This includes memory and thread management as
well, which usually require unavailable privileged instructions in the processor. On
the other hand, in full virtualization (Type 2), the guest operating system is un-
aware that it is in a virtualized environment, and therefore hardware is virtualized
by the host operating system so that the guest can issue commands to what it
thinks is actual hardware, but really are just simulated hardware devices created
by the host.
Native virtualization (Type 1) is a type of full Virtualization where the micropro-
cessor architecture has special instructions to aid the virtualization of hardware.
These instructions might allow a virtual context to be setup so that the guest can
execute privileged instructions directly on the processor without affecting the host.
Such a feature set is often called a virtual machine monitor. If said instructions do
not exist, full virtualization is still possible; however, it must be done via software
techniques such as dynamic recompilation where the host re-compiles on the fly
privileged instructions in the guest to be able to run in a non-privileged way on
the host.
Mostly, cloud based solutions for virtualization rely on Hypervisor based virtu-
alization (Type 1), such as Xen [11], since it can support different flavours of
operating systems such as Linux, Windows, etc. Additionally, with the prolifer-
ation of hardware virtualization in most modern architectures, this allows guest
operating systems to run unmodified. However, Hypervisor based virtualization
can suffer from performance degradation as they incur an additional overhead of
VM management by the Hypervisor, in Instruction Set Architecture (ISA).
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Therefore, hosted virtualization (Type 2) is also becoming a widely adopted alter-
native since each guest can have its own kernel and the host contains a modified
kernel with extensions to manage and run multiple VMs.
Container virtualization, on the other hand, can execute applications at near native
speed since they have no additional layer of routing and share the same kernel.
This type of virtualization, virtualizes the Application Binary Interface (ABI)
layer. Nonetheless, since the kernel is shared, they can only run guest operating
systems that support the host kernel.
LXC (Linux Container) [64] is a common instance of container virtualization. LXC
is an operating-system-level virtualization method for running multiple isolated
Linux systems (containers) on a control host using a single Linux kernel. Docker
can also use LXC as one of its execution drivers, enabling image management and
providing deployment services. Docker containers wrap up a piece of software in
a complete filesystem that contains everything it needs to run: code, runtime,
system tools, system libraries, i.e. anything you can install on a server. This
guarantees that it will always run the same, regardless of the native environment
it is running in.
Virtualization density refers to the number of virtual machines a physical host
can maintain, while providing enough compute resources for every virtual ma-
chine to perform well. It depends on multiple factors such as: server hardware,
virtualization software, service type and workload diversity. These varying factors
make it difficult to come up with an absolute number for virtual machine density
across all scenarios. Driving up the VM density reduces the cost incurred but at
the same time introduces additional challenges in guaranteeing performance be-
cause of contention in shared resources. Typically the bottleneck manifests in the
memory subsystem and the amount of available memory. Commodity machines
are scarce is such resources and as such the system will benefit from conservative
provisioning in order to provide best-effort guarantees.
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2.4.2 Virtualization in P2P context
Although multiple virtualization techniques exist, virtualization in the context of
P2P presents specific challenges that need to be addressed. P2P is comprised of
commodity machines that are not server grade and as a result do not have high
computational capabilities. In data centers, typical virtualization technology is
hypervisor based; hosted virtualization is becoming prevalent, too. However, P2P
servers are limited by the available resources, and it becomes imperative to ensure
that virtualization does not impose a high overhead on these resource limited
machines.
Hypervisor based virtualization techniques like Xen impose a high overhead be-
cause of an additional level of routing at the expense of running any operating
system. Container virtualization is, thus, a better fit for such environments with
limited resources, due to its near native speed with little overhead. Hosted virtual-
ization is also an attractive alternative for resource limited environments, since it
imposes minimal overhead. However, each guest can have its own kernel and this
has a performance impact when spawning a new VM. LXC has lesser overhead
from this perspective. Despite the host of relative advantages and disadvantages,
LXC appears to be a reasonable choice of virtualization technique to adopt in a
P2P environment.
2.5 Smart Grid
A smart grid is an electrical grid which includes a variety of operational and energy
measurements including smart meters, smart appliances, and leveraging renewable
energy resources [97].
Since the early 21st century, opportunities to take advantage of improvements
in electronic communication technology to address the limitations and costs of
the electrical grid have emerged. Technological limitations on metering no longer
force peak power prices to be averaged out and passed on to all consumers equally.
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In parallel, growing concerns over environmental damage from fossil-fired power
stations has led to a desire to use large amounts of renewable energy. Therefore,
a more sophisticated control systems to facilitate the connection of sources to a
highly controllable grid is required [46].
Micro grids are modern, localized, small-scale grids, contrary to the traditional,
centralized electricity grid (macro grid). Micro grids can disconnect from the cen-
tralized grid and operate autonomously, promote grid resilience and help mitigate
grid disturbances. They are typically installed by the community they serve. Mi-
cro grids exert diverse distributed energy resources, such as solar hybrid power
systems, which reduce the amount of emitted carbon significantly.
Smart grid enables the industry’s best ideas for grid modernization to achieve
their full potential and prepares a cleaner and more efficient, reliable, resilient
and responsive electric system. A smart grid system requires a highly responsive
monitoring capability suitable for wide area deployments. It needs a large scale
infrastructure for collecting and communicating data; likewise, it must have access
to flexible (possibly network-scattered) computational power, network bandwidth,
and storage capacity. The distributed nature of data sources, the possibility that
data may need to be collected from multiple (competitive) power producing and
transport enterprises, and the need for timely state estimation, all make the system
more complicated. An out-of-the-box infrastructure solution to address all the
smart grid computational infrastructure is the state-of-the-art Information and
Communication Technology (ICT) infrastructure.
2.6 Summary
In this chapter, we reviewed the background concept that we form the reset of the
thesis on. First, diverse range of cloud platforms with different granularity are
outlined. Then, data center networking topologies are surveyed. The state-of-the-
art virtualization technologies, as the cornerstone of cloud computing paradigm,
Background Concepts 29
as well as their suitability for P2P-cloud are speculated. We closed this chapter by
defining smart grid concept, its requirements and how ICT can serve these needs.

Part II
Analysing Energy Efficiency of
P2P-assisted Cloud

—”All models are wrong, but some are useful.”
-George Box
3
Energy Analysis Metric
The focus on energy management has been a cross-cutting concern across various
computing disciplines including computer architecture (hardware design), hyper-
visors, operating systems and system software [18]. Figure 3.1 captures the various
techniques developed to reduce energy consumption across the service provisioning
stack. In each layer of this stack, power and performance may be mapped to dif-
ferent metrics, which formulate power and performance with distinct granularity.
By accessing the limited set of data in different layers of the stack, we can still an-
alyze the energy consumption with different levels of accuracy. In this chapter, we
sketch a framework to formulate energy consumption from different perspectives
all through the service provisioning stack. We address the challenges of energy
modeling in each layer with associated granularity. In other words, the granu-
larity in the top levels is coarser, due to access to the coarse metrics. However,
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the further we move toward the lower layers in the service stack, the finer the
estimation granularity is. Moreover, we introduce the energy complexity metric to
model the energy consumption in application layer which is hardware and lower
layers agnostic. Generally, the energy model offered in each layer is lower layer(s)
agnostic, but it is aware of the upper layers’ properties.
What is more, the growing body of work on power analysis only aims at reducing
the total power consumption in the infrastructure, without taking into account the
energy-related behavior of each individual job, its performance and price, i.e., how
expensive and efficient is the energy employed for the observed job performance
or progress. State-of-the-art work emphasizes on modeling of power dissipation,
and decides on the energy efficiency from a power efficient system view. However,
power efficient systems may not always save energy for running the same workload,
due to the plunge in the system performance. For instance, if the performance is
translated to the execution time, and the power reduction is reached by slowing
down the process time, the applications may reside longer in the system and this
may result in the more overall energy dissipation, since energy is the cumulative
power dissipated over the execution time.
In the procedure of decreasing the energy consumption of cloud services, we may
end up with this pitfall that the energy consumption decreases remarkably, but
the performance is violated at the same time. Users may leave a system if they
do not get the desired quality of service (QoS). Indeed, we need to develop a more
comprehensive framework to provision QoS for a diverse range of services and
applications using collaborative environments. In this chapter, we introduce the
Energy Effectiveness metric [113] to include performance in our energy analysis,
as well. Then, we sketch energy and power model in each layer of the service
provisioning stack, from hardware to virtualization and application layers.
This chapter is structured in a top-down format as the following. In Section 3.1,
we outline the background and related work that we build our contributions of
the chapter on. We introduce Energy Effectiveness as a performance aware energy
analysis metric in Section 3.2. Then, we address the energy and power modeling
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Figure 3.1: Energy and performance conceptualization across the service pro-
visioning stack
in hardware, virtualization and application layers, as the core requirement to for-
mulate energy effectiveness, in Sections 3.3, 3.4, and 3.5 respectively. We explain
the evaluation framework and experiment setup in Section 3.6. Section 3.7 verifies
all the arguments and proposals in the chapter via an evaluation framework. The
chapter is closed in Section 3.8.
3.1 Background and Related Work
In this section, we introduce the service provisioning stack. Moreover, the overview
of previous research on power modeling of all layers of the stack is given in this
section.
3.1.1 Service Provisioning Stack
Three main components involved in the service provisioning are the application,
operating system and hardware. In virtualized platforms, operating system is
replaced by the Virtual Machine (VM), as illustrated in Figure 3.1. To execute a
service on the cloud platform, we need to run the associated application(s) on the
VM which is virtualizing the hardware resources of the hardware platform which it
is running on. In each layer of this stack, power and performance may be defined as
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different metrics. Namely, in application layer, performance is generally translated
to latency, whereas in VMs it is mapped to SLA metrics and throughput is the
interpretation of performance in the I/O hardware level. Also instructions per
cycle indicate the performance in the CPU hardware, as mentioned in Figure 3.1.
All the same, across the stack, we need a translation to hardware agnostic power
model in the application layer, and partly in VM/OS level, which should be
mapped to a hardware aware model at the bottom of the stack at runtime. In
the rest of this section, we review the state-of-the-art power characterization tech-
niques across the service provisioning stack.
3.1.2 Energy Proportionality
The vision of an energy proportional system implies the power model of an ideal
system in which no power is used by idle systems (Ps = 0), and dynamic power
dissipation is linearly proportional to the system load [12].
LDR indicates the difference of the actual power consumption, P (U), and linear
power model over the linear power model as in (3.1). Pd represents dynamic power
dissipation, which is proportional to the utilization level.
LDR =
P (U)− (Ps + Pd)
Ps + Pd
(3.1)
IPR is the indicator of idle to peak power consumption (Pidle/PMax) as illustrated
in (3.2).
IPR =
Pidle
PMax
(3.2)
To measure how far a system power model is from the ideal (energy proportional)
one, Proportionality Gap(PG) [137] is defined as the normalized difference of the
real power value and the ideal power value, which is indicated as PMax×U , under
a certain utilization level as shown in (3.3). Therefore, having proportionality gap
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Figure 3.2: Energy Proportionality
values for a given device, we can reconstruct the power model of the device.
PG(U) =
P (U)− (PMax × U)
PMax
(3.3)
Given the state-of-the-art hardware, designing hardware which is fully energy
proportional remains an open challenge; the power model of an energy non-
proportional system is illustrated in Figure 3.2. However, even in the absence
of redesigned hardware, we can approximate the behavior of energy proportional
systems by leveraging combined power saving mechanisms [128] and engaging het-
erogeneous commodity devices combined with powerful server machines in lieu of
the homogeneous server hardware platform [137]. We address the effect of hetero-
geneous hardware on energy proportionality in the next chapter.
3.1.3 Power Characterization
Research in power modeling can be broadly classified into (i) Simulator-based, (ii)
CPU Utilization-based (iii) Event or performance counters based and (iv) Coarse-
grained. Early power management research exerted analytic power models based
on voltage and frequency [15], which are fast, but only provide rough estimates.
Coarse-grained estimation based on the type and state (active, off) of the processor
have been used in [19]. However, with the increase in the dynamic power range of
servers, a more accurate power prediction method is required.
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3.1.4 Hardware Power Modeling
As current platforms do not provide fine-grained power measurement capabilities,
power models are the first step to enable the dynamic power management to reach
the power proportionality on all levels of a system.
A CPU utilization based model is one of the most popular power estimation models
used in practice [52]. However, with the increase in the dynamic power range of
servers, a more accurate power prediction method is needed. Interestingly, the
workload-sensitive nature of CPU-based models has been recently cited as a reason
to go back to using detailed event counters for predicting processor and memory
power usage under voltage scaling [23].
Currently, the approach closest to the hardware-based monitoring is the running
average power limit (RAPL) feature available for the Intel Nehalem, Sandy Bridge,
Ivy Bridge and Skylake CPUs [59], which allows to monitor the power consumption
of the whole CPU package. As this feature is not available on the other CPUs such
as AMD, generic power models typically rely on a number of performance counters,
allied with regression techniques to define a set of counters as the representative
of different resources.
Counter based power models follow either top-down or bottom-up approaches [23].
The top-down approach aims to define simple, fast and easy to deploy models
which are architecture agnostic. This approach models the power using a reduced
set of performance counters and avoids the requirement of specific knowledge of
the architecture.
The bottom-up approaches rely on some knowledge of the underlying architecture
to produce more informative, responsive and accurate power models. These ap-
proaches are able to decompose the power components of the architecture but they
are more complex to deploy and less portable compared to the top-down ones.
Usually the accuracy of the models is validated by comparing estimates with the
measures of a power meter when running benchmarks in isolation [135].
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Power modeling often considers learning techniques such as sampling [21] that
assume the proportionality of the system events to the power consumption. Mea-
surements of a hardware power meter are gathered and subsequently used, together
with a set of normalized estimated values, in various regression models, which are
so far mostly linear [89]. However, in [131], it is stated that linear power models, by
depending on the CPU load are not sufficient anymore and more parameters have
to be considered. The study in [89] shows that, especially in multi-core systems,
linear models lead to a much higher mean relative error for CPU power consump-
tion and cannot easily be improved by applying more complex techniques. Linear
models rely on the independence of the covered features, which is not realistic
in current systems. Polynomial/exponential regression can cover these dependen-
cies and, as shown in [26], a quadratic solution better fits the power modeling of
multi-core systems.
The described systems must, however, isolate processor features, such as hyper-
threading and turbo-boost, to avoid hidden states. HAPPY [141] introduces a
hyperthread-aware power model that differentiates between the cases where either
single or both hardware threads of a core are in use. In [22], a bottom-up approach
is introduced that covers simultaneous multi-thread and multi-core effects in the
power modeling.
As a recent work in this line, BitWatts [39] introduced a counter based power
model for each individual frequency, but it does not consider the multi-core and
hyperthread effects. VPM [107] as another recent work, proposes a power model,
which supports multicore and heterogeneous architectures. In a nutshell, a rea-
sonable server power model should cover the modern CPU architectures, which
follow multi-core and heterogeneous cores of the CPU, and are equipped with dy-
namic overclocking (turboboost), dynamic scaling, and hyperthreading. Moreover,
it should be architecture-agnostic and hardware oblivious.
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3.1.5 VM Power Modeling
In multi-tenant ecosystems, the efficiency of VM consolidation, power dependent
cost modeling, and power provisioning are highly dependent on accurate power
models. Such models are particularly needed because it is not possible to attach
a power meter to a virtual machine.
VMs can be monitored as black-box systems for the coarse-grained metering and
scheduling decisions. However, for the fine-grained metering and scheduling deci-
sions, specially with the heterogeneous hardware, finer-grained estimation at the
sub-system level is required. The fine-grained power estimation of the VMs re-
quires profiling each application separately. To exemplify, WattApp [77] relies on
the application throughput instead of the performance counters as the basis for
the power model.
To generate a VM power estimator, JouleMeter [71] assumes that each VM only
hosts a single application, thus, treats VMs as black boxes. In a multi-VM system,
they try to compute the resource usage of each VM in isolation and feed the
resulting values in a power model. VMETER [28] estimates the consumption of
all active VMs on a system. A linear model is applied to compute the VMs’
power consumption exploiting the processor utilization and I/O accesses from
each physical node. The total power consumption is subsequently computed by
summing the VMs’ consumption with the power consumed by the infrastructure.
However, this method fails to capture the effect of the energy non-proportional
hardware.
Bertran et al. [23] proposed a performance-monitoring counters (PMCs) approach
to employ a sampling phase to gather data related to compute energy models from
these samples. With the gathered power models, it is possible to predict the power
consumption of a process, therefore, apply it to estimate the power consumption of
the entire VM. All the same, in [76] a counter based VM power modeling solution
is proposed which considers each VM as a process running on the host machine.
In [131], a holistic approach toward the VM resource consumption is considered,
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which maps different VM resource utilizations to the energy consumption applying
polynomial regression techniques. This model, however, overestimates the VM
power consumption.
As a recent work in this line, BITWATTS [39] is a middleware solution to es-
timate the power consumption of the software processes running in virtualized
environments. It provides a process level power model, which is application ag-
nostic and accounts for virtualization by exposing power probes from the host
operating system (OS) to the guest OS. Therefore, BITWATTS can estimate the
power consumption of processes running within a VM. In addition, this design
can operate in distributed settings, with consumption information transmitted
over high-performance publish/subscribe middleware.
To sum up, there is limited work centered on VM power and energy model-
ing. The state-of-the-art models do not take into account the effect of energy
non-proportionality or performance interference. In this work, we circumvent
these limitations and propose a power model that is aware of both energy non-
proportionality and performance interference.
3.1.6 Application Power Characterization
To the best of our knowledge, so far, there is little effort on application energy
characterization. A line of work is toward profiling applications to figure out the
energy consumption pattern of a particular application. In [112], a counter based
application resource usage profiling is proposed, which is followed by a mechanism
to map it to the energy consumption. In [35], a fine grained application energy
profiling is proposed to enable application developers to make energy efficient
choices.
Another research direction is toward computing relative power values for the ap-
plications running on a host. This means that the power is not estimated in
watts, but it is calculated as a function of the resource utilization in the system.
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Namely, Mac Activity monitor 1, reports the power impact for each application as
a function of the CPU utilization and the idle state time of an application. Green
Tracker [7] follows the same approach to give an insight on the energy consumption
of each software running.
Tangential to this goal, another line of work is attempting to profile the applica-
tion energy consumption for mobile devices [8, 62]. They try to characterize the
diverse resources of mobile devices such as GPS, WiFi, CPU, memory and stor-
age requirements of individual mobile applications. All the proposed techniques
are measurement based, which are completely hardware dependent. However, we
need a hardware oblivious model to fulfill the hardware agnosticism property in
the application layer of the stack.
In [109] a new complexity model is introduced to account for the energy used
by an algorithm. Based on an abstract memory model (which was inspired by
the popular DDR3 memory model), they present a simple energy model that is
a (weighted) sum of the time complexity of the algorithm and the number of
’parallel’ I/O accesses made by the algorithm. In their next work [110], they ex-
perimentally validate the algorithm energy complexity model derived. This energy
complexity model is asymptotic which is expected in a hardware agnostic concep-
tualization. However, this work only covers algorithm level energy formulation.
Whereas, application energy modeling is more complicated, because an application
is constituted of algorithms and data flows.
3.2 Performance-aware Energy Analysis Metric
As aforementioned, if the service is not delivered as expected, it may tarnish
the provider’s reputation. Thus, it is required to obtain a service with desirable
response time as well as acceptable throughput, availability and consistency level.
Attaining high QoS may impose more energy consumption. Therefore, we should
strive to alleviate the burden of high service energy. To this end, the energy
1https://support.apple.com/en-us/HT201464
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efficiency is introduced in [125] as Performance
Energy
. However, in this metric, there is
no mechanism to guarantee the performance, and all sensitive and non-sensitive
services are treated equally. For instance, if we over provision the performance, for
a particular service, we probably have to spend more energy, while gaining nothing
in exchange, since it is not perceived by the user. However, energy efficiency ratio
may increase in this scenario.
Increasingly, the most efficient servers nowadays, consume at least 20-30 percent
of their nominal power in the idle case, and deviate from linear proportionality
property noticeably according to the SPECPower ssj2008 2. Hence, Idle to Peak
Ratio (IPR) and Linear Deviation Ratio (LDR), for the current power models,
are still remarkably higher than the ideal case. Higher IPR encourages the server
consolidation for the sake of power saving; however, this is not always a solution.
Utilizing a server to its 100% capacity may affect the application performance
tremendously, thus reducing actual energy efficiency of jobs, and also does not
contribute to power saving in cases that LDR is unequal to one and when the
interference overhead exceeds the proportion of static power.
Moreover, co-location of applications has its own challenges. Workload intensity
is often highly dynamic. The power profile of the data center hardware is in-
herently heterogeneous; this makes the optimal performance gain problem more
complicated. The non-linearity, and in some cases unpredictability, of the energy
efficiency profile currently aggravates the complexity of energy efficient co-location
management. Therefore, to address the performance awareness in the energy anal-
ysis, we devise energy effectiveness metric.
3.2.1 Energy Effectiveness
The concept of energy effectiveness introduces a metric to achieve conciliating
two goals of performance guarantee and energy saving. Thus, Energy Effectiveness,
as proposed in (3.4), is a speculative metric that quantifies the degree to which
2https://www.spec.org/power_ssj2008/
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the ecosystem is successful in decreasing energy dissipated while the performance
is not significantly violated.
E = α× E
∗
Eˆ
+ (1− α).min(1, PˆP∗ ) (3.4)
In (3.4), E introduces the energy effectiveness, Eˆ and Pˆ stand for the estimated or
measured energy consumption and performance of the considered service on the
running platform or in a standalone analysis, depending on the context (i.e. layer
of the stack). Note that in the application layer, Eˆ is translated to Energy Com-
plexity , which characterizes the energy consumption pattern of the application.
More detailed description of energy complexity is available in Section 3.5.
E∗ factorizes to the energy consumed in order to provide the service in an energy
proportional system with a linear power model, representing the equality of utiliza-
tion and associated power dissipation (P (U) = U), this is the minimum reachable
energy consumption. Again in application layer, this is equivalent to ε associated
to energy complexity that is introduced in Section 3.5. P∗ is quantified based on
the Service Level Objectives(SLO) and Service Level Agreement(SLA) parameters
depending on the interpretation of the performance on each layer of the service
stack. Quantifying the SLA metrics is extensively studied in [50]. In other words,
P∗ represents the desirable performance conceptualized in the associated service
stack layer.
Moreover, it is necessary to handle the trade off among these tightly coupled
parameters to achieve an efficient mechanism. Intuitively, an adaptive model,
covering the system and user requirements, is appropriate for this purpose, because
the parameters are tunable in such a model. The model supports a more diverse
range of cases due to its flexibility. Therefore, we introduce α as the adaptiveness
parameter. Based on the performance sensitivity of the applications, we can tune
the α in the range of 0 to 1 to weight the energy and performance accordingly.
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3.2.2 Vulnerability Factor
Further to energy effectiveness, we define Vulnerability Factor, V , which em-
bodies to the range of variability in the energy effectiveness as V = ∂E
∂α
. Namely, V
represents the slope of the E equation when α varies in range of 0-1. The higher the
V , the more influence the adaptiveness factor has in the E value, and the more im-
portant is to set it properly. V can be determined in the SLAs according to the user
incentives (previously addressed for cycle-sharing [108]) and service requirements
(previously addressed for virtual machines [122] and Java applications [121]).
The energy effectiveness metric we define here has a bounded value in the range
of 0 to 1 for the sequential processing and interactive applications such as live
streaming, while this value can exceed one in case of parallel processing applica-
tions, e.g. MapReduce. This value tightly couples with the level of parallelism
and the energy proportionality of the host platform. Quantifying the correlation
of the parallelism and energy effectiveness is beyond the scope of this work, but
interested readers may refer to [109] to find out more.
3.2.3 Relative Energy Effectiveness
While energy effectiveness defines how much the ecosystem can be improved to
reach the energy proportional system, where guaranteeing the performance, a rela-
tive metric is also needed to compare the energy conservativeness and performance
guarantee among diverse range of systems.
To fulfill this requirement, we define ER as the Relative Energy Effectiveness
which characterizes the energy effectiveness metric for the sake of comparison
with other hardware platforms, VMs or applications in a standalone manner. ER
is formulated as (3.5). Compared to E equation, in relative energy effectiveness,
adaptiveness factor α is omitted for simplicity. Moreover, in this definition, we do
not normalize estimated energy Eˆ by energy proportional value, since this value
may vary for two comparing platforms.
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ER =
1
Eˆ
+min(1,
Pˆ
P∗ ) (3.5)
3.3 Hardware Power Model
The power drawn in a hardware element Phw is a combination of the static power
Ps and dynamic power Pd. PMax indicates nominal power as the maximum power
device can dissipate at utilization level U . Static power is consumed even if the
machine is idle, while the dynamic power is proportional to the resource utilization
within the host.
Phw = Ps + (PMax − Ps)× U (3.6)
In (3.6) a linear power model is outlined, where a linear correlation among the
utilization level and the power drain is assumed. However, in real systems, the
LDR is not equal to one. Therefore, a more complicated model is required to
formulate power dissipation as discussed in Section 3.1. Having access to a power
model, we can formulate energy dissipated via dividing the power by throughput
τ , since elapsed time is reversely proportional to the throughput (t = 1
τ
).
Power is majorly drawn in the communication and processing hardware, during
the service provisioning life-cycle. However, for data centers this list extends to
the cooling, lighting and maintenance energy as defined in the data center Power
Usage Efficiency (PUE) [14]. To obviate the power efficiency of a data center, PUE
parameter is defined as the ratio of total amount of power used by a computer
data center facility to the power delivered to the computing equipment. The higher
the PUE, the less power efficient the data center is. The energy overhead of all
the non-IT devices such as cooling, lighting, etc. is typically modeled as (PUE−1)
U
coefficient of the overall power of the resource [9, 87], where U represents the
utilization of the resource. In this section, we model power and energy dissipation
in the host and communication hardware elements. Note that host power modeling
is not a major contribution of this thesis; however, for the sake of completeness,
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we sketch a general counter based power model in this chapter. The more accurate
the hardware power model, the more accurate the power estimation for VM and
application. Nonetheless, the power model needs to be architecture agnostic to
keep the generality of the framework.
3.3.1 Host Power Model
Although the power drawn in the host is measurable through attaching a physical
power meter to the system, in order to be able to map, correctly and accurately,
the power dissipated in the VMs and applications to the corresponding host power
consumption, we need to model the server power dissipation pattern.
To formulate a fine-grained power model accurately, relying on performance coun-
ters is the best of the state-of-the-art. The methodology proposed in [23] is the one
we develop our model based on. Note that to keep the generality of the framework
we follow top-down approach in power modeling and only consider the generic
counters. The model following this approach is not the most accurate model,
but we need to make a trade off between accuracy and generality. Typically the
following steps should be taken to make a counter based power model.
1. A specific set of the micro-benchmarks which are designed to utilize each
resource element (i.e. CPU, memory and I/O) in different levels should be
executed on the machine. We designed a set of micro-benchmarks that is
discussed in Section 3.6.
2. Generic performance counters as well as utilization data should be collected
as long as the benchmarks are running on the machine. We list the studied
performance counters in Section 3.6.
Therefore, the energy dissipated in the host can be calculated using the following
formula.
Eˆ =
PUE × Phost
τ
(3.7)
48 Energy Analysis Metric
3.3.2 Communication Power Model
Communication power Pc, in general for a bit of data, can be formulated as
Pc =
∑hops
h=1 (Pswitch(h) + Phost(h)). Where hops represents the number of hops
that should be traversed between source and destination. Pswitch(h) and Phost(h)
represent the power drawn in the switch/router that forwards/routes the data to
the next hop and the power dissipated in the host for the same hop in case of
server centric switching. In the switch centric communication within a data cen-
ter, switches that connect the hosts are the major power consumption sources. In
the pure server centric data center networks, servers are in charge of forwarding
the data; thus, communication energy is added to the server energy profile fur-
ther to the processing energy. For the hybrid network topologies, communication
energy is partly dissipated in the switch and partly in the servers.
In (3.8), multiplying the PUE, data size Sdata, and replication factors r divided by
throughput τc
3, communication energy is derived from the communication power
model. ϕ(i) represents the oversubscription ratio in hop i.
Ec = (PUE × r × Sdata)
h∑
i=1
Pswitch(i) + Phost(i)
τc(i)ϕ(i)
(3.8)
Moreover, the network topology impacts the power usage profile. Therefore, in the
rest of this section, we discuss communication power modeling in the intra-data
center communication, P2P communication and Internet communication.
Data center communication power: Here, we study the power consumption
of a three-tier, hierarchical topology. The motivation behind formulating the hi-
erarchical model is that it can be easily generalized to numerous intra-data center
topologies, e.g. Fat-Tree[5] , VL2[53], BCube[56], PCube[65], etc. The tree depth
is defined based on the path messages should traverse within the data center in
each layer. For the topologies which deviate from this property, e.g. CamCube[41],
3Note that throughput here is different than bandwidth which refers to nominal network
capacity. Throughput considers delay and overhead, besides to the nominal capacity.
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we analyze the energy model separately. We assume an l level tree in which hosts
are in the leaves and are connected to an edge switch as their predecessor via
Gigabit Ethernet links. The edge switches are connected via an aggregate switch;
this process proceeds in two or more levels to create the root of the tree.
To assign a task to a host, the root aggregate switch transmits the task data to
the selected host through the tree. Assuming the homogeneous switches in each
level of the tree, the power consumed for this purpose is calculated as in (3.9).
Pswitch stands for the power drawn by the switch. Additionally, we added Phost to
each level’s consumption to generalize our model.
P intra−DCc =
l−1∑
i=1
(Pswitch(i) + Phost(i)) (3.9)
Therefore, in a switch centric model, Phost = 0, while in a pure server centric
model Pswitch = 0 and in a hybrid model, power is drawn both in switches and
servers.
Referring to (3.9), the depth of the tree, l, directly influences the power efficiency of
the data center. The tree depth is determined by the number of hosts and network
topology. The larger the data center is, the bigger the number of the switches and
links required to connect the hosts and the deeper the tree is. Furthermore, flatter
data center topologies, such as flattened butterfly [4] and FlatNet [81], obtain
shorter paths via less switches. Topologies providing smaller network diameter
are also more energy efficient due to shorter average path that should be traversed
among the servers.
Therefore, smaller distributed data centers, serving the users independently, are
more power efficient than a single mega-data center model, following a tree intra-
data center topology. Loosely paraphrasing, in small data centers, the network
diameter is smaller, since the number of switches and links required to connect
the hosts within a data center is directly related to the number of hosts.
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P2P-cloud communication power modeling: As described in the background
chapter, we assume a P2P-cloud deployed in a community network. Inexpensive
Wi-Fi devices have made the deployment of such communities feasible in recent
years. Some flourishing instances are Guifi.net 4, with more than 20, 000 active
nodes, Athens Wireless Metropolitan Network 5, FunkFeuer 6, Freifunk 7, etc.
In these networks, hosts within a vicinity are usually connected via wireless links
that form a wireless network. Thus, the power consumed for communication within
a vicinity predominantly embraces the wireless network power consumed to trans-
mit data [48].
Community networks are rather diverse in terms of size, topology and organization.
This is a consequence of their unplanned deployment, based on the cooperation
of their own customers/users; therefore, characterizing the power consumption in
these networks is challenging. However, in the big picture, the energy consump-
tion in P2P-communication platform manifests from the number of hops to be
traversed to reach a particular peer, energy dissipated in each intermediate hop
infrastructure such as switches, routers and antennas, and the data size Sdata and
replication factor r as shown in (4.3). Dividing these terms by network through-
put τh, we can calculate the energy dissipated for data transfer, since elapsed
time is inversely proportional to throughput (t = 1
τP2P
). The power consumption
is characterized in the P2P-cloud through measurement in a production wireless
community network later in this chapter, in Section 3.6.
EP2Pc =
∑
h∈hops
Pc(h)× r × Sdata
τh
(3.10)
Internet power consumption: P2P-clouds for inter-vicinity communication
and classic data centers for communication with users rely on the Internet. Thus,
to analyze the energy consumption of these systems, we should be aware of the
4http://guifi.net/en
5http://www.awmn.net
6http://www.funkfeuer.at
7http://freifunk.net
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Internet energy consumption as well. Power drawn in the Internet is subject to
the hardware and distances exploited. The Internet infrastructures are classi-
fied as core, distribution and access. Core layer includes the Internet backbone
infrastructures such as fiber-optic channels, high speed switch/routers, etc. Distri-
bution infrastructures play role as intermediaries to connect the Internet Service
Providers (ISPs) to the core network. The access layer connects the user to ISP
communication infrastructure.
Since there is a diverse range of hardware in each layer, it is not trivial to form a
comprehensive analysis on energy consumption of the Internet. However, Baliga, et
al. [10] conducted a study on the prevalent Internet hardware energy consumption.
We rely on this study for the Internet power consumption part of our analysis
by driving the model in (3.11). In this model, PInternet stands for the Internet
power consumption which is a combination of power drawn in each level L =
{core, distribution, access}. Pc(l) denotes router power consumption in layer l,
and |hops(l)| indicates the number of hops, as the cardinality of the hops set in
layer l, should be traversed at l layer.
PInternet =
1
ϕ
×
∑
l∈L
Pc(l)× |hops(l)| (3.11)
In (3.12) energy consumption of communication over the Internet is modeled by
dividing the power in each Internet layer by the throughput at that level τl.
EInternet =
1
ϕ
×
∑
l∈L
Pc(l)× |hops(l)|
τl
(3.12)
The concept of oversubscription, ϕ, exists in the Internet communication, where
Internet service providers exert it as a strategy to utilize the resources by over-
booking the shared infrastructure among the users. The more the resources are
shared temporally, the less the energy consumption is due to the shared static
power dissipated. Oversubscription for the home users is 40:1 and for the business
connection is around 20:1 in the current Internet.
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3.4 VM Power Estimation
As aforementioned, direct VM power measurement is not possible, therefore, VM
power modeling is essential to estimate VM power consumption. Models for power
estimation have been majorly studied at the level of processors, and less extensively
in the context of virtualization.
Co-location of VMs faces several challenges. Workload intensity is often highly
dynamic. The power profile of the data center hardware is inherently heteroge-
neous; this makes the optimal performance gain problem more challenging. The
non-linearity and in some cases unpredictability of the energy efficiency profile ag-
gravates the complexity of the energy efficient VM consolidation. In this section,
we elaborate the challenges in the VM power modeling.
3.4.1 Interference Overhead Modeling
Energy consumption of the host per VM comprises of both static power and dy-
namic power consumed by the VM. While static power is independent of resource
utilization, dynamic power is proportional to the resource utilization. However, in
a multi-tenant setting, dynamic power of a VM is also influenced by the overhead
caused in the hypervisor and performance interference from other VMs due to the
contention in shared resources. Estimating this overhead is complicated since the
pattern of the hypervisor overhead and performance interference is tightly cou-
pled with the number of VMs, the type of resources each VM asks for, and the
number of times the switching occurs between VMs. Thus, for a more accurate
estimation, a VM power model should also take into account hypervisor overhead
and performance interference.
In [124], the authors argue that, in the virtualized environments, energy monitoring
has to be integrated within the VM as well as the hypervisor. They assume that
each device driver is able to expose the power consumption of the corresponding
device as well as an energy-aware guest operating system and is limited to the
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integer applications. Work in [104] introduces an interference coefficient, defined
to model the energy interference as a separate implicit task. Interference energy is
estimated as the coefficient of the summation of the idle and isolated run for each
VM. The major contribution of this work is to estimate the energy interference
according to the previous knowledge of standalone application running on the
same machine. They model interference as a separate implicit task. Moreover, an
energy efficient co-location management policy is introduced in this work that is
modeled as an optimization problem solvable by data mining techniques. All the
VMs running on the same machine are known as a collection.
The energy consumption of a collection is the sum of the idle energy consumed for
the longest VM run, dynamic energy consumed by each VM if they were run in
isolated environment, and the energy depleted due to the interference between each
VM pair. The interference energy can be positive or negative depending on the
intersection of resources between each VM pair. Interference energy is estimated
as the coefficient of the summation of idle and isolated run for each VM.
3.4.2 Energy non-proportional Host Effect
Increasingly, the most efficient servers nowadays, consume at least 20-30 percent
of their nominal power in the idle case, and deviate from linear proportionality
property noticeably according to the SPEC power benchmark8. Hence, Idle to
Peak Ratio (IPR) and Linear Deviation Ratio (LDR), for the current power model,
are still remarkably higher than the ideal case. Higher IPR encourages the server
consolidation for the sake of power capping; however, this is not always a solution.
Utilizing a server to its 100% capacity may affect the applications performance
tremendously, thus reduces the actual energy efficiency of jobs, and also does not
contribute to the power saving in cases that LDR is unequal to one and when the
interference overhead exceeds the proportion of static power.
8https://www.spec.org/power_ssj2008/
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Figure 3.3: energy non-proportionality effect
Hence, besides the hypervisor and interference overhead in multi-tenant systems,
the energy non-proportional hardware adds more complexity to the VM power
modeling agenda. In energy non-proportional hardware platform, since the hard-
ware power model is non-linear, two identical VMs, sharing the same hardware,
may end up with different dynamic power usage estimation during the runtime,
which may lead to an unfair energy based service charging, and planning. Fig-
ure 3.3 visualizes such a case. In this scenario, there are two identical VMs, i.e.
VM1 and VM2, co-located in a host with the power model demonstrated in the
figure. If we only run VM1, the dynamic power estimated for this VM will be
P1, whereas running the second identical VM on the same machine predicted as
P2 < P1. Therefore, in case of co-location, there should be a strategy to divide
the dynamic power fairly among the running VMs.
To address the fairness issue, we propose the weighted division based VM power
model. In this model as illustrated in (3.13), a particular VM’s power consumption,
PVM(i) is calculated according to the relative utilization, i.e.
ui
U
, contributed by
that particular VM. In this equation, ui represents the utilization incurred by
VMi, and U denotes the overall machine utilization.
PVM(i) =
uiP (U)
U
(3.13)
Moreover, this model, to some extent, considers the virtualization and interference
overhead, since the VM utilization is divided by the overall system utilization.
However, one should note that, higher utilization, does not necessarily mean higher
virtualization overhead and interference. Virtualization overhead depends on the
characteristics of the application running on it. All the same, interference overhead
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depends on the characteristics of the co-located application not the overall system
utilization.
3.4.3 Contention Sensitivity
While virtualization guarantees application isolation, better resource utilization
and lower operational costs, they come at the price of the application slow down
and inter-VM performance interference in ways that cannot be modeled or seen
easily. Inter-VM performance interference happens when behavior of one VM ad-
versely affects the performance of another due to the contention in the shared use
of system resources. For example, two VMs may thrash in the shared hardware
cache when running together, but fit nicely when running in isolation. Interfer-
ence can happen at any level: memory, cache, I/O buffer, processor cache, etc.
Co-scheduled applications may negatively interfere with each other even if they
run on different processor cores because they share caches, memory channels and
storage devices. Although performance interference is inevitable when resources
are shared, there are ways to guarantee performance for VMs.
It is important to be able to quantify the contention experienced in a host since
interference degrades the performance of applications hosted on the VMs. An ap-
plication’s sensitivity to contention is defined by its potential to suffer performance
degradation from the interference caused by its contentious co-runners. The most
trivial way to determine an application’s degradation in performance is to measure
the drop in execution time. However, long running user facing interactive services
could use different metrics other than execution time to reflect performance. So
as to cater to the general range of applications, sensitivity of an application is
typically defined as [126]:
SensitivityA =
IPCA(isolated)− IPCA(Co− run)
IPCA(isolated)
(3.14)
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where IPC is the instructions per cycle of the application. This metric essentially
measures the drop in the number of instructions per cycle when co-located with
other VMs.
Total contention overhead in a host is governed by two major sources: contention
overhead and heterogeneity of resource usage due to VM co-location.
3.5 Application Power Modeling
Application energy characterization faces more challenges compared to the chal-
lenges of VM and hardware energy. Application Energy model should be accurate
enough in a coarse grained view toward energy characterization and increasingly
needs to be hardware oblivious. Fulfilling these requirements entails sketching a
model that maps the application requirements to a set of parameters that rep-
resent the tentative resource utilization in runtime. The typical state-of-the-art
approach as mentioned in the related work, is application profiling which fails to
meet hardware agnosticism.
The closest work to the approach to our proposal, i.e. analytical model for appli-
cation power characterization is found in [109]. However, this study is centered
on the algorithms and is only studied for a limited set of algorithms. Therefore,
a generalized model derived from the proposed model is required to build up a
framework for algorithm energy complexity. Besides, application energy analysis
in a hardware oblivious setting needs to take into account data flow among the al-
gorithms running in processes as the basic component of an application. Note that
in distributed application settings such as MapReduce, flow complexity broadens
its extent to network communication.
We propose energy complexity to analyze the energy consumption of an ap-
plication. Energy Complexity envisages energy dissipation paradigm for the ap-
plication regardless of the hardware, virtualization technology, or the operating
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system hosting it.  represents the Least Upper Bound (LUB) in energy com-
plexity context; whereas, the Greatest Lower Bound (GLB) is denoted by ε. To
analyze energy complexity, first the application should be divided into the phases
according to its different periods of resource intensiveness. Then, we can model
the energy dissipation in each phase according to the associated resource power
model multiplied, either by time elapsed in that phase, or the throughput of the
corresponding hardware. To exemplify, in the rest of this section, we formulate
storage, MapReduce and streaming service energy complexity as popular instances
of the cloud services.
3.5.1 Storage as a Service
To offer storage service on a distributed system, we need a decentralized storage
system e.g. Hadoop Distributed File System installed on top of the infrastructure
(HDFS) [30], and Tahoe-LAFS installed in P2P-cloud instance that we have. Gen-
erally, a decentralized storage system comprises to a set of storage nodes, client
nodes and coordinators. Storage nodes are coordinated by the coordinator nodes
which are aware of each individual node, e.g. NameNode and Introducer in HDFS
and Tahoe-LAFS.
Energy consumption of storage service factorizes to the communication, coordina-
tion and storage nodes energy dissipation.
ESaaS = Ecoordination + r × (Ecommunication + Estorage) (3.15)
Communication energy, Ecommunication is modeled as in hardware power modeling
section, i.e. Section 3.3, and Ecoordination denotes the energy consumed in the co-
ordinator host, following the host power model formulated in the previous section.
To make the data robust to failure and increase the distributed file system’s re-
liabiliy, data is replicated in different storage nodes, by default with replication
factor of 3 in HDFS and 10 in Tahoe-LAFS. r represents the replication factor in
a distributed file system.
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Estorage depends on the drive technology, for the SSD drives this value is only pro-
portional to the data size and trivially compares to the other parts energy, while
for the HDD drives based on rapidly rotating technology, this energy not only
depends on the data size but also data and disk head location. In HDD, power
drawn for retrieving the data is not negligible. There is some effort to model disk
power usage on HDD technology [9] as E∗storage =
P ∗HDD
τHDD
+ Ecompute. Where P
∗
HDD
represents the power dissipated in the hard drive for read/write operations, i.e.
∗ ∈ {read, write}. Dividing P ∗HDD by throughput τHDD, we can calculate the
energy consumption of disk for an operation. Moreover, for security reasons or
to save storage, data may be stored in encrypted or compressed format. In such
cases, read and write process may require additional decrypt/decompress and en-
crypt/compress stage, which are all computing intensive. Hence, Ecompute as the
representative of these processes can be formulated using the host power model
multiplied by the time elapsed to do the corresponding computing in the host,
when we map the energy complexity to the energy consumption of a specific hard-
ware. However, in the standalone energy complexity definition, the host energy for
the compute phase can be defined as the algorithm energy complexity. Algorithm
energy complexity is a function of the algorithm time complexity and the level of
parallelism.
Therefore, energy complexity of the storage is computed as follow:
SaaS = PUE × Phost × t+ Sdata
× [PUE × (
∑
h∈hops
rh × (Ph(host) + Ph(switch))
τh
+
P ∗HDD
τHDD
) + EInternet]
(3.16)
If we use SSD and allocate local resources then PUE = 1, and do not need over
the Internet communication. Therefore, ε for storage service follows ( 3.17).
εSaaS = Phost × t+ Sdata ×
∑
h∈hops
Pc(h) + Pc(s)
τh
(3.17)
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3.5.2 MapReduce as a Service
Here, we analyze the energy complexity of MapReduce applications. When a
MapReduce request is sent, the scheduler decides which host should perform the
job. Being assigned to the hosts, the input is split into nt inputs of size St(i) in the
map phase. Each individual task with specified input is allocated to a host; note
that more than one task may be assigned to a single host. To complete a task, a
host acquires not only the task input data, but also the appropriate VM containing
the execution code. Therefore, the data transmitted within the communication
infrastructure may need to include, conservatively, VM and input data with size,
Sin, where Sin =
∑
i∈nt St(i). In the second phase of MapReduce, i.e. the reduce
phase, output is aggregated in the output file of Sout and delivered as the job
result. Moreover, the output of the first phase, named intermediate output may
be exchanged among the hosts due to the shuﬄe-exchange phase. Overall, the size
of the transmitted data in this phase is Sinter. Therefore, the size of data to be
transmitted is following (3.18).
SMRd = Sin + nhosts × SVM + Sinter + Sout (3.18)
SVM and nhost denote the VM size and the number of hosts assigned to the job re-
spectively. The output data size and intermediate output size may vary according
to the MapReduce application type and the input file. The energy consumed to
transmit the required data for a job can be derived applying general communica-
tion energy in (3.8). Moreover, input and output data are needed to transmit over
the Internet, then this terms, (Sin+Sout)×EInternet, should be added to formulate
the overall communication energy.
The energy drained for computing is
∑
i∈nt Phost(i)× ttask(i) for each phase. ttask
is the time to process the assigned task in the host which is directly proportional
to the CPU utilization and clock frequency. In the application level, the time and
space complexity of each map and reduce phase algorithms can define the energy
consumed in these phases.
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Therefore, the energy complexity of a MapReduce application is formulated as
following:
(3.19)MR = PUE × [SMRd ×
∑
h∈hops rh × (Pswitch(h) + Phost(h))
τc
]
+
∑
i∈phases
∑
j∈nt
Phost(i, j)× ttask(i, j) + (Sin + Sout)× EInternet
As we see in (3.19), the level of distribution, affects the energy usage, by using
more VM images to transfer and install on the hosts. Hence, to reduce the energy
consumption, a strategy would be consolidating the tasks in the minimum number
of hosts as long as the resources are available and the performance is not violated.
Applying this policy contributes to less VM image transmission and intermediate
output data exchange. Moreover, by choosing the set of nodes within a cluster, we
can save transmission energy more in the layered architecture, due to the lesser
number of hops to traverse for communication.
If we serve the MapReduce applications locally, i.e. avoiding data transfer through
the Internet, we can omit the last term in the MapReduce energy complexity.
Moreover, by minimizing the PUE value and replication factor we can achieve the
min energy complexity as:
εMR = S
MR
d ×
∑
h∈hops Pswitch(h) + Phost(h)
τc
+
∑
i∈phases
∑
j∈nt
Phost(i, j)× ttask(i, j)
(3.20)
3.5.3 Streaming as a Service
The video streaming service can provide either online streaming, i.e. content
being encoded on the fly, or oﬄine streaming, i.e. serving previously encoded and
stored content. Thus, if we consider oﬄine video streaming, no video rendering and
encoding in the cloud side is required. Video frames are stored in the cloud storage
and retrieved on demand. Video decoding, on the other hand, is always done in
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the end user side. Hence, applying power aware video decoding mechanisms [105]
contributes to a more energy efficient service provisioning at the end user level.
Nonetheless, in cloud assisted live video streaming, e.g. Amazon CloudFront live
video streaming 9, video rendering is done in the data center servers. For instance,
CloudFront uses the Adobe Flash Media live encoder.
For oﬄine video streaming, the energy is dissipated in three parts, retrieving
the frames from the distributed storage system, and transmitting them over the
Internet. On the user side, this frames should be buffered and decoded to play
on the screen. Since, in all scenarios, we target the same end user, we presume
that the end user energy consumption is a constant amount for all given scenarios.
Therefore, the energy complexity of on-demand streaming is formulated as ODStaaS =
SaaS + u, where SaaS represents the energy complexity of storage service as
disscussed before, and u denotes the energy complexity of decoding at the end
user level. All the same εODStaaS = εSaaS + εu.
For live streaming, however, we should also model the video encoding energy
consumption Eencoding and replace it with the Estorage in (3.15). For the rest of the
processes we can follow the oﬄine streaming model. Video coding tightly couples
with the video format; nevertheless, we can safely assume that the encoding energy
is greater than or equal to the decoding energy in a particular hardware platform
due to the exhaustive, extra stage of complicated motion compensation recognition
process should be traversed in the encoding process. Here we consider H264 video
format. H264 video is formed as a set of consecutive frames of three different types:
I,P, and B frames. I frames are independent images while P frames are generated
based on their previous I frames and B frames are coded based on the frames before
and after them. Typically, the I frame coding follows the JPEG coding. B frame
coding draws more power compared to the I and P frame on the same machine,
since B frame relies on bi-directional differential coding of the values through the
JPEG coding process, EIencoding ≤ EPencoding ≤ EBencoding. Energy complexity in live
9http://docs.aws.amazon.com/AmazonCloudFront/
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streaming is formulated as the energy complexity of video rendering added to the
energy required to transmit the data.
3.6 Evaluation Framework
To evaluate the introduced system, we set up a simulation and measurement frame-
work with the configuration and scenarios explained in this section.
3.6.1 Hardware Configuration
For data center hosts we use set of Sandybridge and AMD servers. For P2P-cloud
we performed our study on cloudy 10, a cloud platform on top of Confine wireless
community network 11. P2P hosts include a set of Atom and Core i7 Ivybridge
computers.
Data center Network Setup Different topologies covering switch centric and
server centric systems have been studied and simulated using power consumption
values of switches that are available in the market. For the core switch, we opt for
Cisco Nexus 5596T, which has 32 ports of 10 Gbit Ethernet, and supports optical
networking due to SPF+ ports. It typically dissipates 900 W, while the maximum
power is 1100 W.
For the distribution and access layer switches, we rely on the Cisco Nexus 2232TM
switch, which has 32 ports of 1 Gbit and 10 Gbit Ethernet, with the over sub-
scription of 4:1. Its maximum power consumption is 386 W; nonetheless, it draws
280-350 W, typically. For commodity switches, we employ Cisco Catalyst 37590-
48TS, which consumes the maximum of 75 W and provides 48 ports. For all the
switches, because they include the recent technology of green switches, the power
10http://cloudy.community/download/
11http://confine-project.eu/
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Table 3.1: Data center network configuration
Layer Switch number of ports Communication type Power-average Power-max
Core Cisco Nexus 5596T 32 10Gbit Ethernet 900W 1100W
Distribution Cisco Nexus 2232TM 32 1 & 10Gbit Ethernet 300W 386W
Access Cisco Catalyst37590-48TS 48 100Mb & 1Gbit Ethernet 66W 75W
drawn for each port, in idle case, is almost zero. The data center network setup
is summarized in Table 3.1.
N.B: All the above values are derived from the devices’ datasheet. Table 3.1
summarises the above values. All the data is derived from devices data sheets.
For all the switches, since they include the recent technology of green switches, the
power drawn for each port, in idle case is almost zero. The power consumption
of an active server port is set to be 3W [58]. Exploiting Gigabit Ethernet, data
center network performance is more than 90%; therefore, τDC is above 967 Mbps.
Internet Power Consumption Internet energy consumption values are de-
rived from [10], which characterizes the distribution and access power of around
10.25 W and core power of less than 0.15 W per connection through a fast Ethernet
link, with the over subscription of 40:1.
P2P Communication Setting We characterize the power consumption in the
P2P-cloud by means of experimental measurements in a production wireless com-
munity network. The network consists of around 50 802.11an-based nodes. It
is deployed as part of the Quick Mesh Project (QMP) 12 and EU CONFINE
project 13. We refer to this network as QMPSU, which is part of a larger Com-
munity Network having more than 20.000 operative nodes called Guifi.net 14. An
experimental evaluation of QMPSU can be found in [34], and a monitoring page
is available in the Internet 15.
12http://qmp.cat
13http://confine-project.eu/
14http://guifi.net/en
15http://dsg.ac.upc.edu/qmpsu
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Table 3.2: HDD Specifications
Scenario Type Throughput random Throughput sequential Pidle Psequentialread Prandomread
Data center Western Digital RE NAS 4TB 6 Gbps 182 Mbps 8.9 w 10.2 w 10.9 w
P2P-cloud WD Scorpi Blue (WD5000BPVT) 500MB 3 Gbps 136 Mbps 0.65 w 1.6 w –
Figure 3.4: Monitoring infrastructure
Hard Disk Characterization For the storage in our evaluation, we follow the
hardware specified in Table 3.2.
3.6.2 Monitoring Setup
We have developed a monitoring infrastructure to collect several system-related
metrics during the execution of the workloads in our measurements 16. Figure
3.4 presents the elements that constitute this system. The main monitoring com-
ponent is located at the host, where one or more guest VMs are running. This
component collects four types of data: i) Frequency at which each of the cores is
running; ii) Performance counters, including the number of processing cycles, the
number of instructions, the references and misses when accessing the cache and
page faults of the virtual memory; iii) Overall CPU usage, memory usage, disk
reads and writes; iv) Instantaneous power consumption by reading an external
power meter attached to the host.
16Monitoring tool is available online at:
https://github.com/lsharifi/utility-monitor
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Guests are responsible for the life cycle of monitoring activities. When a new
experiment starts at the guests, a notification is sent to the host, requesting a
specific type of monitor to start. The guest also notifies the host to stop a given
monitor when the experiment finishes. The host collects the requested information
and redirects it to a logger machine, to minimize interference with disk operations.
Communication between all parties is socket-based.
3.6.3 Experiment Scenarios
We elaborate the energy consumption in P2P-cloud and data center under the same
workload condition. We aim to analyze the energy consumption on different cloud
models under the storage service, MapReduce workload, video compression, ray-
tracing and some scientific computing workload with the following configuration.
Storage Service Setting: The setting related to a storage service is based on
distributed transfer of files. We consider the Secure Copy (SCP) to transfer files
between different nodes. The setup is for transferring an ISO from the Cloudy
distribution, duplicated 4 times, making a total file transfer of 1.35 GB 17. We
have two scenarios, one that is read-dominant (copy from VM to another host)
and one that is write-dominant (copy from another host to the VM).
MapReduce Setting: In this part of the evaluation we have used the Tera-
Sort and WordCount applications. These applications explore the architecture
of MapReduce and are within its common operations. TeraSort works upon se-
quences of records of 100 bytes in length, where the first 10 bytes are a random
key. To generate such a sequence we used a companion tool, the TeraGen, which
generates a number of 100 byte records.
Regarding WordCount, the mapping phase splits the input into tokens and assigns
them an initial counting value of 1, with each mapper receiving an individual line
of the file. In the reduce phase, the words are aggregated and counted. Both
17http://cloudy.community/download/
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applications use the same input, generated by TeraGen, i.e the overal data size of
1 GiByte.
Video Compression: Video compression is a computation heavy application
and is becoming one of the common cloud services. For this, we use h264ref
application from SPECcpu2006 benchmark suit 18. 464.h264ref is a reference im-
plementation of H.264/AVC (Advanced Video Coding), the latest state-of-the-art
video compression standard. The standard is being applied for applications such
as the next-generation DVDs (Blu-ray and HD DVD) and video broadcasting.
The 464.h264ref source code is based on version 9.3 of the h264avc reference im-
plementation.
Ray-tracing: Ray-tracing is a rendering technique that calculates a photo-realistic
image of a three-dimensional scene by simulating the way rays of light travel in
the real world but it does so backwards. For ray-tracing, we use 453.Povray from
SPECcpu2006 benchmark suit. Povray algorithms are mostly sensitive to floating-
point computations.
Scientific computing: For scientific computing, we explore lbm, libquantum and
namd from SPECcpu2006 benchmark suit. lbm implements the so-called ”Lattice
Boltzmann Method” (LBM) to simulate incompressible fluids in 3D as described
in [106].
libquantum is a library included in SPECcpu2006 benchmark for the simulation
of a quantum computer. Quantum computers are based on the principles of quan-
tum mechanics and can solve certain computationally hard tasks in polynomial
time. It has also been deployed to analyze quantum cryptography.
namd in SPECcpu2006 is derived from the data layout and inner loop of NAMD,
a parallel program for the simulation of large biomolecular systems.
18https://www.spec.org/cpu2006/
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3.7 Results
In this section, we experimentally elaborate on the concept described so far in
this chapter. Here, first we sketch a power model for the hardware we introduced
as our experiment platform in the previous section, and characterize their energy
proportionality. Then, VM level power modeling and the effect of multi-tenancy
and virtualization technology are studied.
3.7.1 Host Power Modeling
To make a power model for the hosts in our measurement testbed, we rely on two
methods. First we do measurements using an external power meter attached to the
devices. Secondly, we make a model based on correlating the performance counter
values to the power consumption of the devices, as explained in the previous sec-
tion. To summarize, the following steps are taken to make a counter based power
model. 1) Specific set of microbenchmarks designed to stress each of the machine’s
components (i.e. CPU, memory, and I/O) at different levels of utilization. The
microbenchmark is designed using stress tool19, combined with CPULimit tool20
(Microbenchmark is available online21). 2) The microbenchmarks are executed to
gather the required data to train the model. 3) The model is produced by apply-
ing incrementally linear regression techniques on the training data for deriving the
weight in power consumption of each power component defined.
For power sampling in P2P-cloud nodes, we use Watts up pro power meter22 and
for the data center, an HP Intelligent Power Distribution Unit (iPDU)23, with
accuracy of 1.5W at current more than 20 mA is attached to the hosts and the
power data is available through a Ganglia monitoring system24. Note that we
19http://linux.die.net/man/1/stress
20https://github.com/opsengine/cpulimit
21https://github.com/lsharifi/Stress-benchmark
22https://www.wattsupmeters.com/secure/products.php?pn=0&wai=211&spec=4
23http://www8.hp.com/h20195/v2/GetDocument.aspx?docname=c04123329
24http://bscgrid28.bsc.es/ganglia2/
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Figure 3.5: Power model of studied hosts
Figure 3.6: LDR for studied hosts
disabled hyperthreading and turboboost all through our experiments and pinned
the frequency to the range of 1.9-2 GHz.
As shown in Figure 3.5-a the power dissipated in ATOM machines varies in range
of 3.5W and 20W, while in Corei7 device, Figure 3.5-b, it is in the range of 80.67W
to 216.3W. Data center Xeon hosts dissipate minimum of 74W and maximum of
216W, as demonstrated in Figure 3.5-c.
3.7.2 Energy Proportionality
Figure 3.5 and Figure 3.6 characterize the power usage and corresponding LDR
for all the hosts we used in our study, respectively.
As we see from the LDR values in Figure 3.6, Core i7 and Xeon CPUs are more
energy proportional when they are either underutilized or utilized for the 100%.
The worst LDR takes place around 50% utilization. Although, intuitively, the
higher utilization leads to less cost, from energy efficiency vantage point, this may
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Figure 3.7: QMPSU connectivity
not be true in a certain range of utilization. Thus, when deciding on the co-
location on our studied servers, we should take this factor into account to prevent
the range of 30-50% utilization, to be more energy efficient. However, as we see
in Figure 3.6, for low power ATOM devices, the LDR variation is less than 0.08,
and negligible, hence.
3.7.3 P2P Communication Power Model
Typically, QMPSU users have an outdoor router with a wifi interface on the roof,
which establishes wireless links with other users in the neighborhood. Addition-
ally, the outdoor router has an Ethernet interface connected to an indoor AP as
premises network as depicted in Figure 3.7.
From the QMPSU graph formed by the outdoor routers, we obtained an average
path length of 3.78 hops, thus, crossing 4.78 outdoor routers. Therefore, the
average power consumption of transmission between a pair of nodes in the network
is:
PWN = 2PAP + 4.78Prouter, (3.21)
where PAP and Prouter are the power consumption of the AP and outdoor routers,
respectively.
Additionally, experimental measurements show an average throughput of 10.9 Mbps
between nodes and their gateway (see [34]). This can also be estimated as the
average throughput between any pair of nodes. Regarding the round trip time
(RTT), experimental measurements in QMPSU give an average end-to-end RTT
of 18.3 ms, with standard deviation of σ = 50.6 ms.
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Figure 3.8: Power consumption of a typical indoor AP and outdoor router
with UDP traffic.
Table 3.3: Wireless Infrastructure Power Consumption
Power NS Power TP-LINK
Static 3.7 3.9
UDP-Max throughput 5.0 5.4
TCP-Max throughput 5.2 6.1
¯throughput = 10.9 Mbps 5 5
The most common outdoor router used in QMPSU is the Ubiquiti NanoStation M5
(NS) 25. As an indoor AP, we considered the TP-LINK WDR4300 26. For the
power measurements we relied on our own hand-made Power over Ethernet (PoE)
meter 27. We used a voltage and current sensors, and took power samples using
an Arduino type board.
Figure 3.8 illustrates the power consumption measured at the (a) TP-LINK and
(b) NS devices using UDP traffic vs. packets per second, varying the UDP packet
payload. Each point in the figure is obtained averaging around 5 × 104 power
samples captured during 1 minute, as described above. Figure 3.8 shows static
power of 3.7W and 3.9W, and maximum power of 5W and 5.4W, for the TP-LINK
and NS, respectively. A TCP experiment is performed, as well. We obtained a
throughput of 65 Mbps and power consumption of 5.2W and 6.1W at the TP-
LINK and NS, respectively. The measured values of Prouter for different hardware
in QMPSU is given in Table 3.3.
25http://www.ubnt.com/downloads/datasheets/nanostationm/nsm_ds_web.pdf
26http://www.tp-link.com/lk/products/details/?model=TL-WDR4300
27http://dsg.ac.upc.edu/poe_power_meter
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3.7.4 VM Power Modeling
Here, we use KVM 28 and QEMU 29 as the virtualization infrastructure. QEMU
is a generic and opensource machine emulator and virtualizer that achieves near
native performances by executing the guest code directly on the host CPU using
KVM kernel module. The applications run in the VMs are Memcached 30 and
MBW 31. Memcached is a widely used in-memory storage system and MBW is a
memory intensive application that is used to compute the memory bandwidth of
a machine. Both these applications contend for Last Level Cache (LLC) and the
Memory Controller. This contention degrades the performance of both applica-
tions and causes some changes in instantaneous power dissipation pattern.
3.7.4.0.1 VM power model accuracy and energy non-proportionality
effect: It is not possible to validate the per-VM estimations against empirical
data, because the current servers only provide aggregated power values. Thus,
to validate our VM energy accounting, we need to assume that the sum of the
predicted energy consumption of each virtual machine running on the system must
be the same as the overall platform’s energy consumption. Even when these values
are not actually the same, we consider the error to be uniform (i.e., proportionally
the same difference) across VMs.
Following the above validation method, in Figure 3.9, considering the energy non-
proportionality of the servers - i.e. bars labeled as enp-* - the cumulative power
dissipation of the co-located VMs is very close to the total power drawn in the
server. However, in this figure, ep bars which ignore the effect of multi-tenancy
in the energy non-proportional ecosystems, demonstrate a huge margin of error
in the VM power estimation, hence clearly justifying the need for our proposed
model.
28http://www.linux-kvm.org/page/Main_Page
29http://wiki.qemu.org/Main_Page
30http://memcached.org/
31http://manpages.ubuntu.com/manpages/utopic/man1/mbw.1.html
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Figure 3.9: Effect of energy non-proportionality in VM power modeling. X-
axis shows the workload for Memcached in Requests Per Second (RPS) and
Y-axis shows the normalized power
3.7.4.0.2 Interference Effect: Figure 3.10 shows the power consumption of
MBW VM instance, running on six cores, alone and also co-located with Mem-
cached with different workloads. From Figure 3.10-a, we see that for most scenar-
ios, power dissipation increases up to 1.5% in co-located runs. Since the execution
time is not a valid metric for MBW, we cannot directly perform energy accounting
for this application. Nonetheless, considering a long runtime period, 1˜% increase
is mapped to a remarkable energy amount.
Moreover, for those classes of applications, which terminate after a while, resource
utilization may not increase or even slightly decrease in one sample. However,
overall energy consumption, which represents the cumulative value of the samples,
increases as a result of longer execution time. Therefore, scheduling algorithms
should be revisited, baring this fact into account.
In cases that static power division, among the VMs, cannot compensate the co-
location overhead, multi-tenancy fails to reach energy capping goals. Besides, as
mentioned in the definition of Energy Effectiveness in Section 3.2, energy and
performance should be considered together in any scheduling decision. For in-
stance, co-locating Memcached with MBW significantly increases the latency of
Memcached. Figure 3.10 depicts the overhead of co-location as well as energy
effectiveness for the above scenarios.
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Figure 3.10: Power Consumption of MBW
3.7.5 Virtualization Technology
Figure 3.11 shows the average energy consumption of running the applications
described in Section 4.3.2, either i) directly on the native host operating system,
or ii) by using Linux containers (LXC), and iii) the kernel-based virtualization
(KVM). In this experiment applications are executed inside each virtualization
container. The containers were limited to either 1 or 2 virtual cores, which are
pinned to physical cores.
As we see in this figure, different VMs suit different applications. For instance,
in single thread applications, such as H264ref, increasing the number of cores,
may lead to increase in energy consumption, due to more active cores and little
improvement in the performance. Moreover, in all cases LXC dissipates less energy
compared to the KVM, thanks to its near native execution, which happens due to
sharing the kernel/OS code.
Figure 3.13 shows the results for energy effectiveness, our service level evaluation
metric in the framework, as explained in Section 3.2.
The advantage of running LXC in the P2P-cloud is demonstrated by these sets
of results as shown in Figure 3.11, 3.12, and 3.13. LXC is currently deployed on
Cloudy platform 32 (a Debian-based Linux distribution also targeting Raspberry
32http://cloudy.community/
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Figure 3.11: Effect of virtualization technology on energy
Figure 3.12: Virtualization Overhead
Figure 3.13: Energy effectiveness vs. virtualization technology
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Figure 3.14: Interference effect on CPU and memory intensive workload
Pi devices), which is a community network based cloud. KVM leads to an extra
energy consumption, in average, when compared with LXC.
3.7.6 Virtualization Density
To quantify the effect of virtualization density and co-location on application en-
ergy consumption and energy effectiveness, we study a set of workloads from
SPEC-CPU2006 benchmark 33, including: lbm, libquantum, povray and namd.
The first two are memory and CPU intensive, while the latter ones are only CPU
33https://www.spec.org/cpu2006/
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Figure 3.15: Sensitivity of different workloads when co-located with gcc
intensive. We draw the cumulative value of four generic counters in Figure 3.14,
i.e. cycles, instructions, cache references and cache misses. The difference in the
cumulative value of three counters that we employed in our power model, indicates
the excess energy consumption due to the co-location excluding the static power
dissipated, while the cumulative cycles difference is the indicator of performance
degradation due to interference and co-location overhead. Also, longer residual
time causes for more of static power consumption to be charged for a specific
application. Therefore, co-location is worthy just if the following condition is met:
ps × (∆t+ tisolated)
NVMs
+
∑
c∈counterset
∆CF (c) < ps × tisolated
This statement implies that the excess power induced by co-location and interfer-
ence should be less than the static power drawn during an isolated run. Note that
∆∗ represents the difference of values for parameter ∗ in co-located and isolated
runs; that CF (c) denotes the cumulative value of counter c at the end of a run;
and that counter set includes: instructions, cache references and cache misses.
Figure 3.15 depicts the sensitivity of the different SPEC benchmarks to contention
with another workload, gcc (SPEC-CPU2006) as explained in Section 3.4.3. We
chose gcc from SPECcpu2006 benchmark suit for co-location with all our studied
workloads due to its longer execution time, which guarantees interference during
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Figure 3.16: Vulnerability Factor
the whole run cycle of our selected workloads. Since povray and namd are CPU
intensive, they have much lesser sensitivity to contention in comparison with lbm
and libquantum. This observation has a direct consequence and can aid in in-
creasing the virtualization density in cloud machines. Co-locating CPU intensive
applications with Memory intensive applications can, thus, result in a higher VM
density without actually degrading performance, and accruing excessive penalty
in energy consumption.
3.7.7 Energy Effectiveness and Vulnerability Factor
In Figure 3.16, sensitivity of energy effectiveness to α parameter tuning, i.e. vul-
nerability factor, is demonstrated. This figure indicates how important is the
tuning of the α parameter for different applications. Figure 3.16 depicts that
applications sharing the same general characteristics show similar behavior to α
tuning. Terasort and Wordcount, on top, are both MapReduce applications, which
are computing and I/O intensive applications. H264, lbm, libquantum and povray
as computing intensive applications follow, almost, the same pattern by varying
the α value. However, SCP-read/write on the bottom of the graph, as I/O inten-
sive applications, indicate the least range of variation due to α changing.
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Moreover, this figure reveals that the computing intensive applications are more
vulnerable than communication intensive ones to the α miss-configuration. This
phenomena stems from the fact that computing intensive applications are more
energy hungry and sensitive to the performance drop.
3.8 Summary
In this chapter, as the major contribution, we addressed the formulation of a per-
formance aware energy analysis metric by introducing energy effectiveness, which
can be specified in each layer of service provisioning stack, i.e. application, virtual
machine/OS and hardware, from a course-grained, asymptotic, hardware agnos-
tic conceptualization on top of the stack to an accurate, fine-grained, hardware
dependent formulation on the bottom layer.
Further to proposing energy effectiveness, we introduced an approach to estimate
energy across the stack. We formulated power consumption in communication
and process elements of different cloud platforms, and discussed the added com-
plexity in power modeling rooted in the multi-tenancy as the cornerstone of cloud
service provisioning. Besides, we characterized the energy complexity in the ap-
plication layer via three examples of Storage as a Service, Streaming as a Service
and MapReduce.
In the next chapter, we form a service analysis framework, leveraging the energy
effectiveness metric we introduced here, to improve energy effectiveness by efficient
service platform selection.
—”Your scheme must be the framework of the universe;
all other schemes will soon be ruins.”
-Henry David Thoreau
4
Analysis Framework
P2P-clouds consist of vast sums of ubiquitous commodity ICT resources, which
introduce an opportunity to scale the cloud service provisioning beyond the borders
of giant cloud service providers such as Amazon that rely on gigantic data centers.
However, since energy consumption is becoming crucial in the industrial world,
including IT sector, emerging technologies should be energy efficient enough to be
able to survive in the new economics paradigm.
To understand if P2P-cloud, as an emerging cloud paradigm meets the above
condition, in this chapter we sketch a comprehensive view of energy consumption
within a service life cycle. A hardware agnostic framework is needed to cope with
the hardware diversity. It is required to assess, or provide meaningful estimation of
the energy consumption on any hardware platform. Leveraging such a framework
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assists the resource manager module and broker to make energy aware decisions for
resource allocation in the federated environment of P2P-clouds and data centers.
As the major contribution in this chapter, after surveying the related work in
energy aware scheduling and resource allocation in Section 4.1, we introduce an
energy analysis framework to compare the effectiveness of a diverse range of ser-
vices in P2P and data centers in Section 4.2. We scrutinize the energy consumption
for the MapReduce applications as a case study in Section 4.3. Afterwards, us-
ing our framework, we compare different cloud services in both data center and
P2P-cloud scenarios, keeping data center granularity in perspective, Section 4.4.
Relevant publications to this chapter’s contributions are [113, 118].
4.1 Related Work
Power management in data centers embodies in local and efficient electricity source
selection, thermal management, workload consolidation and task scheduling [98].
Dynamic power management is usually translated to server consolidation which
includes VM migration and server shutdown or hibernation [99].
4.1.1 Server Consolidation
Server consolidation is one of the most promising energy oriented scheduling solu-
tions which offers dynamic capacity provisioning through turning on and off the
data center servers [16, 17, 143, 146]. Beside energy capping in this technique,
several aspects including service performance and reliability should be factored in
the scheduling mechanism.
In [20] a framework is proposed for intelligent consolidation using different ap-
proaches such as turning on/off machines, power-aware consolidation algorithms,
and machine learning techniques to deal with uncertain information while max-
imizing performance. They employed models learned from the previous system
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behaviors to predict power consumption levels, CPU loads, and SLA timings, in
scheduling decisions.
Aiming at server consolidation, research in [143] investigates the resource provi-
sioning problem from the cloud provider’s perspective, where resource demand and
usage are multi-dimensional. This solution considers resource usage and capacity
for multiple resource types, such as CPU and memory.
4.1.1.0.1 VM migration: In tandem with server consolidation, VM migra-
tion is introduced as a key solution. Beloglazov et al.[16] present a decentralized
architecture of a resource management system for cloud data centers that aims to
use continuous optimization policies of VM placement. They look at factors such
as CPU, RAM, network bandwidth utilisation, and physical machine’s tempera-
ture, to better reallocate machines and improve overall efficiency. In their other
work [17], they detect over-utilisation and under-utilisation peaks to migrate VMs
between hosts and minimize the power consumption in the data center.
Research in [17, 55, 66, 139] has relied on full VM migration to reduce energy con-
sumption by consolidating VMs and switching hosts to low-power mode. Nonethe-
less, full VM migration requires the target host to have enough resource slack to
accommodate the incoming VMs, resulting in low consolidation ratios. In contrast,
Oasis [146] implements a hybrid approach that uses partial and full VM migration
to achieve very high consolidation ratios and save energy in heterogeneous server
architectures. Partial VM migration consolidates only the working set of idle VMs
and lets VMs fetch their memory pages on-demand [24].
4.1.1.0.2 Dealing with the latency issue: Server consolidation may in-
crease latency, due to boot up delay [99]. To tackle this issue, PowerNap [90]
describes a mechanism to eliminate idle power waste by letting servers quick tran-
sition between high and low-power modes in response to workloads. Moreover, Isci
et al. [66] describe a virtual server platform that supports low-latency, low-power
modes.
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4.1.2 Tackling System Dynamics
The major challenges in energy efficient resource allocation are composed of choos-
ing workload type and interference between different workloads, and resource us-
age, performance and power consumption. Tangential with this trend, adaptive
resource allocation policy design is crucial. This dimension refers to the degree to
which an energy aware resource allocator is able to adapt to dynamic or uncertain
conditions. The uncertainty arise from a number of factors including: resource
capacity demand, failures and user workload pattern [60].
The lack of energy proportionality of typical computer hardware and the fact that
important workloads (such as search) require all servers to remain up regardless
of traffic intensity renders existing power management techniques ineffective at
reducing energy use. PEGASUS solution [83] presents a feedback-based controller
by exploiting request latency statistics to dynamically adjust server power man-
agement limits in fine-grain, running each server just fast enough to meet global
service-level latency objectives.
Two main optimization approaches have been proposed for energy-aware schedul-
ing in the state-of-the-art. The first is the independent approach, which assumes
that energy and performance are independent goals for the optimization problem.
The second is the simultaneous approach, which optimizes performance and en-
ergy at the same time, modeling the problem as a multi-objective optimization.
Of these two, the simultaneous approach is the most comprehensive, because the
algorithms are oriented to find Pareto optimal schedules. Therefore, no single
scheduling decision can strictly dominate the others with better performance and
lower energy consumption at the same time.
Lee and Zomaya [79] studied several dynamic voltage scaling (DVS) based heuris-
tics to minimize the weighted sum of makespan and energy. A makespan-conservative
local search technique is used to slightly modify scheduling decisions when they do
not increase energy consumption for executing jobs, in order to escape from local
optima. Mezmaz et al. [91] improved on [79] by proposing a parallel, bi-objective
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hybrid genetic algorithm for the same problem using the cooperative distributed
island/multi-start model, which significantly reduces the execution time of the
scheduling method.
Pinel et al. [102] proposed a double minimization approach for scheduling inde-
pendent tasks on grids with energy considerations, first applying a heuristic ap-
proach to optimize makespan, and then a local search to minimize energy consump-
tion. They proposed greedy and genetic algorithms to solve the makespan-energy
scheduling problem subject to deadline and memory requirements.
Energy-aware control techniques have also been developed for networks of data
centers. Work in [95] introduced an energy consumption model for multi-core
computing systems. The new model is based on the energy required by the system
to operate at full capacity, the energy when not all the available cores of the
machine are used, and the energy that each machine on the system consumes in
idle state (MIN-MAX mode).
Work in [96] presents a multi-objective optimization approach applied to the prob-
lem of operating a data center while taking into account power profiles, temper-
ature, and QoS (modeled by task deadlines). The data center model considers
a computing infrastructure, heating ventilation-air conditioning and free cooling
systems, and renewable power sources. A fully multi-objective approach is used for
the data center planning problem, which is solved following the simultaneous ap-
proach for scheduling. All three problem objectives are simultaneously optimized.
The proposed schedulers provide a set of non-dominated Pareto solutions in each
run, which account for different trade-off solutions to the data center planning
problem, to be used by the data center operator in different situations.
EQVMP (Energy-efficient and QoS-aware Virtual Machine Placement) [136] is a
solution with three objectives, inter-machine communication and energy reduction
with load balancing. They group the machines to reduce communication and the
allocation is done by finding the machine with the resource availability closer to
the request. By controlling the information flow, they manage to migrate VMs
and keep improving the disposition of the VMs.
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PreAntPolicy [44] consists of a prediction model based on fractal mathematics
and a scheduler on the basis of an improved ant colony algorithm. The predic-
tion model determines whether to trigger the execution of the scheduler by virtue
of load trend prediction, and the scheduler is responsible for resource schedul-
ing while minimizing energy consumption under the premise of guaranteeing the
Quality-of-Service (QoS). This approach offers an effective dynamic capacity pro-
visioning model for resource-intensive applications in a heterogeneous computing
environment and can reduce the consumption of system resources and energy when
scheduling is triggered by instantaneous peak loads.
FORTE (Flow Optimization based framework for request-Routing and Traffic En-
gineering) [49] dynamically controls the fraction of user traffic directed to each
data center, in distributed data center model, in response to changes in both re-
quest workload and carbon footprint. It allows an operator to navigate the three
way trade-off between access latency, carbon footprint, and electricity costs and
to determine an optimal data center upgrade plan in response to increases in the
traffic load. Authors in [49] show that carbon taxes or credits are impractical in
incentivizing carbon output reduction by providers of large-scale Internet applica-
tions.
The state-of-the-art approaches aim to reduce energy consumption and improve
resource usage, but they only consider scheduling within data centers, without
addressing resource scheduling in wider areas such as vicinities in P2P-clouds, and,
as such, they: i) do not consider energy cost of networking in wide area, ii) thus,
they only provide simplified modeling of energy consumption of workloads, iii) do
not help in the problem of deciding whether to schedule in data center or in P2P-
cloud, iv) they do not fully incorporate any notion akin to energy effectiveness,
which adaptively combines performance and energy conservativeness in scheduling
decisions.
To the best of our knowledge, there is limited work addresses the energy consump-
tion analysis in P2P platforms. In [94] a high level model of P2P and data center
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energy consumption is introduced, and [130] compared streaming services in nano-
data centers with gigantic ones in terms of energy consumption. In this chapter
we introduce an analytical framework to characterize service energy consumption
in a P2P assisted cloud platform.
The work described in this chapter [113, 117] reveal that, in the contest between
classic data centers and P2P-clouds, the latter can compete with the classic data
center model in terms of energy efficiency for specific services, as long as the
jobs are served mostly locally. Nonetheless, there is no straightforward global
answer for this question, since energy consumption depends on a diverse range of
factors on service provisioning stack, from hardware specifications to the service
characteristics and execution platform.
4.2 Shaping an Energy Efficient Overlay
Since resource scarcity is a challenge in P2P-cloud, one may think that increasing
the number of resources can solve the issue. However, more resource availability
incurs more static power consumption in the system and in case of wireless commu-
nication, interference may occur. Therefore, there is a trade off between resource
availability and energy efficiency. Nonetheless, there are some mechanisms that
can improve the service experience in P2P platforms without increasing resource
availability such as caching. Equipping each vicinity with local cache can decrease
the communication required through the Internet which is the most expensive
communication in terms of energy efficiency [117]. We evaluate the effect of using
local cache in P2P in Section 4.4.
Furthermore, leveraging P2P-cloud, heavily decentralized, brings two advantages:
i) cooling becomes a non-issue compared to data centers, with energy and infras-
tructure savings, and ii) the lower and more scattered energy usage lowers the
peak power requirements, thus increasing the chances of obtaining energy from
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Figure 4.1: P2P Assisted Cloud Architecture
renewable, local or retail energy, without requiring the additional massive invest-
ments by providers in wind, solar, etc. power plants to ensure availability during
such peaks.
Nevertheless, since P2P cannot fulfill all the performance requirements of every
service, a federated platform of P2P and data center, as illustrated in Figure 4.1,
can be a solution to improve the energy effectiveness of service provisioning in a
multi-tenant platform. As shown in Figure 4.1, P2P nodes contribute to service
provisioning through local broker, which prioritizes the local resources in allocation
process. Nonetheless, if the local resources, within the vicinity, cannot fulfill the
service requirements, local broker contacts central broker to provide the resources
through data centers.
4.2.1 Energy Aware Platform Selection
Generally, each service consumes energy on hosts and communication infrastruc-
ture. Host energy factors in CPU, memory, storage and other I/O devices energy.
Hence, by analyzing each service to understand the hotspots in resource consump-
tion, we can derive a conclusion about which platform better suits the service.
Equipped with an insight into the energy consumption pattern of each individ-
ual service, local brokers can make energy-aware service platform selection and
resource allocation in the federated cloud architecture, as shown in Figure 4.1.
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Algorithm 1 Resource management in broker
1: function resource management(host power{cpu, disk,memory},
host qos{mips, disk r/w throughput})
2: Insert(host , ascending sorted hostlist according to cpu power)
3: Insert(host , ascending sorted hostlist according to memory power)
4: Insert(host, ascending sorted hostlist according to disk power)
5: end function
In this layered architecture, local brokers are responsible for collecting power and
capacity of the hosts in the edge layer. Local broker holds an ascending sorted
host list, sorted based on different characteristics of host; thus, every time a new
peer wants to join the system, its characteristics are added to this sorted list, as
explained in Algorithm 1.
Therefore, considering Binary-tree implementation, the complexity of updating
and maintaining this list is O(log n), where n represents the number of peers in
the vicinity. Besides, local brokers are connected to the central broker which holds
the same information for data centers and follows the same procedure to keep the
list updated. However, this list is less dynamic compared to the one in the local
broker.
In Algorithm 2, we portray how a broker can take into account the energy aware-
ness in resource allocation process for each service. In this algorithm, when the
energy consumption for the service in P2P is more than the most energy conser-
vative data center, the service is directed to be served in the data center (i.e. line
7). Otherwise, according to the service characteristics, either it is CPU-intensive,
memory-intensive or I/O-intensive (computable through analyze service(service)
function). Application intensiveness, in this function can be decided according to
the minimum hardware requirements to run it. Then, the energy effectiveness
of the most energy conservative resources of P2P resources required to serve the
service is calculated. If this value meets the minimum service quality and the
resources are available, service is directed to the P2P (i.e. line 10); otherwise, it
has to be directed to the data center.
The core of this algorithm is implied in line 10; where, the decision should be
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Algorithm 2 Resouce allocation policy
1: function resource allocation(hostlist, service, α) . α represents the
effectiveness factor
2: intensiveness=analyze service(service) . analyze service returns either of
these values {cpu,memory,disk}
3: i=0
4: while (i < length(hostlist)) do
5: ∆Ecompute ←
∑
i∈NP2Phost
EP2Phostlist[intensiveness][i](U)−
∑
i∈NDChost
EDChostlist[intensiveness,top](U)
6: ∆Ecommunic ← NP2Phops × EP2Pcommunic −NDChops × EDCcommunic
7: if (∆Ecompute + ∆Ecommunic ≥ 0) then
8: return Direct to data center
9: end if
10: if (E(hostlist[intensiveness][i]))≥ E(*) and (resource available)) then
11: return allocate(hostlist[intensiveness][i]))
12: else
13: increment(i)
14: end if
15: end while
16: return Direct to data center
17: end function
made by calculating the energy effectiveness of running the application on the
host appearing on top of the hostlist. Therefore, the average and worst case time
complexity of our resource allocation policy algorithm is O(n); where, n denotes
the number of nodes in the vicinity. This order of complexity indicates that more
resource availability in the vicinity not only increases the static power, but also
slows down the resource allocation phase.
As a result, defining the right vicinity size plays a leading role in moving toward en-
ergy efficient P2P-assisted cloud platform. To define each vicinity borders, diverse
range of mechanisms have been proposed [138, 142, 144]. For instance, location
awareness is attainable via techniques such as using RTT [138, 144], Euclidean
distance [145], longest IP prefix matching and AS (Autonomous System) num-
bers [142]. However, the optimum number of nodes in the vicinity, keeping energy
efficiency in perspective, is still an open question.
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4.3 MapReduce Case Study
To scrutinize the proposed framework, we analyze the energy consumed per MapRe-
duce job, both in the data center and P2P models. Here, we characterize the
Hadoop implementation of MapReduce, as depicted in Figure 4.2 with five phases
of Map, collect, split, combine, shuﬄe and Reduce. Map, collect, split, and Re-
duce are generally accomplished in hosts, while combine and shuﬄe are network
and storage hungry phases.
4.3.1 MapReduce Data Flow Analysis
Recalling from previous chapter, here we analyze what happens when a MapRe-
duce request is sent to a data center. The input is split into nt inputs of St in the
map phase, to assign the tasks to the hosts. Each individual task with specified
input is allocated to a host in the data center. To complete a task, a host acquires
not only the task input data, but also the appropriate VM containing the execu-
tion code. Therefore, the data transmitted within the data center communication
infrastructure includes VM and input data. For input data size, Sin, we assume
several cases from the range of 1GB to 50GB.
In the Reduce phase, output is aggregated in the output file of size Sout and deliv-
ered as the job result. Besides, the Map phase output, which is called intermediate
output, is exchanged among hosts as a result of the shuﬄe-exchange phase, with
size Sinter. Therefore, the data to be transmitted is as depicted in Figure 4.2.
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SVM and |hosts| denote the VM size and the number of hosts assigned to the job
respectively.
The output data size and intermediate output size may vary according to the
MapReduce application type and the input file. A diverse range of output and
intermediate output sizes is elaborated across our evaluation scenarios, in this case
study; however, in typical cases, we consider the intermediate output and output
size to be 30% and 10% of input data size.
4.3.1.0.1 Data center communication: The energy consumed to transmit
the required data for a job, as shown in (3.8), is the multiplication of power drawn
for the communication by the amount of data that should be transmitted, as de-
picted in Figure 4.2, over the network throughput, τDC . Considering three-tier,
switch centric network architecture for intra-data center communication, recalling
from (3.8), if we assume a one hop path to traverse in each tier, the energy con-
sumption in this part follows (4.1). P intra DCswitch (l) represents the power drawn in the
switch at layer l, in the three-tier architecture. Note that we assume homogeneous
replication factor and strategy in all the levels of the data center network. Sd repre-
sents the size of the data that should be transmitted over the data center neworks,
which can be computed according to the formula in Figure 4.2. P intra DCswitch (l) de-
notes the power drown in layer l of the intra-data center communication.
EMRintra DC comm =
Sd × r
τDC
×
3∑
l=1
P intra DCswitch (l) (4.1)
4.3.1.0.2 P2P communication: To analyze the energy consumed in the P2P-
cloud per MapReduce job, we should consider two different scenarios. A case where
jobs are assigned to the hosts within a vicinity, i.e. intra-vicinity, and the second
case for inter-vicinity responses. In case of inter-vicinity responses, a job may be
assigned to hosts in another vicinity. The input data, intermediate output and
VM images should be sent to the distant host through the Internet. On the other
hand, in case of intra-vicinity responses, VM, input and intermediate output data
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need only to be sent to a host via wireless network. To exemplify, considering
IEEE 802.11a wireless infrastructure and TCP protocol, we obtained throughput
τintra P2P = 10.9Mbps, with the average number of hops to traverse of 2 for the
access points and 4.78 for routers, as we discussed in the previous chapter. Overall,
the energy required to accomplish a MapReduce job on community for the intra-
vicinity mode is given in (4.2).
EMRintra P2P =
Sd
τintra P2P
(2PAP + 4.78Prouter) (4.2)
In inter-vicinity mode, besides the energy consumed in the vicinity, some energy
is dissipated for transmitting the input data and VM images to the far vicinities.
Therefore, the energy drawn in such scenarios have an added term to (4.2), and is
explained as EMRinter P2P = E
MR
intra P2P + Sin + (nhosts × SVM)× EInternet
EP2Pc =
∑
h∈hops
Pc(h)× rh × Sd
τh
(4.3)
4.3.1.0.3 Communication over the Internet: Further to intra-data center
or intra-vicinity communication in P2P, input and output data should be trans-
mitted over the Internet, in the data center and inter-vicinity service provisioning
cases of P2P service provisioning. Recalling the Internet energy consumption as
modeled in the previous chapter, the energy consumed over the Internet follows:
EMRInternet =
Sin + Sout
ϕ
×
∑
∗∈L
Pc(∗)× |hops(∗)|
τ∗
(4.4)
4.3.1.0.4 Computing Energy: The energy drained within each host is Phost×
ttask for each phase. ttask is the time to process the assigned task in the host.
Therefore, the overall computing energy dissipation follows (4.5).
EMRcompute =
∑
i∈phases
∑
j∈nt
Phost(i, j)× ttask(i, j)× rij (4.5)
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Table 4.1: VM Specifications for MapReduce Case Study
Type Cores Memory Storage number of number of
(GB) (GB) mappers reducers
Small 1 1 1 1 1
Medium 1 3.75 4 1 1
Large1 2 7.5 32 1 1
Large2 2 7.5 32 2 2
4.3.1.0.5 Caching: As stated, the MapReduce workload is composed of input
data, intermediate output data and VMs that contain the computing platform.
A remarkable amount of energy is consumed to transmit the VM packets over
community network. To alleviate the burden of VM transmission, in this work,
we introduce the caching mechanism to save most prevalent VMs in community
nodes, i.e. P2P-cloud with cache. In this way, we can save the energy required to
transmit the VMs over the community each time.
4.3.2 Experiment Setup and Scenarios
In this section, we study MapReduce service provisioning in clouds with more
details. We analyze the energy consumption on P2P-cloud and data center models
under the MapReduce workload with the following configuration.
We follow the same hardware configuration as stated in Chapter 3. Recalling from
the previous chapter, for the P2P-cloud nodes we rely on the Clommunity 1 which
employs the Jetway JBC362F36W with Intel Atom N2600 CPU with the maxi-
mum power of 20W, as well as the Dell OPtiplex 7010 desktop machines. Data
center hosts are set to be HP Pro Liant servers equipped with Intel Sandybridge
CPUs. The community cloud infrastructure is modeled as wireless network which
employs wireless antenna consuming the maximum of 5.5 watts. For the data cen-
ter switches , we apply the power values computed according to the data provided
in the switches data sheets; Internet energy consumption values are derived from
[10]. Four VM types as shown in Table 4.4 are employed.
1http://wiki.clommunity-project.eu/
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For most scenarios, we assumed a typical workload of input data size of 15 GB,
overall intermediate output size is 30% and the final output size is 10% of the
original input. For the sake of comparison through this evaluation, we take small
VMs to execute the tasks, unless it is explicitly mentioned. We study energy
consumption in the following scenarios:
A. P2P-cloud without cache: the base P2P-cloud scenario, assuming that
the entire contents of workloads have to be downloaded via wireless, but are
always available within the vicinity.
B. P2P-cloud with cache: same as above scenario, but enhanced with
caching locally to the nodes the most popular VMs and data files within the
vicinity, thus reducing the amount of repeatedly downloaded information.
Note that in this scenario and the scenario above we assume that resource
scarcity never occurs.
C. P2P-cloud with inter-vicinity responses: the worst case P2P-cloud
scenario, the base one but the content is not available within vicinities, thus
accounting for inter-vicinity communication and extra costs.
D. P2P-cloud with cache and inter-vicinity responses: same as above,
extended with local caching of VMs and data files, thus reducing the amount
of repeatedly downloaded information.
E. Classic data center: For comparison against the classic data center sce-
nario, where users access the data center exclusively through wired networks,
we exploit the data center model with 4 rows of 32 clusters each with 32 hosts
for the data center model.
4.3.3 P2P-cloud Energy Consumption
In Figure 4.3, we show the energy consumption for each of the defined scenar-
ios as the workloads vary across two parameters, VM size and input data size.
Naturally, energy consumption increases for workloads executing larger VMs and
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Figure 4.3: Energy consumption for various inputs across scenarios
when processing larger input data files. Comparing to the classic cloud, P2P-cloud
consumes quite less energy as long as the jobs are performed locally. Generally,
the energy required to accomplish jobs in data center model exceeds that of the
P2P-cloud in any cases if the input size is big enough or the VM is large. However,
we should bare in mind, this energy saving occurs by sacrificing the performance.
As shown in Figure 4.3, the energy consumption in P2P-cloud in case of providing
the service within the vicinity is much less than the case of inter-vicinity scenario,
since in the inter-vicinity service provisioning we should transmit the input, out-
put data and in some cases the VMs through Internet, which is the most energy
hungry element of the P2P-cloud system. In general, the communication energy
is fluctuating more in P2P-clouds, while the processing energy is more varying in
classic data centers.
4.3.4 VM size effect
As shown in Table 4.4, we consider three different types of VMs with different
capabilities of processing MapReduce tasks. Figure 4.3 highlights the effect of
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VM size in MapReduce task processing in three scenarios. As depicted, the en-
ergy consumption in P2P-cloud intra-vicinity processing is neutral to VM size,
but is dependent of the MapReduce task processing slots available in the VM.
By including more slots in a VM, we save more energy, since less communication
overhead is induced. The energy consumption of communication in P2P-cloud
constitutes an enormous portion of the consumption and even more than compu-
tation cost. Although increasing the level of parallelism within a VM can improve
the energy saving, it should be bared in mind that in P2P-cloud the processing
power of the nodes is very limited and we cannot develop large VMs there. Never-
theless, increasing the task co-location in classic data center hosts can be a more
practical solution for energy saving purposes. As shown, energy consumption of
inter-vicinity scenario is independent of the VM size as long as the VM images are
available in the serving vicinities, since the input and output data transmission
energy dominates the process energy consumption.
Increasingly, Figure 4.3 reveals the importance of choosing the right VM according
to the input size besides choosing the appropriate platform. To exemplify, in a
classic data center for the input size of less than 10 GByte, processing on small
VMs is the most energy efficient choice due to the process power saving of small
VMs.
4.3.5 Input-(intermediate) output Proportionality
Here, we study the relation of intermediate output and output size of the MapRe-
duce applications on the energy consumption to get an insight into the appropriate
VM as well as system to run different MapReduce applications. Figure 4.4 illus-
trates the importance of VM selection for applications with smaller input and
output sizes. As shown in Figure 4.4, in cases that input size is small, i.e. 5GB
and the output is less than 40% of the input data, data center model outperforms
the inter-vicinity scenario.
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Figure 4.4: Energy consumption of applications with different input-output
sizes running on small VMs
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Figure 4.5: Energy consumption of a 5GB input application running on dif-
ferent VMs across scenarios
Figure 4.4 focuses on small VMs. To be more precise, we draw the energy con-
sumption for small inputs across different scenarios including different VMs in
Figure 4.5 because the intermeidate-output has to be exchanged among vicinities
in this case. As depicted in Figure 4.5, in small and medium VMs there is a
cross point among data center energy consumption and inter-vicinity responding
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Figure 4.6: Impact of number of neighbours in vicinity diameter on average
hops between two nodes.
in P2P-cloud, Figure 4.5.a and Figure 4.5.b. However, for the large VMs, energy
consumption of data center always exceeds the P2P-cloud scenarios even for the
small input size, Figure 4.5.c and Figure 4.5.d.
4.3.6 Vicinity Density
Here, we exert the logarithmic vicinity diameter model which implies the average
distance of two nodes in the vicinity as O(lognneighbourCount) where n denotes the
scale of the system. Figure 4.6 shows that with the number of neighbors of at least
10, P2P-cloud scenarios can keep the average number of hops between two nodes
in the vicinity, where there are 100 nodes overall in the vicinity. Convergence to
three hops for a vicinity of 500 nodes occurs in around 30 neighbours. Although
three hops is very effective, increasing the number of neighbours not only leads to
higher energy consumption due to multiple unaddressed recipients, but also does
not provide additional gains in message latency. Nonetheless, adding more nodes
increases the resource availability in each vicinity. Therefore, there is a trade-off
between energy efficiency and resource availability.
In Figure 4.7, we depict energy consumption for the typical workload presented
earlier for all the scenarios described, with two different vicinity sizes: 100 and
500. P2P-cloud with caching, our proposal, is clearly the winner, with orders of
magnitude less energy consumed, in both scenarios. Figure 4.7 also reveals the
influence of the vicinity density, i.e., the number of neighbors accessible to each
node. The P2P-cloud with caching is always the winner regardless of the vicinity
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Figure 4.7: Vicinity Density effect in community networks
density. The fluctuation in the graph for small number of neighbors is because of
the estimation and round up error in the logarithmic vicinity diameter model, but
by reaching the efficient average hop count, i.e. three for aforementioned scenarios,
energy consumption rises gradually as the vicinity becomes denser.
4.4 Evaluation
In this section, we study different cloud scenarios to highlight the pros and cons
of different systems. We aim to analyze the energy consumption on different
cloud models under the video streaming, storage and MapReduce workloads. We
conclude this section with the evaluation of proposed framework.
All the results in this chapter are derived from the same hardware setting explained
in the previous chapter, summarized in Table 4.2. In this section, we compare data
centers, with different granularity as explained in Table 4.3, with P2P-cloud which
includes 20% of Dell machines in the testbed and the rest are Jetway devices. Three
VM types, as shown in Table 4.4, are exerted in our study.
Table 4.2: Summary of experiment network setting
dynamic power static power
(one port)
core 31.25W 100W
DC distribution 9.56W 80W
commodity 1.56W 0˜W
TP 1.3W 3.7W
P2P NS 1.1W 3.9W
Core 0.15W –
Internet Metro 10.25W –
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Table 4.3: Studied data centers
Type hosts/cluster clusters data centers hosts/DC PUE
Nano 1 1 220 1 1.000
Medium 32 32 1024 1024 1.032
Large 32 1024 32 215 1.110
Mega 32 32768 1 220 1.330
Table 4.4: VM Specifications
Type Cores Memory (GB) Storage (GB)
Small 1 1 1
Medium 1 3.75 4
Large 2 7.5 32
4.4.1 Idle case energy consumption
As stated, idle power consumption is one of the obstacles that impedes the at-
tainment of energy proportional systems. Here, we study the idle case power of
different data center models with the same processing capability, and the cor-
responding network infrastructure considering hierarchical network topology. In
this situation, to be able to compare different cases, we should follow hierarchical
network topology, because the switches that we introduce for our evaluation, can
only support 213 hosts in a data center of Fat-tree topology, which is not scalable
enough for the mega data center case.
Nonetheless, conforming to the server-centric topology of CamCube, we observe
that the network idle power is negligible due to the green server ports that consume
almost zero watts in the idle case. Moreover, CamCube constitutes a network of
servers via peer-to-peer connection, which is exempt from any network hardware
switches.
As illustrated in Figure 4.8, power is significantly drawn in the hosts of the cloud,
except for the P2P-cloud which consumes more power in the communication as-
pect. As explained in the previous section, the P2P-cloud hosts must connect to
an Access Point (AP) which is connected to a Nano Station (NS), and each of these
devices draws 4W in the idle case. Moreover, this figure highlights the effect of
data center granularity on idle power dissipation. The larger the data center is, the
more power is drawn in the idle case. Therefore, moving toward distributed data
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Figure 4.8: Idle power consumption across scenarios
center models with smaller sizes contributes to reducing idle power and promoting
the overall energy proportionality of the cloud.
4.4.2 Service energy
Figure 4.9-a and 4.10-a show the energy consumption from the service perspective
in streaming and MapReduce applications. Results in Figure 4.9-a and 4.10-a
indicate that the energy required for processing in cloud systems is much higher
than the energy required for transmission, except for the oﬄine video streaming
in P2P-clouds.
Note that as shown in Figure 4.9-a, in oﬄine streaming, the P2P-cloud consumes
the most energy in the transmission phase, while the energy dissipated for trans-
mission in different data center models is almost the same for both online and
oﬄine streaming.
However, processing energy is increasing gradually in line with data center granu-
larity for online streaming. The processing draws the same energy in data centers
regardless of the data center size, because it includes retrieving and processing the
same amount of data from the storage. Note that throughout this section, we have
assumed that each user and all data center hosts have the same video streaming
VM already installed on their machines. This is not an unrealistic assumption
as its cost would be quickly amortized after a small number of videos served and
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Figure 4.9: Video Streaming
played back. Nonetheless, the VM size can affect the energy consumption in the
processing.
Figure 4.10-a illustrates that for MapReduce WordCount applications, the trans-
mission energy consumed in P2P-cloud is noticeably higher than that consumed
in the data center model, because nodes are not connected through an energy-
efficient network as in the data center. Moreover, we see that the nano data center
model dissipates slightly more energy for transmission due to additional inter-data
center communication required to interact with different elements of the system
in each MapReduce phase. Note that, we assume all the MapReduce tasks are
accomplished within a single data center in the distributed data center model.
This is a favorable, yet reasonable scenario. Nonetheless, transmission energy can
be remarkably higher if we have to share the tasks among the data centers. Con-
versely, the processing energy consumed in the P2P-cloud is slightly lower than
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Figure 4.10: MapReduce WordCount Application
in the data center model due to more energy proportional hosts and no need for
cooling mechanism. Data center processing energy is increasing in line with the
granularity as a result of greater cooling energy required.
4.4.3 Replication
Replication of oﬄine video streaming literally increases the number of tasks and
data size times to the replication factor. Therefore, replication increases the prob-
ability of finding locally available content and increases the reliability of P2P-cloud
service provisioning. Figure 4.9-b and Figure 4.10-b illustrate the energy consump-
tion in the presence of replication for streaming and MapReduce applications,
respectively.
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Figure 4.11: Energy Effectiveness across scenarios
In video streaming scenarios, we consider the replication factor of 3 for the content
distribution. Comparing Figure 4.9-a and Figure 4.9-b, we find out that oﬄine
video streaming over the P2P-cloud is more energy efficient, even with replication,
in comparison to the data center model, provided that we have the content stored
locally in the vicinity.
In the case of MapReduce, common Distributed File Systems (DFS), such as
Hadoop HDFS which is prevalently exploited, has a replication factor of 3, to
replicate the input and output data. All the same, in the P2P-cloud, we have
to replicate the tasks to insure the reliability, fault-tolerance, and performance.
Due to higher dynamicity of P2P systems, compared to data center, higher repli-
cation factor is required, e.g. Tahoe-LAFS’s default replication factor is set to
10. Therefore, replication affects the energy consumption in P2P-cloud more than
in the data center model. In data centers, replication substantially affects the
communication directly proportional to the replication factor.
-0pt
4.4.4 Energy Effectiveness
To compare the energy effectiveness of different data centers, as introduced in the
previous chapter, throughout the studied services, we assume that running the
application on the data center can provide the maximum performance. Therefore
Pˆ
P∗ for data center service provisioning is equal to one, while this value is in the
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range of zero to one for the P2P-cloud. However, P2P hosts consume less energy
to process the applications, which leads to values higher than one for the term
E∗
Eˆ
in (3.5). As a result, in Figure 4.11, we can find the energy effectiveness of
P2P-cloud to be higher than of the data center by orders of magnitude when α is
large enough (α > 0.7).
Nonetheless, as the energy weight decreases, energy effectiveness decreases in the
P2P-cloud. This partially indicates the correlation of energy proportionality and
energy effectiveness. The heterogeneous environment of the P2P-cloud delivers
a more energy proportional processing environment compared to the data cen-
ter with homogeneous servers; we quantify the heterogeneity effect, later in this
section. Therefore, the higher the processing power, the higher the chance of pro-
moting the energy effectiveness of the P2P-cloud via increasing the α. Hence,
the energy effectiveness of the P2P-cloud oﬄine streaming is always lower than
that of the data center model, as shown in Figure 4.11-a. This happens because
little processing is conducted in the cloud side to retrieve the video from storage,
and the transmission energy is higher in the P2P-cloud model. For MapReduce
applications, Figure 4.11-c, the data center model is more energy effective unless
the system is very energy conservative via setting α ≥ 0.9.
Figure 4.11-b,c highlight that the performance of the online streaming and MapRe-
duce application, regardless of the data center granularity, does not change, ex-
ploiting the same infrastructure hardware (α = 0.0) provided that we have suf-
ficient resources in smaller data centers. However, increasing the α value causes
the mega data center’s energy effectiveness to decrease more, due to higher PUE.
Vulnerability Factor: Figure 4.12, indicates the vulnerability factor for each
application to the α parameter, in the context of different platforms. From the
figure, we can see that the P2P-cloud’s energy effectiveness varies in the positive
range while the data center platforms show variation in the negative range. Pos-
itive vulnerability in the P2P-cloud is associated to the inefficient hardware in
terms or energy, which makes energy term more vulnerable to α tuning.
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Figure 4.12: Sensitivity to α selection across different services and platforms
On the other hand, the negative vulnerability values in data center platforms
indicate that in these platforms the performance term plays the dominant role in
the final energy effectiveness value. Moreover, from an application perspective, the
least computing intensive one, i.e. oﬄine-streaming is less vulnerable to α miss-
configuration in data center model. However, in P2P platform, it is significantly
influenced by the P2P system dynamics, e.g. connection instability.
Relative Energy Effectiveness: As shown in Figure 4.13, the relative energy
effectiveness (ER) of oﬄine streaming, in the data centers with different granularity,
is around 0.7. All the same, the online streaming keeps close ER value for data
centers, regardless of their granularity. The little differences are due to the various
levels of energy conservativeness in the studied data center models.
However, this value varies for all the services in the P2P-cloud platform due to the
diversity of hardware which leads to different power dissipation and fluctuation in
performance because of system dynamics.
We see in the figure that P2P-cloud shows better relative energy effectiveness
for oﬄine streaming, due to the local service provisioning, which cuts down the
communication energy dissipation remarkably in this communication intensive ap-
plication. Nonetheless, data center models perform better in the other applications
which are computing intensive. The more computing intensive the application, the
bigger the gap between the data center and P2P-cloud models.
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Figure 4.13: Relative Energy Effectiveness of different services across the
scenarios
4.4.5 Communication pattern
Here, we elaborate on the energy consumption to transmit 1GB of data on different
topologies in three scenarios: i) intra-cluster scenario which targets the communi-
cation among the servers of the same cluster. ii) inter-cluster communication that
focuses on the transmission of data among the servers of two different clusters. iii)
inter-data centers that looks at the communication among different data centers
of a distributed cloud.
Figure 4.14 reveals that the CamCube server-centric topology consumes the most
amount of energy in intra-cluster and inter-cluster scenarios. Among switch-centric
scenarios, Fat-tree dissipates the least energy in the intra-cluster scenario. Flat-
tened butterfly is the most energy efficient for inter-cluster communication, but
it is not easily scalable for the case of the mega data center. For the inter-dc
scenario, the difference among the topologies decreases, because the inter-dc con-
nection energy consumption dominates the other components energy consumption.
As a result, a hybrid topology that combines the best of all components of the
data center network can be a solution for a more energy efficient topology.
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Figure 4.14: Topology effect
4.4.6 VM Migration
Because processing is more a function of VM activity log, and can be consid-
ered the same for the identical application with the same input, we only consider
the communication energy for VM migration. Across Figure 4.15, the energy
consumption due to VM migration is elaborated for different VMs mentioned in
Table 4.4. As we see in the Figure 4.15, migration energy dissipation conforms
to the communication pattern energy consumption directly proportional to the
data center granularity and networking, as studied in Section 4.4.5. All in all, the
VM migration within a cluster is the most efficient approach in terms of energy,
regardless of the VM size.
4.4.7 Energy Proportionality in Heterogeneous Environ-
ment
As explained earlier, state-of-the-art machines draw power in an energy non-
proportional pattern, primarily due to the high idle power consumption that dis-
sipates the most power in cloud systems, as shown earlier in this section. Some
investigations focus on energy-proportional hardware design. Nevertheless, in the
architecture level, by combining the heterogeneous processing elements, we can
improve the energy proportionality of the system and even surpass the ideal case
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Figure 4.15: VM migration across scenarios
boundaries in specific situations [37]. Typically in data centers, servers are ho-
mogeneous machines to alleviate the burden of management issues. However, the
scheduling mechanism can be smarter, if it is equipped with the load level of each
node and can decide based on energy proportionality [13].
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Figure 4.16: Heterogeneity effect on energy proportionality
Here, we elaborate on the scenarios in which the processing capacity of each combi-
nation of hosts is equal to a data center server machine. In Figure 4.16, we see that
the combination of P2P-cloud server and host nodes consumes even lesser power
than the energy proportional server. Moreover, this figure implies that combining
the data center servers with P2P nodes contributes to improving overall energy
proportionality of the hosts, and at low utilization (i.e. less than 20%), we can
cross the proportional server boundaries in terms of elevating the hosts energy
proportionality. In the range of 40% - 60%, we see the improved proportionality
of P2P-cloud nodes compared to heterogeneous data center hosts.
4.4.8 Resource Availability vs. Static Power Dissipation
in P2P-cloud
Figure 4.17 shows the pattern of static power dissipation by increasing the num-
ber of nodes and super nodes proportion. This figure illustrates that increasing
the computing resource availability may lead to more static power consumption.
Therefore, increasing the resources in P2P is not always the best solution. How-
ever, an out of the box solution can be adding cache to each vicinity to decrease
the VM image communication energy, as depicted in Figure 4.18. As we see in this
figure, for MapReduce applications, where we need to install a lot of VM images
in the hosts, applying caching techniques significantly contributes to the energy
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Figure 4.18: Effect of using cache
in P2P
saving. Nonetheless, the saved energy is not remarkable for the other applications
due to their single thread nature, and comparatively small code.
4.4.9 P2P-assisted Cloud Efficiency
Here, we study the prospective energy savings by applying our proposed resource
allocation mechanism in P2P assisted cloud ecosystems, under the experiment
scenarios explained in the previous chapter. Note that we chose these applications
due to the more pragmatic view they provide. Figure 4.19 shows the energy that
can be saved by serving the applications in the proposed framework. As illustrated,
a remarkable proportion of energy can be saved in file transfer and MapReduce
applications, while, for process intensive applications of scientific computing and
image processing this portion is limited, due to the process intensive nature of
them.
4.4.10 Put It All Together
Overall, referring to the results provided in this section, we can see that for the
services requiring distributed data processing and, hence, communication among
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Figure 4.19: Energy saved per application in the framework
the processing elements, data center model energy effectiveness outperforms P2P-
cloud, while for the content delivery based services (e.g. oﬄine video streaming)
P2P-cloud is the predominant model in terms of energy saving. However, con-
sidering the performance by defining energy effectiveness, the table may turn in
favor of the data center model due to limited resources and processing capabilities
of the P2P-cloud. Therefore, a data center assisted P2P-cloud model can fulfill
the energy effectiveness ambitions. There are efforts on providing the streaming
services based on such an architecture, namely CLive [100] which adaptively lever-
ages cloud based resources for P2P streaming of video. Nonetheless, P2P-cloud
architecture can affect the energy efficiency. Thus, forming an energy efficient
architecture can improve the service energy effectiveness as well.
Loosely paraphrasing, a bi-level, hybrid, distributed cloud architecture which com-
bines the concept of P2P-cloud at the edge of the system assisted by local data
centers at higher level is an architecture-level solution to improve the energy ef-
fectiveness of cloud services. Bi-level architecture is the most energy effective
method. However, it warrants the complexity of interoperability, mobile agents,
security, resource discovery, and management.
What is more, at the data center level, granularity affects the energy consumption.
Smaller data centers are more flexible and induce less PUE, considering the same
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technology. Moreover, they are exempted from dealing with scalability issues in
network topology as in mega data centers. They can easily adapt to any network
topology to improve the performance and energy consumption. Furthermore, a
distributed data center architecture brings high availability which contributes to
local service provisioning and provides further opportunities to access local renew-
able energy sources.
The above results witness that no global answer exists for the energy conserva-
tiveness of services in the comparison of P2P-cloud and data centers. This is an
evidence to prove the vital importance of the introduced framework.
4.5 Summary
In this chapter, we introduced a hardware agnostic framework to analyze energy
effectiveness both from hardware and service vantage point. Characterizing the
energy model for a particular setting and leveraging this framework, a broker can
decide for a more energy effective service allocation, which considers energy con-
servativeness while still meeting the quality of service requirements. Moreover, we
compared the energy consumption in classic data center model with P2P-clouds.
We scrutinized the main sources of energy consumption in both systems and as-
sessed their energy effectiveness. Employing this framework, we can compare the
energy effectiveness of each individual service in given hardware settings of P2P-
cloud and data centers and opt the most energy efficient platform accordingly.
We presented the P2P-cloud in intra-vicinity scenario, as a response to a more
energy efficient solution to assist cloud ecosystems. The effect of exerting P2P-
cloud on quality of service is studied on services for file transfer, video streaming,
and MapReduce jobs. Our MapReduce case study indicates that the hardware
specifications may completely turn the table in favor of a specific platform which
revokes the possibility of finding a straight forward answer to our major ques-
tion in this research, i.e. ”Is it energy efficient to switch to community cloud?”,
and highlights the necessity of a general and adaptive framework to work as a
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middleware between the service stack layers. This middleware framework maps
the hardware-agnostic, coarse-grained service level model to a particular hardware
setting. This mapping refines the model and comes up with an answer for this
question, ”Which platform is more energy efficient for the considered service?”

Part III
Combining P2P-assisted Cloud
with Smart Grid

—”The limits of the possible can only be defined by
going beyond them into the impossible.”
-Arthur C. Clarke
5
Combining P2P Assisted Cloud and
Smart Grid
As carbon footprint rate rises in recent years, and is predicted that the global
carbon emission will reach 1430 megatones by 2020 [1], being energy efficient and
moving toward green energy sources are essential for environmental sustainabil-
ity. Information and Communication Technology (ICT) plays a leading role in
this context by its potential for providing a large scale real time controller to
improve decision making and developing environmental information systems [88].
Moreover, investments in energy saving technologies are compensated financially,
particularly, when carbon tax is applied to the energy price. However, this ICT
infrastructure itself is a source of energy consumption. For instance, cloud com-
puting energy consumption will increase to 1,963 billion kWh by 2020 and the
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associated CO2 equivalent emissions of 1,034 megatones will be expected [1].
Therefore, green ICT and ICT for green are not mutually exclusive, both are
important and they complement each other [40]. Hence, the challenge for the
future lies in synthesising, not only ICT for green, but also green ICT, to achieve
a more sustainable service platform.
The electricity industry is transforming from a centralized, producer controlled
network to a more decentralized and consumer interactive one via smart grid.
Smart grid intends to achieve grid’s full potential and prepares a cleaner and more
efficient, reliable, resilient and responsive electric system. A smart grid system
needs a large scale infrastructure for collecting and communicating data. Likewise,
it must have access to flexible, network-scattered computational power, network
bandwidth, and storage capacity, due to distributed nature of data sources.
Akin to the smart grid, ubiquitous P2P society is a collaborative effort in which
infrastructure and services are shared among several individuals and/or organi-
zations forming a specific community with common concerns. Ubiquitous society
envisions a world in which services are accessible from anywhere, anytime, by any-
one and anything1. These goals are partially intersected with the cloud vision,
which introduces pervasive service provisioning. Therefore, we name the ubiqui-
tous P2P society as P2P-cloud.
Since energy and ICT are two pillars of modern life that advance hand in hand,
in line with the goals of ubiquitous society, in this chapter, we propose Cloud of
Energy(CoE) system, which considers everything as a service (XaaS), as intro-
duced in the idea of clouds [80], e.g. Infrastructure as a Service, Platform as a
Service, Software as a Service. In tandem with this trend, Energy as a Service
is added to the agenda in CoE. Smart grid and P2P-cloud are both large scale
distributed systems involving numerous common specifications: self service, me-
tered, elastic resources, multi-tenant, and access via the network are cases in point.
Thus, CoE combines P2P-cloud, including sensors, commodity desktop machines
1http://www.itu.int/WORLD2006/forum/ubiquitous_network_society.html
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and IoT boards, with the smart grid, to provide energy efficient services and also
contributes to the smart energy system’s computing and communication platform.
There is a growing body of work centered on exploiting the cloud and peer to peer
platforms for the smart grid computing [42, 92, 111, 123]. In a cloud computing
environment, flexible data centers offer scalable computing, storage and network
resources to any Internet-enabled device on demand. Moreover, P2P-cloud can
manage the massive amount of data from distributed sources of consumption,
generation and network nodes. On the other hand, diverse energy sources of
smart grid improves the availability, sustainability and environment friendliness of
the ubiquitous network society services.
The major contribution of this part is providing a qualitative comparison of P2P-
cloud and smart grid in Section 5.1, and accordingly introducing the CoE archi-
tecture as an integrated energy and computing platform, Section 5.2. CoE aims to
design a service framework that incentivize all range of service producers, offering
services from computing to energy, in range of small prosumers to giant providers,
to serve in a greener marketplace, through an economic middleware. We analyze
the feasibility of the proposed architecture in Section 5.5. Relevant publications
to the contributions in this chapter are [114–116].
5.1 Background and Related Work
The electricity industry attempts to transform itself from a centralized, producer
controlled network to a more consumer interactive and decentralized one via smart
grid. Akin to the smart grid, P2P-cloud is a collaborative effort in which in-
frastructure and services are shared among several organizations form a specific
community with common concerns.
The economic models invented for smart grid and P2P-cloud systems are inspiring
for each other, on account of the similarities of these two systems. Primarily,
because in both P2P-cloud and smart grid, consumers can be providers as well.
120 Combining P2P Assisted Cloud and Smart Grid
Moreover, they both follow the pay-as-you-go mechanism and the computational
tasks are not batched; hence, there is no waiting time. This enables a time-critical
model of computation.
We can leverage the ad hoc and elastic nature of clouds to benefit the smart grid
at the economy of scale expected from cloud computing, while efficiently utilizing
power as we scale up. On the other hand, combining smart grid and community
clouds in a symbiotic relationship can be mutually beneficial in fostering adoption
of both.
Some previous work [27, 86, 92, 111, 123, 140] sketches a smart grid communication
and information platform that relies on a cloud system. To employ such solutions,
the smart grid should establish its own cloud system or must use public cloud
infrastructure. In both cases, the smart grid should spend enormous amount
of money for communication and data provisioning. Since the P2P-cloud is a
community of the available end user resources, employing commodity hardware,
no extra resource investment is necessary to manage a smart grid by exerting the
P2P-cloud.
To this aim, we can integrate the pricing mechanism of both systems. The users
supply the P2P-cloud resources for the smart grid, charge it according to their
contribution and energy consumption and the community users have the opportu-
nity to choose the platform with least energy cost to execute their services. This
synergetic solution encourages the user to share as much resources as possible in
the P2P-cloud, and eventuates to the end user utility expense reduction, as well.
Furthermore, the P2P-cloud facilitates the energy efficiency issues by employing
the efficient energy provisioning capabilities of the smart grid.
At the same time and increasingly so, the need to reduce carbon footprint has
greatly raised investment in heterogeneous renewable sources of energy such as
water, waves, wind and sun for an energy efficient smart grid. As stated in [46],
the smart grid infrastructure is a combination of smart energy, information and
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communication subsystems. Utilizing both information and communication sys-
tems, the smart grid accomplishes precise matching of supply to demand and of-
fers incentives to appropriate consumer behavior. These changes affect the energy
waste and the carbon footprint of the grid, making it smarter and greener.
Analogously, in the context of computing, replacing expensive, gigantic, cloud data
centers by inexpensive P2P-cloud, constructed of commodity hardware, would be
a huge step towards energy efficient systems. Previously, some studies, e.g. [73],
compared the smart grid to the Internet. In the next section we survey the smart
grid and P2P-cloud potential conjunction points.
5.1.1 Qualitative Comparison of Smart Micro-grid and P2P-
cloud
As discussed so far, the design goals of the P2P-cloud appear to be nearly iden-
tical to those of the smart grid; the similarities and differences of smart grid and
P2P-cloud are listed on Table 5.1. Both of them attain the basic requirements
of a modern society in a large scale and distributed manner, namely electricity,
communication and computing. Both infrastructures are conforming to a stochas-
tic behavior due to resource fluctuation and highly evolving topology, regarding
origin of requests and availability of resources. Loosely paraphrasing, due to the
unpredictable collaboration paradigm of end users in the P2P-cloud, the system
depicts a stochastic behavior.
Likewise, in the smart grid energy provisioning system, we observe a stochastic be-
havior of renewable energy resources participating in the system, which is tightly
coupled with the weather condition of each geographical region. To exemplify, in
a windy day, wind farms generate a lot of energy, while the solar panels reach
their extreme productivity on a perfect sunny day. Both smart grid and P2P-
cloud follow the bidirectional flow property, since most of the nodes collaborating
in the distributed set of users and suppliers serve as prosumers, i.e. PROducers
and conSUMERs concurrently, to respond to the distributed demand for energy
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Table 5.1: Smart Grid and P2P-cloud similarities and differences
Features and Properties P2P-cloud Smart Grid
Scale large
Evolution rate high
Time Dependency Time critical
Billing mechanism pay-as-you-go
Resource behavior Fluctuating resources
Suppliers Distributed
Market behavior non monopolistic
Transparency Consumers are unaware of the underlying complexity
demand Distributed and unpredictable
Service Cost Cost Effective
Resource management Distributed
Hardware Costs Cheap Expensive
Range of services Diverse Limited
Storage Support Full support some degree
Availability Important Critical
(Byzantine) Fault Tolerance Yes
Scalability Critical
Reliability Critical
Consistency Critical
Data Security Critical
and information. Although the collaborative distributed systems supply the de-
mands in a distributed manner, consumers are unaware of the underlying network
complexity.
The most remarkable property of the both systems is ”pay-as-you-go” mechanism
employed in these systems, that eradicates the heavy investment for the centralized
infrastructure. It revokes the supplier monopolies thanks to the decentralized,
collaborative structure.
For both systems, the fundamental goal is to effectively integrate a number of
separately administered existing networks into a common utility network. The
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common secondary design goals are: 1) to tolerate loss of individual components,
2) to support different underlying infrastructure types, 3) to allow distributed re-
source management, 4) to be cost effective, 5) to allow easy endpoint attachment
and 5) to be accountable for resource usage. To thrive a collaborative distributed
network, we should consider a cost effective design as the most striking issue, while
bearing in mind the fundamental design principles of a distributed system in-
cluding scalability, reliability, availability, consistency, fault tolerance, distributed
resource management and data security.
Moreover, some of the problems in the P2P-cloud, that of aggregation of stochastic
sources, distributed resource management, multiple time scales of control, and user
incentivization, are similar to that faced in the smart grid.
Nonetheless, it is not all about the similarities, there are some differences as well.
The demand paradigm in the smart grid is more predictable than the P2P-cloud
(more remarkable difference between peak and low usage); the electricity con-
sumption pattern is almost fully determined beforehand in the smart grid. The
peak demand time is almost predictable in the grid system, while it is not as easy
to foresee the demand pattern in a distributed computing environment. Even so,
many global services experience predictable peak and low periods for each time
zone.
Furthermore, the diversity of provided services in the P2P-cloud is much higher
than in the smart grid. This leads to the more complicated QoS and management
mechanisms in the P2P-cloud. Additionally, the computing hardware costs follow
a downward trend, while the hardware expenses of the smart grid rises day to day.
To design a comprehensive model for integration, we need to face the following
challenges which stem from the natural differences of computing and energy sys-
tems.
• Flow Management: data flow management is way more flexible than en-
ergy flow management. In other words, we can encapsulate and label data
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easily, while it is not easy to route the electrons in the same way. Thus, im-
plementing Virtual Private Cloud (VPC) is easier than developing a Virtual
Power Plant (VPP).
• Storable Services: in smart grid, batteries can save energy. Therefore, en-
ergy service can be stored instead of instantaneously offered to the demands,
while it is not possible to store the computing service.
• Stochastic behavior: both systems are conforming to a stochastic be-
havior due to resource fluctuation and highly evolving topology, regarding
origin of requests and availability of resources. In other words, due to the
unpredictable collaboration paradigm of end users in the cloud, the system
depicts a stochastic behavior. Likewise, in the smart grid energy provision-
ing system, we observe a stochastic behavior of renewable energy resources
participating in the system, which is tightly coupled with the weather con-
dition of each geographical region. However, the demand paradigm in the
smart grid is more predictable than the cloud (more remarkable difference
between peak and low usage). The electricity consumption pattern is almost
fully determined in advance in the smart grid. The peak demand time is
almost predictable in the grid system, while it is not as easy to foresee the
demand pattern in a distributed computing environment.
• Service Diversity: the diversity of provided services in the computing
platform is vaster than in the smart grid. This leads to a more complicated
QoS and management mechanisms in the clouds.
5.1.2 Smart Grid and P2P-cloud collaboration potential
There is a growing body of work centered on exploiting the cloud and peer to
peer platforms for the smart grid computing [92, 111, 123]. In a cloud computing
environment, flexible data centers offer scalable computing, storage and network
resources to any Internet-enabled device on demand. Moreover, P2P communica-
tion platforms can manage the massive amount of data from distributed sources of
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consumption, generation and network nodes. On the other hand, diverse energy
sources of smart grid improves the availability, sustainability and environment
friendliness of the cloud services.
Smart grid aware ICT service provisioning can foster the idea of green ICT by bet-
ter employment of energy sources. On the other hand, there are some endeavors to
leverage ICT platform for smart grid communication and information subsystems.
Besides, with the idea of Internet of Energy, Internet not only can serve as the
communication infrastructure for the smart grid, but also the distributed mech-
anisms designed to manage the Internet and tackle the administration issues can
inspire the solution space of smart grid challenges, which is called Internet thinking
of smart grid [73]. All the same, the cloud is already proposed as the information
subsystem for the smart grid, in the state of the art studies [42, 92, 111, 123].
Previous work suggests also how P2P-cloud can be leveraged as the information
subsystem at the smart micro-grid level [114].
In [69], Niyato, et al. proposed a cooperative game based approach to manage
the virtual machines of a cloud in a more energy efficient way by being aware of
smart grid resources. In [92], analysing the power flow of data centers, authors
formulated a service request routing mechanism that considers the load balancing
of distributed data centers, which leads to energy consumption balance in data
centers and helps to grid energy management.
Moreover, there are some studies[2] on how to leverage a Peer-to-Peer platform as
the ICT infrastructure of smart grid. For instance, the CoSSMic project2 aims to
develop the ICT tools needed to facilitate the sharing of renewable energy within
a neighbourhood. Cisco also proposed the combined platform of fog and cloud
computing for smart grid data processing[29]. P2P clouds[45] and ClouT[127]
approached this issue in a more general view by targeting the Internet of Things
(IoT) enabled smart homes and cities.
A P2P-cloud-enabled smart grid can benefit from the following advantages:
2http://www.cossmic.eu/
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• Facilitating the development: It is easier to develop P2P-cloud especially
in the urban areas which facilitates the development of smart grid as well.
• Providing communication and computing platform: P2P-cloud pro-
vides both communication and computing platform while classic cloud relies
on Internet for communication.
• P2P-cloud offers user-enabled control mechanism: A user can control
the applications whereas they are open source or users can develop their own
applications employing APIs such as REST.
• Hierarchical data processing: Smart grid data analysis on time series
data perfectly matches the parallel data analysis. Data analysis algorithms
can run on subsets of data, i.e. a subset of users’ data chosen according to
the locality property, stored on different machines, and aggregate them into
the final result set through hierarchical, multi-level processing. As with the
distributed storage, the distributed parallel processing is harnessing the net-
work of commodity hardware to its fullest, in which the amount of available
memory and computing power are abundant.
• Contributing to the privacy preserving and service personalization:
Aggregation gives the possibility to anonymize data, which is a safe and
secure way to retrieve business intelligence information to personalize the
services without jeopardizing the end user privacy.
Nonetheless, smart grid can provide various energy sources for the community
services. Charging according to the energy price, users are more concerned about
the energy sources and prices, therefore, we make a broad range of choices for the
users via providing the users with smart grid resource availability data. In the
next section we introduce an architecture that facilitates the mutual collaboration
of these systems.
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5.2 Cloud of Energy
Partly inspired by Internet of Things (IoT), Internet of Energy (IoE) [33] is about
providing energy as a service in a more efficient way by dynamically adjusting
resources to deliver energy at the lower cost and the higher quality possible in the
context of smart grid.
In line with the idea of Internet of Energy, here, we define Cloud of Energy (CoE).
CoE outlines how involving customers in future ubiquitous society-driven energy
conservation efforts can both foster the adoption of green energy, as well as green
cloud due to the increasing energy awareness of society. The rationale is to get
users into the loop, not only to guide them how to use the services, but also to
involve them directly in the whole cycle of control, production and provisioning
of energy. Ubiquitous society makes it possible to combine informational support
with fostering intrinsic motivation of users, all over the generation, provisioning
and control stack by acquiring immediate feedback on society state.
Moreover, a large-scale distributed management system is required that can pro-
cess huge amounts of event data and operate in real time. It should be able to
manage the interface with infrastructures such as service market platforms that
support the cooperation of various players. It, thus, helps to automatically balance
highly fluctuating supply and demand, in a reliable and cost-effective manner. Re-
lying on crowd sourcing [31] in a ubiquitous society, we can obtain needed services
by soliciting contributions from the society rather than from traditional suppliers.
5.2.1 CoE Architecture
CoE is inspired by the idea of federating ubiquitous P2P network platform and
the classic distributed data centers to form a multi-layer interactive architecture.
CoE fulfils hierarchical control system goals in the integrated system of XaaS that
supports both computing and energy service provisioning.
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Figure 5.1: CoE Architecture
CoE offers establishing Virtual Power Plant (VPP) and Virtual Private Cloud
(VPC) for each vicinity through the local broker. VPP leverages existing grid
networks to tailor electricity supply and demand services for a customer. VPP
maximizes value for both the end user and the distribution utility using a set of
software-based dynamic systems to deliver value in real time, and can react quickly
to changing customer load conditions.
All the same, VPC is a cost-effective solution to expand the presence into the public
cloud instead of expanding private infrastructure. With its pool of highly available
compute, storage, and networking resources, VPC fits well in scenarios involving
variable or bursting workloads, test and development, and next generation mobile
applications.
In CoE, there is a pool of providers, i.e. energy and computing service providers,
including prosumers in the edge layer, and mass producers in the higher layer.
CoE layered architecture assures quality of service via improving resource avail-
ability in the edge-layer by the support from the mass production layer. A layered
architecture of CoE is illustrated in Figure 5.1. Horizontal layers represent a
hierarchical division of the service providers. Prosumers, i.e. consumers and retail
service producers, at the bottom layer constitute the edge layer locally under the
concept of vicinity, as illustrated in Figure 5.2. Classic cloud service providers
and mass energy providers are categorized as the mass service providers in the
highest level. The lower layers promote energy efficiency in resources usage and
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the employment of greener sources of energy. Meanwhile, the higher levels can en-
sure resource availability and cope with power variations in the edge-layer power
output.
In the CoE architecture, hierarchical brokers are responsible for managing the
market in different layers. These brokers are cross layer agents that are in charge
of hosting auctions and providing feedback to the layers below and above, in the
economic middleware, as demonstrated in Figure 5.2.
In this architecture, there is a bidirectional information flow. While wholesale bro-
kers are statically placed, local controller/broker agents can be dynamically placed
in any prosumer location providing that the prosumer can obtain the computing
and energy requirements for the broker. In broker placement, the priority is with
the source which has excess energy generated. Dynamic local controller placement
contributes to the energy efficient data processing and movement, which is the key
for a sustainable system.
5.2.2 Agent Based CoE Service Composition
The CoE platform, as illustrated in Figure 5.1, can be modeled with the concept of
multi-agents, since the autonomous resource agents are distributed all through the
edge layer as well as the hierarchy of the system. Agents are autonomous comput-
ing and/or electricity prosumers (producer/consumer) systems that are capable
of making decisions independently and interacting with the other agents through
cooperation by working together and drawing on each other’s knowledge and ca-
pabilities. They can achieve the state in which their actions fit in well with the
others via coordination, or negotiate to reach agreements on some matters [120].
The multi-agent system is the most suitable platform to model the distributed
collaborative system requirements based on its properties and functionality, al-
lowing it to implement intelligence in the smart grid control due to its social abil-
ity, flexibility, self-healing features and economic agent support [132]. Moreover,
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agent-oriented computing provides a natural paradigm for automating the interac-
tions among complex interconnected systems. Therefore, we frame the economic
middleware conforming agent-oriented architecture, with the following description.
5.2.2.1 Environment
In CoE, we have nested environments through the hierarchy of the architecture,
which amount to a set of producers and consumers, and brokers. Looking closer,
prosumers make a rich, heterogeneous environment which is controlled by coordi-
nators, in order to drive the prosumers behavior and represent the interest of a
group of prosumers on the market.
5.2.2.2 Agents
Agents include prosumers, brokers in different levels, mass producers of electric-
ity and cloud services (in the mass production layer). Prosumer agents produce
services in the retail level and are the end users of the services, at the same time.
Each prosumer is equipped with a cloud and electricity controller, to regulate and
control its demand and supply. Broker agents in different layers can decide what
strategies to employ both on the market and prosumers. Each local broker is
authorized to run its own market regulation mechanism to supply the demands lo-
cally, as long as it does not violate the wholesale market’s framework. This elevates
the decentralization, better scalability and speed of adjustment to varying local
conditions, while bounding global imbalances. Utility and cloud service providers
can trade the mass provider services on their behalf via the mass production
broker.
5.2.2.3 Market Rules
Since energy and computer systems provide two different services, to integrate
these two systems, in our market model, we need a metric that can measure the
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contribution of each service in an understandable scale for the other. Moreover,
a universal metric facilitates the collaboration of the two systems. Virtual money
seems to be an appropriate metric for this end.
1. Local Currency: Defining local currency in the micro-grid-community level
can incentivize the users to collaborate in the system by sharing the re-
sources, i.e. energy and computing by earning credits. The idea behind
defining a local currency is to drive and improve the coordination of users
within a vicinity and promote the vicinity among the others by elevating
the value of their local currency against them. Moreover, this mechanism
helps in load balancing by changing the value of local currency, by allowing
arbitration.
2. Redeeming the value for idle resources: When local supply exceeds the local
demand, the local broker can assign bitcoin [93] generation tasks to the pro-
sumeres offering resources, in exchange of certain amount of local currency
based credit in their account. Therefore, the available resources are not ef-
fectively lost and can be re-acquired later from mass producers, if supply is
scarce in the vicinity. This is specially useful when the energy powering the
idle resources is green energy that is being under-utilized. Thus, we can in a
novel way, effectively attempt at preserving resources and energy as effective
reserves for later demand.
3. Resource provisioning from outside the vicinity: Local brokers, to provide
resources from outside the vicinity, can only rely on some outside currency,
i.e. the bitcoin generated in the vicinity when there are excess resources of
electricity and computing in the vicinity (as an ideal universal replacement
to any legal tender or precious metal). Afterwards, to deliver the service to
the end user, local broker charges the users based on the local currency value
equivalent to the amount of bitcoin and the associated conversion taxes.
4. Pricing mechanism: In order to encourage the agents to provide resources
locally, an adaptive tax rate is defined. Tax is applied to the services provided
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Figure 5.2: ARTA Middleware Architecture
from outside the vicinity. Therefore, users are incentivized to acquire their
resources from inside the vicinity. However, to preserve the service quality,
in case of resource scarcity or unreliability due to system dynamics and
uncertainties, the tax rate is decreased.
5.3 Economic Middleware
An Economic Middleware acts as an interface to facilitate smart electricity and
computing service trading across the CoE hierarchy and horizontally in the edge
layer. Here, we introduce ARTA (Agent-oriented Resource Trading Architecture)
middleware, which follows the agent-oriented architecture.
5.3.1 Middleware Components
ARTA middleware, as shown in Figure 5.2, includes the following components:
• Energy Controller(EC): This module exists in each prosumer side, and
is able to predict and measure the energy consumption of each appliance at
home.
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• Computing Controller(C2): In each prosumer of the edge layer, C2 plays
the same role of EC for the computing services.
• Local broker: It is responsible for defining the tax rate based on the differ-
ence of the demand and local supply it receives. If the demand and supply
do not match and the vicinity encounters resource scarcity, the broker de-
creases tax rate, through tax controller, to make the external resources
more affordable for the end users. Moreover, the broker should submit the
bids to the higher level broker, to obtain the resources for excess demand
of the vicinity. This task is performend in the bid generator module. A
bitcoin repository component is responsible to keep the bitcoin balance
of the vicinity which is necessary for trading with mass production broker,
in the outside world. Bitcoin [93] is an online payment system, in which
trade parties can transact directly without the interference of any interme-
diary, through bitcoin. Prosumers submit all the demands and the offered
resources to the local broker. It is the responsibility of the broker to find the
matching supply and demands; thus, initiate the negotiation between them,
by proposing the list of tentative matching prosumer agents. Besides, local
broker provides feedback to the different modules inside it, via collecting data
from each module and generating feedback by means of feedback genera-
tor. Some feedback about the system overview is also sent to the prosumers
in the vicinity to cover the partial view that each prosumer sketches from
the system.
• Mass production broker: This agent is in charge of collecting bids and
setting up auctions among different service providers of mass production
layer for the demands submitted by the local brokers. It is composed of two
major components of bid collector and auctioneer.
5.3.2 Middleware Specifications
ARTA should cope with highly dynamic and perishable resources. Computing
and energy resources available in each moment are not storeable; hence, resource
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capacities not utilized now are worthless in the next moment. We cannot store
the computing capacity when it is idle to exert it later when needed. Besides,
the overhead of keeping the idle resources standby or switching the idle capacity
to sleep mode in terms of energy and latency, makes the model to design some
mechanisms to address this issue. ARTA tackles this problem by aligning the
demand to the available resources. Also it makes redeeming the idle resources
possible by generating bitcoin in idle resources. This can be enacted by a bitcoin
mining pool coordinated by ARTA.
Moreover, in the edge layer of the system, resources are volatile due to the system
uncertainties. Uncertainty is rooted in the prosumers’ natural behavior, as long
as they can choose to contribute to the system or leave it. Moreover, the unpre-
dictability in the renewable energy production aggravates the problem. Therefore,
the economic middleware should be robust enough to cope with the dynamic re-
source availability. In ARTA negotiating agents get feedback on system dynamics
and consider it in their decisions, as explained in Section 5.4.
5.3.3 ARTA’s Requirements
An economic middleware enabling the resource trading in the CoE system should
address the following CoE system requirements. It should follow load balancing
and reliability goals while keeping system’s resiliency and sustainability in per-
spective. In this section, we elaborate on these requirements.
• Reliability: Further to specific resource management in a highly dynamic
system, ARTA should be reliable by covering the fault tolerance, error re-
siliency and provisioning a desired level of trust in the resource trading. To
reinforce the fault tolerance of the distributed system, we store the data in
distributed data storage accessible to all the prosumer agents in the vicinity
if they have access to the token.
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• Load balancing: By using market mechanisms, we can regulate supply
and demand. ARTA follows this goal by decreasing the gap between de-
mand and supply patterns, through exerting vicinity sizing and adopting
the negotiation and auction strategies proposed in Economics, as discussed
in Section 5.4. Dynamically changing the vicinity size empowers aligning the
demand and supply by regulating the resource availability. Moreover, ARTA
applies dynamic exchange tax rate according to the resource availability.
5.4 Economic Model
ARTA offers a bi-level resource provisioning strategy which includes two protocols,
each following a different economic model, yet, they can co-operate with each other
to improve the ARTA’s performance and scalable implementation.
A negotiation based protocol (horizontal protocol) is provided to exchange the
resources in the edge layer, i.e. locally in each vicinity. The prosumer agents
negotiate directly to supplier and provide the resources locally. This negotiation
is initiated by the local broker of the vicinity and goes on through the direct
communication of the negotiation agents.
Moreover, to acquire the resources externally from the mass production layer via
the distribution layer broker, a double auction mechanism is exerted to devise a
vertical protocol. In the rest of this section, we portray the protocols and mecha-
nisms designed to form the economic model.
5.4.1 Horizontal Negotiation Protocol
This protocol is run in the edge layer, to facilitate the Prosumer-to-Prosumer
(P2P) negotiation. Negotiation between each pair of prosumers is performed by
making proposals in iterative rounds until either an agreement is reached or at
least one of the negotiating agents misses the deadline. The service deadline is
defined according to the service flexibility/availability.
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Note that this negotiation can be many-to-many due to the multilateral nature of
the CoE system. Videlicet, each prosumer agent can negotiate deals with multiple
prosumers simultaneously.
Negotiation Policy: Each prosumer considers the following specifications and
quantifies them according to its desires, conforming the strategies formulated here.
• Initial Price The initial price identifies the most reasonably desirable price
that an agent is willing to sell or buy the services. Each agent defines its
initial price P 0i , independently, and according to the system feedback.
• Reserved Price Indicates the max/min price that an agent inclines to
exchange the money/resources, P ri .
• Service Deadline By defining a time dependent bargaining strategy, an
agent considers the deadline in the negotiation. di stands for the service/re-
source deadline. The closer the service is to the deadline, the faster the
negotiation price converges to the reserved price.
• System Dynamics λ coefficient is defined to pace the negotiation according
to the service specifications as well as system dynamics. In order to consider
the system dynamics, we define a feedback presenter s(t) in the range of [0-
1] which is sent regularly to the prosumers from the broker. The lower the
value of s(t), the more dynamic the system. s(t) is computed in the feedback
generator following (5.1) and sent to the prosumers in each round exploiting
a gossip protocol [72].
The probability of gossip exchange is defined according to the entropy of the
information to transmit, Pforward(t) = 1−|s(t)−s(t−1)|. The bigger the gap
between s(t) and s(t− 1), the more effort is required to update the feedback
throughout the vicinity. Hence, the update is triggered in all nodes, only if
the system state is significantly changed compared to the previous round.
This way, we can control the system overhead. Loosely paraphrasing, if
there is little change in the s(t) value, relying on the previous value, s(t− 1)
does not make remarkable changes in the agents decision. Therefore, they
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can remain using the previous feedback, and save message exchanges in the
network. By default, if a prosumer does not receive feedback in round t, it
replaces s(t) by s(t− 1).
s(t) =
1
2
(
n(t)
n¯
+
max(0, n(t)− n(t− 1))
n(t)
) (5.1)
In (5.1), n(t) represents the number of the prosumers connected to the vicin-
ity at time t. n¯ denotes the average number of prosumers over time, so far.
Thus, s(t) is calculated based on the normalized ratio of the number of the
prosumers in the vicinity to the average number of prosumers over time, and
the difference of the currently available prosumers and the prosumers in the
previous round, if the number is decreased.
• Market Perception βi is computed by each agent i to evaluate its price
proposals compared to the offers it receives from the provider agents, it
is negotiating with. Market perception is calculated using (5.2). In this
formula, the average ratio of immediate changes in the providers proposals
to the average proposal change over time is considered to estimate the market
perception of each consumer agent i, which is in negotiation with |providers|
provider concurrently. Note that each consumer agent has only partial view
of the system and calculates the market perception accordingly.
βi(t) =
1
|providers|
∑
j∈{1,2,...,|provider|}
Pj(t− 2)− Pj(t− 1)
P 0j −Pj(t−1)
t
(5.2)
Negotiation Strategy: During the negotiation, each consumer proposes a price
which varies in each round. At first, it starts by P 0 and adopts the value according
to the service deadline and system dynamics, as depicted in (5.3).
Pi(t) = P
0
i + (
t
di
)λi(t)(P ri − P 0i ) (5.3)
In (5.3), t denotes the time elapsed from the beginning of the negotiation, and
di is the service deadline. Term
t
di
represents the time left for providing the
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λi(t) =
{
λi(t− 1) + βi(t− 1) + s(t) λi(t− 1) > 1
max(λmini , λi(t− 1) + (βi(t− 1) + s(t))(λi(t− 1)− λmini )) 0 < λi(t− 1) ≤ 1
(5.4)
resource; thus, the closer the deadline, the higher the increase in the proposed
price. Further to the service deadline, system dynamics and market perception
affect the proposed price. Therefore, λ coefficient should be adapted dynamically
during the negotiation, as shown in (5.4).
λmini is applied to avoid unnecessarily incurring in utility losses, due to too rapid
conceding. The rational behind this strategy to choose the λi(t) coefficient is that
a consumer can tune its proposals according to the market perception. Looking
closer, loosing the market position according to the perception leads to faster λ
adjustment, while being more stable in the market (increasing βi(t)) results in
slower changes in λi(t). All the same, the more stable the system is, the higher
the probability of finding a resource provider for negotiation; therefore, the slower
changes in λi(t) value. In contrast, in less stable system situation, the negotiation
should be finished before the resources disappear from the system; hence, the
convergence to the P ri happens more quickly.
Producer Side Negotiation Strategy: Producer follows the same strategy
as the consumer in the system, but it decreases the proposed price instead of
increasing it, i.e. P 0j ≥ Pj(t) ≥ P rj . Thus, the pricing follows the formula below.
Pj(t) = P
0
j − (
t
dj
)λj(t)(P 0j − P rj ) (5.5)
Each prosumer can decide about its own prices in each round of auction according
to the exponential increase/decrease policy indicated as λ, which is in range of
zero to one. The closer the deadline to provide the service (d), the higher/lower
the requester’s/supplier’s proposed price will be. P 0 represents the initial price,
and P r/P 0 is the maximum and minimum price to offer, respectively.
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5.4.2 Vertical Auction Protocol
In the distribution layer broker, as visualized in Figure 5.2, a double auction
module exists. A double auction mechanism facilitates the resource exchange
between mass production layer and the consumers at the edge of the system,
pursuing the traditional utility providers’ model.
Biding: Every edge-layer and mass production layer provider offers a bid to the
distribution layer broker. The bid from each agent Ai is in the form of a tuple bi
with four entries, resource type θi, resource amount qi, the price per unit resource
pi and a flag fi that indicates if the agent provides the resource or requests it.
Note that each agent can only submit one bid of the same resource at each round
∀i,jθi = θj ⇒ bi = bj; otherwise, all the bids for the same resource type from that
agent are deleted before running the auction step. Moreover, to help preventing
malicious bids, pi should be greater than a pre-defined threshold, otherwise the
bid is rejected before running the auction.
Auction: The auction follows the sealed price mechanism; therefore, each partic-
ipant is only aware of its own proposal. After collecting all bids, the distribution
layer broker sorts all the bids according to the proposed prices ascending for the
providers and descendingly for the requesters. Then a double auction runs in the
auctioneer module and the results are announced to the participants. All the un-
successful bids should be revised and resubmitted in the next round. In the next
section, we assess the feasibility of the proposed CoE system.
5.5 Evaluation
We study the benefits of rolling out the CoE and elaborate the feasibility of the
proposed architecture by answering several questions across this section. We follow
the same experiment setup as the previous chapters.
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Figure 5.3: Energy consumption for sending different data sizes
5.5.1 Leveraging P2P-cloud for Smart Grid Data Process-
ing
Here, we show how leveraging the P2P-assisted cloud as the communication and
computing platform for data aggregation can improve the energy efficiency and ser-
vice price as a consequence. In this section, we elaborate on the energy consump-
tion of data aggregation, for different data sizes on data center and P2P-cloud,
which are natural candidate computing platforms for the smart grid.
To estimate the energy consumption per read and write process of different file
sizes, we exploit the disk latency data from [85] on Clommunity 3 testbed. For
estimating the energy we rely on the formula introduced in Chapter 3.
The energy depleted for storing and transmitting the data sizes over P2P-cloud and
data centre is depicted in Fig.5.3. The energy consumption of P2P-cloud network
is remarkably less than that of the data center communication, since cloud relies
on the Internet to interact with the end users and the Internet infrastructure is
utilized with high power devices. The storing energy, however, is marginally lower
for the data centers. Here, we study just the case that P2P-cloud relies on the
local wireless antennas for communication. Provisioning the services of P2P-cloud
through non-local providers draws almost the same energy as the data centre,
since it relies on the Internet infrastructure to communicate with non-local nodes.
3http://wiki.clommunity-project.eu/
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Table 5.2: Energy consumption in bi-level aggregation
Communication Process Overall
Data center 99.99 10−6 100
Bi-level 0.99 10−9 1
Therefore, mechanisms prioritizing the local providers are more energy and cost
efficient.
However, in some cases, P2P-cloud cannot obtain the computing or storage re-
source required for a large amount of data. In such cases, we propose bi-level
aggregation in which sensor data conveys to the community storage. Afterwards,
the stored data are aggregated and sent to the cloud for further processing. Ex-
ploiting this method, we can save a conspicuous amount of energy.
Table 5.2 illustrates this difference in comparison with directly sending the raw
sensor data to the data center. As we see in this table, the energy needed to
transmit data directly to the data center is 100 times more than the energy required
for bi-level data aggregation.
5.5.2 Is bi-level architecture able to incentivize the collab-
oration?
Defining cost as the main incentive, CoE can improve the collaboration among
the prosumers, through the credit earning mechanism. Figure 5.4 illustrates that
more resources are provided within the vicinity in CoE compared to the random
resource allocation mechanism.
Here, we only consider flexible service provisioning in the edge to assure the quality
of service due to the uncertainty of renewable retail generators. Both electricity
and computing services can be classified as rigid and flexible. While rigid service
needs real time resource provisioning, flexible services can be scheduled for a later
time, and is more flexible.
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Figure 5.4: Collaboration
As illustrated in Figure 5.4, local resource provisioning depends on service flexibil-
ity and resource availability in the vicinity. Here we studied two service models,
with 30% and 70% flexibility. The results show that the more resources available
in the vicinity, the higher collaboration of prosumers occur in CoE compare to
the random collaboration case. The collaboration in non-CoE case, however, is
weekly correlated to the resource availability in the vicinity. Note that in CoE we
do not consider the possibility of the inter-vicinity collaboration, since there is a
significant transmission loss and quality of service degradation in this case.
Implication 1: Increasing the resource availability at the edge layer of the CoE
should be considered as a priority to attain the smart grid objectives.
5.5.3 How much energy can be saved in CoE?
Figure 5.5.a depicts how much energy can be saved by smart service provisioning
in CoE4. We see that some cloud services such as storage as a service in the
P2P-cloud, i.e. edge layer, is more energy efficient compare to the data center
case, while two other services are better to obtain via data centers in the higher
4Experiment setup is the same as what we described in the previous chapter.
Combining P2P Assisted Cloud and Smart Grid 143
Streaming Storage MapReduce
lo
g−
 N
or
m
a
liz
e
d 
En
er
gy
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
P2P_Cloud
Data center
a) Energy consumption
Streaming Storage MapReduce
lo
g−
 N
or
m
a
liz
e
d 
Ca
rb
on
 fo
o
tp
rin
t
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
P2P_Cloud
Data center
b) Carbon emission
Streaming Storage MapReduce
lo
g−
 N
or
m
a
liz
e
d 
pr
ic
e
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
P2P_Cloud
Data center
c) Price
Figure 5.5: Energy, Carbon and Price of different services
layer. Therefore, combination of edge devices and data centers result in a more
energy efficient services providing that resources are allocated in an energy efficient
manner. For this end, a framework is required to characterize the energy efficacy
of each individual service in both platforms. A decision support system can help
afterwards according to the analysis results.
Increasingly, in Figure 5.5.b, the carbon emission of different services are com-
pared. We assume that the prosumers are equipped with the solar roof tops,
which emit 41 g/kWh and data centers equipped with 50% of renewable solar
energy produced by solar PV at utility level and generate 48 g/kWh of CO2 in
average and 50% of brown energy inducing 802 g/kWh of carbon footprint in an
average case, according to [54]. This figure reveals the fact that, carbon emission
as an incentive, besides energy consumption may turn the table in more cases in
favor of P2P-cloud, due to the lower emission rate of prosumer level renewable
energy generators.
Implication 2: carbon emission rate is a better metric than energy consumption
to quantify the efficacy of the system in fulfilling smart grid objectives.
5.5.4 How much cost will be saved?
In the state-of-the-art mechanisms, computer services are priced regardless of the
energy consumption cost. However, energy aware service provisioning can save
remarkably in the provider costs, since energy is a major part of dynamic price in
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the cloud service provisioning. Exerting CoE, we have a better chance of direct-
ing services to the appropriate layer of provisioning, and saving energy cost as a
consequence.
Besides, CoE provides an opportunity to share the infrastructure and data re-
quired in smart grid and cloud instead of duplicating the resources. Namely, in
case of carbon based charging, finding a cheap energy source will be significantly
important. In such a case, being aware of renewable energy sources can help sav-
ing in dynamic cost. CoE as an integrated architecture will obtain the smart grid
data to the brokers across the hierarchy, instead of duplicating this data in two
separate systems of cloud and smart grid.
Figure 5.5.c illustrates the cost of energy in a carbon based energy pricing, which
assigns the same price to all the energy sources and applies carbon taxes according
to the carbon-footprint portion attributed to the electricity source. As shown
in this figure, in all cases, P2P-cloud service provisioning leads to cost saving.
Nevertheless, we should bare in mind that there is limited resource availability for
local resource provisioning and the quality of service may not be obtained in local
service providing.
Implication 3: carbon footprint is cleaner metric for energy pricing; however, it
is not straight forward to move from energy based pricing to carbon based pricing
since the latter one fails to handle peak demand management as well as energy
based pricing. Therefore, a combined energy pricing method is more desirable.
5.5.5 Is implementation complexity warranted?
CoE reveals that integration facilitates a diverse range of service exchange. How-
ever, integration may incur more complexity to the economic layer in the system
due to the different nature of each system such as uncertainty level, storablity,
flow management complexity, etc. This added complexity should be warranted
with the advantages of integration, e.g. more effective marketplace. To attain
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Figure 5.6: Negotiation Protocol Efficiency
CoE goals, we need a robust economic model which can manage the demand and
supply in a multi-variable marketplace.
Nonetheless, if we aim at greening the ICT while exerting ICT for green, CoE
can be a good candidate to reduce carbon emission, save energy and cost as a
consequence of smart service provisioning.
5.5.6 Economic Model Efficiency
Efficiency of the economic model is defined as the amount of the demand served
inside the vicintiy. As depicted in Figure 5.6, with the demand to supply ratio in
the range of 10%-45% ARTA performs more efficiently due to the enough resource
availability in the system. The success rate of the negotiations in this range is over
90%. However, increasing the demand to supply ratio leads to resource scarcity
and therefore, the model cannot work efficiently in those cases. In demand to
supply ratio of below 10%, efficiency is very low, because of underutilized resources.
Moreover, as shown in Figure 5.6, the more stable the system, the higher the gained
efficiency.
5.5.7 Negotiation Protocol Overhead
As stated, to tackle system dynamics in each round of the negotiation, the system
stability parameter is updated proactively. However, to prevent the redundancy
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Figure 5.7: Negotiation Protocol Scalability
which leads to excess overhead in the system, we applied a gossip control mech-
anism that exchanges the messages according to the entropy of the information.
Therefore, the more stable the network, the fewer messages the system needs to
exchange. Figure 5.7 confirms this statement by producing zero overhead when
the system is perfectly stable, i.e. s(t) = 1. This protocol runs the proactive
updating with reactive overhead. Therefore, even in the worst case (s(t) = 0), the
overhead grows linearly by increasing the vicinity dimensions and remains under
20%, in the vicinity of smaller than 100 nodes.
5.5.8 Middleware Scalability
As illustrated in Figure 5.7, in case that the system does not experience high re-
source dynamicity, i.e. S ≥ 0.5, the overhead of middleware maintenance increases
linearly by increasing the vicinity size, but it is still below 50%. A very stable sys-
tem confronts overhead of less than 10% in a very large vicinity. However, we
notice that even in the case of a highly dynamic system, a vicinity of 100 nodes
can survive by producing the overhead of less than 20%.
Implication: Shrinking the vicinity size in highly dynamic situations improves the
system sustainability.
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5.6 Summary
In this chapter we introduced Cloud of Energy (CoE). CoE envisages the service
provisioning framework of the future that provides everything as a service via
an integrated cloud and smart electricity grid platform in horizontal and verti-
cal dimensions. CoE facilitates the resource management in each of smart grid
and cloud through their hierarchy. It also expedites the horizontal integration of
different services via their shared economic incentives.
The economic layer acts as a middleware to translate a service in every concept,
e.g. energy and computing, to the common incentive scale of money. Integration
elevates the collaboration of diverse range of providers and consumers, requesting
for different services. Moreover, an integrated system is more efficient and greener,
since it avoids unnecessary redundancy in the common sub-systems, such as shared
data, computing and communication infrastructure, etc. Also the integration leads
to greener system since it provides increased energy awareness.

Part IV
Closure

—”Success is not final; failure is not fatal.
It is the courage to continue that counts.”
-Winston Churchill
6
Conclusion
This chapter closes the dissertation by reviewing the whole work presented so far.
Moreover, it introduces some aspects of on-going and future work.
6.1 Put It All Together
We recall the goals and challenges that motivated this work by addressing two
major questions enumerated as follow.
First we need to find out if it is energy efficient to move toward P2P-clouds. Ad-
dressing this question requires a framework to compare energy consumption for
each service. Nonetheless, this analysis framework may be trapped in decisions
that incur in significant performance degradation. Therefore, a performance aware
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energy analytic metric is needed to tackle this issue. To address this, we intro-
duced the energy effectiveness metric [113], in Chapter 3, conceptualized to the
energy and performance requirements of each layer across the service provisioning
stack, i.e. application, VM/OS, and hardware. Energy effectiveness can assess
how successful the ecosystem is from a particular perspective based on different
granularity of information.
Our studies in [113, 117, 118] reveal that there is no straight forward answer to
this question, since the answer not only depends on the service specifications,
but also partially depends on the hardware setting, where the service is running
on. Therefore, to answer this question, we need a framework to analyze energy
consumption of a service across different platforms, as sketched in Chapter 4.
Moreover, we introduced the idea of Cloud of Energy in Chapter 5, to move to-
ward a more sustainable ecosystem. Energy and Information and Communication
Technology (ICT), as two driving forces of the contemporary life, are reshaping
themselves based on ubiquitous society architecture to improve their service qual-
ity. Within the reforming process, integration of two systems can contribute to a
greener ubiquitous society by equipping them with the concept of energy conser-
vativeness, and leveraging renewable energy sources.
In this work, with the idea of Cloud of Energy (CoE) [115] outlined, we foster
the adoption of green energy and green cloud by integrating these two systems.
CoE introduces an integrated framework of everything as a service to facilitate
the service exchange, not only across the computing and electricity grid hierarchy,
but also among them via an economic middleware [116].
6.2 Concluding Remarks
Energy awareness in literature has been considered to contribute to two differ-
ent goals of energy cost saving and energy sustainability. In this dissertation,
we addressed energy sustainability by following two major objectives: i) energy
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saving and ii) fostering the adoption of green energy. We believe that these two
objectives can redefine the energy cost saving concept, whereas they cover energy
conservativeness and using renewable energy sources as the bases of energy cost
saving.
Nonetheless, energy accounting policies could also be updated to incentivize these
objectives through charging lesser for renewable energy sources compared to classic
gray/brown energies. A solution could be applying carbon footprint taxes.
Another implication of this dissertation is the impact of the resource availability
on the overall energy consumption in the ecosystem. Albeit, the classic vantage
point encourages equipping the systems with more resources to increase the ser-
vice quality, our study reveals that elevating service quality through enhancing
resource availability is not a panacea solution. Our findings indicate that increas-
ing hardware resources leads to more static power dissipation and may result in
added complexity in system administration.
Namely, in wireless infrastructure, more resources provoke the interference effect
and power dissipation to cope with the interference. Therefore, in forming the
P2P-assisted cloud architecture, a dynamic vicinity sizing mechanism, considering
the above issue, is vital to move toward energy efficiency goals.
6.3 Future Work
The work presented in this dissertation motivates the following future research
directions:
A line of work can be proposing a distributed decision making system to decentral-
ize the scheduling and resource allocation policy introduced in the energy analysis
framework, integrated with OpenStack. Moreover, this resource allocation policy
can contribute to a more accurate energy-aware user accounting in virtualized and
multi-tenant ecosystems. Formalizing the VM energy consumption, integrated
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with more accurate hardware power models, facilitates fair energy-aware VM pric-
ing.
Moreover, as mentioned, embedding cache in a P2P-cloud architecture helps in
improving the energy efficiency of such an ecosystem. We can further increase the
energy efficiency of the system by applying energy efficient caching as well. Energy
efficiency of caching can be reinforced via considering the popularity of content
and hit ratio in caching algorithms.
Considering CoE architecture, in the edge layer of the system, vicinity size plays
a significant role in promoting the energy efficiency within the vicinity. As stated,
increasing the resource availability leads to more static power dissipation. Thus,
specially in case of under-utilized resources, where excess resources induce energy
non-efficiency in the system, resizing the vicinity dynamically can contribute to in-
creasing the overall energy efficiency. Dynamic vicinity sizing should contemplate
the demand and uncertainties in the system to obtain the resources efficiency. Con-
jointly with the techniques offered to align the demand with the supply, vicinity
sizing can decrease the demand and supply gap by regulating the supply according
to the demand.
As future work in line with our contribution in introducing the economic middle-
ware in CoE, we can envisage covering system security and define more clear fault
tolerance mechanism.
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