Abstract-Assuming imperfect channel estimation, we propose an improved detector for orthogonal frequency-division multiplexing (OFDM) systems over a frequency-selective fading channel. By adopting a Bayesian approach involving the statistics of the channel estimation errors, we formulate an improved maximum-likelihood (ML) detection metric taking into account the characteristics of the channel estimates. As a first step, we propose a modified iterative detector based on a maximum a posteriori receiver formulation which reduces the impact of channel uncertainty on the decoder performance, by an appropriate use of this metric. The results are compared to those obtained by using a detector based on a mismatched ML metric, which uses the channel estimate as if it was the perfect channel. In a second step, we calculate the information rates achieved by both the improved and mismatched ML detectors, in terms of achievable outage rates. These outage rates are compared to those provided by a theoretical (not practical) decoder defined as the best decoder in the presence of channel estimation errors. Numerical results over both uncorrelated Rayleigh fading channels and realistic ultra wideband channels show that the improved detector outperforms the classically-used mismatched approach in terms of bit error rate and achievable outage rates, without any increase in the receiver complexity.
I. INTRODUCTION
O RTHOGONAL frequency-division multiplexing (OFDM) is a spectrally efficient technique for achieving high data-rate wireless transmission over frequency-selective fading channels. OFDM offers a simple way to divide the entire channel into many narrowband subchannels with parallel data transmission, thereby increasing the symbol duration and reducing the intersymbol interference [1] , [2] .
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Digital Object Identifier 10.1109/T-WC. 2008 .070944 diversity order for transmission over Rayleigh fading channels with coherent detection and perfect knowledge of the channel. It is well known that reliable coherent data detection is not possible unless an accurate channel state information is available at the receiver. A typical scenario for wireless communication systems assumes the channel changes so slowly that it can be considered time invariant during the transmission of an entire frame. In such situations, pilot symbol assisted modulation (PSAM) [4] has been shown to be an effective solution for obtaining channel state information at the receiver (CSIR). It consists of sending some known training (also called pilot) symbols, based on which the receiver estimates the channel before proceeding to the detection of data symbols. Obviously, in practical systems, due to the finite number of pilot symbols and to noise, the receiver can only obtain an imperfect (and possibly very poor) estimate of the channel. In this situation, one may resort to blind detectors which estimate the transmitted symbols without using any pilot. However, most of these schemes require a differential modulation which entails restrictions on the type of the constellation and leads to about 3 dB loss over Gaussian channels compared to coherent detection [5] .
The performance of BICM over fading channels was studied, for instance, in [3] , [6] , [7] under prefect channel knowledge at the receiver. In [8] , the authors proposed a blind iterative receiver for differentially encoded BICM OFDM systems with unknown frequency-selective fading channels. A rich literature exists on the impact of imperfect channel estimation. In [9] , the authors showed that in low signalto-noise ratio (SNR) situations, the poor quality of channel estimates may prevent iterative decoding of BICM to be used at the decoder. In [10] , Garg et al. considered a training-based MIMO system and showed that for compensating the performance degradation due to imperfect channel estimation, the number of receive antennas should be increased. Obviously, this may not be always possible in mobile applications.
In order to deal with imperfect channel estimation, the classical technique, referred to as mismatched detection, consists in replacing the exact channel by its estimate in the receiver metric. It is shown, for instance, in [11] - [13] that this scheme greatly degrades the detection performance in the presence of channel estimation errors for a multi-carrier system. Furthermore in [14] , authors show that under imperfect channel estimation, the rates achieved by the mismatched detector are significantly lower than the channel capacity. As an alternative to the aforementioned mismatched approach, Tarokh et al. in [15] and recently Taricco and Biglieri in [16] , proposed an improved maximum likelihood (ML) detection metric that mitigates the impact of imperfect CSIR and applied it to a space-time coded MIMO system. A similar investigation was carried out in [17] for trellis-coded modulation in scalar channels. Very recently, in [18] , the authors derived the maximum possible outage capacity induced by the channel estimation errors, in the context of Rayleigh channels and a theoretical decoder. This was further developed in [19] , [20] to address the MIMO situation.
A practical concern for the design of a communication system is to guarantee a prescribed target rate with small error probability, irrespective of the accuracy achieved during channel estimation. However, adopting a mismatched approach in the described scenario raises two important questions : i) What are the maximal achievable information rates of mismatched decoding and how close does it perform with respect to the rates provided by the best possible decoder in the presence of channel estimation errors ? ii) What type of practical decoder can improve the overall system performance under imperfect CSIR ?
The objective of this paper is to address the above questions for OFDM channels, estimated by a few number of training sequences. To this end, we propose a Bayesian framework based on the a posteriori probability density function (pdf) of the perfect channel conditioned on its estimate. This general framework enables us to formulate any detection problem by considering the average over the channel estimations errors, of the detector's cost function, that would be used if the channel was perfectly known. In particular, we can recover the metric of [16] by using our general framework in the case of ML detection. This ML metric is first used for deriving an improved maximum a posteriori (MAP) iterative detector, a technique which is known to be very efficient when channel coding and bit interleaving are jointly used. By modifying properly the soft-values at the output of the MAP detector, we reduce the impact of channel uncertainty on the decoder performance. In a second step, by using some tools from information theory, we provide the expression of the achievable information rates associated to the improved and mismatched ML metric. Then, we characterize the limits of reliable information rates achieved by the mismatched and improved detectors in terms of outage rates, which is more appropriate for quasi-static channels [21] .
Our results may serve in the evaluation of the trade-off between the required quality of service (in terms of BER and achieved throughputs) and system parameters (e.g., training power, transmission power, period of training, outage probability) in the presence of channel estimation errors.
The remainder of this paper is organized as follows. Section II describes the OFDM system under study and our main assumptions concerning data transmission and channel estimation. Section III introduces a general Bayesian framework for improved detection in the presence of channel estimation errors and then formulates the improved ML detection metric. In section IV, we propose the improved MAP detector in the case of imperfect channel estimation. In section V, we calculate the achievable outage rates of receivers based on the improved and mismatched ML metric. Section VI illustrates via simulations, the performance of the proposed receiver over both realistic UWB and Rayleigh fading channel environments. Finally, section VII concludes the paper.
Notational conventions are as follows. 
II. SYSTEM DESCRIPTION AND CHANNEL ESTIMATION

A. OFDM System Model
We consider a coded OFDM system with M subcarriers through a frequency-selective multipath fading channel, described in discrete-time baseband equivalent form by the taps {h l } L−1 l=0 . As depicted in Fig. 1 , the binary data sequence is encoded by a non-recursive non-systematic convolutional (NRNSC) code, before being interleaved by a pseudo-random interleaver. The interleaved bits are gathered in subsequences of B bits d
At the receiver, after removing the cyclic prefix (CP) and performing fast Fourier transform (FFT), the the n-th received OFDM symbol (for brevity we omit n) can be written as [2] T is assumed to be zero-mean circularly symmetric complex Gaussian (ZMCSCG) with distribution z ∼ CN(0, σ 2 z I M ), and
The channel coefficients are assumed to be constant during a frame of OFDM symbols and change to new independent values from one frame to another.
For convenience, we also define the diagonal matrix S d diag(s). In the following, when there is no confusion, we use H instead of H d .
B. Pilot Based Channel Estimation
Consider the estimation of the k-th channel frequency coefficient H k with N pilot symbolss i gathered in the row vector
where M data is the number of data subcarriers in the OFDM symbol. In a practical OFDM system, M data is generally smaller than M due to the presence of some unmodulated (also called virtual) subcarriers. In the following, without loss of generality, we assume that M data is equal to M .
According to the observation model (1), during a given channel training interval, we receivẽ
where the entries of the noise vectorz k have the same distribution as those of z in (1) . Moreover, the definition of y k andz k follow that ofs k . The average power E T of the k-th training vectors k is
Here, we assume equi-powered training vectors for all subcarriers. The least-squares estimate of H k is obtained by minimizing ỹ k −H ksk 2 with respect to H k which coincides here with the ML estimate. This yields
The availability of the estimation error distribution constitutes an interesting feature of pilot assisted channel estimation which is exploited in the next section, resulting in an improved detector under imperfect channel estimation. For the sake of simplicity, we will not specify hereafter the superscript ML for H.
III. DETECTOR DESIGN IN THE PRESENCE OF CHANNEL
ESTIMATION ERRORS We now provide the formulation of a detection rule that takes into account the available imperfect CSIR and refer to it as the improved detector. To this end, we consider the model (1) and denote by J(y, s, H) the quantity (cost function) that would let us to decide in favor of a particular s at the receiver if the channel was perfectly known. Note that depending on the detection criteria, the quantity J(y, s, H) can be the posterior pdf p(s|y, H), the logarithm of the likelihood function p(y|H, s), the mean square error (as in [22] ), etc. Under a pilot-based channel estimation characterized by the posterior pdf of the channel (8), we propose a detector based on the minimization of a new cost function defined as
where we have averaged the cost function J over all realizations of the unknown channel H conditioned on its available estimate H by using the posterior distribution (8) .
Note that this approach is an alternative to the sub-optimal mismatched detector, which is based on the minimization of the cost function J(y, s, H). The latter is obtained by using the estimated channel H in the same metric that would be used if the channel was perfectly known, i.e., J(y, s, H). The approach in (10) differs from the mismatched detection on the conditional expectation E H| H [.] which provides a robust design by averaging the cost function J(y, s, H) over all (true) channel realizations which could correspond to the available estimate. Consider the problem of detecting symbol s from the observation model (1) in the ML sense, i.e., so as to maximize the likelihood function p(y|H, s). The connection of the considered detection problem with the MAP detection of BICM OFDM is discussed in the next section. It is well known that under perfect channel knowledge and i.i.d. Gaussian noise, detecting s by maximizing the likelihood p(y|s, H) is equivalent to minimizing the Euclidean distance D ML asŝ
with
where ∝ means "is proportional to" and C denotes the set of constellation symbols.
The detection rule (11) requires the knowledge of the perfect channel vector H. The sub-optimal mismatched ML detector consists in replacing the exact channel by its estimate H in the receiver metric aŝ
where
Obviously, the sub-optimality of this detection technique is due to the mismatch introduced by the channel estimation errors; while the decision metric is derived from the likelihood function p(y|H, s) conditioned on the perfect channel H, the receiver uses an estimate H different from H in the detection process.
As an alternative to this mismatched detection, an improved ML detection metric is proposed in [15] , [16] . This metric is based on modified likelihood p(y| H, s) which is conditioned on the imperfect channel H. The pdf p(y| H, s) can be derived as follows:
where p(H| H) is the channel posterior distribution of equation (8) and C denotes the set of complex numbers. Actually, equation (14) shows that p(y| H, s) can be simply derived from the general formulation in (10) by replacing the cost function J(y, s, H) by the likelihood p(y|s, H) that would be used if the channel H was perfectly known. By applying Theorem 1.2 of Appendix I.B, the averaged likelihood in (14) is shown to be a complex Gaussian distributed vector given by
Finally, the estimate of the symbol s iŝ
is referred to as the improved ML decision metric under imperfect CSIR.
Note that when CSIR tends to the exact value, which is obtained when the number of pilot symbols tends to infinity, we have δ → 1, σ 2 E → 0 and thus
Consequently, the improved metric of (17) tends to the mismatched metric, when the estimation errors tend to zero.
IV. ITERATIVE DETECTION OF BICM OFDM UNDER IMPERFECT CHANNEL ESTIMATION
At the receiver, we perform MAP symbol detection and channel decoding in an iterative manner as proposed for instance in [23] . As shown in Fig. 2 , the receiver mainly consists in the combination of two sub-blocks that exchange soft information with each other. The first sub-block, referred to as soft detector (also called demapper), produces soft information in the form of "extrinsic probabilities" from the input symbols and send it to the second sub-block which is a soft-input soft-output (SISO) decoder. Each sub-block can take advantage of the quantities provided by the other sub-block as an a priori information. Here, SISO decoding is performed using the well known forward-backward algorithm [24] . In the following, we make use of the improved ML metric derived in the previous section to modify the MAP detector part for the case of imperfect CSIR. 
where We have Note that using the metric D M (s k , y k , H k ) for the evaluation of the LLRs in (20) is an alternative to using the mismatched ML metric D MM (s k , y k , H k ) which replaces at each iteration, the exact channel
By doing so, the LLRs are adapted to the imperfect channel knowledge available at the receiver and consequently the impact of channel uncertainty on the SISO decoder performance is reduced. We refer to the latter approach as improved MAP detector.
The summations in (20) are taken over the product of the
given a symbol s k and the estimated channel coefficient H k , and of the a priori probability on s k (the term P dec ), fed back from the SISO decoder at the previous iteration. In this latter term, the a priori probability of the bit d j,m k itself has been excluded, so as to let the exchange of extrinsic informations between the channel decoder and the soft detector. Also, note that this term assumes independent coded bits d 
V. ACHIEVABLE INFORMATION RATES ASSOCIATED TO IMPROVED AND MISMATCHED DETECTION METRICS
A. Instantaneous Achievable Information Rates Of OFDM
In [25] , the authors derive the mismatched capacity of a channel, i.e., the highest rate at which reliable communication is possible over the channel with a given sub-optimal decoding metric. Obviously, these achievable rates are lower than the channel capacity defined by Shannon which assumes a perfect channel knowldege and optimal decoders at the receiver. Here, we consider an OFDM transmission over the frequency selective channel H of which the receiver knows an imperfect estimate H obtained by some training symbols. Our aim is to calculate the achievable rates C M and C MM associated to an OFDM receiver based respectively on the improved and the mismatched detection rules of (17) and (13) . The following theorem follows from the direct application of Theorem 1 in [25] to an OFDM transmission where the receiver uses a given detection rule D. This transmission is characterized by the likelihood p(y|s, D(s, y, H) is given by
where the maximization is performed over all probability distributions p(s) on S, and
denotes the mutual information functional [26] ; in (21), the minimization is over all channels f (y|s, Υ) =
for every
and E {y k :p} [.] refer to conditional expectation with respect to y k by using the pdf f (y k |s k , υ k ) and p(y k |s k , H k ), respectively.
1) Case of Improved ML Metric:
In the following, we aim at solving the above constrained minimization problem for our specific OFDM channel and metric D = D M of (17) . To this end, we assume that the transmitter has no information about the channel estimate and consequently uniform power allocation is done across subcarriers. Furthermore, we assume a Gaussian i.i.d. input distribution p(s) = CN (0,P I M ). Under these conditions, the mutual information (22) of an OFDM transmission, averaged over all subcarriers is given by [27] 
According to Theorem 1, we have to find the covariance matrix Σ and the optimal channel vector Υ opt (these two characterize the pdf f (y|s, Υ)), so as to minimize the mutual information (25) and to satisfy constrains (23) and (24) .
The unknown diagonal covariance matrix Σ is obtained from the constraint (c 1 ) of (23). It is easily seen that this constraint leads to the equality f (y|Υ) = p(y|H). Moreover, from the likelihoods f (y|s, Υ) and p(y|s, H), it is clear that the conditional random vectors (y|Υ) and (y|H) are distributed as
respectively. Thus the diagonal covariance matrix Σ is obtained as
with its k-th (k = 0, ..., M − 1) diagonal element equal to
Now, in order to find the optimal vector Υ opt , we have to specify the set of inequality constraints (c 2,k ) associated to the metric D M (s k , y k , H k ) of (17) . As shown in Appendix II.A, the k-th inequality constraint set in (24) is equivalent to the set
where a = δ( λσ
du is defined as the exponential integral.
By using (25) , (27) and (28) in Theorem 1, the achievable rates C M (H, H) associated to the improved metric D M , can be obtained by solving the following minimization, which is equivalent to the initial formulation (21)
for k = 0, ..., M − 1. Note that the k-th term in (29) is an increasing function of |υ k | 2 and the constraints are convex. Consequently, the minimum in (29) is obtained at the border of the sets [28] . Thus, the problem simplifies to the search of the optimal channel coefficients υ k = υ opt,k from the minimization of Υ 2 under the constraint sets resulting from the equality in (28) . This becomes a classical convex minimization problem that can be solved by using Lagrange multipliers. After some algebra provided in Appendix II.B, we get
T , where
and
Finally, the achievable rates associated to metric D M are given as follows.
CM(H, H)
2) Case of Mismatched ML Metric: Under the same assumptions as above, we can compute the achievable rates C MM associated to the mismatched metric D MM of (13) in the same way. The equality constraint (23) leads to the same result as equation (27) . By following similar steps as in Appendix II, we can easily derive the k-th inequality constraint set associated to the metric D MM as
for k = 0, ..., M − 1, where Re(.) takes the real part of its argument. Now, by considering the minimization problem of equation (29) under the constraints of (33), and using the Lagrange method, we obtain
where η MM,k is given by
In order to get insight about the expressions (32) and (34), assume that perfect CSIR is available at the receiver, i.e.,
In this situation, σ 2 E = 0, δ = 1, and we get η MM,k = η M,k = 1 for all k. Consequently, both detectors provide the instantaneous rate
In this case, assuming that there is no delay constraint and the transmission time is longer than the channel coherence time, both of the detectors achieve the ergodic capacity [29] which is defined as
B. Evaluation Of Outage Rates Under Imperfect Channel Estimation
In several applications in wireless communications, the channel is chosen randomly at the beginning of the transmission and is held fixed during the whole transmission session. In fact, in this case the transmission time is not longer than the channel coherence time and consequently the mean of the maximum mutual information in (37) is in general not equal to the channel capacity. On the other hand, the capacity in the Shannon sense does not exist since there is a non-zero probability that the realized H and its estimate H are not capable of supporting even a very small rate. In this case, the capacity is a random entity, as it depends on the instantaneous channel H. Thus, the concept of capacity-verus-outage [21] has to be invoked. That is, with any given rate R and channel realization H, we associate a set of channels Λ(R, H). This set is the largest possible set for which C(H), i.e., the achieved rate for a realization of H ∈ Λ(R, H) satisfies C(H) < R. Formally, we can write Λ(R, H) {H : C(H) < R}. The outage (or failure) probability P out is then determined by P out = Prob H ∈ Λ(R, H) . This is the definition of the classical notion of outage capacity, which implicitly assumes the true channel to be available at the decoder. In contrast, when this knowledge is not available at the receiver, but only the channel estimate, we have to invoke the notion of estimation-induced outage capacity, which has different properties, as explained in [18] .
Following this approach, we make use of the posterior channel distribution of (8) that characterizes our channel estimation process, in order to define the outage probability
where Λ M (R, H) H : C M (H, H) < R . Using this, the outage rate for an outage probability equal to γ is given by
The outage rates (39) depend on the random channel estimate H. Thus, we consider as performance measure, the averaged outage rates over all channel estimates as follows.
By using (34) and similar steps as above, we can derive the averaged outage rates C out MM (γ) associated to the mismatched receiver. The outage rates associated to the best possible (but not practical) decoder under imperfect channel estimation is derived in [18] . The next section evaluates the outage rates of the improved and mismatched receivers compared to those provided by this decoder, to which we refer as theoretical decoder. In our case, the averaged outage rate of the theoretical decoder is given by
where the outage rates C out T (γ, H) are computed by using the achievable rates
in expressions similar to (38) and (39).
VI. SIMULATION RESULTS
In this section, we provide numerical results to evaluate the performance provided by the proposed detector in the presence of channel estimation errors, in comparison with more classical approaches. We focus on the impact of imperfect channel estimation on receiver bit error rate (BER) and the achievable outage rates associated to improved and mismatched detectors. We consider the multiband OFDM (MB-OFDM) scenario proposed in the IEEE 802.15.3a WPAN proposal [30] for UWB applications operating in the range of 3.1 to 10.6 GHz. In this scheme, the available spectrum is divided into several subbands with a conventional OFDM modulation within each subband. The only difference is that a frequency hopping pattern selects the subband over which each OFDM symbol is sent. Throughout the simulations, one OFDM symbol is composed of M = 100 data subcarriers and the subband channel bandwidth is 528 MHz according to the parameters defined in [30] . An MB-OFDM system employing only the first three subbands starting at 3.1 GHz has been considered.
For channel coding in our BICM scheme, we consider the rate 1/2 NRNSC code of constraint length 3 defined in octal form by (5, 7) 8 . The interleaver is pseudo-random and operates over the entire frame. Data symbols belong to 16-QAM constellation with the Gray or the set-partition (SP) labeling specified in [31] , and the impact of the labeling is discussed below, since it may enlarge or reduce the improvement brought by the improved metric. However, note that the considered labelings are not necessarily the optimal choices that may exist for a 16-QAM constellation (see [32] and references therein for the optimization of square QAM labeling).
The performance evaluation is performed over two channels: i) the realistic UWB channel model CM1 specified in [33] and ii) the uncorrelated Rayleigh fading channel. For each frame that contains 100 OFDM symbols, a different realization of the channel has been drawn and remains constant during the whole frame. We use training sequences for channel estimation and the average pilot-symbol power is equal to the average data-symbol power. Moreover, the number of decoding iterations is set to 4.
A. Bit Error Rate Analysis
First, the BER performance of the improved and mismatched detectors are compared. Let us first address the case of BICM iterative decoding with 16-QAM and Gray labeling. It can be observed from Fig. 3 that for N = 1 (the shortest possible training sequence), the improvement in terms of required E b /N 0 in order to attain a given BER is about 2 dB, compared to the mismatched situation, while the perfect channel knowledge would even be 3 dB better. Obviously, it is also observed that these quantities are reduced (the performance of both the mismatched decoder and the improved one get closer to the perfect channel one) when increasing the length of the training sequence. Note that the performance of the improved receiver with 1 pilot is very close to that of the mismatched receiver with 2 pilots. For comparison, results obtained with uncorrelated Rayleigh block fading channel are illustrated in Fig. 4 . It can be observed that for N = 2, the SNR necessary to obtain a BER of 10 Similar plots are shown in Fig. 5 for the case of 16-QAM and SP labeling on the CM1 channel. These show the behavior of the detectors with respect to the type of labeling. A first observation is that the distance between the mismatched detector and the perfect channel knowledge is even larger (about 6 dB for N = 1 and a BER of 7 × 10 −4 ). Another observation is that, even if the global performance is largely improved by using the SP labeling when perfect channel knowledge is available, the difference between SP and Gray labeling is not very large with the mismatched decoder, i.e., the sensitivity of the iterative decoder to the channel knowledge seems to be larger for SP labeling. However, the use of the improved metric allows to recover most of the improvement, since, even with a single training sample (N = 1), the BER is improved with SP compared to Gray labeling by about 0.9 dB for a BER of 5×10 −4 . In other words, iterative decoding with SP labeling benefits more from the improved metric than the one with Gray labeling. Otherwise, similar conclusions hold between the SP-labeling curves. Figures 6 and 7 show the BER performance versus the number of pilot symbols N at a fixed E b /N 0 of 12 dB for 16-QAM with Gray and set-partition labeling, respectively. This allows to evaluate the length of training sequence necessary to achieve a certain BER. From Fig. 6 we observe that the improved detector requires 10 pilot symbols per frame to achieve a BER of 10 −4 at E b /N 0 = 12 dB while the mismatched detector attains this BER for 12 training symbols. From Fig. 7 we notice that the performance loss due to the mismatched receiver with respect to the improved receiver becomes insignificant for N ≥ 12 (about 11 % of the overall frame of pilot and data symbols). Actually, our results illustrate that the improved detector outperforms the mismatched detector especially when a few number of pilot symbols is dedicated to channel estimation, which is in perfect agreement with equation (18) . This makes the improved metric particularly useful, since training sequences in multicarrier systems are usually of length 1 or 2. Note also that this improvement is obtained almost at no computational cost.
B. Achievable Outage Rates
We now analyze the achievable outage rates provided by a receiver based on either the improved or the mismatched detection technique for MB-OFDM under imperfect CSIR. The channel is an uncorrelated i.i.d. Rayleigh fading and the data symbols are assumed to be distributed as CN (0, 1). Figure 8 shows the expected outage rates (in bits per channeluse) versus the SNR (in dB), obtained by adopting mismatched and improved detection approaches. The outage probability has been fixed to γ = 0.01 and the channel is estimated by sending N = 1 pilot per frame. For comparison, we also display the upper bound on the expected outage rates provided by the theoretical decoder and also the ergodic capacity, given by equations (41) and (37), respectively. The figure clearly shows the sub-optimality of mismatched detection in terms of expected outage rates compared to the rates provided by the theoretical decoder. It can be observed that the mismatched outage rate is about 4.8 dB (at a mean outage rates of 5 bits) of SNR far from the rates achieved by the theoretical decoder. We note that by adopting the improved receiver, the above SNR gap is reduced by about 1.8 dB.
Similarly, Fig. 9 shows the outage rates obtained by the improved and mismatched receivers when the number of channel-uses for pilot transmission is N = 2 per frame. As observed, due to a more accurate channel estimation, both the detectors achieve a higher outage rate as compared to that obtained with N = 1. However, we note that at a mean outage rate of 5 bits, the rate of the mismatched receiver is still about 2.8 dB of SNR far from the rate of the theoretical receiver. The figure shows that the improved detector achieves higher rates and decreases the required SNR by about 1 dB at a mean outage rate of 5 bits. An open question is still how the gap to the optimal estimation induced outage capacities could be filled.
Finally, Fig. 10 compares the achievable rates of the improved and mismatched receivers with respect to the number of training symbols at fixed SNR values of 10 and 15 dB. In each case, we also display the corresponding upper bound on the achievable outage rates provided by the theoretical decoder and the ergodic capacity. As can be seen, the improved detector requires fewer pilot symbols in order to provide a prescribed mean outage rate. For instance, the gain in the number of channel-uses for pilot transmission is 2 pilots at a mean outage rates of 3.5 bits. These simulation results also confirm the obvious expectation that under near perfect channel estimation (here for N ≥ 16), the performance of mismatched and improved receivers is almost the same.
VII. CONCLUSION
The problem of signal detection in a practical coded OFDM communication system where the receiver has only access to a noisy estimate of the channel provided by pilot symbols was investigated. Based on a characterization of the channel estimation process, we proposed a general detector design that takes into account the imperfect channel available at the receiver. In the case of ML detection, this approach led to an improved ML metric that we used in the derivation of a modified iterative MAP detector. We also derived the expressions of the achievable outage rates associated to the improved and mismatched ML metrics. Our numerical results indicated that the mismatched detector is sub-optimal in terms of BER and achievable outage rates, especially for short training sequence lengths. They also confirmed the adequacy of the improved detector under imperfect channel estimation. The impact of the improved metric was shown to be dependent on the type of labeling used in the construction of the symbols, and it was shown that this new metric could save the improvements brought by set-partitioning labeling in the case of poor channel estimates (obtained by very short training sequences). This performance improvement was obtained without requiring additional complexity in the receiver. Although the improved detector was able to reduce the SNR gap between the mismatched and the theoretical receiver at fixed outage rates, the derivation of other practical detectors providing closer rates to the theoretical capacity limit is still an open problem.
APPENDIX I
A. Derivation of the A Posteriori Probability (8)
The following theorem is derived in [34] . 
The equivalence in (44) can be seen by left multiplying both sides of (Σ E + Σ H ) − Σ † H = Σ E by Σ H (Σ E + Σ H ) −1 . As a result, we obtain the a posteriori pdf (8) . (14) In order to evaluate the expectation in (14) , we use to the following theorem derived in [35] . 
B. Evaluation of the Likelihood Function
