A geographical analysis of research trends applying text mining to conference data by Chausse Vázquez de Parga, Irene
Treball de Fi de Màster 
 
Màster en Enginyeria Industrial 
 
 
A GEOGRAPHICAL ANALYSIS OF RESEARCH 
TRENDS APPLYING TEXT MINING TO 
CONFERENCE DATA 
 
 
 
MEMÒRIA 
 
 
 Autor:  Irene Chausse Vázquez de Parga  
 Director:  Kwanho Kim 
 Ponent: Lucas Van Munnick 
 Convocatòria:  Febrer 2018  
 
 
 
  
Escola Tècnica Superior 
d’Enginyeria Industrial de Barcelona 
A geographical analysis of research trends applying text mining to conference data  Pg. 2 
 
ABSTRACT 
The main purpose of this work is to analyze research trends using conference information. Through 
the analysis of the data, the study aims to identify topic-specific cities, the trend of global 
concentration in research and obtain significant information about the connection between cities. 
To properly perform the goals, meaningful parameters have been calculated and afterward, a 
geographical visualization of the results has been performed. The study is divided into three parts. 
The aim of the first part is to identify the degree of specialization of every city in the different 
research trends defining a topic vector using LDA. In the second part of the study, a similarity 
analysis is performed, obtaining compelling information about the connection between cities, and 
hence provides significant results as similar cities often share common interests, needs or services. 
Afterwards, a network analysis is performed and centrality measures are calculated. The third part 
consists of a temporal distribution of topics. In that way, it is possible to see how a specific topic 
evolves in time, which is essential to predict the direction of global innovative activities. Finally, 
an empirical study with European data is performed to show the usefulness of the proposed 
approach. 
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1. INTRODUCTION 
Conferences are a unique value to help understand research topics in terms of geographical 
location. A significant number of conferences pertaining to a specific topic within a city indicates 
that a topic is of high interest to researchers or practitioners in that city. As conferences are 
generally organized by academic societies that are based in a particular city or country, a larger 
number of conferences can indicate that there is a strong research foundation in a given area. For 
example, if Barcelona has increased the number of conferences related to electromobility and 
public transportation over the past two years, it can be assumed that there is a focus on sustainable 
mobility research. It should also be taken into account the principal actors present in conferences. 
In conferences governments, universities and companies are equally involved, representing not 
only the educational community, but the society as a whole and achieving results that truly 
represent the paths of innovation present in every city. 
By using the unique characteristics of conference information, it can be achieved new insights 
compared to the conventional ways of analyzing research trends, as conference information is 
based on the combination of specific location, topic, and time at once providing more accurate 
information to perform a research trends analysis.  
Moreover, conferences are a source to capture the state of the art of research trends faster than 
journals and patents which take long time since the researching starts until it is published. 
Furthermore, conferences are a source of information that until now, has not been used to perform 
a research trends analysis, as all researches focus on analyzing the data from a bibliometric 
perspective. 
The goal of this research is to discover the research topics in every city based on the conferences 
that are held. To achieve that goal a new methodology is defined, which through the application 
and combination of different metrics can obtain an accurate analysis of research trends situation 
in the past years. Subsequently, we want to obtain graphs and visualizations that clearly represent 
the results obtained through the defined methodology. 
Taking into account the information provided by the conferences; location, topic, and time; in this 
paper, it is proposed an approach to find and analyze research trends by focusing on three different 
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areas. Each portion presents its own relevant information, but the three of them combined provide 
a global analysis of research trends. They are defined as: 
 (1) Analysis of topic concentration by city: An attempt to measure the extent to which a city 
concentrates on a particular research topic in comparison to the entire set of research topics. Based 
on this metric, cities that are highly specialized in a particular topic can be distinguished from 
those that are interested in a wide range of topics.  
(2) Network analysis among cities based on topic similarity: A method to measure the similarity 
between any two cities according to their common interests on research topics is developed. Then, 
a network analysis is performed to present the relative importance of a given city in a particular 
topic (Kwan-young Oh & Lee, 2017).  
(3) Temporal distribution of topics: A method is developed to study the evolution of topics in 
every city to predict the trends in research topics, the direction of global innovation, and the most 
influential cities regarding a specific topic. 
To accomplish the objectives of the three questions posed, text mining techniques, such as Latent 
Dirichlet Allocation (LDA), are applied to the conference data to construct a topic vector that 
reflects the conference research categories. Afterward, metrics are implemented to quantify the 
three areas discussed previously, gain a clear understanding of the research trends, and achieve 
conclusive results. These metrics include topic concentration calculation, time frequency analysis, 
and classical network analysis, such as degree centrality, closeness centrality, and betweenness 
centrality. Finally, graphs and geographic visualizations that convey these metrics are presented 
to provide a visual representation and illustrate the complexity of the data structures. The 
visualization, first provides an overview and then offers a deeper insight into the details of the 
results by focusing on certain areas and by filtering the research results. 
This thesis report is organized as follows. In Section 2 a literature review is presented and our 
research is compared to related investigations about topic modeling, network analysis and research 
trends analysis. In Section 3 the methodology to analyze research categories is presented. In next 
Section we introduce the methodology in detail while at the same time the equations are defined. 
An illustrative example of the methodology applied to European conference data and empirical 
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results are provided in Section 5. Finally, Section 6 and 7 present our conclusions and future 
directions of the present research.  
This research implies a challenge in the analysis process as it includes a combination of data 
mining, statistics and data visualization. First, it was necessary to find and apply a text mining 
technique that made possible the extraction of the conference scope. Afterward, to gain insight of 
the research trends and have a better understanding of the data, meaningful metrics had to be 
applied. This metrics had to capture the research trends evolution, the interaction between cities 
and the dispersion of topics. In addition, it involved the challenge of performing a network analysis 
that reflected the interactions and similarities between cities in terms of research interest by finding 
the most suitable algorithm. 
The method presented herein offers a variety of applications, ranging from a global study of all 
cities to a study of the cities within a specific country. In this study, an empirical study is performed 
on a dataset comprised of European conferences, and conclusions are extracted from this dataset, 
taking into consideration the three different areas of the study. 
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2. LITERATURE REVIEW 
There are many types of research about text mining and research trend analysis, but to one’s 
knowledge, no one has performed a research trend analysis using conference data from a 
geographic perspective. The triple helix thesis says that the potential for innovation and economic 
development lies in the hybridization of elements from university, industry and government 
(Etzkowitz & Leydesdorff, 1995). Most researches focus on papers published in journals and 
papers citations and afterward a bibliometric analysis or network analysis is performed, but is in 
conferences where exists a collaborative work between the three actors of the triple helix.  
2.1. Network analysis 
About a scientific network, Moed et. al. investigate the results of a study of “bibliometric” 
(publication and citation) for university research policy (Moed, Burger, Frankfort, & Van Raan, 
1985) Jin et al. investigate research trends of convergence technology based on Korean R&D 
network using multi sources (Jin, Park, & Pyon, 2011) but the focus is to obtain the convergence 
of technologies by using social networks instead of analyzing the trend of global concentration in 
research as it is proposed here. Kim et al. give a different approach to network analysis proposing 
a method to identify the journals or proceedings that are most highly esteemed using open 
publication databases (Kim, Yoon, & Crowcroft, 2012). 
2.2. Research trend analysis 
The use of bibliometric indicators in research evaluation emerged in the 1960s and 1970s 
(Leydesdorff, 2005), and is in widespread use today due to the proliferation of relevant databases. 
These indicators have become standard tools for research and evaluation (Almeida, Pais, & 
Formosinho, 2009). Producing regional maps showing where excellent papers have emerged and 
where the papers have occurred frequently (Bornmann & Leydesdorff, 2012). However, these 
indicators focus on the number of publications and citations method that cannot be applied to 
conference information. In the field of conference information analysis, Zhuang, Elmacioglu, Lee, 
and Giles proposed some heuristics to automatically discover prestigious conferences from 
analyzing the characteristics of program committee members in the conferences, based on the 
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assumption that the quality of conferences are highly correlated with the program committee 
members of the conferences (Zhuang, Elmacioglu, Lee, & Giles, 2007). 
2.3. Text mining 
Text mining is defined as the process of deriving high-quality information from unstructured data, 
turning text into data to allow its analysis via the application of natural language processing and 
analytical methods. In literature it is found various algorithms for topic discovery. 
Kyojoong Oh, et Al. in their study about Research Trend Analysis using word similarities and 
clusters, use a Term Frequency Inverse Document Frequency (TFIDF) to extract meaningful 
words, the similarity of words measures using WordNet information and a document comparison 
approach. 
Word2Vec (Mikolov, Chen, Corrado, & Dean, 2013) is an unsupervised algorithm that tries to 
learn meaningful vector representations of words from a dataset of text. It does so based in the 
distributional hypothesis, which states that words that appear in the same context, probably have 
similar meaning. Each word is represented by a distribution of weights. H. Tao, J. Li, T. Luo and 
C. Wang provide an analysis of topic discovering through the application of Word2Vec model to 
strength the semantic information in topic clustering and afterward set a weighted K-means 
algorithm for topic discovery (Tao, Li, Luo, & Wang, 2017). 
LDA has become a standard tool in topic modeling. Thus, LDA has been extended in text mining 
processes, and in particular for social networks and social media. For example, L. Hong and B. 
Davison (Hong & Davison, 2010) study the characteristics of content in Twitter messages by 
applying LDA and how to effectively train a standard topic model in short text environments. Also, 
Chang et al. (Chang, Boyd-Graber, & Blei, 2009) propose a probabilistic model to analyse text 
corpora and infer descriptions of the entities and of the relationship between those entities on 
Wikipedia. 
In Table 2.1 is summarized some of the literature research reviewed previously to this work, and 
which has served as a starting point for this work. 
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Table 2.1 Related work 
Reference 
Topic 
modeling 
Network 
Analysis 
Research 
trends 
Research Trend Analysis using Word Similarities and 
Clusters (Kyojoon Oh, Lim, Kim, & Choi, 2013) 
O   
Research Trend Analysis of Geospatial Information in South 
Korea Using Text-Mining Technology (Kwan-young Oh & 
Lee, 2017) 
O  O 
Finding research trend of convergence technology based on 
Korea R&D network (Jin et al., 2011)  
 O  
Recent research trends in organic Rankine cycle technology: 
A bibliometric approach (Imran, Haglind, Asim, & Zeb 
Alvi, 2018) 
  O 
An international comparison of journal publishing and citing 
behavior (Didegah, Thelwall, & Gazni, 2012) 
  O 
Network analysis of temporal trends in scholarly research 
productivity (Kim et al., 2012) 
 O  
Research on topics trends based on weighted K-means (Tao 
et al., 2017) 
O   
Empirical study of topic modeling in Twitter (Hong & 
Davison, 2010) 
O   
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3. RESEARCH METHOD OVERVIEW 
In this section is presented the framework of study describing the research method followed in the 
present thesis. The study is clearly divided in two parts. First, is about the data collection and pre-
processing and the second one is the data analysis and presentation of results. Fig.3.1 visually 
exemplifies the method used in this research. 
Second part is subdivided as well. Starting with the topics extraction from the information provided 
by the fields Title and Description using the LDA algorithm and generating a topic vector which 
is added to the database. Finally, once the data is prepared, metrics and visualizations have been 
performed to answer the three posed questions. 
 
Fig. 3.1 Framework of the research method 
In the first part of the study the data was collected using the information provided by the 
Conference Information Retrieval Service. A database was constructed using the data from all the 
conferences held between 2013 and 2018, including the fields of Title, Year, Continent, Country, 
City, and Description. 
To perform the topic modeling a preprocessing of the data was required, it consisted on removing 
numbers or symbols and normalize the text by converting all characters to lowercase letters using 
Conference.City
• Title
• Date
• City
• Country
• CFP (Call for paper)
Data preprocessing
• Tokenizing
• Stemming
• Remove Stopwords
Data collection and preprocessing
Select research topics
Topic Modeling using LDA
Topic Vector generation
{0.12, 0.213, 0.55, … , 0.167}
{0.05, 0.313, 0.055, … , 0.44}
…
{0.24, 0.013, 0.07, … , 0.321}
Analysis of topic concentration by city
Network analysis based on research similarity
Temporal distribution of topics
• Similarity between cities
• Clustering
• Time series analysis
• Leading cities
Data analysis
Research trend analysis
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an alphabetic tokenizer. Hereafter the Porter stemming algorithm (Porter, 1980) was used to extract 
the root of the words and transform them to their appropriate morphemes. Finally, the stopwords 
were removed to extract only meaningful words. The pre-processing allows to simplify the further 
processing of the text and make it much more efficient.  
 
Fig. 3.2. Pre-processing method diagram 
The next step included the definition of the topics of study for every conference applying LDA 
topic modeling to the Title and Description fields. The goal of topic modeling is to organize, 
understand, and summarize large collections of textual information. Topic modeling is a 
mathematical method to determine the subjects that are present within a collection of documents. 
In this study, topic modeling is used to discover the overarching topics from the collection of 
documents, and thus, text mining was used to perform a high-quality approximation of the subjects 
covered throughout the conferences.  
To categorize each conference, the LDA model was used, which is the text mining method that 
presented the most suitable results, as the scope of conferences generally contains a wide range of 
topics (Blei et al., 2003). This data can then be used to classify similar documents, improve text 
indexing and retrieval methods, and to identify evolution of certain topics over a period of time. 
(1) Analysis of topic concentration by city 
This question pursues the identification of the relative degree of expertness in each of the topics 
defined with LDA across the cities. Also, tries to study the characteristics of every city by 
identifying the research trend diversity. The study wants to distinguish between diverse cities and 
cities focused in one or two topics, as seen in Fig. 3.3. To achieve that, the concentration for every 
topic is calculated as well as the Concentration Score which measures the spread of topic 
concentrations for a city, c. Finally, we attempt to group the cities together by similarity, for that 
reason a clustering technique is required. There is a wide range of algorithms and methods that can 
Title + Description
Tokenization
Determine words/sentences
Normalization
Normalize orthography
Stemming
Porter’s algorithm
Remove stopwords
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be applied, but K-means algorithm is popular for giving good results for cluster analysis in data 
mining. 
 
Fig. 3.3. Topic concentration of a diverse city, on the left, and a focused city, on the right. 
(2) Network analysis based on research similarity 
The second question reflects the interactions and similarities between cities, as similar cities often 
share common interests, needs or services. To define the similarities in research between two cities, 
it is used similarity measures for text classification like the cosine distance and then, perform a 
network graph. Similarity measures have been extensively used in text classification and clustering 
algorithms. Additionally, the cosine distance is useful when trying to determine the extent of 
similarity between two texts or documents. Cosine similarity works well in these cases because it 
is focused on orientation. 
After the construction of the network, a wise approach is to decompose the network into subunits 
or communities, which are sets of highly inter-connected nodes (Fortunato & Barthélemy, 2007). 
The identification of these communities is a task of great importance in network structures and it 
helps to discover functional models, like clusters of cities focused in a research topic, that a-priori 
could be unknown. To detect the community structure and see the contextual clusters more 
precisely the community detection mechanism based on modularity is used (Blondel, Guillaume, 
Lambiotte, & Lefebvre, 2008; Fortunato, 2010), which seems to be a very effective method to 
detect communities. 
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Afterwards typical network analysis like degree centrality, closeness centrality and betweenness 
centrality is calculated. 
(3) Temporal distribution of topics 
The third part of the study includes the time variable, it uses the three variables that a conference 
gives, the topic, the date and the city.  
It analyzes the evolution in research trends over time, from topics the topics obtained with LDA 
to the categories defined afterwards.  
 It also allows the identification of the leading cities on specific topics and how their interest is 
changing over the years. This is achieved by the application of basic statistical analysis, including 
occurrence frequency analysis and time series development. 
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4. PROPOSED APPROACH 
In the following section is introduced the methodology followed in this thesis to carry out an 
analysis with conference information and the different equations needed are defined.  
4.1. Topic modeling 
LDA considers the topics to be multinomial distributions over the words and assumes that every 
conference can be sampled from a mixture of these topics. LDA is an unsupervised machine 
learning technique, which identifies latent topic information in large document collections. 
Understanding a document as a sequence of W words denoted by w = (w1, w2,…, wW), where ww, 
is the wth word in the sequence. It uses a “bag of words” approach, meaning that that the order of 
words in a document can be neglected, and treats each conference as a vector of word counts. LDA 
defines the following generative process for each conference in the collection: 
1) For each conference, pick a topic from its distribution over topics. 
2) Sample a word from the distribution over the words associated with the chosen topic. 
3) The process is repeated for all the words in the conference. 
Each conference, n for n = 1, …, N, is represented as a probability distribution of dimensionality 
k. The dimensionality k of the Dirichlet Distribution is assumed known and fixed. Under this 
model, conferences can be associated with multiple topics by the probability distribution, p(k), of 
topic, k for k =1,…,K, while each topic is represented as a probability distribution over several 
keywords, thus, obtaining a topic vector, dn, for the n
th conference, as shown in Equation (1). 
𝑑𝑛 = {𝑝(1), 𝑝(2), ⋯ , 𝑝(𝑘), ⋯ , 𝑝(𝐾)}          (1) 
4.2. Topic concentration analysis 
For every city and topic, the city vector Vc is calculated and is expressed as 𝑉𝑐 =
{𝑣1, 𝑣2, ⋯ , 𝑣𝑘 , ⋯ , 𝑣𝐾}  for vk as defined in Equation (2), where Mc represents the number of 
conferences held in the city, c. This metric describes the concentration of every topic, k, for a city, 
c.  
𝑣𝑘 =  
∑ 𝑝𝑐(𝑘)
𝑀𝑐 
     (2) 
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When the vk parameter is high, this indicates that the city demonstrates a high interest in topic k, 
as a high number of conferences held in that city are pertaining to this topic. On the other hand, 
when the vk parameter is low, this indicates that the topic is not an important topic in that specific 
city. 
To obtain a global measure of the topic concentration behavior in every city and to measure the 
spread of topic scores within the data, the concentration score is calculated as the standard 
deviation of the concentration of topics. The concentration score, s, for every city vector Vk, is 
defined in Equation (3) as 
𝑠 = √
1
𝐾
∑ (𝑣𝑘 − ?̅?)2
𝐾
𝑖=1      (3) 
A high concentration score indicates that the city is more specialized in a specific topic, and a city 
with a low concentration score means that the vector Vk has a low extent of deviation of the topics 
as a whole, and as a consequence the city is a disperse city in terms of research topics. 
Finally, to find similarity groups in the data K-Means clustering technique is used, so we can 
discover the natural groupings of a set of cities. An operational definition of clustering can be 
stated as follows: Given a representation of C cities, find K groups based in a measure of similarity 
such that the similarities between cities in the same group are high while the similarities between 
cities in different groups are low (Jain, 2010). 
The K-means algorithm in the case of study works as follows. Let X = {xc}, c = 1, …, C , for a city 
c, be the set of 2-dimensional points to be clustered into a set of K clusters, K = {k1, …, kK}. K-
means algorithm finds a partition such that the squared error between the empirical mean of a 
cluster and the points in the cluster is minimized. Let µk be the mean of cluster kk. The squared 
error between µk and the points in cluster kk is defined as 
𝐽(𝑘𝑘) =  ∑ ‖𝑥𝑐 − 𝜇𝑘‖
2
𝑥𝑐∈𝑘𝑘        (4) 
The goal of K-means is to minimize the sum of the squared error over all K clusters. 
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4.3. City relationship analysis 
The method used to define the similarities in research between two cities is based on a percentage 
of every topic. This evaluates the structural similarity between two cities, c and c’, and as this ratio 
approaches a value of one, a greater structural similarity exists between the two cities. Similarity 
measures have been extensively used in text classification and clustering algorithms. Cosine 
similarity works well in these cases because it is focused on orientation. Cosine similarity is 
defined in Equation (5) as  
𝑑𝑐𝑐′ =
𝑉𝑐∙𝑉𝑐′
‖𝑉𝑐‖‖𝑉𝑐′‖
        (5) 
When the dcc’ value approaches to one means that vc and vc’ have the same orientation, and applied 
to this study means that the two cities are interested in the same research topics. 
From the distance between two cities c, c’, the distance matrix DT = [dcc’] is constructed, where 
dcc’ is the cosine distance as defined in Equation (5). This measure defines how close city c is to 
city c’ in terms of topics of interest. Thus, the resulting matrix represents the similarity between 
all cities in the study. Additionally, the diagonal cells in the matrix have been designated as zero 
to eliminate any self-linking. 
The results are presented on an undirected network graph; every node represents a city and the 
edges represent the relation between the two nodes. For the network analysis, a force-directed 
algorithm, Force Atlas 2 was used (Jacomy, Venturini, Heymann, & Bastian, 2014).  
The nodes repulse and the edges attract. In Force Atlas 2 model the position of a node for itself 
cannot be interpreted, it has to be compared to the others, its very essence is to turn structural 
proximities into visual proximities. The (attraction, repulsion)-model of Force Atlas has an 
intermediate position between Noack’s LinLog and the algorithm of Fruchterman and Rheingold. 
In the computation of the attraction force, it is taken into consideration the edge weight. The 
attraction is proportional to weight, being the weight the cosine similarity between two cities. This 
parameter modifies the attraction force according to the weight dcc’ of the edge e between the two 
nodes c and c’ 
𝐹𝑎 = 𝑑𝑐𝑐′ 𝑑(𝑐, 𝑐′)      (6) 
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The repulsion force Fr is proportional to the product of the degrees plus one (deg+1) of the two 
nodes. The coefficient kr is defined by the settings. 
𝐹𝑟(𝑐, 𝑐′) = 𝑘𝑟
(deg(𝑐)+1)(deg(𝑐′)+1)
𝑑(𝑐,𝑐′)
     (7) 
Once the network graph is calculated, information about the relative importance between nodes 
and edges in a graph can be obtained through centrality measures. The centrality measures 
calculated in the present study are degree centrality, closeness centrality and betweenness 
centrality. 
In the following table is described and summarized the three centrality measures used in the 
present thesis.  
Table 4.1. Comparison among the proposed graph centrality measures 
Measure Definition Key parameter 
Degree centrality 
Number of direct connections 
to other cities 
Number of links 
Closeness centrality 
How near cities are to each 
other 
Link’s weight 
Betweenness 
centrality 
Whether a city is a connecting 
point between communities  
Shortest paths between two 
random cities 
 
Degree centrality is the measurement of the number of direct connections to other cities. This is 
calculated for a city c, as the ratio of the number of neighbors to the total number of all other cities 
C in the network when nedge is the number of edges of city c. The degree is interpreted in terms of 
the immediate possibility of a city for catching other cities of the network. 
𝐶𝑑𝑒𝑔(𝑐) =
𝑛𝑒𝑑𝑔𝑒(𝑐)
𝐶−1
      (8) 
A high degree centrality means that a city shares research topics with a large number of cities; in 
contrast, a low degree centrality demonstrates that a city acts independently and does not share the 
same interests as those of the majority of cities. 
Closeness centrality measures how near nodes are to each other, in the case of study, it can be 
translated as how close is a city on average to all other cities. This is calculated for a city, c, as the 
average of the length of the shortest path to all other cities in the network. 
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𝐶𝑐𝑙𝑜(𝑐) =
1
𝐶−1
∑ 𝑙𝑒𝑛𝑚𝑖𝑛(𝑐, 𝑐′)𝑐′≠𝑐∈𝐶     (9) 
When a city, c, has a high closeness centrality, means that the city has strong connections with 
other cities, meaning that the research performed in the city, c, is very similar to the cities which 
is connected. 
Betweenness centrality measures the paths that pass through a node and can be interpreted as the 
proportional flow of data through each node. Where 𝜎𝑠𝑡 is the total number of shortest paths from 
source city s, to target city, s’, and 𝜎𝑠𝑠′(𝑐) is the number of shortest paths from source city s, to 
target city, s’, which actually pass through city, c. This measure helps to determine the cities that 
assist in joining other cities as a community and that serve to bridge the shortest path between two 
other nodes.  
𝐶𝑏𝑒𝑡(𝑐) = ∑
𝜎𝑠𝑠′(𝑐)
𝜎𝑠𝑠′
𝑠≠𝑐, 𝑡≠𝑐∈𝐶      (10) 
After the construction of the network, a wise approach is to decompose the network into subunits 
or communities. The identification of these communities is a task of great importance in network 
structures and it helps to discover functional models, like clusters of cities focused in a research 
topic, that a-priori could be unknown. To detect the community structure the community detection 
mechanism based on modularity is used.  
The modularity coefficient Q of a network can be written as in Equation (11) and it is used as a 
measure for how good a clustering is. 
𝑄 = ∑ (
𝑙𝑠
𝐿
− (
𝑑𝑠
2𝐿
)
2
)𝑚𝑠=1         (11) 
Where the sum is over the m modules of the partition, ls is the number of links inside the module 
s, L is the total number of links in the network, and ds is the total degree of nodes in the module s. 
The first term of the summand is the fraction of links inside the module s, the second term 
represents the expected fraction of links in that module, if links were located randomly in the 
network (Fortunato, 2010). When the modularity coefficient is high means that the network has 
dense connections between the nodes within the modules but sparse connections between the nodes 
in different modules. By maximizing the modularity coefficient, one will find the optimal number 
of clusters. 
A geographical analysis of research trends applying text mining to conference data  Pg. 20 
 
4.4. Temporal analysis 
The third portion of this study involves the performance of a basic statistical analysis, including 
occurrence frequency analysis and time series development. For the time series development of 
topics, the average of topic interests for every year is calculated, as shown in Equation (12), for all 
cities, c = 1,…,C, in topic k, k= 1,…,K, and for year t, t = 1,…,T. This is defined as 
𝑤𝑐𝑘𝑡 =  
∑ 𝑝𝑐(𝑘)
𝐶
𝑐=1
𝑀𝑐𝑡 
                                                         (12) 
Equation (12) calculates the percentage of importance for every topic in every year, which 
demonstrates the topic’s evolution in importance over the previous years and calculates other 
metrics, such as the changing interest of the topic throughout the years of study. Then, an analysis 
pertaining to the leading cities is performed in every category regarding the number of conferences 
concerning the different categories. 
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5. EXPERIMENTAL RESULTS 
This section presents and discusses the results obtained by applying the methods explained in 
Section 4 to the conference data. Fig. 5.1 reflects the growth of the number of international 
conferences all over the world in the past ten years. 
 
Fig. 5.1. Conferences held in the past 10 years (2007 – 2017) 
5.1. Data collection 
The data was collected using the information provided by conference.city. A database was 
constructed using the data from all the conferences held between 2013 and 2018, including the 
fields of Title, Year, Continent, Country, City, and Description. The data was filtered to contain 
only the years 2015, 2016, and 2017 and only conferences held in European cities, leading to a 
total of 8,957 conferences. The data from 2014 and 2018 were excluded because the data from 
these years was not sufficient to obtain proper results. Additionally, cities with fewer than 20 
conferences were not expected to have a significant impact on the research trends, and thus, 57 
cities were selected as the target of this analysis. 
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Table 5.1. Example of the dataset used 
Title Year Continent Country City Description 
The International Conference on 
Education, Psychology and 
Society 
2015 Asia China Chengdu 
The ICEPAS conference aims 
to provide a communication … 
The 3rd Asia Symposium on 
Engineering and Information 
(ASEAI) 
2015 Asia China Chengdu 
The 3rd International 
Symposium on engineering and 
information… 
14th Annual International 
Conference on Health Economics, 
Management & Policy 
2015 Europe Greece Athens 
The health economics 
management unit of ATINER 
will hold… 
The IRES -132nd International 
Conference on Tourism, 
Transport, and Logistics (ICTTL) 
2017 Europe Norway Oslo 
The IRES 132nd International 
Conference on Tourism, 
Transport and Logistics ICTTL 
aimed at presenting… 
RW- 225th International 
Conference on Medical and 
Biosciences (ICMBS) 
2017 Europe France Paris 
RW 225th International 
Conference on Medical and 
Biosciences ICMBS is a 
prestigious event organized … 
 
Fig. 5.2 (a) shows the selected cities for this study and their respective number of conferences per 
year. A larger-sized circle indicates a larger number of conferences in that city. The map shows 
that large cities, such as London, Barcelona, Berlin and Paris present a higher number of 
conferences. In Fig. 5.2 (b), it can be seen that, there is a high number of cities having less than 50 
conferences and the number of cities with a high number of conferences is low.  
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(a) 
 
(b) 
Fig. 5.2. Number of conferences per year for European cities. (a) Geographical distribution of the number 
of conferences. (b) Distribution of the number of conferences according to cities 
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5.2. Topic modeling 
The next step included the definition of the topics of study for every conference applying LDA 
topic modeling to the Title and Description fields. To perform the topic modeling a preprocessing 
of the data was required, it consisted on removing numbers or symbols and normalize the text by 
converting all characters to lowercase letters using an alphabetic tokenizer. Hereafter the Porter 
stemming algorithm was used to extract the root of the words and transform them to their 
appropriate morphemes. Finally, the stop-words were removed to extract only meaningful words. 
The pre-processing allows to simplify the further processing of the text and make it much more 
efficient.  
For example, for the description of the conference “14th International Symposium on Applied 
Reconfigurable Computing” held in Santorini, Greece. 
“Reconfigurable computing technologies offer the promise of substantial performance gains over 
traditional architectures via customizing, even at runtime, the topology of the underlying 
architecture to match the specific needs of a given application. Contemporary configurable 
architectures allow for the definition of architectures with functional and storage units that match 
in function, bit-width and control structures the specific needs of a given computation. The 
flexibility enabled by reconfiguration is also seen as a basic technique for overcoming transient 
failures in emerging device structures.  
The International Symposium of Applied Reconfigurable Computing (ARC) aims to bring together 
researchers and practitioners of reconfigurable computing with an emphasis on practical 
applications of this promising technology. This year's Symposium will have a series of 
international invited speakers who will express their views on the future of reconfigurable 
technology. The accepted papers will be published by Springer-Verlag as a Lecture Notes in 
Computer Science (LNCS) series volume, will also be available through the SpringerLink on-line 
service (www.springer.com/lncs), and will be indexed by ISI Proceedings and EI-Compendex.” 
The resulting text applying the preprocessing would look like this: 
“reconfigur comput technolog offer the promis of substanti perform gain over tradit architectur 
via custom even at runtim the topolog of the underli architectur to match the specif need of a given 
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applic contemporari configur architectur allow for the definit of architectur with function and 
storag unit that match in function bit width and control structur the specif need of a given comput 
the flexibl enabl by reconfigur is also seen as a basic techniqu for overcom transient failur in 
emerg devic structur the internat symposium of appli reconfigur comput arc aim to bring togeth 
research and practition of reconfigur comput with an emphasi on practic applic of thi promis 
technolog thi year symposium will have a seri of intern invit speaker who will express their view 
on the futur of reconfigur technolog the accept paper will be publish by springer verlag as a lectur 
note in comput scienc lncs seri volum will also be avail through the springerlink on line servic 
www springer com lnc and will be index by isi proceed and ei compendex” 
Once the preprocessing was concluded, next step was to extract the topics out of the preprocessed 
Title and Description of every conference. The topic vectors were generated based on the relevance 
scores of all research topics for each conference to consider the scope diversity of the conferences. 
The topic vector generation used the LDA algorithm, and with this model, the probability 
distribution of the words in each subject is calculated. Based on experience, the number of selected 
topics was defined as 31, and Table 5.2 gives the keyword list of those selected topics. 
From these topics and their keywords can be inferred the research category to which they belong 
to. Being the categories the following, Computer Science, Engineering and Technology, Health 
Science, Natural Science and Social Science. In Table 5.2 is listed the 31 topics and the category 
they belong to. 
Table 5.2. List of topics, keywords and the inferred category 
Topic Keywords Category 
Topic 1 Law, Public, Polit, legal, Policy Social Science 
Topic 2 Network, System, Application, Electron, Sensor Computer Science 
Topic 3 Agriculture, Environment, Treatment, Water, Microbiology Natural Science 
Topic 4 Device, Risk, Quality, Regulatory, Compliance Engineering and Technology 
Topic 5 Science, Human, Social, Life, Sociology Social Science 
Topic 6 Data, Learn, Mine, Analysis, Machine Computer Science 
Topic 7 Culture, Art, History, Philosophy, Literature Social Science 
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Topic 8 Secure, Compute, Mobile, Data, Cloud Computer Science 
Topic 9 Educate, Learn, Teach, Train, Teacher Social Science 
Topic 10 Cancer, Oncology, Pediatric, Mustattend, Vaccine Health Science 
Topic 11 Social, Media, Behavior, Communication, Issue Social Science 
Topic 12 Biolog, Biomedical, Cell, Biotechnolog, Molecular Natural Science 
Topic 13 Image, Multimedia, Process, Interact, Visual Computer Science 
Topic 14 Manage, Business, Economy, Market, Strategy Social Science 
Topic 15 Drug, Pharmaceutic, Pharma, Pharmacology, Pharmacy Health Science 
Topic 16 Medicin, Clinic, Medical, Emergy, Therapy Health Science 
Topic 17 Health, Care, Healthcare, Primary, Pain Health Science 
Topic 18 Language, Psychology, Linguist, Region, Anthropology Social Science 
Topic 19 Chemic, Chemistry, Biochemistry, Priority, Toxicology Natural Science 
Topic 20 Approach, Platform, Immunology, Immune, Virology Health Science 
Topic 21 Software, System, Model, Computing, Application Computer Science 
Topic 22 Engineering, Material, Mechanic, Technology, Energy Engineering and Technology 
Topic 23 Computing, System, Intelligent, Application, Artificial Computer Science 
Topic 24 Industry, Field, Science, Expert, Innovation Engineering and Technology 
Topic 25 Disease, Diabet, Surgery, Cardiovascular, Heart Health Science 
Topic 26 Engineering, Technology, Civil, Electronic, Aerospacial Engineering and Technology 
Topic 27 Innovation, Practice, Advance, Discuss, Trend Engineering and Technology 
Topic 28 Science, Nature, Environment, Animal, Veterinary Natural Science 
Topic 29 Nurse, Nutrition, Adorn, Sport, Beauty Health Science 
Topic 30 Application, Physics, Mathematical, Science, Statistical Natural Science 
Topic 31 System, Digit, Service, Library, Technology Engineering and Technology 
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5.3. Analysis of topic concentration by city 
The topic concentration was calculated for every city, as defined in Equation (2), and the 
concentration score was determined by using Equation (3). Subsequently, a scatterplot was 
constructed by plotting the concentration score on the x-axis and the number of conferences held 
between the years 2015 and 2017 on the y-axis. 
Afterwards, to discover the natural groupings of the set of cities a clustering analysis using the K-
Means algorithm is performed. Being X = {xc}, c = 1, …, C, the set of 2-dimensional points 
equivalent to {Concentration Score, Number of conferences} for a city c. By iterating Equation 
(4) and assigning a number of clusters equal to three the Fig. 5.3 is obtained. 
 
Fig. 5.3. Scatterplot of concentration score and number of conferences 
As it is shown in Fig. 5.3, there is a tendency to have a lower standard deviation in cities with the 
largest number of conferences. This trend seems logical, since cities like Berlin or Barcelona, 
where numerous conferences take place, are not specialized on a single topic but include a wide 
variety of topics. 
On the other hand, a city like Heidelberg (Fig. 5.3), which has fewer inhabitants and fewer 
conferences than London or Barcelona, is mostly focused on conferences pertaining to biology 
and biotechnology, which are 30% of the conference topics in this city. 
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Through the application of the clustering algorithm we obtained three different groups, the leading 
group, in green, characterized by cities with a high number of conferences and a low standard 
deviation. The blue group, named as growing cities, the conferences in those cities are more 
specific on a topic than cities belonging to the green group, but the number of conferences is low. 
Finally, the red group, known as the specialized group is formed by cities with a high concentration 
score. 
5.3.1. Leading group 
The leading group is formed by big cities like Berlin, Barcelona or Brussels. In the cities belonging 
to this group more than 100 international conferences were held between the years 2015 and 2017. 
The concentration score is underneath 0.015 meaning that the diversity of topics in this cities is 
very high. In Fig. 5.4 it is shown for the cities of Berlin, Barcelona, and Athens the distribution of 
topics, the concentration score, and the number of conferences. It is observed that the topic 
concentration is similar among all topics, the three cities have a similar behavior but with a 
different order among the topics.  
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Fig. 5.4. Topic concentration distribution of Berlin, Barcelona and Athens and concentration score 
5.3.2. Growing group 
The cities belonging to this group have less than 100 conferences between 2015 and 2017 and the 
concentration score is underneath 0.03.  
In Fig. 5.5 it is shown three cities pertaining to the growing group, it can be seen that there is not 
a predominant topic and as well as cities belonging to leading group the diversity of topics is high. 
In the three cities plotted here, Liverpool predominantly presents interest in topics about the 
category Health Science. Venice is the city that presents the lowest concentration score of the 
three, having a disperse interest in all the topics and Nice is different from these two cities as it has 
three main topics of study almost with the same concentration score. 
Berlin 0.0107
City Concentration Score
Barcelona 0.0099
Athens 0.0064
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Fig. 5.5. Topic concentration distribution and concentration score of Liverpool, Venice and Nice 
5.3.3. Specialized group 
Finally, the specialized group is the less numerous. Only cities that have a high concentration score 
belong to that group, that means that those cities are mostly specialized in one or two topics, as it 
is shown in Fig. 5.6. In this group cities act independently from other European cities and it 
becomes more complicated to extract conclusions as a group.  
For example, the cities of Cambridge and Heidelberg are mostly specialized in biology and 
biotechnology. And Brighton focuses most of his conferences in topics about culture and art. 
Liverpool 0.0155
City Concentration Score
Venice 0.0102
Nice 0.0220
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Fig. 5.6. Topic concentration distribution and concentration score of Cambridge, Heidelberg and Brighton 
Cambridge 0.0335
City Concentration Score
Heidelberg 0.0540
Brighton 0.0423
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Fig. 5.7. Concentration score for cities in Europe (size of the bubble) and main topic of study 
Fig. 5.7 represents the main topic of study in every city. The diameter of the circle represents the 
degree of specialization; a larger diameter indicates a higher degree of specialization. It is observed 
that most of the cities with high degree of specialization are not interested in the leading topics. 
For example, Heidelberg, with a standard deviation of 0.056, is mostly interested in biology, and 
Brighton, with a standard deviation of 0.044, is interested in Art & Culture topics. In general, 
although there is a large diversity among the results, making it difficult to form a concise 
conclusion, it can be said that cities with a lower degree of specialization are more interested in 
the leading topics, such as Engineering and Health Sciences. 
5.4. Network analysis based on research similarity 
From the topic vector of every city, the similarity between cities is calculated using the cosine 
distance as described in Equation (5), and the similarity matrix is obtained, as shown in Table 5.3. 
  
Health Science
Engineering and Technology
Natural Science
Social Science
Computer Science
0.054
0.030
0.0064
Topic of study
Concentration Score
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Table 5.3. Example values for the city of Amsterdam of the similarity matrix DT = [dcc’] 
Source Target Weight 
Amsterdam Athens 0.832 
Amsterdam Baku 0.714 
Amsterdam Barcelona 0.873 
ºAmsterdam Basel 0.494 
Amsterdam Belgrade 0.549 
Amsterdam Berlin 0.942 
Amsterdam Birmingham 0.665 
Amsterdam Bratislava 0.650 
Amsterdam Brighton 0.243 
Amsterdam Brno 0.605 
Amsterdam Brussels 0.848 
Amsterdam Bucharest 0.845 
Amsterdam Budapest 0.834 
Amsterdam Cambridge 0.547 
… … … 
 
The Force Atlas 2 algorithm, by using Equations (6) and (7), is applied to obtain the network. Later 
on, a community detection mechanism, based on modularity, is applied. Table 5.4 shows the 
number of links and nodes in the network. The network has been performed by using the Gephi 
software. The nodes indicate the cities of study, and the links designate the relationships among 
cities. The number of links is obtained by removing any redundant links in the network, which 
include the links between cities with a similarity score lower than 0.75. From the generated 
network, the degree centrality, closeness centrality, and betweenness centrality were measured. 
Table 5.4. Number of links and nodes 
Number of nodes 52 
Number of links 702 
Density 0.22 
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Fig. 5.8. Network of European cities. Each node represents a city and two cities were connected if they 
shared a common interest in research topics. The size of the nodes stands for the degree centrality 
The network presented in Fig. 5.8 is distinguished by one large class colored in blue (class 3), this 
class comprises the 37.74% of the total nodes and contains cities like Paris, Amsterdam or 
Manchester. Three connecting smaller classes (classes 0, 1, 4), and another consisting only of two 
nodes, also known as the cities that do not share a connection with the main network, namely, 
Heidelberg and Cambridge. The cities not connected to any network can be interpreted as cities 
that act independently and are not influenced by the rest of Europe. Heidelberg is connected to 
Cambridge with a high strength, as both present interest in the same topics. This is consistent with 
actual knowledge regarding the similarities between these two cities, which have similarity 
connections in areas other than solely research topics. They have a Cambridge-Heidelberg 
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Partnership Association and both are famous for their university, many research institutes, teaching 
hospitals and science parks (“Town twinning | Cambridge City Council,” n.d.). 
In Table 5.5 are described the details of the 5 modularity classes. 
Table 5.5. Results of applying modularity analysis to the network 
Modularity 
Class 
Number 
of nodes 
Percentage 
of nodes 
0 7 13.21% 
1 16 30.19% 
2 2 3.77% 
3 20 37.74% 
4 8 15.09% 
 
In Figures 5.9.a and 5.9.b are represented for every modularity class, the average of interest in 
every topic. Cities belonging to class number two (Cambridge and Heidelberg) present a clear 
interest in Biology and Biotechnology (Topic 12) in the other modularity classes the interests are 
more dispersed. In Fig. 5.9.b it is shown the other classes in detail, removing the results of class 
number two, which could be considered as outliers. From that graph and Table 5.6 is extracted that 
cities belonging to class number one are mostly interested in Medicine topics and cities belonging 
to class number three are almost interested in topics belonging to engineering. 
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(b) 
Fig. 5.9. Average of interest in topic for every modularity class 
Table 5.6. Most relevant topics of every modularity class 
Class 0 
Topic 9 Educate, Learn, Teach, Train, Teacher 
Topic 18 Language, Psychology, Linguist, Region, Anthropology 
Class 1 
Topic 10 Cancer, Oncology, Pediatric, Vaccine  
Topic 17 Health, Care, Healthcare, Primary, Pain  
Class 2 
Topic 12 Biolog, Biomedical, Cell, Biotechnolog, Molecular 
Class 3 
Topic 24 Industry, Field, Science, Expert, Innovation  
Topic 26 Engineering, Technology, Civil, Electronic, Aerospacial  
Class 4 
Topic 7 Culture, Art, History, Philosophy, Literature 
Topic 15 Drug, Pharmaceutic, Pharmacology, Pharmacy  
 
The degree centrality indicates how connected each node is to the surrounding nodes; a high degree 
centrality means that the city has a high relevance with other cities in terms of its research topics. 
In other words, these cities have a high number of connections because the studies performed are 
similar to those of other cities. In Fig. 5.8 the size of the nodes stands for degree centrality, meaning 
that the biggest nodes stand for cities with the greatest degree centrality. In this case means that 
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0
1
3
4
A
ve
ra
g
e
o
f
ci
ty
ve
ct
o
r
A geographical analysis of research trends applying text mining to conference data  Pg. 37 
 
Amsterdam, Paris, Lisbon and Zurich are the cities that present the largest number of connections. 
In Appendix B. is shown the degree centrality (number of connections) for the 57 cities present in 
this study. In Fig. 5.10 is shown the distribution of the weighted degree centrality for the cities of 
study. 
The distribution is characterized by a constant gradient that it softens when it reaches the 95% of 
the cumulative distribution. This means that every node’s involvement in the network is different 
and that the network presents a high diversity of cities in terms of degree centrality. This is due to 
the fact that there are some cities with a high number of connections, basically the cities belonging 
to classes zero and three, and others that practically don’t share connections with other European 
cities. 
Fig. 5.10. Distribution of weighted degree for the cities of study 
Some cities that did not rank high on degree centrality have central roles based on closeness and 
betweenness measures; thus, the closeness centrality and betweenness centrality are calculated and 
plotted. It is necessary to analyze the nodes with high closeness centrality to assess the overall 
flow of the network. The cities with a high closeness centrality include Cambridge, Heidelberg, 
Madrid, and Wien. This is because those cities, although they do not present a high degree 
centrality, demonstrate a strong similarity to their connected nodes. Fig. 5.10 represents the 
network emphasizing the closeness centrality, obtained by applying Equation (9). Except for 
Heidelberg and Cambridge, the other cities do not present a clear difference in closeness centrality. 
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Fig. 5.11. Network of European cities. Each node represents a city and two cities were connected if they 
shared a common interest in research topics. The graph highlights the closeness centrality measure 
As mentioned before, Heidelberg and Cambridge have a strong similarity, and this is seen with the 
closeness centrality, which does not take into account the number of connections but gives 
importance to that cities which have strong connections in terms of research similarity. In 
Appendix C is shown the dataset of the closeness centrality for all cities. 
In Fig. 5.12 is represented the distribution of the closeness centrality among all the cities of study. 
It shows that the distribution is less pronounced than the degree centrality. Except for the outliers 
of Cambridge and Heidelberg, overall, the nodes have a similar position to reach others quickly to 
access resources, in other words, European cities are similar in terms of closeness centrality. This 
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could be due to the fact that two cities where only considered to be similar if the cosine similarity  
was above 0.75.  
Heidelberg and Cambridge have a high closeness centrality because the similarity between them 
is very high, but they can not be considered as central nodes, if we understand closeness as how 
long it will take to spread information from a city c, to all other nodes sequentially. 
  
Fig. 5.12. Closeness centrality distribution 
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Fig. 5.13. Network of European cities. Each node represents a city and two cities were connected if they 
shared a common interest in research topics. The graph highlights the betweenness centrality measure 
Betweenness centrality is calculated using Equation (10) and plotted in Fig. 5.13. The size of the 
nodes indicates the value of betweenness centrality. Cities with a high betweenness centrality act 
as an intermediary, linking two groups of cities that would not otherwise be connected. In the case 
of this study, the city with the greatest betweenness centrality is Madrid, which is characterized by 
a low concentration score and a high number of conferences. This city also ranks high on closeness 
centrality. Madrid is followed by Copenhagen and Wien, each having a low concentration score 
and a high number of conferences. 
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Fig. 5.14. Betweenness centrality distribution 
The betweenness centrality distribution shows a pronounced slope where only the 28% of the cities 
present the 90% of the cumulative distribution. This means that only a few cities are able to funnel 
the flow in the network acting as connection points between different groups. This makes sense as 
the network presents different groups and cities with a low number of connections. If the density 
of the network was higher, probably the betweenness centrality distribution would be different and 
would exist more cities acting as a bridge between communities. 
In table 5.7 are summarized the main parameters of the network analysis calculated using Equation 
(8) and Equation (11).  
The average degree describes how in average the nodes are connected between them, and the 
average weighted degree takes into account the weight, being in that case the cosine distance. 
Meaning that is not the same two cities connected with a distance close to one, than two cities with 
a cosine similarity close to zero. 
The graph density is the measure to identify between dense graphs and sparse graphs. Being a 
dense graph the one where the number of edges is close to the maximal number of edges, and on 
the opposite a sparse graph is a graph with only a few edges. This measure varies between 1 to 0. 
So, in this case, with a graph density of 0.22 can be concluded that the graph is sparse and not all 
the nodes are connected between them. 
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As mentioned in section 4.3 the modularity coefficient is a measure to know how good a clustering 
is. By maximizing the modularity coefficient, it can be found the optimal number of clusters. 
Dividing the network in five different clusters a coefficient of 0.093 is obtained. 
Table 5.7. Network analysis parameters 
Parameter Value 
Avg. Degree 12.32 
Avg. Weighted degree 10.17 
Graph Density 0.22 
Modularity 0.093 
 
5.5. Temporal distribution of topics 
The third part of the study, represents the evolution of topics and the distribution of topics over the 
cities and the top leading cities for every research category in terms of number of conferences and 
topic concentration. 
5.5.1. Time series analysis 
This part represents the average of frequency of conferences in every topic on a time series plot 
using Equation (12). In Figure 5.15 is shown the evolution of the topics with a higher difference 
in absolute terms between years 2015 and 2017. It can be observed the increase or decrease of 
interest in European cities of the topics. 
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Fig. 5.15. Evolution of research trends in a time series plot. Only the topics with the greatest difference 
are represented 
In the first instance, it can be observed that the topics who have experienced a higher increase of 
interest are topics 24 and 26, both related to engineering. Topics 15 and 29 which were popular in 
the year 2015 are the ones who have experienced the greatest decrease of interest, around 60% of 
decrease and both are related to medicine. Also, topic 7 which is related to art and culture, 
experienced a high decrease of interest in the year 2016 and in 2017 was no longer a topic of 
interest. In order to achieve more accurate results, it has been studied whether the decrease of 
interests lacks on a decrease of cities interested on the specific topic or just a proportional decrease 
of conferences. For example, in the case of topic 15, the depreciation of interest is caused by a 
lower number of conferences about the topic but there is not a significant decrease of the cities 
interested in the topic. 
Fig. 5.16 represents the average of frequency of conferences in every research category defined 
previously in Table 5.2 on a time series plot using again Equation (12).  
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Fig. 5.16. Evolution of research categories in a time series plot, between years 2015 and 2017 
In Fig. 5.16 and Table 5.8 is described the evolution of the five research categories, allowing the 
reader to have a global understanding of the paths of innovation and know the actual status of the 
research categories. Health science has suffered a total percentage variation of -39.9%, being it the 
greatest decrease among all categories. On the other hand, Engineering and Technology has a total 
increase of 76.6%. But in terms of number of conferences these percentages are lower, meaning 
that it is not that the interest in medicine is decreasing, but in this topic, technology is becoming 
more and more present. 
Table 5.8. Difference of average of topic 
Period 
Computer 
Science 
Engineering 
and 
Technology 
Health 
Science 
Natural 
Science 
Social Science 
2015-2016 -0.007 0.026 -0.008 0.025 -0.041 
2016-2017 -0.022 0.023 -0.063 -0.018 0.005 
 
5.5.2. Top cities in every research category 
By calculating the average of category for every city c, and for every year t, it is obtained Fig. 
5.17, which represents for every category the top 5 cities in terms of number of conferences and 
how their interest in the present category has evolved since 2015. 
Computer Science: The most predominant cities in Europe about Computer Science are Porto, 
Barcelona, Lisbon, Prague and London. It should be noted that Porto presents a high percentage 
of conferences in computer science field and that this has been growing in the recent years, by 
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analyzing the topic concentration of Porto with the methodology from the first part of the thesis, 
it is found that the principal topics of interest are about Computer Science and that the number of 
conferences in the city has been growing lately. 
Engineering and Technology: The cities with the largest number of conferences about this 
category are Paris, Berlin, Lisbon, Barcelona and London. All the cities shown in the graph have 
increased their interest in Engineering except for Paris. These cities follow the general trend of 
increase in technological conferences that has been experienced in recent years. The cities 
interested in Engineering don’t show a high concentration. Looking at the results it is seen that 
engineering is present everywhere but does not highlight in most cities. 
Natural Science: Heidelberg and Cambridge stand out in conferences about Natural Science and 
is followed by the cities of Barcelona, London and Paris. Cambridge and Heidelberg could be 
considered as a hub as most conferences about Natural Science take place in those two cities. 
Health Science: The top five cities with the largest number of conferences about this topic are 
London, Vienna, Berlin, Barcelona and Paris. London is the one that presents a higher average of 
interest as around 30% of conferences held in London over the past three years, are related with 
Health Science. On the other hand, there is a global tendency of decrease of interest in Health 
Science’s conferences.  
Social Science: Prague, Athens, Paris, London and Barcelona. This research area represents a 
relatively low interest in terms of number of conferences. The research on these areas is typically 
lower than in other research areas, being the number of conferences and the topic concentration 
the lowest. 
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Fig. 5.17. Evolution of research categories for the top 5 cities in every category 
 
5.5.3. Heat map of research categories 
With the grouping of topics into research categories, it is plotted in a heat map on one hand, the 
number of conferences in every category for every city and for every year (figures (a)), and on the 
other hand the topic concentration in every category for every city and for every year (figures (b)). 
Computer Science Engineering and Technology
Natural Science Health Science
Social Science Legend
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This Section allows the easy visualization of Europe’s hubs for the different categories. We studied 
both the number of conferences and the topic concentration as both parameters help determine the 
top regions of interest. First the number of conferences gives in absolute terms the cities where 
most conferences are held in a specific research category. However, a city can have a large number 
of conferences in a topic but still not be specialized in that particular topic, this example happens 
in big cities like London or Barcelona. For that reason, is also important to study the topic 
concentration and highlight the cities focused in every research category. It could be confirmed 
that in those cities the probability of finding a conference, a researcher, etc. about that specific 
topic is high. 
Subsequently, the results for the five research categories are presented and commented. 
Natural Science 
In terms of number of conferences, the cities that stand out are Cambridge, year 2015, Barcelona, 
years 2016 and 2017, and to a lesser extent Heidelberg. Barcelona, despite a high number of 
conferences in Natural Science are held, does not present a significant topic concentration in this 
category. By paying attention to the graph in Fig 5.18 (b) the cities that present the largest 
concentration are Cambridge, Heidelberg and Ghent. The three of them having the topic 12 
(keywords: Biolog, Biomedical, Cell, Biotechnolog, Molecular) as the main topic of study. 
(a) 
2015 20172016
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(b) 
Fig. 5.18. Heat map of number of conferences (a) and topic concentration (b) in natural science between 
2015 – 2017. 
Health Science 
There is a clear hub of health science conferences in the city of London. This is due to the fact that 
London is the European city with the largest number of conferences and the two main topics of 
study are about health science. 
When studying the topic concentration map, the principal hub is found again in England but this 
time not only including the city of London but also the cities of Birmingham, Cambridge, 
Nottingham, Oxford and Liverpool. All those cities known for their universities and teaching 
hospitals. 
2015 20172016
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(a) 
(b) 
Fig. 5.19. Heat map of number of conferences (a) and topic concentration (b) in health science between 
2015 – 2017 
Engineering and Technology 
Fig. 5.20 (a) shows that in 2015 there had been held a large amount of conferences about 
engineering in Paris, although in the following years the interest suffers a small decrease in that 
city. Even though it increases overall Europe and most especially in the northwest area in 2016, 
and in Barcelona in 2017. 
With regard to the heat map of topic concentration (Fig. 5.20 (b)) as in the Fig. 5.20 (a) does not 
present a constant situation through the years of study, but a diversity of hubs of interest which 
2015 20172016
2015 20172016
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change every year. This is because the category of Engineering and Technology encompasses a 
large range of conference topics and is the category with the greatest number of conferences 
making the results sensitive to changes. 
(a) 
 
(b) 
Fig. 5.20. Heat map of number of conferences (a) and topic concentration (b) in engineering and 
technology between 2015 – 2017 
Computer Science 
There is an obvious high interest in the area around Barcelona that is maintained over the three 
years. Also, cities like Germany or Athens show a high number of conferences about computer 
science. Overall the west part of Europe shows more interest than the east part. 
2015 20172016
2015 20172016
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In terms of topic concentration, Barcelona once again does not stand out in any of the three years 
covered in this study. This reason is because Barcelona has one of the largest number of 
conferences but one of the lowest concentration score, being the topic concentration among all the 
topics very low. The European Computer Science hubs are found in Cracow, Liverpool (2015) 
Wien, Côte d’azur or French riviera, Porto, Cambridge and Brighton. Those cities do not coincide 
with the cities with the largest number of conferences. 
(a) 
(b) 
Fig. 5.21. Heat map of number of conferences (a) and topic concentration (b) in computer science 
between 2015 – 2017 
 
 
2015 20172016
2015 20172016
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Social Science 
The interest of this category is less dispersed than the others, in terms of numbers of conferences 
(Fig. 5.22 (a)) London is the city that stands out, having the other European cities a very low 
influence compared to that big city. In terms of topic concentration England stands out again, but 
this time not only the city of London but also the cities of Brighton, Liverpool and Nottingham.  
(a) 
(b) 
Fig. 5.22. Heat map of number of conferences (a) and topic concentration (b) in social science between 
2015 – 2017 
This Section shows that there is no relation between the cities with the greatest number of 
conferences in a category with the ones that present the greatest concentration score. It should be 
2015 20172016
2015 20172016
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considered whether the number of conferences or the focus on a particular topic is more influential 
to define the hubs in Europe, as both parameters play an important role. 
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6. DISCUSSION AND CONCLUSION 
In this study is proven that conference analysis is a powerful method to extract information about 
research trends and study the evolution of innovation. This method contributes to the evaluation 
of conference data and connection between cities and research trends. The grand variety of 
applications demonstrate the versatility of information that can be recovered and opens new 
perspectives in the study of global research trends, changing the perspective of analyzing research 
trends from the bibliometric analysis of publications. Through the application of this method, it is 
possible to obtain a direct output of research trends in a specific city and analyze the data globally 
to confirm the transition and changes in academic interests.  
Some limitations of this study rely on the amount of historical data, which was no long enough to 
determine a real evolution of the research trends and extrapolate the future evolution of innovation. 
Apart from that, while the empirical study is performed only to European conference data, the 
scope of the data can be different, this method can be applied to other continents or all the world, 
but becoming the interactions between cities more complex. 
As conclusions of the empirical study one can affirm that the hubs of Europe’s innovation: 
- Have enjoyed historical opportunities, such as being the capital city 
- Are pioneers in research and innovation 
- Have high-standard educational institutes or research centers 
Also, that there has been a decrease of interest in last years about the traditional medicine and 
pharmacy topics and an increase of conferences about technology topics, but when one tries to 
analyze the number of cities interested in medicine or pharmacy there is no meaningful decrease. 
That can mean that technology is increasingly involved in this fields and as a result, the percentage 
of that topic given to a conference when the LDA model is applied is decreasing every year 
although the interest in health sciences is still permanent.  
Moreover, the study shows that there is not a direct relation between the number of conferences 
and the possibility of international academic exchanges, as in many cases, big cities like London 
present a dispersed interest of research topics making hard to find a strong similarity with another 
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city. But there is a direct relation between the number of conferences on a single topic and the 
influence of the city.   
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7. FUTURE DIRECTIONS 
This study poses a new way of analyzing research trends and is just a keystone of the work to 
investigate the situation and evolution of research trends in every city out of historical conference 
data and discovering the connection between cities in terms of academic interest. 
Future work could take into account the quality and impact of the conference, as this work has 
supposed all conferences had the same relevance. Adding a rank to the conferences would allow 
to have more accurate results of the research trends in every city. To achieve this goal exist a wide 
range of different methods to rank the conferences and it should be properly studied which one 
presents better results and is the most accurate to reality. 
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A. Number of Conferences and Concentration Score dataset 
City 
Num. 
Conferences 
Concentration 
Score 
Amsterdam 204 0.00925 
Athens 292 0.00641 
Baku 52 0.00983 
Barcelona 340 0.00992 
Basel 27 0.03842 
Belgrade 25 0.02711 
Berlin 324 0.01067 
Birmingham 71 0.01518 
Bratislava 25 0.01048 
Brighton 58 0.04235 
Brno 26 0.01223 
Brussels 171 0.01324 
Bucharest 114 0.01011 
Budapest 161 0.01390 
Cambridge 96 0.03354 
Copenhagen 62 0.01549 
Crete 75 0.02111 
Dublin 141 0.01544 
Dubrovnik 26 0.02277 
Edinburgh 172 0.01220 
Florence 62 0.01516 
Frankfurt 107 0.01136 
Funchal 22 0.02091 
Geneva 26 0.01549 
Ghent 20 0.01764 
Glasgow 42 0.01496 
Gothenburg 27 0.01349 
Hamburg 26 0.01282 
Heidelberg 100 0.05400 
Helsinki 116 0.00995 
Kiev 83 0.01571 
Krakow 92 0.00839 
Lisbon 233 0.00897 
Liverpool 30 0.01551 
Lodz 27 0.01540 
London 933 0.02226 
Luxembourg 58 0.02053 
Madrid 148 0.00805 
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City 
Num. 
Conferences 
Concentration 
Score 
Manchester 130 0.01037 
Milan 65 0.01440 
Munich 117 0.00916 
Nice 34 0.02200 
Nottingham 20 0.02335 
Oslo 74 0.01854 
Oxford 148 0.01225 
Paris 292 0.00976 
Porto 71 0.01570 
Prague 236 0.00772 
Rome 131 0.01167 
Stockholm 111 0.01335 
Turin 22 0.02152 
Valencia 71 0.01524 
Venice 47 0.01019 
Wien 269 0.01052 
Warsaw 117 0.01236 
Zagreb 21 0.02220 
Zurich 130 0.01217 
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B. WEIGHTED DEGREE DATASET 
Index City 
Weighted 
Degree 
1 Paris 46.179 
2 Lisbon 45.913 
3 Helsinki 45.663 
4 Stockholm 44.147 
5 Madrid 44.051 
6 Amsterdam 43.135 
7 Frankfurt 42.235 
8 Prague 41.463 
9 Bucharest 41.429 
10 Athens 40.240 
11 Munich 39.465 
12 Zurich 39.102 
13 Berlin 38.457 
14 Manchester 38.367 
15 Wien 37.796 
16 Brussels 37.677 
17 Warsaw 35.381 
18 Krakow 35.080 
19 Barcelona 34.308 
20 Edinburgh 33.175 
21 Oxford 32.746 
22 Budapest 32.418 
23 Crete 24.685 
24 Oslo 21.303 
25 Rome 20.825 
26 Copenhagen 19.622 
27 Valencia 19.132 
28 Kiev 18.985 
29 Luxembourg 18.058 
30 Baku 17.604 
31 Milan 16.510 
Index City 
Weighted 
Degree 
32 Gothenburg 14.143 
33 Hamburg 12.668 
34 Glasgow 11.081 
35 Dublin 9.480 
36 Bratislava 8.050 
37 Turin 7.813 
38 Liverpool 7.693 
39 Florence 6.309 
40 Belgrade 5.056 
41 Nottingham 4.759 
42 Venice 4.639 
43 Basel 3.355 
44 Lodz 3.153 
45 Porto 3.098 
46 London 3.059 
47 Cambridge 1.856 
48 Heidelberg 1.856 
49 Birmingham 1.571 
50 Geneva 1.562 
51 Funchal 1.539 
52 Nice 1.517 
53 Brighton 0.000 
54 Brno 0.000 
55 Dubrovnik 0.000 
56 Ghent 0.000 
57 Zagreb 0.000 
 
  
C. CLOSENESS CENTRALITY DATASET
Index City 
Closeness 
Centrality 
1 Cambridge 1.0000 
2 Heidelberg 1.0000 
3 Madrid 0.6806 
4 Wien 0.6282 
5 Munich 0.6203 
6 Paris 0.6049 
7 Lisbon 0.6049 
8 Helsinki 0.6049 
9 Stockholm 0.5976 
10 Amsterdam 0.5904 
11 Frankfurt 0.5904 
12 Prague 0.5904 
13 Athens 0.5904 
14 Barcelona 0.5904 
15 Bucharest 0.5833 
16 Berlin 0.5765 
17 Manchester 0.5765 
18 Brussels 0.5765 
19 Krakow 0.5632 
20 Budapest 0.5568 
21 Oxford 0.5326 
22 Zurich 0.5269 
23 Rome 0.5158 
24 Copenhagen 0.5158 
25 Valencia 0.5158 
26 Milan 0.5052 
27 Edinburgh 0.4900 
28 Dublin 0.4804 
29 Warsaw 0.4757 
Index City 
Closeness 
Centrality 
30 Gothenburg 0.4757 
31 Hamburg 0.4757 
32 Glasgow 0.4712 
33 Florence 0.4455 
34 Bratislava 0.4414 
35 Liverpool 0.4414 
36 Crete 0.4336 
37 Oslo 0.4261 
38 Kiev 0.4261 
39 Luxembourg 0.4188 
40 Baku 0.4188 
41 London 0.4083 
42 Venice 0.3828 
43 Lodz 0.3769 
44 Turin 0.3684 
45 Nottingham 0.3525 
46 Belgrade 0.3475 
47 Basel 0.3451 
48 Nice 0.3427 
49 Porto 0.3289 
50 Birmingham 0.3224 
51 Geneva 0.3224 
52 Funchal 0.2487 
53 Brighton 0.0000 
54 Brno 0.0000 
55 Dubrovnik 0.0000 
56 Ghent 0.0000 
57 Zagreb 0.0000 
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D. BETWEENNESS CENTRALITY DATASET
Index City 
Betweeness 
Centrality 
1 Madrid 0.1536 
2 Copenhagen 0.0917 
3 Wien 0.0834 
4 Glasgow 0.0702 
5 Gothenburg 0.0684 
6 Athens 0.0556 
7 Valencia 0.0500 
8 Munich 0.0458 
9 Barcelona 0.0424 
10 Prague 0.0374 
11 Porto 0.0312 
12 Stockholm 0.0208 
13 Lisbon 0.0194 
14 Berlin 0.0189 
15 Helsinki 0.0185 
16 Paris 0.0183 
17 Bucharest 0.0144 
18 Frankfurt 0.0131 
19 Amsterdam 0.0105 
20 Manchester 0.0087 
21 Brussels 0.0076 
22 Milan 0.0069 
23 Hamburg 0.0064 
24 Zurich 0.0060 
25 Krakow 0.0043 
26 Warsaw 0.0041 
27 Edinburgh 0.0032 
28 Florence 0.0024 
29 Oxford 0.0023 
Index City 
Betweeness 
Centrality 
30 Budapest 0.0021 
31 Liverpool 0.0015 
32 Nottingham 0.0010 
33 Rome 0.0008 
34 Crete 0.0007 
35 Oslo 0.0006 
36 Bratislava 0.0006 
37 Dublin 0.0006 
38 Venice 0.0005 
39 Turin 0.0005 
40 Kiev 0.0003 
41 Belgrade 0.0003 
42 Luxembourg 0.0002 
43 Baku 0.0001 
44 Basel 0.0000 
45 Lodz 0.0000 
46 London 0.0000 
47 Cambridge 0.0000 
48 Heidelberg 0.0000 
49 Birmingham 0.0000 
50 Geneva 0.0000 
51 Funchal 0.0000 
52 Nice 0.0000 
53 Brighton 0.0000 
54 Brno 0.0000 
55 Dubrovnik 0.0000 
56 Ghent 0.0000 
57 Zagreb 0.0000 
  
 
