Abstract-Many real-world decision-making problems fall into the general category of classification. Algorithms for constructing knowledge by inductive inference from example have been widely used for some decades. Although these learning algorithms frequently address the same problem of learning from preclassified examples and much previous work in inductive learning has focused on the algorithms' predictive accuracy, little attention has been paid to the effect of data factors on the performance of a learning system. An experiment was conducted using five learning algorithms on two data sets to investigate how the change in labeling the class attribute can alter the behavior of learning algorithms. The results show that different preclassification rules applied on the training examples can affect either the classification accuracy or classification structure.
I. INTRODUCTION
Inductive learning is a process of acquiring knowledge by drawing inductive inferences from environmentally provided facts [16] . In this process, a learning system receives a set of training examples, each labeled as belonging to a particular class. The system's goal is to produce a classification rule for correctly assigning new examples to these classes. More formally, the learning system is given examples of the form (x i ; y i ), and it is supposed to find a function f . The learning system should capture the "general patterns" in the training data, so that f can be applied to predict y values for new, previously unseen x values. This function f can be represented by any notation, such as a logical definition, a procedure, a decision tree, or a neural network [9] , [17] , [22] , [23] , [25] .
In most cases, the set of training examples represents only a small sample of the space of all possible (xi; yi). In this case, the learning task is ill-posed-without some other source of constraint, there is no way to know the value of yi for an xi value that has never before been observed. However, we want an inductive learning system to produce a function f that generalizes to new examples, rather than ad hoc definitions of f that only apply to the examples observed during learning. One solution to this quandary is to incorporate some additional constraints into a learning system, so that, given a sample of (xi; yi), the system can make a reasonable guess concerning the definition of f . Mitchell [20] defines these additional constraints as the bias of the learning system. The ability to make an appropriate "inductive leap" when generalizing from a small set of training instances is possible only under a prior bias for choosing an appropriate generalization out of the many possible.
Many real-world decision-making problems fall into the general category of classification [11] . Algorithms for constructing knowledge by inductive inference from examples have been used in such areas as pattern recognition, decision table programming, machine learning, medical diagnosis, and speech recognition [5] , [26] . The inductive learning algorithms for classification span roughly three Manuscript received June 27, 1996; revised October 22, 1997. The authors are with the Department of Management and Marketing, The University of Mississippi, University, MS 38677 USA (e-mail: aiken@bus.olemiss.edu).
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categories: statistical pattern recognition, neural nets, and machine learning classification methods. Although these learning algorithms frequently address the same problem of learning from classified examples and many previous works in inductive learning have focused on the algorithms' predictive accuracy, little attention has been paid to the effect of data factors on the performance of a learning system. While it is clear that no learning algorithm is optimal for all tasks, one of the main goals of machine learning is to identify situations in which a given algorithm should perform well. This paper shows that changes in the definition, acquisition, and labeling of feature data can drastically alter the behavior of a learning system. For realworld applications, data are rarely collected and labeled in advance. Sampling schemes, labeling, feature representation, and missing data are all items over which the practitioner can exert some control but at some economic cost [6] . We can improve the performance of a learning system by modeling the data itself, using an appropriate data representation.
An experiment was conducted using five learning algorithms on two data sets to investigate how the change in labeling method can alter the behavior of learning algorithms. These two data sets have the same attribute values, except for the class attributes that are labeled based on different classification criteria. The results show that different preclassification rules applied on the training examples can affect either the classification accuracy or classification structure.
II. EXPERIMENTAL METHODOLOGY
This section briefly discusses the characteristics of the machine learning techniques chosen in the study, describes the data sets used to test them, and finally discusses the experiment's implementation.
A. Classification Algorithms
To experimentally compare the effects of different preclassification rules in learning examples on the behavior of inductive learning algorithms, the Naive-Bayes, instance-based, ID3, perceptron, and multilayer backpropagation (BP) techniques are chosen as representative algorithms. Our goal is to apply each of these techniques to the same data sets and compare the results.
Naive-Bayes: The Bayes rule is the optimal presentation of minimum error classification. All classification methods can be viewed as approximations to Bayes optimal classifiers. In the Bayesian classifier, classes are described by probability distributions over the attributes of the objects, specified by a model function and its parameters. The prior probability term prefers fewer classes, the likelihood of the data prefers more, and these two effects balance at the most probable number of classes. The Naive-Bayes algorithm [15] computes conditional probabilities of the classes given the instance and picks the class with the highest posterior probability. Features are assumed to be independent, an assumption that is unlikely to be true, but the algorithm is nonetheless very robust to violations of this assumption. The probabilities for nominal (discrete) attributes are estimated by counts. The probability for zero counts is requires that the distance between a new case and every entry in the sample table be compared. Typically, the distance is compared feature by feature and then squared and summed for all features. The IB algorithm [12] does not produce any explicit description of the function f being learned. Instead, it saves some or all of the training examples and then waits until a new example is presented for classification before deciding how to generalize from the examples. New examples are classified using the nearest-neighbor rule, which imposes some similarity metric on the training examples and classifies each new example by finding the stored example most similar (the closest) to it. The bias of the IB algorithm is implemented by the similarity metric and Euclidean distance.
ID3: ID3 [23] is a simple and popular algorithm for learning from examples. It has been extensively tested on a number of large data sets and is the basis of several commercial rule induction systems. It represents its hypotheses as a decision tree with no pruning and a simple unknown handling mechanism. A decision tree is a tree in which the nodes contain tests and the leaves indicate which class to assign. ID3's bias is to prefer small decision trees. It uses the greedy search method to make a series of locally optimal decisions that progressively construct a representation of the function f. Hence, it would like to find the smallest decision tree consistent with the training examples. In addition, ID3 has been augmented with techniques for handling noisy and missing information.
Perceptron: The Perceptron [24] is one of the best-known machine learning algorithms. It implements a linear threshold unit (LTU) and an incremental algorithm (called the perceptron training rule) for tuning the weights of the perceptron to make it consistent with the training example. The main task is to learn the weights. Errors are corrected by adjusting the weights after each erroneous output. The LTU implements a restricted hypothesis space bias, so there are many concepts that cannot be learned by it. In particular, a perceptron can only learn concepts that are linearly separable. The essential character of such networks is that they map similar input patterns to similar output patterns.
BP Network: The BP algorithm [2] , [25] is used to train neural networks that contain multiple layers of perceptron-like units. The input pattern can be augmented with the hidden layers, and there is always an internal representation of the input patterns in the hidden units, in which the similarity of the patterns among the hidden units can support any required mapping from the input to the output units. In fact, given sufficiently many hidden units, any function can be approximated arbitrarily close. In terms of real-world performance, the BP training procedure is potentially very effective. Unlike most other methods, no substantial simplifying assumption is made and the algorithm attempts to find weights that minimize the mean-squarederror distance.
B. Data Sets
Data was obtained from a rat performance database derived from an experiment examining the effects of physical travel requirements and haloperidol on a rat's choice behavior, as predicted by the matching law. This database consists of two sets of 700 instances concerning rat choice performance, each instance contains 45 features. To simplify and speed the experiment, some features were combined or deleted by using prior domain knowledge. Each instance in the final data sets contains seven features, represented as attribute-value pairs (Table I) . Of these seven features, three are discrete, three are continuous, and one denotes the category. These two sets have the same values for the first six attributes, but they are classified differently based upon different classification criteria (Table II) . The first data set (rat1) is classified with the conjunctive rule, that is, the attribute EFFECT is defined as "yes" if and only if all three conditions are satisfied. As a result, 443 instances are classified as "yes" and 257 as "no." The second set (rat2) is classified with the disjunctive (possibly overlapping) classification rule (DNF), that is, if any one or more of the three conditions is satisfied, the EFFECT is defined as "yes." Under this criterion, 512 instances were classified as "yes" and 188 as "no." From each data set, mutually disjoint training and test subsets were randomly selected: 500 instances for the training set and 200 instances for the test set. Each algorithm (except the BP neural network) was applied to the same training set and tested against the same test set.
For the BP algorithm, the data sets were slightly modified. Only 500 training examples were used. The EFFECT attribute was split into two attributes, each was used for each class.
C. Implementation
The Naive-Bayes, IB, ID3, and perceptron algorithms were implemented in MLC++, a machine learning library of C++ classes [13] , and the BP neural network was implemented in Xerion, a collection of C libraries that can be used to implement many different neural network paradigms [7] . The experiment was run on a Sun Sparc 2 workstation with 64 MB of memory.
For the Naive-Bayes, IB, ID3, and perceptron algorithms, the LearningCurve utility in MLC++ was used to generate a learning curve for each inductive algorithm. The number of training instances was increased from 20 to 500 instances by 20 for each step. The number of times to run a given inductive algorithm for each sample point was set to ten, thus, the results were averaged over these ten runs. The number of test instances was set to 200 for each training sample point. The output (Tables III-VI) shows the prediction accuracy rates for unseen instances when trained on the given number of instances and tested on the unseen instances. The accuracy is followed by the theoretical standard deviation.
The version of BP used in the experiment was the BP simulator in Xerion. The networks were built to contain six input units and two output units for each class. Each data set was repeated for networks having three or six hidden units in a single layer. The logistic function was set as the transfer function, and the sum square was set as the error measure function. A "minimizer" was used to reduce the network error (the sum-square error). In this "minimizer," the steepest descent optimization method was used, the learning rate was set to 0.25 in an attempt to avoid local minima, and the momentum descent was set to the default value of 0.9. A single complexity cost model was created automatically by the system. The iteration limit (the number of times the weights were updated) was set to 500. Training terminates when the algorithm has converged or when the iteration limit has been reached. Patterns in the training examples were presented randomly to the learning system. The output shown in Table VII is the network's performance on the examples, and each line of the output corresponds to a certain weight update. The columns in the output are the current iteration (how many times the weights have been changed), the current sum-square error for data rat1 and rat2 using under three hidden units, and the current sum-square error for rat1 and rat2 under six hidden units.
III. RESULTS AND DISCUSSION
Every classification algorithm embodies a bias that makes it more appropriate for certain applications and less appropriate for others [20] , [27] . Ideally, given a classification problem, we would like to select an algorithm with the most appropriate bias on the basis of our knowledge of the domain from which the problem is drawn. To select an appropriate learning algorithm, we must know the effect that different data set characteristics have on the success of the algorithm for meeting the application objectives [4] .
Bias typically takes two forms: 1) restricted hypothesis space bias and 2) preference bias. A restricted hypothesis space bias assumes that the unknown function f belongs to some restricted space H of hypotheses. These hypothesis spaces are typically defined in terms of their representations. On the other hand, preference biases attempt to minimize some measure of the syntactic complexity of the hypothesis representation. From a practical implementation perspective, a restricted hypothesis space bias is unable to learn anything outside its restricted domain. A preference bias is technically able to learn anything, but is limited when all possible training examples have been presented [8] . The discussion below shows the effect of using different preclassification rules on the performance of a particular learning algorithm, with respect to bias implementation.
Bayesian Classifier: Bayesian classifiers directly apply Bayes rule, which relates the probability of a class given a pattern of evidence P (Cje) to the conditional probability of a given pattern of evidence for a specific class P (ejC). However, in actual application, the Bayesian algorithms apply Bayes rule with simplifying assumptions in the estimation of P (ejC). The most frequently used simplification is the assumption of conditional independence of the observations. The evidence e consists of a pattern of observations fe 1 ; e 2 ; 1 1 1 ; e d g, where d is the number of features. For a new instance with pattern e, the task is to determine the class Ci. For all classes, we simply multiply the probabilities of each observation and the prior probability and then choose the class with the greatest product. These probabilities are obtained from the training sample, and the distribution of the probabilities depends on the preclassification rule. In the experiment, the distribution table of probabilities obtained from the training set rat1 obviously is different from that obtained from rat2. From the experiment's results (Table III and Fig. 1 ), we can see that the distribution table of probabilities obtained from the data rat2 leads to better performance when using the Naive-Bayes algorithm. Thus, we may conclude that the bias embodied in the Bayesian algorithm is more appropriate for the classification problem that is labeled with the disjunctive classification rule.
Instance-Based Algorithms: The IB algorithm is a variant of the knearest neighbor method, a nonparametric technique. Geometrically, there is no general form to draw a boundary between the classes because the nearest neighbor method can produce any arbitrarily complex surface to separate the classes, based only on the configuration of the sample points and their metric or distance relations to one another. When a new instance arrives, the k-nearest neighbors are found. The decision rule is to choose the class that appears closest. Euclidean distance is one of the most commonly used distance measures of closeness. This method requires that the distance between a new instance and every entry in the sample table be compared. Then the difference between the values of each feature is squared and summed for all features. The class with the smallest distance is chosen. The nearest neighbor method generally performs quite well with good predictive features. In our case, the disjunctive classification rule makes better predictive features than those made by the conjunctive rule because the former provides a broader restricted space, which enables the restricted hypothesis space bias embodied in the algorithm to learn more instances.
In addition, the instance-based algorithm represents each concept as a set of individual instances [12] . That is, concepts are not represented as a set of necessary and sufficient features abstracted over instances, but rather as sets of individual instances without summary information. The representations are explicitly disjunctive, and the properties of a concept are a function of its instances' properties. The disjunctive rule is more appropriate for the concept representation in the IB algorithm. The experimental results (Table IV and Fig. 2) show that the IB algorithm performs better on the data set rat2.
ID3: ID3 is a very basic decision tree algorithm without pruning [23] . The decision tree method consists of hierarchical piecewise constant mappings (representation), likelihood estimation criteria for node and tree selection, and a greedy growing search strategy. More specifically, the basic structure of ID3 is iterative. A subset of the training set is chosen at random and a decision tree formed from it; this tree correctly classifies all instances in the subset. All other instances in the training set are then classified using the tree. If the tree gives the correct answer for all of these instances, it is correct for the entire training set and the process terminates. If not, a selection of the incorrectly classified instances is added to the subset and the process continues. This procedure will always produce a decision tree that correctly classifies each instance in the training set, provided that a test can always be found that gives a nontrivial partition of any set of instances. For ID3, the choice of test is the selection of an attribute for the root of the tree. ID3 adopts a mutual-information criterion to choose that attribute to branch on that gains the most information. So, the inductive biases inherent in ID3 are preference biases that explicitly search for a simple hypothesis. An ID3 system hill-climbs in "simplicity space." Thus, we can expect that the preclassification rule in the training example affects the structure of the decision tree rather than the classification accuracy. The experiment shows that the algorithms have almost the same performance on both data sets (Table V and Fig. 3 ), but it generated different decision trees, and the decision tree from data rat2 is simpler (Fig. 4) .
Perceptron:
The perceptron has been largely abandoned as a general learning mechanism because of its inherent limitations, such as its inability to learn nonlinearly separable concepts [18] , [19] . The perceptron convergence theorem states that, if some perceptron can separate the classes in the training examples, a suitably trained perceptron can eventually learn to set its weights to do so. It is also important to know that a perceptron can only learn linearly separable concepts. The function computed by a perceptron defines a hyperplane that cuts "feature space" into two regions. Only if such a cut can divide the training examples in accordance with their classification can the perceptron learn to separate the members of the concept being learned from the nonmember. In the experiment, the classes present in the data rat1 are linearly inseparable, while the classes present in the data rat2 are almost linearly separable, as shown in Table VI and Fig. 5 . However, for the data rat2, the classes are not linearly separable completely. From the learning curve for rat2, we see that progress does take place over time, but we cannot be sure that the perceptron is actually getting closer to the minimum error rate obtainable for an optimal linear discriminant on the entire data set during training. At any given moment during the training, the perceptron may actually perform quite poorly.
BP Neural Networks: The multilayer neural network has multiple outputs and multiple layers of outputs, and each output unit can have a threshold associated with it. These thresholds are referred to as biases. Geometrically, a multilayer network can implement any separating decision surface when sufficient hidden units are represented. Getting a good solution and good estimates for the performance of neural net learning systems is substantially more complex and requires greater effort than it does for other learning systems. There are many parameters that may be adjusted and may have a major effect on the results: among them, setting an appropriate learning rate and momentum term, training by epoch or by pattern, finding an effective initial random starting state, and setting complexity cost. The experimental results (Table VII, Fig. 6) show that, for three hidden units, the algorithm performs better on the rat1 data, while for six hidden units, it performs better on rat2. One possible explanation for the inconsistency in the performance is the effect of the initial random starting state. Another possible explanation is the effect of local minima, and it may be necessary to revise the learning parameters and average the replicated runs. However, we should notice that different data sets may have different degrees of separability with different numbers of hidden units. Perhaps the data set rat1 is more separable than rat2 with three hidden units.
IV. CONCLUDING REMARKS
A learning algorithm is presented with both an n-dimensional feature space and a set of correctly classified examples, which is expected to generate a reasonably accurate function f for the unknown cases. Since the function f can be arbitrarily represented as complex subsets of points in the feature space, an important issue is the choice of the algorithm that must have sufficient power to generate large subsets correctly and succinctly and yet be able to capture irregularities. Typically, the research community can make the strongest statements about algorithmic and model characteristics, e.g., "under these assumptions, algorithm A will produce behavior Y ." However, very little consideration is given in the research literature to problem-specific factors, including domain, data, and human factors [6] . In this paper, we have presented the results of comparing five algorithms using the same data sets but with different labeling criteria. These results raise two fundamental questions. Suppose we have collected a body of training data and adopted a labeling criteria based on prior domain knowledge. Before we run an algorithm, how can we know whether the bias implemented in the algorithm is appropriate, and hence, whether the algorithm will produce a correct output? After we have run our learning algorithm implementing a particular bias, how can we determine whether it has succeeded in finding a correct hypothesis for our classification problem? That is, can a specific algorithm generate a set of rules that correctly classify the elements of the feature space? We believe that there will be two answers to these questions, the theoretical answer and the empirical answer.
