We show how to use optimal control theory to derive optimal time-consistent Markov-perfect government policies in nonlinear dynamic general equilibrium models, extending the result of Cohen and Michel (1988) for models with quadratic objective functions and linear dynamics. We replace private agents' costates by flexible functions of current states in the government's maximization problem. The functions are verified in equilibrium to an arbitrarily close degree of approximation. They can be found numerically by perturbation or projection methods. We use a stochastic model of optimal public spending to illustrate the technique. 
Introduction
An appealing feature of solving Ramsey (1927) problems to derive optimal secondbest government policies in dynamic general equilibrium models is their relative analytical tractability. It is often possible to use the so-called primal approach, in which private agents' first order conditions and budget constraints are combined to derive an implementability constraint, 1 allowing prices and policy variables to be substituted out of the problem. The choice variables of the optimal policy problem are the allocations themselves. Prices and policies that support the optimal allocations can be derived once the allocations themselves are known. Using the primal approach leads to equations in which expected future allocations have an influence on agents' current behavior. Therefore, optimal policies derived in this manner are generally time-inconsistent. 2 The government must be able to commit credibly to its announced policies. Otherwise, it will optimally revise them as time goes by, in which case its announced policies will not be believed by private agents.
It is often interesting to compare the optimal allocations under credible precommitment by the government to optimal allocations where this precommitment is not possible, possibly for institutional or political reasons. In the latter case, dynamic programming can be used to compute optimal Markov-perfect strategies for 1 to misleading welfare comparisons if the deterministic steady state is not a Pareto optimum.
5 An approximation to the government's value function can be found by discretizing the model's state space, but this approach suffers from a curse of dimensionality: it is computationally burdensome with more than a small number of state variables. It would be useful to have an alternative general methodology for analyzing optimal time-consistent Markovian policies.
In this paper, we show how to use optimal control theory to derive timeconsistent Markovian government policies in nonlinear dynamic general equilibrium models, extending the insight of Cohen and Michel (1988) . They showed that in linear-quadratic environments time-consistent policies compatible with Markov-perfect equilibria can be found using optimal control theory by imposing a linear relationship between predetermined state variables and the costate variables from private agents' maximization problems. 6 We show that by restricting private agents' costates to be a nonlinear function of current predetermined state variables, the optimal control problem of the government becomes recursive (in a sense to be defined below), whereas in the Ramsey problem it typically is not. The nonlinear function is verified in equilibrium to an arbitrarily close degree of approximation. Projection methods or perturbation methods can be used to approximate the function. 7 The equilibria found using this approach are Markov-perfect since the government's policy function is time invariant and depends only on the current state of the economy. 8 The technique can be used to find Markov-perfect equilibria in stochastic models. Many previous treatments 5 See Kim and Kim (2003) . See Woodford (2003, chapter 6) for conditions under which the linear-quadratic approach is justified. 6 Their methodology was utilized to analyze optimal government policies by a number of researchers. See Currie and Levine (1993) , Oudiz and Sachs (1985) and Miller and Salmon (1985) for examples. 7 See Judd (1998), McGrattan (1999) , and Aruoba, Fernndez-Villaverde and Rubio-Ramírez (2004) . Projection methods can have better global properties than perturbation methods around a particular equilibrium point.
8 See Bernheim and Ray (1989) and Maskin and Tirole (1993) for rigorous treatments of the concept of Markov-perfect equilibrium. We exclude more complex strategies that are historydependent. For examples of the latter, see Benhabib and Rustichini (1997) , Benhabib, Rustichini and Velasco (1996) , and Chari and Kehoe (1990) .
of optimal time-consistent government policies have been limited to deterministic models.
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The paper is structured as follows. In the following section, we develop an abstract model of the interaction between a representative private agent and a government. In section three, we review how the time consistency problem arises by analyzing a Ramsey problem applied to the abstract model. In the fourth section, we show how to extend Cohen and Michel's (1988) approach to nonlinear models. In section five, we formally demonstrate the recursivity of the government's problem. In the sixth section, we discuss how to calculate a numerical solution to the optimal control problem. In the seventh section, we present a simple model of public spending in order to illustrate the technique. Conclusions are in section eight.
The Model
The economy consists of a representative household, 10 a representative competitive firm, and a government. 11 The household has an infinite planning horizon and maximizes its utility taking as given all relative prices and the government's policy rule. The government chooses its policies to maximize social welfare, which in this framework leads it to maximize the utility of the representative household, subject to the first order conditions of the household.
The Household
The utility function of the household can be written as in order to maximize its utility, subject to the following set of constraints: the law of motion of the household's state variables,
the law of motion of the aggregate state variables,
the feedback rule for the aggregate control variables,
and the feedback rule for the government's policy variables,
The assumption that the law of motion for the household's state variables is an explicit function for s t+1 is not innocuous. If there were an implicit relationship between s t+1 and current states and controls, the household's first order condition 12 The notation is patterned after Hansen and Prescott (1995 
As equilibrium conditions, we will impose aggregate consistency conditions. The laws of motion for S t and s t must satisfy
and the feedback rules for D t and d t must be consistent:
The Lagrangian of the household's problem can be written as
The household chooses {d t+i , s t+i+1 , λ t+i } ∞ i=0 . The first order conditions with respect to variables chosen at time t can be written as follows:
When we impose the aggregate consistency constraints, the first order condition with respect to d t gives a set of η d x1 static equations. We assume that it is possible to solve the equations explicitly for D t as a function of states and costates:
5

A Ramsey Problem
Models like the one in the previous section are often used to set up Ramsey (1927) problems, in which the government maximizes social welfare subject to the first order conditions of private agents. In the present context, this leads to the following Lagrangian for the government's problem:
where the household's control variables and state variables are replaced by their aggregate per capita counterparts. The government maximizes the representative agent's utility. This assumption is not necessary but it simplifies the analysis. The government maximizes the Lagrangian with respect to its control variables
, the aggregate equivalents of the private sector's control variables, and the Lagrange multipliers.
The force of the time inconsistency argument is made clear if we consider the first order conditions for the optimal choice of g t+1 . We have:
(12) 13 As noted in the introduction, it is often possible to simplify the government's Lagrangian using the primal approach. This approach is not applicable to the highly abstract model presented here.
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The term in π 3 t gives the influence of future policy on the current behavior of households, via its effect on the forward-looking costate variables λ t . If we allow the government to reoptimize at time t + 1, the first order conditions for the choice of g t+1 become:
∂L g t+1
Bygones are bygones. The effect of the government's controls at time t + 1 on the household's actions at time t no longer appears. Even in the absence of unanticipated shocks, the government will in general revise its optimal plans.
Since the values of the private sector's costate variables λ t are not pinned down by initial conditions, one of optimality conditions for the government's problem has to be π 4 Time-Consistent Control Cohen and Michel (1988) They showed that the relationship is verified in equilibrium. Imposing it ties the government's hands. It is not allowed to choose its policy in order to set the initial marginal values of the costates equal to zero. If allowed to reoptimize, it is not tempted to change its policy in order to bring the marginal values of the costates back to zero.
This insight can be extended to nonlinear models as follows. In the present context, we can replace the last two terms associated with the π 3 t constraint in the government's problem as
Note that these terms include the value in time t + 1 of the private agent's costate variables. As shown below, replacing these terms with a function of the model's state variables can be used with projection methods or perturbation methods to solve the model numerically, once we do the same thing for analogous terms from the government's first order conditions. 14 A byproduct of this is that λ t , the vector of costate variables, becomes just a function of the current exogenous and endogenous state variables:
This is just the nonlinear equivalent of the constraint imposed by Cohen and Michel (1988) . It makes the government's problem recursive, as shown in the next section.
The Recursivity of the Government's Problem
We now assume that the government maximizes the utility of the representative private agent, as in the Ramsey problem described above, subject to the additional constraint given by (15). We can then show that the government's problem becomes recursive. We can write it as a dynamic programming problem in which the period-t return function does not depend on the future values of the government's controls. We need one further assumption to demonstrate recursivity. We assume that the set of η g equations associated with the π 2 t constraint, once λ t is replaced by −φ (z t , S t ), can be solved out to find an explicit set of feedback rules for D t which in equilibrium is just equation (4). Then, we can show the following:
Proposition: Subject to the constraint (15), the government's maximization problem is recursive.
Proof: Substituting in the constraint, we have the following expression for the difference between the government's Lagrangian at time t and the discounted value of its Lagrangian at time t + 1, which gives the government's one-period return function:
The one-period return function of the government does not depend directly or indirectly on g t+1 , since we suppose that D t can be written as a function of only current state variables and g t . The government's value function can be written as
q.e.d. The maximization is subject to the law of motion of the aggregate state variables S t , and to the first order conditions for the household's choice of its controls d t , with the household's Lagrange multipliers λ t substituted out using the constraint given in (15). Note that the government's problem becomes recursive partly because one of the underlying assumptions of this approach is that there is a time-invariant feedback rule for D t which depends only on the current state of the economy. This leads to a feedback rule for the government compatible with (5) that depends only on the current state of the economy. It is as if the current government derives its optimal policy using dynamic programming techniques, under the assumption that all future governments will derive their optimal policies in the same way.
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In the context of the Ramsey problem described earlier, we have instead
Because of the presence of the future value of the household's constraint λ t+1 , the government's problem fails to be recursive.
Numerical Solution
Using the Lagrangian in (11) above, after substituting out λ t and eliminating the third constraint, the first order conditions for the government's problem can be written as follows:
Several remarks are in order. First, the government's first order equations constitute a time-autonomous set of nonlinear difference equations. 16 Second, if the system is saddle-point stable, the initial conditions of the government's costate variables are those that place the system on the multi-dimensional convergent manifold of the system. The initial conditions of the costates therefore depend on the current state of the economy, given by the values of z t and S t . We can suppose that
We have
Third, if the government's costates are functions of the current state of the economy, its policy variables are also implicit functions of the current state of the economy. The government's behavior is memoryless, and a solution to the dynamic equations that also satisfies the government's and private agents' optimality conditions is a Markov-perfect equilibrium. Fourth, the government's and private agents' Euler conditions will hold if equations (14) and (21) are satisfied. Fifth, for given parameterizations of the φ(·) and ψ(·) functions, the dynamical system becomes recursive and can easily be solved numerically by iterating forward.
Sixth, we do not have a general proof of existence or uniqueness of our Markovperfect equilibrium. Krusell and Smith (2003) showed in a similar context that there is an indeterminacy of Markov-perfect equilibria. However, the multiple equilibria are associated with discontinuous decision rules. If we parameterize the ψ(·) function as a continuous function of the economy's state variables, then implicitly the government's policy rules are also continuous functions of the economy's state variables: Klein, Krusell and Ríos-Rull (2004) argue that imposing a differentiability requirement on the government's policy function is an important "refinement tool" for reducing the number of Markov-perfect equilibria. In some applications, such as the application presented below, proof of unicity will be straightforward.
The use of projection or perturbation methods in conjunction with control theory allows for an arbitrarily close approximation to the exact solution to the underlying problem. To illustrate how to solve the model numerically, we use a variation of the methodology described by Den Haan and Marcet (1990) and Marcet and Lorenzoni (1999) . This method falls into the class of projection methods, and uses Monte Carlo methods to solve for the unknown parameters of the functional equations. The model can be simulated using the following steps:
• Parameterize the φ(·) and ψ(·) functions using flexible functional forms such as polynomials or orthogonalized polynomials.
• Initialize the parameter values of these functions.
• For given parameter values of the φ(·) and ψ(·) functions, simulate the model for a large number of time periods. Aside from the laws of motion for S t and z t , all of the equations that need to be solved are static. The laws of motion themselves are recursive.
• Estimate the parameters in the φ(·) and ψ(·) functions by nonlinear regression, with the dependent variables being the series generated by numerical simulation, in order to minimize the sum of squared forecasting errors.
• Repeat the simulation and estimation steps until the change in the parameters of the expectations functions between iterations is sufficiently small.
Application
We apply the techniques developed in above to a simple model of optimal public spending. The utility function of the representative private agent depends on both private consumption spending and on government purchases. The government chooses public spending in order to maximize social welfare, which is just the expected utility of the representative private agent, It finances this spending via a proportional tax on total income. The representative private agent maximizes expected utility, which is given by
where c t is private consumption and g t is public spending. The private agent holds the capital stock and rents it to firms. Its period budget constraint is given by
where w t is the competitive real wage, r t is the competitive real rental rate of capital, k t is capital held by the individual, and τ t is the rate of taxation on total 13 income. The time endowment of the individual is normalized to equal one, so that before-tax labor income is just given by w t .
The aggregate production function is given by
where y t is GDP. The law of motion for a t is given by
where ε t is a white noise shock with variance σ 2 ε . The government finances public investment via a proportional tax on total income. We rule out lump sum taxation in order to make the policy problem one of finding the second-best outcome, which leads to a distinction between timeconsistent policies and time inconsistent policies. The government's budget is balanced in each period, so that
The individual's first order conditions for utility maximization imply:
The government's budget constraint can be used to substitute out public spending, so that τ t is the only policy instrument. Under commitment, the government's maximization problem can be expressed as follows, after substituting out the representative agent's costate variable using λ t = 1/c t :
The first-order conditions imply:
where y t and a t are defined respectively in (25) and (26). It is straightforward to verify numerically whether this system of equations is saddlepoint stable, using a first-order approximation of the equilibrium conditions around its deterministic steady state. If local stability is satisfied, which is the case for our base-case calibration of the model and for a wide range of parameter values used for sensitivity analysis, then a solution that converges to the deterministic steady state is the unique solution that satisfies the transversality conditions for the optimization problems by private agents and the government.
Discretion
To find the time-consistent optimal policy under discretion (the absence of an ability to precommit), we replace the private agent's Euler equation by
where φ(a t , k t ) is a function to be approximated. After using the government's budget constraint to substitute out g t , the Lagrangian can be written as:
Markov-perfect equilibrium
We define equilibrium in our model with discretion as follows. The following equations are satisfied in equilibrium:
and where, for a suitably-defined sample of artificial data based on simulating this system of equations and suitable parameterizations of the φ(·) and ψ(·) functions, we have:
where the E t operator refers to sample means. Equation (39) ensures that the representative private agent's Euler equation is satisfied to an arbitrary degree of accuracy. Equation (40) ensures that the government's Euler equation for the optimal choice of the capital stock is satisfied to an arbitrary degree of accuracy. For given initial conditions (values of a t−1 and k t ) and given parameterizations of the φ(·) and ψ(·) functions, the system of equations to solve for the economy's equilibrium for any period t is recursive. As long as the φ(·) function is parameterized to avoid zero values, a solution exists. It can be shown that the solutions for output, aggregate consumption and the tax rate are unique. It is clear that private agents' consumption (and hence savings) policies and the government's taxation policy are dependent only on the current values of the technology shock a t and the capital stock k t . In this sense, the equilibrium is a Markov-perfect equilibrium.
The substitution of the private agent's and government's Euler equations using the φ(·) and ψ(·) functions renders the dynamical equation system completely recursive for given values of the parameters used to approximate the functions.
Local stability of this system for suitable approximations of φ(·) and ψ(·) means that agents' first order conditions hold and that transversality conditions are satisfied.
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Results
The parameter values used to simulate the model are summarized in Table 1 . They are standard values used in the real business cycle literature. To solve the timeconsistent and Ramsey problems, we use a version of the parameterized expectations algorithm (PEA) of Den Haan and Marcet (1990) and Marcet and Lorenzoni (1999) . In both cases, we need to find two interpolating functions (one for each Euler equation). We describe in detail the methodology for the time-consistent problem. There are two state variables, k t and a t , so that the two interpolating functions, φ and ψ, should be functions of both k t and a t , and verify
We derive results for both first-order and second-order polynomial approximations. The first order approximations are given by:
The second-order approximations are given by:
Below, we report results for DM-tests (see Den Haan and Marcet, 1994) of the adequacy of the approximations. We use nonlinear least squares to estimate the parameters of the polynomials, and use a dampening coefficient 0 < λ ≤ 1 to foster convergence. We iterate on:
whereψ gives the current vector of estimates of the parameters of the approximations.
As starting values, we use the steady-state (and the decision rules) of the commitment solution. The estimated parameters of the PEA functions are given in Table 2 below. to technology, output increases as does consumption. The tax rate initially falls, so that the initial impact on public spending is proportionately lower than the impact on private consumption spending. The gradual accumulation of capital in response to the shock imparts a hump-shaped response of both private consumption spending and public spending. These two variables peak just before the capital stock reaches its maximum level, and then the capital stock, public spending, private consumption, and output all converge to their steady state levels from above. The response of the tax rate is non-monotonic. After an initial drop, the tax rate surpasses its steady-state value shortly after the capital stock peaks, and then converges to the steady state from above.
As explained before, the form of the PEA is critical. In this context, we proceed in two steps. First, we compare deterministic simulations using the firstorder and second-order PEA. Second, we develop the adequacy test, as suggested by Den Haan and Marcet (1994) in a multivariate setting. Figure 2 reports the deterministic paths of variables of interest under the optimal (discretionary) policy, assuming an initial capital stock that is below its steady-state level. The dotted lines represent the results from the second-order approximation. A visual inspection shows that the difference in polynomial orders matters only slightly in this application.
The PEA functions are approximated in order to satisfy orthogonality conditions. If the approximations are adequate, the realized future values of the nonlinear functions of future variables to which the conditional expectations operator is applied should be unpredictable given information available at time t. This is the rationale of the DM test proposed by Den Haan and Marcet (1994) . To implement the test, we regressed the realized time t + 1 forecast errors of the PEA functions on a constant, the capital stock, and the technology shock, both measured at time t. We also tried regressions in which we added four lags of the capital stock and four lags of the technology shock. The results were robust to the specification of the regressions.
To reduce the probability of a type I error (rejection of the null when it is true: see explanations in Heer and Maussner, page 502), we follow the procedure of Den Haan and Marcet (1994) . For a given sequence of shocks, we first compute the two approximate solutions φ and ψ for a large T (T = 5000). Second we use this solution and draw a new sequence of shocks such that the corresponding sample size, T 1 is smaller than T . After computing the time path of the variables of interest, the DM statistic can be calculated for these observations. Then, this procedure is repeated very often and we can compute the percentage of the DMstatistics that are below the lower or above the upper 2.5 percent critical values of the χ 2 (m) distribution.
In the benchmark case and for first-degree approximations of the PEA functions, the DM-statistic was 8.6746, which leads us to accept (at a five-percent level) the the null hypothesis that the forecast errors are unpredictable based on the time t information set. The number of DM-statistics (out of 500) below (above) the 2.5 th and 97.5 th percentile of a χ 2 distribution with 6 degrees of freedom was close to the theoretical five percent.
Given that the first-order PEA functions are adequate, we compared the deterministic convergence to the steady-state under commitment and discretion. The solid lines in Figure 3 reproduce the time paths from Figure 2 and illustrate the convergence to the steady state of the model under optimal discretionary (time consistent) policy. The dotted lines illustrate the convergence of the model under optimal policy with commitment. The steady states are different under the two types of optimal policy, and the behavior of consumption, public expenditures and the tax rate is substantially different when the government first optimizes. Overall, taxes are higher under commitment but this leads to higher public expenditures, which increases the conditional welfare of the representative agent.
Finally, to assess the differences between the commitment and discretion solutions, we calculated conditional welfare. This is measured at time t (when the government optimizes) for the same initial conditions (same technology level, same level of the capital stock, which is below its deterministic steady-state level under either discretion or commitment). Table 3 gives values for conditional welfare.
Conclusions
The methodology proposed in this paper is quite general. It leads to systems of dynamical equations which can easily be simulated with available computer technology and relatively parsimonious numerical solutions using projection or perturbation techniques. Deriving time-consistent government policies using these methods is conceptually as straightforward as solving Ramsey problems. The technique should allow researchers to do normative analysis, comparing the levels of welfare attainable with and without precommitment by the government.
It should also be useful for positive analysis, for example comparing the predictions of a given model for comovements between government policy variables and other macroeconomic aggregates with and without precommitment. As suggested by Judd (1998), with current advances in computer technology it should become more and more common to use numerical methods to advance our understanding 21 of economic theory. 
