Abstract. We solve a long-standing open problem in theory of weighted inequalities concerning iterated Copson operators. We use a constructive approximation method based on a new discretization principle that is developed here. In result, we characterize all weight functions w, v, u on (0, ∞) for which there exists a constant C such that the inequality
Introduction and the main result
In the theory of weighted inequalities, a notorious difficult problem which has been open for many years is that of characterization of inequalities involving the Copson integral ∞ t h(s) ds. A specific and particularly important variant of these concerns iterated Copson integral. This type of a problem has been surfacing for some time in various research fields, quite different in nature. The inequality involving the iterated Copson operator is traditionally considered as a very difficult one to handle, as it contains three independent weights and three possibly different power parameters with a messy pile of possible relations among them. Solving this problem is the aim of this paper.
More precisely stated, we will concentrate on the inequality , in which h is a non-negative measurable function on (0, ∞) and C is independent of h. The task is to characterize those parameters and weights for which a constant C, independent of the positive function h, can be found so that (1.1) holds. Our approach to this problem involves a new constructive approximation method based on a mixture of discretization and anti-discretization techniques combined with certain duality principles with respect to the integral pairing. The use of duality is, in fact, the reason for the restriction p ≥ 1.
There is a significant motivation for this problem to be cracked. The inequalities of the form (1.1) govern surprisingly many important principles in analysis. One can, for example, recall that the search for an explicit formula for the optimal rearrangement-invariant function norm in a Sobolev inequality (which is an indispensable tool in the regularity theory of solutions to degenerate elliptic partial differential equations) -see [32, Theorem 3 .1] and the references therein. It turns out that the problem is equivalent to a balance condition which can be transformed into an inequality of the form (1.1). In a different world, see for instance the recent work [1] , weighted inequalities involving Copson integrals are used to investigate the continuity properties of local solutions to the n-Laplace equation lead to inequalities involving Copson integrals. For example, the study of embeddings of Lorentz-type structures involving two possibly different weighted integral means (which itself has plenty of underlying applications), see [16] and its references, makes inevitably a direct use of such inequalities.
There are several angles from which the inequality (1.1) can be viewed. For example, one may notice that the expression ∞ t h(s) ds represents a non-increasing function on (0, ∞) when h is non-negative. This may enable us to view (1.1) as an inequality working on the cone of monotone functions. Inequalities involving such functions on an interval have been seeing a constant boom ever since 1990 and a vast amount of literature is nowadays available, see e.g. [2, 4, 7, 8, 9, 10, 18, 24, 25, 26, 28, 35, 36, 37, 38, 39, 40, 41, 42, 43] . Another possible point of view is to consider the inequality (1.1) as a certain embedding relation between two structures, possibly function spaces. This observation leads to a possible broadening of techniques that might come useful, in particular, e.g. the duality principles and reduction theorems.
The use of approximation in proving various weighted inequalities by employing discretization techniques has an interesting history which seems to be far from being finished. The classic book of this discipline is [27] . A significant breakthrough was brought to the field with the discovery of a new approach based on discretization and anti-discretization techniques in [17] . Using these new thoughts, embeddings of classical Lorentz spaces were characterized in cases that had before resisted for years, and (very useful) two-operator inequalities could be treated -see [5] and [6] . Applications to duality theorems and reduction principles naturally followed ( [19, 20] ).
Interestingly, the approximation techniques based on discretization were at one stage considered by several authors too technical, and some nontrivial effort was spent in order to recover the results by methods that would avoid them. This, however, was met merely with a little success (see e.g. [22, 23, 15] ), and the approximation techniques stood their ground. It should be mentioned that there is a significant demand for obtaining two-sided estimates of the optimal (that is, smallest possible) constant in (1.1). This often arises from tasks that involve, in some way, two different integral mean operators, and it appears, for example, in results concerning the optimality of function spaces in Sobolev-type embeddings, carried out e.g. in [12, 30, 31, 32, 11] . Yet another reason for the interest in the inequalities of the type (1.1) is their connection to the grand Lebesgue spaces and the small Lebesgue spaces. These spaces were introduced in [29] and [13] in connection with integrability of Jacobians and in a direct connection to problems in mechanics and mathematical physics concerning, for instance, mappings of a finite distortion. The connection to weighted inequalities was pointed out several times, see e.g. [14] . Duality techniques related to this field were further polished in [21] and [16] .
It turns out, however, that the available discretization techniques, however powerful, do not hold all the answers either. For this reason, in connection with the problem in hand, we shall develop in this paper a qualitatively new approximation method, based in a sense on the original ideas from [17] , but refined in the spirit of [34, Theorem 3.8] in order to fit the specific needs of iterated Copson operators. In result, we will provide a full characterization of weights and parameters for which the inequality (1.1) holds and give two-sided estimates for its optimal constant.
We are about to state the results. Let us first briefly introduce the necessary notation. By M + we denote the cone of all non-negative measurable functions on (0, ∞). Should a different underlying interval (a, b) be needed, then we would write M + (a, b). If q ∈ (0, 1) ∪ (1, ∞), then the symbol q ′ denotes the conjugate exponent q ′ =−1 . Notice that q ′ is negative if q < 1. The same notation is used for p and p ′ . The notation A B means that there exists a constant c ∈ (0, ∞) "independent of relevant quantities in A and B" and such that A ≤ cB. Precisely, such c may depend only on the exponents m, p, q. We write A ≈ B if both A B and B A are true. Throughout the paper, the conventions
are in effect to avoid undefined expressions.
By a weight we mean a measurable non-negative function on (0, ∞). Let u and w be weights such that the expression ϕ(t), defined for any t ∈ [0, ∞] by
satisfies 0 < ϕ(t) < ∞ for every t ∈ (0, ∞). In this case, we say that the pair (u, w) is admissible with respect to (m, q). We note that ϕ is a non-decreasing continuous function on (0, ∞) satisfying lim t→0+ ϕ(t) = 0, and that the derivative ϕ ′ exists a.e. on (0, ∞).
Now we state our main result. For convenience it is split into two theorems, a proposition, and a corollary. Theorem 1.1. Let p ∈ (1, ∞) and q, m ∈ (0, ∞). Let u, w, v be weights such that the pair (u, w) is admissible with respect to (m, q). Let
where
, where
If, moreover, m ≥ 1 and q > 1 or
In the case (d) of the previous theorem, a simpler alternative equivalent condition is available if we are willing to settle for the restriction m ≤ q. Since this is often the case in applications, this fact is worth pointing out. The results for p = 1 have a different form, so, for the readers' convenience, they are singled out. Theorem 1.3. Let q, m ∈ (0, ∞). Let u, w, v be weights such that the pair (u, w) is admissible with respect to (m, q). Let
(a) Let 1 ≤ m < ∞ and 1 ≤ q < ∞. Then C ≈ A 1 , where
.
(c) Let 0 < m < 1 and 1 ≤ q. Then C ≈ A 1 + A 4 , where
Finally, as a by-product in the proof of Theorem 1.1, one obtains a characterization of the quantity C in (1.2) by discrete conditions. Typically, conditions characterizing weighted inequalities may be expressed in different but mutually equivalent ways. Finding the equivalent conditions and further dealing with them is in general considerably easier if a discrete representation is at one's disposal. For this reason, we list the discrete conditions in the following corollary. (We omit the case p = 1.) However, before stating the result in the discrete form, we need to summarize at least the main elements of the discretization method which are going to be needed. Let (u, v) be an admissible pair of weights with respect to (m, q). Define K = 0 if ϕ(∞) < ∞, and K = ∞ if ϕ(∞) = ∞. We denote K = {k ∈ Z ∪ {∞}, k ≤ K}, and for any k ∈ K \ {K} we define ∆ k = [t k , t k+1 ]. Then there exist sets K 1 and
, and a sequence {t k } k∈K having the following properties:
(1.5)
and ϕ q (t)
The sequence {t k } k∈K is called the discretizing sequence. We note that the admissibility of the pair (u, w) guarantees that lim k→−∞ t k = 0, and
dt holds whenever f is a non-negative measurable function on (0, ∞).
A general reference for all that has been said in the last paragraph is [34, Theorems 3.4, 3.7] , see also [27, 7, 18] and more. Now we can state the promised corollary. Corollary 1.4. Let p ∈ (1, ∞) and q, m ∈ (0, ∞). Let u, w, v be weights such that the pair (u, w) is admissible with respect to (m, q), and let {t k } k∈K be the corresponding discretizing sequence. Let C be given by (1.2).
(a) Let 1 < p ≤ m < ∞ and p ≤ q < ∞. Then C ≈ D 1 , where
Proofs
We begin with recalling three known lemmas that will be needed in the proof of the main theorem, for reader's convenience stated in full. For the proofs, see e.g. [26, 17, 33] , etc.
Lemma 2.1 (discrete Hölder's inequality). Let k min , k max ∈ Z ∪ {±∞} be such that k min < k max . Let {a k } kmax k=kmin and {b k } kmax k=kmin be two non-negative sequences. Assume that 0 < q < p < ∞. Then Lemma 2.2. Let 0 < α < ∞ and 1 < D < ∞. Then there exists a constant C α,D ∈ (0, ∞) such that for any k min , k max ∈ Z ∪ {±∞}, k min < k max , and any two non-negative sequences {b k } kmax k=kmin and
Lemma 2.3 (Hardy's inequality). Let a, b ∈ [0, ∞] and let η, ̺ be weights.
(ii) Let 1 < α < ∞, 0 < β < α and
The rest of the paper contains the detailed proof of the main results. We are using the traditional terms "sufficiency" and "necessity", meaning that a certain condition, e.g. A 1 < ∞, is sufficient and necessary, respectively, for C being finite.
Proof of Theorem 1.1. We begin with discretization of the quantity on the left hand side of (1.1). By [34, Theorem 3.8] applied to appropriate parameters, for any h ∈ M + one has (2.1)
We shall now prove the sufficiency part of the theorem, that is, upper bounds for C in terms of the A's. We shall distinguish several cases. At first, we make the following two observations which are valid in both cases (a) and (b).
Assume that 1 < p ≤ m < ∞. Then, using the Hölder inequality, for each h ∈ M + we have (2.2)
In addition to that, the Hardy inequality (Lemma 2.3(i)) yields
(a) Let 1 < p ≤ m < ∞ and p ≤ q < ∞ and suppose that A 1 < ∞. Combining (2.2) with (2.3), we get
We have proved that C A 1 .
(b) Let 1 < p ≤ m < ∞ and 0 < q < p. Suppose that A 2 + A 3 < ∞. A subsequent use of (2.2) and (2.3), the discrete Hölder inequality (Lemma 2.1) and integration by parts yields
(In here, we use the notation from Corollary 1.4.) By (1.7), one has
It is checked easily that B 3 + B 5 A 2 . Recalling that 
Hence, we have proved D 2 A 2 + A 3 . Therefore, we also obtain
and thus, finally,
This completes the sufficiency part in the case (b).
Before we turn our attention to the remaining two cases, we make a universal observation valid for all parameters m, q ∈ (0, ∞) and p ∈ (1, ∞): Since, throughout he paper, we assume that ϕ(t) > 0 for every t ∈ (0, ∞), the following implication is true:
This simple fact will be used on multiple occasions to ensure correctness of certain calculations. Now we present an estimate which is relevant for cases (c) and (d). Assume that 0 < m < p < ∞, p > 1 and A 1 < ∞. Then the Hardy inequality (Lemma 2.3(ii)) with the observation (2.4) implies that
This estimate together with (2.2) yields
Integrating by parts, we get (2.5)
(c) Let 0 < m < p < ∞ and 1 < p ≤ q. Assume that A 1 + A 4 < ∞. Recall that the implication (2.4) assures that the estimate (2.5) is correct. Then the fact that q ≥ p guarantees that
where D 3 is defined in Corollary 1.4. Thus, by (1.7), we get
We have shown that
From (2.1) and (2.5) we get
proving the sufficiency part of the assertion (c).
Hence, it is justified to use the estimate (2.5).
From (2.5) and the discrete Hölder inequality (Lemma 2.1), it follows that
where D 4 is the expression defined in Corollary 1.4. By (1.7), we get
The estimate shows that
and thus (by (2.1) and (2.5)) also C A 3 + A 5 . Therefore, we have finished proving the sufficiency part.
We shall now turn our attention to the necessity part of the theorem, that is, of the lower bounds for C. In general, we will make use of the saturation of the Hölder and Hardy inequalities which have been used in the proof of the sufficiency part.
The Hölder inequality is saturated in the following sense. If k ∈ K and 1 < p < ∞, there exists a function
p v(t) dt = 1 and such that (2.6)
From now on, we assume that C < ∞. As a first step, we will show that the estimate A 1 ≤ C holds, in fact, for any parameters m, q ∈ (0, ∞) and p ∈ (1, ∞), thus in all cases (a)-(d). To prove this claim, fix t > 0 and find, similarly as above, a function ψ ∈ M + supported in (t, ∞), satisfying
Now we may write
In the last step we used the fact that ψ L p (v) = 1. Taking the supremum over t > 0, we get
In particular, we have proved the necessity part of (a). Notice that the simple estimate used above can be applied only to the condition A 1 . Dealing with the rest of the A's is more difficult and requires the use of discretization. By discretization one can also prove that
for all m, q ∈ (0, ∞) and p ∈ (1, ∞). However, we omit this particular detail.
(b) Let 1 < p ≤ m < ∞ and 0 < q < p. Recall the saturation of the Hardy inequality (Lemma 2.3(i)). It grants that for every k ∈ K there exists a function h k ∈ M + supported in ∆ k−1 , satisfying
p v(t) dt = 1 and such that (2.7)
We may write We shall now estimate each of these three terms separately. One has, due to the definition of the sets K 1 and K 2 , related identities (1.5), (1.6), and the readily verified identity 
Similarly, making use of the fact that r q = r p + 1, we get
By (1.4) and Lemma 2.2, this yields
Returning to B 9 , we have 
Observe that r q > 1 and recall the inequality (1.4). It allows us to treat the inner sum in the second term as follows.
The last step follows from (1.4) and Lemma 2.2. So far we have established the inequality
In the next step, we will find a similar estimate for A 3 . Observe that the assumption p ≤ m will not be used during the process, therefore the following estimates are valid even for 0 < m < p, p > 1. We have
say. By (1.5) and (1.6), one gets
By the standard argument based on (1.4) and Lemma 2.2, we also get
Moreover, the same argument is used to show the following.
Hence, we finally obtain
It remains to estimate D 2 . We shall use the saturation of the discrete Hölder inequality (see Lemma 2.1) in the following form: there exists a sequence of non-negative numbers, {a k } k∈K , such that k∈K a p k = 1 and
We define the functions
for any t > 0, and note that
The functions g k , h k were defined earlier, see (2.6) and (2.7). (The definition of h k is independent of q.) Integrating by parts and using the properties of g and h, we show that
Finally, using (2.1), we obtain
This proves the necessity part of the assertion in the case (b).
The proof of the remaining cases relies on the saturation of the Hardy inequality in the case 0 < m < p < ∞ and p > 1 (see Lemma 2.3(ii)). Precisely, for every k ∈ K there exists a function
(c) Let 0 < m < p < ∞ and 1 < p ≤ q. By the universal estimate proven in the beginning of the necessity part, we already know that A 1 ≤ C < ∞ is necessarily true. Therefore, the implication (2.4) keeps A 4 meaningful even in case that m < 1 (which is allowed here). Note that
We begin with estimating A 4 . Integrating by parts verifies that A 4 ≈ A * 4 , hence we have
Integrating by parts, we obtain
Similarly, we get 
say. We note that for every a ∈ ∆ k , integration by parts gives (2.9) 
To finish this case, we need an estimate of D 3 . Fix k ∈ K. Then, integrating by parts and using the properties of the functions g k and f k (see (2.6) and (2.8)), we get
In the last estimate we used (2.1). Recalling that g k + f k L p (v) ≤ 2 and taking supremum over all k ∈ K, we get
proving the necessity part of the assertion in the case (c).
(d) Let 0 < m < p < ∞, 1 < p and 0 < q < p < ∞. As in (c), since we already know that A 1 ≤ C < ∞, we recall (2.4) when treating expressions involving the term Recall that, in the necessity part of (b), we have already proved that A 3 D 2 , using only the assumption 0 < q < p < ∞ (with p > 1) and not the relation between p and m. Hence, the estimate A 3 D 2 is valid with the setting of parameters from (d) as well. Since D 2 D 4 is obviously true, we obtain
We continue with the term A 5 . One has
say. The three summands will be now estimated separately. First, by the definition of K 1 and K 2 and using (1.5) and (1.6), one has
Now, by a double use of integration by parts, as well as using the standard argument involving (1.4) and Lemma 2.2, we get
As for B 19 , by (1.4) and Lemma 2.2 one has
We proceed with the term B 20 . Integrating by parts again, as well as using (1.3) and Lemma 2.2, we obtain the following:
say. To deal with B 21 we recall the inequality (2.9) which is valid here as well, since the relation between p and m is the same as in the case (c). Hence, the Hardy lemma gives C.
In the last step we used the fact that f + g L p (v) ≤ 2. Hence, we have shown that
and the proof is complete.
Proof of Proposition 1.2. For simplicity, we will assume that ∞ t v(s)
1−p ′ ds < ∞ for every t ∈ (0, ∞) (otherwise, the proof needs only a slight modification in the same spirit as in the proof of Theorem 1.1). Then it is easy to observe that A 1 A 6 . Thus, we need to prove that C A 5 + A 6 , and that the reverse inequality holds if and only if q > m. By an analysis of the exponents by the power and logarithmic functions, one may check that the limit term is infinite. Hence, we have shown that, for any given (but fixed) parameters 0 < q < m < p, 1 < p < ∞ there exist weights u, v, and a sequence of weights {w n } n∈N such that the values of C n are uniformly bounded but the values of A 6,n diverge to infinity. Thus, the inequality A 6 ≤ βC does not hold with any 0 < β < ∞ independent of the involved weights.
The proof of Theorem 1.3 needs only rather obvious changes compared to that of Theorem 1.1 and is therefore omitted. The assertion of Corollary 1.4 follows directly from the proof of Theorem 1.1.
