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Abstract
In this paper, we finished the classification of three-generator finite p-groups G such
that Φ(G) ≤ Z(G). This paper is a part of classification of finite p-groups with a minimal
non-abelian subgroup of index p, and partly solved a problem proposed by Y. Berkovich.
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1 Introduction
Groups in this paper are all finite p-groups. Notation and terminology are consistent with that
in [7] and [2].
Let G be a non-abelian p-groups. If d(G) = 2, then we can prove that G ∈ A1 if and only if
G satisfy one of the following conditions:
(1) |G′| = p;
(2) c(G) = 2 and G has an abelian maximal subgroup;
(3) Φ(G) ≤ Z(G).
In general, above conditions are not mutually equivalent. If we replace d(G) = 2 with
d(G) = 3, then we have (1)⇒ (2)⇒(3). Moreover, it is easy to prove that G′ ≤ C2p for (2) and
G′ ≤ C3p for (3).
In [2], we completely classified three-generator groups satisfying condition (2). In this pa-
per, we completely classified three-generator groups satisfying condition (3) but not satisfying
condition (2). That is, we classified groups G with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p .
Together with [2], we completely classified groups G with d(G) = 3 and Φ(G) ≤ Z(G). As a
direct application of this classification, we can give a classification about three-generator groups
with at least two A1-subgroups of index p.
In [3], Y. Berkovich proposed the following
∗This work was supported by NSFC (no. 11371232), by NSF of Shanxi Province (no. 2012011001-3 and
2013011001-1).
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Problem 239: Classify the p-groups containing an A1-subgroup of index p.
In [7], this problem was divided into two parts:
Part 1. Classify the finite p-groups with at least two A1-subgroups of index p.
Part 2. Classify the finite p-groups with a unique A1-subgroup of index p.
Together with [1], we solve Part 1 of problem 239. Finally, together with [7, 8], we completely
solve problem 239.
By the way, we also look into some properties for those groups we obtained. In particular,
we give the minimal and the maximal index of A1-subgroups, and pick out all metahamiltonian
groups (that is, groups whose non-normal subgroups are abelian). These properties are useful
in the classification of A3-groups [9] and metahamiltonian p-groups [4], respectively.
2 Preliminaries
In this paper, p is always a prime. We use Fp to denote the finite field containing p elements.
F ∗p is the multiplicative group of Fp. (F
∗
p )
2 = {a2
∣∣ a ∈ F ∗p } is a subgroup of F ∗p . Vm(G) means
the set of all pmth powers in G and ℧m(G) = 〈Vm(G)〉. For a finite non-abelian p-group G, we
use pImin and pImax to denote the minimal index and the maximal index of A1-subgroups of G
respectively.
We use rank(A) to denote the rank of A, where A is a matrix over F . Recall that two
matrices A and B over F are called sub-congruent if there exists an element λ ∈ F ∗ and an
invertible matrix P over F such that λP tAP = B.
Suppose that G is a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p . Let the type
of G/G′ be (pm1 , pm2 , pm3), where m1 ≥ m2 ≥ m3, and
G/G′ = 〈a1G
′〉 × 〈a2G
′〉 × 〈a3G
′〉,
where o(aiG
′) = pmi , i = 1, 2, 3. Then G = 〈a1, a2, a3〉 and G
′ = 〈[a2, a3], [a3, a1], [a1, a2]〉.
Let x = [a2, a3], y = [a3, a1] and z = [a1, a2]. Since a
pmi
i ∈ G
′, we may assume that ap
mi
i =
xwi1ywi2zwi3 where i = 1, 2, 3. Then we get a 3× 3 matrix w(G) = (wij) over Fp. We call w(G)
a characteristic matrix of G. Notice that w(G) will be changed if we change the generators
a1, a2, a3. We also call a1, a2, a3 a set of characteristic generators about w(G). In general,
a1, a2, a3 is always a set of characteristic generators about w(G).
Lemma 2.1. Suppose that p is odd, {1, η} is a transversal for (F ∗p )
2 in F ∗p . Then the following
matrices form a transversal for the congruence (sub-congruence) classes of invertible matrices
of order 2 over Fp:
(1)
(
0 1
−1 0
)
, (2)
(
ν1 1
−1 0
)
, (3)
(
1 0
0 ν2
)
, (4)
(
1 1
−1 r
)
,
where ν1 = 1 or η (ν1 = 1), ν2 = 1 or η, r = 1, 2, . . . , p− 2.
2
Proof By [2, Lemma 4.2], matrices (1), (2) and M =
(
1 t
−t ν2
)
form a transversal for the
congruence (sub-congruence) classes of invertible matrices of order 2 over Fp, where ν2 = 1 or
η, t ∈ {0, 1, . . . , p−12 } such that t
2 6= −ν2. If t = 0, then we get the matrix of Type (3). If t 6= 0,
then, letting P = diag(1, t−1), we have P tMP =
(
1 1
−1 t−2ν2
)
. Hence we get the matrix of
Type (4). 
Lemma 2.2. ([2, Lemma 4.3]) The following matrices form a transversal for the congruence
class of invertible matrices of order 2 over F2.
(1)
(
1 0
0 1
)
, (2)
(
0 1
1 0
)
, (3)
(
1 0
1 1
)
.
Lemma 2.3. Suppose that p is prime (p = 2 is possible). For odd p, {1, η} is a transversal for
(F ∗p )
2 in F ∗p . Then the following matrices form a transversal for the congruence (sub-congruence)
classes of non-invertible matrices of order 2 over Fp:
(1)
(
0 1
0 0
)
, (2)
(
0 0
0 ν
)
, (3)
(
0 0
0 0
)
, where ν = 1 or η (ν = 1).
Proof Suppose that A 6= 0 be a non-invertible matrix of order 2 over Fp. Then rank(A) = 1.
Let A =
(
a11 a12
a21 a22
)
and P1 =
(
0 1
1 0
)
. Then P t1AP1 =
(
a22 a21
a12 a11
)
. So, without loss of
generality, we may assume that
(
a12
a22
)
6=
(
0
0
)
. That is, for some k, A =
(
ka12 a12
ka22 a22
)
.
Let P2 =
(
1 0
−k 1
)
. Then A is congruent to P t2AP2 =
(
0 a12 − ka22
0 a22
)
=
(
0 b
0 a22
)
.
If b 6= 0, then, letting P3 =
(
b−1 −b−1a22
0 1
)
, we have P t3AP3 =
(
0 1
0 0
)
. Hence we get
Type (1).
If b = 0, then, letting P4 =
(
1 0
0 x
)
, we have P t4AP4 =
(
0 0
0 a22x
2
)
. Choosing suitable
x, a22x
2 can be 1 or η. Hence we get Type (2).
Let P =
(
x11 x12
x21 x22
)
. By calculation, the (2, 2)th element of P tdiag(0, ν)P is νx222. Hence
matrices of Type (2) with different ν are not congruent. Since the matrix is symmetric for Type
(2), and not symmetric for Type (1), matrices with different types are not congruent. 
Theorem 2.4. Suppose that p > 2, G and G¯ are finite p-groups such that d(G) = 3, Φ(G) ≤
Z(G), G′ ∼= C3p , and the type of G/G
′ be (pm1 , pm2 , pm3) where m1 ≥ m2 ≥ m3. Two character-
istic matrices of G and G¯ are w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and
only if there exists X =
(
x11 x12 x13
x21p
m1−m2 x22 x23
x31p
m1−m3 x32p
m2−m3 x33
)
, an invertible matrix over Fp, such that
w(G¯) = det(X)−1X2w(G)X
t, where X2 =
(
x11 x12p
m1−m2 x13p
m1−m3
x21 x22 x23p
m2−m3
x31 x32 x33
)
.
Proof Let a1, a2, a3〉 and a¯1, a¯2, a¯3 be two set of characteristic generators about w(G) and
w(G¯) respectively. Suppose that θ is an isomorphism from G¯ to G. We may assume that
a¯θ1 ≡ a
x11
1 a
x12
2 a
x13
3 (mod G
′), a¯θ2 ≡ a
x21p
m1−m2
1 a
x22
2 a
x23
3 (mod G
′),
3
a¯θ3 ≡ a
x31p
m1−m3
1 a
x32p
m2−m3
2 a
x33
3 (mod G
′).
By calculation,
x¯θ = [a¯2, a¯3]
θ = [a¯θ2, a¯
θ
3] = [a
x21p
m1−m2
1 a
x22
2 a
x23
3 , a
x31p
m1−m3
1 a
x32p
m2−m3
2 a
x33
3 ]
= xx22x33−x23x32p
m2−m3
y−x21x33p
m1−m2+x23x31pm1−m3 zx21x32p
m1−m3−x22x31p
m1−m3
Similarly we have
y¯θ = xx32x13p
m2−m3−x33x12y−x31x13p
m1−m3+x33x11zx31x12p
m1−m3−x32x11p
m2−m3
and
z¯θ = xx12x23−x13x22y−x11x23+x13x21p
m1−m2
zx11x22−x12x21p
m1−m2
Let
X1 =
(
x22x33 − x23x32p
m2−m3 −x21x33p
m1−m2 + x23x31pm1−m3 x21x32pm1−m3 − x22x31pm1−m3
x32x13p
m2−m3 − x33x12 −x31x13p
m1−m3 + x33x11 x31x12pm1−m3 − x32x11pm2−m3
x12x23 − x13x22 −x11x23 + x13x21pm1−m2 x11x22 − x12x21pm1−m2
)
Since (x¯w¯11 y¯w¯12 z¯w¯13)θ = (a¯p
m1
1 )
θ = ax11p
m1
1 a
x12p
m1
2 a
x13p
m1
3 , we have
(w¯11, w¯12, w¯13)X1 = (x11, x12p
m1−m2 , x13p
m1−m3)
(
w11 w12 w13
w21 w22 w23
w31 w32 w33
)
(2.1)
Similarly, by (x¯w¯21 y¯w¯22 z¯w¯23)θ = (a¯p
m2
2 )
θ = ax21p
m1
1 a
x22p
m2
2 a
x23p
m2
3 , we have
(w¯21, w¯22, w¯23)X1 = (x21, x22, x23p
m2−m3)
(
w11 w12 w13
w21 w22 w23
w31 w32 w33
)
(2.2)
By (x¯w¯31 y¯w¯32 z¯w¯33)θ = (a¯p
m3
3 )
θ = ax31p
m1
1 a
x32p
m2
2 a
x33p
m3
3 , we have
(w¯31, w¯32, w¯33)X1 = (x31, x32, x33)
(
w11 w12 w13
w21 w22 w23
w31 w32 w33
)
(2.3)
Let X2 =
(
x11 x12p
m1−m2 x13p
m1−m3
x21 x22 x23p
m2−m3
x31 x32 x33
)
. It follow from equations (2.1), (2.2) and (2.3) that
w(G¯)X1 = X2w(G). (2.4)
Let X =
(
x11 x12 x13
x21p
m1−m2 x22 x23
x31p
m1−m3 x32p
m2−m3 x33
)
. Then X1 = (X
t)∗, where Xt denote the transpose of
X and X∗ denote the adjugate of X. Right multiplying by det(X)−1Xt, we get
w(G¯) = det(X)−1X2w(G)X
t (2.5)
On the other hand, if there exists an invertible matrix X =
(
x11 x12 x13
x21p
m1−m2 x22 x23
x31p
m1−m3 x32p
m2−m3 x33
)
over Fp satisfying equation (2.5), then
θ : a¯1 7→ a
x11
1 a
x12
2 a
x13
3 , b¯ 7→ a
x21p
m1−m2
1 a
x22
2 a
x23
3 , c¯ 7→ a
x31p
m1−m3
1 a
x32p
m2−m3
2 a
x33
3
4
is an isomorphism from G¯ to G. 
If p = 2, then Equation 2.1–2.3 also hold for m2 > 1. If p = 2, m1 > 1 and m2 = m3 = 1,
then Equation 2.1 also holds, but Equation 2.2 and 2.3 are changed to be
(w¯21, w¯22, w¯23)X1 = (x21, x22, x23)
(
w11 w12 w13
w21 w22 w23
w31 w32 w33
)
+ (x22x23, 0, 0) (2.2
′)
and
(w¯31, w¯32, w¯33)X1 = (x31, x32, x33)
(
w11 w12 w13
w21 w22 w23
w31 w32 w33
)
+ (x32x33, 0, 0) (2.3
′)
Hence we get the following theorems.
Theorem 2.5. Suppose that G and G¯ are finite 2-groups such that d(G) = 3, Φ(G) ≤ Z(G),
G′ ∼= C32 , and the type of G/G
′ be (2m1 , 2m2 , 2m3) where m1 ≥ m2 ≥ m3 and m2 > 1. Two
characteristic matrices of G and G¯ are w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then
G ∼= G¯ if and only if there exists X =
(
x11 x12 x13
x212m1−m2 x22 x23
x312m1−m3 x322m2−m3 x33
)
, an invertible matrix over
F2, such that w(G¯) = X2w(G)X
t, where X2 =
(
x11 x122m1−m2 x132m1−m3
x21 x22 x232m2−m3
x31 x32 x33
)
.
Theorem 2.6. Suppose that G and G¯ are finite 2-groups such that d(G) = 3, Φ(G) ≤ Z(G),
G′ ∼= C32 , and the type of G/G
′ be (2m1 , 2, 2), where m1 > 1. Two characteristic matrix of G and
G¯ are w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there exists X =(
1 x12 x13
0 x22 x23
0 x32 x33
)
, an invertible matrix over F2, such that w(G¯) = X2w(G)X
t+
(
0 0 0
x22x23 0 0
x32x33 0 0
)
,
where X2 =
(
1 0 0
x21 x22 x23
x31 x32 x33
)
.
Next we investigate the minimal index and the maximal index of A1-subgroups of G.
Theorem 2.7. Suppose that G is a finite p-group such that d(G) = 3, Φ(G) ≤ Z(G), G′ ∼= C3p ,
and the type of G/G′ be (pm1 , pm2 , pm3), where m1 ≥ m2 ≥ m3. Then m3 ≤ Imin ≤ m3 + 2 and
(1) Imin = m3 if and only if there exists a characteristic matrix w(G) = (wij) of G such that
rank
(
w11 w12
w21 w22
)
= 2;
(2) If rank(w(G)) ≥ 2, then m3 ≤ Imin ≤ m3 + 1;
(3) If rank(w(G)) ≤ 1, then m3+ 1 ≤ Imin ≤ m3 + 2, and Imin = m3 +1 if and only if there
exists a characteristic matrix w(G) = (wij) of G such that rank
(
w11 w12
w21 w22
)
= 1.
Proof LetD be anA1-subgroup ofG. SinceDG
′/G′ is a subgroup ofG/G′ and d(DG′/G′) = 2,
we have |G/G′ : DG′/G′| ≥ pm3 . Hence
|G : D| = |G : DG′||DG′/D| = |G/G′ : DG′/G′||G′/G′ ∩D| ≥ pm3 . (2.6)
On the other hand, 〈a1, a2〉 has index at most p
m3+2. Hence m3 ≤ Imin ≤ m3 + 2.
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(1) If Imin = m3 and D ∈ A1 such that |G : D| = p
m3 , then, by equation 2.6, we have that
G′ ≤ D and D/G′ is of type (pm1 , pm2). Notice that an element of maximal order in an abelian
p-group must be a direct product factor. We may assume that D = 〈a1, a2〉. Since G
′ ≤ D,
|〈ap
m1
1 , a
pm2
2 , z〉| = p
3. Hence rank
(
w11 w12 w13
w21 w22 w23
0 0 1
)
= 3. Thus rank
(
w11 w12
w21 w22
)
= 2.
On the other hand, if there exists a w(G) such that rank
(
w11 w12
w21 w22
)
= 2, then 〈a1, a2〉 is
of index pm3 and hence Imin = m3.
(2) If Imin = m3 + 2, then |〈a
pm1
1 , a
pm2
2 , z〉| = p, and hence rank
(
w11 w12 w13
w21 w22 w23
0 0 1
)
= 1. It
follows that w(G) =
(
0 0 w13
0 0 w23
w31 w32 w33
)
. Since the rank of w(G) is ≥ 2, we have (w13, w23) 6=
(0, 0). Without loss of generality, we assume that w23 6= 0. Let D = 〈a1a3, a2〉. It is easy to see
that D ∩ G′ ≥ 〈x, z〉 and hence D is a A1-subgroup of index at most p
m3+1. This contradicts
Imin = m3 + 2.
(3) By (1), Imin ≥ m3 + 1. Assume D is a A1 subgroup of G and DG
′/G′ = 〈g¯1〉 × 〈g¯2〉,
where o(g¯1) = p
u and o(g¯2) = p
v. ∀g ∈ D, ∃i, j, k such that g = g1
ig2
j[g1, g2]
k. It is easy to
see that g ∈ G′ if and only if pu|i and pv|j. Hence D ∩ G′ = 〈g1
pu , g2
pv , [g1, g2]〉. Notice that
rank(w(G)) ≤ 1, we have |D ∩G′| ≤ p2.
If Imin = m3 + 1 and D ∈ A1 such that |G : D| = p
m3+1, then, by equation 2.6, we have
DG′/G′ is of type (pm1 , pm2). Hence we may assume that D = 〈a1, a2〉. Since |〈a
pm1
1 , a
pm2
2 , z〉| =
p2, rank
(
w11 w12 w13
w21 w22 w23
0 0 1
)
= 2. Thus rank
(
w11 w12
w21 w22
)
= 1.
On the other hand, if there is a w(G) such that rank
(
w11 w12
w21 w22
)
= 1, then 〈a1, a2〉 is of
index pm3+1 and hence Imin = m3 + 1. 
Theorem 2.8. Suppose that G is a finite p-group such that d(G) = 3, Φ(G) ≤ Z(G), G′ ∼= C3p ,
and the type of G/G′ be (pm1 , pm2 , pm3), where m1 ≥ m2 ≥ m3. Then m1 ≤ Imax ≤ m1 + 2 and
(1) Imax = m1 +2 if and only if there exists a characteristic matrix w(G) = (wij) of G such
that
(
w22 w23
w32 w33
)
= 0;
(2) If rank(w(G)) ≤ 1, then m1 + 1 ≤ Imax ≤ m1 + 2;
(3) If rank(w(G)) = 3, then m1 ≤ Imax ≤ m1 + 1;
(4) If Imax 6= m1+2, then Imax = m1+1 if and only if one of the following conditions holds:
(a) There is a characteristic matrix w(G) such that rank
(
w22 w23
w32 w33
)
= 1;
(b) m1 = m2+1 and there is a characteristic matrix w(G) such that
(
w11 w13
w31 w33
)
= 0.
Proof Assume D is an A1-subgroups of G. Then D ∩ Φ(G) = D ∩ Z(G) ≤ Z(D) = Φ(D).
Hence Φ(D) = D ∩ Φ(G). Thus DΦ(G)/Φ(G) ∼= D/D ∩ Φ(G) = D/Φ(D) = p2. It follows that
|G/G′ : DG′/G′| ≤ pm1 . Since |G′ ∩D| ≥ p, we have
|G : D| = |G : DG′||DG′/D| = |G/G′ : DG′/G′||G′/G′ ∩D| ≤ pm1+2. (2.7)
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On the other hand, 〈a2, a3〉 has index at least p
m1 . Hence m1 ≤ Imax ≤ m1 + 2.
(1) If Imax = m1 + 2 and D ∈ A1 such that |G : D| = p
m1+2, then, by equation 2.7, we have
that |G′ ∩D| = p and DG′/G′ is of type (pm2 , pm3). Notice that an element of minimal order
in an abelian p-group must be a direct product factor if it is a generator. We may assume that
D = 〈a2, a3〉. Since |〈x, a
pm2
2 , a
pm3
3 〉| = p, rank
(
1 0 0
w21 w22 w23
w31 w32 w33
)
= 1. Hence
(
w22 w23
w32 w33
)
= 0.
On the other hand, if there is a w(G) such that
(
w22 w23
w32 w33
)
= 0, then 〈a2, a3〉 is of index
pm1+2 and hence Imax = m1 + 2.
(2) Assume the contrary, then Imax = m1. In this case, |G : 〈a2, a3〉| = p
m1 . It follows that
|〈x, ap
m2
2 , a
pm3
3 〉| = p
3. Then the matrix
(
1 0 0
w21 w22 w23
w31 w32 w33
)
is invertible. Hence rank(w(G)) ≥ 2,
a contradiction. So Imax ≥ m1 + 1.
(3) By (1), if Imax = m1 + 2, then rank(w(G)) ≤ 2.
(4) If (a) holds, then |〈x, ap
m2
2 , a
pm3
3 〉| = p
2. Hence 〈a2, a3〉 is of index p
m1+1. If (b) holds,
then |〈y, ap
m1
1 , a
pm2
2 〉| = p. Hence 〈a1, a3〉 is of index p
m2+2 = pm1+1. So Imax = m1 + 1.
On the other hand, if Imax = m1 + 1 and D ∈ A1 such that |G : D| = p
m1+1, then,
|D| = pm2+m3+2. Since |D/G′ ∩D| = |DG′/G′| ≥ pm2+m3 , |G′ ∩D| ≤ p2.
Case (a): There exists a D ∈ A1 such that |G : D| = p
m1+1 and |G′ ∩D| = p2.
Since |DG′/G′| = |D/G′∩D| = pm2+m3 , DG′/G′ is of type (pm2 , pm3). Hence we may assume
thatD = 〈a2, a3〉. Since |G
′∩D| = p2, rank
(
1 0 0
w21 w22 w23
w31 w32 w33
)
= 2. Hence rank
(
w22 w23
w32 w33
)
=
1. Condition (a) holds.
Case (b): For all D ∈ A1 such that |G : D| = p
m1+1, we have |G′ ∩D| = p.
Then |DG′/G′| = |D/G′ ∩D| = pm2+m3+1. It follows that DG′/G′ is of type (pm2+1, pm3)
or (pm2 , pm3+1).
Subcase (b1): DG′/G′ is of type (pm2+1, pm3).
If G = 〈D, a1〉, then we may assume that D = 〈a2b, a3〉. Since |〈x, a
pm3
3 〉| = p, we have
|〈x, ap
m2
2 , a
pm3
3 〉| ≤ p
2. That is, |G′ ∩ 〈a2, a3〉| ≤ p
2. Hence |G : 〈a2, a3〉| ≥ p
m1+1. Since
Imax = m1 + 1, we have |G : 〈a2, a3〉| = p
m1+1 and |G′ ∩ 〈a2, a3〉| = p
2, which contradict the
hypothesis of Case (b).
If G = 〈D, a2〉, then we may assume that m1 > m2. (If m1 = m2, it is reduced to the
case G = 〈D, a1〉.) Since |G/G
′ : DG′/G′| ≤ pm2 , we get |G : D| = |G : DG′||DG′ : D| ≤
pm2 |G′/G′ ∩ D| = pm2+2. Since Imax = m1 + 1, we have m1 = m2 + 1 and |G : DG
′| = pm2 .
Since DG′/G′ is of type (pm1 , pm3), we may assume that D = 〈a1, a3〉. Since |G
′ ∩D| = p, we
have rank
(
w11 w12 w13
0 1 0
w31 w32 w33
)
= 1. Hence
(
w11 w13
w31 w33
)
= 0. Condition (b) holds.
If G = 〈D, a3〉, then we may assume that D = 〈a1, a2〉. Hence m1 = m2 + 1 and m2 = m3.
It is reduced to the case G = 〈D, a2〉.
Subcase (b2): DG′/G′ is of type (pm2 , pm3+1).
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If m2 = m3, then it can be reduced to Subcase (b1). Hence we may assume that m2 > m3.
If G = 〈D, a1〉, then we may assume that D = 〈a2, a3c〉. Since |〈x, a
pm2
2 〉| = p, we have
that |〈x, ap
m2
2 , a
pm3
3 〉| ≤ p
2. That is, |G′ ∩ 〈a2, a3〉| ≤ p
2. Hence |G : 〈a2, a3〉| ≥ p
m1+1. Since
Imax = m1 + 1, we have |G : 〈a2, a3〉| = p
m1+1 and |G′ ∩ 〈a2, a3〉| = p
2, which contradict the
hypothesis of Case (b).
If G = 〈D, a2〉, then we may assume D = 〈a1, a3c〉. It follows that m1 = m2, and it can be
reduced to the case G = 〈D, a1〉.
If G = 〈D, a3〉, then we may assume D = 〈a1, a2〉. It follows that m1 = m2 = m3 + 1.
Hence Imax = m3 + 2. Notice that |G/G
′ : DG′/G′| = pm3 , we have |D ∩ G′| = p2, which also
contradict the hypothesis of Case (b). 
3 The case m1 > m2 > m3
In this section, we deal with the case m1 > m2 > m3. In this case, p is either odd or 2.
Theorem 3.1. Let G be a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p . If the type
of G/G′ is (pm1 , pm2 , pm3) where m1 > m2 > m3, then we can choose suitable generators of G,
such that the characteristic matrix of G is one of the following matrices, and different matrices
give non-isomorphic groups. (Where η is a fixed square non-residue modulo odd p, ν = 1 or η,
and t 6= 0.)
(A1)
(
1 0 0
0 ν1 0
0 0 ν2
)
where ν1, ν2 = 1 or η (A2)
(
1 0 0
0 0 1
0 t 0
)
(A3)
(
0 0 t
0 1 0
1 0 0
)
(A4)
(
0 0 1
1 0 0
0 1 0
)
(A5)
(
0 1 0
0 0 1
1 0 0
)
(A6)
(
0 t 0
1 0 0
0 0 1
)
(B1)
(
1 0 0
0 ν 0
0 0 0
)
(B2)
(
1 0 0
0 0 1
0 0 0
)
(B3)
(
0 0 1
0 1 0
0 0 0
)
(B4)
(
0 1 0
0 0 1
0 0 0
)
(B5)
(
0 0 1
0 0 0
0 1 0
)
(B6)
(
1 0 0
0 0 0
0 0 ν
)
(B7)
(
1 0 0
0 0 0
0 1 0
)
(B8)
(
0 1 0
0 0 0
0 0 1
)
(B9)
(
0 0 0
0 1 0
1 0 0
)
(B10)
(
0 0 0
0 0 1
1 0 0
)
(B11)
(
0 0 0
1 0 0
0 0 1
)
(B12)
(
0 0 0
1 0 0
0 1 0
)
(B13)
(
0 1 0
0 0 0
1 0 0
)
(B14)
(
0 0 t
0 0 0
1 0 0
)
(B15)
(
0 0 1
1 0 0
0 0 0
)
(B16)
(
0 t 0
1 0 0
0 0 0
)
(B17)
(
0 0 0
0 1 0
0 0 ν
)
(B18)
(
0 0 0
0 0 1
0 t 0
)
(C1)
(
1 0 0
0 0 0
0 0 0
)
(C2)
(
0 1 0
0 0 0
0 0 0
)
(C3)
(
0 0 1
0 0 0
0 0 0
)
(C4)
(
0 0 0
1 0 0
0 0 0
)
(C5)
(
0 0 0
0 1 0
0 0 0
)
(C6)
(
0 0 0
0 0 1
0 0 0
)
(C7)
(
0 0 0
0 0 0
0 0 1
)
(C8)
(
0 0 0
0 0 0
0 1 0
)
(C9)
(
0 0 0
0 0 0
1 0 0
)
(C10)
(
0 0 0
0 0 0
0 0 0
)
Proof Suppose that G and G¯ are two groups described in the theorem. By Theorem 2.4
and 2.5, G¯ ∼= G if and only if there exist invertible matrices X2 =
(
x11 0 0
x21 x22 0
x31 x32 x33
)
and
X =
(
x11 x12 x13
0 x22 x23
0 0 x33
)
such that w(G¯) = det(X)−1X2w(G)X
t.
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Notice that X2 =
(
x11 0 0
0 x22 0
0 0 x33
)(
1 0 0
x21x
−1
22
1 0
x31x
−1
33
x32x
−1
33
1
)
, and Xt has same decomposition.
We can use following three kinds of operation to simplify w(G).
Operation I. Take X2 = X = diag(x11, x22, x33). Then w(G¯) = det(X)
−1Xw(G)Xt.
Operation II. Take X2 =
(
1 0 0
x21 1 0
x31 x32 1
)
and X = E3. Then w(G¯) = X2w(G). This
operation means adding the 1st row multiplied by a scalar x21 to the 2nd row, adding the 1st
row multiplied by a scalar x31 to the 3rd row, and adding the 2nd row multiplied by a scalar
x32 to the 3rd row.
Operation III. Take X2 = E3 and X
t =
(
1 0 0
x12 1 0
x13 x23 1
)
. Then w(G¯) = w(G)Xt. This
operation means adding the 3rd column multiplied by a scalar x13 to the 1st column, adding the
3rd column multiplied by a scalar x23 to the 2nd column, and adding the 2nd column multiplied
by a scalar x12 to the 1st row.
Case 1. w(G) is invertible.
In this case, the 3rd column of w(G) is not (0, 0, 0)t. Hence we have three types of w(G):
(a)
(
∗ ∗ w13
∗ ∗ ∗
∗ ∗ ∗
)
where w13 6= 0; (b)
(
∗ ∗ 0
∗ ∗ w23
∗ ∗ ∗
)
where w23 6= 0;
(c)
(
∗ ∗ 0
∗ ∗ 0
∗ ∗ w33
)
where w33 6= 0.
Using operation I, II and III, we can not change the type of w(G). Hence matrices of different
types determine non-isomorphic groups.
Now we assume that w(G) is of Type (b). (All types are almost the same.) Using operation
II and III, w(G) can be simplified to be
(
∗ ∗ 0
0 0 w23
∗ ∗ 0
)
. Since the 2nd column is not (0, 0, 0)t,
there are two types of w(G):
(b1)
(
∗ w12 0
0 0 w23
∗ ∗ 0
)
where w12 6= 0; (b2)
(
∗ 0 0
0 0 w23
∗ w32 0
)
where w32 6= 0.
Using operation I, II and III, we can not change the type of w(G) from (b1) to (b2). Hence
matrices of different types determine non-isomorphic groups.
Using operation II and III, w(G) can be simplified to be (b1′)
(
0 w12 0
0 0 w23
w31 0 0
)
or (b2′)(
w11 0 0
0 0 w23
0 w32 0
)
.
If w(G) is the matrix of Type (b1′), then, using operation I, where X = diag(w23, w31, w12),
we have w(G¯) = det(X)−1Xw(G)Xt =
(
0 1 0
0 0 1
1 0 0
)
. Hence we get the matrix (A5).
If w(G) is the matrix of Type (b2′), then, using operation I, where X = diag(w23, w23, w11),
we have w(G¯) = det(X)−1Xw(G)Xt =
(
1 0 0
0 0 1
0 w32w
−1
23
0
)
. Hence we get the matrix (A2).
Obviously, two groups with characteristic matrices w(G) and w(G¯) of Type (A2) are mutually
isomorphic if and only if there exsits an invertible matrix X = diag(x11, x22, x33) such that
w(G¯) = det(X)−1Xw(G)Xt . If
(
1 0 0
0 0 1
0 t¯ 0
)
= det(X)−1X
(
1 0 0
0 0 1
0 t 0
)
Xt, then, by calculation,
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we have x11 = 1 and t¯ = t. Hence matrices with different t give non-isomorphic groups.
Similar arguments as above give characteristic matrices (A1)–(A6).
Case 2. w(G) is not invertible.
Similar to Case 1, using Operation II and III, w(G) can be simplified to be such a matrix, in
which every column and every row have at most one non-zero element. If rank(w(G)) = 2, then
we will get characteristic matrices (B1)–(B18). If rank(w(G)) = 1, then we will get characteristic
matrices (C1)–(C9). w(G) = 0 is the matrix (C10). Also similar to Case 1, we can prove that
different matrices give non-isomorphic groups. 
Next we give an example to explain how to use Theorem 2.7 and 2.8 to get Imin and Imax.
Theorem 3.2. Let G be a finite p-group determined by the characteristic matrix (B18) in
Theorem 3.1. Then Imin = m3 + 1, Imax = m1 for m1 > m2 + 1, and Imax = m1 + 1 for
m1 = m2 + 1.
Proof Since rank(w(G)) = 2, by Theorem 2.7 (2), m3 ≤ Imin ≤ m3 + 1. By Theorem
2.7 (1), Imin = m3 if and only if there exist invertible matrices X2 =
(
x11 0 0
x21 x22 0
x31 x32 x33
)
and
X =
(
x11 x12 x13
0 x22 x23
0 0 x33
)
and w(G¯) = det(X)−1X2w(G)X
t = (w¯ij) such that
(
w¯11 w¯12
w¯21 w¯22
)
is
invertible. By calculation, we have
det(X)w(G¯) =
(
0 0 0
x22x13 x22x23 x22x33
tx33x12 + x32x13 tx33x22 + x32x23 x32x33
)
Since
(
w¯11 w¯12
w¯21 w¯22
)
is not invertible, we have Imin = m3 + 1.
Since
(
w¯22 w¯23
w¯32 w¯33
)
is invertible, by Theorem 2.8, Imax 6= m1 + 2 and Condition (a) in
Theorem 2.8 (4) does not hold. If we take x12 = x32 = 0, then
(
w¯11 w¯13
w¯31 w¯33
)
= 0. Hence
Condition (b) in Theorem 2.8 (4) holds if and only if m1 = m2 + 1. Hence Imax = m1 for
m1 > m2 + 1, and Imax = m1 + 1 for m1 = m2 + 1. 
Similar method as Theorem 3.2 gives the following theorem. The details are omitted.
Theorem 3.3. Let G be a finite p-group determined by a characteristic matrix in Theorem 3.1.
(1) If Imin = m3, then the characteristic matrix is one of the following: (A1)–(A6), (B1)–
(B4), (B15)–(B16);
(2) If Imin = m3 + 1, then the characteristic matrix is one of the following: (B5)–(B14),
(B17)–(B18), (C1)–(C6);
(3) If Imin = m3 + 2, then the characteristic matrix is one of the following: (C7)–(C10);
(4) If Imax = m1 + 2, then the characteristic matrix is one of the following: (B13)–(B16),
(C1)–(C4), (C9)–(C10);
(5) If Imax = m1 + 1, then the characteristic matrix is one of the following: (A3)–(A6),
(B1)–(B12), (B18) for m1 = m2 + 1, (C5)–(C8);
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(6) If Imax = m1, then the characteristic matrix is one of the following: (A1)–(A2), (B17),
(B18) for m1 > m2 + 1.
4 The case m1 > m2 = m3
In this case, we assume that m2 > 1 for p = 2.
Theorem 4.1. Let G be a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p . If the type
of G/G′ is (pm1 , pm2 , pm3) where m2 > 1 for p = 2 and m1 > m2 = m3, then we can choose
suitable generators of G, such that the characteristic matrix of G is one of the following matrices,
and different matrices give non-isomorphic groups. Where η is a fixed square non-residue modulo
odd p, ν = 1 or η, t 6= 0, and r = 1, 2, . . . , p − 2.
(1) For odd p
(D1)
(
1 0 0
0 0 1
0 −1 0
)
(D2)
(
1 0 0
0 ν 1
0 −1 0
)
(D3)
(
1 0 0
0 1 0
0 0 ν
)
(D4)
(
1 0 0
0 1 1
0 −1 r
)
(E1)
(
0 0 0
0 0 1
0 −1 0
)
(E2)
(
0 0 0
0 1 1
0 −1 0
)
(E3)
(
0 0 0
0 1 0
0 0 ν
)
(E4)
(
0 0 0
0 1 1
0 −1 r
)
(2) For p = 2
(D5)
(
1 0 0
0 0 1
0 1 0
)
(D6)
(
1 0 0
0 1 0
0 0 1
)
(D7)
(
1 0 0
0 1 0
0 1 1
)
(E5)
(
0 0 0
0 0 1
0 1 0
)
(E6)
(
0 0 0
0 1 0
0 0 1
)
(E7)
(
0 0 0
0 1 0
0 1 1
)
(3) For both odd p and p = 2
(D8)
(
0 0 1
0 1 0
t 0 0
)
(D9)
(
0 0 1
1 0 0
0 1 0
)
(E8)
(
1 0 0
0 0 1
0 0 0
)
(E9)
(
1 0 0
0 0 0
0 0 ν
)
(E10)
(
0 0 0
0 0 1
1 0 0
)
(E11)
(
0 0 0
1 0 0
0 0 1
)
(E12)
(
0 0 1
0 1 0
0 0 0
)
(E13)
(
0 0 1
0 0 0
0 1 0
)
(E14)
(
0 0 1
1 0 0
0 0 0
)
(E15)
(
0 0 1
0 0 0
t 0 0
)
(F1)
(
1 0 0
0 0 0
0 0 0
)
(F2)
(
0 0 0
0 0 1
0 0 0
)
(F3)
(
0 0 0
0 0 0
0 0 1
)
(F4)
(
0 0 0
1 0 0
0 0 0
)
(F5)
(
0 0 0
0 0 0
0 0 0
)
(F6)
(
0 0 1
0 0 0
0 0 0
)
Proof Suppose that G and G¯ and two groups described in the theorem. By Theorem 2.4
and 2.5, G¯ ∼= G if and only if there exist invertible matrices X2 =
(
x11 0 0
x21 x22 x23
x31 x32 x33
)
and
X =
(
x11 x12 x13
0 x22 x23
0 x32 x33
)
such that w(G¯) = det(X)−1X2w(G)X
t.
Notice that X2 =
(
1 0 0
x21x
−1
11
1 0
x31x
−1
11
0 1
)(
x11 0 0
0 x22 x23
0 x32 x33
)
, and Xt has same decomposition. We
can use the following three kinds of operation to simplify w(G).
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Operation I. Take X2 = X =
(
x11 0 0
0 x22 x23
0 x32 x33
)
. Then w(G¯) = det(X)−1Xw(G)Xt.
Operation II. Take X2 =
(
1 0 0
x21 1 0
x31 0 1
)
and X = E3. Then w(G¯) = X2w(G). This operation
means adding the 1st row multiplied by a scalar x21 to the 2nd row, and adding the 1st row
multiplied by a scalar x31 to the 3rd row.
Operation III. Take X2 = E3 and X
t =
(
1 0 0
x12 1 0
x13 0 1
)
. Then w(G¯) = w(G)Xt. This
operation means adding the 3rd column multiplied by a scalar x13 to the 1st column, and
adding the 2nd column multiplied by a scalar x12 to the 1st row.
According to the 1st row of w(G), we have three types of w(G):
(a)
(
w11 0 0
∗ ∗ ∗
∗ ∗ ∗
)
where w11 6= 0; (b)
(
0 0 0
∗ w22 w23
∗ w32 w33
)
;
(c)
(
∗ w12 w13
∗ ∗ ∗
∗ ∗ ∗
)
where (w12, w13) 6= (0, 0).
Using operation I, II and III, we can not change the type of w(G). Hence matrices of different
type determine non-isomorphic groups.
Case 1. w(G) is of Type (a).
Using Operation I and II, w(G) can be simplified to be (a′): diag(1,W ). Obviously, two
groups with characteristic matrices w(G) and w(G¯) of Type (a′) are mutually isomorphic if and
only if there exists an invertible matrix X = diag(x11, Y ) such that w(G¯) = det(X)
−1Xw(G)Xt.
If diag(1, W¯ ) = det(X)−1Xdiag(1,W )Xt, then, by calculation, we have x11 = det(Y ) and
W¯ = det(Y )−2YWY t (4.1)
Let Z = det(Y )−1Y . Then W¯ = ZWZt. That is, W¯ and W are mutually congruent. Using
Lemma 2.1, 2.2 and 2.3, we get characteristic matrices (D1)–(D7), (E8)–(E9) and (F1), and
different matrices give non-isomorphic groups.
Case 2. w(G) is of Type (b).
Using operation I, II and III, we can not change the rank of W =
(
w22 w23
w32 w33
)
. Hence
matrices with different rank of W determine non-isomorphic groups.
Subcase 2.1. rank(W ) = 2.
Using Operation III, w(G) can be simplified to be (b1): diag(0,W ). Obviously, two groups
with characteristic matrices w(G) and w(G¯) of Type (b1) are mutually isomorphic if and only
if there exists an invertible matrix X = diag(x11, Y ) such that w(G¯) = det(X)
−1Xw(G)Xt . If
diag(0, W¯ ) = det(X)−1Xdiag(0,W )Xt, then, by calculation, we have
W¯ = x−111 det(Y )
−1YWY t (4.2)
That is, W¯ and W are mutually sub-congruent. Using Lemma 2.1 and 2.2, we get characteristic
matrices (E1)–(E7), and different matrices give non-isomorphic groups.
Subcase 2.2. rank(W ) = 1.
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Using Operation I, whereX = diag(λ−1det(Y )−1, Y ), w(G) is simplified to be
(
0 0
∗ λYWY t
)
.
By Lemma 2.3, we may assume that W =
(
0 1
0 0
)
or
(
0 0
0 1
)
. Hence there are two types:
(b2):
(
0 0 0
∗ 0 1
∗ 0 0
)
and (b3)
(
0 0 0
∗ 0 0
∗ 0 1
)
. Using operation III, we get (b2′):
(
0 0 0
0 0 1
w31 0 0
)
and
(b3′):
(
0 0 0
w21 0 0
0 0 1
)
.
Using operation I, II and III, we can not change the type of w(G) from (b2′) to (b3′). Hence
matrices of different type determine non-isomorphic groups. In this subcase, we get characteristic
matrices (E10)–(E11) and (F2)–(F3).
Subcase 2.3. W = 0.
If (w21, w31) 6= (0, 0), then, using operation I, we get the characteristic matrix (F4). If
(w21, w31) = (0, 0), then we get the characteristic matrix (F5).
Case 3. w(G) is of Type (c).
Using Operation I, we may assume that (w12, w13) = (0, 1). Furthermore, using Operation
III, w(G) can be simplified to be Type (c′):
(
0 0 1
∗ w22 ∗
∗ ∗ ∗
)
. According to the value of w22, there
are two types:
(c1)
(
0 0 1
∗ w22 ∗
∗ ∗ ∗
)
where w22 6= 0; (c2):
(
0 0 1
∗ 0 ∗
∗ w32 ∗
)
.
We claim that two groups with characteristic matrices of Type (c1) and (c2) respectively
are not isomorphic to each other. Otherwise, there exist a group whose characteristic matrix is
w(G) =
(
0 0 1
w21 w22 w23
w31 w32 w33
)
where w22 6= 0 (a1, a2, a3 is a set of characteristic generators about
w(G)), and w(G¯) =
(
0 0 1
w¯21 0 w¯23
w¯31 w¯32 w¯33
)
is another characteristic matrix of G (a¯1, a¯2, a¯3 is a set of
characteristic generators about w(G¯)). By Theorem 2.4 and 2.5, there exists invertible matrices
X2 =
(
x11 0 0
x21 x22 x23
x31 x32 x33
)
and X =
(
x11 x12 x13
0 x22 x23
0 x32 x33
)
such that w(G¯) = det(X)−1X2w(G)X
t.
Since the (1, 2)th element of X2w(G)X
t is x23, we have x23 = 0 and hence det(X) = x11x22x33.
By calculation, the (2, 2)th element of det(X)−1X2w(G)X
t = x−111 x
−1
33 x22w22 6= 0, which is a
contradiction.
Subcase 3.1. w(G) is of Type (c1).
We use following operations to simplify w(G):
(
0 0 1
∗ w22 ∗
∗ ∗ ∗
)
operation I
−−−−−−−→
(
0 0 1
∗ w22 ∗
∗ 0 ∗
)
operation III
−−−−−−−−→
(
0 0 1
0 w22 ∗
∗ 0 ∗
)
operation II
−−−−−−−→
(
0 0 1
0 w22 0
w31 0 0
)
operation I
−−−−−−−−−−→
X=diag(1,1,w22)
(
0 0 1
0 1 0
w31 0 0
)
. In this
subcase, we get characteristic matrices (D8) and (E12). Similar argument as that before Subcase
3.1, we know that different t for the matrix (D8) give non-isomorphic groups.
Subcase 3.2. w(G) is of Type (c2).
If w(G) is invertible, then w21 6= 0 and w32 6= 0. We use following operations to simplify
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w(G):
(
0 0 1
w21 0 ∗
∗ w32 ∗
)
operation III
−−−−−−−−→
(
0 0 1
w21 0 ∗
0 w32 ∗
)
operation II
−−−−−−−→
(
0 0 1
w21 0 0
0 w32 0
)
operation I
−−−−−−−−−−−−→
X=diag(w32,1,w21)(
0 0 1
1 0 0
0 1 0
)
. Hence we get the characteristic matrix (D9).
If w21 = 0 and w32 6= 0, then we use following operations to simplify w(G):
(
0 0 1
0 0 ∗
∗ w32 ∗
)
operation III
−−−−−−−−→
(
0 0 1
0 0 ∗
0 w32 ∗
)
operation II
−−−−−−−→
(
0 0 1
0 0 0
0 w32 0
)
operation I
−−−−−−−−−−→
X=diag(w32,1,1)
(
0 0 1
0 0 0
0 1 0
)
. Hence we
get the characteristic matrix (E13).
If w21 6= 0 and w32 = 0, then we use following operations to simplify w(G):
(
0 0 1
w21 0 ∗
∗ 0 ∗
)
operation I
−−−−−−−→
(
0 0 1
w21 0 ∗
0 0 ∗
)
operation II
−−−−−−−→
(
0 0 1
w21 0 0
0 0 0
)
operation I
−−−−−−−−−−→
X=diag(1,1,w21)
(
0 0 1
1 0 0
0 0 0
)
. Hence we get
the characteristic matrix (E14).
If w21 = w32 = 0, then, using Operation II, w(G) can be simplified to be
(
0 0 1
0 0 0
w31 0 0
)
.
Hence we get characteristic matrices (E15) and (F6).
Similar argument as that before Subcase 3.1, we know matrices of different types (E13)–(E15)
give non-isomorphic groups, (This result also follows from Theorem 6.3, in which (H13)–(H15)
have different properties.) different t for the matrix (E15) give non-isomorphic groups. 
We give another example about calculating Imin and Imax.
Theorem 4.2. Let G be a finite p-group determined by the characteristic matrix (E4) in The-
orem 4.1. Then Imin = m3 + 1, Imax = m1 for m1 > m2 + 1 or −r 6∈ (F
∗
p )
2, and Imax = m1 + 1
for m1 = m2 + 1 and −r ∈ (F
∗
p )
2.
Proof Since rank(w(G)) = 2, by Theorem 2.7 (2), m3 ≤ Imin ≤ m3 + 1. By Theorem
2.7 (1), Imin = m3 if and only if there exist invertible matrices X2 =
(
x11 0 0
x21 x22 x23
x31 x32 x33
)
and
X =
(
x11 x12 x13
0 x22 x23
0 x32 x33
)
and w(G¯) = det(X)−1X2w(G)X
t = (w¯ij) such that
(
w¯11 w¯12
w¯21 w¯22
)
is
invertible. Let Y =
(
x22 x23
x32 x33
)
and W =
(
1 1
−1 r
)
. By calculation, we have
det(X)w(G¯) =
(
0 O
YW (x12, x13)
t YWY t
)
=
(
0 0 0
∗ ∗ ∗
x12x32 − x12x33 + rx13x33 + x13x32 ∗ x232 + rx
2
33
)
Since
(
w¯11 w¯12
w¯21 w¯22
)
is not invertible, we have Imin = m3 + 1.
Since YWY t is invertible, by Theorem 2.8, Imax 6= m1 + 2 and Condition (a) in Theorem
2.8 (4) does not hold. If −r is not a square, then x32 + rx33 6= 0. Hence Condition (b) in
Theorem 2.8 (4) does not hold. In this case, Imax = m1. If −r = s
2 is a square, then, taking
x12 = x32 = sx33 = sx13, we have
(
w¯11 w¯13
w¯31 w¯33
)
= 0. Hence Condition (b) in Theorem 2.8 (4)
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holds if and only if m1 = m+2+1. In this case, Imax = m1 for m1 > m2+1, and Imax = m1+1
for m1 = m2 + 1. 
Theorem 4.3. Let G be a finite p-group determined by a characteristic matrix in Theorem 4.1.
(1) If Imin = m3, then the characteristic matrix is one of the following: (D2)–(D4), (D6)–
(D9), (E8)–(E9), (E12)–(E15);
(2) If Imin = m3 + 1, then the characteristic matrix is one of the following: (D1), (D5),
(E1)–(E7), (E10)–(E11), (F1)–(F4), (F6);
(3) If Imin = m3 + 2, then the characteristic matrix is (F5);
(4) If Imax = m1 + 2, then the characteristic matrix is one of the following: (E14)–(E15),
(F1), (F4)–(F6);
(5) If Imax = m1 + 1, then the characteristic matrix is one of the following: (D8)–(D9),
(E1)–(E2) for m1 = m2 + 1, (E3) for m1 = m2 + 1 and −ν ∈ (F
∗
p )
2, (E4) for m1 = m2 + 1 and
−r ∈ (F ∗p )
2, (E5)–(E6) for m1 = m2 + 1, (E8)–(E13), (F2)–(F3);
(6) If Imax = m1, then the characteristic matrix is one of the following: (D1)–(D7), (E1)–
(E2) for m1 > m2+1, (E3) for m1 > m2+1 or −ν 6∈ (F
∗
p )
2, (E4) for m1 > m2+1 or −r 6∈ (F
∗
p )
2,
(E5)–(E6) for m1 > m2 + 1, (E7).
5 The case of m1 = m2 > m3
In this section, p is either odd or 2.
Theorem 5.1. Let G be a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p . If the type
of G/G′ is (pm1 , pm2 , pm3) where m1 = m2 > m3, then we can choose suitable generators of G,
such that the characteristic matrix of G is one of the following matrices, and different matrices
give non-isomorphic groups. Where η is a fixed square non-residue modulo odd p, ν = 1 or η,
t 6= 0, and r = 1, 2, . . . , p− 2.
(1) For odd p
(G1)
(
0 −1 0
1 0 0
0 0 1
)
(G2)
(
ν −1 0
1 0 0
0 0 1
)
(G3)
(
1 0 0
0 ν 0
0 0 1
)
(G4)
(
1 −1 0
1 r 0
0 0 1
)
(H1)
(
0 −1 0
1 0 0
0 0 0
)
(H2)
(
1 −1 0
1 0 0
0 0 0
)
(H3)
(
1 0 0
0 ν 0
0 0 0
)
(H4)
(
1 −1 0
1 r 0
0 0 0
)
(2) For p = 2
(G5)
(
0 1 0
1 0 0
0 0 1
)
(G6)
(
1 0 0
0 1 0
0 0 1
)
(G7)
(
1 1 0
0 1 0
0 0 1
)
(H5)
(
0 1 0
1 0 0
0 0 0
)
(H6)
(
1 0 0
0 1 0
0 0 0
)
(H7)
(
1 1 0
0 1 0
0 0 0
)
(3) For both odd p and p = 2
(G8)
(
1 0 0
0 0 1
0 t 0
)
(G9)
(
0 1 0
0 0 1
1 0 0
)
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(H8)
(
0 0 0
1 0 0
0 0 1
)
(H9)
(
0 0 0
0 ν 0
0 0 1
)
(H10)
(
0 0 0
1 0 0
0 1 0
)
(H11)
(
0 0 0
0 1 0
1 0 0
)
(H12)
(
1 0 0
0 0 1
0 0 0
)
(H13)
(
0 1 0
0 0 1
0 0 0
)
(H14)
(
0 0 0
0 0 1
1 0 0
)
(H15)
(
0 0 0
0 0 1
0 t 0
)
(I1)
(
0 0 0
0 0 0
0 0 1
)
(I2)
(
0 0 0
1 0 0
0 0 0
)
(I3)
(
0 0 0
0 1 0
0 0 0
)
(I4)
(
0 0 0
0 0 0
1 0 0
)
(I5)
(
0 0 0
0 0 0
0 0 0
)
(I6)
(
0 0 0
0 0 1
0 0 0
)
Proof Suppose that G and G¯ and two groups described in the theorem. By Theorem 2.4
and 2.5, G¯ ∼= G if and only if there exists invertible matrices X2 =
(
x11 x12 0
x21 x22 0
x31 x32 x33
)
and
X =
(
x11 x12 x13
x21 x22 x23
0 0 x33
)
such that w(G¯) = det(X)−1X2w(G)X
t.
Let P =
(
0 0 1
1 0 0
0 1 0
)
. Then P−1 = P t =
(
0 1 0
0 0 1
1 0 0
)
. Let X ′2 = PXP
−1 and X ′ =
PX2P
−1. Then Pw(G¯)tP−1 = det(X ′)−1X ′2(Pw(G)
tP−1)(X ′)t. Since X ′2 =
(
x33 0 0
x13 x11 x12
x23 x21 x22
)
and X ′ =
(
x33 x31 x32
0 x11 x12
0 x21 x22
)
, Pw(G¯)tP−1 and Pw(G)tP−1 have relation in Theorem 4.1. So,
compared with last section, we get the result listed in the theorem. 
Theorem 5.2. Let G be a finite p-group determined by a characteristic matrix in Theorem 5.1.
(1) If Imin = m3, then the characteristic matrix is one of the following: (G1)–(G9), (H1)–
(H7), (H12)–(H13);
(2) If Imin = m3 + 1, then the characteristic matrix is one of the following: (H8)–(H11),
(H14)–(H15), (I2)–(I3), (I6);
(3) If Imin = m3 + 2, then the characteristic matrix is one of the following: (I1), (I4)–(I5);
(4) If Imax = m1 + 2, then the characteristic matrix is one of the following: (H1)–(H2),(H3)
for −ν ∈ (F ∗p )
2, (H4) for −r ∈ (F ∗p )
2, (H5)–(H6), (H10), (H13), (H15), (I2)–(I6);
(5) If Imax = m1 + 1, then the characteristic matrix is one of the following: (G1)–(G2), (G3)
for −ν ∈ (F ∗p )
2, (G4) for −r ∈ (F ∗p )
2, (G5)–(G6), (G8)–(G9), (H3) for −ν 6∈ (F ∗p )
2, (H4) for
−r 6∈ (F ∗p )
2, (H7)–(H9), (H11)–(H12), (H14), (I1);
(6) If Imax = m1, then the characteristic matrix is one of the following: (G3) for −ν 6∈ (F
∗
p )
2,
(G4) for −r 6∈ (F ∗p )
2, (G7).
6 The case of m1 = m2 = m3 for odd prime p.
Theorem 6.1. Let G be a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p , where
p is an odd prime. If the type of G/G′ is (pm1 , pm2 , pm3) where m1 = m2 = m3, then we can
choose suitable generators of G, such that the characteristic matrix of G is one of the following
matrices, where different types of matrix give non-isomorphic groups. (Where η is a fixed square
non-residue modulo p, ν = 1 or η, and r = 1, 2, . . . , p− 2.)
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(J1)
(
1 0 0
0 1 0
0 0 1
)
(J2)
(
1 0 0
0 0 1
0 −1 0
)
(J3)
(
1 0 0
0 ν 1
0 −1 0
)
(J4)
(
1 0 0
0 1 1
0 −1 r
)
(J5)
(
0 0 1
0 1 1
1 −1 0
)
(K1)
(
1 0 0
0 ν 0
0 0 0
)
(K2)
(
1 0 0
0 0 1
0 0 0
)
(K3)
(
0 0 1
0 0 0
0 1 0
)
(K4)
(
0 0 0
0 0 1
0 −1 0
)
(K5)
(
0 0 0
0 1 1
0 −1 0
)
(K6)
(
0 0 0
0 1 1
0 −1 r
)
(L1)
(
0 0 0
0 0 0
0 0 0
)
(L2)
(
1 0 0
0 0 0
0 0 0
)
(L3)
(
0 0 0
0 0 1
0 0 0
)
Proof Suppose that G and G¯ and two groups described in the theorem. By Theorem 2.4,
G¯ ∼= G if and only if there exists invertible matrix X =
(
x11 x12 x13
x21 x22 x23
x31 x32 x33
)
such that w(G¯) =
det(X)−1Xw(G)Xt . For short, we call w(G¯) and w(G) are quasi-congruent.
Case 1: w(G) is symmetric.
By an elementary property of symmetric matrices over fields of characteristic different from
2, w(G) is congruent to a diagonal matrix. Hence we may let w(G) = diag(i, s, w). If w(G) = 0,
then we get the matrix (L1). If w(G) 6= 0, then, without loss of generality, we may assume
that i 6= 0. Take X = diag(i−1det(Y )−1,det(Y )−1Y ). Then w(G¯) = det(X)−1Xw(G)Xt =
diag(1, Y diag(is, iw)Y t). By Lemma 2.1 and 2.3, w(G¯) is one of the matrices (J1), (K1), (L2)
or diag(1, 1, η).
If w(G¯) = diag(1, 1, η), then we can simplify it to be the matrix (J1). Assume that η = z2ζ,
where ζ ∈ F ∗p such that ζ 6∈ (F
∗
p )
2 and ζ−1 = γ2 ∈ (F ∗p )
2. Then, taking X =
(
0 0 −1
z −zγ 0
−zγ −z 0
)
,
we have det(X) = η and det(X)−1Xw(G¯)Xt = diag(1, 1, 1). Hence we also get the matrix (J1).
Obviously matrices of different types (J1), (K1), (L1) and (L2) are not quasi-congruent.
We claim that different ν for the matrix (K1) give matrices which are not quasi-congruent.
Otherwise, there exists invertible matrix X =
(
x11 x12 x13
x21 x22 x23
x31 x32 x33
)
such that
diag(1, η, 0) = det(X)−1Xdiag(1, 1, 0)Xt .
Let Y =
(
x11 x12
x21 x22
)
. By calculation, we have diag(1, η) = det(X)−1Y Y t, which contradicts
Lemma 2.1.
Case 2: w(G) is not symmetric.
For a characteristic matrix w(G), let W1 = 2
−1(w(G) + w(G)t) and W2 = 2
−1(w(G) −
w(G)t). Then W1 is a symmetric matrix and W2 a skew-symmetric matrix. Assume that
W2 =
(
0 x y
−x 0 z
−y −z 0
)
. Let X be
(
z −y x
y−1 0 0
0 0 1
)
for y 6= 0,
(
z −y x
0 z−1 0
0 0 1
)
for z 6= 0, and(
z −y x
x−1 0 1
0 0 0
)
for x 6= 0 respectively. Then det(X) = 1 and det(X)−1XW2X
t =
(
0 0 0
0 0 1
0 −1 0
)
.
Hence we may assume that W2 =
(
0 0 0
0 0 1
0 −1 0
)
. Let W1 =
(
i j k
j s t
k t w
)
. Then w(G) =(
i j k
j s t+ 1
k t− 1 w
)
. In the following, when we use X to simplify w(G), we hope that X sat-
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isfy det(X)−1XW2X
t = W2. By calculation, this means that x11 = 1 and x12 = x13 = 0. That
is, X =
(
1 0 0
x21 x22 x23
x31 x32 x33
)
. According to the value of i, there are two types of w(G):
(a)
(
i j k
j s t + 1
k t− 1 w
)
where i 6= 0; (b)
(
0 j k
j s t + 1
k t− 1 w
)
Notice that the (1, 1)th element of Xw(G)Xt is also i. Matrices of different types are not
quasi-congruent.
Subcase 2.1: w(G) is of Type (a).
Let X =
(
1 0 0
−j i 0
−i−1k 0 1
)
. Then det(X)−1Xw(G)Xt = diag(1,W ). By calculation, matrices
diag(1,W ) and diag(1, W¯ ) are quasi-congruent if and only if there exists Y =
(
x22 x23
x32 x33
)
such
that W¯ = det(Y )−2YWY t. Let Z = det(Y )−1Y . Then we have W¯ = ZWZt. That is, W¯ and
W are mutually congruent. Using Lemma 2.1 and 2.3, we get characteristic matrices (J2)–(J4)
and (K2), and different matrices give non-isomorphic groups.
Subcase 2.2: w(G) is of Type (b).
According to the value of (j, k), there are two types of w(G):
(b1)
(
0 j k
j s t+ 1
k t− 1 w
)
where (j, k) 6= (0, 0); (b2)
(
0 0 0
0 s t+ 1
0 t− 1 w
)
.
It is easy to see (by calculation) that matrices of different types are not quasi-congruent.
Subcase 2.2.1: w(G) is of Type (b1).
Subcase 2.2.1.1: j = 0 and k 6= 0.
If s 6= 0, then, lettingX =
(
1 0 0
−t k 0
−2−1sw 0 sk
)
, w(G¯) = det(X)−1Xw(G)Xt =
(
0 0 1
0 1 1
1 −1 0
)
.
Hence we get the characteristic matrix (J5).
If s = 0, then, lettingX =
(
1 0 0
−t k 0
−2−1k−1w 0 1
)
, w(G¯) = det(X)−1Xw(G)Xt =
(
0 0 1
0 0 1
1 −1 0
)
.
Again let X =
(
−1 −1 0
−1 1 0
0 0 1
)
, w(G¯) can be simplified to be matrix (K3).
Subcase 2.2.1.2: j 6= 0 and k 6= 0.
Let X =
(
1 0 0
0 1 −k−1j
0 0 1
)
. Then w(G¯) = det(X)−1Xw(G)Xt =
(
0 0 k
0 s′ t′ + 1
k t′ − 1 w
)
, where
t′ = t− k−1jw. It is reduced to subcase 2.2.1.1.
Subcase 2.2.1.3: k = 0 and j 6= 0.
Let X =
(
1 0 0
0 1 0
0 1 1
)
. Then w(G¯) = det(X)−1Xw(G)Xt =
(
0 j j
j s t′ + 1
j t′ − 1 w′
)
, where
t′ = t+ s and w′ = w + 2t+ s. It is reduced to subcase 2.2.1.2.
Subcase 2.2.2: w(G) is of Type (b2).
In this subcase, w(G) = diag(0,W ). By calculation, matrices diag(0,W ) and diag(0, W¯ )
are quasi-congruent if and only if there exist x11 6= 0 and Y =
(
x22 x23
x32 x33
)
such that
W¯ = x−111 det(Y )
−1YWY t. That is, W¯ and W sub-congruent. By lemma 2.1 and 2.3, we get
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characteristic matrices (K4)–(K6) and (L3), and different matrices give non-isomorphic groups.

Theorem 6.2. Let G be a finite p-group determined by the characteristic matrix (J4) in Theorem
6.1. Then Imin = m3 and Imax = m1 + 1.
Proof Since
(
w11 w12
w21 w22
)
is invertible, by Theorem 2.7 (1), Imin = m3. Since rank(w(G)) =
3, by Theorem 2.8 (3), m1 ≤ Imax ≤ m1 + 1. We will show that Condition (a) in Theorem 2.8
(4) holds. Hence Imax = m1 + 1.
If −r ∈ (F ∗p )
2, then, letting −r = y2 and X =
(
0 1 0
1 0 0
0 y 1
)
, w(G¯) = det(X)−1Xw(G)Xt =(
−1 0 −y − 1
0 −1 0
1− y 0 0
)
. Hence Condition (a) in Theorem 2.8 (4) holds.
If −r 6∈ (F ∗p )
2, then, since F 2p ∩ (−r−F
2
p ) 6= φ, there exist x, y ∈ F
∗
p such that x
2 = −r− y2.
LetX =
(
1 0 0
x−1(1− y) 1 0
x y 1
)
. Then w(G¯) = det(X)−1Xw(G)Xt =
(
1 x−1(1− y) x
x−1(1− y) x−2(1− y)2 + 1 2
x 0 0
)
.
Hence Condition (a) in Theorem 2.8 (4) holds. 
Theorem 6.3. Let G be a finite p-group determined by a characteristic matrix in Theorem 5.1.
(1) If Imin = m3, then the characteristic matrix is one of the following: (J1)–(J5), (K1)–(K6);
(2) If Imin = m3 + 1, then the characteristic matrix is one of the following: (L2)–(L3);
(3) If Imin = m3 + 2, then the characteristic matrix is (L1);
(4) If Imax = m1 + 2, then the characteristic matrix is one of the following: (K1) for −ν ∈
(F ∗p )
2, (K3)–(K5), (K6) for −r ∈ (F ∗p )
2, (L1)–(L3);
(5) If Imax = m1 + 1, then the characteristic matrix is one of the following: (J1)–(J5), (K1)
for −ν ∈ (F ∗p )
2, (K2), (K6) for −r ∈ (F ∗p )
2.
7 Other cases for p = 2
There are still three cases for p = 2. That is, (a) m1 = m2 = m3 = 1, (b) m1 > m2 = m3 = 1
and (c) m1 = m2 = m3 ≥ 2. If m1 = m2 = m3 = 1, then |G| = 2
6 and we can pick up what
we need from the list of groups of order 26. If m1 > m2 = m3 = 1 or m1 = m2 = m3 ≥ 2,
then we need find characteristic matrices for all non-isomorphic groups. On the other hand, if
we know all non-isomorphic groups, then we can get their characteristic matrices. In (b) and
(c), when we consider the minimal possible value of mi, we get |G| = 2
7 for (b) and |G| = 29
for (c). Fortunately, 2-groups of order less than 210 have been classified, which can be listed by
using Magma. Hence we get the following theorem 7.1 and 7.2.
Theorem 7.1. Let G be a finite 2-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C32 . If the
type of G/G′ is (2m1 , 2, 2) where m1 > 1, then we can choose suitable generators of G, such
that the characteristic matrix of G is one of the following matrices, and different matrices give
non-isomorphic groups.
(M1)
(
1 0 0
0 0 1
0 1 0
)
(M2)
(
1 0 0
0 1 0
0 0 1
)
(M3)
(
1 0 0
0 1 0
0 1 1
)
(M4)
(
0 0 1
0 1 0
1 0 0
)
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(M5)
(
0 0 1
1 0 0
0 1 0
)
(M6)
(
0 0 1
0 1 0
1 1 0
)
(M7)
(
0 1 1
0 1 0
1 1 0
)
(N1)
(
0 0 0
0 0 1
0 1 0
)
(N2)
(
0 0 0
0 1 0
0 0 1
)
(N3)
(
0 0 0
0 1 0
0 1 1
)
(N4)
(
0 0 0
0 1 1
1 1 1
)
(N5)
(
1 0 0
0 0 1
0 0 0
)
(N6)
(
1 0 0
0 0 0
0 0 1
)
(N7)
(
0 0 0
0 0 1
1 0 0
)
(N8)
(
0 0 0
1 0 0
0 0 1
)
(N9)
(
0 0 0
1 0 1
0 0 1
)
(N10)
(
0 0 1
0 0 0
0 1 0
)
(N11)
(
0 0 1
1 0 0
0 0 0
)
(N12)
(
0 0 1
0 0 0
1 0 0
)
(N13)
(
0 0 1
1 0 0
1 0 0
)
(O1)
(
1 0 0
0 0 0
0 0 0
)
(O2)
(
0 0 0
1 0 0
0 0 0
)
(O3)
(
0 0 0
1 0 0
1 0 0
)
Theorem 7.2. Let G be a finite 2-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C32 . If the type
of G/G′ is (2m, 2m, 2m), where m ≥ 2, then we can choose suitable generators of G, such that
the characteristic matrix of G is one of the following matrices, where different types of matrix
give non-isomorphic groups.
(P1)
(
1 0 0
0 1 0
0 0 1
)
(P2)
(
1 0 0
0 1 0
0 1 1
)
(P3)
(
1 1 1
0 1 0
0 0 1
)
(P4)
(
1 0 1
0 0 1
0 1 0
)
(Q1)
(
1 0 0
0 1 0
0 0 0
)
(Q2)
(
0 1 0
1 0 0
0 0 0
)
(Q3)
(
1 0 0
1 1 0
0 0 0
)
(Q4)
(
0 0 1
0 1 0
0 0 0
)
(Q5)
(
0 1 0
0 0 1
0 0 0
)
(R1)
(
0 1 0
0 0 0
0 0 0
)
(R2)
(
1 0 0
0 0 0
0 0 0
)
(R3)
(
0 0 0
0 0 0
0 0 0
)
Theorem 7.3. Let G be a finite 2-group determined by the characteristic matrix (N11) in
Theorem 7.1. Then Imin = 2 and Imax = m1 + 2.
Proof Since
(
w22 w23
w32 w33
)
= 0, by Theorem 2.8 (1), Imax = m1+2. Since rank(w(G)) = 2, by
Theorem 2.7 (2), 1 ≤ Imin ≤ 2. We will show that Imin 6= 1. Otherwise, by Theorem 2.7 (1) and
Theorem 2.6, there exist invertible matrices X =
(
1 x12 x13
0 x22 x23
0 x32 x33
)
and X2 =
(
1 0 0
x21 x22 x23
x31 x32 x33
)
,
and w(G¯) = X2w(G)X
t+
(
0 0 0
x22x23 0 0
x32x33 0 0
)
such that
(
w¯11 w¯12
w¯21 w¯22
)
is invertible. By calculation,
we have W =
(
w¯11 w¯12
w¯21 w¯22
)
=
(
x13 x23
x22 + x13x21 + x22x23 x21x23
)
. Hence det(W ) = 0, a
contradiction. So Imin = 2. 
Theorem 7.4. Let G be a finite p-group determined by a characteristic matrix in Theorem 7.1.
(1) If Imin = 1, then the characteristic matrix is one of the following: (M2)–(M7), (N5)–(N6),
(N10), (N12)–(N13);
(2) If Imin = 2, then the characteristic matrix is one of the following: (M1), (N1)–(N4),
(N7)–(N9), (N11), (O1)–(O3);
(3) If Imax = m1 + 2, then the characteristic matrix is one of the following: (N11)–(N13),
(O1)–(O3);
(4) If Imax = m1 + 1, then the characteristic matrix is one of the following: (M4)–(M7),
(N1) for m1 = 2, (N2) for m1 = 2, (N4)–(N10);
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(5) If Imax = m1, then the characteristic matrix is one of the following: (N1) for m1 > 2,
(N2) for m1 > 2, (N3), (M1)–(M3).
Theorem 7.5. Let G be a finite p-group determined by a characteristic matrix in Theorem 7.2.
(1) If Imin = m, then the characteristic matrix is one of the following: (P1)–(P4), (Q1)–(Q5);
(2) If Imin = m+ 1, then the characteristic matrix is one of the following: (R1)–(R2);
(3) If Imin = m+ 2, then the characteristic matrix is (R3);
(4) If Imax = m+ 2, then the characteristic matrix is one of the following: (Q1)–(Q2), (Q5),
(R1)–(R3);
(5) If Imax = m+ 1, then the characteristic matrix is one of the following: (P1)–(P4),
(Q3)–(Q4).
Theorem 7.6. Let G be a finite 2-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C32 . If |G| = 2
6,
then G is one of the following non-isomorphic groups:
(S1) 〈a, b, c, d, e, f
∣∣ a2 = b2 = c2 = d2 = e2 = f2 = 1, [b, c] = d, [c, a] = e, [a, b] = f, [d, a] =
[d, b] = [d, c] = [e, a] = [e, b] = [e, c] = [f, a] = [f, b] = [f, c] = 1〉;
(S2) 〈a, b, c, d, e
∣∣ a2 = b2 = c4 = d2 = e2 = 1, [b, c] = d, [c, a] = e, [a, b] = c2, [d, a] = [d, b] =
[d, c] = [e, a] = [e, b] = [e, c] = 1〉;
(S3) 〈a, b, c, d
∣∣ a4 = b4 = c2 = d2 = 1, [b, c] = d, [c, a] = a2b2, [a, b] = b2, [d, a] = [d, b] =
[d, c] = 1〉;
(S4) 〈a, b, c, d
∣∣ a4 = b4 = c2 = d2 = 1, [b, c] = d, [c, a] = a2b2, [a, b] = a2, [d, a] = [d, b] =
[d, c] = 1〉;
(S5) 〈a, b, c, d, e
∣∣ a4 = b4 = c2 = d2 = e2 = 1, [b, c] = d, [c, a] = e, [a, b] = a2 = b2, [d, a] =
[d, b] = [d, c] = [e, a] = [e, b] = [e, c] = 1〉;
(S6) 〈a, b, c, d, e
∣∣ a4 = b4 = c4 = d2 = e2 = 1, [b, c] = d, [c, a] = e, [a, b] = a2 = b2 =
c2, [d, a] = [d, b] = [d, c] = [e, a] = [e, b] = [e, c] = 1〉;
(S7) 〈a, b, c, d
∣∣ a4 = b2 = c4 = d2 = 1, [b, c] = d, [c, a] = a2, [a, b] = c2, [d, a] = [d, b] = [d, c] =
1〉;
(S8) 〈a, b, c, d
∣∣ a4 = b4 = c4 = d2 = 1, [b, c] = d, [c, a] = a2, [a, b] = b2 = c2, [d, a] = [d, b] =
[d, c] = 1〉;
(S9) 〈a, b, c, d
∣∣ a4 = b4 = c4 = d2 = 1, [b, c] = d, [c, a] = a2b2, [a, b] = a2 = c2, [d, a] = [d, b] =
[d, c] = 1〉;
(S10) 〈a, b, c
∣∣ a4 = b4 = c4 = 1, [b, c] = a2b2, [c, a] = b2c2, [a, b] = c2, [c2, a] = [c2, b] = 1〉;
Theorem 7.7. Let G be a finite 2-group in Theorem 7.6. Then Imin = 1.
(1) If Imax = 3, then G is one of the following: (S1)–(S2), (S5)–(S6);
(2) If Imax = 2, then G is one of the following: (S3)–(S4), (S7)–(S9);
(3) If Imax = 1, then G is (S10).
8 The application of the classification
Before applying the above results, we want to ensure that the classification is accurate. A
useful check is to compare determination of the groups whose order is as small as possible.
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Determination may be the database of Magma or group list given in a paper. For example, if
m1 = m2 = m3 and p is odd, then the smallest order of G is p
6. In this case, we can compare
determinations against both those in Magma and those of James [6]. If p = 2, then the smallest
order of G is 29 for m1 > m2 > m3, 2
10 for m1 > m2 = m3 > 1 and 2
8 for m1 = m2 > m3
respectively. In fact, for m1 > m2 = m3 > 1 and m1 = m2 > m3, we only need to check one
of them. Fortunately, Magma provide group lists for 2-groups of order less than 210. Hence we
can ensure the accuracy for p = 2.
The above classification can be used easily in classifying A3-groups and p-groups which
contain an A-subgroup of index p by investigating the value of Imax and Imin respectively. In
this section, we give another application. That is, we pick up all metahamiltonian groups from
our results.
Theorem 8.1. Suppose that G is a finite p-group with d(G) = 3, Φ(G) ≤ Z(G) and G′ ∼= C3p .
Then G is a metahamiltonian group if and only if G is one of the following non-isomorphic
groups:
(1) 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a1, a3] = aηpm22 , [a1, a2] =
ap
m3
3 〉, where p is odd, m1 = m2 + 1 = m3 + 1 and η is a fixed square non-residue modulo p;
(2) 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a1, a3] = alpm22 a−pm23 , [a1, a2] =
ap
m3
3 〉, where p is odd, m1 = m2 + 1 = m3 + 1 and 1 + 4l 6∈ (Fp)
2;
(3) 〈a1, a2, a3
∣∣ a2m1+11 = a2m2+12 = a2m3+13 = 1, [a2, a3] = a2m11 , [a3, a1] = a2m22 , [a1, a2] =
a2
m2
2 a
2m3
3 〉, where m1 = m2 + 1 = m3 + 1;
(4) 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a1, a3] = aηpm22 , [a1, a2] =
ap
m3
3 〉, where p is odd, m1 = m2 = m3 + 1 and η is a fixed square non-residue modulo p;
(5) 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a1, a3] = apm11 alpm22 , [a1, a2] =
ap
m3
3 〉, where p is odd, m1 = m2 = m3 + 1 and 1 + 4l 6∈ (Fp)
2;
(6) 〈a1, a2, a3
∣∣ a2m1+11 = a2m2+12 = a2m3+13 = 1, [a2, a3] = a2m11 a2m22 , [a3, a1] = a2m22 , [a1, a2] =
a2
m3
3 〉, where m1 = m2 = m3 + 1;
(7) 〈a, b, c
∣∣ a4 = b4 = c4 = 1, [b, c] = a2b2, [c, a] = b2c2, [a, b] = c2, [c2, a] = [c2, b] = 1〉;
Proof For most cases, it is easy to find an A1-subgroup which is not normal in G. In fact, in
[4], we proved that G′ contains in every A1-subgroups for metahamilton p-groups. Let G be a
metahamiltonian p-group and the type of G/G′ be (pm1 , pm2 , pm3). Then we have Imin = m3 and
Imax = m1. Hence we only need to check the groups determined by the following characteristic
matrices: (A1), (A2), (D2)–(D4), (D6), (D7), (G3) for −ν 6∈ (F ∗p )
2, (G4) for −r 6∈ (F ∗p )
2, (G7),
(M2), (M3), and the group (S10).
Case 1: G is a group determined by the characteristic matrix (A1).
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1] =
aν1p
m2
2 , [a1, a2] = a
ν2p
m3
3 〉, where m1 > m2 > m3, ν1, ν2 = 1 or a fixed square non-residue modulo
odd p. Since 〈a2, a3a
p
1〉 is neither abelian nor normal in G, G is not a metahamiltonian group.
Case 2: G is a group determined by the characteristic matrix (A2).
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1]t =
ap
m3
3 , [a1, a2] = a
pm2
2 〉, where m1 > m2 > m3 and t 6= 0. Since 〈a1, a2〉 is neither abelian nor
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normal in G, G is not a metahamiltonian group.
Case 3: G is a group determined by the characteristic matrix (D2).
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1] =
a−p
m3
3 , [a1, a2] = a
pm2
2 a
νpm3
3 〉, where p is odd, m1 > m2 = m3, ν = 1 or a fixed square non-
residue modulo p. Since 〈a1, a2〉 is neither abelian nor normal in G, G is not a metahamiltonian
group.
Case 4: G is a group determined by the characteristic matrix (D3).
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1] =
ap
m2
2 , [a1, a2]
ν = ap
m3
3 〉, where p is odd, m1 > m2 = m3, ν = 1 or a fixed square non-residue
modulo p. If m1 > m2+1, then 〈a2, a3a
p
1〉 is neither abelian nor normal in G. Hence G is not a
metahamiltonian group. In the following, we may assume that m1 = m2 + 1 = m3 + 1.
Notice that G is not a metahamiltonian group if and only if there exists D ∈ A1 such that
G′ 6≤ D. Since |G : D| ≤ pm3+1, |G : DG′| = |G : D|/|DG′ : D| ≤ pm3 . On the other hand,
since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we have |G/G′ : DG′/G′| ≥ pm3 .
It follows that |G : DG′| = pm3 and hence we may assume that D = 〈a¯1, a¯2〉. By Theorem
2.4, there exist invertible matrices X2 =
(
x11 0 0
x21 x22 x23
x31 x32 x33
)
and X =
(
x11 x12 x13
0 x22 x23
0 x32 x33
)
, and
w(G¯) = det(X)−1X2w(G)X
t such that rank
(
w¯11 w¯12 w¯13
w¯ w¯22 w¯23
0 0 1
)
= 2. By calculation, we have
det(X)w(G¯) =
(
x2
11
0 ∗
∗ x222 + νx
2
23 ∗
∗ ∗ ∗
)
. Hence G is not a metahamiltonian group if and only if
there exist x22 and x33 such that x
2
22 + νx
2
23 = 0. That is, −ν ∈ (Fp)
2. On another words, G is
a metahamiltonian group if and only if −ν 6∈ (Fp)
2.
Let η be a fixed square non-residue modulo p. If −ν 6∈ (F ∗p )
2, then there exists s ∈ Fp such
that −νη = s2. Replacing a1, a2 and a3 with a
s
1, a
−1
3 and a
s
2 respectively, we get the group of
Type (1).
Case 5: G is a group determined by the characteristic matrix (D4).
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1]r+1 =
arp
m2
2 a
−pm3
3 , [a1, a2]
r+1 = ap
m2
2 a
pm3
3 〉, where p is odd, m1 > m2 = m3, r = 1, 2, . . . , p−2. If m1 >
m2 + 1, then 〈a2, a3a
p
1〉 is neither abelian nor normal in G. Hence G is not a metahamiltonian
group. In the following, we may assume that m1 = m2 + 1 = m3 + 1.
Notice that G is not a metahamiltonian group if and only if there exists D ∈ A1 such that
G′ 6≤ D. Since |G : D| ≤ pm3+1, |G : DG′| = |G : D|/|DG′ : D| ≤ pm3 . On the other hand,
since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we have |G/G′ : DG′/G′| ≥ pm3 .
It follows that |G : DG′| = pm3 and hence we may assume that D = 〈a¯1, a¯2〉. By Theorem
2.4, there exist invertible matrices X2 =
(
x11 0 0
x21 x22 x23
x31 x32 x33
)
and X =
(
x11 x12 x13
0 x22 x23
0 x32 x33
)
, and
w(G¯) = det(X)−1X2w(G)X
t such that rank
(
w¯11 w¯12 w¯13
w¯ w¯22 w¯23
0 0 1
)
= 2. By calculation, we have
det(X)w(G¯) =
(
x2
11
0 0
∗ x222 + rx
2
23 ∗
∗ ∗ ∗
)
. Hence G is not a metahamiltonian group if and only if
there exist x22 and x33 such that x
2
22+ rx
2
23 = 0. That is, −r ∈ (Fp)
2. On another words, G is a
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metahamiltonian group if and only if −r 6∈ (Fp)
2. Now we assume that G is a metahamiltonian
group.
If (r + 1)r−1 ∈ (F ∗p )
2, then, letting (r + 1)r−1 = s2, and replacing a1, a2 and a3 with
a
−2−1(r+1)
1 , a
−s
3 and a
−2−1rs
2 a
2−1s
3 respectively, we get the group of Type (2).
If r ∈ (F ∗p )
2, then, letting r = s2, and replacing a1, a2 and a3 with a
−2−1(r+1)
1 , a
−s
2 a
s−1
3 , and
as2a
2−1s−1(r−1)
3 respectively, we get the group of Type (2).
If r + 1 ∈ (F ∗p )
2, then, letting r + 1 = s2, and replacing a1, a2 and a3 with a
−2−1(r+1)
1 ,
as−2s
−1
2 a
−2s−1
3 , and a
2s−1−2−13s
2 a
2s−1−2−1s
3 respectively, we get the group of Type (2).
Since there must exist a square among r, r+1 and (r+1)r−1, we get the group of Type (2).
For all cases, we have l = −4−1(r + 1). Since −r 6∈ (Fp)
2, we have 1 + 4l 6∈ (Fp)
2.
Case 6: G is a group determined by the characteristic matrix (D6).
In this case, G = 〈a1, a2, a3
∣∣ a2m1+11 = a2m2+12 = a2m3+13 = 1, [a2, a3] = a2m11 , [a3, a1] =
a2
m2
2 , [a1, a2] = a
2m2
2 a
2m3
3 〉, where m1 > m2 = m3 > 1. Since 〈a1, a2a3〉 is neither abelian nor
normal in G, G is not a metahamiltonian group.
Case 7: G is a group determined by the characteristic matrix (D7).
In this case, G = 〈a1, a2, a3
∣∣ a2m1+11 = a2m2+12 = a2m3+13 = 1, [a2, a3] = a2m11 , [a3, a1] =
a2
m2
2 , [a1, a2] = a
2m2
2 a
2m3
3 〉, where m1 > m2 = m3 > 1. If m1 > m3+1, then 〈a2, a3a
2
1〉 is neither
abelian nor normal in G. Hence G is not a metahamiltonian group. If m1 = m2 + 1, then, in
the following, we will prove that G is a metahamiltonian group.
If m1 = m2 + 1, then we claim that G
′ contains in every A1-subgroups of G. Otherwise,
there exists D ∈ A1 such that G
′ 6≤ D. Since |G : D| ≤ 2m3+1, |G : DG′| = |G : D|/|DG′ :
D| ≤ 2m3 . On the other hand, since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we
have |G/G′ : DG′/G′| ≥ 2m3 . It follows that |G : DG′| = 2m3 and hence we may assume that
D = 〈a1a
i
2b, a3c〉 or D = 〈a1a
j
3b, a2a
k
3c〉 where b, c ∈ Φ(G). It is easy to see, by calculation,
that G′ ≤ D, a contradiction. Hence G′ contains in every A1-subgroups of G, and G is a
metahamiltonian group. In this case, we get the group of Type (3) where m3 > 1.
Case 8: G is a group determined by the characteristic matrix (G3) for −ν 6∈ (F ∗p )
2.
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3] = apm11 , [a3, a1]ν =
ap
m2
2 , [a1, a2] = a
pm3
3 〉, where p is odd, m1 = m2 > m3, ν = 1 or a fixed square non-residue
modulo p, and −ν 6∈ (F ∗p )
2. If m2 > m3 + 1, then 〈a2, a3a
p
1〉 is neither abelian nor normal in G.
Hence G is not a metahamiltonian group. If m2 = m3 + 1, then, in the following, we will prove
that G is a metahamiltonian group.
If m2 = m3 + 1, then we claim that G
′ contains in every A1-subgroups of G. Otherwise,
there exists D ∈ A1 such that G
′ 6≤ D. Since |G : D| ≤ pm3+1, |G : DG′| = |G : D|/|DG′ :
D| ≤ pm3 . On the other hand, since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we
have |G/G′ : DG′/G′| ≥ pm3 . It follows that |G : DG′| = pm3 and hence we may assume
that D = 〈a1a
j
3b, a2a
k
3c〉 where b, c ∈ Φ(G). It is easy to see, by calculation, that G
′ ≤ D,
a contradiction. Hence G′ contains in every A1-subgroups of G, and G is a metahamiltonian
group.
Let η be a fixed square non-residue modulo p. Since −ν 6∈ (F ∗p )
2, there exists s ∈ Fp such
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that −νη = s2. Replacing a1 and a3 with a
s
1 and a
s
3 respectively, we get the group of Type (4).
Case 9: G is a group determined by the characteristic matrix (G4) for −r 6∈ (F ∗p )
2.
In this case, G = 〈a1, a2, a3
∣∣ apm1+11 = apm2+12 = apm3+13 = 1, [a2, a3]1+r = arpm11 apm22 , [a3, a1]r+1
= a−p
m1
1 a
pm2
2 , [a1, a2] = a
pm3
3 〉, where p is odd, m1 = m2 > m3, r = 1, 2, . . . , p − 2, and
−r 6∈ (F ∗p )
2. If m2 > m3 + 1, then 〈a2, a3a
p
1〉 is neither abelian nor normal in G. Hence G
is not a metahamiltonian group. If m2 = m3 + 1, then, in the following, we will prove that G is
a metahamiltonian group.
If m2 = m3 + 1, then we claim that G
′ contains in every A1-subgroups of G. Otherwise,
there exists D ∈ A1 such that G
′ 6≤ D. Since |G : D| ≤ pm3+1, |G : DG′| = |G : D|/|DG′ :
D| ≤ pm3 . On the other hand, since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we
have |G/G′ : DG′/G′| ≥ pm3 . It follows that |G : DG′| = pm3 and hence we may assume
that D = 〈a1a
j
3b, a2a
k
3c〉 where b, c ∈ Φ(G). It is easy to see, by calculation, that G
′ ≤ D,
a contradiction. Hence G′ contains in every A1-subgroups of G, and G is a metahamiltonian
group.
If (r + 1)r−1 ∈ (F ∗p )
2, then, letting (r + 1)r−1 = s2, and replacing a1, a2 and a3 with
a2
−1rs
1 a
2−1s
2 , a
s
2 and a
2−1(1+r)
3 respectively, we get the group of Type (5).
If r ∈ (F ∗p )
2, then, letting r = s2, and replacing a1, a2 and a3 with a
−2−1s−1(r+1)
2 , a
s
1a
−s−1
2 ,
and a
2−1(r+1)
3 respectively, we get the group of Type (5).
If r + 1 ∈ (F ∗p )
2, then, letting r + 1 = s2, and replacing a1, a2 and a3 with (a1a2)
2−1s,
(a1a2)
2s−1a−s1 , and a
2−1(r+1)
3 respectively, we get the group of Type (5).
Since there must exist a square in r, r+1 and (r+1)r−1, we get the group of Type (5). For
all cases, we have l = −4−1(r + 1). Since −r 6∈ (Fp)
2, we have 1 + 4l 6∈ (Fp)
2.
Case 10: G is a group determined by the characteristic matrix (G7).
In this case, G = 〈a1, a2, a3
∣∣ a2m1+11 = a2m2+12 = a2m3+13 = 1, [a2, a3] = a2m11 a2m22 , [a3, a1] =
a2
m2
2 , [a1, a2] = a
2m3
3 〉, where m1 = m2 > m3. If m2 > m3 + 1, then 〈a2, a3a
2
1〉 is neither abelian
nor normal in G. Hence G is not a metahamiltonian group. If m2 = m3 + 1, then, in the
following, we will prove that G is a metahamiltonian group.
If m2 = m3 + 1, then we claim that G
′ contains in every A1-subgroups of G. Otherwise,
there exists D ∈ A1 such that G
′ 6≤ D. Since |G : D| ≤ 2m3+1, |G : DG′| = |G : D|/|DG′ :
D| ≤ 2m3 . On the other hand, since DG′/G′ is a subgroup of G/G′ and d(DG′/G′) = 2, we
have |G/G′ : DG′/G′| ≥ 2m3 . It follows that |G : DG′| = 2m3 and hence we may assume
that D = 〈a1a
j
3b, a2a
k
3c〉 where b, c ∈ Φ(G). It is easy to see, by calculation, that G
′ ≤ D,
a contradiction. Hence G′ contains in every A1-subgroups of G, and G is a metahamiltonian
group. In this case, we get the group of Type (6).
Case 11: G is a group determined by the characteristic matrix (M2).
In this case, G = 〈a1, a2, a3
∣∣ a2m1+11 = a42 = a43 = 1, [a2, a3] = a2m11 , [a3, a1] = a22, [a1, a2] =
a23〉, where m1 > 1. Since 〈a1, a2a3〉 is neither abelian nor normal in G, G is not a metahamil-
tonian group.
Case 12: G is a group determined by the characteristic matrix (M3).
In this case, G = 〈a1, a2, a3
∣∣ a2m1+11 = a42 = a43 = 1, [a2, a3] = a2m11 , [a3, a1] = a22, [a1, a2] =
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a22a
2
3〉, where m1 > 1. If m1 > 2, then 〈a2, a3a
2
1〉 is neither abelian nor normal in G. Hence G
is not a metahamiltonian group. If m1 = 2, then, in the following, we will prove that G is a
metahamiltonian group.
If m1 = 2, then we claim that G
′ contains in every A1-subgroups of G. Otherwise, there
exists D ∈ A1 such that G
′ 6≤ D. Since |G : D| ≤ 22, |G : DG′| = |G : D|/|DG′ : D| ≤ 2. It
follows that |G : DG′| = 2 and hence we may assume that D = 〈a1a
i
2b, a3c〉 or D = 〈a1a
j
3b, a2a
k
3c〉
where b, c ∈ Φ(G). It is easy to see, by calculation, that G′ ≤ D, a contradiction. Hence G′
contains in every A1-subgroups of G, and G is a metahamiltonian group. In this case, we get
the group of Type (3) where m3 = 1.
Case 13: G is the group (S10).
Notice that Imax = 1 for the group (S10). It means allA1-subgroups are maximal inG. Hence
G is a metahamiltonian group. In fact, G is the smallest Suzuki 2-group and an A2-group. In
this case, we get the group of Type (7). 
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