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Abstract
In this paper, we consider the existence of at least three positive solutions for the 2nth order m-
point boundary value problem
y(2n)(t)= f (t, y(t), y′′(t), . . . , y(2(n−1))(t)), 0 t  1,
y(2i)(0)= 0, y(2i)(1)=
m−2∑
j=1
kij y
(2i)(ξj ), 0 i  n− 1,
where kij > 0 (i = 0,1, . . . , n− 1; j = 1,2, . . . ,m− 2), 0 < ξ1 < ξ2 < · · ·< ξm−2 < 1. The associ-
ated Green’s function for the higher order m-point boundary value problem is first given, and growth
conditions are imposed on f which yield the existence of multiple positive solutions by using the
Leggett–Williams fixed point theorem.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The study of multi-point boundary value problems for linear second order ordinary
differential equations was initiated by Il’in and Moiseev [1,2]. Since then, nonlinear second
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refer the reader to [3–10] and their references. Recently, Ma [3] used Krasnoselskii’s fixed
point theorem in cones [11] to prove the existence of positive solutions for the three-point
boundary value problem{
u′′ + a(t)g(u)= 0, 0 < t < 1,
u(0)= 0, u(1)= αu(η), (1)
where α > 0, η ∈ (0,1), αη < 1, a ∈C([0,1], [0,∞)), and g ∈ C([0,∞), [0,∞)) is either
superlinear or sublinear.
For the 2nth order two point boundary value problem{
y(2n) = f (y(t), y ′′(t), . . . , y(2(n−1))(t)), 0 t  1,
y(2i)(0)= y(2i)(1)= 0, 0 i  n− 1, (2)
Davis et al. [12] discussed the existence of positive solutions by using the Leggett–
Williams fixed point theorem [13]. Motivated by the results [12], in this paper, we study the
existence of multiple positive solutions for the 2nth order m-point boundary value problem{
y(2n)(t)= f (t, y(t), y ′′(t), . . . , y(2(n−1))(t)), 0 t  1,
y(2i)(0)= 0, y(2i)(1)=∑m−2j=1 kij y(2i)(ξj ), 0 i  n− 1, (3)
where (−1)nf : [0,1] × Rn → [0,∞) is continuous, and kij > 0 (i = 0,1, . . . , n − 1;
j = 1,2, . . . ,m− 2), 0 = ξ0 < ξ1 < ξ2 < · · ·< ξm−2 < ξm−1 = 1. We shall impose growth
conditions on f which ensure the existence of at least three positive solutions for the 2nth
order m-point boundary value problem (3). In order to obtain our result, we give at first the
associated Green’s function for the problem (3), which is the base for further discussion.
Using the Leggett–Williams fixed point theorem and the Green’s function, we get that the
boundary value problem (3) has at least three positive solutions.
We shall suppose the following conditions are satisfied:
(A1) kij > 0 (i = 0,1, . . . , n− 1; j = 1,2, . . . ,m− 2), 0 = ξ0 < ξ1 < ξ2 < · · ·< ξm−2 <
ξm−1 = 1, and 1−∑m−2j=1 kij ξj > 0;
(A2) (−1)nf : [0,1] ×Rn →[0,∞) is continuous.
2. Background and definitions
Definition 2.1. Suppose K is a cone in a Banach. The map α is a nonnegative continuous
concave functional on K provided α :K →[0,∞) is continuous and
α
(
tx + (1− t)y) tα(x)+ (1− t)α(y)
for all x, y ∈K and 0 t  1.
Definition 2.2. Let 0 < a < b be given and let α be a nonnegative continuous concave
functional on K . Define the convex sets Pr and P(α,a, b) by
Pr =
{
x ∈K | ‖x‖< r} and P(α,a, b)= {x ∈K | a  α(x), ‖x‖ b}.
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pletely continuous operator and let α be a nonnegative continuous concave functional on
K such that α(x) ‖x‖ for all x ∈ Pc . Suppose there exist 0 < a < b < d  c such that
(C1) {x ∈ P(α,b, d) | α(x) > b} = ∅ and α(Ax) > b for x ∈ P(α,b, d),
(C2) ‖Ax‖< a for ‖x‖ a, and
(C3) α(Ax) > b for x ∈ P(α,b, c) with ‖Ax‖> d .
Then A has at least three fixed points x1, x2, and x3 such that
‖x1‖< a, b < α(x2), and ‖x3‖> a with α(x3) < b.
3. Main results
Lemma 3.1 [14]. Suppose∑m−2i=1 kiξi = 1. If y(t) ∈ C[0,1], then the problem{
u′′(t)+ y(t)= 0, 0 t  1,
u(0)= 0, u(1)=∑m−2i=1 kiu(ξi) (4)
has a unique solution
u(t)=−
t∫
0
(t − s)y(s) ds + t
1−∑m−2i=1 kiξi
1∫
0
(1− s)y(s) ds
− t
1−∑m−2i=1 kiξi
m−2∑
i=1
ki
ξi∫
0
(ξi − s)y(s) ds.
Lemma 3.2 [14]. Suppose 0 <∑m−2i=1 kiξi < 1. If y ∈ C[0,1] and y  0, then the unique
solution u of (4) satisfies
inf
t∈[ξ1,1]
u(t) γ ‖u‖,
where
γ = min
2sm−2
{
ξ1,
∑m−2
i=1 ki(1− ξi)
1−∑m−2i=1 kiξi ,
m−2∑
i=1
kiξi ,
∑s−1
i=1 kiξi +
∑m−2
i=s ki(1− ξi)
1−∑m−2i=s kiξi
}
.
Lemma 3.3. Suppose 0 <
∑m−2
i=1 kiξi < 1. The Green’s function for the boundary value
problem{−u′′(t)= 0, 0 t  1,
u(0)= 0, u(1)=∑m−2 k u(ξ )i=1 i i
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G(t, s)=


s(1− t)−∑m−2j=i kj (ξj − t)s +∑i−1j=1 kj ξj (t − s)
1−∑m−2i=1 kiξi ,
0 t  1, ξi−1  s min{ξi, t}, i = 1,2, . . . ,m− 1;
t[(1− s)−∑m−2j=i kj (ξj − s)]
1−∑m−2i=1 kiξi ,
0 t  1, max{ξi−1, t} s  ξi , i = 1,2, . . . ,m− 1.
Proof. For 0 t  ξ1, the unique solution of (4) can be expressed as
u(t)=
t∫
0
s[(1− t)−∑m−2j=1 kj (ξj − t)]
1−∑m−2i=1 kiξi y(s) ds
+
ξ1∫
t
t[(1− s)−∑m−2j=1 kj (ξj − s)]
1−∑m−2i=1 kiξi y(s) ds
+
m−2∑
i=2
ξi∫
ξi−1
t[(1− s)−∑m−2j=i kj (ξj − s)]
1−∑m−2i=1 kiξi y(s) ds
+
1∫
ξm−2
t (1− s)
1−∑m−2i=1 kiξi y(s) ds.
If ξr−1  t  ξr , 2 r m− 2, the unique solution of (4) can be expressed as
u(t)=
ξ1∫
0
s[(1− t)−∑m−2j=1 kj (ξj − t)]
1−∑m−2i=1 kiξi y(s) ds
+
r−1∑
i=2
ξi∫
ξi−1
s(1− t)−∑m−2j=i kj (ξj − t)s +∑i−1j=1 kj ξj (t − s)
1−∑m−2i=1 kiξi y(s) ds
+
t∫
ξr−1
s(1− t)−∑m−2j=r kj (ξj − t)s +∑r−1j=1 kj ξj (t − s)
1−∑m−2i=1 kiξi y(s) ds
+
ξr∫
t
t[(1− s)−∑m−2j=r kj (ξj − s)]
1−∑m−2i=1 kiξi y(s) ds
+
m−2∑
i=r+1
ξi∫
t[(1− s)−∑m−2j=i kj (ξj − s)]
1−∑m−2i=1 kiξi y(s) ds
ξi−1
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1∫
ξm−2
t (1− s)
1−∑m−2i=1 kiξi y(s) ds.
If ξm−2  t  1, the unique solution of (4) can be expressed as
u(t)=
ξ1∫
0
s[(1− t)−∑m−2j=1 kj (ξj − t)]
1−∑m−2i=1 kiξi y(s) ds
+
m−2∑
i=2
ξi∫
ξi−1
s(1− t)−∑m−2j=i kj (ξj − t)s +∑i−1j=1 kj ξj (t − s)
1−∑m−2i=1 kiξi y(s) ds
+
t∫
ξm−2
s(1− t)+∑m−2j=1 kj ξj (t − s)
1−∑m−2i=1 kiξi y(s) ds +
1∫
t
t (1− s)
1−∑m−2i=1 kiξi y(s) ds.
Therefore, the unique solution of (4) is u(t) = ∫ 10 G(t, s)y(s) ds. Lemma 3.3 is now
proved. ✷
Lemma 3.4. Suppose (A1) holds. Then gi(t, s) 0 (0 i  n− 1), where gi(t, s) is the
Green’s function for the problem{
u′′(t)= 0, 0 t  1,
u(0)= 0, u(1)=∑m−2j=1 kij u(ξj ).
Proof. It is easy to see that gi(t, s) 0 by using Lemma 3.3. ✷
Let G1(t, s)= gn−2(t, s); then for 2 j  n− 1 we recursively define
Gj(t, s)=
1∫
0
gn−j−1(t, r)Gj−1(r, s) dr.
Lemma 3.5. Suppose (A1) holds. If y ∈C[0,1], then the boundary value problem{
u(2l)(t)= y(t), 0 t  1,
u(2i)(0)= 0, u(2i)(1)=∑m−2j=1 kn−l+i−1,j u(2i)(ξj ), 0 i  l − 1, (5)
has a unique solution for each 1  l  n − 1, where Gl(t, s) is the associated Green’s
function for the boundary value problem (5).
Proof. We prove the result by using induction. Obviously, the result holds by using
Lemma 3.3 for l = 1.
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v(t); then (5) is equivalent to{
u′′(t)= v(t), 0 t  1,
u(0)= 0, u(1)=∑m−2j=1 kn−l−1,j u(ξj ) (6)
and {
v(2(l−1))(t)= y(t), 0 t  1,
v(2i)(0)= 0, v(2i)(1)=∑m−2j=1 kn−l+i,j v(2i)(ξj ), 0 i  l − 2. (7)
Lemma 3.3 implies that (6) has a unique solution u(t) = ∫ 10 gn−l−1(t, r)v(r) dr , and (7)
has also a unique solution v(t) = ∫ 10 Gl−1(t, s)y(s) ds by the inductive hypothesis. Thus,
(5) has a unique solution
u(t)=
1∫
0
gn−l−1(t, r)
1∫
0
Gl−1(r, s)y(s) ds dr
=
1∫
0
( 1∫
0
gn−l−1(t, r)Gl−1(r, s) dr
)
y(s) ds.
Therefore, the result holds for l. Lemma 3.5 is now completed. ✷
For each 1 l  n− 1, we define Al :C[0,1]→C[0,1] by
Alv(t)=
1∫
0
Gl(t, τ )v(τ ) dτ.
With the use of Lemma 3.5, for each 1 l  n− 1, we have

(Alv)
(2l)(t)= v(t), 0 t  1,
(Alv)
(2i)(0)= 0, (Alv)(2i)(1)=∑m−2j=1 kn−l+i−1,j (Alv)(2i)(ξj ),
0 i  l − 1.
Therefore (3) has a solution if and only if the boundary value problem{
v′′(t)= f (t,An−1v(t),An−2v(t), . . . ,A1v(t), v(t)), 0 t  1,
v(0)= 0, v(1)=∑m−2j=1 kn−1,j v(ξj ) (8)
has a solution. If y is a solution of (3), then v = y(2(n−1)) is a solution of (8). Conversely,
if v is a solution of (8), then y =An−1v is a solution of (3). In addition if (−1)n−1v(t) 0
( ≡ 0) on [0,1], then y =An−1v is a positive solution of (3).
For 1 i  n− 1, let
mi = min
t∈[ξ1,1]
1∫ ∣∣gi(t, s)∣∣ds and Mi = max
t∈[0,1]
1∫ ∣∣gi(t, s)∣∣ds.
ξ1 0
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K =
{
u ∈E | (−1)n−1u(t) 0, (−1)n−1u is concave on [0,1], and
min
t∈[ξ1,1]
(−1)n−1u(t) γ ‖u‖
}
.
Finally, we define the nonnegative continuous concave functional α on K by
α(u)= min
t∈[ξ1,1]
∣∣u(t)∣∣.
For each u ∈K , it is easy to see that α(u) ‖u‖.
Theorem 3.1. Suppose (A1)–(A2) hold. In addition assume there exist nonnegative num-
bers a, b, and c such that 0 < a < b min{γ,mn−1/Mn−1}c and f (t, un−1, un−2, . . . , u1,
u0) satisfies the following growth conditions:
(A3) f (t, un−1, un−2, . . . , u1, u0)  c/Mn−1 for (t, |un−1|, |un−2|, . . . , |u0|) ∈ [0,1] ×∏1
j=n−1[0,
∏j+1
i=2 Mn−i c] × [0, c];
(A4) f (t, un−1, un−2, . . . , u1, u0) < a/Mn−1 for (t, |un−1|, |un−2|, . . . , |u0|) ∈ [0,1] ×∏1
j=n−1[0,
∏j+1
i=2 Mn−ia] × [0, a];
(A5) f (t, un−1, un−2, . . . , u1, u0)  b/mn−1 for (t, |un−1|, |un−2|, . . . , |u0|) ∈ [ξ1,1] ×∏1
j=n−1[
∏j+1
i=2 mn−ib,
∏j+1
i=2 Mn−ib/γ ] × [b, b/γ ].
Then the boundary value problem (3) has at least three positive solutions u1, u2, u3 such
that ∥∥u(2(n−1))1 ∥∥< a, b < α(u(2(n−1))2 ),
and ∥∥u(2(n−1))3 ∥∥> a, with α(u(2(n−1))3 )< b.
Proof. Define the completely continuous operator A by
Au(t)=
1∫
0
gn−1(t, s)f
(
s,An−1u(s),An−2u(s), . . . ,A1u(s), u(s)
)
ds.
If u ∈ K , then (−1)n−1Au(t)  0 and ((−1)n−1Au)′′(t) = (−1)n−1f (t,An−1u(t),
An−2u(t), . . . ,A1u(t), u(t))  0, 0  t  1; by Lemma 3.2, mint∈[ξ1,1](−1)n−1Au(t) 
γ ‖Au‖. Consequently, A :K→K .
If u ∈ Pc , then ‖u‖ c. For 1 j  n− 1,
‖Aju‖ = max
t∈[0,1]
∣∣∣∣∣
1∫
0
Gj(t, s)u(s) ds
∣∣∣∣∣
j+1∏
i=2
Mn−i c.
From the condition (A3), we have
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t∈[0,1]
∣∣Au(t)∣∣
= max
t∈[0,1]
∣∣∣∣∣
1∫
0
gn−1(t, s)f
(
s,An−1u(s),An−2u(s), . . . ,A1u(s), u(s)
)
ds
∣∣∣∣∣
 c
Mn−1
max
t∈[0,1]
1∫
0
∣∣gn−1(t, s)∣∣ds = c.
Therefore, A :Pc → Pc .
Similarly, the condition (A4) implies that condition (C2) of Theorem 2.1 is satisfied.
We now show that condition (C1) is satisfied. Clearly,
{
u ∈ P(α,b, b/γ ) | α(u) > b} = ∅.
If u ∈ P(α,b, b/γ ), then b  |u(t)| b/γ for t ∈ [ξ1,1]. For ξ1  t  1, 1 j  n− 1,
we have
∣∣Aju(t)∣∣ j+1∏
i=2
Mn−i
b
γ
,
∣∣Aju(t)∣∣=
∣∣∣∣∣
1∫
0
Gj(t, s)u(s) ds
∣∣∣∣∣ b
1∫
ξ1
∣∣Gj(t, s)∣∣ds  j+1∏
i=2
mn−ib.
With the use of condition (A5), we get
α(Au)= min
t∈[ξ1,1]
∣∣∣∣∣
1∫
0
gn−1(t, s)f
(
s,An−1u(s),An−2u(s), . . . ,A1u(s), u(s)
)
ds
∣∣∣∣∣
 min
t∈[ξ1,1]
∣∣∣∣∣
1∫
ξ1
gn−1(t, s)f
(
s,An−1u(s),An−2u(s), . . . ,A1u(s), u(s)
)
ds
∣∣∣∣∣
>
b
mn−1
min
t∈[ξ1,1]
1∫
ξ1
∣∣gn−1(t, s)∣∣ds = b.
Therefore, condition (C1) is satisfied.
Finally, we show that condition (C3) is also satisfied. If u ∈ P(α,b, c) and ‖Au‖> b/γ ,
then
α(Au)= min ∣∣Au(t)∣∣ γ ‖Au‖> b.
t∈[ξ1,1]
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tions v1, v2, v3 ∈K for the boundary value problem (8). Moreover, let
ui(t)=An−1vi(t)=
1∫
0
Gn−1(t, s)vi(s) ds, i = 1,2,3;
then u1, u2, u3 are three positive solutions for the boundary value problem (3) and satisfy∥∥u(2(n−1))1 ∥∥< a, b < α(u(2(n−1))2 ),
and ∥∥u(2(n−1))3 ∥∥> a, with α(u(2(n−1))3 )< b. ✷
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