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Abstract
In this paper we develop a nite dierencing device to calculate approximations of derivatives c0(0); c00(0); : : : of regular
solution curves c :R 3 s ! c(s) 2 Rn of nonlinear systems of equations f(x) = 0; f 2 Ck (Rn+1;Rn) without having to
compute points on the solution curve c(s). The derivative vectors c0(0); c00(0); : : : can be used in the numerical approxi-
mation of the solution set f−1(0) to construct higher-order predictors to be used in the predictor{corrector continuation
method. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In the context of numerical continuation methods, one considers curves which are implicitly dened
by undetermined system of equations
H (u) = 0; (1.1)
where H :Rn+1 ! Rn is a smooth map. We shall mean that a map is smooth if it has as many
continuous derivatives as the context of the subsequent discussion requires.
Denition 1. A point u is called a regular point of H if the Jacobian H 0(u) has maximal rank.
Now, assume that H :Rn+1 ! Rn is smooth and u 2 Rn+1 is a regular point of H such that
H (u) = 0. Then it follows from the Implicit Function Theorem that the solution set H−1(0) can be
locally parametrized about u with respect to some parameter, say s. We thus obtain the solution
curve C(s) of the equation H (u) = 0.
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By a re-parametrization (according to arclength) we obtain a smooth solution curve C : J ! Rn+1
for some open interval J containing zero such that for all s 2 J ,
C(0) = u; (1.2)
H 0(C(s))C 0(s) = 0; (1.3)
det

H 0(C(s))
C 0(s)

> 0; (1.4)
kC 0(s)k= 1: (1.5)
The above conditions uniquely determine the tangent C 0(s) with a specic orientation. Here and
in the rest of this paper A denotes the Hermitian transpose of A; kuk is the Euclidean norm of
u; H 0 is the Jacobian of H , and C 0 is the derivative of C with respect to arclength.
Denition 2. Let A be an n  (n + 1) matrix with maximal rank. The unique vector t(A) 2 Rn+1
satisfying the conditions
At = 0; (1.6)
ktk= 1; (1.7)
det

A
t

> 0 (1.8)
is called the tangent vector induced by A.
Denition 3. Let A be an n  (n + 1) matrix with maximal rank. Then the Moore-penrose inverse
of A is dened by A+ = A(AA)−1.
One way of tracing the solution curve is to perform the predictor{corrector continuation method.
The predictor step used is called the Euler-predictor which is given by
v= u+ ht(H 0(u)); (1.9)
where u is a point lying along the solution curve C and h> 0 represents a stepsize. The corrector
iteration used is called the Gauss{Newton corrector which is given by solving the equation
w = v− H 0(v)+H (v)
for w.
The Euler predictor (1.9) is of local order two, but this is very often satisfactory since it is used
in conjunction with a rapidly converging corrector (Gauss{Newton corrector). But sometimes we
need the solution to be approximated very well at all points, e.g., for plotting purposes or numerical
integration. Hence, one may expect to obtain improved eciency by using higher-order predictors.
In view of stability of Newton’s method as a corrector, it may be advantageous to also have
more stable predictors. However, predictors based on interpolation of previous solution points on
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the branch tend to be very sensitive to slight perturbations of the data, and predictors based on the
Taylor expansion of C(s) at 0, which have been found to be more stable [1,2], need the derivative
of C(s) at 0. Macken’s [3] has proposed such predictors which are based on Taylor’s formula and
which are obtained by successive numerical dierentiation. However, the gain in stability has to be
paid for by additional evaluations of the map H and additional applications of the Moore{Penrose
inverse of the Jacobian H 0.
The rest of this paper is organized as follows. Section 2 contains Macken’s idea for developing
predictors based on Taylor’s formula which are obtained by successive numerical dierentiation.
In Section 3 we present our dierentiation formulae. Section 4 contains some numerical examples.
The dierentiation formulae for implicitly dened curves need numerical approximations of higher
derivatives that take advantage of the vanishing of lower derivatives of the function to be dieren-
tiated. Some coecients needed for the construction of these are listed in the appendix. Moreover,
we present the algorithms that are needed for these computations.
2. Higher-order predictors
Assume that un=C(0) is a current point on the solution curve C, and consider a local parametriza-
tion C() with respect to the current tangent t = t(H 0(un)), i.e., C() solves
H (u) = 0; t(u− (un + t)) = 0: (2.1)
By dierentiating with respect to  we obtain
C 0(0) = t and C(k)(0)? t for k > 1: (2.2)
Consider the Taylor expansion
C() =
kX
i=0
1
i!
C(i)(0)i + O(k+1): (2.3)
The derivative of C can be obtained by dierentiating the equation H (C()) repeatedly and
evaluating at zero:
H 0(un)C 0(0) = 0 =: R1;
H 0(un)C 00(0) = −H 00(un)[C 0(0); C 0(0)] =: R2;
...
...
...
...
...
H 0(un)C(k)(0) =    =: Rk:
(2.4)
Hence,
C(k)(0) = H 1(un)+Rk (2.5)
for k > 1. Macken’s approach comes from the observation that the values Rk can also be obtained
via 
d
d
(k)
H
 
k−1X
i=0
1
i!
C(i)(0)i
!
=0
=−Rk (2.6)
for k > 1. By combining (2.1){(2.6), it becomes evident that the derivatives of C can be obtained
recursively.
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3. Dierentiation formulae
In this section we develop dierentiation formulae for approximating the values of Rk in
Eq. (2.6). Once the values of Rk are approximated, the approximation of the derivatives C(k)(0)
can be obtained via Eq. (2.5). To explain our technique, let f :R! Rn be a function that satises
the following conditions:
1. f(0) = 0;
2. f0(0) = 0;
3. f 2 Cm(R)
for some positive integer m. Write f in the Maclaurin series form as
f(x) =
mX
i=2
Aix i; (3.1)
where Ai = f(i)(0)=i! for 26i6m− 1 and Am is the usual remainder term. Then,
f(−sh) =
mX
i=2
Ai(−sh)i ;
f((−s+ 1)h) =
mX
i=2
Ai((−s+ 1)h)i ;
...
f(−h) =
mX
i=2
Ai(−h)i ;
f(h) =
mX
i=2
Aihi;
f(2h) =
mX
i=2
Ai(2h)i ;
...
f(lh) =
mX
i=2
Ai(lh)i ;
(3.2)
where l= int(m=2)= the largest integer less than or equal to m=2; and s= int((m− 1)=2).
For any 26k6m− 1, the expression Pli=−s;
i 6=0
kif(ih) can be written as
lX
i=−s
i 6=0
kif(ih) =
lX
i=−s
i 6=0
ki
0
@ mX
j=2
Aji jhj
1
A= mX
j=2
Ajhj
0
BB@
lX
i=−s
i 6=0
i jki
1
CCA : (3.3)
Thus we choose ki such that
lX
i=−s
i 6=0
i jki =

1 if j = k or j = k + q
0 otherwise (3.4)
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for j = 2 : m and q is a positive integer such that k + q6m. Thus, system (3.4) can be written as
Qmk = ek + ek+q (3.5)
where k = [k(−s); k(−s+1); : : : ; kl] and ek is an (m − 1) vector such that all of its components are
zeros except that kth component is one and
Qm =
0
BBB@
(−s)2 (−s+ 1)2    l2
(−s)3 (−s+ 1)3    l3
...
...
. . .
...
(−s)m (−s+ 1)m    lm
1
CCCA :
Theorem 1. The matrix Qm is a nonsingular matrix.
Proof. To show that Qm is nonsigular, it is enough to prove that QTm is nonsingular. If Q
T
m is a
singular matrix, then there exists a matrix C of order (m − 1)  1 such that QTmC = 0. Hence,
0; 0;−s; : : : ;−1; 1; : : : ; l are zeros of g(x) =Pmi=2 Ci x i. So, g is a polynomial of degree m which has
(m+1) roots. This contradicts the Fundamental Theorem of Algebra. Therefore QTm is a nonsingular
matrix.
Therefore, we can solve system (3.5) to get ki’s. Thus, our formulae have the form
Akhk + Ak+qhk+q =
lX
i=−s
i 6=0
kif(ih): (3.6)
Hence, our formulae become
fk;qh (0) =
Pl
i=−s
i 6=0
kif(ih)
hk
+O(hq) (3.7)
where ki = (k!)ki for i = −s : l and i 6= 0; fk; qh (0) denotes a formula for the kth derivative of f
at zero of approximation order O(hq).
Now we list formulae for approximating the second, third and fourth derivatives of f at 0 of
orders 1 and 2:
f2;1h (0) =
2f(h)
h2
+ O(h); (3.8)
f3;1h (0) =
−2f(−h) + 0:5f(2h)
h3
+ O(h); (3.9)
f4;1h (0) =
0:5f(−2h)− 8f(h) + 1:5f(2h)
h4
+ O(h); (3.10)
f2;2h (0) =
f(−h) + f(h)
h2
+ O(h2); (3.11)
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f3;2h (0) =
−3f(−h) + 3f(h)
h3
+ O(h2); (3.12)
f4;2h (0) =
6
10f(−2h)− 12f(h) + 3f(2h)− 1245f(3h)
h4
+ O(h2): (3.13)
In the appendix, we list the coecients ki for the second, third and fourth derivatives of orders
one to nine. Moreover, we present an algorithm for computing the coecients ki of any order
greater than or equal to 1.
Now, dene p :R ! Rn to be the function given by p() = H (C()), then from Eq. (2.6) we
have 
d
d
(k)
p()

=0
=−Rk (3.14)
for k > 1. It is easy to check that p(0) = p0(0) = 0.
Therefore, we can apply our formulae to p. We summarize the above discussion with the following
algorithm.
Algorithm 3.1.
Input: un 2 Rn+1 such that H (un) = 0 and h> 0.
Output: bk = c(k)(0) for k = 0; 1; 2; : : :
STEP 1: b0 = un; b1 = t(H 0(un)).
STEP 2: for k = 2; 3; : : : do steps 3{6
STEP 3: solve system (3.5) when m= k + 1 to get the vector k = (ki).
STEP 4: set k = (k!)k .
STEP 5:
dk =
−Pli=−s
i 6=0
kiH
hPk−1
j=0
h j
j! bj
i
hk
% approximate value for Rk
STEP 6: bk = H 0(un)+dk .
STEP 7: stop.
4. Numerical results
Example 1. Let f : R! R be dened by
f(x) = xex − x:
Then f(0) = f0(0) = 0, and f(k)(0) = k for k>2. We have approximated the values of the second,
third and fourth derivatives of f(x) at 0 by taking dierent stepsizes and dierent orders. Tables 1,
2 and 3 represent absolute errors of approximating second, third and fourth derivatives of f(x) at
0, with orders 1, 2 and 3, respectively. From each line to the following in these tables the stepsize
is multiplied by 0.5. The corresponding reduction factor of the errors by stepsize-halving for Tables
1{3 are given in Tables 4{6, respectively.
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Table 1
Stepsize (h) jf2;1h (0)− f00(0)j jf3; 1h (0)− f(3)(0)j jf4;1h (0)− f(4)(0)j
1.024 1.48498 2.21726 2.38298
0.512 0.61182 0.74971 0.80393
0.256 0.27932 0.30977 0.32478
0.128 0.13364 0.14084 0.14476
0.064 0.06539 0.06714 0.06814
0.032 0.03234 0.03278 0.03303
0.016 0.01609 0.01619 0.01626
0.008 0.00802 0.00805 0.00806
0.004 0.00401 0.00401 0.00402
0.002 0.00200 0.00200 0.00200
0.001 0.00100 0.00100 0.00100
Table 2
Stepsize (h) jf2; 2h (0)− f00(0)j jf3; 2h (0)− f(3)(0)j jf4; 2h (0)− f(4)(0)j
1.024 3.68315e−01 2.71480e−01 5.72963e−01
0.512 8.85338e−02 6.61114e−02 1.69542e−02
0.256 2.19170e−02 1.64198e−02 5.56027e−03
0.128 5.46581e−03 4.09824e−03 2.38961e−03
0.064 1.36561e−03 1.02414e−03 7.11436e−04
0.032 3.41351e−04 2.56009e−04 1.91515e−04
0.016 8.53344e−05 6.40005e−05 4.95501e−05
0.008 2.13334e−05 1.60000e−05 1.25944e−05
0.004 5.33333e−06 4.00001e−06 3.17026e−06
0.002 1.33333e−06 1.00004e−06 7.64240e−07
0.001 3.33333e−07 2.50220e−07 1.59555e−07
Table 3
Stepsize (h) jf2; 3h (0)− f00(0)j jf3; 3h (0)− f(3)(0)j jf4; 3h (0)− f(4)(0)j
1.024 2.33728e−02 7.09913e−02 2.64898e−01
0.512 6.95673e−03 6.80939e−03 1.20520e−02
0.256 1.12487e−03 8.22503e−04 4.45861e−04
0.128 1.57310e−04 1.03209e−04 2.36765e−05
0.064 2.07412e−05 1.29855e−05 4.82945e−06
0.032 2.66122e−06 1.63022e−06 8.47853e−07
0.016 3.36979e−07 2.04274e−07 1.21040e−07
0.008 4.23940e−08 2.55708e−08 1.64191e−08
0.004 5.31629e−09 3.21026e−09 3.88350e−10
0.002 6.65610e−10 4.48530e−10 6.24233e−09
0.001 8.32600e−11 3.52540e−11 2.86978e−08
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Table 4 f2;1h (0)−f00(0)f2;1
h=2
(0)−f00(0)

f3; 1h (0)−f000(0)f3; 1
h=2
(0)−f000(0)

f 4;1h (0)−f(4)(0)f 4;1
h=2
(0)−f(4)(0)

2.4272 2.9575 2.9642
2.1904 2.4202 2.4753
2.0901 2.1994 2.2436
2.0437 2.0977 2.1244
2.0220 2.0482 2.0630
2.0099 2.0247 2.0314
2.0062 2.0112 2.0174
2.0000 2.0075 2.0050
2.0050 2.0050 2.0100
2.0000 2.0000 2.0000
Table 5f2; 2h (0)−f00(0)f2; 2
h=2
(0)−f00(0)

f3; 2h (0)−f000(0)f3; 2
h=2
(0)−f000(0)

f 4; 2h (0)−f(4)(0)f 4; 2
h=2
(0)−f(4)(0)

4:1602 4:1064 33:7948
4:0395 4:0263 3:0492
4:0098 4:0065 2:3269
4:0025 4:0016 3:3589
4:0006 4:0004 3:7148
4:0002 4:0001 3:8651
4:0000 4:0000 3:9343
4:0000 4:0000 3:9727
4:0000 3:9999 4:1483
4:0000 3:9966 4:7898
Table 6f2; 3h (0)−f00(0)f2; 3
h=2
(0)−f00(0)

f3; 3h (0)−f000(0)f3; 3
h=2
(0)−f000(0)

f 4; 3h (0)−f(4)(0)f 4; 3
h=2
(0)−f(4)(0)

3:3597 10:4255 21:9796
6:1845 8:2789 27:0308
7:1507 7:9693 18:8314
7:5844 7:9480 4:9025
7:7939 7:9655 5:6961
7:8973 7:9806 7:0047
7:9487 7:9886 7:3719
7:9744 7:9653 42:2791
7:9871 7:1573 0:0622
7:9944 12:7228 0:0000
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Table 7
k jf2; kh (0)− f00(0)j jf3; kh (0)− f000(0)j jf 4; kh (0)− f(4)(0)j
1 6:05547e−6 1:22070e−4 7:42764e−4
2 4:96675e−9 1:36504e−7 1:27314e−6
3 3:35069e−11 6:56289e−10 2:71119e−9
The predicted O(h), O(h2) and O(h3) convergence are obtained as in Tables 4, 5 and 6, respec-
tively. We have to mention that the total error of the numerical dierentiation processes is the sum
of two kinds of errors which are the truncation error and the rounding error. So one is looking
to use an optimal stepsize h which minimizes the absolute value of the total error. Mackens’ [3]
explained a way of choosing an optimal stepsize h which minimizes the absolute value of the total
error dened by
machine precision
h(order of desired derivative)
= h(order of approximation error):
Let us denote the machine precision by eps. Then, we choose h = (eps)1=3, h = (eps)1=4, and
h=(eps)1=5 for the second derivative of orders h, h2 and h3, respectively. Also, we choose h=(eps)1=4,
h = (eps)1=5 and h = (eps)1=6 for the third derivative of orders h, h2 and h3, respectively. Finally,
we choose h = (eps)1=5, h = (eps)1=6, and h = (eps)1=7 for the fourth derivative of orders h, h2 and
h3, respectively. Table 7 represents the absolute errors of approximating second, third and fourth
derivatives using the optimal stepsizes with dierent orders.
Example 2. Let H : R3 ! R2 be dened by
H (x; y; z) = (x − sin z; y − cos z);
and let u = [0 1 0]T be a given point along the solution curve C. This example is taken from
Mackens’ paper [3]. Mackens’ evaluated the exact values of the rst four derivatives of C at u as
C parametrized locally with respect to its tangential component t at u. These are given as follows:
C 0(0) =
1p
2
[1 0 1]T;
C 00(0) =
1
2
[0 − 1 0]T;
C 000(0) =
1
4
p
2
[− 1 0 1]T;
C(4)(0) =
1
4
[0 − 1 0]T:
We use our dierentiation formulae derived in Section 3 to approximate these derivatives. We
make an entirely analogous analysis of Example 1. The corresponding tables for Tables 1{7 are
Tables 8{14, respectively.
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Table 8
Stepsize (h) jf2;1h (0)− f00(0)j jf3; 1h (0)− f(3)(0)j jf 4;1h (0)− f(4)(0)j
1:024 0:08585 0:06156 0:20002
0:512 0:04274 0:03168 0:06361
0:256 0:02134 0:01596 0:02716
0:128 0:01067 0:00799 0:01230
0:064 0:00533 0:00400 0:00642
0:032 0:00267 0:00200 0:00320
0:016 0:00133 0:00100 0:00160
0:008 0:00067 0:00050 0:00080
0:004 0:00033 0:00025 0:00040
0:002 0:00017 0:00013 0:00029
0:001 0:00008 0:00006 0:00043
Table 9
Stepsize (h) jf2; 2h (0)− f00(0)j jf3; 2h (0)− f(3)(0)j jf 4; 2h (0)− f(4)(0)j
1:024 2:1467e−02 6:47238e−3 5:68345e−2
0:512 5:4375e−03 1:63329e−3 3:78267e−3
0:256 1:3638e−03 4:09281e−4 1:53822e−3
0:128 3:4124e−04 1:02380e−4 4:28799e−4
0:064 8:5328e−05 2:55987e−5 1:09998e−4
0:032 2:1333e−05 6:39992e−6 2:76747e−5
0:016 5:3333e−06 1:59999e−6 6:93945e−6
0:008 1:3333e−06 4:00002e−7 1:57671e−6
0:004 3:3333e−07 9:99963e−8 3:26319e−7
0:002 8:3308e−08 2:50182e−8 7:38146e−6
0:001 2:0802e−08 6:15872e−9 6:29106e−4
Table 10
Stepsize (h) jf2; 3h (0)− f00(0)j jf3; 3h (0)− f(3)(0)j jf 4; 3h (0)− f(4)(0)j
1:024 2:5574e−3 9:85004e−4 3:86081e−2
0:512 2:9100e−4 1:35403e−4 4:99107e−3
0:256 3:5321e−5 1:73366e−5 3:31834e−4
0:128 4:3807e−6 2:18016e−6 2:09769e−5
0:064 5:4649e−7 2:72929e−7 1:31612e−6
0:032 6:8278e−8 3:41293e−8 8:28531e−8
0:016 8:5337e−9 4:26589e−9 5:64659e−9
0:008 1:0667e−9 5:27654e−10 1:70667e−7
0:004 1:3339e−10 1:73602e−10 1:07425e−7
0:002 3:6860e−11 1:38806e−9 7:84338e−6
0:001 3:2950e−11 1:85590e−9 6:80916e−4
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Table 11 f2;1h (0)−f00(0)f2;1
h=2
(0)−f00(0)

f3; 1h (0)−f000(0)f3; 1
h=2
(0)−f000(0)

f 4;1h (0)−f(4)(0)f 4;1
h=2
(0)−f(4)(0)

2:00891 1:94298 3:14444
2:00239 1:98514 2:34216
2:00061 1:99624 2:08995
2:00015 1:99906 2:02279
2:00004 1:99976 2:00572
2:00001 1:99994 2:00143
2:00000 1:99998 2:00036
2:00000 1:99999 2:00011
2:00000 1:99999 1:99867
2:00000 2:00000 0:46157
Table 12f2; 2h (0)−f00(0)f2; 2
h=2
(0)−f00(0)

f3; 2h (0)−f000(0)f3; 2
h=2
(0)−f000(0)

f 4; 2h (0)−f(4)(0)f 4; 2
h=2
(0)−f(4)(0)

3:94795 3:96277 15:0249
3:98692 3:99065 2:45812
3:99672 3:99766 3:58729
3:99918 3:99941 3:89823
3:99979 3:99985 3:97468
3:99995 3:99996 3:98803
3:99999 3:99997 4:40123
4:00003 4:00017 4:83179
4:00118 3:99693 0:04421
4:00474
Table 13f2; 3h (0)−f00(0)f2; 3
h=2
(0)−f00(0)

f3; 3h (0)−f000(0)f3; 3
h=2
(0)−f000(0)

f 4; 3h (0)−f(4)(0)f 4; 3
h=2
(0)−f(4)(0)

8:78816 7:27463 7:73544
8:23889 7:81019 15:0408
8:06287 7:95202 15:8190
8:01592 7:98793 15:9385
8:00399 7:99693 15:8849
8:00099 8:00052 14:6731
8:00024 8:08462 0:03308
7:99639 3:03945 1:58869
3:61875 0:12507 0:01369
1:11878 0:74792 0:01152
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Table 14
k f2; kh (0)− f00(0) f3; kh (0)− f000(0) f 4; kh (0)− f(4)(0)
1 1.23378e−6 4:27856e−9 1:68830e−4
2 0 3:02443e−9 7:91470e−6
3 1:33651e−10 8:69235e−10 3:51034e−6
Table 15
Second derivative
Order 2(−5) 2(−4) 2(−3) 2(−2) 2(−1) 2(1) 2(2) 2(3) 2(4) 2(5)
 2
2 1 1
3 −18
5
3 1
−1
24
4 −124
11
12
13
6
−7
24
1
36
5 6589
−17
120
35
24
37
24
−19
120
13
1080
6 4617
−73
720
29
24
143
72
−71
240
47
1080
−1
288
7 −1556
6
235
−58
289
577
360
115
72
−115
577
12
475
−1
564
8 −11009
15
946
−206
1443
961
721
2881
1440
−480
1439
15
236
−6
671
1
1572
9 13151
−3
605
39
983
−344
1445
4798
2879
4802
2881
−341
1432
36
907
−2
403
1
3149
Table 16
Third derivative
Order 3(−5) 3(−4) 3(−3) 3(−2) 3(−1) 3(1) 3(2) 3(3) 3(4) 3(5)
 −2 0 12
2 −3 3
3 320
−17
4
9
2
−1
4
1
60
4 −172
1
4
−37
8
37
8
−1
4
1
72
5 −3280
53
240
−179
40
107
24
−17
80
1
120
1
3360
6 1768
−1
40
143
480
−115
24
115
24
−143
480
1
40
−1
768
7 1744
−10
393
100
333
−2079
433
461
96
−43
143
14
547
−1
726
8 −15241
1
269
−11
277
259
725
−14401
2880
14401
2880
−259
725
11
277
−1
269
1
5241
9 −15251
1
269
−5
126
2056
5757
−100799
20160
71999
14400
−1026
2873
5
126
−1
269
1
5259
By comparing our results with Mackens’ results we can see that our results are compatible and
more satisfactory.
From Tables 1{14 it is clear that the expected orders for the dierentiation formulae are attained.
The deviations from the expected values at the bottom of these tables are due to the rounding errors.
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Table 17
Fourth derivative
 2 3 4 5 6 7 8 9
4(−6) 1947
4(−5) −1184
−1
346
−4
221
4(−4) 13448
1
64
84
1007
5
103
47
307
4(−3) −845
−11
126
−151
379
−19
80
−143
222
−513
1246
−241
275
4(−2) 12
3
5
21
10
7
6
337
120
221
120
593
171
419
173
407
102
4(−1) 0 0 −7 −32 −8110 −4312 −983106 −733144 −1304129
4(1) −8 −12 −6 −896 −496 −35924 −44548 −5839386 −2699267
4(2) 32 3
19
10
9
2
113
40
611
120
579
167
428
77
407
102
4(3) −415
−7
45
−13
18
−51
127
−21
20
−85
132
−232
173
−319
364
4(4) 584
9
307
29
192
140
1679
59
229
47
307
4(5) −3277
−1
184
−36
1081
−4
221
4(6) 1473
1
947
Appendix
Algorithm 1. Compute the N th derivative of f(x) within error of order O(hM) (see Tables 15{17).
INPUT: N and M .
OUTPUT: the vector 
STEP1: Set k = N +M − 1; k1 = N +M .
STEP2: Set A= zeros(k; k) R= zeros(k; 1).
STEP3: R(N − 1; 1) = 1 & R(k; 1) = 1.
STEP4: for i = 1 : k do steps 5{7
STEP5: for j = 1 : k do steps 6 and 7
STEP6: IF (−1)k1 = 1,
if j> k12
s= j − k12 + 1;
else
s= j − k12 ;
end
else
if j> k2 ,
s= j − k2 ;
else
s= 1−k12 + j − 1;
end
end
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STEP7: Set A(i; j) = si+1;
STEP8: Solve the linear system A = R for .
STEP9: Set  = (N !) . % N ! means the factorial of N .
STEP10: Stop
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