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ABSTRACT
In this study we present the RENT feature selection method for binary classification and regression
problems. We compare the performance of RENT to a number of other state-of-the-art feature
selection methods on eight datasets (six for binary classification and two for regression) to illustrate
RENT’s performance with regard to prediction and reduction of total number of features. At its core
RENT trains an ensemble of unique models using regularized elastic net to select features. Each
model in the ensemble is trained with a unique and randomly selected subset from the full training
data. From these models one can acquire weight distributions for each feature that contain rich
information on the stability of feature selection and from which several adjustable classification
criteria may be defined. Moreover, we acquire distributions of class predictions for each sample
across many models in the ensemble. Analysis of these distributions may provide useful insight into
which samples are more difficult to classify correctly than others. Overall, results from the tested
datasets show that RENT not only can compete on-par with the best performing feature selection
methods in this study, but also provides valuable insights into the stability of feature selection and
sample classification.
Keywords Feature selection · Selection stability · Elastic net · Regularization · Generalized Linear Model ·
Classification · Regression.
1 Introduction
In machine learning and statistics, features or variables are parameters describing object characteristics assumed to
be relevant for a predictive task, such as classification or regression problems. Due to an increase of possibilities to
generate, record and store data, the number of observed variables grows steadily in real-world applications, leading to
situations where the number of features equals or exceeds the number of observed objects. Mathematical issues occur
when training predictive models on such datasets, including model overfitting and modelling spurious correlations.
This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after
which this version may no longer be accessible.
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Consequently, it is often necessary to reduce the original feature set to a subset to improve interpretation and keep
model performance at the same level or even improve it if possible.
Feature selection has been widely studied in literature. An overview of the topic is provided by e.g. Chandrashekar
and Sahin [1], Miao and Niu [2] or Bolón-Canedo et al. [3]. Selection methods are frequently sorted into supervised,
semi-supervised and unsupervised techniques where the level of supervision depends on the application at hand or on
the methodological categories corresponding to filter, wrapper and embedded approaches.
Filter methods rely on ranking criteria, such as mutual information and correlation coefficients between features or
features and a target variable. Baseline filters include the Generalized Fisher score [4] and Laplacian score [5] as well
as the relief approach introduced by Kira and Rendell [6]. These methods select features with the highest scores. A
more advanced representative of filter methods is the minimum Redundancy Maximum Relevance (mRMR), proposed
by Peng et al. [7]. Features are ranked via a trade-off criterion, taking minimal redundancy (i.e. correlation) between
selected features and maximal information about the target into account. By combining mRMR with state-of-the-art
wrappers, the authors were able to exclude redundant features from the selection. The approach was extended by De
Wang et al. [8], who improved the convergence properties of mRMR, and applied it in areas such as the extraction
of important biological gene expression data [9], tissue classification of CT images [10] or for emotion recognition
from EEG [11]. Although filter approaches are relatively fast, their weakness is that they may suggest features that are
potentially suboptimal, particularly when the dataset contains redundant features. [12].
Wrapper approaches select features with respect to their prediction performance. By building a supervised model for
different feature sets, the set with the highest score is selected. Prominent wrapper approaches are forward/backward
selection, e.g. recursive feature selection where features are removed recursively [13], and heuristic searches like
simulated annealing or genetic algorithms [14]. Wrappers can suffer from overfitting and high computational costs [15].
The third class of algorithms, embedded feature selection, integrates the selection step directly into the learning
algorithm. Very prominent embedded methods are based on sparsity, such as lasso or the combination of lasso and ridge
regression known as the elastic net [16]. Advanced works include Cui et al. [17], who demonstrated a graph-based
structurally interacting elastic net method incorporating pairwise relationships between samples via a feature graph, or
Pang et al. [18], who proposed a solution for `2,0-norm regularized feature selection via linear discriminat analysis
(LDA). A group-regularized logistic elastic net regression is presented by Münch et al. [19], who performed feature
selection such that each penalty parameter is assigned to a group of variables.
Even though many specific feature selection methods exist, optimizing feature subsets with respect to predictive
performance or information content may not always take full advantage of the data. Other than merely selecting features
it would also be beneficial to acquire information on the stability of the feature selection, i.e. getting some information
indicating to which degree the selected feature is really relevant or not. Such information may have a large influence on
the interpretability of the resulting predictive models. It is, for example, a known issue that feature selection based
on regularization may be unstable (see Bøvelstad et al. [20] and the "A No-free-lunch Theorem" by Xu et al. [21]).
This can lead to situations where the user cannot fully trust the selection of features unless information regarding the
stability of selection is provided. An approach that attempts to remedy this issue is the stability selection framework
introduced by Meinshausen and Bühlmann [22]. It provides an extensive feasibility study for using multiple unique
regularized models trained from perturbed (e.g. subsampled) training data to achieve stability in L1 regularized models.
The authors report that the number of times a feature is selected provides useful insight to the stability of selection.
However, we suggest that further insight may be gained by also analyzing the distribution of weights. Furthermore,
the stability selection framework does not consider elastic net as an option for regularisation. As such, it may miss
better performing models with optimal regularization somewhere between L1 and L2. Finally, although suited for it,
the stability selection framework does not take advantage of the ensemble of unique regularized models to acquire
another form of stability, namely the stability of prediction for each sample. Using class prediction information from the
ensemble of models one can measure how difficult it is to correctly predict each sample. This information can then, for
example, be used to study differences between often correctly classified and often incorrectly classified samples within
the same class. In the following we describe how our feature selection approach builds on the principle of repeated
application of regularized models as elaborated by Meinshausen and Bühlmann [22], and how it implements some
modifications and extensions to address the issues discussed above.
The contribution of our work is a novel feature selection approach called Repeated Elastic Net Technique (RENT),
that applies the existing concepts of elastic net in a multi-model manner. As such, it contains elements from both the
embedded and the filter based approaches. Our focus is directed towards the distribution of the model parameters
(feature weights) over many unique, slightly different models obtained by training on random sample subsets of the
available training data. Analysis of the distribution of these model parameters provides information on the importance
of each feature: (I) how often is a feature selected across slightly different models?; (II) what is the size of the feature
weights?; (III) what is the range of the feature weights? From the feature weight distributions, we specify three criteria
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to identify informative features. If needed, additional custom criteria could be added, providing the opportunity to
further refine the feature selection process. Using specific thresholds for these selection criteria, the user can control the
strength of the feature selector and adjust the size of the reduced feature set.
The method overcomes some limitations associated with regularization models, targeting stability and reliability of
predictors in classification and regression problems in particular. We specifically target high dimensional datasets
("short-wide" datasets) where the number of features is far larger than the number of objects, and provide an in-depth
experimental assessment of the suggested algorithm from a data science perspective. RENT is to some extent similar to
the stability selection methodology described by [22], but with some mentionable differences:
1. RENT specifically focuses on feature selection in classification and regression models obtained by elastic
net regularization, while the stability selection [22] proposes a general framework motivated by pure L1
regularization in statistical model selection,
2. RENT is a ready-to-use algorithm for data science problems, whereas stability selection is formulated as a
statistical framework in a more abstract manner,
3. RENT uses three different criteria to optimally select features, while a special case of stability selection can be
reduced to one of these.
4. RENT is developed to target predictive quality in real-life applications and is thus evaluated using performance
scores like F1-score or Matthews correlation coefficient, whereas stability selection investigates statistical
properties such as consistency, selection probability of single variables, etc.,
5. RENT is evaluated extensively using real-world datasets for classification and regression. However stability
selection is not properly compared to existing feature selection methods, and does not involve real-world
target variables (mostly simulated and few real-world datasets are used, yet only artificial target variables are
applied).
2 Repeated Elastic Net Technique for Feature Selection
2.1 Generalized Linear Models and regularization
The proposed RENT method is based on the assumption that regularization in predictive model building is informative
for feature selection. In order to develop a feature selection approach based on this idea our starting point is the elastic
net regularization for linear or generalized linear models, or any model that can be obtained using the elastic net
approach. Mathematically, we consider a generalized linear model (GLM)
g(y) = Xβ + , (1)
where y is the target variable, X is the design matrix associated with a dataset X , β is a vector of regression parameters
(weights),  is an i.i.d. Gaussian distributed random variable with mean 0 (error) and g is a link-function. The special
case of a linear regression model (LM) is obtained if g(.) is set to the identity mapping. A well-known version of this
model is represented by the logistic regression model for binary classification, where g(y) = log y1−y , y ∈ [0, 1]. In
this model the link-function transforms the [0, 1]-valued target variable y to the the real line R, and the corresponding
inverse logistic function transforms these values into class probabilities in [0, 1]. The optimal weight vector β? of a
GLM can be estimated with maximum likelihood estimation.
When introducing regularization terms to the described GLM, we add a penalty term to the minimized target function
during training. While the well-established lasso-regularization uses an L1 term for this purpose and can truncate
a subset of parameter values directly to 0, ridge-regression is an approach to handle multicollinearities by pulling
the L2-norm of the parameter vector β towards zero. Elastic net regularization combines the concepts of L1 and
L2 regularization [23], and is especially useful for feature selection problems with a high-dimensional feature space.
Compared to pure L1 regularization, the elastic net is more appropriate for incorporating a large number of (highly
correlated) features with the capability of simultaneously truncating some fraction of the parameters to 0. Formally,
the elastic net method consists of an L1 regularization term λ1(β) = |β| and an L2 regularization term λ2(β) = ‖β‖2
with a mixing parameter α ∈ [0, 1] and a parameter γ defining the regularization strenght. Altogether, the elastic net
regularization term λenet(β) is
λenet(β) = γ[αλ1(β) + (1− α)λ2(β)]. (2)
A common technique to obtain the parameter estimates in this setup is the stochastic average gradient descent algorithm,
SAGA [24].
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2.2 Repeated Elastic Net and feature quality criteria
Given a set of training data Xtrain = {xi : i = 1, . . . , Itrain} where xi denotes an element from the N -dimensional
feature space, our concept builds on generating K randomized subsets X(k)train ⊂ Xtrain drawn independently and
without replication and training regularized GLM Mk on X
(k)
train for each k = 1, . . .K. Each X
(k)
train is obtained as a
unique random sample from Xtrain, while evaluation of each model Mk is performed on the complementary samples,
i.e. validation set X(k)val = Xtrain \X(k)train (here, \ denotes the set difference operator). To further ensure robustness by
introducing more variation across the K models, we have the option to randomly vary the number of samples drawn
from X(k)train between the models, i.e. the proportion of the training sample X
(k)
train relative to the full set of training
data Xtrain.
For each feature fn in the full feature set F , n = 1, . . . N of Xtrain, the trained models provide evidence on the
distribution of the associated parameter values, i.e. the estimated parameters βn,k from model Mk, k = 1, . . . ,K.
These estimates βn,k may be collected in a matrix B of dimension (N ×K), where each row represents a sample from
the parameter distribution of feature fn across the K models obtained by the elastic net modelling.
For the purpose of feature selection we acquire relevant information about each feature fn from its respective collection
of parameter estimates in B, denoted by the row vector βn. Since models are trained on different subsets X
(k)
train,
the parameter estimates aggregated in βn vary across the K models, where some of the parameters may have been
set exactly to 0 due to the L1-regularization term as a part of the elastic net regularization. Hence, a straightforward
measure of feature relevance would be the count c(βn), counting how often a feature was selected across the K models
or in other words, identifying the percentage of non-zero parameter estimates for feature fn:
c(βn) =
1
K
K∑
k=1
1[βn,k 6=0]. (3)
Further, we observe two other empirical summary statistics of the feature parameter estimate distributions in the rows
of B: the feature specific mean µ(βn) and variance σ2(βn) of its parameter estimates, defined as
µ(βn) =
1
K
K∑
k=1
βn,k (4)
σ2(βn) =
1
K − 1
K∑
k=1
(βn,k − µ(βn))2. (5)
In general, we consider a feature fn to be a candidate for selection in RENT if
1. it has a high score c(βn), i.e. it is selected by elastic net in many of the K models,
2. it is stable, i.e. the parameter estimates do not alternate between positive and negative signs throughout the K
models,
3. it has consistently high non-zero model parameter estimates with low variance across the K models.
These three simple and transparent requirements may be formulated in corresponding mathematical expressions to form
three quality metrics for assessing a feature fn:
τ1(βn) = c(βn), (6)
τ2(βn) =
1
K
∣∣∣∣ K∑
k=1
sign(βn,k)
∣∣∣∣, (7)
τ3(βn) = pK−1
 µ(βn)√
σ2(βn)
K
 , (8)
where pK−1(.) denotes the cumulative density function of Student’s t-distribution with K − 1 degrees of freedom.
Regarding the second quality metric τ2(βn), the ideal situation would be that all parameter estimates have the same
sign, (either positive or negative), but given the fact that there are usually differences across the estimated models
when K is not very small, we must expect that the signs may differ. τ2(βn) simply allows the user to define a required
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Table 1: Datasets used for evaluation of the feature selection methods. The size of each dataset is
denoted via the number of features (N =# feat) and the number of observations (P =# obs) along with
the sizes of the train and test sets.
category dataset source size# feat # obs (train/test)
classification
c0 synthetic dataset Python1 1000 175/75
c1 MNIST (0-1)2 LeCun & Cortes [25] 784 12665/2115
c2 MNIST (4-9)2 784 11791/1991
c3 Wisconsin breast cancer Wolberg et al. [26] 30 399/170
c4 Dexter text classification Guyon et al. [27] 20000 300/300
c5 OVA Lung Stiglic & Kokol [28] 10935 1083/462
regression r0 synthetic dataset Python
1 1000 175/75
r1 Milk protein dataset Liland et al. [29] 6179 45/45
1 Datasets were produced using scikit-learn [30] functions make_regression and make_classification,
respectively.
2 MNIST (x-y) denotes that only instances with classes x and y were used, ignoring all other classes.
minimum proportion of the parameter estimates to have the same sign. The third quality metric τ3(βn), identifying
consistently high model parameter estimates, is chosen such that it corresponds to the well-known statistical Student’s
t-test with rejection of the null hypothesis
H0 : µ(βn) = 0.
In case that the null hypothesis holds, the test statistic
T =
µ(βn)√
σ2(βn)
K
will follow a Student’s t-distribution with K − 1 degrees of freedom. The deployed term evaluates the probability of
the test statistic under the H0-distribution and thus provides a thresholding at the chosen level of significance.
In order to define criteria for feature selection from these quality metrics τ1(βn), τ2(βn) and τ3(βn), we introduce
corresponding threshold values t1, t2, t3 ∈ R+. Specifically, a feature fn ∈ F is added to the selected feature set F ,
iff it satisfies all three criteria, i.e. τi ≥ ti,∀i ∈ {1, 2, 3}. In this regard, these quality metrics may be considered as
hyper-parameters of the RENT method, allowing the user to regulate the feature selector by tuning the thresholds t1,
t2 and t3. The cardinality of F increases, if any of these thresholds is decreased and vice versa. All three metrics,
τ1, τ2 and τ3, are bounded by the intervals [0, 1], which facilitates the specification of appropriate thresholds. Since
τ3 is designed to represent a Student’s t-test, we can derive the threshold t3 from a 5% or 1% significance level,
corresponding to the thresholds t3 = 0.975 and t3 = 0.995, respectively.
3 Experiments
3.1 Experimental setup and datasets
The experimental evaluation of RENT will be performed in two parts: first, we demonstrate the validity of the overall
concept in a feasibility study in Section 3.4. Second, we underline the performance of our method in an extensive
comparison with state-of-the-art feature selectors, in Section 3.5. Furthermore, we provide a novel approach to
interpretability based on an analysis of single training objects from an example dataset (see Section 3.6). Evaluations
are performed on multivariate datasets from various domains, including real-world data and synthetic data for binary
classification and regression tasks, see Table 1. The broad selection of datasets demonstrates the flexibility and universal
applicability of RENT.
As mentioned above, any algorithm that can be used in combination with elastic net may be applied with RENT. In
this study, all evaluations are performed using LMs for regression problems and logistic regression for classification
problems. The scheme of executing the experiments is demonstrated in Figure 1: initially, each dataset (c0 - c5 for
binary classification; r0 and r1 for regression) is split into a (full) training set Xtrain and a test set Xtest (see last
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Figure 1: The scheme depicts the training and evaluation pipeline applied to all feature selection methods. In this figure,
RENT is represented by the blue frame. When using other feature selection methods the blue RENT frame is replaced
by the other feature selectors, listed in Table 2.
Table 2: State-of-the-art feature selection techniques that
are compared to RENT.
category method implementation
ensemble standard elastic net [23] Python [30]
filter
Laplacian score [5] R [31]
Fisher score [4] R [31]
mRMR [7] R [32]
ReliefF [33] Python [34]
wrapper Recursive Feature Python [30]Elimination [13]
column in Figure 1). Xtrain will form the starting point for each feature selection method used in this study. Next,
for each dataset we train a baseline or benchmark model M◦ on Xtrain with the full set of features. Based on the
subset of features delivered by the feature selector, Xtrain is transformed into the feature-reduced training set X?train
by removing non-selected columns. Thereafter, we train the final model M? on the feature-reduced training set X?train.
Evaluation is based on comparing the prediction performance obtained from M◦ and M? on the previously unseen test
data Xtest using suitable performance metrics for classification and regression. Note that we have one baseline model
M◦, and one model M? for each feature selection method.
We compare RENT to a variety of state-of-the-art methods from all three feature selection categories: filter, wrapper and
ensemble methods. The deployed algorithms are summarized in Table 2. For each of them, software implementations
are publically available. To compare RENT to a traditional embedded method, we apply a standard elastic net (ENET)
regularization as feature selection for an LM or logistic regression model, respectively. As representatives of filter
methods we consider Laplacian score (L-score), Fisher score (F-score), mRMR and a representative of the relief family,
reliefF. We select the top features according to the scores provided by each filter method. Further, we study the behavior
of recursive feature elimination (RFE) representing a wrapper approach.
3.2 Elastic net parameter selection
As mentioned above, in this study we use (I) logistic regression with elastic net regularization on the classification
problems (datasets c0 - c5); (II) LM with elastic net regularisation for the regression problems (datasets r0 and r1).
Prior to conducting feature selection with RENT, we need to estimate the best performing combination of elastic net
parameters α and γ (2) for each dataset using cross-validated grid search. More precisely, we evaluate all parameter
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combinations of γ ∈ {1e−2, 1e−1, 1} and α ∈ {0, 0.1, 0.25, 0.5, 0.75, 0.9, 1}, where each parameter combination
is trained independently on a partitioned subset of Xtrain in a 5-fold cross-validation manner. Note that for the
classification experiments, the training data were stratified across folds, to ensure similar class balance in each fold.
Across the five folds, the performance of each elastic net parameter combination is assessed by computing the harmonic
mean of the average Matthews correlation coefficient (MCC) [35] or the coefficient of determination (R2) [36] for
classification and regression, respectively. Furthermore, the averaged percentage of non-selected features across the five
folds was taken into account. Maximizing with respect to these two measures, we account for both model performance
and regularization intensity.
Once we obtained optimal elastic net paramters α and γ for a given dataset, all ensemble models M1, . . . ,MK in
RENT are trained using these same paramters. For this study we selected the number of models to be used in RENT to
K = 100. If computation time is critical, the user can set K to a lower number, but one needs to keep in mind that the
distribution of the weights may be insufficiently covered. For each model Mk in the ensemble, we train the model on a
sample X(k)train from Xtrain selected randomly and without replication.
As mentioned above, the cutoff parameters for selection criteria τ1, τ2 and τ3 can be set by the user. To illustrate some
of the effect of choosing different cutoff parameters, we conduct feature selection with RENT using the following two
cutoff-parameter combinations δ1, δ2 ∈ {δ = (t1, t2, t3)} ⊂ [0, 1]3:
δ1 = (0.9, 0.9, 0.975), (9)
δ2 = (1.0, 1.0, 0.975). (10)
In the case of dataset r1 (see Table 1), δ3 = (0.2, 0.2, 0.975) is selected as the cutoff threshold combination since the
cutoff-paratmeter combinations δ1 and δ2 proved to be too restrictive with regard to the number of selected features (no
features selected at all).
3.3 Evaluation criteria
For the quantitative evaluation of the prediction performance in classification settings we use two different measures:
F1-score (F1) and Matthews correlation coefficient (MCC). The F1-score is the harmonic mean of precision (PR) and
recall (RC). Denoting the entries of the confusion matrix by TP (true positive), FP (false positive), FN (false negative)
and TN (true negative), as well as the row sums of by P (positive) and N (negative), the performance measures are
defined as follows:
PR =
TP
P
, (11)
RC =
TP
TP + FN
, (12)
F1 = 2 · PR ·RC
PR+RC
, (13)
MCC =
TP · TN − FP · FN√
P (TP + FN)(TN + FP )N
. (14)
Note that F1-scores can be calculated for both classes 0 and 1 separately, depending on which class is considered as
"positive". F1 is more appropriate than accuracy for imbalanced class distributions (as accuracy is dominated by the
major class), but does not take into account TN. If both classes are equally relevant in the prediction problem and the
number of TN samples is high, MCC provides more representative results. F1-score, precision and recall are bounded
between [0, 1], where 0 represents a complete disagreement between predicted and actual class and 1 denotes a perfect
match. MCC is bounded between [−1, 1], where −1 denotes that all samples are classified incorrectly, 0 indicates
complete randomness and 1 denotes correct classification of each sample, respectively.
For regression problems we evaluate the root mean squared error of prediction (RMSEP) on the test dataset Xtest with
cardinality Itest, defined as
RMSEP =
√√√√ 1
Itest
Itest∑
i=1
(yi − yˆi)2, (15)
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Table 3: Results and regularization parameter combinations
for RENT and feasibility study setups (FS1) and (FS2) in
experiment 1. The number of features selected by RENT
(sel.) is provided along with the total number of features in
each dataset. Performance evaluation is based on Xtest using
performance metrics MCC (classification datasets c0-c5) and
R2 (regression datasets r0 and r1).
data- param. # features MCC / R2
set γ α sel./total RENT (FS1) (FS2)
c0 1 1 8 / 1000 0.55 0.05 -0.01
c1 10 0.9 85 / 784 0.991 0.991 0
c2 10 0.9 150 / 784 0.95 0.86 0
c3 10 0.9 6 / 30 0.96 0.87 -0.01
c4 10 1 5 / 20000 0.33 0 0.05
c5 10 0.9 9 / 10935 0.88 0.08 0
r0 10 1 16 / 1000 0.99 -0.93 -0.11
r1 1 0.25 7 / 6179 0.94 -0.93 -0.11
1≥ 0.99
and the coefficient of determination (R2),
R2 = 1−
Itest∑
i=1
(yi − yˆi)2
Itest∑
i=1
(yi − y¯)2
, (16)
where yi represents the true output of sample xi, yˆi represents the prediction of yi and y¯ represents the mean of the
outputs yi, i ∈ {1, . . . , Itest}. While RMSEP is always positive and must be minimized, R2 may take negative values
but has an upper bound of 1 and must be maximized.
3.4 Experiment 1: feasibility of RENT
Before conducting experiments with RENT, we use the grid search heuristic described in Section 3.2 to identify the
best performing combination of elastic net parameters γ and α for each dataset (see column named "param." in Table
3). Furthermore, we provide the number of selected features (column “# features sel.”) and prediction performance
(column "RENT") after application of RENT to each dataset. The same elastic net parameter combinations γ and α are
then used for RENT in the following experiments for the respective datasets.
In general, we observe a trend towards strong L1 penalty, with α > 0.9 for seven out of eight datasets. Comparing the
number of features selected with RENT, to the full number of features for each dataset, we see that RENT disregards a
large number of features while achieving high prediction scores except for dataset c4.
To demonstrate the validity of features selected with RENT, we apply the following feasibility study setups (FS1) and
(FS2):
(FS1) compute the average prediction performance from randomly drawn features of the full feature set over 100
independent runs (for each run the number of drawn features is equal to the number obtained from RENT),
representing randomized information in the feature selection step,
(FS2) compute average prediction performance using the final RENT model over 100 independent runs, but on a test
set with randomly permuted labels within each run, representing randomized information in the prediction
step.
For the classification datasets, we use the MCC as metric to assess the prediction results, while for the regression
datasets, R2 is used. In this feasibility experiment RENT is evaluated using the cutoff threshold setting δ1 from (9).
The experimental results in Table 3 demonstrate that for all datasets RENT performs significantly better than the two
validation approaches and hence, represents a valid feature selection technique. (FS2) is close to 0 across all datasets as
one would expected from the definition of MCC and the fact that the labels from the test set were randomly permuted.
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Figure 2: A visualization of features selected by RENT for the MNIST datasets c1 and c2 from the 28 × 28 images of
the numbers: class pairs 0-1 (left) and 4-9 (right). Selected features are shown in white.
(FS1) performance is either equal to or only slightly below the performance of RENT for dataset c1, c2 and c3, that is
three out of the eight datasets. This may be explained by the information contained in each feature in these specific
datasets: especially two-class subsets extracted from MNIST contain many mutually or highly correlated features.
Substituting the selected features with highly correlated features excluded in the feature selection process may thus
result in similar predictive power.
RENT feature selection results for MNIST (datasets c1 and c2) are visualized in Figure 2. We observe that (a) different
features are relevant for distinguishing the class pairs 0-1 and 4-9 and (b) while features relevant for 0-1 are typically
located in the center of the image, those relevant for 4-9 are more distributed across the image.
3.5 Experiment 2: feature selection method comparison
In this section we compare RENT to (I) six state-of-the-art feature selectors applied to the classification datasets; (II)
four feature selectors applied to the regression datasets; (III) a baseline model M◦ without feature selection. Note that
RENT and ENET do not require the number of selected features to be set before usage, in contrast to the other methods
(see Table 2). The number of selected features will depend on γ and α for both ENET and RENT. In addition, for RENT
the selection criteria τ1(βn), τ2(βn) and τ3(βn) and their respective cutoff values t1, t2, t3 will also have an influence.
In general, the higher t1, t2, t3 are chosen, the fewer features will be selected. For fair performance comparison of the
investigated methods, the size of the selected feature set, which is an input parameter for all methods except for RENT
and ENET, is adjusted to the number of features returned by RENT. Two such setups are denoted by s1 and s2. All
model parameters used for the state-of-the-art methods such as the neighborhood graph construction in L-score or the
stepsize in RFE are set to the default values, regularization parameters for ENET are set to those used for RENT, see
Table 3.
Results for all datasets and methods are provided in Tables 5, 6 and 7 for classification datasets and in Tables 8 and 9
for regression datasets.
Overall, RENT is applicable for so-called long-thin (many samples, few features) as well as short-wide (few samples,
many features) datasets. For classification RENT achieves results that are competitive with the best results of the other
methods, commonly with fewer features. With the regression datasets RENT achieves superior performance scores
compared to other methods and on par with ENET (see Table 4). In general, ENET is not able to restrict the number of
features as efficiently as RENT. L-score appears to provide the poorest performance scores, which might result from its
unsupervised setup. On the other hand, F-score performs well, even if a low number of features is specified. The reliefF
method achieves good results on the cancer datasets c3 and c5. Both F-score and reliefF are not applicable to regression
problems using the available implementations. mRMR is among the best methods in the comparison, but performs
poorly for the MNIST datasets c1 and c2. Likewise, RFE yields good results, but is computationally expensive for large
datasets, which is a major drawback (does not execute in reasonable runtime for dataset c2). Dataset c4 is of particular
interest since contradictory behavior can be observed among the feature selectors: while RENT and F-score perform
well in predicting class 0 (see Table 5), the other methods achieve higher scores for class 1 (see Table 6). Hence, we can
assume that the features selected from c4 provoke a bias towards class 0 or class 1, respectively. In terms of MCC,
which accounts for both classes equally, the best results are achieved by RENT and F-score.
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Table 4: Number of features specified as input setups
s1 and s2 for L-score, F-score, mRMR, RFE and
reliefF (model input), as well as number of features
selected by RENT using parameter setups δ1 and δ2
and δ3 and ENET (model output).
dataset input setups RENT ENET
s1 s2 δ1 δ2 δ3
c0 10 20 8 1 - 314
c1 50 100 85 45 - 302
c2 100 150 150 86 - 476
c3 5 10 6 5 - 11
c4 5 10 5 4 - 125
c5 10 50 9 4 - 725
r0 10 20 16 13 - 27
r1 5 10 - - 5 7
Table 5: F1 scores results with respect to class 0 for classification datasets.
dataset none RENT ENET L-score F-score mRMR reliefF RFE
δ1 δ2 s1 s2 s1 s2 s1 s2 s1 s2 s1 s2
c0 0.72 0.77 0.63 0.72 0.68 0.65 0.75 0.75 0.7 0.7 0.57 0.56 0.58 0.62
c1 0.991 0.991 0.991 0.991 0.89 0.991 0.991 0.991 0.64 0.97 0.96 0.96 0.991 1
c2 0.97 0.97 0.97 0.97 0.76 0.86 0.94 0.96 0.53 0.7 0.89 0.89 x x
c3 0.98 0.99 0.98 0.98 0.98 0.99 0.98 0.98 0.96 0.991 0.92 0.97 0.97 0.97
c4 0.48 0.72 0.72 0.46 0.05 0.05 0.72 0.72 0 0.03 0.09 0.11 0.48 0.48
c5 0.97 0.99 0.99 0.99 0.96 0.97 0.99 0.99 0.99 0.99 0.99 0.99 0.991 0.991
1≥ 0.99
For regression datasets, RENT is likewise among the top performing methods as shown for datasets r0 and r1 (see Table
8 and Table 9). Again, the tradeoff between performance and number of selected features is remarkable since top-scores
could be achieved by very small feature sets.
In summary, RENT performs well on all experimental datasets presented in this study. Although slightly surpassed by
other methods on specific datasets, we can observe that (a) RENT is consistently among the best performing methods,
(b) if outperformed by others, the difference is mostly in a negligible range, and (c) the often lower number of features
selected by RENT is a clear benefit. RENT does not fail for any of the presented datasets, whereas all other methods
show weaknesses on at least one dataset, with regard to either a very large number of selected features (e.g. ENET) or
poor predictive quality.
Table 6: F1 score results with respect to class 1 for classification datasets.
dataset none RENT ENET L-score F-score mRMR reliefF RFE
δ1 δ2 s1 s2 s1 s2 s1 s2 s1 s2 s1 s2
c0 0.72 0.78 0.68 0.72 0.68 0.71 0.74 0.8 0.71 0.73 0.55 0.53 0.6 0.6
c1 0.991 0.991 0.991 0.991 0.92 0.991 0.991 0.991 0.81 0.97 0.97 0.97 0.991 0.991
c2 0.97 0.97 0.97 0.97 0.78 0.88 0.94 0.96 0.76 0.81 0.90 0.90 x x
c3 0.97 0.98 0.97 0.97 0.96 0.97 0.97 0.97 0.93 0.98 0.86 0.95 0.94 0.93
c4 0.66 0.47 0.47 0.66 0.67 0.67 0.47 0.47 0.66 0.65 0.67 0.67 0.67 0.66
c5 0.76 0.89 0.87 0.92 0.05 0.87 0.87 0.87 0.92 0.88 0.86 0.84 0.93 0.89
1≥ 0.99
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Table 7: MCC results for classification datasets.
dataset none RENT ENET L-score F-score mRMR reliefF RFE
δ1 δ2 s1 s2 s1 s2 s1 s2 s1 s2 s1 s2
c0 0.45 0.55 0.30 0.45 0.37 0.36 0.51 0.54 0.42 0.44 0.13 0.10 0.17 0.24
c1 0.991 0.991 0.991 0.991 0.81 0.98 0.991 0.991 0.56 0.94 0.93 0.93 0.991 0.991
c2 0.94 0.95 0.94 0.94 0.55 0.74 0.87 0.91 0.46 0.59 0.80 0.80 x x
c3 0.95 0.96 0.95 0.95 0.94 0.96 0.95 0.98 0.90 0.97 0.79 0.92 0.90 0.90
c4 0.19 0.33 0.33 0.18 0.08 0.05 0.33 0.33 -0.08 -0.11 0.10 0.12 0.00 -0.48
c5 0.76 0.88 0.86 0.92 0.08 0.65 0.86 0.86 0.91 0.87 0.86 0.82 0.93 0.88
1≥ 0.99
Table 8: RMSEP results for regression datasets.
dataset none RENT ENET L-score mRMR RFE
δ1 δ2 δ3 s1 s2 s1 s2 s1 s2
r0 201.38 22.99 32.96 21.73 226.03 235.55 111.71 94.64 79.21 50.85
r1 0.10 0.011 0.011 0.35 0.2 0.1 0.1 0.14 0.14
1≤ 0.01
3.6 Analysis of training objects
Besides the competitive results of feature selection using RENT, the fact that RENT is built on summary statistics of an
ensemble of models can be exploited for improving the understanding and interpretability of results on a single-object
level. For this purpose, we analyze the predictions of individual samples across all models Mk, k = 1, . . . ,K. We
observe the distribution of correct and/or incorrect classifications of single objects in Xval and gain insight to how
consistently a sample is assigned to its true class. From a statistical perspective, this allows us to identify objects with
deviating properties in the investigated dataset and quickly identify samples that are difficult to classify correctly and
vice versa.
Given an element xi ∈ Xkval, the logistic regression model Mk outputs a class probability yˆi of xi being assigned to
class 1 (ProbC1). If yˆi ≥ 0.5, then xi is assigned to class 1, otherwise class 0. Among the K models built within
RENT, we obtain a ProbC1 value each time an element xi appears in the validation set. Aggregating this information by
sample we can derive statistics and describe the distribution of the ProbC1s for each sample by a histogram, as shown
in Figure 3. These results are generated from dataset c3 (Wisconsin breast cancer), where incorrect predictions provide
evidence for patients which are hard to classify or show different characteristics than others. Such information may be
of high relevance, for example for medical experts to understand why some patients are difficult to classify correctly,
and some are not. These difficulties may come from issues like non-representativeness, other dominating phenomena in
the measured features or mislabeling
In Table 10, a quantitative summary of Figure 3 is presented. Four different patients in the dataset are selected and
observed during the RENT feature selection. Given a patient, who is identified by the row number from the original
dataset, ’# val set’ is the number of models, where the patient was part of the validation set (the experiment was
conducted with a total number of 100 models), true class denotes the true class membership of the sample and ’#
incorrect’ denotes the number of models predicting a wrong class label. Finally ’% incorrect’ is the percentage of
models delivering incorrect class assignments of the patient.
Table 9: R2 results for regression datasets.
dataset none RENT ENET L-score mRMR RFE
δ1 δ2 δ3 s1 s2 s1 s2 s1 s2
r0 0.06 0.991 0.98 0.991 -0.18 -0.28 0.71 0.79 0.86 0.94
r1 0.87 0.94 0.94 -0.50 0.49 0.81 0.93 0.69 0.74
1≥ 0.99
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Figure 3: Distribution of the ProbC1s for patients 3, 6, 121 and 168 estimated by K different models of RENT. While
patients 3 and 6 are clearly assigned to class 1 or 0, patients 121 and 168 show more uncertain class assignments.The
first axis shows the ProbC1s, the second axis shows the absolute frequencies.
Table 10: Summary table of the incorrect predictions of four
patients from the Wisconsin breast cancer dataset (dataset c3),
see Figure 3.
sample # val set true class # incorrect % incorrect
3 25 1 0 0
6 15 1 15 100
121 18 1 8 44.4
168 24 0 2 8.3
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Together with Figure 3, this evaluation demonstrates that patient 3 was represented 25 times in the validation set
Xval, the patient’s true class is class 1 and was never assigned to the incorrect class. Patient 6, on the other hand, was
represented in the validation set 15 times and is predicted incorrectly 15 times, resulting in 100% incorrect predictions.
This kind of information may be of specific interest to the medical experts, providing more insight than one would get
from only one prediction with a single model. As can be seen, patients 121 and 168 have a high level of uncertainty
regarding the assignment to either class. The first is assigned to the wrong class by 44.8% of the models, while the
latter is assigned to the wrong class by 8.3% of the models. Providing this type of information on stability of assigning
a sample to a specific class may provide a good starting point for detailed studies on how a hard-to-classify sample may
be different from samples that are consistently assigned to the correct class. This is only possible because RENT trains
K models that result in distributions of class probabilities, rather than only a single prediction.
4 Discussion
Our extensive experiments show that the application of RENT increases the prediction performance over models
using the full set of features for some of the investigated datasets. In comparison to other feature selectors, RENT
consistently ranges among the best of all investigated methods across all datasets tested in this study. Overall, prediction
performances are also effected by the fact that the final classification/regression models (logistic regression or ordinary
linear models, respectively) cannot cover the complexity of all datasets equally well, regardless of the feature selection
approach. The initial intention of RENT is to target short-wide datasets, which are particularly challenging. In the
presented evaluations, datasets c4 (Dexter text classification), c5 (OVA Lung) and r1 (Milk proteins) clearly fall into
this category. While informative features from c5 can be efficiently selected by almost all methods, RENT performs on
par with the best competing methods on all classification and regression datasets, underlining the excellent performance
in such cases.
Apart from short-wide data, RENT is well suited for situations where little background information is available about
a dataset, since the number of features does not have to be specified as an input parameter. Even though we achieve
competitive performance, the number of features selected by the procedure for the tested datasets is comparably
low, which is a strength of RENT with regard to interpretability of results. In addition, the object-wise visualization
we provide in Section 3.6 can provide previously unseen insights into the properties of the dataset, which may be
particularly relevant e.g. for medical applications, but also in general.
Robustness is another strength of RENT, which can be achieved by the extensive use of drawing subsamples from the
training set. Particularly ENET, which is used as a benchmark in the experiments and achieves high performance on
multiple datasets, is highly susceptible to poor initializations and hence rather unreliable selection of features. Although
computationally intensive, RENT is less susceptible to poor initializations or convergence issues of optimization
routines associated with least squares estimates compared to other approaches.
In total, RENT has five model parameters to adjust by the user: two account for regularization intensity (α and γ)
and three control the strictness of feature selection (t1, t2 and t3). For the regularization parameters, we provide a
heuristic approach to calculate these as a preprocessing step to the feature selection method. For most datasets in our
evaluation, this choice proved to be accurate in practice and can be used for single-run elastic net models as well. For
the cutoff parameters, we provide evaluations with two different settings to demonstrate their effect: if a lower number
of features is desired to increase interpretability, the more restrictive threshold setting should be preferred, whereas the
best performance can usually be achieved using a higher number of features. Thus, the selection of an optimal threshold
setting for the specific use-case can be adjusted by the user.
A limitation of RENT is the high computational effort due to numerous resampling and retraining steps of the individual
models. Feature selection is, in general, a computationally expensive problem and hence, stability and robustness of
results comes at the cost of longer runtime and/or high hardware requirements. In particular, we measured the runtimes
of feature selection methods compared in Section 3.5 on dataset c0. Runtime results are presented in Table 111. During
evaluation, RENT requires longer runtime than other feature selection techniques on this dataset. Yet, note that the
implementation of RENT deployed in this study is not fully optimized at the time the experiments were conducted,
while most other methods are obtained from mature software packages in R or Python.
In the current formulation, RENT is only applicable for binary classification and regression. However, a multiclass
classification problem can be split into a number of binary problems, using schemes such as one-vs-one (OVO),
one-vs-all (OVA) or error-correcting output coding (ECOC), as described in [37].
1All results were acquired by running R 4.0 and Python 3.6 on a Windows 10 machine with a 4-core Intel i5 CPU 1.8 GHz and
512 GB RAM.
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Table 11: Runtimes of feature selection algorithms applied
on classification dataset c0 in seconds.
ENET RENT L-score mRMR reliefF RFE
< 1 180 < 1 < 1 < 1 18
5 Conclusion
In this work, we presented a feature selection technique for classification and regression. The algorithm builds on the
idea of training multiple elastic net regularized models on different training data subsets. We define feature importance
criteria based on the empirical distribution of feature-wise model coefficients. Features are selected if their associated
weights are regularly assigned high non-zero values with stable signs among the individual models. Using three cutoff
parameters, the user has the possibility to steer the strictness of the procedure and, at the same time, is not obligated to
specify the desired number of features a priori.
We provided experiments on datasets from different disciplines demonstrating that RENT is effective with regard to
quantitative performance measures, as well as interpretability and robustness. Further, we introduced a data visualization
technique for results from binary logistic regression models, advancing single-object interpretability.
As future work on the RENT methodology, we plan to embed the described procedure into a Bayesian statistics
framework, providing the user with more possibilities to specify prior knowledge about the investigated dataset. Further,
we will extend the software implementation of RENT to make it user-friendly and increase its efficiency to overcome
the computational burden.
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