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By applying multiuser detection techniques, receivers today can decode mul-
tiple packets transmitted simultaneously over a channel. Known as multipacket
reception (MPR), this presents a physical layer model signiﬁcantly diﬀerent from
the one that practical design and theoretical analysis of many network protocols
have traditionally assumed. The principal objective of this study is to consider the
design of eﬃcient multiple access communication systems for this new model.
Speciﬁcally, we investigate the maximum stable throughput attainable with
decentralized control using channel sense multiple access (CSMA), which has not
previously been studied with MPR. We show CSMA provides throughput gain over
slotted ALOHA (S-ALOHA), the non-channel-sensing protocol of choice. However,
we also ﬁnd that this gain diminishes as the physical layer strength increases,
thereby diminishing the need for channel sensing.
Searching for improvements, we investigate the generalized CSMA protocols
which allow new transmissions to begin even when the channel is already in use,
provided the usage level is below capacity. In addition, we also analyze the eﬀects
of implementing collision detection (CD). We ﬁnd that generalized CSMA provides
a moderate improvement in throughput compared to the signiﬁcant improvement
that CD aﬀords. This is attributable to CD’s shortening of the time that corruptedtransmissions occupy the MPR channel, thus increasing any new transmission’s
success probability. As generalized CSMA/CD oﬀers little improvement over the
simpler classical CSMA/CD, we conclude the latter suﬃces for satisfactory im-
provement. We also present a novel CD method applicable not only to wireline
but also to wireless networks.
Finally we investigate the general multiaccess protocol’s capacity with MPR.
We ﬁnd that, if the expected number of successes is maximized in the limit of in-
ﬁnitely many simultaneous transmissions, then S-ALOHA and CSMA are optimal.
We also establish an upper bound on the throughput of decentralized multiaccess
protocols operating on channels not satisfying this condition. The gap between the
channel capacity and said upper bound is informative about the cost of decentral-
ization. This gap also narrows as the physical layer’s ability to separate packets
gets stronger, thus corroborating existing theories that suggest there is less need
for multiple accessing for strong MPR channels.Biographical Sketch
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xiChapter 1
Introduction
It is a recognized trend that technologies always become better and more econom-
ical with time. As shown in recent years, this has been the case for telecommuni-
cations technologies, with networking devices of higher data rates and lower costs
constantly becoming available to users. Part of the impetus that drives this rapid
progress is the fruitful research in manufacturing cheaper and more powerful semi-
conductor devices. And in turn, more sophisticated techniques and algorithms that
improve performances can be supported. Theoretical results that were previously
deemed too computationally intensive can now be implemented in applications
sold at reasonable prices. Nonetheless, researchers also continue to develop new
ways and theories that improve on existing techniques, some of which may only
be supported by more powerful devices that would come later in time; and so this
technological cycle continues.
In particular, by being able to apply more complicated techniques in signal
processing, modulation and coding, receivers today can separate and correctly de-
code multiple packets transmitted simultaneously over a common medium. For
instance, the system can implement code division multiple access (CDMA) meth-
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ods so that each user employs a multiuser code to either encode their packets at
the data level or spread them at the modulation level. Then when these signals are
received, along with those sent at the same time by others, a receiver can employ
various multiuser detection (MUD) techniques (like those documented in [86] and
the references therein) to decode the data sent by each user. Or, users can embed
designated symbols in their packets so that a receiver can use signal processing
techniques like that in [90] to resolve the individually sent data. And since the
wireless environment is a frequent source of channel fading and multipath eﬀects,
multiple antennas can exploit these randomness by using orthogonal space-time
block codes (STBC) so that space division multiple access is achieved [48].
These physical layers are known as multiple packet reception (MPR) channels
and are signiﬁcantly diﬀerent from the classical collision channel model that prac-
tical design and theoretical analysis of many network protocols have traditionally
assumed. Namely that a transmitted packet is considered successfully received as
long as it does not overlap (or “collide”) with another. While this model probably
reﬂects the prevailing technologies possible for physical layers in networks during
the late 1970’s when research and demand in this area is burgeoning, it is clearly
not representative of what is possible with today’s MPR methods — perhaps this
is yet another illustrative evidence of how much communications theory and tech-
nologies have advanced.
And in fact currently there exist mass-producible semiconductor devices that
can perform the many MUD theories discussed above. For example, the various
proposals [46][18][63] that advocate multiple input multiple output (MIMO) tech-
niques via multiple antennas to the IEEE 802.11n Working Group, who studies
and decides on the next version of wireless local area networks (LANs) standard,3
are signs that current hardware devices can support complicated MUD techniques.
Presented with these potent hardware technologies, ergo, it is our role as engi-
neers to push along to the next step in the technological cycle by matching them
with the best potential applications. As such, in recent years there have been many
research reported on the design of networks with MPR-capable physical layers. Re-
searchers have been investigating on an idea known in the literature as cross-layer
design for wireless networks with MPR capabilities [82], which investigates on the
best way to design the multiple access control (MAC) and physical layers together,
since there are much more optimizable parameters for consideration. And because,
while certainly a better physical layer alone will improve network performance, the
overall improvement could be greater or even achieve optimum if there is suitable
cooperation when scheduling packet transmissions.
A case in point is carrier or channel sense multiple access (CSMA) communi-
cations [45], which previously has not been studied under the MPR model. CSMA
refers to a family of random multiple access schemes with which stations with
packets to transmit will attempt to do so only when the channel is detected to be
idle of activities. It is a well known and eﬃcient enhancement to Slotted ALOHA
(S-ALOHA), the fundamental random multiple access protocol.
Our lack of insight about CSMA over MPR is a matter of immediate concern,
especially due to CSMA’s popularity among current wireless networks. For exam-
ple, the MAC layer of the widely adopted IEEE 802.11 wireless LAN standards
[37][38][39] are instances of CSMA. These standards not only lack MPR support,
but also provide no cross-layer cooperation since the exponential-backoﬀ algorithms
in their MAC layers do not consider the channel-state information gained through
channel sensing. And consequently, as illustrated by Cal` ı et al. [12], the MAC4
eﬃciencies of 802.11 protocols are suboptimal. Thus it is clear that their perfor-
mances over the existing wireless channel can be improved. Since CSMA protocols
can also be applied to wireless sensor [2] and RFID networks [87], the study on
CSMA on MPR channels will have widespread applicability. Doing this is one of
the main motivations of the work presented in this dissertation.
In Chapter 2, we investigate the stability of CSMA for the MPR channel model
and derive the maximum stable throughput (MST) attainable with decentralized
control. We employ the general symmetric MPR channel model introduced by
Ghez et al. in [26], in which the successful reception probabilities depend only on
the number of packets transmitted in the slot. By modelling the MPR physical
layer with this probabilistic abstraction, our analysis is freed from the various
complicated details involved with receiver design.
In this work we found that while channel sensing does provide throughput
gains over S-ALOHA, this improvement eventually diminishes as the physical layer
strength becomes stronger; and so the lesser we would need channel sensing. It
turns out that this interpretation is consistent with the conclusion made in [66]
that under such condition it becomes unnecessary for scheduling in a multiaccess
channel and so the enhancements from channel-sensing becomes less needed as
well.
The CSMA protocols considered in Chapter 2, which are the MPR versions of
the classical CSMA method introduced for collision channels in [45], actually do
not always utilize the MPR channel at its capacity. Inherent in the classical CSMA
protocol, once the channel is occupied it stays unchanged with the same number
of transmissions for the complete packet duration even if this is less than what
the MPR capability can accommodate. Clearly, we can improve the protocol’s5
throughput if new transmissions can begin even when the channel is occupied,
provided its MPR strength can still support them. We call this type of channel
sensed random access generalized CSMA and study its performance over MPR in
Chapter 3.
Although we found that generalized CSMA on MPR channels do perform better
than that with classical CSMA, but the increase in throughput is only moderate.
Motivated by this, we discover that this can be attributed to the time wasted on
the channel by unsuccessful transmissions. As transmissions become corrupted,
they continue to occupy the channel stalling the channel’s capacity and lowering
the success probability for the new overlapping transmissions. Because of that, if
collision detection (CD) is implemented, colliding stations would have stopped their
transmissions well before their packets end, freeing up the channel sooner. This
approach should also improve performance. We study the improvement of classical
and generalized CSMA/CD in Chapter 4. Our results indicate that while both CD
enhancements perform much better than the other two non-CD enhanced versions
of CSMA, the diﬀerence between classical CSMA/CD and generalized CSMA/CD
is quite minimal. However, since generalized CSMA/CD could be signiﬁcantly
more involving to implement than classical CSMA/CD, we conclude that in those
cases classical CSMA/CD should provide satisfactory improvements.
Due to constraints inherent in RF systems, it is commonly agreed that collision
detection is more diﬃcult to implement in CSMA-based wireless networks than in
wired ones. However, by applying ideas from the busy-tone solution for hidden
terminals and using existing solutions for RF communications, we can devise a
novel and simple method to reliably detect collisions for the wireless channel. This
is presented in Chapter 4 as well.6
Unfortunately, even with collision detection, we see that CSMA still does not
achieve channel capacity. This contrasts starkly with other centralized cross-layer
designed MPR protocols like [91] and [92] which do attain capacity, or similarly,
when the physical layer strength is above a certain threshold in ﬁnite user networks
[66]. Driven by this motivation, in Chapter 5 we investigate the capacity of general
decentralized multiple access protocols for inﬁnite population on MPR channels.
Interestingly, we ﬁnd if the expected number of successes is maximized in the limit
of inﬁnitely many simultaneous transmissions, then S-ALOHA and CSMA are in
fact optimal.
And for channels that do not satisfy this condition, we upper bound their
capacity by extending Molle’s genie-aided algorithm. In general we ﬁnd that there
is a consistent gap between channel capacity and the upper bound. We speculate
that this represents the costs for being decentralized. However, this gap narrows
as the physical layer becomes stronger and the multiaccess throughput approaches
that of the channel’s capacity. These results again are consistent to those set
forth by [66] that under such condition it becomes unnecessary for scheduling in a
multiaccess channel. Therefore, our ﬁnding corroborates with existing results and
strengthens this theory. Our results obtained here can provide valuable insights
into the performance limits of decentralized multiple access with MPR.
Delay and energy eﬃciencies are also two important aspects in random access
communications, however, they are largely unconsidered in this work and remain
open problems. In Appendix B we present a study on the delay and energy eﬃ-
ciencies of CSMA protocols, focusing on their tradeoﬀs with each other and with
throughput. We hope that this can become a good starting point for future work
on such aspects with MPR.7
Although, as pointed out above that there is no MPR support in the current
802.11 wireless LANs standards, interestingly, their PHY layers do employ MPR
techniques like spread spectrum and orthogonal frequency division multiplexing.
But, they are used: 1.) to combat narrowband interference in the unlicensed
radio-bands where these standards and other RF applications co-exist, and 2.)
to mitigate interferences between nearby WLANs in case their chosen channels’
bandwidths partially or wholly overlap. In other words, the MPR abilities are used
to separate transmissions in unrelated nearby WLANs as opposed to increasing the
multiaccess transmission capacity in a single WLAN.
As technology to support MPR on IEEE 802.11 wireless LANs are available,
in an attempt to provide a push in the perpetual technological cycle, we have
proposed to the IEEE 802.11 Wireless Next Generation (WNG) Working Group
a MPR-capable scheme that can preserve backwards compatibility with existing
standards [14]. Though a good amount of research and development are still
required to practically implement our idea and there could be other competing
ideas deemed better for ratiﬁcation into the standard, but someday CSMA over
MPR might really become a reality.
Part of the material in this dissertation have been submitted as the provisional
patent application and published in the following conference proceedings listed
below.
• Douglas S. Chan and Toby Berger, “Method to Exploit Carrier Sensing and
Collision Detection in Multiple Access Communications with Multipacket
Reception,” US Provisional Patent Application No. 60/1,594,143, 2005.
• Douglas S. Chan and Toby Berger, “On the Capacity of Inﬁnite Population
Multiple Access Protocols with Multipacket Reception Capability,” Proc. of8
Allerton Conference on Communication, Control, and Computing, Sept 2005.
• Douglas S. Chan and Toby Berger, “Collision Detection for Carrier Sense
Multiple Access in Wireless Networks,” Proc. of 16th Annual IEEE Inter-
national Symposium on Personal Indoor and Mobile Radio Communications
(PIMRC), Sept 2005.
• Douglas S. Chan and Toby Berger, “Performance and Cross-Layer Design of
CSMA for Wireless Networks with Multipacket Reception Capability,” Conf.
Rec. of the 38th Asilomar Conference on Signals, Systems and Computers,
vol. 2, pp. 1917-1921, Nov 2004.
• Douglas S. Chan, Toby Berger and Lang Tong, “On the Stability and Opti-
mal Decentralized Throughput of CSMA with Multipacket Reception Capa-
bility,” Proc. of Allerton Conference on Communication, Control, and Com-
puting, Sept–Oct 2004.
• Douglas S. Chan, Toby Berger and Raj Bridgelall, “Energy Eﬃciency of
CSMA Protocols for Wireless Packet Switched Networks,” Proc. of IEEE
Wireless Communications and Networking Conference (WCNC), vol. 1, pp.
447-452, Mar 2004.Chapter 2
Capacity of Classical CSMA
Protocols on MPR Channels
2.1 Classical CSMA Protocols
Traditionally, as introduced by Kleinrock and Tobagi in [45] for the classical col-
lision channel, CSMA refers to a family of random accessing schemes with which
stations with packets to transmit will attempt to do so only when the channel is
detected to be idle of activities. If the channel is busy, then these stations will
wait for a random time before repeating the process again. Because the signalling
method during those days are quite simple, mostly involving modulation of data
on a single carrier wave, whether a channel is occupied can be discerned by sensing
the presence of this carrier, and hence CSMA was deﬁned as carrier sense multiple
access in the beginning.
But as transmission techniques used in the physical layer become more sophis-
ticated, modern CSMA networks usually detect channel activities by monitoring
the signal energy level in the channel. Like in the IEEE 802.11 wireless networks, if
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this energy level is below a certain threshold, then the station declares the channel
as idle [36]. Thus, the previous nomenclature is now obsolete and we adopt the
more general deﬁnition of “channel sense multiple access” for CSMA, because in
the general notion CSMA can refer to any channel accessing technique that sched-
ules transmission attempts based on the detected channel activities. For example,
in a network that uses a ﬁnite set of orthogonal codes to modulate data, a station
can start its transmission as long as it modulates its data with a code that is
detected as not being in used. In other words, channel sensing can facilitate new
transmissions to join and overlap with existing ones in a decentralized MPR net-
work. Naturally, this generalized CSMA protocol includes the traditional versions
with which stations refrain from transmissions whenever the channel is busy. And
to distinguish the two, we will call the latter: classical CSMA protocols.
Because the accessing methods between the two are signiﬁcantly diﬀerent, we
have found that analysis techniques useful for classical CSMA can be diﬃcult to
apply to the generalized version. As such, we employ a simpler network model
in analyzing the capacity of generalized CSMA, namely one with ﬁnite users and
asymptotic packet arrival; this is presented in the next chapter. In here, we em-
ploy a network model of inﬁnite population with bursty packet arrival so that
comparisons can be made with classical results on random multiple access com-
munications, like in [7] and the references therein. We also make use of the results
here in Chapter 5, where we found that classical CSMA is an optimal multiple
access protocol for a family of MPR channels.
There have been many such results reported on the stability and dynamic
control of CSMA over the collision channel. First, Tobagi and Kleinrock studied
this in the last of their original series of papers on CSMA [80], then later this11
was investigated (along with CSMA/CD) by Meditch and Lea in [56] and touched
upon by Tobagi and Hunt in [77], both of which also include examining a variant of
CSMA with collision detection (CSMA/CD). There is also a small section on this
subject in Bertsekas and Gallager’s classic text [7] (Sec. 4.4). Although they used
diﬀerent deﬁnitions of stochastic stability and attacked the problem with diﬀerent
approaches, they all concluded that CSMA under the collision channel is unstable.
This is an expected result for random access protocols like ALOHA and CSMA as
both have traﬃc load-throughput curves of the same concave shape ([7], [45]).
In here, we employ a diﬀerent deﬁnition of stability and approach from [56],
[77] and [80]. We deﬁne stability as the one used by Ghez, Verd´ u and Schwartz’s
work on slotted ALOHA (S-ALOHA) with MPR in [26] and [27] and use a drift
analysis similar to theirs. While there have been other similar analysis on speciﬁc
MPR cases, such as [58], Ms. Slyvie Ghez’s work on this, which is actually more
comprehensively documented in her Ph.D. dissertation [25], is the ﬁrst on the
general MPR channel. Since CSMA is quite similar to S-ALOHA, we have applied
her overall analytic framework in our analysis here; in some sense, the results for
CSMA from this chapter are extensions to those of S-ALOHA from hers.
We focus our analysis on two prevalent transmission policies in multiple ac-
cess protocols: immediate ﬁrst transmission (IFT) and delayed ﬁrst transmission
(DFT). Under the CSMA with IFT (CSMA-IFT) policy, when a new packet ar-
rives at an inactive station, if the channel is sensed idle, the station transmits the
packet at the next immediate permitted time (for slotted time systems, this is
the next slot). If the channel is sensed busy (i.e., that there is at least one other
station currently transmitting), then the station issues a random “backoﬀ” time
after which it reattempts transmission; this process is repeated if the channel is12
subsequently found busy or that the packet is not successfully received. We see
that this policy is exactly that of the non-persistent CSMA protocol introduced in
[45].
The only diﬀerence with the CSMA with DFT (CSMA-DFT) policy is that
this newly activated station will not attempt to transmit immediately when the
channel is idle, rather this is delayed until the next further permitted time (for
slotted time systems, this is the following slot after the next). Interestingly, this
does not correspond to the p-persistent CSMA protocol of [45], which does behave
like CSMA-DFT except that it will delay ﬁrst transmission with probability p. As
a result, we will see that one can view p-persistent CSMA as a protocol that is “in
between” IFT and DFT.
In the following sections, we analyze and derive the maximum stable through-
put of CSMA with IFT and DFT and that with decentralized control mechanisms
which involve only feedback obtained by sensing the channel activities. The anal-
ysis for p-persistent CSMA can be more involved and we will only speculate from
the preliminary results we obtained below that its performance cannot exceed that
of CSMA-IFT and -DFT.
2.2 The Network Model
In our analysis of classical CSMA protocols, we consider a network with inﬁnite
number of stations contending to transmit data packets to a central base station.
Such a network model is often known as a star-connected network in the literature
and corresponds to the infrastructure mode in the IEEE 802.11 standards [36].
Each station has the ability to channel sense, namely to detect whether the
channel is currently idle or busy, and we assume the time required to do this13
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Figure 2.1: Example of classical CSMA channel activities.
is negligible (i.e., that there is zero detection time). We employ a slotted-time
system in which transmissions may begin only at the start of a slot and that
every station is synchronized. Slot duration is set to be at least the maximum
signal propagation time of tprop = dmax/c seconds, where dmax is the maximum
separation distance between the stations and c is the speed of light. This ensures
that after a transmission stops, every station will ﬁnd the channel to be clear
after one slot’s time; thus, each transmission must be preceded by an idle slot, as
illustrated in Fig. 2.1. Packets are of constant length lasting T seconds, where
we assume T > tprop. As in [45] and [7] (Sec. 4.4), without loss of generality,
we choose T = 1, which is equivalent to expressing time in units of T. We also
express the slot duration in this normalized time unit as τ = tprop/T, 0 < τ < 1.
Consequently, a packet lasts for 1/τ slots, where we assume 1/τ is an integer (as in
[45]). Note that we can achieve this practically by designing a slot duration that
ﬁts this requirement.
In our network model, packet arrival statistics is independent and identically
distributed from slot to slot. Denote ˆ Ak to be the number of new packets that
arrived during slot k and
P[ ˆ Ak = n] = ˆ λn (n ≥ 0), (2.1)14
such that the mean arrival rate per slot is
ˆ λ =
∞  
n=1
nˆ λn = τλ, (2.2)
where λ is the mean arrival rate per normalized time unit (i.e., per packet dura-
tion) and is ﬁnite. By expressing the arrival statistics in this manner, λ becomes
equivalent to that considered in [26],[27] and [45], facilitating us with meaningful
throughput comparisons with S-ALOHA with MPR and existing results on CSMA
over the collision channel. Note also that the Poisson distribution would satisfy
the condition given in (2.2).
We employ the symmetric MPR channel model introduced in [26], of which the
successful reception probabilities depend only on the number of packets transmit-
ted in the slot. Given that n packets are transmitted, for 1 ≤ n ≤ ∞, 0 ≤ k ≤ n,
let
Cn,k = P[k packets are correctly received| n are transmitted] (2.3)
and the channel model can be succinctly characterized by the multipacket reception
matrix:
C =






C1,0 C1,1
C2,0 C2,1 C2,2
. . .
. . .
. . . ...






. (2.4)
The symmetric MPR channel model is a generalized formulation and embodies as
a special case also the classical collision channel, which has MPR matrix
C =






0 1
1 0 0
. . .
. . .
. . . ...






. (2.5)
We denote the expected number of packets correctly received with a collision set15
of n stations by
Cn ,
n  
k=1
kCn,k, (2.6)
and assume that its limit C = limn→∞ Cn exists, as usually is for practical cases
[26].
Each station’s random backoﬀ is modelled as independent sampling from a
geometric distribution with parameter p; in other words for a given slot each
station will attempt transmission with probability p or defer with probability 1−p.
Moreover, we assume each station becomes aware of their transmission outcome
immediately, whether it is successful or not, and without expending extra cost; in
this regard, acknowledgements introduce only ﬁxed overheads and hence can be
neglected from the model without aﬀecting the analysis and comparisons.
2.3 Ergodicity Region of Uncontrolled CSMA-IFT
We deﬁne a network to be stable if the Markov chain, {Xt}t≥0, that represents
the number of backlogged packets in the system is ergodic and unstable otherwise.
For our network model, we deﬁne the Markov chain such that state transitions
occur after either an idle slot or an idle slot followed by transmission attempts of
a packet’s duration. To facilitate our discussion, we will refer to either of these
events as a transmission period (TP).
For CSMA-IFT, it is straightforward to see that {Xt} is a discrete-time homo-
geneous Markov chain. Its transition probabilities can also be readily computed:
P0,0 = ˆ λ0 +
∞  
n=1
ˆ λnCn,nΛ0, (2.7)
P0,k =
∞  
n=1
ˆ λn
n  
s=max(0,n−k)
Cn,sΛk−(n−s) (k ≥ 1), (2.8)16
and for i ≥ 1,
Pi,i−k =
∞  
n=0
ˆ λn
i  
j=k
Bi(j)
j  
s=k
Cn+j,n+sΛs−k (1 ≤ k < i), (2.9)
Pi,i = ˆ λ0Bi(0) +
∞  
n=0
ˆ λn
i  
j=0
Bi(j)
j  
s=0
Cn+j,n+sΛs, (2.10)
Pi,i+k =
∞  
n=0
ˆ λn
i  
j=k
Bi(j)
n+j  
s=max(0,n−k)
Cn+j,sΛk−(n−s) (k ≥ 1), (2.11)
where Bi(j) =
 i
j
 
pj(1 − p)i−j and Λk is the probability that there will be exactly
k (k ≥ 0) new arrivals during the 1/τ slots (eg. Λ0 = ˆ λ
1/τ
0 ). We are not concerned
with the exact expression for Λk as there is no need to analyze these transition
probabilities, since doing so would not provide us with much insights on the system.
Instead we base our derivation on drift analysis techniques. Note also that {Xt}
will be irreducible and aperiodic as long as it satisﬁes the suﬃcient condition:
0 < λ0 < 1, which we assume holds as it is true for all reasonable scenarios.
The expected drift of the Markov chain at state n,n ≥ 0, is given by
dn = E[Xt+1 − Xt|Xt = n] (2.12)
= E[At − Σt|Xt = n], (2.13)
where At and Σt are respectively the number of new packets that arrived and the
number of successful transmissions during transmission period t.
The expected number of arrivals during a TP depends on whether there are
arrivals during an idle slot and whether any of the backlogged stations decide to
transmit in the slot after it. If there is at least one arrival in an idle slot, then
the TP will consist of the idle slot followed by a transmission, regardless of the
number of backlogged stations that decide to transmit during this time too. And
of course, this situation also occurs even if the idle slot has no packet arrivals but17
at least one of the n backlogged stations transmits, which occurs with probability
1 − (1 − p)n. Because the expected number of arrivals during a slot and during a
packet transmission are respectively τλ and λ, we have
E[At|Xt = n] = τλ + (1 − λ0)λ + λ0(1 − (1 − p)
n)λ (2.14)
= λ[1 + τ − λ0(1 − p)
n]. (2.15)
To ﬁnd Σt, observe that those stations with new packets during slots occupied
by transmissions will refrain from transmitting until the next TP. Thus, the packets
contributing to channel contention are only those that arrived during the idle slot
and those that are retransmissions from stations backlogged at the start of the TP.
Similar to the derivation in [26], let Rt be the number of retransmissions in TP t,
then under the MPR channel,
P[Σt = k|Xt = n, ˆ At = i,Rt = j] = Ci+j,k, (2.16)
for i ≥ 0, 0 ≤ j ≤ n,0 ≤ k ≤ i + j and with the convention that C0,0 = 0,
E[Σt|Xt = n, ˆ At = i,Rt = j] = Ci+j, (2.17)
and
E[Σt|Xt = n] =
∞  
i=0
λi
n  
j=0
 
n
j
 
p
j(1 − p)
n−jCi+j. (2.18)
Therefore, the expected drift is
dn = λ(1 + τ) − λλ0(1 − p)
n −
∞  
i=0
λi
n  
j=0
 
n
j
 
p
j(1 − p)
n−jCi+j. (2.19)
With this and applying a result reported by Ghez et al in [26], we arrive with the
following theorem on the ergodicity region of CSMA-IFT with MPR.
Theorem 1. If Cn has a limit C = limn→∞ Cn, then a CSMA-IFT system is stable
for all arrival distributions such that λ < 1
1+τ C and is unstable for λ > 1
1+τ C.18
This also holds if C is inﬁnite: if limn→∞ Cn = +∞, then the system is always
stable.
Proof. From (2.19) we can see that |dn| ≤ 4λ+np and so it is ﬁnite. Using Lemma
1 of [26], which states that
lim
n→∞
∞  
i=0
ˆ λi
n  
j=0
 
n
j
 
p
j(1 − p)
n−jCi+j = C,
we see that the limit of equation (2.19) is
lim
n→∞dn = λ(1 + τ) − C. (2.20)
Then by Pakes’ Lemma (Theorem 2 of [67]) our result on the stable region follows.
To obtain our result on the unstable region, we will verify that Kaplan’s condi-
tion [41] is satisﬁed provided that Cn < L, n ≥ 1, for some L ∈ (0,∞). According
to [74], this is equivalent to showing that the downward part of the drift, given by
D(i) = −
 i
k=1 kPi,i−k, is bounded below.
D(i) = −
i  
k=1
kPi,i−k = −
i  
k=1
k
∞  
n=0
ˆ λn
i  
j=k
Bi(j)
j  
s=k
Cn+j,n+sΛs−k
= −
i  
j=1
Bi(j)
∞  
n=0
ˆ λn
j  
s=1
s  
k=1
kCn+j,n+sΛs−k
> −
i  
j=1
Bi(j)
∞  
n=0
ˆ λn
j  
s=1
sCn+j,n+s
s  
k=1
Λs−k
> −
i  
j=1
Bi(j)
∞  
n=0
ˆ λnCn+j
> −L
As C = 0 for the collision channel, we arrive with yet another result that
conﬁrms CSMA over the collision channel is inherently unstable. Furthermore,19
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Figure 2.2: Packet interference in S-ALOHA without accounting for signal propa-
gation delay.
since the stability for S-ALOHA is achieved as long as λ < C [26], Theorem 1
implies that for ﬁxed or uncontrolled transmission probability—what is referred
to as open-loop control, CSMA-IFT’s maximum stable throughput, ηo,c = 1
1+τC, is
lower than that for S-ALOHA under the same MPR channel, ηo,a = C [26]. But of
course we are actually treating CSMA unfairly by assuming the signal propagation
delay has no eﬀect on S-ALOHA. For if one were to implement it in practice,
propagation delay would in fact destroy the synchronous assumption and cause
potentially harmful interference between the packets (Fig. 2.2). As originally
suggested for S-ALOHA [71], we should avoid this dilemma by designing the slot
size to be 1 + τ time units, so that each transmission is completely propagated
throughout the network before a new one begins. Thus for a fair comparison with
CSMA, we should consider such a version of S-ALOHA. Via the same method
used in [26], we can easily derive that S-ALOHA with propagation delay is stable
for λ < ηo,a = 1
1+τC. Therefore, we conclude that the two protocols’ open-loop
throughputs are the same.20
2.4 Maximum Decentralized Throughput of CSMA-IFT
Like for S-ALOHA, there have been decentralized strategies reported that stabilize
CSMA over the collision channel [56][80]. If we apply these strategies or those that
have been shown for random access in general to CSMA with MPR, we should
expect a better resulting throughput than the open-loop throughput, denoted by
ηo,c, discussed above.
Similar to the decentralized schemes analyzed in [26], [34] and [70] and the ref-
erences therein, we consider schemes in which stations adjust their retransmission
probability according to the channel feedback. These schemes can be characterized
in this form [27]:
pt = F(St) St+1 = G(St,Zt), (2.21)
where pt is the retransmission probability for TP t, St is an estimate of the backlog
Xt at the beginning of TP t, and Zt is the feedback at the end of TP t. We
represent this system by a two-dimensional discrete-time homogeneous Markov
chain, {Xt,St}t≥0. It will also be irreducible and aperiodic if the same suﬃcient
condition stated for {Xt} previously is satisﬁed, which we also assume holds here
as well.
Toward ﬁnding the maximum decentralized throughput for CSMA-IFT with
MPR, we ﬁrst study the case in which the stations have perfect state information,
i.e., that each station knows Xt at the beginning of TP t, and consider control
algorithms of which stations adjust their retransmission probability according to
Xt. Therefore, we can proceed by analyzing the same one-dimensional Markov
chain in the last section but with p = pt = F(Xt).
Certainly, such a system would require some form of central controller to convey21
the value of Xt to each station. But under this ideal case, we will obtain the upper
bound on the optimal throughput achievable by decentralized control schemes
and, most importantly, determine the maximum improvement, if any, that channel
sensing has upon S-ALOHA over MPR channels. Subsequently in Section 2.5 we
would show that there exists a decentralized control scheme of the form (2.21)
that requires only the information of whether the channel is sensed idle or busy as
feedback and can achieve this throughput upper bound.
Denote Yn(p) = λˆ λ0(1 − p)n +
 ∞
i=0 ˆ λi
 n
j=0
 n
j
 
pj(1 − p)n−jCi+j.
Theorem 2. There exists a retransmission probability p∗
n that minimizes the ex-
pected drift at dn and with which the CSMA-IFT system is stable for λ < ηc,c and
unstable for λ > ηc,c, where
ηc,c = sup
 
λ : λ <
1
1 + τ
sup
x≥0
e
−x
 
ˆ λ0λ +
∞  
n=0
xn
n!
∞  
j=0
ˆ λjCn+j
  
. (2.22)
Proof. We can write the expected drift equation (2.19) as dn(p) = λ(1+τ)−Yn(p).
Since Yn(p) attains a global maximum on [0,1], there exists
p
∗
n = arg max
p∈[0,1]
Yn(p) = arg min
p∈[0,1]
dn(p); (2.23)
in other words, there exists a retransmission probability p∗
n that minimizes the
drift dn at state n.
Following the same steps used in the proof of Theorem 1 of [27], we can show
that Yn(x/n) converges uniformly to Y (x) for x ≥ 0 with
Y (x) = e
−x
 
ˆ λ0λ +
∞  
n=0
xn
n!
∞  
j=0
ˆ λjCn+j
 
. (2.24)
So it follows that
lim
n→∞
Yn(p
∗
n) = lim
n→∞
sup
x≥0
Yn(x/n) = sup
x≥0
Y (x). (2.25)22
Then by applying Pakes’ Lemma [67] (Theorem 2) the stable region follows.
For the unstable region, we can proceed in the same fashion as we did in
Theorem 1 above but substituting pt = F(Xt) for p. Since pt ∈ [0,1], the result
obtained there with pt is unchanged.
Although it is intuitively clear that the system is unstable with any control as
long as λ > ηc,c, but as pointed out in [27], it is still necessary to verify that the
two-dimensional Markov chain {Xt,St} is non-ergodic under such a condition too.
For otherwise there might exist a decentralized scheme of the form of (2.21) that
is stable with λ > ηc,c.
Theorem 3. The best throughput achievable by any decentralized control policy in
the form of (2.21) for a CSMA-IFT system is ηc,c.
Proof. The proof is essentially the same as that for Theorem 2 of [27], which gives
the analogue result for decentralized control in S-ALOHA. Speciﬁcally, we em-
ploy results from [74] that generalize Kaplan’s result for multidimensional Markov
chains to show {Xt,St} is non-ergodic if λ > ηc,c. Consider the Lyapunov function
V (n,s) = n for Markov chain {Xt,St}. Suppose λ > ηc,c. Then
E[V (Xt+1,St+1) − V (Xt,St)|Xt = n,St = s] = λ(1 + τ) − Yn(F(s))
≥ dn(p
∗
n)
= (1 + τ)(λ − ηc,c) (2.26)
for all n large enough and all s. This implies that outside of a ﬁnite subset of
the state space, the drift of V is strictly positive. Therefore, if {Xt,St} satisﬁes
the generalized Kaplan’s condition, then we can conclude that {Xt,St} is non-
ergodic. According to [74], this is equivalent to verifying that the downward part23
of the drift of V , denoted by DV(x), is bounded below for all x, with DV(x) =
 
V (y)−V (x) Pxy(V (y) − V (x)) and x,y being states in the state space. Let state x
be some state {n,s}.
DV(x) = −
i  
k=1
k
 
z
P[Xt+1 = n − k,St+1 = z|Xt = n,St = s]
= −
i  
k=1
kP[Xt+1 = n − k|Xt = n,St = s]. (2.27)
But this is the same as D(n), the drift of the one-dimensional {Xt} at state n,
given in the proof of our Theorem 1 above, with p = pt = F(St) and pt ∈ (0,1).
Therefore, provided that Cn < L, n ≥ 1, for some L ∈ (0,∞), DV(x) is bounded
below.
The optimal decentralized throughput given by (2.22) is also referred to as the
maximum closed-loop throughput achievable by CSMA. Note also that we can easily
obtain all the analogue results of stabilized S-ALOHA given in [27] for the case
with signal propagation delay via the same methods they used and in particular
its optimal decentralized throughput is simply
ηc,a =
1
1 + τ
sup
x≥0
e
−x
∞  
n=1
Cn
xn
n!
. (2.28)
Because the solution to λ(1+τ) < supx≥0 Y (x) is given as an implicit equation of ˆ λn
(n ≥ 0), we cannot proceed further with the analysis if the complete packet arrival
distribution is not speciﬁed. In particular, we cannot draw any general conclusions
on whether stabilized CSMA can do any better than that of S-ALOHA. In order
to obtain a meaningful comparison between the two, we proceed by assuming the
packet arrival is Poisson distributed, a ﬁtting assumption for modelling packet24
arrival traﬃc of networks with inﬁnite population. With this, Y (x) is simpliﬁed to
Y (x) = e
−(x+τλ)
 
λ +
∞  
n=0
xn
n!
∞  
j=0
Cn+j
(τλ)j
j!
 
= e
−(x+τλ)
 
λ +
∞  
n=1
Cn
(x + τλ)n
n!
 
, (2.29)
and computation for ηc,c becomes much less complicated.
For example, under the collision channel model, Y (x) = e−(x+τλ)[x + λ(1 + τ)]
and supx≥0 Y (x) is attained with x = 1 − λ(1 + τ) and (2.22) reduces to the
transcendental equation
ηc,c = sup{λ : λ(1 + τ) < e
λ−1,λ > 1}. (2.30)
Solving numerically for τ = 0.01, we can ﬁnd that ηc,c = 0.865, which is equal
to the value calculated with the throughput expression reported by Kleinrock and
Tobagi for slotted non-persistent CSMA (equation 9 of [45]). They also revealed
that as τ → 0, CSMA could approach perfect (collision) channel utilization, which
can also be shown with (2.30).
Moreover, S-ALOHA’s closed loop throughput with Poisson-distributed packet
arrival remains unchanged and is the same for IFT and DFT (delayed ﬁrst trans-
mission) policies. Then, as the proof of Theorem 3 in [27] indicates that
sup
x≥0
e
−(x+τλ)
∞  
n=1
Cn
(x + τλ)n
n!
= sup
x≥0
e
−x
∞  
n=1
Cn
xn
n!
, (2.31)
to study the throughput improvement that CSMA has over S-ALOHA is equivalent
to investigating the eﬀects on the supremum given by (2.28) with the addition of
the term λe−(x+τλ). In fact, it is straightforward to see that it is this term that
provides the additional throughput gain with channel sensing, as the supremum of
a translated function is the same as before.25
We ﬁnd that the amount of throughput improvement can be characterized by
the nature of the sequence Cn. Speciﬁcally, in most MPR channels that we exam-
ined, the larger the value of ¯ n = argsupCn, the closer the value of ¯ x = argsupY (x)
is to ¯ n (with ¯ x ≤ ¯ n for all Cn). But if x is large, contribution from the term λe−(x+τλ)
will be small and consequently CSMA’s throughput gain will diminish. Since the
sequence Cn characterizes the MPR capability of the corresponding physical layer,
the magnitude of its ¯ n can be interpreted as a measure of its MPR strength.
Therefore, we can say that for physical layers that are suﬃciently strong, CSMA’s
optimal decentralized throughput will be near to that of S-ALOHA.
To illustrate this, consider a physical layer consisting of K orthogonal spreading
codes with which the stations pick one at random to transmit their packets. A
station’s packet is decoded successfully at the receiver if and only if no other
stations choose the same code. This scenario is equivalent to the frequency-hopping
network described in [26] and its closed loop throughput is reported in [27]. We
plot in Fig. 2.3 the optimal decentralized throughput, or capacity, for CSMA and
S-ALOHA protocols with various propagation delays. We can see that the extra
throughput gained with channel sensing diminishes when K > 5 for all τ. The
plot also shows the aggravating eﬀects of propagation delay, τ. Not only is this
convergence point lower with longer propagation delays, the amount of throughput
improvement in the weak MPR regime is also smaller. And quite naturally, the
overall throughputs are lower with larger τ.
Obviously, our ﬁnding indicates that the stronger the physical layer is, the
lesser we need channel sensing. It turns out that this interpretation resembles
the conclusion made in [66] that under such condition it becomes unnecessary for
scheduling in a multiaccess channel. And actually this is one of the reasons behind26
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Figure 2.3: Maximum decentralized stable throughput for orthogonal spreading
code networks with CSMA and S-ALOHA for various propagation delays (τ).27
our conclusion. The only diﬀerence in channel utilization between CSMA and S-
ALOHA is that CSMA has idle slot of duration τ while that of S-ALOHA lasts
the whole packet length (cf. [7] Sec. 4.4). This savings in overall idle channel
time is what contributes to CSMA’s throughput gain over S-ALOHA. However,
as MPR capability improves and stations transmit more readily, the idle channel
time diminishes. Since other than that the successes and collision periods on the
channel remain the same for the two protocols, so will it be for their throughputs.
Therefore, in a way, channel sensing can be thought of as an enhancement on top
of optimal scheduling, both of which become extraneous if the physical layer is
strong.
2.5 Optimal Decentralized Control for CSMA-IFT
We now show that there exists a decentralized control of the form (2.21) for CSMA
-IFT that can achieve the optimal throughput given in Theorem 2. Following a
similar proof for S-ALOHA (Property 5 of [27]), it can be shown for CSMA-IFT
that if ηc,c > ηo,c = 1
1+τC, then a ﬁnite positive real A must exists that achieves
the supremum of Y (x). Then as given in Theorem 2, the control pt = A/Xt
would achieve the maximum decentralized throughput of ηc,c. So the problem
with showing a decentralized control exists remains with showing that the control
with pt = A/St, where St is the estimate of backlog Xt computed from feedback
{Zt}t≥0, can achieve throughput ηc,c.
It turns out that the same feedback given for S-ALOHA in [27] applies for
CSMA-IFT as well, and we can adopt a modiﬁed version of their proof to show it
can achieve ηc,c. Like for S-ALOHA, to do that, we will need the following con-
dition, which in eﬀect bounds the probability of having large number of successes28
and prevent spoiling the process of estimating Xt:
C0: There exist θ > 0 and B such that for all n ≥ 1,
n  
k=1
e
θkCn,k ≤ B.
In other words, the number of success in a TP is exponential type, i.e., that
E[expdX] for a random variable X is ﬁnite for some d > 0. Note that a Poisson
distributed random variable is an example of being exponential type.
Theorem 4. Given that there exists A ∈ (0,∞) such that Y (A) = supx≥0Y (x),
that the new packet arrivals in a slot is exponential type, and that condition C0
holds. If for α < 0 and β > 0 that these two conditions hold:
C1: β > (1 + τ)λ
C2: β + (1 + τ)(ηc,c − λ) + (α − β)ˆ λ0e−A,
then the control algorithm for CSMA-IFT,
pt =
A
St
(2.32)
St+1 = max{A,St + αI(Zt = 0) + βI(Zt = ¯ 0)} (2.33)
has maximum stable throughput of ηc,c.
We remark that the feedback information required by this control mechanism
is essentially the same information that CSMA stations obtain when they are
conducting their channel sensing operations.
The proof of this can be extended from the corresponding one for S-ALOHA
given by Ghez et al. in [27], which was in turn inspired by Tsitsiklis’s proof
for his control algorithm for S-ALOHA over the collision channel [83]. In their
proofs, they ﬁrst analyze the drift properties of the backlog and the error of its
estimate. Based on this, they design a Lyapunov function — a term used in the
control literature for a test function which has certain properties representative29
of its system — and show that its drift is negative in the entire plane of the two
dimensional Markov chain Mt , {Xt,St} = (n,s). Then by invoking a result
provided by Hajek [33], they can show {Xt,St} is geometrically ergodic with the
feedback control given in Theorem 4. Because of space limitations in [27], the
corresponding proof for S-ALOHA is actually provided in full details in Chapter
4 of Ghez’s Ph.D. dissertation [25]. We will refer to this in the following as we
document the modiﬁcations needed for the extension to CSMA-IFT.
Let ˜ X = St − Xt be the the error of the backlog estimate. Deﬁne c(n,s) =
E[Xt+1 − Xt|Mt = (n,s)] and d(n,s) = E[ ˜ Xt+1 − ˜ Xt|Mt = (n,s)] to be the
respective expected drift of the backlog and the backlog estimate at state Mt =
(n,s). Accordingly, then we have
c(0,s) = (1 + τ)λ − λ ˆ λ0 −
∞  
i=0
ˆ λiCi (2.34)
c(n,s) = λ(1 + τ) − λˆ λ0(1 −
A
s
)
n −
∞  
i=0
ˆ λi
n  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j (2.35)
d(n,s) = β − (1 + τ)λ +
 
max{A − s,α} − β + λ
  ˆ λ0(1 −
A
s
)
n
+
∞  
i=0
ˆ λi
n  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j. (2.36)
Furthermore, we deﬁne these functions:
fL(n,s) = λ(1 + τ) − λˆ λ0(1 −
A
s
)
n −
∞  
i=0
ˆ λi
L  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j
(n ≥ L ≥ 1) (2.37)
g(n,s) =

    
    
β − (1 + τ)λ + (α − β + λ)ˆ λ0, (n = 0);
β − (1 + τ)λ + (α − β + λ) ˆ λ0(1 − A
s )n
+
 ∞
i=0 ˆ λi
 n
j=0
 n
j
 
(A
s )j(1 − A
s )n−jCi+j, (n ≥ 1).
(2.38)30
hK(n,s) = β − (1 + τ)λ + (α − β + λ)ˆ λ0(1 −
A
s
)
n
+
∞  
i=0
ˆ λi
K  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j (n ≥ K ≥ 1). (2.39)
With these functions deﬁned as such, Lemma 4.1 of [25], which states that they
bound c(n,s) and d(n,s) for large n and s for S-ALOHA, can be shown to hold
for CSMA-IFT with a similar proof.
The treatment of Lemma 4.2 of [25], which deals with bounding the truncated
drifts, requires signiﬁcant changes. This is due to the fact that the number of
arrivals At and the number of successes Σt in a TP are not independent as in
S-ALOHA with DFT. Their dependencies are diﬀerent from that of S-ALOHA
with IFT, so that the corresponding proof provided by Ghez does not work here
(but certainly, is a source of inspiration for the corresponding proof to CSMA-
IFT). To add to the issue, for CSMA-IFT At is also dependent on the number of
retransmissions, the idea of which is captured by the term λˆ λ0(1 − A/s)n in the
drift equation that is not presence for S-ALOHA. We present this proof of Lemma
4.2 of [25] for CSMA-IFT in Appendix A.
As pointed out in [25], the dynamic behavior of the two dimensional Markov
chain Mt = (n,s) can be characterized by the ratio x = n/s. The properties of
the drift functions can also be expressed as a function of x and approximations of
c(n,s) and d(n,s) based on x can be used to analyze the system. Like in [25], we
deﬁne the following functions:
FL(x) = λ(1 + τ) − λˆ λ0e
−Ax − e
−Ax
L  
j=0
(Ax)
j
∞  
i=0
ˆ λi
Ci+j
j!
(2.40)
G(x) = β + (1 + τ)(ηc,c − λ) + (α − β) ˆ λ0e
−Ax (2.41)
HK(x) = β − (1 + τ)λ + (α − β + λ)ˆ λ0e
−Ax + e
−Ax
K  
j=0
(Ax)
j
∞  
i=0
ˆ λi
Ci+j
j!
. (2.42)31
It can be shown, using suitably modiﬁed steps to the proof for Lemma 4.3 in [25],
that FL,G and HK approximate fL,g and hK closely for large n and s. Similarly,
we choose L > 0 such that
∞  
n=L+1
A
n
∞  
j=0
ˆ λj
Cn+j
n!
<
(1 + τ)(ηc,c − λ)
2
. (2.43)
As such, since F(1) <
(1+τ)(λ−ηc,c)
2 and since F(x) is continuous, like for S-ALOHA,
there exists an arbitrary γ ∈ (0,1/5) such that for all x ∈ [1−5γ,1+5γ], F(x) <
(1+τ)(λ−ηc,c)
2 . With this choice of γ, we choose K > 0 such that
∞  
n=K+1
A
n
∞  
j=0
ˆ λj
Cn+j
n!
≤ (β − (1 + τ)λ)
1 − e−Aγ
2
, (2.44)
so that the desired backlog estimate drift properties are preserved (a consequence
of Lemma 4.6 of [25] suitably modiﬁed for CSMA-IFT).
The rest of the results in [25] that corresponds to the CSMA-IFT case can
be straightforwardly proven by substituting the appropriate functions and values
deﬁned above and suitably modifying their steps for the CSMA-IFT case. In
particular, we note that in the modiﬁed proof of Lemma 4.8 for S-ALOHA with
IFT in their Appendix E, E[Σt = k|Mt(n,s)] can be similarly decomposed but by
conditioning on ˆ At since only the new arrivals in the idle slot matter here. The
proof of Lemma 4.13 requires a number of changes. The portion of this proof that
requires changes is the treatment of the Z2(J,n,s) term. We refer to the version
that incorporated the changes made for S-ALOHA with IFT in Appendix E of
[25]. Since I(At > J3) ≤ I( ˆ At > J3), many of the original steps of this proof can
be reused by ﬁrst bounding equation (E-2) by using this fact and then proceeding
with At replaced by ˆ At. To upper bound E[
 J−1
i=0 At+iI(
 J−1
i=0 At > J3)] so that
it goes to at most some positive ﬁnite constant as J goes to inﬁnity, we do the
following. Denote ¯ At to be the number of packets that arrive in the slots of the32
transmission portion in TP t. So At = ˆ At + ¯ At with ¯ At > 0 when there is at least
one arrival during the idle slot or at least one of the backlogged stations decide to
transmit; and thus, E[ ¯ At] ≤ λ ≤ λ ˆ At.
E[
J−1  
i=0
At+iI(
J−1  
i=0
At > J
3)] ≤ E[
J−1  
i=0
At+iI(
J−1  
i=0
ˆ At > J
3)]
= E[
J−1  
i=0
( ˆ At+i + ¯ At+i)I(
J−1  
i=0
ˆ At > J
3)]
≤ 2λE[
J−1  
i=0
ˆ At+iI(
J−1  
i=0
ˆ At > J
3)],
and the results follows by using the fact that limJ→∞ E[
 J−1
i=0 ˆ At+iI(
 J−1
i=0 ˆ At >
J3)]=0, which Ghez has shown in Appendix D of [25].
Therefore, there exists a decentralized control as given in Theorem 4 that can
achieve the maximum stable throughput, ηc,c, permitted by the MPR channel. We
should point out, as in the S-ALOHA case, this control is not optimal from the
delay perspective. It remains an open problem to ﬁnd a control that achieves ηc,c
and has the shortest expected delay.
As we have pointed out in Section 2.3, updating the decentralized control results
for S-ALOHA in [27] (or [25]) to account for the propagation delay is required for
accurate portrayal of practical systems and comparison with our CSMA results.
Through the discussion in this section, it is evident their original control results are
unchanged by propagation delay if the following modiﬁcations are made to their
required conditions:
For S-ALOHA with DFT:
C1: β > (1 + τ)λ
C2: β(1 − e−A) + (1 + τ)(ηc,a − λ) + αe−A = 0
For S-ALOHA with IFT:33
C1′: β > (1 + τ)λ
C2′: β + (1 + τ)(supx≥0 T(x) − λ) + (α − β)λ0e−A.
2.6 Ergodicity Region and Optimal Decentralized Through-
out for CSMA-DFT
We can model a CSMA-DFT system like the way we did for CSMA-IFT. Then
it is straightforward to see that the number of backlogged stations during each
transmission period continues to be a homogeneous discrete time Markov chain.
Its expected drift dn = E[Xt+1 − Xt|Xt = n] can be expressed as
dn = λ(1 + τ) − λ(1 −
A
s
)
n −
n  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCj. (2.45)
By using the analysis techniques we used with CSMA-IFT, we can arrive with
the following result for the maximum stable throughput for open-loop controlled
CSMA-DFT, ηo,¯ c
Theorem 5. If Cn has a limit C = limn→∞ Cn, then a CSMA-DFT system is stable
for all arrival distributions such that λ < 1
1+τ C and is unstable for λ > 1
1+τ C. This
also holds if C is inﬁnite: if limn→∞ Cn = +∞, then the system is always stable.
Proof. The proof is identical to that for Theorem 1 by noting that λ(1− A
s )n goes
to 0 as n goes to inﬁnity.
Similarly, let yn(p) = λ(1 − p)n +
 n
j=0
 n
j
 
pj(1 − p)n−jCj.
Theorem 6. There exists a retransmission probability p∗
n that minimizes the ex-
pected drift at dn and with which the CSMA-IFT system is stable for λ < ηc,¯ c and
unstable for λ > ηc,¯ c, where
ηc,¯ c = sup
 
λ : λ <
1
1 + τ
sup
x≥0
e
−x
 
λ +
∞  
n=0
xn
n!
∞  
j=0
ˆ λjCn+j
  
. (2.46)34
Proof. The proof follows that of Theorem 2 which ultimately shows that
lim
n→∞yn(p
∗
n) = lim
n→∞sup
x≥0
yn(x/n) = sup
x≥0
y(x), (2.47)
where y(x) = λe−x + e−x  ∞
n=0
xn
n!Cj.
Similarly, with a proof that is almost identical to that of Theorem 3, we show
that η is indeed optimal for the two dimensional Markov chain {Xt,St}.
Theorem 7. The best throughput achievable by any decentralized control policy in
the form of (2.46) for a CSMA-DFT system is ηc,¯ c.
Therefore, by Theorems 5 to 7 we see that the maximum open and closed loop
stable throughputs for both CSMA-IFT and DFT are identical. In other words,
no throughput gain or loss are resulted from delaying the ﬁrst transmission. And
so all of the above discussion and comparison with S-ALOHA in Sections 2.3 and
2.4 hold for CSMA-DFT as well.
What remains is to show that a decentralized control scheme also exists for
CSMA-DFT to achieve ηc,¯ c. Like what we did for CSMA-IFT, it turns out that
the same can be done with CSMA-DFT by applying the analytic framework set
forth by Ghez et al. in [27]. In fact, the proof of this is easier than that for CSMA-
IFT since the number of successfully transmitted packets Σt is independent of the
number of newly arrived packets At. So the portion in the original proof for S-
ALOHA with DFT in [25] that deals with Σt remains unchanged. The reverse is
not true for At though, as represented by the λ(1 − A
s )n in the drift equation.
Theorem 8. Given that there exists A ∈ (0,∞) such that y(A) = supx≥0y(x),
that the new packet arrivals in a slot is exponential type, and that condition C0
holds. If for α < 0 and β > 0 that these two conditions hold:35
C1′: β > (1 + τ)λ
C2′: β + (1 + τ)(ηc,¯ c − λ) + (α − β)e−A,
then the control algorithm for CSMA-DFT,
pt =
A
St
(2.48)
St+1 = max{A,St + αI(Zt = 0) + βI(Zt = ¯ 0)} (2.49)
has maximum stable throughput of ηc,¯ c.
We list below the corresponding functions and values used in the proof for
CSMA-DFT, the rest of the steps follows similarly as that presented in Section 2.5
but using these functions.
c(0,s) = (1 + τ)λ − λ = τλ (2.50)
c(n,s) = λ(1 + τ) − λ(1 −
A
s
)
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s
)
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s
)
n−jCj (2.51)
d(n,s) = β − (1 + τ)λ +
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fL(n,s) = λ(1 + τ) − λ(1 −
A
s
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n−jCj (n ≥ L ≥ 1)
(2.53)
g(n,s) =

    
    
α − τλ, (n = 0);
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(2.54)36
hK(n,s) = β − (1 + τ)λ + (α − β + λ)(1 −
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s
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FL(x) = λ(1 + τ) − λe
−Ax − e
−Ax
L  
j=0
(Ax)
j
∞  
i=0
ˆ λi
Ci+j
j!
(2.56)
G(x) = β + (1 + τ)(ηc,c − λ) + (α − β)e
−Ax (2.57)
HK(x) = β − (1 + τ)λ + (α − β + λ)e
−Ax + e
−Ax
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, (2.58)
with L > 0 chosen the same way as in the proof for S-ALOHA with DFT in [25]
and K > 0 chosen such that,
∞  
n=K+1
An
n!
Cn ≤ (β − (1 + τ)λ)
1 − e−Aγ
2
. (2.59)
2.7 On the Capacity of p-persistent CSMA
We present some results from our current ongoing work on p-persistent CSMA in
this section. Based on these preliminary results we will speculate the performance
of p-persistent CSMA relative to IFT and DFT.
Following the framework we used above for CSMA-IFT and -DFT, the number
of backlogged packets {Xt} during TP t in a p-persistent CSMA system is also
a homogeneous discrete time Markov chain. We see that the major diﬀerence
between these three protocols is the ﬁrst transmission for a newly arrived packet.
To illustrate this eﬀect let us denote by ˆ p the probability that a station with a
newly arrived packet will transmit immediately in the next available slot.
Now the transmission period will consist of an idle slot plus a packet’s length
of transmission, if there are retransmissions or at least one of the newly activated
stations, if there are any, transmit immediately, with probability ˆ p. Otherwise, the37
TP will last only one idle slot. As such,
E[At|Xt = n] = ˆ λ0λ[1 − (1 − p)
n] + τλ +
∞  
i=1
ˆ λi[i + λ(1 − (1 − ˆ p)
i(1 − p)
n))] − λ
(2.60)
= (1 + τ)λ − ˆ λ0λ(1 − p)
n − λ(1 − p)
n
∞  
i=1
ˆ λi(1 − ˆ p)
i. (2.61)
The number of stations transmitting will also include the number of newly acti-
vated ones that decided to transmit immediately. Hence,
E[Σt|Xt = n] =
∞  
i=0
ˆ λi
i  
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nCl+j. (2.62)
Therefore the drift equation for p-persistent CSMA is
dn = (1 + τ)λ − ˆ λ0λ(1 − p)
n − λ(1 − p)
n
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ˆ λi(1 − ˆ p)
i
−
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i=0
ˆ λi
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n
j
 
p
j(1 − p)
nCl+j. (2.63)
While the details are still to be ﬁlled in, it is straightforward to show that as
ˆ p goes to 1 then dn (2.63) approaches that of the drift equation for CSMA-IFT
(2.19) and while as ˆ p goes to 1 then dn (2.63) approaches that for DFT (2.45).
This is expected because ˆ p can be viewed as a parameter that adjust how much
the system wishes to use IFT or DFT. Therefore, we speculate that the throughput
for p-persistent CSMA would resemble a convex combination of those for IFT and
DFT. And since both the open and closed loop maximum stable throughputs for
both policies are the same, the maximum stable throughput for p-persistent CSMA
cannot be higher than them, and in fact should be the same.38
2.8 Conclusions and Open Problems
By extending the elegant analytic framework proposed in the work of [26] and
[27] by Ghez, Verd´ u and Schwartz’s for S-ALOHA over MPR channels, we estab-
lish new throughput results for that of CSMA. Through analyzing the ergodicity
region for the backlogged stations as Markov chain, we ﬁnd that the open-loop
throughputs for S-ALOHA and CSMA with both IFT and DFT policies are the
same. The closed-loop throughputs for CSMA-IFT and -DFT are derived and we
ﬁnd that they are the same for both policies for Poisson arrivals. Mathematically,
the improvement in throughput over S-ALOHA comes from the extra term, λe−x,
that is present in the throughput expressions for CSMA schemes. However, as
the physical layer strength becomes stronger, x tends to increase as well and thus
diminishing this gain eﬀect. A simple decentralized control scheme was shown to
exist that achieves this throughput. Preliminary results on p-persistent CSMA are
also presented. Based on this, we speculate that its throughput cannot be any
higher than CSMA-IFT and -DFT. Further work is still required for a deﬁnitive
conclusion.
We also illustrate that propagation delay is an important system parameter,
and that previous results on multiple access may need reinterpretation if this is
not taken into account.
It is also possible to extend on Ghez et al.’s work in [26] to derive conditions
when CSMA over MPR is non-ergodic, namely when it becomes null recurrent or
transient. However, while doing so will make our present work more complete, we
feel it does not provide much insights from the perspective of network design and
analysis.
As pointed out, although the control scheme above achieves maximum stable39
throughput, it may not be the most optimal for network delay or energy eﬃciency.
Finding such a scheme still remains an open problem for both S-ALOHA and
CSMA. Collision detection, a popular enhancement to CSMA systems can also be
considered as an extension to this work. We do provide in Chapter 3 an indication
of the delay of CSMA protocols and consider in Chapter 4 collision detection,
on MPR channels, but both for a ﬁnite population and a simpler network traﬃc
model.
We should point out that by delaying a newly arrived packet until a later time
can maintain fairness in the system. Currently there is a chance that a newly
arrived packet can be transmitted before those from a backlogged station. We
speculate there should exist a set of monotone decreasing transmission probabilities
{ˆ pi}i≥0, where pi is the transmission probability to use for a packet that has been
retransmitted for i number of times. We believe such a retransmission control
can ensure equal expected delay among stations. However, such a scheme would
be very diﬃcult to analyze and is not feasible for applications with low-latency
constraints, like that of video conferencing, etc..Chapter 3
Capacity and Delay of
Generalized CSMA Protocols on
MPR Channels
3.1 Generalized CSMA Protocols
In the previous chapter, we investigated the improvement that classical CSMA
protocols can deliver with an MPR-capable physical layer. One of the main results
we found is that when the MPR capability is strong the throughput improvement
over S-ALOHA diminishes and their throughputs converge. In other words, it is
not necessary to perform channel sensing for “strong” physical layers.
The reason for this can be attributed to that classical CSMA protocols do not
always utilize the MPR channel at its capacity. Inherent in the classical CSMA
protocol, once the channel is occupied it stays unchanged with the same number
of transmissions for the complete packet duration even if this is less than what
the MPR capability can accommodate. Clearly, we can improve the protocol’s
4041
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Figure 3.1: Packet timing diagram of the generalized CSMA example in Section
3.4.1 with n∗ = 5 and L = 5. Number of stations performing the transmissions is
indicated on the packet.
throughput if new transmissions can begin even when the channel is occupied
provided its MPR strength can still support them. And surely, by exploiting the
information obtained from channel sensing, stations can estimate how close the
channel usage is to capacity and decide accordingly whether or not to transmit.
As a result, the channel can be “ﬁlled up” and used near capacity more frequently,
as shown in Fig. 3.1.
For instance, during channel sensing stations may accurately estimate from the
received signal energy the number of stations that are currently transmitting, like
those considered in [24]. Then based on how close the usage level is to channel
capacity the stations can decide whether it is optimal to start transmission. Alter-
natively, the stations can also be equipped with an MPR-capable receiver so that
they can distinguish the spreading codes that are currently being used. Then from42
this information, the stations can decide whether to transmit and perhaps wisely
choose which codes to use. The channel sensing capability can also be used to
detect the channel’s transmission conditions, like its noise level, so that the station
can adjust its transmission parameters, like increasing power. We will call channel
sensing schemes that embody these ideas generalized CSMA protocols; obviously
the classical CSMA protocols are special cases of them.
Because transmissions attempted from diﬀerent times can now overlap each
other, as long as they are started within a packet’s duration, analysis of their in-
terferences on each other can be quite involving. This can be even more diﬃcult if
the inﬁnite population or bursty traﬃc model are assumed. In order to arrive with
meaningful results for the performance of generalized CSMA protocols on MPR
channels, we selected to proceed with a simpler model than we did for classical
CSMA in Chapter 2. Speciﬁcally, we employ a ﬁnite user model with asymp-
totic traﬃc arrival, i.e., that each station always is saturated with packets to be
transmitted. Such a model eliminates any randomness in new stations joining the
transmission and lets us know precisely the number of backlogged stations waiting
to transmit at all time.
This network model is actually quite realistic as well. Obviously, practical
networks are ﬁnite. And also, the asymptotic traﬃc assumption reﬂects the con-
tinuous traﬃc generated by applications such as ﬁle transfers, VoIP streams or
video conferencing, etc..
Perhaps due to its simplicity and accurate portrayal of present network traﬃc,
this model has been assumed in many recent network research. Bianchi [9] assumed
asymptotic network traﬃc so that a Markov chain can be created to model the
exponential backoﬀ mechanism in IEEE 802.11 wireless networks [36] and used to43
analytically calculate their throughputs. Cal` ı et al. [12] found the retransmission
probability p with which the MAC scheme becomes equivalent to that of the 802.11
exponential backoﬀ scheme with asymptotic traﬃc model. As such, the 802.11
MAC layer’s capacity can then be equivalently modelled and analyzed as a p-
persistent CSMA protocol. Extending on this work, Bononi et al. [10] and Bruno
et al. [11] analyzed the energy eﬃciency of 802.11 WLANs (and that of p-persistent
CSMA in general). These performance measures were previously either derived
using crude assumptions or computed numerically via simulations because of their
complexities when random arrivals are involved. (All of the above cited work are
for the collision channel.)
In the sections below, we will not only ﬁnd the throughput of generalized CSMA
over MPR, but also ﬁnd its delay as well. We will only analytically derive the delay
for classical CSMA over MPR, delay for generalized CSMA over MPR is done via
simulations. Although it is possible to do this analytically, and we illustrate this
by deriving a throughput expression for a speciﬁc MPR scenario, but even with
this simpler model it is still diﬃcult to do so for the general MPR case.
As it turns out, generalized CSMA over MPR does not necessarily provide
signiﬁcant improvement over classical CSMA over MPR. In order to provide further
enhancement, in Chapter 4 we examine the eﬀect of adding collision detection (CD)
to CSMA over MPR.
The notion of generalized CSMA over MPR actually resembles a family of
multiple access schemes concerning the use of “multichannels”, for which there is
a mature body of literature. We discuss them and their relation with this work in
Section 3.5.44
3.2 The Network Model
We focus on a network model which characterizes practical scenarios and traﬃc
patterns. Speciﬁcally, we consider a wireless network with a ﬁnite number N ∈
{2,...,100} of stations contending to transmit to a central receiver. Also we
assume each station always is saturated with packets to be transmitted (i.e., the
stations operate in the asymptotic mode). With asymptotic traﬃc the network
is forced to operate in a critical region where it is on the verge of drifting into
instability, thus a protocol can be considered stable as long as it delivers non-zero
throughput at ﬁnite delay.
Unlike in Chapter 2, we will instead normalize time by a slot duration, which
is at least as large as the signal propagation time, tprop. In other words, we can
refer to time durations by the number of slots. Accordingly, we assume that the
packet size considered here is of constant L slots.
The rest of the network model used here is largely the same as that used in
Chapter 2. We employ the same symmetric MPR channel model except of course
the number of stations are now ﬁnite. Thus, given that n packets are transmitted,
for 1 ≤ n ≤ N, the number of success k is such that 0 ≤ k ≤ n. The multipacket
reception matrix is also of ﬁnite size now:
C =

    
  

C1,0 C1,1
C2,0 C2,1 C2,2
. . .
. . .
. . . ...
CN,0 CN,1 CN,2     CN,N

    
  

. (3.1)
As considered by Zhao and Tong in [91], we deﬁne an MPR channel’s capacity as
C , max
n=1,   ,N
Cn, (3.2)45
where
Cn ,
n  
k=1
kCn,k (3.3)
is the expected number of correctly received packets when n packets are simulta-
neously transmitted. While this deﬁnition for channel capacity is intuitively clear,
we will formally justify this in Chapter 5. Let
n0 , min
 
arg max
n=1,   ,N
Cn
 
. (3.4)
That is, n0 is the number of transmitted packets that achieves the channel capacity.
This implies that for optimal use of the channel, the MAC layer should always
enable n0 stations per slot. (We will also formally established this in Chapter 5.)
And as pointed out in [91], since the argmax in (3.4) is not necessarily unique, we
take its minimum in order to conserve transmission energy.
Because stations operate in an asymptotic mode, to ensure fairness in the non-
persistent CSMA protocol we slightly modify it so that a station that has just
completed a successful transmission will also perform a random backoﬀ before its
next transmission attempt.
Finally, we remark that since a packet now spans multiple slots with changing
channel conditions, a packet is only considered successfully received if every one
of its slots is transmitted successful. Subsequently, a more detailed MPR model
may be required for analyzing the protocol if the success statistics are not inde-
pendent from slot to slot and/or if FEC is used to overcome sparse slot failures.
So for generalized CSMA to work the receiver must now be able to correctly de-
code packets that are slot synchronous but frame asynchronous. In general, the
receiver could employ techniques such as those discussed in [86] for asynchronous
multiuser detection; slot synchronism should help simplify this problem somewhat.46
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Figure 3.2: The channel’s activities as a renewal process with regenerative points
after each transmission attempt.
As such, we add an additional assumption to our model, namely that the receiver
can correctly decode packets that are asynchronous in said fashion.
3.3 Performance of Classical CSMA with MPR
In order to provide a baseline for comparison, we ﬁrst derive the throughput and
delay of classical CSMA with MPR again but for the current network model at
hand.
3.3.1 Throughput analysis
For the present network model, its throughput, η, can be deﬁned as the fraction
of time a channel is used for successful transmission of data packets. As shown in
Fig. 3.2, channel activities can be modelled as a renewal process with a regeneration
point at the end of each transmission attempt. By renewal theoretic arguments, η
is then the ratio of the expected time used on the channel to successfully transmit
packets in a renewal interval to the expected duration of a renewal interval. To
reﬂect that there could be multiple packets correctly received during that time,
the numerator of this ratio should be the expected success duration weighted by47
the number of successful packets. Therefore,
η =
E[Nsucc   Succ|Ntr ≥ 1]
E[Idle] + E[Busy|Ntr ≥ 1]
, (3.5)
where the random variables
• Nsucc is the number of correctly received packets,
• Ntr is the number of stations transmitting,
• Succ is the duration used on the channel to successfully transmit Nsucc pack-
ets,
• Idle is the duration when the channel is idle, and
• Busy is the duration when the channel is occupied, either with successful or
unsuccessful transmissions,
all of which occur in a renewal interval.
Due to constant packet length and signal propagation delay,
E[Busy|Ntr ≥ 1] = L + 1 (3.6)
and E[Nsucc   Succ|Ntr ≥ 1] = L   E[Succ|Ntr ≥ 1]. So
E[Nsucc Succ|Ntr ≥ 1]
= L  
N  
n=1
n  
k=1
kCn,kP[Ntr = n|Ntr ≥ 1] (3.7a)
=
L
1 − (1 − p)N
N  
n=1
 
N
n
 
Cnp
n(1 − p)
N−n. (3.7b)
And since each station, independently of the others, will remain idle for a given
slot with probability 1 − p,
E[Idle] =
(1 − p)N
1 − (1 − p)N . (3.8)48
Substituting equations (3.6) through (3.8) into (3.5), we arrive at the throughput
expression for classical CSMA with MPR:
ηCSMA(N,L,p) =
L
 N
n=1
 N
n
 
Cnpn(1 − p)N−n
(1 − p)N + (L + 1)[1 − (1 − p)N]
. (3.9)
By inspecting equation (3.9), we can readily observe the following property.
Property 1. With our network model, there exists a transmission probability p∗
that achieves maximum throughput for classical CSMA over MPR.
Proof. The numerator of (3.9) consists of the constant L multiplied by a sum of
binomial distributed probabilities, each weighted by a Cn which is positive and
independent of p. Since
 N
n
 
Cnpn(1−p)N−n is a concave function of p for all N and
n, in eﬀect the numerator is a scaled sum of weighted concave functions, which
is itself concave as in the sense of always lying above its chord. Also, we can see
that the reciprocal of the denominator is a positive but strictly decreasing function
of p. A function’s concavity is not aﬀected by being multiplied by a positive and
strictly increasing function. So, (3.9) is a concave function of p, and thus there
exists a p∗ that achieves its global maximum.
Note that, as explained in Chapter 2, we recover the S-ALOHA over MPR case
if each idle instance lasts for L + 1 slots.
3.3.2 Delay analysis
We deﬁne packet delay, E[D], to be the expected time needed to successfully
transmit a packet measured from the time it was generated (which for our model
is immediately after the station’s most recent successful transmission). By the
regenerative nature of a station’s activities and the fairness of the protocol, E[D]49
is the expected length of a randomly tagged station’s renewal period when the re-
newal instances are taken to be at the end of the station’s successful transmissions.
Since the tagged station will attempt transmission until successful, a renewal
interval is made up of (possibly zero) colliding transmission attempts followed by a
successful one. Moreover, each transmission attempt may be preceded by a channel
backoﬀ period during which the tagged station remains inactive either because it
decides not to transmit (with probability 1−p) or the carrier is sensed busy. Thus,
denoting Nc as the number of collisions the tagged station endures before a success,
E[DCSMA] = E
 
Nc+1  
n=1
T
(n)
backoff +
Nc  
n=1
T
(n)
coll + Tsucc
 
, (3.10)
where T
(n)
backoff, T
(n)
inter and Tsucc are the time spent respectively during the nth backoﬀ,
nth collision, and successful transmission.
With constant packet length, T
(n)
coll = Tsucc = L + 1. And since T
(n)
backoff is i.i.d.
and E[Nc] is ﬁnite, as seen below, by Wald’s Identity, (3.10) can be written as
E[DCSMA] = E
 
Nc + 1
  
E
 
T
(1)
backoff
 
+ L + 1
 
. (3.11)
Each backoﬀ period is one slot if no others decide to transmit or L + 1 slots if
otherwise,
E[T
(n)
backoff] = E[Nidle]
 
(1 − p)
N−1 + (L + 1)
 
1 − (1 − p)
N−1  
, (3.12)
where E[Nidle] is the expected number of times the tagged station remains idle in
a clear slot. As this happens with probability 1 − p, E[Nidle] = (1 − p)/p.
To obtain E[Nc], we will ﬁnd the probability that the tagged station’s trans-
mission is a success, Psucc. Since a collision occurs with probability 1 − Psucc,
E[Nc] = (1 − Psucc)/Psucc. (3.13)50
Letting S be the indicator function for the tagged station’s success and r.v. M be
the number of other stations to transmit,
Psucc =
N−1  
n=0
P[S = 1|M = n]
 
N−1
n
 
p
n(1 − p)
N−n−1. (3.14)
Since the tagged station is randomly chosen,
P[S = 1|M = n] =
n+1  
k=1
k
n + 1
Cn+1,k. (3.15)
Finally, substituting (3.12) and (3.13) into (3.11) completes our derivation for
E[DCSMA].
3.4 Performance of Generalized CSMA with MPR
In general, for optimal performance the MAC layer should always schedule n0
stations to share the channel (cf. Section 3.2 and Chapter 5). However, this is
unrealistic for a decentralized random-access scheme like CSMA. Instead stations
will have to accomplish this distributively and in the most statistically optimal
manner by using the channel-state information, MPR properties and any other
knowledge of the system.
To better illustrate this idea, we investigate the performance of a simple exam-
ple in which each station is assigned a unique spreading code that allows correct
decoding of its packet as long as the total number of users transmitting simultane-
ously is less than or equal to n∗, 1 ≤ n∗ ≤ N. This scenario emulates many spread
spectrum systems used in practice in which multiuser detection can perform sat-
isfactorily only when the SIR is below a certain level. Appropriately, we assume
the stations are equipped with energy detectors that can estimate correctly the
number of stations occupying the channel, as in [24], and denote this number by51
ˆ n. Here, n∗ equals n0, the capacity of this channel; we recover the collision channel
with n∗ = 1.
Based on how close ˆ n is to n∗, each waiting station can decide how likely it
should transmit in the next slot, as given by a probability pc(ˆ n). (Obviously,
pc(ˆ n) = 0 if ˆ n ≥ n∗.) Due to random accessing, there is a non-zero probability
that the number of stations that end up transmitting is greater than n∗, so it may
be optimal to use some smaller nc, 1 ≤ nc ≤ n∗, for calculating pc. (See Table I
for an example.)
Let Nts be the number of stations transmitting in the next slot. As explained,
optimizing this system is equivalent to ﬁnding the pc(ˆ n) that gives E[Nts] = nc.
Since
E[Nts] = ˆ n + (N − ˆ n)pc(ˆ n), (3.16)
we have
pc(ˆ n) =
nc − ˆ n
N − ˆ n
. (3.17)
Optimizing pc is in fact the simple problem of maximizing the probability that
the number of the remaining stations to transmit is nc,
 
N − ˆ n
n∗
c − ˆ n
 
p
n∗
c−ˆ n
c (1 − pc)
N−n∗
c.
But for a binomial distribution, this is equivalent to maximizing the expected
number of stations transmitting:
E[Num of stations tx] = n
∗
c = ˆ n + (N − ˆ n)p
∗
c.
Thus
p
∗
c(ˆ n,n
∗
c) =
n∗
c − ˆ n
N − ˆ n
. (3.18)52
3.4.1 Throughput analysis for a simple MPR scenario
As illustrated in Fig.3.1, if we deﬁne a busy period to be the duration of the overlap-
ping packets until an idle slot occurs, then a throughput expression for generalized
CSMA can be derived from (3.5). While E[Idle] is simply (3.8) with p = pc(0),
obtaining the expectations E[Busy|Ntr ≥ 1] and E[Nsucc   Succ|Ntr ≥ 1] are more
involved because each transmission interacts with all the other transmissions that
overlap with it. Since a transmission lasts L+1 slots, the channel activities renews
themselves after at most L slots, so one can ﬁnd these expectations recursively.
However, the state space can become quite intractable for large N or L and it
is not obvious that a general expression can be obtained. Therefore, we examine
the performance of generalized CSMA via simulations. However, we provide an
overview here of a derivation for a simple scenario with N = 4 and L = 1 and use
this analytic result to verify our simulation program.
With L = 1 and a slot for propagation delay, a transmission will only overlap
with those packets that are started one slot before and after it. Let Qi denote the
event that at the start of a given slot i stations have started their transmissions
in the previous slot. Let Qi;j denote the event conditioned on Qi that j stations
transmit in this given slot. Also, let Y be the indicator function for whether there
is at least one station to transmit in the following slot, accordingly P[Y = 0|Qi;j] =
[1−pc(j)]N−j for all i. Then let Bi and Bi;j be the expected length of the remaining
busy period starting with this given slot conditioned on Qi and Qi;j, respectively;
therefore, we see that E[Busy|Ntr ≥ 1] = B0. By using conditional expectations,
we obtain
Bi =
N−i  
j=1
Bi;jP[Nts = j|Nts ≥ 1,Qi] and (3.19)
Bi;j = 2P[Y = 0|Qi;j] + [1 + Bj]P[Y = 1|Qi;j], (3.20)53
Table 3.1: Analytic and simulated throughput of generalized CSMA on determin-
istic MPR channels with N = 4 and L = 1.
n∗ nc Analytic η Simulated η
2 1 0.5012 0.5012
2 2 0.4806 0.4808
3 1 0.5847 0.5847
3 2 0.9464 0.9468
3 3 0.7679 0.7686
where
P[Nts = j|Nts ≥ 1,Qi] =
 N−i
j
 
pc(i)j[1 − pc(i)]N−i−j
1 − [1 − pc(i)]N−i ; (3.21)
and thus the recursion to solve for B0 follows. We can ﬁnd E[Nsucc  Succ|Ntr ≥ 1]
in a similar manner. Table 3.1 lists the calculated and simulated throughputs,
which are essentially the same.
3.4.2 Performance comparison from numerical results
We plot in Fig.3.3 the throughput of classical and generalized CSMA for N =
10 with long and short packet lengths, L ∈ {5,100}; for L = 5 we also show
its throughput for S-ALOHA. The generalized CSMA results are generated by
simulating the system for at least 1,000,000 slots until the computed throughput
converges to within at least 10−3 between iterations. As discussed in Chapter 2, we
see the throughput for classical CSMA eventually converges to that of S-ALOHA.
However, generalized CSMA maintains only a moderate throughput improvement
across the MPR channels until reaching the perfect MPR case, where all three
protocols achieve close to capacity as expected. Also illustrated is that generalized54
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Figure 3.3: Throughput of classical and generalized CSMA (XL-CSMA) and S-
ALOHA for N = 10.
CSMA does not perform well for the collision channel (n∗ = 1) or weak MPR
channels for which the optimal nc is found (via simulations) to be equal to 1;
but certainly so, for these scenarios cannot sustain overlapping transmissions and
recover the classical CSMA case, which is optimized by p∗ and not (3.17). It
is evident from the graph that longer packet lengths can mitigate the ineﬃciency
resulting from the slot wasted by propagation delay and achieve higher throughput.
The eﬀects described here apply to cases with diﬀerent N as well.
Delay for the three protocols are plotted in Fig. 3.4 for N = 100 and L = 100;
essentially identical characteristics are observed for other network conﬁgurations.
We see that as predicted in Chapter 2 classical CSMA delivers a good delay im-55
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for N = 100.
provement over S-ALOHA until nearing the perfect MPR case even though (not
shown here) their throughputs converged near n0 = 8; this result clearly under-
scores the advantage classical CSMA still possesses over S-ALOHA in MPR chan-
nels. Nonetheless, by using generalized CSMA, delay can be further shortened.
We also remark that the same operating parameter that maximizes throughput
(p∗ or nc, respectively) also delivers the shortest delay (cf. Appendix B).
Although generalized CSMA provides throughput improvement, Fig. 3.3 shows
that the protocol can still operate quite far away from channel capacity. This result
strikingly contrasts with the cross-layer multiple access scheme for MPR proposed
in [91], which attains channel capacity but does so with a central coordinator that56
can schedule exactly n0 stations to contend in each slot. The fact that our MPR
channel example above has zero probability of success beyond n0 also plays a role
in hampering generalized CSMA’s performance. Such a channel completely stiﬂes
any chance of success even when there is just one more than the optimal number of
stations transmitting — something that would likely occur with random accessing.
However, we believe the improvement would be minimal for the reasons stated
above.
Evidently, generalized CSMA’s sub-capacity performance can be resulted from
the cost for being a decentralized random-access scheme. But more importantly,
as transmissions become corrupted, they continue to occupy the channel stalling
the channel’s capacity and lower the success probability for other new overlapping
transmissions. In the next chapter, we investigate the eﬀect if collision detection
is included, i.e., that colliding stations will stop transmission well before their
packets end. This approach should shorten the busy period and subsequently
further improve performance.
3.5 Related Work on Multichannel CSMA
The generalized CSMA protocol actually resembles a body of work in the literature
known as multiaccess with multichannels. These protocols embody the idea of
using diﬀerent channels to perform data transmissions that occur simultaneously.
The ﬁrst proposal to use multichannels with CSMA networks was in 1983 by
Marsan and Roﬃnella [54]. This idea is extended from previous early work on mul-
tifrequency ALOHA-based networks, like that by Szpankowski [76]. In their paper
Marsan and Roﬃnella assume that the overall bandwidth of the system is divided
into smaller non-overlapping subchannels of proportionally slower bandwidths on57
which terminals transmit and receive data signals. Because these channels occupy
on diﬀerent frequencies, transmission over one does not aﬀect another and simulta-
neous communications is facilitated. Their paper discusses two CSMA schemes. 1)
A ready terminal randomly picks one of these channels and then performs carrier
sensing. Transmission is started when this chosen channel is not being used. If
this channel is busy, then a random backoﬀ is issued and after which the process is
repeated again until the channel is found idle. 2) A ready terminal will sense each
subchannel to ﬁnd those that are idle. It then randomly chooses one of these idle
channels to transmit. It will wait for one to free up if there are presently none, and
repeat the process. Of course, in both of these schemes, if more than one terminal
picked the same subchannel, their transmissions collide. Both schemes deal with
collision in the same manner by issuing a random backoﬀ before retrying.
After this paper, there have been many subsequent work on this topic. They
usually extend on Marsan and Roﬃnella’s idea by varying the method with which
the channels are chosen and by employing diﬀerent performance analysis tech-
niques. For example, in the series of papers by Lo et al., including [51] and [52],
they considered the above CSMA scheme incorporated with collision detection.
This is also the case in the on-going work championed by Das and Nasipuri (eg.,
[64], [40] and [65]), and Vaidya (eg., [75] and [47]), among others. The variations
on the multichannel theme considered by them include dedicating a subchannel
to perform channel assignment, using the signal power sensed on each subchannel
to determine what channel to use, and computing the network capacity from the
metrics set forth by Gupta and Kumar’s [30].
In all of these work and the references therein, their authors are keen to point
out that the idea of subchannels is not limited to that achieved by FDMA. The58
same eﬀect can be achieved with TDMA or CDMA, with orthogonal or pseudo-
orthogonal codes. In the case of TDMA, the terminal will sense if the channel is
being used at certain times and transmit on those that are not; and for CDMA,
the terminal must decode the received signal to discern which code is being used
and encode its packet with those that are not. And appropriately, the “CS” in
CSMA really mean “channel sensing”; i.e. a “channel” in its general meaning.
It is debatable whether the notion of multichannels is just a subset of our MPR
model or that they are just another term for MPR. Namely, although MPR is
general enough such that it can include channel eﬀects other than that arising from
multiuser detection, such as noise or those due to mobility, but said eﬀects can be
incorporated by modeling them separately in designing and analyzing multichannel
CSMA as well.
It is certain, however, that by modelling the idea of multichannels with the
MPR framework, our analysis techniques become diﬀerent from theirs. Thus, even
if the two ideas are the same, and so their ultimate results should be equivalent,
the novelty in our work would have been demonstrating an alternate analysis and
a diﬀerent interpretation of the model. Then of course, it is still unclear whether
they are the same model. Of note is the fact that Ghez et. al. didn’t considered
this to be the case for their work on S-ALOHA with MPR [26] [27], which are con-
temporary of the work on S-ALOHA with multichannels [76]. Note also, however,
it is clear that the classical CSMA protocol over MPR presented in the Chapter 2
has not been considered in the context of multichannel CSMA.Chapter 4
Capacity of Generalized CSMA
Protocols with Collision
Detection on MPR Channels
4.1 Generalized CSMA/CD Protocols
Following the introduction of CSMA by Kleinrock and Tobagi in 1975 [45], re-
searchers have devised methods to further exploit the terminal’s channel sensing
capability in order to improve network performances. One of these methods is
CSMA with collision detection (CSMA/CD), with which a transmitting terminal
also continually senses the carrier and will stop transmission if any other simulta-
neous transmissions are detected.
As most networks’ physical (PHY) layers commonly employ signalling schemes
that do not facilitate more than one transmissions at a time, i.e., that a transmis-
sion occurring in the presence of any others will result in a collision and none of
them will be received correctly, collision detection can shorten the amount of time
5960
the channel is occupied with collisions to the least possible. Subsequently, signif-
icant improvement in throughput and delay is achieved [77]. With such beneﬁts,
CSMA/CD has since become the protocol for scheduling packet transmissions in
the medium access control (MAC) layer of IEEE 802.3 [35], the industry standard
for wired local area networks (LANs), or what is popularly known as Ethernet [59].
Although we see in the previous section that generalized CSMA does deliver
performance gain over classical CSMA, the increase is only moderate and capacity
of the channel is still not achieved. As pointed out, this is due to the time wasted
on the channel by unsuccessful transmissions, which can be shortened with collision
detection. In this chapter we will see that when this is applied, the system can
operate closer to its channel capacity.
Unfortunately, collision detection cannot be as readily implemented on wireless
systems as wired ones. This is of concern if CD is to be deployed since most MPR
networks are operated wirelessly. In the next section we will discuss the diﬃculties
involved with and propose a novel method to reliably detect collisions in wireless
environments.
4.2 Collision Detection Schemes for Wireless Channels
While collision detection is a natural extension to CSMA in wired mediums, it
is commonly agreed upon that this is not feasible for the wireless channel [49].
Firstly, diﬀerent from wired mediums, during transmission a wireless terminal’s
antenna radiates a signiﬁcant amount of energy which saturates its radio frequency
(RF) frontend. And as a result, during this time the terminal can only receive its
own RF signal and cannot detect any transmissions from others that are at this
frequency; such a phenomenon is commonly known as self-interference. Secondly,61
in a wireless environment, RF activities from nearby unrelated WLANs could
provide interferences causing false positives in collision detection. Lastly, there is
the issue that a wireless terminal can be within transmission range from the central
receiver but out of range from some other terminals such that their transmissions
are not detected; this phenomenon is known as the hidden terminal problem. Their
packets would have collided at the receiver even when they do not detect any other
transmissions at the time.
For example, CSMA was also chosen to be the MAC layers’ access methods
of the currently widely adopted IEEE 802.11 wireless LAN (WLAN) standards
[37] [38] [39]. Nevertheless, collision detection is not considered and instead a
reservation based version of CSMA is included as an option for the standard. In
this reservation scheme stations use regular CSMA techniques to ﬁrst send a short
“Request To Send” (RTS) control packet indicating the length of their intended
transmission. If it is received successfully by the base station, i.e., that no other
stations are transmitting their RTS’s at the same time, a “Clear To Send” (CTS)
packet is broadcasted with details of this reservation. The CTS packet is received
by everyone in the network, they will know not to transmit during the reserved
period.
This reservation based CSMA protocol is call CSMA with Collision Avoidance
(CSMA/CA). The idea was ﬁrst proposed and studied by Tobagi and Kleinrock
in the third of their series on CSMA and related protocols [79]. This protocol
has subsequently been reﬁned and researched by researchers, as in [21], [31], [42]
and [8] and the references therein. Although these schemes solve the problem of
hidden terminal and mitigate collision rate, a drawback to it is that the RTS-CTS
handshake creates a higher overhead, even when they are short in duration.62
It is actually not entirely impossible to implement CSMA/CD over wireless
channels. For example, Rom suggests in [72] to have terminals randomly pause
during their transmissions to listen for other transmissions. However, this can be
slightly ineﬃcient because the protocol has a non-zero probability that two or more
terminals pause at the same time and their collisions remain undetected. In [53],
Lo and Mouftah propose a scheme that relies on rapidly switching between trans-
mit and receive modes during the beginning of a packet transmission. By doing
this activity long enough, for example, for at least the maximum signal propaga-
tion time of the medium, stations would know if another station has commenced
transmission at the same time.
By applying ideas from the busy-tone solution for hidden terminals [78] and
using existing solutions for RF communications, it is also possible to devise other
methods to reliably detect collisions for the wireless channel.
For instance, the problem of self-interference can be easily circumvented by
using two diﬀerent frequencies to transmit the data and the collision-detected sig-
nals. Two antennas can be employed with one of them assigned to perform the
required tasks on each frequency. While an access point without space constraint
may choose to use this conﬁguration, on terminals with small form factors it is
also possible to achieve the same results with only a single antenna. For instance,
according to [69], by using an inexpensive duplexer, the same antenna can simulta-
neously transmit and receive as long as their respective frequencies are separated
by about 5% of the nominal RF frequency. (This is in fact what the GSM mobile
cellular networks implements [69].) Or, for instance, we can simply appropriately
ﬁlter the outgoing and incoming signals to ensure they are well separated and do
not interfere with each other. Granted, a portion of the system’s bandwidth has63
to be allocated for communicating the collision-detected signal, such is always a
tradeoﬀ for the throughput gain returned from CSMA/CD.
And although terminals may be out of range from each other, they should
always be within range of the network’s central receiver or access point. Therefore,
we can delegate the task of detecting collisions to the receiver, which will in turn
broadcast a signal if the current transmissions would fail. For the collision channel,
this can be whenever the channel’s signal energy is greater than that emitted by
one transmission (assuming stations are equidistance from the central receiver). In
any case, the key idea here is to have a receiver-initiated feedback that is reliably
observed by all the terminals, as they are within range of the receiver. One added
feature to this is that after all the receiver is the most cognizant of the alleged
transmissions and in the best position to judge whether to terminate them or not.
The ﬁrst of these receiver-initiated CD methods is probably proposed by Wu
and Li [88]. In their scheme, a receiver-initiated busy-tone signal is sent on a
frequency band (“the feedback channel”) — one that is diﬀerent from that for
data transmission (“the data channel”) — when the receiver successfully decodes
the preamble portion of a packet being transmitted. At this point on, any other
terminal wishing to transmit will reschedule their attempts if they detect that this
busy-tone signal is present. If the preamble is not decoded successfully, as will be if
there is more than one concurrent transmission, i.e., a collision has occurred, then
no busy-tone signal would have been issued. Then based on whether this signal is
presence, a transmitting terminal would know whether there is a collision, and if
so would terminate its transmission. As their scheme has the key elements of the
busy-tone solution, the hidden terminal problem is eliminated with their protocol.
Unfortunately, since their method does not issue a busy-tone until the preamble64
of the packet is correctly decoded, there is actually a vulnerable period when
other terminals may detect an idle feedback channel and wrongly think that no
others are transmitting1. By addressing this shortcoming, Gummalla and Limb
[29] proposed a similar scheme in which the receiver asserts the “carrier detect”
signal on the feedback channel whenever there is transmission detected on the
data channel. Then once the preamble is indeed correctly received, a diﬀerent
signal, the “feedback” signal, is then asserted on the feedback channel. Along with
this scheme, they also introduced in [29] a transceiver with an echo cancellation
structure to lower the interferences from the terminal’s own transmission while it
is monitoring the feedback channel.
Note that there is actually no need to sent a diﬀerent signal on the feedback
channel like how [29] did. Because as long as this channel carries some signal
energy, no terminal will begin transmission. Thus one can argue their protocol has
redundancy and that these two diﬀerent signals can in fact be just one signal.
4.3 A Novel Collision Detection Scheme for Wireless Chan-
nels
Our new CSMA/CD protocol for wireless medium is also based on the favorable
idea of a receiver-initiated feedback, but unlike the previous ideas [29] [88] we do
not issue a busy tone. In our scheme, the transmitters continue to perform channel
sensing on the data channel to determine if there are any others using the channel.
The receiver will only broadcast a “collision detected” signal only when a collision
has occurred. Furthermore, this CD broadcast only lasts for the duration of which
1Interestingly, Tobagi and Kleinrock’s original busy-tone solution [78] does start
the busy tone as soon as some data transmission is detected.65
the participating transmitters require to detect it. This is unlike [29] [88] when the
feedback signal is broadcasted for the entire duration of the data transmission.
As a result our method does not prevent hidden terminals from occurring.
Therefore, its performance should be between those of [29], [88] and protocols
that do not implement CD at all, in systems where hidden terminals are frequent
problems, like wide area networks (WANs) where terminals are usually quite far
apart. But in small-sized networks, like a wireless personal network (WPAN),
there should not be signiﬁcant diﬀerences in performances.
Furthermore, obviously with our scheme transmit energy is conserved with a
short CD feedback signal. Moreover, our method should also provide a lower inter-
ference level than the other schemes in wireless environments where the spectrum
maybe reused for networks that are separated spatially. Because the feedback
channel for one network may be allocated in another’s data channel, a shorter
feedback signal would in turn have the advantage of generating a shorter inter-
ference. This feature cannot be under-sighted. If the data is encoded via some
forward error correcting code, interferences caused by short feedback signals may
result in corruption of only a few symbols, the number of which may still permit
the code to repair the damaged symbols. This may not be possible when the feed-
back interference is long, as in [29] and [88], with which a larger number of symbols
are corrupted.
Like any of the previous CD protocols, a collision can be discerned, say, when
the preamble header of the transmissions being received is incorrectly decoded.
Now for MPR channels, we are no longer limited to just detecting the presence of
more than one transmission from the carrier’s RF signal energy. The receiver can
in fact begin decoding the transmissions and issue a CD signal only when decoding66
fails or would do so above a certain threshold of probability.
4.4 Throughput Analysis
The network model we use here is identical to that used in Section 3.2. In addition,
we let D (D < L) be the number of slots a receiver requires to discern whether a
set of simultaneous transmissions cannot be decoded properly or done so with high
certainty. We let δs(n) be an indicator function that the receiver will choose to
receive a set of n, 1 ≤ n ≤ N, transmissions. For the collision channel, δs(n) = 1
for n = 1, and δs(n) = 0 otherwise. We also assume that the receiver’s collision
indication signal lasts for one slot, which is consistent with the duration of the
jamming signal sent in some wired implementations of CSMA/CD when a collision
is detected [77].
We will ﬁrst derive the throughput of classical CSMA/CD with MPR for this
network model in order to obtain a baseline for comparison. Like in Chapter 3, we
investigate throughput of generalized CSMA/CD with MPR via simulations.
4.4.1 Throughput of classical CSMA/CD with MPR
Like Section 3.3.1, CSMA/CD channel activities can be similarly modelled as a
renewal process with a regeneration point at the end of each transmission attempt
(Fig. 4.1). And we can straightforwardly derive its throughput with the same
renewal theoretic arguments we applied before.
As shown in Fig. 4.1, Busy lasts for L + 1 and D + 2 slots respectively for67
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Figure 4.1: The channel’s CSMA/CD activities as a renewal process with regener-
ative points after each transmission attempt. The detection time here is D=3.
successful and colliding transmissions. Thus,
E[Busy|Ntr ≥ 1]
=
N  
n=1
 
(L + 1)δs(n) + (D + 2)[1 − δs(n)]
 
  P[Ntr = n|Ntr ≥ 1] (4.1a)
=
N  
n=1
 
D + 2 + δs(n)(L − D − 1)
 
 N
n
 
pn(1 − p)N−n
1 − (1 − p)N . (4.1b)
Because CD only applies to failing transmissions, no changes from 3.3.1 are required
for E[Nsucc Succ|Ntr ≥ 1] (3.7) and E[Idle] (3.8). Thus, by substituting equations
(4.1), (3.7) and (3.8) into (3.5), we arrive with the general throughput expression
for CSMA/CD with MPR,
ηCSMA/CD =
L
 N
n=1
 N
n
 
Cnpn(1 − p)N−n
(1 − p)N +
 N
n=1
 
D + 2 + δs(n)(L − D − 1)
  N
n
 
pn(1 − p)N−n.
(4.2)
By inspecting equation (4.2), since Cn and δs(n) are independent of p, one
can show that this is a concave function of p. Therefore, in this network model
there exists a transmission probability p∗ that achieves maximum throughput for
classical CSMA/CD over MPR.68
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Figure 4.2: Packet timing diagram of a generalized CSMA/CD example with n∗ =
5, L = 5 and D = 3. Number of stations performing the transmissions is indicated
on the packet.
4.4.2 Throughput of generalized CSMA/CD with MPR
We investigate the performance for the simple MPR example we examined in Sec-
tion 3.4 for the generalized CSMA case. Note that in this scenario for CSMA/CD,
D = 1 is suﬃce for collision detection and also δ(n) = 1 for all n ≤ n∗ and δ(n) = 0
otherwise. We illustrate in Fig. 4.2 the generalized CSMA/CD channel activities.
Again, due to the renewal nature of the channel’s activities, it is possible to ﬁnd
a throughput expression for generalized CSMA/CD. However, the state space can
become quite intractable for large N, L or D and it is not obvious that a general
expression can be obtained. As such, we examine the performance of generalized
CSMA/CD via simulations.69
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4.4.3 Throughput comparison via numerical results
We plot in Fig. 4.3 the throughput of CSMA, CSMA/CD, generalized CSMA and
generalized CSMA/CD for N = 100 and with long packet lengths, L = 100. The
eﬀect described here apply to cases with diﬀerent N and L as well. As in Section
3.4 the generalized CSMA and generalized CSMA/CD results are generated by
simulating the system for at least 1,000,000 slots until the computed throughput
converges to within at least 10−3 between iterations.
As pointed out before, we see that although generalized CSMA delivers through-
put gain from classical CSMA, this is only moderate and it is still quite far away70
from operating at the channel’s capacity. By simply applying CSMA/CD, the
system’s throughput increases tremendously and the channel is operating closer
to its capacity. However, we see that the improvement provided by generalized
CSMA/CD over classical CSMA/CD is not signiﬁcant; generalized CSMA/CD
nonetheless provides great improvement over generalized CSMA. The results illus-
trated here indicates that simply with collision detection the system’s throughput
can be tremendously improved and it may not be necessary to consider the gener-
alized version of CSMA for performance improvements.
4.5 Conclusions and Open Problems
In the above discussion, we introduce a new method that reliably perform collision
detection for the wireless medium. We also investigate the eﬀects generalized
CSMA/CD has on MPR channels and show that the throughput improvement
delivered by collision detection is promising as it helps the system operates at
closer to channel capacity. We have only looked at the throughput of CSMA/CD
protocols over MPR here, it would also be interesting to study also the delay
and energy eﬃciencies of CSMA/CD protocols. Looking into the variances in the
results obtained here across diﬀerent MPR channels would also be a complementary
addition to the work in this chapter.Chapter 5
Capacity of Inﬁnite Population
Multiple Access Protocols on
MPR Channels
In the previous chapters, we see that even with the added enhancements of channel
sensing and collision detection, the throughput of random access remains bounded
away from achieving the channel’s capacity. As we speculated in Chapter 3, this
may be an inevitable cost for the convenience of being decentralized or distributed
protocols. To investigate this further, in this chapter we will derive an upper
bound for general random multiple access protocols for the general symmetric
MPR channel. By doing so we can also understand how the MPR capabilities
aﬀect this tradeoﬀ and help speculate how much more improvement can be gained
in future MAC designs. This is also useful as researchers in recent years focus on the
idea of cross-layer design for wireless networks with MPR [82] [81], which concerns
improving network performance through cooperation between the MAC and MPR-
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capable physical layers. The results here provide insights into the limiting eﬃciency
at which multiaccess can perform in the MPR environment.
5.1 Previous Results on Capacity of Multiple Access Pro-
tocols
The problem of ﬁnding the capacity of multiple access protocols for communication
networks with an inﬁnite number of stations has generated considerable theoretical
interests in the past. While networks in practice are of ﬁnite sizes, the inﬁnite
population model is analyzed because its performance results are indicative of
that for large networks and can also provide a lower limit to the best that the
ﬁnite population models can achieve. The inﬁnite population model can also make
the analysis more amenable as it frees the analysis of any boundary conditions.
Most of these multiple access research employs the collision channel model,
probably because it reﬂects the prevalent physical layers in the networks at the
time. Based on this model, Abramson [1] introduced the seminal random access
protocol, ALOHA, which delivers a measly throughput of 1/2e ≈ 0.184 packets
per slot. By aligning transmissions to occur at time-slot boundaries, Roberts [71]
created the S-ALOHA that provides a throughput of 1/e ≈ 0.368.
Soon after, Capetanakis [13] developed a tree-based splitting algorithm to re-
solve packet arrivals during an interval of time; it is stable for all arrival rates less
than ≈ 0.431. Inspired by his work, there have been many subsequent research on
collision resolution protocols that are founded on the idea of partitioning groups of
multiple users, as documented in [7], [55] and the references therein. In particular,
Gallager [23] proposed a ﬁrst-come-ﬁrst-serve (FCFS) splitting algorithm with a73
capacity of ≈ 0.487. Although Gallager probably was the ﬁrst to do so, apparently
this protocol was also independently developed by Tsybakov and Mikhailov [85]
and Ruget [73] as well1. Later, Moseley and Humblet [62] reﬁned that algorithm
by enabling optimally sized subintervals for each split to improve the capacity to
≈ 0.488, which has since remained the highest achievable throughput reported for
the collision channel.
Complementing attempts to design the optimal protocol, researchers also have
found upper limits for this channel’s multiple access capacity, for which an actual
protocol needs not exist to attain. Pippenger [68] used an information theoretic
argument to show that ≈ 0.744 is an upper bound to the capacity. Later, Molle [61]
derived an upper bound of ≈ 0.673 by employing a genie-aided protocol, which was
then improved by Cruz and Hajek [17] with a slightly diﬀerent genie to ≈ 0.613.
Subsequently, by using complicated arguments that analyze the probabilities of
the number of packets harbored in an interval, Mikhailov and Tsybakov [60] and
Zheng and Berger [89] lowered the upper bound to ≈ 0.587 and ≈ 0.578, respec-
tively. Finally, by incorporating these probabilistic ideas with the entropy gained
about the arrival process from each transmission, like in [68], into a generalized
splitting protocol, Tsybakov and Likhanov reported the currently lowest known
upper bound of ≈ 0.568 in [84].
Of course, today we know that with MPR techniques, physical layers can per-
form much better than the collision channel model. As pointed out, in previous
chapters, Ghez, Verd´ u and Schwartz [26] [27] were the ﬁrst to analyze the S-
ALOHA protocol and provided equations to calculate its capacity over the general
symmetric MPR channel with inﬁnite population. In Chapter 2 we extended their
1According to Ruget [73], J. Pellamail, at INSA of Rennes, independently did
so as well.74
framework to do so for classical CSMA protocols. Aside from these work on the
general MPR channel, Mehravari [58] studied a splitting algorithm for the special
MPR case that allows all transmissions to become successful below a certain num-
ber; we later call this the deterministic MPR channel. The results in [26], [27] and
[58] and Chapter 2 are rates of reliable data transmission that can be attained by
protocols; as such, they represent lower bounds on the capacity of MPR channels.
No upper bounds have previously been reported for the general MPR channel.
The probabilistic reception nature of MPR channels actually presents a chal-
lenge in designing appropriate multiple access protocols. This is because the chan-
nel’s random outcome statistics are repeatable only after inﬁnite trials, via the law
of large numbers, as pointed out in [81]. Thus unlike the collision channel, after
a transmission, an MPR receiver may still be uncertain of whether there are any
remaining active stations even when no transmission attempts are detected. As a
result, unlike the randomized accessing schemes like S-ALOHA and CSMA, split-
ting algorithms as in [13], or their more general partitioning form [32], cannot be
practically implemented over MPR channels in their present formats. Therefore,
it is unclear if any suitably modiﬁed splitting algorithms can contribute capacity
improvement in the MPR environment as they did signiﬁcantly so in the collision
channel. Our results below should also give an idea of how much more capacity
improvement may be expected from splitting algorithms for multiple access over
MPR.
5.2 Deﬁnitions and Properties of MPR Channels
The network model that we use in this analysis is largely unchanged from the
inﬁnite population symmetric MPR channel model used in Chapter 2. In addition75
we remark that, staying true to the channel’s symmetric nature, we assume those
stations with packets received correctly are selected randomly in an equiprobable
fashion from the transmission set, i.e., that each station in the set has probability
k/n to have transmitted successfully. Consequently, it is not possible for an MPR-
based protocol to be FCFS.
Recall in Section 2.2 we deﬁned the expected number of packets correctly re-
ceived with a transmission set of n stations by (2.6)
Cn ,
n  
k=1
kCn,k,
and assume that its limit C = limn→∞ Cn exists, as usually is for practical cases.
Now let
Cmax , max
1≤n≤∞
Cn (5.1)
and deﬁne
n
∗ , min
 
arg max
1≤n≤∞
Cn
 
. (5.2)
In other words, Cmax is the maximum number of successes possible over all numbers
of simultaneous transmissions for a given MPR channel. We will see in Section 5.3
that Cmax is in fact the maximum capacity oﬀered by the channel and an upper
bound for MPR multiple access’s throughput. As the transmission set becomes
larger with more participating stations, it should become harder for the receiver
to separate these packets; thus, we can assume in general that Cn ≤ Cn∗ for all
n > n∗. Note that Cmax may equal to inﬁnity, for which case n∗ = ∞. Also, we
take the minimum in (5.2) in order to conserve transmission energy, since it is not
necessary to enable a larger group of active stations in order to achieve Cmax, as
pointed out in Section 3.2 and [91] [92].
Depending on the MPR channel, the reception outcome of a set of concurrent76
transmissions is not necessarily random. If Cn,k = 1 for some n ≥ 1 and some
1 ≤ k ≤ n, then we can assume with certainty that this event has occurred, since
it does so with probability one. Unfortunately unless Cn,k = 1 occurs at a unique
k for all n, which is possible if and only if either C = ∞ or this limit does not exist,
we are still unable to deduce how many active stations transmitted. We can be
sure of some speciﬁc events though, if there are exploitable patterns as to where
Cn,k = 1, for the ﬁnite set K = {0 < k < ∞ : Cn,k = 1}, occurs.
In particular, consider the MPR channel, as that studied by Mehravari [58],
with Cn,n = 1 for all n less than some number, N. We plot Cn of this channel
for N = 5 in Fig. 5.1. Such a channel can emulate many spread spectrum sys-
tems used in practice in which multiuser detection can perform satisfactorily only
when the SIR is below a certain level. If such a system detects no successes but
evidences of transmission attempts, then it is certain at least N active stations
have transmitted. Because of this behavior, we will refer this type of channels as
deterministic MPR channels.
It is clear that for all MPR channels, there exists an
n0 , max{n : Cm,m = 1,0 ≤ m ≤ n}, (5.3)
where we adopt the notation that C0,0 = 1. Observe that the collision channel is
a special case of this with n0 = 1; the deterministic MPR channel discussed above
has n0 = N. Or for example, a collision channel in the presence of noise that can
corrupt the packet has n0 = 0. As it turns out this is an important property in
MAC design for a MPR channel — n0 characterizes the randomness of a MPR
channel. Note also that since Cn ≤ n with equality if and only if Cn,n = 1, we have
n∗ ≥ n0 ≥ 0 for the channels we are considering here.
We will use the properties in n0 in upper bounding the MPR multiaccess ca-77
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Figure 5.1: Cn for a deterministic MPR channel with N = 5.78
pacity below. In that analysis, we focus our attention on MPR channels with
K = {1,...,n0}. While it is possible to generalize our algorithm for channels with
Cn,k = 1 that occurs at ﬁnite number of unique k  = n and n > n0 + 1 and a
multiple access protocol can advantageously make use of knowing such properties,
but we believe the throughput gain in these channels is negligible unless these n’s
are close to or much larger than n∗. We discuss aspects of this generalization in
Section 5.6.
As in Molle’s framework [61], we assume that packets may arrive to empty sta-
tions at arrival points, of which each independently has probability p of containing
exactly one packet and probability 1 − p of containing no packets. If there are N
packets per slot and taking the limit as p → 0, N → ∞ and keeping the product
λ = Np constant, then the arrival process becomes that of a Poisson with param-
eter λ. Although we can perform our derivations for the more general case using a
ﬁnite N as in [61], we do so here with said Poisson arrival process. This not only
is suﬃcient for providing meaningful results, but also lets us compare with many
of the existing capacity bounds.
In general, we deﬁne a multiple access protocol to be stable if it can main-
tain a ﬁnite number of backlogged unserviced stations with probability one. An
achievable throughput of a protocol is a packet arrival rate that it can sustain while
keeping the system stable. By Little’s theorem [50], this arrival rate is in fact also
the rate at which packets are delivered when the system is at equilibrium. We
deﬁne the capacity of a system to be the supremum over all achievable throughput
rates. In an MPR environment, an illustrative performance measure is also how
eﬃciently a protocol utilizes the oﬀered capacity. Accordingly we deﬁne a pro-
tocol’s eﬃciency to be its maximum throughput divided by the channel capacity79
(see also [58]). Interestingly, because the channel capacity for the collision channel
is one, a protocol’s throughput is then also its eﬃciency; thus, during all this time,
in all the prior work listed above for the collision channel, they have in fact been
examining the eﬃciencies of random multiple access protocols as well!
5.3 Optimality of Existing and Genie-aided Protocols
In deriving an upper bound of the capacity for the collision channel, Molle [61]
employed a helpful “genie” that provides information about the arrival process at
no extra cost. A cycle begins when there are no known active stations and the
genie-aided protocol enables a number of arrival points. Any active station at
an enabled point will broadcast its packet. The cycle is complete if among these
enabled points there are no active stations or if there is only one active station,
whose packet will have been transmitted correctly. When there are more than
one active stations, then a collision has resulted and the genie publicly points out
the locations of the next two closest and unknown active arrival points, which the
protocol enables each separately (and successfully), thus ending the cycle. In the
case of the Poisson limit, this is equivalent to the protocol enabling an interval
in the arrival process. The optimal genie-aided protocol, which evidently can
be FCFS, enables the number of arrival points or interval length that maximizes
throughput. Clearly, this obtained throughput is an upper bound to any unaided
protocols because the genie-aided version can always discard the extra information
to simulate any unaided protocols and achieve their throughputs [61].
However, when using this approach, it is important to choose a genie that is not
“overly helpful”, otherwise the results would not be too meaningful. For example,
as discussed in [61], consider a genie that labels the activeness of all the arrival80
points. In the collision channel, a protocol can achieve perfect channel utilization
(i.e., a throughput of one) by enabling each known active points separately.
On the other hand, if this same genie were applied to an MPR channel, to
maximize throughput a protocol must allocate n∗ of these stations for each trans-
mission. To see this, let B and W respectively be the expected number of successes
and expected number of slots used in each cycle. If a protocol always enables n
active stations each time, then B =
 ∞
k=0 kCn,k = Cn and W = 1, and the corre-
sponding throughput is ηn = B/W = Cn. The maximum throughput is obviously
Cmax and attained if n∗ active stations are enabled during each cycle; note that
the protocol can also select a diﬀerent n each time, say, depending on the previous
outcome, however, a throughput with such conditioning is equivalent to a convex
combination of {ηn} and would not exceed ηn∗. As such, we have the following
lemma, for which the collision channel is a special case with both Cmax and n∗
equal to one.
Lemma 1. An upper bound to the multiaccess capacity over an MPR channel is
Cmax, for which it is achieved when n∗ number of stations transmit each time.
With this fact formally established, easily we make the following connection
with the results from Ghez et al. [26] and Chapter 2.
Theorem 9. If C = Cmax for an MPR channel, then both the S-ALOHA and
CSMA protocols are optimal and they attain the channel capacity of Cmax.
Proof. Recall Theorem 1 of [26], which states that if the limit limn→∞ Cn = C exists,
then a system which employs the S-ALOHA scheme is stable for all arrival rates
less than C with open-loop control. Therefore, if an MPR channel has C = Cmax,
then S-ALOHA is an optimal protocol because its maximum stable throughput81
represents a lower bound to the capacity, which in this case also equals to the upper
bound, by Lemma 1. Similarly this applies to CSMA as well, since it possesses the
same throughput as S-ALOHA under such conditions, as shown in Chapter 2.
In light of this result, the quest for the MPR multiaccess capacity remains only
for cases where Cmax > C. Towards that end, we extend Molle’s method [61] to
ﬁnd an upper bound by selecting a similar but suitable genie for the MPR channel.
Although his genie was designed speciﬁcally for the collision channel, interest-
ingly we can observe that after a collision has incurred the genie actually labels
the next n0 + 1 = 2 active arrival points, which is in fact the least amount of
active points (or information) to expose that would keep the original interval’s
Poisson distribution unchanged in the remaining interval. For example, let S and
L respectively be the original interval enabled and this interval up to and including
the second arrival point that the genie revealed. Then let R be the remainder of
the original interval with the L removed. Denote by |[a1,a2]| the number of arrival
points in an interval [a1,a2]. Then it is easy to show that |R| is identically Poisson
distributed as |S| given the genie’s information and that a collision occurred after
enabling S:
P(|R| = k | |S| ≥ 2,|L| = 2) = P(|R| = k | |L| = 2)
=
P(|R| = k,|L| = 2)
P(|L| = 2)
=
P(|R| = k)P(|L| = 2)
P(|L| = 2)
= P(|R| = k).
This eﬀect is known as return to fresh Poissonness [5].
An analogous eﬀect is also displayed in the MPR environment. After an interval
is enabled, the only information the receiver gains is the number of successes, which82
we will call k for now. And if no successes were detected, there is also the additional
possibility that this interval is originally empty; in the general MPR channel, we
are not certain. Now consider a genie who labels n0+1−k of the closest remaining
unknown active points in this interval if n0+1−k > 0, otherwise it remains silent.
The genie also remains silent if the interval is now empty and thus indicating to
the receiver that it can move on to enable the next interval. We can show that
conditioned on the number of successes and the genie’s action, the remainder of this
interval starting from the last known active point’s location is identically Poisson
distributed as the original interval before the enablement.
Theorem 10. In a homogeneous Poisson point process with intensity λ > 0 on
some interval [a,b], when conditioned on the events that, (i) there are greater than
n0 number of points in the interval, (ii) the locations of L1 ≥ 0 of these points,
U = {u1 <     < uL1}, are known, and (iii) there is a t < b such that there are
L2 ≥ 0 number of points in [a,t]\U, with L1 + L2 ≥ n0 + 1, then the number of
points in the remaining interval of (t,b]\U is still Poisson distributed with intensity
λ.
Proof. Since events (ii) and (iii) imply the event |[a,b]| > n0, P(|(t,b]\U| = j |
|[a,b]| > n0,U,|[a,t]\U| = L2) = P(|(t,b]\U| = j | U,|[a,t]\U| = L2). For j ≥ 0,
P(|(t,b]\U| = j | U,|[a,t]\U| = L2) =
P(|(t,b]\U| = j,U,|[a,t]\U| = L2)
P(U,|[a,t]\U| = L2)
.
Since (t,b]\U, [a,t] and U are disjoint subsets of [a,b], the events |(t,b]\U| =
j, U and |[a,t]\U| = L2 are all mutually independent. Thus, P(|(t,b]\U| =
j,U,|[a,t]\U| = L2) = P(|(t,b]\U| = j)P(U,|[a,t]\U| = L2) = P(|(t,b]\U| =
j)P(U)P(|[a,t]\U| = L2), and so
P(|(t,b]\U| = j | U,|[a,t]\U| = L2) = P(|(t,b]\U| = j) = P(|(t,b]| = j),83
since the Lebesgue measure of U is zero.
And obviously if the number of successes is greater than or equal to n0+1, then
the entire interval remains identically Poisson distributed as the original interval;
this is also veriﬁed by Theorem 10 as well. And if this is the case the protocol
should enable this interval again. Note also that due to the MPR nature, this
genie-aided protocol is not FCFS.
The only question left now is how to proceed with the genie-labelled active
points. Building on Lemma 1, the optimal genie-aided protocol should always
allocate n∗ stations to transmit as often as possible in a cycle, therefore the protocol
should keep enabling new unexamined intervals until the number of known active
points accumulates to at least n∗. Once this happens, the protocol should enable n∗
of these and continue to do so if the number of failed stations from this transmission
plus the number of remaining known active stations is at least n∗; if not, the
protocol should repeat the enabling of new intervals until it is so. The cycle will
ﬁnish whenever there are no more known active points. Observe that essentially
this is really what Molle’s genie and the corresponding optimal protocol does for
the collision channel, i.e., for the special case of n∗ = n0 = 1,K = {1}.
But unlike the collision channel, which Molle has shown the corresponding
optimal protocol is to enable the two known active points separately and not
together with any unexamined intervals [61], this is not obvious for the MPR
scenario. For example, a protocol may be able to take advantage of an MPR
channel’s ability in resolving simultaneous broadcasts by enabling known active
points (when there are less than n∗) together with an unknown set; yet, of course,
at the same time when there are failed transmissions in such enablements, the
genie will now reveal less than n0 +1 new active points and we will not have fully84
harnessed all of the genie’s “power”.
This problem actually reminds us of the Segregation Conjecture discussed by
Berger, Mehravari and Munson in [6]. Essentially, they proposed that given two
disjoint sets in a Poisson point process, and that given the number of points in these
sets are known and not empty, then it should be more eﬃcient to investigate these
sets separately. Although this is not proven, the results from Mehravari’s work on
the “straddle algorithm” in [57] lends support to this conjecture. Although this
does not exactly ﬁt our issue here, they are similar in that we have two intervals
for which we know the exact point locations in one of them and the other we know
is not empty.
Our situation is somewhat a simpler case of their conjecture. While at this time
we haven’t shown analytically that in general the optimal algorithm is to always
enable an unknown interval separately from the known active points, the scenario
is tractable enough that it does permit us to verify this numerically that this is
the case for the MPR channels we will consider below, and done within reasonable
computation time as well.
We will now derive a general throughput expression for this genie-aided proto-
col. We will use this expression to compute the upper bounds for speciﬁc channels
in the next sections. We deﬁne a cycle to begin when the protocol has no known
arrival locations and is faced with a Poisson distributed interval of intensity λ.
Like before, let B and W be the the expected number of successes netted and
expected number of transmissions expended by the protocol for a cycle. But let
also Bi and Wi, i ≥ 1, respectively be the expected number of successes netted and
expected number of transmissions expended by the protocol when the locations of
i active points are already given by the genie, and still facing a Poisson distributed85
interval of intensity λ. Finally, let B′
r and W ′
r, r ≥ 0, respectively, be the expected
number of successes netted and expected number of transmissions expended by
the protocol when the interval has r arrival points left after an enablement.
At the start, as there are no known active points, the protocol enables an
unknown interval of length x, which is to be optimized, and the number of successes
resulted is
∞  
n=0
pn
n  
k=0
kCn,k =
∞  
n=0
pnCn,
where pn = xne−x
n! and we adopted the notation C0 = 0, and the interval now has
n − k arrival points left. Therefore,
B =
∞  
n=1
pnCn +
n0  
n=1
pnB
′
0 +
∞  
n=n0+1
pn
 
n0  
k=0
Cn,kB
′
n−k +
n  
k=n0+1
Cn,kB
′
n−k
 
(5.4)
=
∞  
n=1
pnCn +
∞  
n=n0+1
pn
n0  
k=0
Cn,kBn0+1−k. (5.5)
We arrive to equation (5.5) for the following reasons. Observe that if there
remains no more arrival points in the interval, then the cycle is ﬁnished. Thus
B′
0 = 0 and the second term in (5.4) is zero. Now the genie would label the next
closest n0 +1−k arrival points whenever n0 +1−k > 0, therefore the B′
n−k terms
in the ﬁrst summation in the brackets becomes Bn0+1−k. Finally, observe that if
k ≥ n0 + 1, then this interval returns to fresh Poissonness, as shown in Theorem
10 when L1 = n0 + 1 and L2 = 0. Thus when faced with this situation, cycle is
also ﬁnished, and so the second term in the brackets of (5.4) is also zero.
We now focus on the Bi terms. As each new interval remains Poisson with
parameter x, for Bi, for 1 ≤ i < n∗ − 1:
Bi =
∞  
n=1
pnCn +
n0  
n=0
pnBi +
∞  
n=n0+1
pn
n0  
k=0
Cn,kBn0+i+1−k (5.6)86
and accordingly then
Bi = Q +
1
Pc
∞  
n=n0+1
pn
n0  
k=0
Cn,kBn0+i+1−k, (5.7)
where we have simpliﬁed the notations by letting G ,
 ∞
n=1 pnCn, Pc ,
 ∞
n=1 pn(1−
Cn,n) and Q , G/Pc.
Since the protocol repeatedly enables n∗ of the known active points whenever
there are at least n∗ of them,
Bn∗ = Cmax +
n∗−1  
k=0
Cn∗,kBn∗−k (5.8)
and
Bn∗+j = Cmax +
n∗  
k=0
Cn∗,kBn∗−k+j, j ≥ 1. (5.9)
By the same arguments, since each enablement incurs one slot’s time of trans-
mission, we can obtain the following set of equations:
W = 1 +
∞  
n=n0+1
pn
n0  
k=0
Cn,kWn0+1−k., (5.10)
Wi = R +
1
Pc
∞  
n=n0+1
pn
n0  
k=0
Cn,kWn0+i+1−k,, 1 ≤ i < n
∗ − 1, (5.11)
with R = 1/Q,
Wn∗ = 1 +
n∗−1  
k=0
Cn∗,kWn∗−k (5.12)
and
Wn∗+j = 1 +
n∗  
k=0
Cn∗,kWn∗−k+j, j ≥ 1. (5.13)
As it follows that a cycle begins when the protocol enables an interval with-
out knowledge of any known active points, therefore the protocol’s throughput is
η = B/W. And accordingly, B and W can be solved recursively with equations
(5.5),(5.7)–(5.9) and (5.11)-(5.13). The upper bound to the capacity of an MPR87
multiaccess protocol is then the maximum throughput, η∗, attained with the opti-
mal enablement interval, x∗, for that MPR channel. Note that the protocol could
enable a diﬀerent interval length each time, such as conditioning on the previous
outcomes, however, the resulting throughput is the same as a convex combination
of the η’s for each of these conditions and cannot be greater than η∗.
5.4 Capacity Bounds for Deterministic MPR Channels
In this section we derive the throughput expression for our genie-aided protocol for
the deterministic MPR channel, for which collision is certain when simultaneous
transmissions are more than N, for some N ≥ 1, i.e., that Cn,n = 1 for all n ≤ N.
Note also that C = 0, Cmax = N and n∗ = n0 = N. A plot for Cn for N = 5
is provided in Fig. 5.1. Observe that the parameter N in eﬀect represents the
channel’s “strength” in resolving simultaneous transmissions; the larger N, the
“stronger” the channel is.
Solving recursively for η, equations (5.4) and (5.7)–(5.13) simplify to
B0 = G + Pc[(n0 + 1)n
∗ + (n0 − 1)Q] (5.14)
and
W0 = 1 + Pc[(n0 + 1)n
∗ + (n0 − 1)R]. (5.15)
The maximum throughput is attained with the optimized x. We recover Molle’s
genie-aided throughput expression for the collision channel with N = 1.
Because of this channel’s deterministic nature, it is possible to implement a
splitting algorithm in the traditional manner, as Mehravari [58] has provided. His
throughput represents another lower bound.88
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Figure 5.2: Multiaccess capacity bounds for deterministic MPR channels.89
In Fig. 5.2, we plot, for each of the channel’s strength, N, the maximum
throughputs of S-ALOHA, CSMA (with zero propagation delay) and the best
of Mehravari’s protocols in [58], along with the channel capacity and our genie
bound. With small N, we see that CSMA’s throughput is higher than both S-
ALOHA (as in Chapter 2) and that of Mehravari’s protocol, which also dominates
that of S-ALOHA. Then at about N = 4, the throughput of Mehravari’s protocol
becomes higher than that of CSMA, whose throughput begins to converge with
that of S-ALOHA. Interestingly, Mehravari’s protocol’s dominance over both S-
ALOHA and CSMA eventually diminishes at about N = 11 as their throughputs
(essentially the same here already) begins to take over. The region of uncertainty
of the existence of any better protocols is bounded by our genie-bound and the
maximum of the three protocols.
We should point out that although CSMA achieves perfect channel utilization
when n∗ = 1 with zero propagation delay, but because CSMA involves equip-
ping the stations with channel-sensing equipment, it is generally considered as a
practical way to utilize the collision channel [20]. Since it does not embody the
essential elements of the contention problem, hence the collision channel’s “the-
oretical” capacity that many of the work listed in Section 5.1 pursue remains in
eﬀect unsolved.
An important observation is the widening gap between the channel capacity,
Cmax and the genie upper bound. This indicates that for such a deterministic MPR
channel, decentralized random multiple access is quite ineﬃcient — a dramatic
contrast with the centralized version for ﬁnite population that can achieve Cmax
[91] [92]. We conﬁrm this in Fig. 5.3, where we plot the eﬃciency of the genie upper
bound, S-ALOHA and CSMA, the last two of which have the same eﬃciencies at90
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Figure 5.3: Multiaccess eﬃciency bounds for deterministic MPR channels.
this point. We see that it is not until the MPR channel is signiﬁcantly strong
(N > 100) that multiple access becomes adequately eﬃcient.
5.5 Capacity Bounds for Probabilistic MPR Channels
Now let us consider an MPR physical layer consisting of K ≥ 1 orthogonal spread-
ing codes with which the stations pick one at random to transmit their packets. A
station’s packet is decoded successfully at the receiver if and only if no other sta-
tions choose the same code. This scenario is equivalent to the frequency-hopping
network described in [26] and its closed loop throughput is given in [27]. This
MPR channel has C = 0, Cmax = K(1 − 1/K)K−1, n0 = 1 and n∗ = K − 1, for
K > 1, and n∗ = 1, otherwise. Essentially, the number of orthogonal codes K can91
0 5 10 15 20 25 30 35 40
0
0.5
1
1.5
2
Transmission set n
C
n
Figure 5.4: Cn for the orthogonal spreading code MPR channel with K = 5.
also be considered as a measure of the MPR channel’s strength, just like N in the
previous case. A plot for Cn for K = 5 is provided in Fig. 5.4.
The throughput expressions for the diﬀerent orthogonal channels can be derived
as follows. For example, with K = 2, n0 = 1,n∗ = K − 1 = 1 and Cmax = 1, so
equation (5.5) simpliﬁes to
B = G +
∞  
n=2
pn[Cn,0B2 + Cn,1B1], (5.16)
for which we can straightforwardly ﬁnd that
B1 =
Cmax
1 − C1,0
= 1 (5.17)
and
B2 =
Cmax
1 − C1,0
+
C1,1
1 − C1,0
= 2. (5.18)92
Similarly, equation (5.10) simpliﬁes to
W = 1 +
∞  
n=2
pn[Cn,0W2 + Cn,1W1], (5.19)
and we can ﬁnd that
W1 =
1
1 − C1,0
= 1 (5.20)
and
W2 =
1
1 − C1,0
+
C1,1
1 − C1,0
= 2, (5.21)
and so the upper bound for K = 2 can be found.
Or for example, take K = 3, then n∗ = 2 and Cmax = 1/3. Since n0 remains
to be one, the expressions for B and W continues unchanged as above. However,
now
B1 = Q +
1
Pc
∞  
n=2
pn(Cn,0B3 + Cn,1B2) (5.22)
B2 = Q +
1
Pc
∞  
n=2
pn(Cn,0B4 + Cn,1B3), (5.23)
with
B3 = Cmax + C2,0B2 + C2,1B1 (5.24)
B4 = Cmax + C2,0B3 + C2,1B2 + C2,2B1. (5.25)
The corresponding expressions for W1, W2, W3 and W4 can be obtained by replac-
ing Q and Cmax with R and 1, respectively, in the above expressions.
We plot in Fig. 5.5 the optimal decentralized throughput for S-ALOHA and the
genie bound for each K. Unlike the previous deterministic MPR channel, we see
that S-ALOHA performs much better as the unknown region between its maximum93
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throughput and the genie bound is much smaller and does not seem to be widening.
For these channels, decentralized random access in general are more eﬃcient too,
as displayed in Fig. 5.6. We see that S-ALOHA can become closer to optimally
eﬃciency even with slight increase of channel strength. However, it seems that the
genie upper bound to the eﬃciency of multiaccess protocols eventually levels oﬀ
at 0.9.
5.6 Generalization to All MPR Channels
As discussed above, it is possible to generalize and obtain an upper bound for
general MPR channels even including those with Cn,k = 1 at ﬁnite number of94
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channel.95
unique k  = n and n > n0 + 1.
For these channels, whenever the protocol detects the number of successes to
be one of those unique k’s, then the protocol would know that in the interval just
enabled, there remains the corresponding n arrival points uniformly distributed
there. The next question is of course, how to proceed with this information. But
now we are facing exactly the situation addressed by the Segregation Conjecture [6],
i.e., it is unclear whether the protocol should proceed with exploring this interval
or combining the enablements with intervals of the unknown portions. Therefore,
we see that such generalization remains an open problem.
5.7 Conclusions and Open Problems
In this chapter, we study the properties of the general symmetric MPR channel
and, by applying previous lower-bound results of the MPR multiaccess capacity,
we see for MPR channels with Cmax = C, schemes like S-ALOHA and CSMA
are optimal. We also upper bound this capacity by extending Molle’s genie-aided
algorithm for those channels that do not have said property. The results obtained
can provide valuable insights into the performance limits of decentralized multiple
access with MPR. From the discussion above, we see that besides establishing an
upper bound to the general symmetric MPR channel, our results also illustrate the
fundamental limit to decentralized random access protocols for the MPR channel.
Our results once again reveal that as the physical layer becomes “stronger”,
i.e., as it becomes more capable of separating simultaneous transmissions, multiple
accessing can approach channel capacity or eﬃciency one, i.e., that it is not neces-
sary to schedule packets anymore. This intuitive idea agrees with existing results
in the literature [66] and further corroborates this theory.96
A direct extension to this work is to employ those results that enhances Molle’s
genie argument to further lower our upper bound presented here.
There is a vast array of results on multiple access by Russian researchers that
we have not surveyed completely yet at this time. There may be interesting and
useful results that can help on this topic.Appendix A
Proof of Lemma 4.2 of [25] for
CSMA-IFT
The truncated expected drifts are denoted as follows: c(n,s,J) = E[Xt+1 −
XtI(|Xt+1 − Xt| ≤ J)|Mt = (n,s)] and d(n,s) = E[ ˜ Xt+1 − ˜ XtI(|Xt+1 − Xt| ≤
J)|Mt = (n,s)].
Lemma 4.2 of [25] for CSMA-IFT. There exists a nonnegative function
ν(J) verifying limJ→∞ = 0, such that
(i) c(n,s,J) ≤ fL(n,s) + ν(J) (n ≥ L ≥ 1,J ≥ L)
(ii) d(n,s,J) ≥ g(n,s) + ν(J) (s ≥ A − α)
(iii) d(n,s,J) ≤ hK(n,s) − ν(J) (n ≥ K ≥ 1,J ≥ K).
Proof. 1) Lower bound for c(n,s,J). (We will need this for the proof of the upper
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bound of d(n,s,J) below.)
c(n,s,J) =E[AtI(|At − Σt| ≤ J)|Mt = (n,s)]
− E[ΣtI(|At − Σt| ≤ J)|Mt = (n,s)] (A.1)
≥E[AtI(|At − Σt| ≤ J)|Mt = (n,s)] − E[Σt|Mt = (n,s)]. (A.2)
We will bound the ﬁrst term of (A.2) as follows.
E[AtI(|At − Σt| ≤ J)|Mt = (n,s)]
=
∞  
k=1
kP[At = k,k − J ≤ Σt ≤ k + J|Mt = (n,s)]
≥
J  
k=1
kP[At = k|Mt = (n,s)]P[Σt ≤ J|At = k,Mt = (n,s)].
Observe that
P[Σt ≤ J|At = k,Mt = (n,s)]
=
k  
l=0
P[ ˆ At = l|At = k,Mt = (n,s)]
J  
j=1
P[Σt = j| ˆ At = l,At = k,Mt = (n,s)]
=
k  
l=0
P[ ˆ At = l|At = k,Mt = (n,s)]
J  
j=1
P[Σt = j| ˆ At = l,Mt = (n,s)].
Since the sequence Yn(p∗
n) can be upper bounded by some Bη, so by Markov’s
inequality P[Σt > J|At = k,Mt = (n,s)] ≤
Bη
J . Thus,
E[AtI(|At − Σt| ≤ J)|Mt = (n,s)]
≥
J  
k=1
kP[At = k|Mt = (n,s)]
k  
l=0
P[ ˆ At = l|At = k,Mt = (n,s)]
 
1 −
Bη
J
 
=
J  
k=1
kP[At = k|Mt = (n,s)]
 
1 −
Bη
J
 
= λ ˆ λ0(1 −
A
s
)
n 
1 −
Bη
J
 
−
∞  
k=J+1
kP[At = k|Mt = (n,s)].99
Thus it follows from (A.2) that
c(n,s,J) ≥
 
(1 + τ)λ − λ ˆ λ0(1 −
A
s
)
n 
1 −
Bη
J
 
−
∞  
i=0
ˆ λi
n  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j −
∞  
k=J+1
kP[At = k|Mt = (n,s)].
(A.3)
2) Upper bound for c(n,s,J).
For here, assume n ≥ K and J ≥ K, for some integer K > 0. From (A.1), we have
c(n,s,J) ≤E[At|Mt = (n,s)] − E[ΣtI(|At − Σt| ≤ J)|Mt = (n,s)], (A.4)
for which the second term can be lower bounded as follows. Now since I(|At−Σt| ≤
J) = I(At − Σt ≤ J) + I(Σt − At ≤ J), thus
E[ΣtI(|At − Σt| ≤ J)|Mt = (n,s)]
≥ E[ΣtI(Σt − At ≤ J)|Mt = (n,s)] (A.5)
≥ E[ΣtI(Σt − ˆ At ≤ J)|Mt = (n,s)] (A.6)
≥
J  
i=0
P[ ˆ At = i|Mt = (n,s)]E[ΣtI(Σt ≤ i + J)| ˆ At = i,Mt = (n,s)]
≥
J  
i=0
P[ ˆ At = i|Mt = (n,s)]E[ΣtI(Σt ≤ min{J,n)}| ˆ At = i,Mt = (n,s)]
=
J  
i=0
ˆ λi
min{J,n}  
k=1
k
k  
j=0
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j,k (A.7)
=
J  
i=0
ˆ λi
n  
j=1
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−j
min{J,j}  
k=1
kCi+j,k (A.8)
≥
J  
i=0
ˆ λi
K  
j=1
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j
≥
∞  
i=0
ˆ λi
K  
j=1
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j − Bη
∞  
J+1
ˆ λi,100
Therefore, from (A.4),
c(n,s,J) ≤(1 + τ)λ − λ ˆ λ0(1 −
A
s
)
n
−
∞  
i=0
ˆ λi
K  
j=1
 
n
j
 
(
A
s
)
j(1 −
A
s
)
n−jCi+j − Bη
∞  
J+1
ˆ λi. (A.9)
3) Lower bound for d(n,s,J).
We can assume here that n ≥ 1. We proceed by lower bounding E[(St+1−St)I(|At−
Σt| ≤ J)|Mt = (n,s)]. As pointed out in [25], it is true that St+1 − St ≥ αI(Zt =
0) + βI(Zt = ¯ 0) for both s ≥ A − α and A ≥ s ≥ A − α. Now
E[I(Zt = 0)I(|At − Σt| ≤ J)|Mt = (n,s)] (A.10)
= (1 −
A
s
)
nˆ λ0. (A.11)
On the other hand,
E[I(Zt = ¯ 0)I(|At − Σt)| ≤ J)|Mt = (n,s)]
≥ E[I(Zt = ¯ 0)I(Σt ≤ At + J))|Mt = (n,s)] (A.12)
≥ E[I(Zt = ¯ 0)I(Σt ≤ ˆ At + J)|Mt = (n,s)] (A.13)
= ˆ λ0P[Σt = 0,Rt ≥ 1| ˆ At = 0,Mt = (n,s)]
+
J  
k=1
ˆ λkP[Σt = 0| ˆ At = k,Mt = (n,s)]
+
J  
k=0
ˆ λk
k+J  
j=1
P[Σt = j| ˆ At = k,Mt = (n,s)] (A.14)
≥ ˆ λ0P[Σt = 0,Rt ≥ 1| ˆ At = 0,Mt = (n,s)]
+
J  
k=0
ˆ λk
J  
j=1
P[Σt = j| ˆ At = k,Mt = (n,s)] (A.15)
≥ −ˆ λ0(1 −
A
s
)
n +
 
1 −
∞  
k=J+1
ˆ λk
  
1 −
Bη
J
 
, (A.16)101
where (A.16) is obtained by following similar steps in the corresponding proof in
[25] and using the fact that E[Σt| ˆ At = k,Mt = (n,s)] =
 n
r=0
 n
r
 
(A/s)r(1 −
A/s)n−rCr+k,j.
4)Upper bound for d(n,s,J).
Assuming s ≥ A − α, as pointed out in [25] and valid here,
(St+1 − St)I(|At − Σt| ≤ J) ≤ αI(Zt = 0)I(At ≤ J) + βI(Zt = ¯ 0) (A.17)
and therefore
E[(St+1 − St)I(|At − Σt| ≤ J|Mt = (n,s))]
≤ αλ0(1 − A/s)
n[1 −
∞  
k=J+1
ˆ λk] + β[1 − λ0(1 − A/s)
n)]. (A.18)
We arrive with our results by choosing
ν(J) = max{
∞  
k=J+1
kP[At = k|Mt = (n,s)] − αλ0
∞  
k=J+1
ˆ λk,
Bη
∞  
k=J+1
ˆ λk + β(
Bη
J
+
∞  
k=J+1
ˆ λk)}. (A.19)Appendix B
Delay and Energy Eﬃciency of
Classical CSMA Protocols on the
Collision Channel
Delay and energy eﬃciency are two important aspects in random access commu-
nications, however, they are largely unconsidered in this work. Expectedly energy
eﬃciency is an important aspect for CSMA because channel sensing can require
signiﬁcant energy. In this appendix we present a study on the delay and energy
eﬃciencies of CSMA protocols, focusing on their tradeoﬀs with each other and
with throughput. We hope that this work can become a good starting point for
future work on their MPR version.
B.1 Introduction
While portable computing devices and wireless networks bring users the advantages
of mobile computing, the ﬁnite battery power in these devices imposes stringent
102103
constraints to the duration of their operations. This is a serious problem because
RF activities are signiﬁcantly more power-consuming than the device’s other activ-
ities [19]. Wireless sensor networks and RFID systems also face similar challenges
in order to maximize the lifespan and eﬃciencies of deployed sensors and RFID
tags [2][16]. Since current technologies cannot provide aﬀordable means to sig-
niﬁcantly increase battery capacity, it is important for researchers and designers
of wireless networks to emphasize energy eﬃciency alongside the classic issues of
throughput and delay [4][11][19][28]. In the following sections, we investigate en-
ergy eﬃciency in classical CSMA protocols over the collision channel. We focus
on two variants of CSMA: non-persistent and p-persistent. Kleinrock and Tobagi
introduced and extensively investigated in [45] the throughput and delay of both
these algorithms under an inﬁnite-population Poisson oﬀered traﬃc model. Cal` ı
et al. showed in [12] that the MAC layer of the widely deployed IEEE 802.11
standard for wireless local area networks (WLANs) [36] can be eﬀectively modeled
as p-persistent CSMA. Accordingly, studies on the standard under diﬀerent condi-
tions [10][11][12][15] have provided valuable insights regarding the performance of
p-persistent CSMA. Results concerning power consumption of p-persistent CSMA-
based WLANs by Bononi et al. [10] and by Bruno et al. [11] for the common
assumptions used in our analysis will be cited as needed.
Contrastingly, many random access schemes proposed for sensor and RFID
networks are similar to that of non-persistent CSMA, which only senses the carrier
when it is about to transmit, in order to limit time spent on monitoring the medium
and conserve energy [2][16][28][87]. But because those stations do not listen to the
channel continuously, it is not possible for them to receive packets during their
inactive periods. For most WLAN applications this would be unacceptable, but104
in many wireless sensor networks and in RFID systems, often a sensor or tag has
as its sole duty to transmit data to a central data collection agent. (If duplex
communication is required, then there must be some access point or central agent
to buﬀer the packets and to deliver them via a predeﬁned delivery scheme, for
example, like that used in IEEE 802.11’s Power Save mode [36]. And for wireless
sensor networks or RFID systems, the devices can have a low-power wake-on radio
that detects presence of a RF signal which the central agent sends out if it wishes to
collect data.) p-persistent CSMA is less well suited to those environments because
its channel monitoring continuously drains the batteries. To quantify the extent to
which non-persistent CSMA actually provides more power savings, and the extent
to which throughput and delay may have to be sacriﬁced if a system is tuned to
operate in a highly energy eﬃcient manner, we derive analytic expressions for the
energy eﬃciencies, throughputs and delays of both schemes and use them to obtain
quantitative comparisons.
B.2 Analysis Model: Assumptions and Notations
The current usage scenarios on wireless networks no longer match the classical inﬁ-
nite population source model that assumes networks are lightly loaded with bursty
traﬃc. This is especially the case with WLANs which usually are characterized
by a ﬁnite number of stations generating network traﬃc that are more continuous,
as in applications such as ﬁle transfers and video conferencing. This is also the
case with RFID systems that issue an RF signal to prompt all the tags to attempt
communication at the same time. To realistically model current wireless networks,
we consider a ﬁnite number, M, of stations, say 2≤ M ≤100, and assume each
station operates in asymptotic mode, i.e., that each station always is saturated105
with data packets to be transmitted. Also packet durations are i.i.d. with a ge-
ometric distribution of parameter q measured in units of the time slot duration
tslot. To keep our analysis tractable, we assume each station draws a new packet
for each successive retransmission; our simulations (Section B.4) have shown that
this assumption has negligible eﬀect on our results, as usually is for random access
schemes [10][11][12][44].
Imposing asymptotic traﬃc on the system forces it to operate in a critical region
where it is on the verge of drifting into instability, i.e., throughput approaching zero
and delay approaching inﬁnity; this allows us to examine a protocol’s fundamental
performance limit. To that end, we employ the classical collision model, which
assumes packets are corrupted whenever one or more are transmitted simultane-
ously. We do not take into account any constructive eﬀects from the physical layer,
e.g., a capture eﬀect which allows the stronger of two simultaneously transmitted
signals to be decoded correctly. We also do not consider either eﬀects from hidden
terminals [78] or propagation delays [45]. Furthermore, we assume the stations
will become aware of their transmission outcomes immediately, without expending
any extra energy; in this regard acknowledgements introduce only ﬁxed overheads
and hence can be neglected from the model without aﬀecting the analysis and
comparisons [11][45].
We assume a slotted-time system in which transmissions may begin only at the
start of a slot. The random backoﬀ of non-persistent CSMA will be modeled as
independent sampling from a geometric distribution with parameter p; in other
words for a given slot each station will attempt transmission with probability p
or defer with probability 1−p. Because stations operate in an asymptotic mode,
to ensure fairness in the non-persistent CSMA protocol we slightly modify it so106
that a station that has just completed a successful transmission will also perform
a random backoﬀ before its next transmission attempt. Note that then, aside from
the manner in which channel sensing (CS) is performed, both CSMA protocols are
now identical [77].
In our analysis each station consumes ρtx and ρrx amounts of power (in units of
J/slot) when transmitting and receiving packets, respectively. For a non-persistent
CSMA station, we consider that during the backoﬀ when the radio is oﬀ, the
station’s other components, such as its processor or low-power wake-on radio, still
consume a total of ρlow J/slot. Since in practice [3][15][19] ρtx>ρrx>>ρlow, we take
account of ρlow only when the radio is oﬀ. Furthermore, we assume each station
takes an inﬁnitesimally short time to determine the channel status. However,
turning the radio on usually involves a burst of energy; we take this into account
by considering that this burst is the total energy consumed when the radio receives
for one slot, ρrx tslot.
B.3 Performance Analysis
B.3.1 Throughput Analysis
We deﬁne throughput or channel eﬃciency, η, to be the fraction of time the channel
is used for successful transmission of data packets. For the protocols in question,
the channel activity can be modeled as a renewal process with a regeneration
point at the end of each transmission attempt, as shown in Fig. B.1. In particular,
each renewal interval is made up of idle slots followed by a successful or colliding
transmission attempt. By renewal theoretic arguments η is the ratio of the average
time used on the channel to successfully transmit a packet in a renewal interval to107
Idle slots￿ Collision￿
a renewal interval￿
...￿
Success￿
a renewal interval￿
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Figure B.1: The channel’s activities as a renewal process with regenerative points
after each transmission attempt.
the average duration of a renewal interval. For p-persistent CSMA this has been
shown by Bruno et al. [11] to be
ηp =
¯ l   tslot   PSucc|Ntx≥1
E[Tidle] + E[Ttx Attempt|Ntx ≥ 1]
, (B.1)
where ¯ l is the average packet length (¯ l=1/(1−q)), Ntx is the number of stations that
attempt to transmit after the idle period in a renewal interval, E[Tidle] is the average
duration of the idle period, and E[Ttx Attempt|Ntx≥1] is the average duration of a
transmission attempt given that there is at least one station transmitting.
By exploiting each station’s i.i.d transmission probability p, Bruno et al. [11]
obtained the analytical expression for the throughput of p-persistent CSMA, namely
ηp=
¯ l   tslotMp(1−p)M−1
tslot(1−p)M+ ¯ l   tslotMp(1−p)M−1+ E[Tcoll|Coll]{1−(1−p)M−Mp(1−p)M−1}
.
(B.2)
E[Tcoll|Coll], also derived in [11], is the average length of a collision involving
two or more of the M stations, conditioned on the event that a collision has
indeed occurred. From how we deﬁned the protocols, the random processes deﬁning
the channel activities for both protocols are identical; therefore, (B.2) is also the
throughput expression for non-persistent CSMA in the asymptotic mode, ηn.108
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Figure B.2: The tagged station’s activities as a renewal process and the underlying
channel activities.
B.3.2 Energy Eﬃciency Analysis
The energy eﬃciency can also be found by exploiting the protocols’ regenerative
behaviors and each station’s i.i.d transmission probability. Similar to [10] and
[11], we do this by focusing on a tagged station in the system and examining its
energy consumption in a renewal period; this follows because both protocols are
fair in that each station has equal average energy consumption. We deﬁne energy
eﬃciency ηe to be the average amount of energy consumed by the tagged station
to successfully transmit a packet in a renewal interval, divided by the average total
energy consumed in a renewal interval:
ηe =
ρtx   ¯ l
E[Energyrenewal interval]
. (B.3)
The analytical expression for energy eﬃciency of p-persistent CSMA, which we
denote as ηe,p, has been derived in [11]; in the remainder of this section we focus
on that of non-persistent CSMA, ηe,n.
Consider the tagged station’s RF activities as a renewal process and take its re-
generative points to be the end of each successful transmission as shown in Fig. B.2.109
Then for each renewal interval, before a success, the tagged station performs CS
when the backoﬀ is over to ﬁnd the medium either busy or clear— subsequently at-
tempting transmission that results in collision. Denote these two events (medium
busy and collision) collectively as interruptions (for interruptions before success),
and let the r.v. Ninter denote the number of interruptions in each renewal interval.
Then
E[Energyrenewal interval]
= E
 
Ninter+1  
n=1
Energy
(n)
backoff+
Ninter  
n=1
Energy
(n)
inter
+ Energysucc
 
, (B.4)
where Energy
(n)
backoff, Energy
(n)
inter and Energysucc are the energy spent respectively
during the nth backoﬀ period, the nth interruption and a successful transmission.
As Energy
(n)
backoff and Energy
(n)
inter are each i.i.d., (B.4) can be rewritten as
E[Energyrenewal interval]
= E
 
Ninter + 1
 
E
 
Energy
(1)
backoff
 
+E
 
Ninter
 
E
 
Energy
(1)
inter
 
+E
 
Energysucc
 
. (B.5)
Since every station attempts to utilize a slot with probability p, the average backoﬀ
period is (1−p)/p slots, and
E[Energy
(1)
backoff] = ρlow
1 − p
p
. (B.6)
To continue with the derivation, we investigate the probability that the tagged
station will ﬁnd the medium idle after backoﬀ. As shown in Fig. B.2, this can
happen only if the previous slot is idle or if it is the end of a (successful or colliding)
transmission. We call such a slot transmittable, because only when a station ﬁnds110
these slots will it begin transmission, and we denote its probability of occurrence
by Ptx able.
From the tagged station’s point of view, the activities on the channel during
its backoﬀ also constitutes a renewal process, albeit one that is deﬁned by the
actions of the other M−1 stations. The regenerative points of said process are the
starting times of each idle period, so the tagged station ﬁnding a transmittable slot
after backoﬀ is equivalent to ﬁnishing backoﬀ at the start of such a renewal interval.
Therefore, from renewal theory, Ptx able is the probability that at a randomly chosen
slot the residual lifetime equals the selected interval’s lifetime.
Before we apply results from renewal theory, we note that they only apply under
the assumption that the renewal process has reached the steady state conditions
that provide its limiting distribution [43]. If the backoﬀ periods are too short, this
analysis method will no longer be accurate. However, in order for random access
protocols to operate stably with non-zero throughput, it is necessary for each sta-
tion in the system to adopt a small transmission probability (p) so that on average
the backoﬀ periods are not short [22]. We will show later that this is the case
both for optimum channel eﬃciency and for optimum energy eﬃciency, both being
achieved by p <<0.1. In fact, because these eﬃciencies degrade dramatically as p
increases above 0.1 by virtue of the rapid increasing of collisions, the inexactitude
of our renewal analysis method for short backoﬀs is insigniﬁcant. Indeed, our sim-
ulations (Section B.4) verify that our analytical expression for energy eﬃciency is
quite accurate.
The length of each renewal interval is determined at each renewal instant by
the number of stations out of the M−1 that attempt to transmit and the length of
their successful or colliding transmissions. The distribution for an interval’s length111
is then given by:
f1 =P(Ntx=0|Ns=M−1)
+P(Ntx=1 ∩ L=1|Ns=M−1)
+P(Ntx>1 ∩ Tcoll = 1|Ns=M−1),
f2 = P(Ntx=1 ∩ L = 2|Ns=M−1)
+P(Ntx>1 ∩ Tcoll=2|Ns=M−1),...,
where fi is the probability that an interval will be i slots long, Ns is the number of
stations participating and L is the length of the successful transmission. For our
model,
P(Ntx=1 ∩ L=l|Ns=M−1)
=
 
(M−1)p(1−p)
M−2 
  q
l−1(1 − q), (B.7)
and
P(Ntx>1 ∩ Tcoll=t|Ns=M−1)
=
 
1−(1−p)
M−1 − (M−1)p(1−p)
M−2 
 
P(Tcoll=t|Coll,Ns= M−1). (B.8)
Let B and γ be the selected and residual lifetime, respectively. Then from renewal
theory [43],
Ptx able=
∞  
i=1
P(B=i,γ=i)=
∞  
i=1
fi/m = 1/m, (B.9)
where m is the mean renewal interval length given by
m = (1−p)
(M−1) + [(M−1)p(1−p)
(M−2)]   ¯ l
+[1−(1−p)
(M−1)−(M−1)p(1−p)
(M−2)]  
E[TColl|Coll,Ns=M−1]. (B.10)112
The formula for E[TColl|Coll,Ns=M − 1], derived in [11], is
E[TColl|Coll,Ns=M−1] =
tslot
1−
 
(1−p)M−1+(M−1)p(1−p)M−2   
 
∞  
h=1
 
h
 
(1−pq
h)
M−1−(1−pq
h−1)
M−1  
−
(M−1)p(1−p)M−2
1 − q
 
. (B.11)
Therefore,
E
 
Energy
(1)
inter
 
= ρrx(1−Ptx able)
+ρtx ¯ l Ptx able P(Coll|Ns=M−1)
= ρrx
 
1−
1
m
 
+ρtx 
¯ l
m
 
1−(1−p)
M−1
 
. (B.12)
To determine E[Ninter], we note that Ninter is geometrically distributed with
success probability 1−Pinter, where
Pinter = (1−Ptx able) + Ptx able P(Coll|Ns=M−1)
=
 
1 −
1
m
 
+
1
m
 
1 −(1−p)
M−1
 
. (B.13)
Consequently,
E[Ninter] =
Pinter
1 − Pinter
=
m
(1−p)M−1 − 1. (B.14)113
With this, we can ﬁnd
E[Energyrenewal interval]
= ρlow
m
p(1−p)M−2 +
 
m
(1−p)M−1−1
  
ρrx
 
1−
1
m
 
+ρtx 
¯ l
m
 
1−(1−p)
M−1
  
+ ρtx ¯ l. (B.15)
Substituting (B.15) into (B.3) completes the expression for ηe,n.
B.3.3 Delay Analysis
We deﬁne expected packet delay, E[D], to be the average time needed to suc-
cessfully transmit a packet measured from the time it was generated (which is
immediately after the station’s most recent successful transmission). By the re-
generative nature of a station’s activities and the fairness of the protocols, E[D]
can be found to be the average length of a tagged station’s renewal period when
the renewal instances are taken to be at the end of each successful transmission.
Next observe that, based on our analysis above, the expected delay for non-
persistent CSMA expressed in slots, E[Dn], is equation (B.15) without the energy
considerations. Thus,
E[Dn] =
m
p(1−p)M−2
+
 
m
(1−p)M−1−1
  
¯ l
m
 
1−(1−p)
M−1
  
+ ¯ l. (B.16)
An identical renewal theoretic argument by Bononi et al. [10] determined the
energy consumption in a renewal period for IEEE 802.11 WLANs modeled as p-
persistent CSMA. It is straightforward to derive from that the expected delay for
p-persistent CSMA by similarly removing its energy considerations and the IEEE114
802.11 packet overheads. This delay, expressed in slots, is
E[Dp] = E[NC+1]E[Tnot used slot]
+E[NC]E[Ttagged coll] + E[Tsuccess], (B.17)
where:
• E[NC] is the average number of collisions the tagged station experiences
before a success given by equation (14) of [10];
• E[Tnot used slot] is the average length of a not used slot given by
E[Tnot used slot] =
1−p
p
 
 
(1−p)
M−1
+¯ l(M−1)p(1−p)
M−2 + E[Tcoll|Coll,Ns=M−1]
 
 
1−(1−p)
M−1−(M− 1)p(1−p)
M−2  
, (B.18)
with E[Tcoll|Coll,Ns=M−1] provided in (B.11);
• E[Ttagged coll] is the average length of a collision that involves the tagged
station. This can be straightforwardly derived based on an expression derived
in [11] for the energy consumed during such a collision . Removing said
expression’s energy considerations, we obtain
E[Tcoll|Coll,Ns=M−1] =
1
1−(1−p)M−1 
∞  
x=1
q
x−1
 (1−q)
∞  
y=1
y 
 
(1−pq
y+x)
M−1 − (1−pq
y+x−1)
M−1
 
.
(B.19)115
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Figure B.3: Eﬃciencies for classical CSMA on collision channel with M =10 and
¯ l=5.
B.4 Numerical Results: Performance Comparison and
Tradeoﬀ Considerations
In Fig. B.3–B.6, we plot for both protocols their throughputs (ηn, ηp) and energy
eﬃciencies (ηe,n,ηe,p) as given by analytical expressions above. These results were
computed with a normalized power ratio of 0.1ρtx = ρrx = 1000ρlow; similar (but
less contrasting) results follow with other ratios as long as ρtx > ρrx >> ρlow.
The network conﬁgurations under consideration are small and large populations
(M ∈{10,100}) with short and long average packet lengths (¯ l∈{5,100}).
We observe that under all the network conﬁgurations ηe,n is greater than ηe,p
for all transmission probabilities p > 0 that achieve non-zero throughput; ηe,n is116
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Figure B.4: Eﬃciencies for classical CSMA on collision channel with M =10 and
¯ l=100.117
markedly higher (more than doubled) for a wide range of p. However, the p that
achieves optimal ηe,n is far removed from the one that achieves the system’s max-
imum throughput (capacity) for every network conﬁguration. This is expected
because it is the colliding transmissions that hurt ηe,n most. Said collision proba-
bility can be lowered if each station uses a small p, while the concomitant longer
backoﬀ periods consume eﬀectively zero additional power. So, in order to obtain
high ηe,n, non-persistent CSMA stations need to issue long backoﬀ periods be-
tween transmissions, leading to higher idle time in the channel. Therefore, we see
that throughput can be greatly sacriﬁced if non-persistent CSMA is tuned only to
achieve energy eﬃciency. On the other hand, because p-persistent CSMA stations
listen to the channel during backoﬀs and consume ρrx J/slot, it is less energy eﬃ-
cient in p-persistent CSMA to employ long mean backoﬀs. Indeed, we observe the
p achieving optimal ηe,p also achieves a throughput close to the system’s capacity,
as was earlier reported in [11]. In eﬀect throughput is not traded oﬀ for energy
eﬃciency in p-persistent CSMA; the system can achieve high values of both with
the same operating states. However, the associated energy eﬃciency is decidedly
inferior to that of non-persistent CSMA.
Because achieving optimal η and optimal ηe can be conﬂicting events, we in-
troduce a combined eﬃciency measure,
ηC = α η + (1−α)ηe (0 ≤ α ≤ 1). (B.20)
We plot the combined eﬃciency for non-persistent (ηC,n) and p-persistent (ηC,p)
CSMA in Fig. B.3–B.6 for α = 0.5 and observe that ηC,n is saliently higher than
ηC,p for all p over all conﬁgurations. This implies that, when energy and channel
eﬃciencies are the only factors stressed, and equally so, non-persistent CSMA is
superior to p-persistent CSMA.118
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Figure B.5: Eﬃciencies for classical CSMA on collision channel with M =100 and
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Figure B.6: Eﬃciencies for classical CSMA on collision channel with M =100 and
¯ l=100.120
The ηe,n values obtained via simulations are plotted in Fig. B.3–B.6. Observe
that for large ¯ l, our analytical expressions provide accurate values of ηe,n; for small
¯ l the expressions slightly overestimate ηe,n over a small range of p. Additional
simulations with the station drawing a new packet for each retransmission show
no discernable diﬀerences.
The eﬀect of long backoﬀs is depicted in Fig. B.7 wherein we have plotted
the normalized average delays (D) for a network of M = 50 with ¯ l = 50 (other
conﬁgurations yield similar results). Note that for both protocols the p that attains
the minimum delay for both (marked by dotted vertical line) is quite close to the p
that achieves channel capacity. This is to be expected, since to obtain minimum D
the stations have to use a p that minimizes the number of collisions with the least
backoﬀ time; naturally, this should be the p for channel capacity. From the fairness
of the scheme and the renewal properties of the channel and stations’ activities,
it can be argued that minimum D occurs when the durations of the channel’s
idle periods equal the time spent on collisions, thus maximizing throughput [22].
Both protocols share this optimal p because they have the same throughput (2).
Since it is energy eﬃcient for p-persistent CSMA to transmit nearly as throughput-
eﬃciently as possible, we see that there are no tradeoﬀs between optimizing ηe,p
and Dp. Quite to the contrary non-persistent CSMA’s maximum ηe,n has non-
optimal Dn. Note, however, that an ηC,n of α=0.5 allows non-persistent CSMA
to achieve good eﬃciencies without trading oﬀ much of Dn.
Finally we plot in Fig. B.8 the delays incurred with optimized ηC for α=0.2
and α = 0.8, which emphasize energy and throughput, respectively. From it, we
ﬁrst note that this D exhibits a linearly increasing relationship with population for
both schemes. We also see that, as expected, there are little diﬀerences in Dp for121
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both emphases, whereas Dn is far more sensitive to energy eﬃciency considerations.
Moreover, we observe that p-persistent CSMA has a moderately lower delay over
all the conﬁgurations. At the extreme, this diﬀerence is up to 300 slots. To put
this into context, as IEEE 802.11b [38] uses slot lengths of 20 µs, this means that
about 6 ms of additional delay would be incurred if one were to opt for a more
energy-conscious non-persistent CSMA.
B.5 Conclusion
We have investigated the energy eﬃciencies of non-persistent and p-persistent clas-
sical CSMA over various network conﬁgurations and also studied their tradeoﬀs
with throughput and packet delay. Our results should help illuminate the rel-
ative suitability of both CSMA schemes for the various new environments that
will be introduced as we continue to progress into the age of broadband wireless
communications.Bibliography
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