Abstract.-Distinguishing phylogenetic signal from homoplasy (shared similarities among taxa that do not arise by common ancestry) is an implicit goal of any phylogenetic study. Large amounts of homoplasy can interfere with accurate tree inference, and it is expected that common measures of clade support, including bootstrap proportions and Bayesian posterior probabilities, should also be impacted to some degree by homoplasy. Through data simulation and analysis of 38 empirical data sets, we show that high amounts of homoplasy will affect all measures of clade support in a manner that is dependent on clade size. More specifically, the smallest taxon bipartitions in an unrooted tree topology will receive higher support relative to clades of intermediate sizes, even when all clades are supported by the same amount of data. We determine that the ultimate causes of this effect are the inclusion of random trees (due to homoplasy) during bootstrap resampling and Markov chain Monte Carlo (MCMC) topology searching and the higher relative proportion of small taxon bipartitions (i.e., 2 or 3 taxa) to larger sized bipartitions. However, the use of explicit model-based methods, especially Bayesian MCMC methods, effectively overcomes this clade size effect even when very small amounts of phylogenetic signal are present. We develop a post hoc statistic, the clade disparity index (CDI), to measure both the relative magnitude of the clade size effect and its statistical significance. In analyses of both simulated and empirical data, CDI values indicate that Bayesian MCMC analyses are substantially more likely to estimate clade support values that are uncorrelated with clade size than are maximum parsimony and maximum likelihood bootstrap analyses and thus less affected by homoplasy. These results may be especially relevant to "deep" phylogenetic problems, such as reconstructing the tree of life, as they represent the largest possible extremes of time and evolutionary rates, 2 factors that cause homoplasy. [Bayesian posterior probability; bootstrap; clade size; homoplasy; prior probability.]
Homoplasy is present in virtually all phylogenetic analyses, and the most commonly used analytical methods seek to either minimize it (e.g., maximum parsimony [MP] ) or mitigate its effects through the use of explicit evolutionary models (e.g., maximum likelihood [ML] and Bayesian approaches). For DNA sequence data, it is well known that high rates of molecular evolution coupled with long periods of time will increase the probability that 2 or more taxa will share the same character states due to a process other than common ancestry (Felsenstein 1978 (Felsenstein , 2004 . Large amounts of homoplasy will severely disrupt the accuracy of phylogenetic methods (Huelsenbeck 1995; Swofford et al. 2001) , and techniques for overcoming homoplasy include increased taxon sampling (Hillis 1996; Pollock et al. 2002; Zwickl and Hillis 2002) , the use of more parameterrich models of molecular evolution (Yang 1993 (Yang , 1994 Tavaré 1986) , and data partitioning strategies (e.g., Castoe et al. 2004; Brandley et al. 2005; Nylander et al. 2004) . Given that it is now conventional that phylogenetic hypotheses must also be accompanied by an assessment of clade support, a detailed exploration of the effects of homoplasy on the most common methods for assessing clade support, including resampling methods (e.g., nonparametric bootstrap [Felsenstein 1985; "bootstrap" hereafter] and jackknife [Lanyon 1985]) , and Bayesian posterior probabilities (PPs; Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999) is warranted.
The effect of homoplasy on measures of clade support may appear intuitive; if the background noise introduced by homoplasy is high, then the "true" phylogenetic signal (regardless of whether it infers the unknowable true phylogenetic history) will be obscured. Under these conditions, phylogenetic analysis will infer numerous erroneous taxon bipartitions in addition to the "true" tree, reducing support values. However, homoplasy can influence clade support estimates in ways that are not immediately obvious (Pickett and Randle 2005; Brandley et al. 2006; Randle and Pickett 2006) . Pickett and Randle (2005) showed an association across empirical studies between the size of a clade (and thus, its prior probability) and its estimated support (bootstrap and jackknife proportions and Bayesian PPs). More specifically, in an unrooted tree, small bipartitions may have inflated support values relative to moderate-sized bipartitions even when all clades are supported by the same amount of data (we will refer to this as the "clade size effect" hereafter). Pickett and Randle (2005) suggested that homoplasy could be responsible for inducing the clade size effect. Although their discussion did not explicitly rule out the possibility that Bayesian methods were subject to the effects of homoplasy, they concluded that the cause of the clade size effect in Bayesian methods is the inclusion of nonuniform clade priors. Brandley et al. (2006) demonstrated that the relationship between clade size and support in Bayesian analyses was not due to the inclusion of clade priors in calculating Bayesian PPs (contra Pickett and Randle 2005; Randle and Pickett 2006) and postulated that a single, yet to be determined factor was the underlying cause of the clade size effect in both Bayesian and resampling methods. It remains unclear if homoplasy is the source of the clade size effect for any analytical approach as the methods used to study this clade size effect phenomenon have not explicitly accounted for the presence of homoplasy. Furthermore, if homoplasy is driving the clade size effect, it is unclear if different analytical methods are more or less susceptible to this source of bias.
In this study, we conduct data simulations to identify the conditions under which homoplasy will disproportionally affect measures of clade support based on clade size alone and is thus an underlying factor that can induce the clade size effect for bootstrap proportions and Bayesian PPs. Our simulation results demonstrate that the clade size effect is much stronger in MP bootstrap analyses and that explicit model-based methods of analysis (e.g., ML and Bayesian analysis) can reduce the influence of clade size-dependent support. In addition, we analyze 38 empirical data sets, including most of those originally studied by Pickett and Randle (2005) , and demonstrate that Bayesian inference is more likely to yield clade support estimates that are not associated with clade size compared with MP and ML bootstrap values.
These results have practical significance for the goal of estimating support for "deep" phylogenies, such as the tree of life (TOL). Homoplasy is dependent on both time and rate. As the TOL encompasses 3.5 billion years of change and a multitude of unique lineages evolving at different rates, it circumscribes the largest biologically possible parameter space for homoplasy. In order to eventually assess our confidence in this phylogeny, or any phylogenetic tree, we must understand how our measures of confidence respond to homoplasy.
MATERIALS AND METHODS

Analyses of Simulated Data
Creating homoplasy data sets.-To examine the effects of homoplasy on commonly used measures of clade support, we simulated data using a Bayesian framework that incorporates an explicit phylogenetic history (albeit random) and an explicit model of nucleotide substitution (general time reversible [GTR] + ). Traditional approaches for simulating data (i.e., simulating multiple data sets on a fixed tree with fixed parameters) violate the basic assumptions of Bayesian analysis, namely, that Bayesian analysis treats all parameters as random variables (Huelsenbeck and Rannala 2004) . Instead, the Bayesian simulation regimen draws all parameters of the model (e.g., topology, branch lengths, nucleotide substitution rates, and alpha parameter for the gamma distribution) from a prior distribution. An alternate method of simulating random data is to draw nucleotide characters randomly while assuming no underlying tree structure. From a theoretical perspective, our approach differs in that we assume an explicit common mechanism responsible for the evolution of each character (a phylogenetic history), although the overall effect of either method of producing homoplasious characters may be the same. Under this Bayesian framework, we simulated 200 individual data sets of 560 characters using the following methodology.
For each character: 1. Randomly draw a tree from a uniform distribution of unrooted 15-taxon trees. 2. Draw a set of branch lengths from an exponential distribution (f (x; λ) = λ e −λx , where x ≥ 0) with λ = 5. 3. Draw a gamma shape parameter (α) from an exponential distribution with λ = 2. 4. Draw substitution rate parameters from 6 separate exponential distributions with λ = 1 corresponding to the rates r AC , r AG , r AT , r CG , r CT , and r GT . 5. Simulate a single nucleotide character with the GTR + model and parameters from Steps 3 and 4 and the tree from Steps 1 and 2 using Seq-Gen v1.3.2 (Rambaut and Grassly 1997). 6. Repeat Steps 1-5 until a data set of 560 characters is created.
The resulting data are a collection of characters simulated on conflicting phylogenies. We chose a data set size of 560 characters because it is a multiple of 14 characters (the number of characters used in our contrived data set) and is small enough that the response to phylogenetic signal is apparent and measurable (something that would be difficult with a data set much larger or much smaller). We acknowledge that this homoplasy simulation methodology assumes that homoplasy is essentially random noise and excludes the potential for convergent evolution due to selection. However, we feel that this is unproblematic because an implicit assumption of most phylogenetic analyses is that the characters included in the analysis are not under directional selection.
Replacing homoplasy with phylogenetic signal.-To evaluate the effects of homoplasy on bootstrap proportions and Bayesian PPs, we conducted phylogenetic analyses (MP and ML bootstrap and Bayesian) for homoplasy data sets that contained progressively larger ratios of contrived data supporting a single topology (Fig. 1a) to homoplasious data. Essentially, replacing increasing quantities of phylogenetic "noise" with phylogenetic "signal" (Fig. 1b) in the data sets allowed us to evaluate the effect of homoplasy on estimates of clade support. Six separate "analysis sets" were constructed with increasing amounts of contrived data (0, 14, 28, 42, 56, and 70 nucleotides) , while always maintaining a total data set size of 560 characters. Note that the addition of 14 bp of contrived data adds 1 uncontradicted synapomorphy per clade (as well as a single total autapomorphy and a single symplesiomorphy; Fig. 1 ), the 28-bp analysis set adds 2 synapomorphies per clade, etc.
Phylogenetic analyses.-For all data sets, MP bootstraps were performed using PAUP* v4b10 (Swofford 2002 swapping. ML bootstraps were performed using RAxML v7.0.4 (Stamatakis 2006) , and each analysis consisted of 200 pseudoreplicates, using the GTR + model (GTR-MIX with 4 rate categories) with all model parameters estimated from the data. All Bayesian analyses were performed using MrBayes v3.1.2 (Ronquist and Huelsenbeck 2003) . Each Bayesian analysis consisted of 2 million generations, using 4 chains, sampled every 1000 generations, and used the default priors (substitution rates, Dirichlet [1, 1, 1, 1, 1, 1]; base frequencies, Dirichlet [1, 1, 1, 1]; gamma shape parameter, uniform [0, 200] ; topologies, uniform; branch lengths, unconstrained exponential [λ = 10]). To determine convergence, cumulative posterior probability plots were constructed for several analyses using the "cumulative" function in Are We There Yet? (AWTY; Nylander et al. 2008 ). These plots indicated that excluding the first 1 million generations as burn-in was sufficient, and thus PPs for individual clades (see Sukumaran and Linkem 2008) for all analyses were estimated from trees sampled after this point (1000 trees). Bootstrap proportions and PPs for each of the 6 analysis sets were summarized by calculating the grand mean of the values for each of the contrived data clades in Figure 1b ( i.e., the true phylogenetic signal) for all data sets analyzed (Brandley et al. 2006) .
Modulating the strength of the homoplasy.-To test how clade support values respond to situations where the "noisy" data more strongly prefer fewer, incorrect random topologies, we repeated our Bayesian simulations making fewer draws from the prior distribution of trees. Thus, instead of evolving a single character on each of 560 random trees, we evolved 2 characters on each of 280 random trees and 16 characters on 35 trees. Although this approach generated data that supported conflicting topologies, we expected that the influence of having fewer underlying trees would render the reconstruction of the true (contrived data) tree more difficult. These alternative homoplasy data sets were mixed with contrived data and analyzed using the methods described above.
Note that our simulation strategy assumes that the phylogenetic "signal" supports a fully pectinate tree (Fig. 1a) . We chose this tree because it exhibits a uniform range of possible clade sizes. To test the possibility that this tree shape biases our results, we conducted additional simulations using the above methodology (reducing the number of simulations from 200 to 100 and only simulating one character per random tree) but using contrived data that support a completely symmetric, 16-taxon unrooted tree.
Analyses of Empirical Data Sets
We tested 38 empirical data sets for an association between the size of a clade (i.e., its prior probability based on its size) and its MP and ML bootstrap proportion and Bayesian PPs to assess the existence and magnitude of the clade size effect in real data. A similar analysis was presented by Pickett and Randle (2005) based on 17 empirical data sets; however, our analytical regimen differs in several important ways. First, we conducted separate analyses for each empirical data set instead of pooling clade support values across all 17 studies. In addition, we evaluated MP and ML bootstrap results separately. These distinctions are critical because there are reasons to suspect that pooling samples from across studies and across various methods of analysis may bias the results. For instance, some studies provide bootstrap results from multiple analyses of the same data, and pooling these values together and then combining them with other empirical studies (as done by Pickett and Randle 2005) effectively weight the results of one empirical data set over another. Some analyses employed character weighting schemes, and different weighting schemes may affect bootstrap proportions (e.g., Milinkovitch et al. 1996) . Other more cryptic problems can arise if a data set has an underlying bias that can affect clade support, including different gene trees and taxon-sampling artifacts. Most importantly, equating parsimony and likelihood bootstraps may not be justified given the known biases of parsimony toward long-branch attraction (Felsenstein 1978; Huelsenbeck 1995; Swofford et al. 2001; see Results) . Second, many of the empirical studies examined by Pickett and Randle (2005) did not report clade support values less than 50%. Some of these clades were small (i.e., had high clade prior probabilities), yet had low clade support, and thus not including them excludes evidence contrary to the hypothesis that small clade size is associated with high clade support. Finally, for a variety of reasons (discussed below) we develop a new ad hoc statistic to evaluate the relationship between clade prior probabilities and their estimated clade support that differs from the 2-dimensional Kolmogorov-Smirnov (2DKS) test employed by both Pickett and Randle (2005) and Brandley et al. (2006) .
To provide a more level playing field from which we could then evaluate the association between the prior probability of a clade and MP and ML bootstrap proportions and Bayesian PPs, we reanalyzed 38 empirical data sets using similar analytical conditions. We included most of the data sets used by Pickett and Randle (2005) , as well as additional data sets that differed in number of taxa, type of organism, number of characters, and genes (nuclear, mitochondrial, protein coding, RNA, etc.; Table 3 ). We used NEXUS files (with the authors' DNA alignment) obtained directly from the authors or from TreeBASE (Sanderson et al. 1994) . We excluded characters if indicated in the file. Equally weighted MP bootstrap, ML bootstrap, and Bayesian analyses were performed. MP bootstrap analyses were conducted with PAUP* 4b10 using 500 pseudoreplicates, 20 random addition replicates per pseudoreplicate, saving a maximum of 100 trees per replicate (chuckscore =1, nchuck = 100), and TBR branch swapping. ML bootstrap analyses were conduced using RAxML 2.2.0 (Stamatakis 2006) . Each analysis consisted of 200 pseudoreplicates using the GTR + model (GTRMIX with 4 rate categories) with all model parameters estimated from the data. Bayesian analyses were performed using MrBayes v3.1.2 using default priors (see above), the GTR + model, initially run for 10 7 generations, and convergence was assessed using AWTY. Due to lack of convergence, some data sets were reanalyzed with 2 × 10 7 generations, and because of extremely slow convergence, the data sets of Ruiz-Trillo et al. (1999) and Wu et al. (2001) were reanalyzed using the parallel version of MrBayes v3.1.1 (Altekar et al. 2004) and were run for 6 × 10 7 and 5 × 10 7 generations, respectively, with the number of MCMC chains increased to 8. All Bayesian analyses of empirical data were performed twice, and provided that both analyses converged on a similar PP distribution (assessed using the "compare" option in AWTY), post-"burn-in" samples were pooled to calculate individual clade PPs.
Determining the relationship between clade size and estimated clade support.-Because a clade's prior probability is directly related to its size (Pickett and Randle 2005) , to determine if clade size alone influences clade support, our strategy was to determine whether clade support was significantly associated with a clade's prior probability. Although MP and ML bootstrap analyses do not include prior probabilities in their calculations (unlike Bayesian analyses), it is nonetheless justified to use clade priors as a proxy for clade size in these analyses because the trees inferred by each bootstrap pseudoreplicate may be affected by the same underlying factor that induces the size-based bias in clade priors, that is, the distribution of clade sizes on randomly drawn trees (Pickett and Randle 2005; see Discussion) .
To calculate clade prior probabilities, we used the following formula:
where n is the number of species in the tree and T is the number of species in the clade in question. Note that this differs from the equation used by Pickett and Randle (2005) in that our formula assumes unrooted rather than rooted phylogenies. As all our analyses (and indeed, most commonly used phylogenetic algorithms) infer unrooted phylogenies, it is the more appropriate formula to use in this setting. This is also the same formula we used, but neglected to mention, in our previous paper (Brandley et al. 2006) . To determine whether estimated clade support is correlated with that clade's size (i.e., prior probability), both Pickett and Randle (2005) and Brandley et al. (2006) previously employed the 2DKS test (Garvey et al. 1998) . As an alternative metric, Brandley et al. (2006) also provided the difference in maximum and minimum clade support for the tree as they noted that the 2DKS test seemed to be insensitive to the "magnitude" of the clade size effect. This and subsequent use of the 2DKS test led us to develop a more informative statistic that allows us to evaluate the existence of the clade size effect (i.e., the influence on clade support due solely to clade size) and also evaluate its magnitude relative to the mean support for clades on a given tree. We call this statistic the clade disparity index (CDI), and it is represented by the following formula:
where k = number of nodes in the tree (number of taxa -3), s h = support for node h, and p h = prior probability of node h. This metric simply scales the priors and the support values to have the same mean (1/k) and sums the deviation between each support value and its respective prior. The denominator scales this sum by the departure of the priors from a uniform distribution with the same mean. A positive value is consistent with a positive relationship between a clade's size and estimated clade support (e.g., smaller clades with higher prior Figure 2 shows 5 example CDI values for a 15-taxon tree. We emphasize that the CDI is most valuable as a comparative tool to assess different clade support analyses of the same data set. Although a value closer to 0 indicates little relationship between overall clade size and support, much like a likelihood score, the CDI value has no absolute meaning in isolation and cannot be used to precisely compare analyses among different data sets, although the qualitative comparisons of these values may be somewhat useful. For example, although one cannot claim that a data set with a CDI of 0.3 shows evidence of 3 times the clade size effect of a data set with a CDI = 0.1, one can nonetheless infer that the clade size effect is much less pronounced in the latter data set.
We tested for significance of the CDI using a randomization test. For the simulation analyses, actual support values (MP bootstrap, ML bootstrap, and Bayesian PPs; Fig. 3 and Supplementary Appendices 1-3 [available from http://sysbio.oxfordjournals.org/]) for each of the different homoplasy treatments were randomly assigned to nodes and the CDI was calculated. This process was repeated 10 000 times, producing a distribution of expected CDI values under the null hypothesis of no relationship between clade size and support values. This process was also used for the 38 empirical data sets. For each data set, the CDI for actual, nonrandomized data was compared with the null distribution and a P value was calculated as the percent of the null distribution with values the same as or greater than the observed CDI. We determined the significance of the P value using sequential Bonferroni correction (Holm 1979; Rice 1989 ) for 3 comparisons. Significant support for the alternative hypothesis indicates a significant association between clade size and support value. Because trees of different sizes were used in these empirical analyses and because the statistical significance of CDI values depends on the number of nodes in a tree and the number of species subtending each node, similar CDI values may be statistically significant on one tree but not another.
The strength of the CDI calculation is that it can be used to assess 1) whether clade size and support values are associated (the P value) and 2) the magnitude of the effect (the CDI value). It is critically important that both the P values of the randomization test and the raw CDI values are taken into account when interpreting the results of the CDI statistic in this paper. For example, the contrived example in Table 1 shows a significant relationship between a clade's prior probability and support. Although this pattern of clade support is significant (P = 0.0085), the magnitude of the difference between support for the smallest and largest clades is only on the scale of 0.001, values that most phylogeneticists would interpret as trivial. This is reflected in the CDI that is very close to zero (6.14 × 10 −5 ).
Evaluating the effects of homoplasy in empirical data.-To evaluate which phylogenetic methods are least prone to the clade size effect in empirical data, we ranked the CDIs of the MP bootstrap, ML bootstrap, and Bayesian analyses for each empirical data set based on their deviation from a CDI = 0 (i.e., when there exists no relationship between clade size and support). We then employed a nonparametric rank-based test (Friedman 1937) to make pairwise comparisons of the ranks of different measures of clade support. For example, if one analysis had a CDI = 0.10 and the other 0.20, the first analysis would receive a rank of "1" and the other "2". If one clade support method is less affected by the clade size effect compared with another method, its CDI will be consistently closer to 0 (i.e., have a mean rank closer to 1.0) for a significant number of empirical data sets compared with the other methods. Sequential Bonferroni corrections for 3 comparisons were made during assessment of significance. We did not use the Friedman test for the simulation data due to the small sample size (n = 5). . MP and ML bootstrap proportions and Bayesian PPs of data sets containing variable amounts of homoplasy. Homoplasy for each data set was modeled by evolving 1, 2, or 16 characters per randomly drawn, unrooted tree (560 characters, 560 trees). These homoplasious data were replaced with increasing amounts of contrived data supporting a single topology (Fig. 1) Because the CDI measures the clade size effect, we used it to determine if there is a relationship between this effect and levels of homoplasy in the empirical data sets. To do this, we calculated Farris' distortion coefficient (d) (Farris 1973) , which measures the "fraction of possible homoplasy" (Farris 1989) , and plotted these values against the CDI for each empirical data set. We determined the distortion coefficient by calculating the retention index and subtracting this value from 1 (Farris 1989) . We calculated the retention index in PAUP* using an ML tree (estimated by RAxML under the same analytical conditions above) instead of the MP tree because the goal of parsimony is to minimize homoplasy, and calculating the retention index from the ML tree will more accurately reveal the amount of homoplasy. Given that CDI values are not precisely comparable (see above), in addition to the limitations of the distortion coefficient (and homoplasy statistics in general; see Archie 1989; Naylor and Kraus 1995), we acknowledge that this is a somewhat crude way to measure the relationship between homoplasy and the clade size effect in empirical data. However, we point out that the homoplasy will likely be underestimated given that this methodology is dependent solely on tree topology (rather than branch lengths and explicit estimation of character change). Thus, we do not subject the results of this analysis to statistical evaluation and instead restrict ourselves to a qualitative interpretation of the results.
RESULTS
Simulation Analyses
The grand means of all 200 MP and ML bootstrap and Bayesian analyses for each manipulation of contrived data and homoplasy creation regimen are provided in Supplementary Appendices 1-3 and Figure 3 . The results of the CDI analyses are presented in Table 2 and Figure 4 . Not surprisingly, the general clade support for the true, contrived data tree is lower when homoplasy simulations are restricted to fewer underlying trees (thus providing stronger support for a smaller set of random trees). However, the magnitude of the clade size effect is small and is very similar among all 3 homoplasy creation regimens. Thus, unless noted, discussions of the results will be generalized across all 3 regimens.
As expected, in the analyses of homoplasious data that contain no contrived phylogenetic signal, the Bayesian PPs are significantly associated with the prior probabilities and the CDI is extremely high (0.77-0.94; Table 2 and Fig. 4) . The 2 smallest taxon bipartitions in an unrooted tree show the highest bootstrap proportions, and clade support is lower for clades of intermediate sizes. However, given that resampling methods such as bootstrapping do not incorporate prior probability information, it may be somewhat surprising that the bootstrap analyses display the same behavior in the absence of phylogenetic signal and have CDIs that are actually slightly higher (Table 2 ) than the Bayesian analyses (i.e., the clade size effect is stronger) in 2 of the 3 homoplasy simulation regimens.
The addition of phylogenetic signal reduces the disparity of support between the different-sized clades in the likelihood-based analyses (ML and Bayesian), but the effect remains severe for MP (Table 2 and Figs. 3 and 4). With the replacement of 14 bp of homoplastic data with contrived data (one uncontradicted synapomorphy per clade), the CDIs of the Bayesian analyses drop to almost 0 (Fig. 4) , although the values are still significant in 1 of the 3 homoplasy simulation regimens (Table 2 ). More interestingly, this occurs even well before the threshold for individual clade statistical significance ≥0.95 (Fig. 3) . With the same amount of contrived data, the CDIs of the ML bootstrap also decrease dramatically (from ∼ 0.9 to ∼ 0.13, but are still significant; Table 2 and Fig. 4 ) but is higher than that for the Bayesian analyses. Although the CDIs of MP bootstrap analyses also decrease when the relative amount of homoplasy is reduced, the improvement is much smaller than that for the ML bootstrap and Bayesian analyses (from ∼0.9 to ∼0.6).
In the Bayesian analyses of 28 bp of contrived data (and 532 bp of homoplasious data), the disparity of clade support based on clade size disappears (CDI ∼ 0, randomization tests not significant; Table 2 and Figs. 3 and 4), and overall clade support is moderate to high but still not above the commonly used thresholds for "strong" support (≥0.95 posterior probability). The further addition of contrived data only results in more support for the clades in the true underlying tree (Figs.  1b and 3) . The CDIs of the ML bootstrap analyses are also quite low (∼0.03), but still significant. However, the CDIs become nonsignificant with the addition of 42 bp or more of contrived data. On the other hand, the CDIs of the MP bootstrap analyses remain comparatively high (CDI ∼ 0.3, P = 0.018-0.049), and overall support for the contrived data tree is low (Table 2 and Fig. 4) .
The performance of the parsimony bootstrap in terms of inferring the correct clades with strong support, as well as overcoming clade size effects, is poor compared with ML and Bayesian methods. Even with the addition of 70 bp of contrived data, the MP bootstrap at University of Texas at Austin on April 5, 2010 http://sysbio.oxfordjournals.org Downloaded from TABLE 2. CDI results of MP and ML bootstrap and Bayesian analyses (PP) of simulated data, where homoplasy was modeled by evolving 1, 2, or 16 characters per random tree (for a total of 560 characters) and was increasingly replaced with contrived data (Fig. 1a) that supported a single tree (Fig. 1b) proportions remain below 0.60 (when all the Bayesian PPs and most ML bootstrap proportions are >0.90; Fig.  2 ) and the CDI values are significant (Table 2 and Fig. 4) . To determine how much data are necessary to overcome persistent clade size-dependent support, we performed additional MP bootstrap analyses replacing 84, 98, 112, 126, and 140 bp of homoplasious data with contrived data using the same analysis protocol as before. Although the CDIs approach 0 as more contrived data are added (and thus, the magnitude of the clade size effect becomes very small; Table 2 and Fig. 4 ), in 2 of the homoplasy simulation regimens, the CDI is nonetheless significant even with the replacement of 140 bp of homoplasious data with contrived data (10 uncontradicted synapomorphies per clade).
The results of the simulation analyses including contrived data supporting a 16-taxon symmetric tree are very similar to those of the pectinate tree (not shown). The clade size effect is present in MP and ML bootstraps and Bayesian PPs, with 2-taxon clades having higher support than the 4-taxon clades and the single 8-taxon bipartition. As phylogenetic signal is added, overall support for the clades rises, but the effects remain severe in the parsimony analyses even with the addition of 5 uncontradicted synapomorphies per clade. The clade size effect is quickly lost in the analyses using explicit models. Thus, discussion will be limited to the results from the analyses using the contrived data in Figure 1 .
Empirical Data Reanalyses
For many data sets, the CDIs for each MP, ML, and Bayesian analysis are similar. With few exceptions (see Discussion), CDI values are positive, indicating that smaller clades have, on average, higher support than medium-sized clades. However, 2 notable exceptions are the data sets of Kiefer et al. (2002) and Ilves and Taylor (2007) for which the CDI is markedly negative (and is the lowest in the Bayesian analysis of the latter data set).
When positive CDIs differ substantially among analytical methods, with a single exception (dePamphilis et al. 1997) , the Bayesian analysis is much more likely to have a CDI closer to 0.0 than will the MP and ML . Homoplasy for each data set was modeled by evolving 1 (graph a), 2 (graph b), or 16 (graph c) characters per randomly drawn, unrooted tree. These homoplasious data were replaced with increasing amounts of contrived data (Fig. 1b) supporting a single topology (Fig. 1a) while maintaining a data set of 560 characters. A CDI value of 0 indicates that there is no relationship between a clade's size and support.
bootstrap analyses (Table 3 and Fig. 5 ). Pairwise Friedman tests ( Table 4 ) also indicate that the Bayesian analyses consistently resulted in support values that showed less evidence of the clade size effect than ML or MP bootstraps.
In multiple empirical data sets, there exists a statistically significant relationship between the prior probability of a clade (based on clade size) and either its MP bootstrap, ML bootstrap, or Bayesian PP (Table 3) . Of the 38 data sets, 17 show this relationship in at least one of the clade support analyses; however, the relationship is more prevalent in the MP (11 of 38 data sets) and ML (14 of 38) bootstraps than Bayesian analyses (6 of 38; Table 3 ).
With few exceptions, if the relationship between clade size and MP bootstrap proportions is significant, it is also significant in the ML bootstrap proportions. In 5 of the 6 cases in which the CDI was significant in the Bayesian analyses, it was also significant in the MP and ML bootstrap analyses. There is only a single example of an empirical data set that implicates Bayesian analyses as having significant clade size-dependent support that does not also affect both MP and ML (dePamphilis et al. 1997) and is thus the only example (of 38) supporting the hypothesis of Pickett and Randle (2005) that PPs are more prone to be biased by clade size.
The plot of CDI against the distortion coefficient (a measure of homoplasy) shows that there is considerable variation in CDI values, even among data sets that show similar levels of homoplasy. If a pattern can be inferred, it is that in the MP and ML analyses, data sets with more homoplasy may have higher CDIs than data sets with less homoplasy (Fig. 6) . At the very least, there are no data sets with low homoplasy that have high CDIs. With the exception of 2 data sets with strongly negative CDIs (Kiefer et al. 2003; Ilves and Taylor 2007) , the CDI scores for Bayesian analyses remain fairly constant across data sets.
DISCUSSION
Homoplasy Induces the Clade Size Effect
Clade support values estimated by both bootstrap approaches and Bayesian MCMC methods are partially dependent on clade size rather than completely informed by the actual data. These 2 classes of methods have very different assumptions and mechanics, which suggests an underlying factor that is common to both methods. Homoplasy is a likely factor because this effect is induced by high levels of homoplasy and diminishes with the addition of phylogenetic signal.
How would homoplasy induce this effect? The answer centers on the inclusion of random trees in calculating both bootstrap proportions and PPs and, in fact, is closely related to unequal clade prior probabilities. The underlying cause of the association between clade size and bootstrap proportions and Bayesian PPs is the distribution of clades of varying size on randomly chosen trees and the inclusion of effectively random trees in the calculation of support values. This hypothesis was originally proposed by Pickett and Randle (2005) but was only discussed as an explanation for the clade size effect in resampling methods (but see Randle and Pickett 2006) . It should be noted that the implied model of homoplasy underlying this explanation almost certainly underestimates the complexity of homoplasy in real data; for instance, long-branch attraction will result in increased support for clades that conflict with the true tree, but in a nonrandom fashion (Felsenstein 1978; Swofford et al. 2001) . Nonetheless, we feel that this model is adequate to demonstrate that homoplasy is at present the best explanation for the clade size effect seen in empirical studies.
Given a data set with no conflicting characters, bootstrap resampling will construct data sets that are 100% consistent with the original data (as will jackknife methods; Pickett and Randle 2005) . As these are heuristic optimization methods and there is no character conflict, the trees produced by the resampled data sets will all be mutually consistent and match the true tree, albeit with the possible addition of polytomies. In this example, the possibility of including inconsistent trees is absent and the association between clade priors and support values disappears. Because the goal of Bayesian MCMC analysis is to approximate the posterior distribution of trees, topologies that are inconsistent with the true topology are sampled independent of the occurrence of homoplasy. It is for this reason that the distribution of clade sizes on randomly drawn trees influences PP estimates when homoplasy is absent. Pickett and Randle (2005) argued that "(1) the correlation between re-sampling support and clade priors is an artifact of noise in natural data and not due to any influence of clade priors per se", and (2) "Bayesian support values are influenced by clade priors, even when the signal from the data is homoplasy-free, exhibiting no noise" (p. 208). Although previous simulation work (Brandley et al. 2006 ) demonstrated that the effect of the priors disappears with the addition of even a small amount of phylogenetic signal, there could still be legitimate cause for concern if the effect of the priors amplified the effects of homoplasy on size-dependent clade support. Contrary to this, we find that the clade size effect is smallest in Bayesian analysis and that both bootstrap resampling and Bayesian methods will respond similarly in the presence of homoplasy (Table 2 and Fig. 3) . We suggest that homoplasy and prior probabilities should not be considered separate explanations for clade size-dependent clade support in resampling and Bayesian methods. The inclusion of random trees is the common factor in all 3 analyses, and the source of random trees in real analyses is mostly homoplasy.
The poor performance of the ML bootstrap analyses of empirical data, despite their superior performance with simulated data, is perplexing. We speculate that Bayesian analyses' use of probabilistic distributions of evolutionary model parameters, rather than parameters that are typically fixed in the beginning of the analysis (as in ML bootstrapping), may play a factor. It is also possible that bootstrapping is more subject to the clade size effect regardless of the optimality criterion and that this pattern is obscured in the simulation study due to the simplicity of our homoplastic data. The model parameters in the ML bootstrap analyses were estimated from an initial neighbor-joining tree and were not fixed to be the same as those used to simulate the data. Nonetheless, both the simulation and the analytical strategy used the GTR + model, and thus it is reasonable to expect that the parameters used in the phylogenetic analysis were at least similar to those used to simulate the data. Thus, the performance difference between the ML bootstrap analyses of the simulated and empirical data may result because the model of molecular evolution used in the analyses of simulated data fit the true process fairly well, whereas the models used in the empirical studies may fit the true process poorly.
Should We Be Concerned? That homoplasy and clade size can influence the 2 most commonly used methods of clade support (nonparametric bootstrapping and Bayesian PP estimation) is understandably disturbing to the empirical phylogeneticist. Despite the manifestation of this phenomenon in many simulations and more than half of the tested empirical data sets, we nonetheless feel that researchers using likelihood-based methods of analysis should have little reason for concern. First, the simulation analyses presented here reveal that, at least with the ML and Bayesian analyses, the maximum disparity between support values for the small-and medium-sized clades is small (less than 10%). More importantly, the effect, as measured by CDI, becomes negligible with the addition of more data (Table 2 and Fig. 4) . Thus, homoplasy alone should not transform "weak" clade support into "strong" clade support (e.g., changing the PP of ≥ 0.50 to ≥ 0.95). In a worst-case scenario, excessive homoplasy may alter a clade's PP above or below the 0.95 significance level by 1% or 2%; however, this may be a at University of Texas at Austin on April 5, 2010 With each comparison, the CDI for both analyses of each data set were calculated and ranked based on their proximity to 0 (e.g., if one analysis had a CDI = 0.10 and the other, 0.20, the first analysis would receive a rank of "1" and the other, "2"). If one clade support method is less affected by the clade size effect compared with another method, its mean rank will be closer to 1.0 (i.e., the CDI of that method will be consistently closer to 0). Statistical significance was assessed using a randomization test (see text) and significant P values (after sequential Bonferroni correction) are in bold greater criticism of using a strict significance cutoff than of the validity of Bayesian phylogenetics as a whole. Second, the clade size effect is most evident in clades that are already accompanied by low support. This phenomenon is illustrated in the simulation analyses, where increasing phylogenetic signal reduces the disparity of support among clades. Of course, this is also intuitively obvious, as both low overall support and the clade size effect are due to the same phenomenon-the inclusion of randomly resolved trees due to homoplasy. Another potentially troubling result is that, in 5 empirical data sets (Table 3) , the CDI is significant for MP and ML bootstrap and Bayesian analyses. This suggests that the underlying factor causing a significant relationship between clade size and support is so strong that none of the commonly used analyses of clade support can overcome it. Visual inspection of the topologies inferred from these 5 empirical studies reveals relatively weak support for the medium-sized nodes and high support for the small nodes, the exact situation from which a positive CDI value is expected. Given the complexity of empirical data, it is difficult to single out a primary causal factor for this "middle clade crisis." Some possible explanations may include biased taxon sampling and the inclusion of specimens with no sequence divergence (see Brandley et al. 2006) . A biological situation that could result in a topology that is prone to the middle clade crisis is a rapid evolutionary radiation (Poe and Chubb 2004) . These factors could be acting alone or in addition to homoplasy (a factor explicitly accounted for in the simulated data). Of course, the significant CDIs may simply be an indication of the different amounts of actual support in the data for nodes of different sizes. Regardless, as with the simulated data, the CDIs of the Bayesian analyses, although significant, are almost always much lower than those of the bootstrap analyses. Thus, when faced with a pessimistic situation where no method is immune to factors confounding accurate clade support values, Bayesian analyses suffer the least.
Only a single empirical data set was found in which the clade size effect was significant in the Bayesian analysis and not in the MP or ML bootstrap analyses (dePamphilis et al. 1997 ; Table 3 ). The data sets of Kiefer et al. (2002) and Ilves and Taylor (2007) are also notable because of their strongly negative CDI, and in the latter data set, this is most severe in the Bayesian analysis (Table 3 and Fig. 5 ). Of course, this would suggest that this data set has generally low support for smallsized clades and high support for medium-sized clades, a situation one may expect when sampling multiple, closely related individuals among multiple species. Indeed, Kiefer et al. (2002) and Ilves and Taylor (2007) sampled multiple individuals of 5 species of Hypomesus smelts and 4 species of Plecotus bats, respectively, and the resulting phylogenies (not shown, but similar to that in the original papers) reveal very little phylogenetic structure among the individuals in each species. On the other hand, the interrelationships of the species are well supported. Thus, the smallest clades have very low support, whereas the middle-sized clades are well supported. Another contributing factor to the unusually negative CDI may be due to the small size of the data sets; with few nodes the size/support relationship of each clade will greatly influence the CDI statistic.
If any result should concern researchers, it should be the relatively poor performance of MP bootstrapping in both analyses of simulated and empirical data. It is disturbing that even under generous simulation conditions in which each clade is supported by at least 6, 7, or even 8 uncontradicted synapomorphies, the inclusion of homoplasy can nonetheless differentially affect MP bootstrap proportions based on clade size. Our conclusion is that the increased magnitude of the clade size effect seen in parsimony as compared with the other methods is due to parsimony's poor performance in the presence of homoplasy.
CONCLUSIONS
The results of this study have much practical relevance. It is critical that, as we build the TOL, we assess confidence in the tree while simultaneously being confident in these assessments. As the phylogenetics community collects increasing amounts of DNA data for an ever-growing TOL and other "deep" phylogenetic analyses, we will encounter the biological extremes of homoplastic data. We have demonstrated that homoplasy may be a common underlying factor that may bias the results of both resampling and Bayesian analyses, but explicit statistical methods for determining clade confidence (ML bootstrap and Bayesian PPs) are far more robust to homoplasy than MP bootstrap analyses. 
