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GENERALIZED SWITCHING SIGNALS FOR INPUT-TO-STATE
STABILITY OF SWITCHED SYSTEMS
ATREYEE KUNDU, DEBASISH CHATTERJEE, AND DANIEL LIBERZON
Abstract. This article deals with input-to-state stability (ISS) of continuous-
time switched nonlinear systems. Given a family of systems with exogenous
inputs such that not all systems in the family are ISS, we characterize a new
and general class of switching signals under which the resulting switched sys-
tem is ISS. Our stabilizing switching signals allow the number of switches to
grow faster than an affine function of the length of a time interval, unlike in
the case of average dwell time switching. We also recast a subclass of aver-
age dwell time switching signals in our setting and establish analogs of two
representative prior results.
1. Introduction
A switched system comprises of two components — a family of systems and a
switching signal. The switching signal selects an active subsystem at every instant
of time, i.e., the system from the family that is currently being followed [8, §1.1.2].
Stability of switched systems is broadly classified into two categories — stability
under arbitrary switching [8, Chapter 2] and stability under constrained switching
[8, Chapter 3]. In the former category, conditions on the family of systems are
identified such that the resulting switched system is stable under all admissible
switching signals; in the latter category, given a family of systems, conditions on
the switching signals are identified such that the resulting switched system is stable.
In this article our focus is on stability of switched systems with exogenous inputs
under constrained switching.
Prior study in the direction of stability under constrained switching primarily
utilizes the concept of slow switching vis-a-vis (average) dwell time switching. Expo-
nential stability of a switched linear system under dwell time switching was studied
in [9]. In [13] the authors showed that a switched nonlinear system is ISS under
dwell time switching if all subsystems are ISS. A class of state-dependent switching
signals obeying dwell time property under which a switched nonlinear system is in-
tegral input-to-state stable (iISS) was proposed in [2]. The dwell time requirement
for stability was relaxed to average dwell time switching to switched linear systems
with inputs and switched nonlinear systems without inputs in [4]. ISS of switched
nonlinear systems under average dwell time was studied in [12]. It was shown that if
the individual subsystems are ISS and their ISS-Lyapunov functions satisfy suitable
conditions, then the switched system has the ISS, exponentially-weighted ISS, and
exponentially-weighted iISS properties under switching signals obeying sufficiently
large average dwell time. Given a family of systems such that not all systems in the
family are ISS, it was shown in the recent work [14] that it is possible to construct
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a class of hybrid Lyapunov functions to guarantee ISS of the switched system pro-
vided that the switching signal neither switches too frequently nor activates the
non-ISS subsystems for too long. In [10] input/output-to-state stability (IOSS) of
switched nonlinear systems with families in which not all subsystems are IOSS, was
studied. It was shown that the switched system is IOSS under a class of switching
signals obeying average dwell time property and constrained point-wise activation
of unstable systems.
Given a family of systems, possibly containing non-ISS dynamics, in this article
we study ISS of switched systems under switching signals that transcend beyond
the average dwell time regime in the sense that the number of switches on every
interval of time can grow faster than an affine function of the length of the interval.
Our characterization of stabilizing switching signals involve pointwise constraints
on the duration of activation of the ISS and non-ISS systems, and the number of
occurrences of the admissible switches, certain pointwise properties of the quantities
defining the above constraints, and a summability condition. In particular, our
contributions are:
˝ We allow non-ISS systems in the family and identify a class of switching signals
under which the resulting switched system is ISS.
˝ Our class of stabilizing switching signals encompasses the average dwell time
regime in the sense that on every interval of time the number of switches is allowed
to grow faster than an affine function of the length of the interval. Earlier in [7]
we proposed a class of switching signals beyond the average dwell time regime
for global asymptotic stability of continuous-time switched nonlinear systems.
˝ Although this is not the first instance when non-ISS subsystems are considered
(see e.g., [10, 14]), to the best of our knowledge, this is the first instance when
non-ISS subsystems are considered and the proposed class of stabilizing switching
signals goes beyond the average dwell time condition.
˝ We recast a subclass of average dwell time switching signals in our setting and
establish analogs of an ISS version of [10, Theorem 2], and [12, Theorem 3.1] as
two corollaries of our main result.
The remainder of this article is organized as follows: In §2 we formulate the
problem under consideration and catalog certain properties of the family of systems
and the switching signal. Our main results appear in §3, and we provide a numerical
example illustrating our main result in §4. In §5 we recast prior results in our
setting. The proofs of our main results are presented in a consolidated manner in
§7.
Notations: Let R denote the set of real numbers, ‖¨‖ denote the Euclidean
norm, and for any interval I Ă r0,`8r we denote by ‖¨‖I the essential supremum
norm of a map from I into some Euclidean space. For measurable sets A Ă R we
let |A| denote the Lebesgue measure of A.
2. Preliminaries
We consider the switched system
9xptq “ fσptq
`
xptq, vptq
˘
, xp0q “ x0 (given), t ě 0.(2.1)
generated by
˝ a family of continuous-time systems with exogenous inputs
9xptq “ fi
`
xptq, vptq
˘
, xp0q “ x0 (given), i P P , t ě 0,(2.2)
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where xptq P Rd is the vector of states and vptq P Rm is the vector of inputs at
time t, P “ t1, 2, ¨ ¨ ¨ , Nu is a finite index set, and
˝ a piecewise constant function σ : r0,`8rÝÑ P that selects, at each time t,
the index of the active system from the family (2.2); this function σ is called
a switching signal. By convention, σ is assumed to be continuous from right
and having limits from the left everywhere, and we call such switching signals
admissible. We let S denote the set of all such admissible switching signals.
We assume that for each i P P , fi is locally Lipschitz, and fip0, 0q “ 0. Let
the exogenous inputs t ÞÑ vptq be Lebesgue measurable and essentially bounded;
therefore, a solution to the switched system (2.1) exists in the Carathe´odory sense
[3, Chapter 2] for some non-trivial time interval containing 0.
Given a family of systems (2.2), our focus is on identifying a class of switching
signals σ P S under which the switched system (2.1) is ISS. Recall that
Definition 2.1 ([12, §2]). The switched system (2.1) is input-to-state stable (ISS)
for a given σ if there exist class K8 functions α, χ and a class KL function β such
that for all inputs v and initial states x0, we have
1
αp‖xptq‖q ď βp‖x0‖ , tq ` χp‖v‖r0,tsq for all t ě 0.(2.3)
If one can find α, β and χ such that (2.3) holds over a class S 1 of σ, then we say
that (2.1) is uniformly ISS over S 1.
Note that if no input is present, i.e., v ” 0, then (2.3) reduces to GAS of (2.1).
We next catalog certain properties of the family of systems (2.2) and the switching
signal σ. These properties will be required for our analysis towards deriving the
class of stabilizing switching signals.
2.1. Properties of the family of systems. Let PS and PU Ă P denote the sets
of indices of ISS and non-ISS systems in the family (2.2), respectively, P “ PS\PU .
Let EpPq be the set of all ordered pairs pi, jq such that it is admissible to switch
from system i to system j, i, j P P .
Assumption 2.2. There exist class K8 functions α, α, γ, continuously differen-
tiable functions Vi : R
d ÝÑ r0,`8r, i P P, and constants λi P R with λi ą 0 for
i P PS and λi ă 0 for i P PU , such that for all ξ P R
d and η P Rm, we have
αp‖ξ‖q ď Vipξq ď αp‖ξ‖q,(2.4) 〈
BVi
Bξ
pξq, fipξ, ηq
〉
ď ´λiVipξq ` γp‖η‖q.(2.5)
Remark 2.3. Conditions (2.4) and (2.5) are equivalent to an ISS version of [10,
(7) and (18)]. The functions Vi’s are called the ISS-Lyapunov-like functions, see
[11, 1, 6] for detailed discussion regarding the existence of such functions and their
properties. In particular, condition (2.5) is equivalent to the ISS property for
ISS subsystems [11] and the unboundedness observability property for the non-ISS
subsystems [6].
Assumption 2.4. For each pair pi, jq P EpPq there exist µij ą 0 such that the
ISS-Lyapunov-like functions are related as follows:
Vjpξq ď µijVipξq for all ξ P R
d.(2.7)
1
K :“ tφ : r0,`8rÑ r0,`8r
ˇˇ
φ is continuous, strictly increasing, φp0q “ 0u, KL :“
 
φ :
r0,`8r2ÝÑ r0,`8r
ˇˇ
φp¨, sq P K for each s and φpr, ¨q Œ 0 as sÕ `8 for each r
(
, K8 :“
 
φ P
K
ˇˇ
φprq Ñ `8 as r Ñ `8
(
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Remark 2.5. The assumption of linearly comparable Lyapunov-like functions, i.e.,
there exists µ ě 1 such that
Vjpξq ď µVipξq for all ξ P R
d and i, j P P(2.8)
is standard in the theory of stability under average dwell time switching [8, Theorem
3.2]; (2.7) affords sharper estimates compared to (2.8).
2.2. Properties of the switching signal. Fix t ą 0. For a switching signal σ we
let Nσp0, tq denote the number of switches on the interval s0, ts, and 0 “: τ0 ă τ1 ă
¨ ¨ ¨ ă τNσp0,tq denote the corresponding switching instants before (and including) t.
˝ We let
Si`1 :“ τi`1 ´ τi, i “ 0, 1, ¨ ¨ ¨ ,(2.9)
denote the i-th holding time of σ.
˝ On an interval ss, ts Ă r0,`8r of time, let
TSj ps, tq :“
∣∣∣∣∣∣∣ss, ts X
ˆ `8ď
i“0
σpτiq“j
sτi, τi`1s
˙∣∣∣∣∣∣∣ ,(2.10)
and
TUk ps, tq :“
∣∣∣∣∣∣∣ss, ts X
ˆ `8ď
i“0
σpτiq“k
sτi, τi`1s
˙∣∣∣∣∣∣∣(2.11)
denote the duration of activation of a system j P PS and k P PU , respectively.
Clearly,
ÿ
kPPU
TUk ps, tq `
ÿ
jPPS
TSj ps, tq “ t´ s for all 0 ď s ă t ă `8.
˝ For a pair pm,nq P EpPq let
Nmnps, tq :“ #tmÑ nu
t
s(2.13)
be the number of switches from system m to system n on the interval ss, ts Ă
r0,`8r of time. We have the immediate identity: Nσp0, tq “
ř
pm,nqPEpPqNmnp0, tq,
t ą 0.
In the sequel we require the following class of functions:
Definition 2.6. A function ̺ : r0,`8r2Ñ r0,`8r belongs to class FK8 if
˝ ̺ is continuous, and
˝ for every fixed first argument, ̺ is in class K8 in the second argument.
Assumption 2.7. There exist class FK8 functions ρ
S
j , j P PS, ρ
U
k , k P PU , ρmn,
pm,nq P EpPq, and positive constants T
S
j ,j P PS, T
U
k , k P PU , Nmn, pm,nq P EpPq,
such that on every interval ss, ts Ă r0,`8r of time, the functions TSj ps, tq, j P PS,
TUk ps, tq, k P PU , and Nmnps, tq, pm,nq P EpPq, defined in (2.10), (2.11), and (2.13),
respectively, satisfy the following inequalities:
TSj ps, tq ě ´T
S
j ` ρ
S
j ps, t´ sq,(2.14)
TUk ps, tq ď T
U
k ` ρ
U
k ps, t´ sq,(2.15)
Nmnps, tq ď Nmn ` ρmnps, t´ sq.(2.16)
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Remark 2.8. On every interval ss, ts Ă r0,`8r of time, conditions (2.14) and (2.15)
constrain the duration of activation of a system j P PS and k P PU , respectively,
and condition (2.16) constrains the number of occurrences of an admissible switch
pm,nq P EpPq. Each bound is provided in terms of a class FK8 function (from ρ
S
j ,
j P PS , ρ
U
k , k P PU , ρmn, pm,nq P EpPq) and a positive offset (from T
S
j ,j P PS , T
U
k ,
k P PU , Nmn, pm,nq P EpPq). We consider point-wise lower bounds on the duration
of activation of ISS subsystems, and upper bounds on the duration of activation
of non-ISS subsystems and the number of occurrences of admissible switches on
every interval ss, ts Ă r0,`8r of time. In the analysis towards identifying switching
signals for ISS of switched systems, such bounds are standard assumptions. For
example, in [10] and [12] the number of switches on every interval of time is allowed
to grow at most as an affine function of the length of the interval. In the presence of
non-ISS subsystems, the duration of activation of such systems is also constrained
on every interval of time in [10]. We use the class FK8 functions ρ
S
j ps, t ´ sq,
j P PS , ρ
U
k ps, t ´ sq, k P PU , and ρmnps, t´ sq, pm,nq P EpPq with two arguments
— the initial value of the interval s P r0,`8r and the length of the interval pt´ sq,
with the objective to allow the number of switches on any interval of time to grow
faster than the case of average dwell time switching as we shall see momentarily.
3. Main Results
We are now in a position to present our main results.
Theorem 3.1. Consider the family of systems (2.2). Let PS ,PU Ă P and EpPq
be as described in §2.1. Suppose that Assumptions 2.2 and 2.4 hold. Let there exist
constants c1 and c2, and a class FK8 function ρ : r0,`8r
2Ñ r0,`8r satisfying
ρp0, 0q “ 0 such that the following conditions hold:
´
ÿ
jPPS
|λj | ρ
S
j pr, sq `
ÿ
kPPU
|λk| ρ
U
k pr, sq `
ÿ
pm,nqPEpPq
plnµmnqρmnpr, sq ď c1 ´ ρpr, sq
(3.1)
for every interval sr, r ` ss Ă r0,`8r of time, and
lim
tÑ`8
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ď c2.
(3.2)
Here λj, j P PS, λk, k P PU , and µmn, pm,nq P EpPq are as in (2.5) and (2.7),
respectively, and class FK8 functions ρ
S
j , j P PS, ρ
U
k , k P PU , ρmn, pm,nq P EpPq
are as in Assumption 2.7. Then the switched system (2.1) is uniformly input-to-
state stable (ISS) for every σ P S satisfying (2.14), (2.15), and (2.16) for every
interval sr, r ` ss Ă r0,`8r of time.
See §7 for a detailed proof of the above theorem.
Remark 3.2. The condition (3.1) provides a point-wise upper bound on the differ-
ence between the weighted class FK8 functions
pr, sq ÞÑ
ÿ
kPPU
|λk| ρ
U
k pr, sq `
ÿ
pm,nqPEpPq
plnµmnqρmnpr, sq, and
pr, sq ÞÑ
ÿ
jPPS
|λj | ρ
S
j pr, sq
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in terms of a constant c1 and another class FK8 function ρ satisfying ρp0, 0q “ 0,
where the class FK8 functions ρ
S
j , j P PS , ρ
U
k , k P PU , and ρmn, pm,nq P EpPq
constrain the duration of activation of ISS subsystems and non-ISS subsystems,
and the number of occurrences of the admissible switches, respectively on every
interval sr, r ` ss Ă r0,`8r of time.
Remark 3.3. The condition (3.2) deals with summability of a series with non-
negative terms involving the class FK8 function ρ satisfying ρp0, 0q “ 0, the number
of switches Nσp0, tq before (and including) t ą 0, and the corresponding switching
instants 0 “: τ0 ă τ1 ă ¨ ¨ ¨ ă τNσp0,tq.
Remark 3.4. The constants c1 and c2 on the right-hand sides of (3.1) and (3.2) en-
sure uniform ISS of the switched system (2.1) over all switching signals σ satisfying
(2.14), (2.15), (2.16), (3.1) and (3.2).
Remark 3.5. Our class of stabilizing switching signals goes beyond the average dwell
time regime in the sense that on every interval of time the number of switches is
allowed to grow faster than an affine function of the length of the interval. We
elaborate on this feature with the aid of the following example:
Fix t ą 0. Let us study how close to t can the τi’s be placed under condi-
tion (2.16). We have Nσp0, tq ď N0 ` tρNp0,tqu, where N0 :“
ÿ
pm,nqPEpPq
Nmn and
ρNp0, tq :“
ÿ
pm,nqPEpPq
ρmnp0, tq. Consequently,
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
is at most
equal to
N0`tρNp0,tquÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
. However small a time interval may be, at
most N0 switches are allowed. So these many switches can be placed arbitrarily
close to t. For the rest of the tρNp0, tqu “ n (say) switches that can be placed on
s0, ts, we have
˝ on the interval sτn, ts at most N0 ` 1 switches are allowed,
˝ on the interval sτn´1, ts at most N0 ` 2 switches are allowed,
˝ ¨ ¨ ¨
Joint validity of the above conditions leads to
τn “ t´ inftr ą 0 | ρNpr, sq ą 1 with s “ t´ ru,
τn´1 “ t´ inftr ą 0 | ρNpr, sq ą 2 with s “ t´ ru,
¨ ¨ ¨
τ2 “ t´ inftr ą 0 | ρNpr, sq ą pn´ 1q with s “ t´ ru,
τ1 “ t´ inftr ą 0 | ρNpr, sq ą n with s “ t´ ru,
i.e.,
τn “ t´ ρ
´1
N p¨, t´ ¨qp1q,
τn´1 “ t´ ρ
´1
N p¨, t´ ¨qp2q,
¨ ¨ ¨
τ2 “ t´ ρ
´1
N p¨, t´ ¨qpn´ 1q,
τ1 “ t´ ρ
´1
N p¨, t´ ¨qpnq.
Now let us study the above phenomenon under average dwell time switching. Recall
that [8, p. 58] a switching signal σ has average dwell time τa if there exist two
positive numbers N0 and τa such that Nσps, tq ď N0 `
t´s
τa
for all 0 ď s ă t. Let
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the N0 switches be placed arbitrarily close to t as already explained. As regard to
the remaining t t
τa
u switches,
˝ on every interval of length t´ pt´ nτaq, at most N0 ` n switches are allowed,
˝ on every interval of length pt´ pn´ 1qτaq ´ pt´ τaq, at most N0 ` 1 switches are
allowed,
˝ ¨ ¨ ¨
Consequently, we have
τn “ t´ τa,
τn´1 “ t´ 2τa,
¨ ¨ ¨
τ2 “ t´ pn´ 1qτa,
τ1 “ t´ nτa.
As is evident from the above discussion, our class of switching signals allows number
of switches on every interval of time to grow faster than an affine function of the
length of the interval.
We next consider two simple cases where both the functions ρ and ρN are such
that for all r1, r2 ě 0 and all s ą 0
ρpr1, sq “ ρpr2, sq, and ρNpr1, sq “ ρNpr2, sq,
and discuss boundedness of the quantity
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
with t.
Lemma 3.6. Let
ρpr, sq “ k1s` k2 for some k1, k2 ą 0, s ě 0,(3.3)
and let ρN be such that the switches be equispaced in time, i.e., they satisfy
τn “ t´ ρ
´1
N p¨, t´ ¨qp1q
τn´1 “ t´ 2ρ
´1
N p¨, t´ ¨qp1q
¨ ¨ ¨
τ2 “ t´ pn´ 1qρ
´1
N p¨, t´ ¨qp1q
τ1 “ t´ nρ
´1
N p¨, t´ ¨qp1q.
Then lim
tÑ`8
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ă `8.
Lemma 3.7. Let
ρpr, sq “ k1s
3{2 ` k2 for some k1, k2 ą 0, s ě 0,(3.4)
and let ρN be such that the switches be equispaced in time, i.e., they satisfy
τn “ t´ ρ
´1
N p¨, t´ ¨qp1q
τn´1 “ t´ 2ρ
´1
N p¨, t´ ¨qp1q
¨ ¨ ¨
τ2 “ t´ pn´ 1qρ
´1
N p¨, t´ ¨qp1q
τ1 “ t´ nρ
´1
N p¨, t´ ¨qp1q.
Then lim
tÑ`8
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ă `8.
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The proofs of Lemmas 3.6 and 3.7 are presented in §7.
4. Numerical Example
We consider P “ t1, 2u with
f1px, vq “
ˆ
´x1 ` sinpx1 ´ x2q
´x2 ` 0.8 sinpx2 ´ x1q ` 0.5v
˙
,
and
f2px, vq “
ˆ
x1 ` sinpx1 ´ x2q
x2 ` sinpx2 ´ x1q ` 0.5v
˙
.
Consequently, PS “ t1u and PU “ t2u. Let v ” 1. With the choice V1pxq “
0.5px21 ` 1.25x
2
2q, V2pxq “ 0.5px
2
1 ` x
2
2q, we have λ1 “ 1.75, λ2 “ ´2.1667, µ12 “ 1,
and µ21 “ 2, see [10, §5] for a detailed discussion.
Let ρpr, sq “ k1s
3{2 ` k2 with k1, k2 ą 0. We have already shown in Lemma 3.7
that with the above structure on ρ, the term lim
tÑ`8
Nσp0,tqÿ
i“0
exp
´
´ρpτi, t´ τiq
¯
ă `8.
Let a switching signal σ satisfy
(1) ρS1pr, sq “ 0.2030s` 0.0001s
3{2, ρU2 pr, sq “ 0.1s,
(2) ρ12pr, sq “ 0.1s` 0.05s
3{2, ρ21pr, sq “ 0.2s` 0.0025s
3{2
in addition to satisfying (2.14), (2.15), and (2.16) for every interval sr, r ` ss Ă
r0,`8r of time.
We verify that
´ |λ1| ρ
S
1pr, sq ` |λ2| ρ
U
2 pr, sq ` plnµ12qρ12pr, sq
` plnµ21qρ21pr, sq “ ´1.725ˆ 10
´5s3{2,
which satisfies (3.1) with k1 “ 1ˆ 10
´5 and c1 “ 0.
Let T
S
1 “ 0.01, T
U
2 “ 2.58, N12 “ N21 “ 1. An execution of the switching signal
σ described above is illustrated in Figure 1. We study the process p‖xptq‖qtě0
0 5 10 15 20 25 30 35 40 45 50
0.5
1
1.5
2
2.5
t
{1
,2}
Figure 1. The switching signal for Figure 2.
corresponding to fifty different initial conditions xp0q selected uniformly at random
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from the interval r´1000, 1000s2 and the switching signal demonstrated in Figure
1. This is shown in Figure 2.
0 5 10 15 20 25 30 35 40 45 50
0
100
200
300
400
500
600
700
800
900
1000
t
||x
(t)
||
Figure 2. Plot of ‖xptq‖ against t, with xp0q selected uniformly
at random from r´1000, 1000s2.
5. Discussion
In this section we recast a subclass of average dwell time switching signals in our
setting and establish analogs of the prior results: an ISS version of [10, Theorem
2], and [12, Theorem 3.1], with the aid of our main result. Our first result of this
section is:
Proposition 5.1. Consider the family of systems (2.2). Suppose that Assumption
2.2 holds with |λj | “ λS for all j P PS and |λk| “ λU for all k P PU , and
Assumption 2.4 holds with µmn “ µ for all pm,nq P EpPq. Let ρ and τa be constants
satisfying ρ P

0,
λS
λS ` λU
„
and
τa P

lnµ
λS ¨ p1 ´ ρq ´ λU ¨ ρ
,`8
„
.(5.1)
Let the class FK8 functions ρ
S
j , j P PS, ρ
U
k , k P PU , ρmn, pm,nq P EpPq described
in Assumption 2.7, be such that for all r1, r2 ě 0 and all s ą 0
ρSj pr1, sq “ ρ
S
j pr2, sq,(5.2)
ρUk pr1, sq “ ρ
U
k pr2, sq,(5.3)
and
ρmnpr1, sq “ ρmnpr2, sq.(5.4)
Moreover, let for every interval sr, r ` ss Ă r0,`8r of timeÿ
jPPS
ρSj pr, sq `
ÿ
kPPU
ρUk pr, sq ě s,(5.5)
ÿ
kPPU
ρUk pr, sq ď ρ ¨ s,(5.6)
10 A. KUNDU, D. CHATTERJEE, AND D. LIBERZON
and ÿ
pm,nqPEpPq
ρmnpr, sq ď
s
τa
.(5.7)
Then the switched system (2.1) is ISS for every switching signal σ P S satisfying
(2.14), (2.15), and (2.16) for every interval sr, r ` ss Ă r0,`8r of time.
Remark 5.2. Given a family of systems in which not all subsystems are input/output-
to-state stable (IOSS), in [10, Theorem 2] the authors identified a class of switching
signals obeying the average dwell time property under which the resulting switched
system is IOSS. Our Proposition 5.1 is an analog of an ISS version of [10, Theorem
2] obtained as a corollary of our main result Theorem 3.1.
Remark 5.3. Since under average dwell time switching, the bounds on every interval
sr, r ` ss Ă r0,`8r of time are independent of the initial point r P r0,`8r of the
interval, the assumption that the class FK8 functions ρ
S
j , j P PS , ρ
U
k , k P PU , ρmn,
pm,nq P EpPq satisfy (5.2)-(5.4) is natural.
Remark 5.4. The bound on ρ ensures that 0 ă ρ ă 1. Consequently, the activation
of unstable systems on every interval of time is restricted. A switching signal σ that
satisfies (2.16) on every interval sr, r ` ss Ă r0,`8r of time such that hypothesis
(5.7) holds with ρmnpr, sq, pm,nq P EpPq being independent of the first argument
implies that the switching signal satisfies the average dwell time property [8, p. 58].
We have
Nσps, tq “
ÿ
pm,nqPEpPq
Nmnps, tq ď
ÿ
pm,nqPEpPq
Nmn `
ÿ
pm,nqPEpPq
ρmnps, t´ sq.
Choose N0 such that
ÿ
pm,nqPEpPq
Nmn ď N0. By hypothesis (5.7), we have
ÿ
pm,nqPEpPq
ρmnps, t´ sq ď
t´ s
τa
. Consequently, Nσps, tq ď N0 `
t´ s
τa
for positive
constants N0 and τa.
A special case of [10, Theorem 2] where all subsystems are ISS was treated in
[12, Theorem 3.1]. A subclass of average dwell time switching signals was proposed
under which the resulting switched system is ISS. We recast an analog of [12,
Theorem 3.1] as a corollary of our main result:
Proposition 5.5. Consider the family of systems (2.2). Let PU “ H. Suppose
that Assumption 2.2 holds with |λj | “ λ0 for all j P PS and Assumption 2.4 holds
with µmn “ µ for all pm,nq P EpPq. Let τa be a constant satisfying
τa P

lnµ
λ0
,`8
„
.(5.8)
Let the class FK8 functions ρ
S
j , j P PS and ρmn, pm,nq P EpPq described in
Assumption 2.7 be such that for all r1, r2 ě 0 and all s ą 0
ρSj pr1, sq “ ρ
S
j pr2, sq,(5.9)
and
ρmnpr1, sq “ ρmnpr2, sq.(5.10)
Moreover, let for every interval sr, r ` ss Ă r0,`8r of timeÿ
jPPS
ρSj pr, sq ě s,(5.11)
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and ÿ
pm,nqPEpPq
ρmnpr, sq ď
s
τa
.(5.12)
Then the switched system (2.1) is ISS for every switching signal σ P S that for
every interval sr, r ` ss Ă r0,`8r of time, satisfies (2.14) and (2.16).
Remark 5.6. Since PU “ H, condition (2.15) is automatically satisfied. A switching
signal that satisfies (2.16) such that (5.12) holds implies that the switching signal
satisfies the average dwell time property as explained in Remark 5.4.
6. Concluding remarks
In this article we presented a class of switching signals under which a continuous-
time switched system is uniformly ISS. We utilized multiple ISS-Lyapunov-like
functions for our analysis and our characterization of stabilizing switching signals
allowed the number of switches on any interval of time to grow faster than an
affine function of the length of the interval unlike in the case of average dwell time
switching. We also discussed two representative prior results: an ISS version of [10,
Theorem 2], and [12, Theorem 2] in our setting. Our results extend readily to the
discrete-time setting.
7. Proofs
Proof of Theorem 3.1. Fix t ą 0. Then 0 “: τ0 ă τ1 ă ¨ ¨ ¨ ă τNσp0,tq are the
switching instants before (and including) t. In view of (2.5),
Vσptqpxptqq ď exp
`
´λσpτNσp0,tqqpt´ τNσp0,tqq
˘
VσptqpxpτNσp0,tqqq
` γ
`
‖v‖r0,ts
˘ ż t
τNσp0,tq
exp
`
´λσpτNσp0,tqqpt´ sq
˘
ds.(7.1)
Applying (2.7) and iterating the above, we obtain the estimate
Vσptqpxptqq ď ψ1ptqVσp0qpx0q ` γp‖v‖r0,tsqψ2ptq,(7.2)
where
ψ1ptq :“ exp
¨
˚˝
´
Nσp0,tqÿ
i“0
τNσp0,tq`1:“t
λσpτiqSi`1 `
Nσp0,tq´1ÿ
i“0
lnµσpτiqσpτi`1q
˛
‹‚,(7.3)
and
ψ2ptq :“
Nσp0,tqÿ
i“0
τNσp0,tq`1 :“t
¨
˚˝˚
exp
¨
˚˝˚
´
Nσp0,tqÿ
k“i`1
τNσp0,tq`1:“t
λσpτkqSk`1 `
Nσp0,tq´1ÿ
k“i`1
lnµσpτkqσpτk`1q
˛
‹‹‚
ˆ
1
λσpτiq
`
1´ exp
`
´λσpτiqSi`1
˘˘
˛
‹‹‚.(7.4)
In view of (2.4) we rewrite the estimate (7.2) as
αp‖xptq‖q ď ψ1ptqαp‖x0‖q ` γ
`
‖v‖r0,ts
˘
ψ2ptq.
In view of Definition 2.1 for ISS of (2.1), we need to first show the following:
i) αp˚qψ1p¨q can be bounded above by a class KL function, and
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ii) ψ2p¨q is bounded by a constant, say ψ2.
The function ψ1ptq is
exp
¨
˚˝
´
ÿ
jPPS
|λj |
∣∣∣∣∣∣∣s0, ts X
ˆ `8ď
i“0
σpτiq“j
sτi, τi`1s
˙∣∣∣∣∣∣∣`
ÿ
kPPU
|λk|
∣∣∣∣∣∣∣s0, ts X
ˆ `8ď
i“0
σpτiq“k
sτi, τi`1s
˙∣∣∣∣∣∣∣
`
ÿ
pm,nqPEpPq
plnµmnq#tmÑ nu
τNσp0,tq´1
0
˛
‹‚
“ exp
˜
´
ÿ
jPPS
|λj |T
S
j p0, tq `
ÿ
kPPU
|λk|T
U
k p0, tq `
ÿ
pm,nqPEpPq
plnµmnqNmnp0, τNσp0,tq´1q
¸
,
(7.5)
and ψ2ptq is
ÿ
jPPS
1
|λj |
ÿ
i:σpτiq“j
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
˜
exp
ˆ
´
ÿ
pPPS
|λp|T
S
ppτi`1, tq `
ÿ
qPPU
|λq|T
U
q pτi`1, tq
`
ÿ
pm,nqPEpPq
plnµmnqNmnpτi`1, τNσp0,tq´1q
˙ˆ
1´ exp
`
´ |λj |Si`1
˘˙¸
`
ÿ
kPPU
1
|λk|
ÿ
i:σpτiq“k
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1:“t
˜
exp
ˆ
´
ÿ
pPPS
|λp|T
S
ppτi`1, tq `
ÿ
qPPU
|λq|T
U
q pτi`1, tq
`
ÿ
pm,nqPEpPq
plnµmnqNmnpτi`1, τNσp0,tq´1q
˙ˆ
1´ exp
`
|λk|Si`1
˘˙¸
ď
ÿ
jPPS
1
|λj |
ÿ
i:σpτiq“j
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
˜
exp
ˆ
´
ÿ
pPPS
|λp|T
S
ppτi`1, tq `
ÿ
qPPU
|λq|T
U
q pτi`1, tq
`
ÿ
pm,nqPEpPq
plnµmnqNmnpτi`1, tq
˙
`
ÿ
kPPU
1
|λk|
ÿ
i:σpτiq“k
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
˜
exp
ˆ
´
ÿ
pPPU
|λp|T
S
ppτi, tq `
ÿ
qPPU
|λq|T
U
q pτi, tq
`
ÿ
pm,nqPEpPq
plnµmnqNmnpτi, tq
˙
.(7.6)
By hypotheses (2.14), (2.15), and (2.16), we have the right-hand side of (7.6)
bounded above by
ÿ
jPPS
1
|λj |
ÿ
i:σpτiq“j
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
exp
ˆ ÿ
pPPS
|λp|
`
T
S
p ´ ρ
S
ppτi`1, t´ τi`1q
˘
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`
ÿ
qPPU
|λq |
`
T
U
q ` ρ
U
q pτi`1, t´ τi`1q `
ÿ
pm,nqPEpPq
plnµmnq
`
Nmn ` ρmnpτi`1, t´ τi`1q
˘˙
`
ÿ
kPPU
1
|λk|
ÿ
i:σpτiq“k
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
exp
ˆ ÿ
pPPS
|λp|
`
T
S
p ´ ρ
S
ppτi, t´ τiq
˘
`
ÿ
qPPU
|λq |
`
T
U
q ` ρ
U
q pτi, t´ τiq `
ÿ
pm,nqPEpPq
plnµmnq
`
Nmn ` ρmnpτi, t´ τiq
˘˙
.
By (3.1), the above expression is bounded above by¨
˚˚˚
˚˝˚ ÿ
jPPS
1
|λj |
ÿ
i:σpτiq“j
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1:“t
exp
´
c` c1 ´ ρpτi`1, t´ τi`1q
¯
`
ÿ
kPPU
1
|λk|
ÿ
i:σpτiq“k
i“0,¨¨¨ ,Nσp0,tq
τNσp0,tq`1 :“t
exp
´
c` c1 ´ ρpτi, t´ τiq
¯
˛
‹‹‹‹‹‚
ď
¨
˝ ÿ
jPPS
1
|λj |
Nσp0,tqÿ
i“0
exp
`
c` c1 ´ ρpτi`1, t´ τi`1q
˘
`
ÿ
kPPU
1
|λk|
Nσp0,tqÿ
i“0
exp
`
c` c1 ´ ρpτi, t´ τiq
˘˛‚,(7.7)
for some c ą 0 satisfyingÿ
jPPS
T
S
j `
ÿ
kPPU
T
U
k `
ÿ
pm,nqPEpPq
Nmn ď c.
In view of (3.2) and the fact that P is finite, both the terms
ÿ
jPPS
1
|λj |
Nσp0,tqÿ
i“0
exp
`
c`c1´ρpτi`1, t´τi`1q
˘
and
ÿ
kPPU
1
|λk|
Nσp0,tqÿ
i“0
exp
`
c`c1´ρpτi, t´τiq
˘
are bounded. Consequently, ii) holds. It remains to verify i). Towards this end, we
already see that α P K8 from Assumption 2.2. Therefore, it remains to show that
ψ1p¨q is bounded above by a function in class L to complete the proof of i).
2 By
hypotheses (2.14), (2.15), and (2.16), we have ψ1ptq is bounded above by
exp
˜ ÿ
jPPS
|λj | pT
S
j ´ ρ
S
j p0, tqq `
ÿ
kPPU
|λk| pT
U
k ` ρ
U
k p0, tqq
`
ÿ
pm,nqPEpPq
plnµmnqpNmn ` ρmnp0, tqq
¸
.
2
L :“
 
γ : r0,`8rÝÑ r0,`8r
ˇˇ
γ is continuous and γpsq Œ 0 as sÕ `8
(
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By (3.1) the above quantity is at most exp
`
c ` c1 ´ ρp0, tq
˘
, which decreases as t
increases, and tends to 0 as tÑ `8. To summarize,
αp‖xptq‖q ď βp‖x0‖ , tq ` χp‖v‖r0,tsq for all t ě 0
holds with αprq :“ r, βpr, sq “ αprq exp
`
c` c1 ´ ρp0, sq
˘
and χprq :“ γprqψ2, where
ψ2 “
ˆ ÿ
jPPS
1
|λj |
sup
t
Nσp0,tqÿ
i“0
exp
`
c` c1 ´ ρpτi`1, t´ τi`1q
˘
`
ÿ
kPPU
1
|λk|
sup
t
Nσp0,tqÿ
i“0
exp
`
c` c1 ´ ρpτi, t´ τiq
˘˙
.
This completes our proof for ISS. For uniformity over σ, we note that the functions
β and χ do not depend on the specific switching signal σ satisfying (2.14), (2.15),
and (2.16) under our assumptions. 
Proof of Lemma 3.6. We express ρ´1N p¨, t´¨qp1q by ρ
´1
N p1q for notational simplicity.
We have
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ď
N0`tρNp0,tquÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
“ expp´k2q
N0`tρNp0,tquÿ
i“0
exp
`
´k1 ¨ pt´ τiq
˘
“ expp´k2q
ˆ
exp
`
´k1 ¨ ptq
˘
` exp
`
´k1 ¨ pt´ τ1q
˘
` ¨ ¨ ¨
` exp
`
´k1 ¨ pt´ τtρNp0,tquq ` exp
`
´k1 ¨ pt´ τtρNp0,tqu`1q
˘
` ¨ ¨ ¨
` exp
`
´k1 ¨ pt´ τtρNp0,tqu`N0q
˘˙
“ expp´k2q
ˆ
1`N0 ` expp´nk1ρ
´1
N p1qq
` expp´pn´ 1qk1ρ
´1
N p1qq ` ¨ ¨ ¨
` expp´2k1ρ
´1
N p1qq ` expp´k1ρ
´1
N p1qq
˙
ď expp´k2q
˜
1`N0 `
1
expp´k1ρ
´1
N p1qq ´ 1
¸
. 
Proof of Lemma 3.7. We have
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ď
N0`tρN p0,tquÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
ď expp´k2q
˜
pN0 ` 1q ` exp
`
´k1pρ
´1
N p1qq
3{2n3{2
˘
` ¨ ¨ ¨
` exp
`
´k1pρ
´1
N p1qq
3{223{2
˘
` exp
`
´k1pρ
´1
N p1qq
3{2
˘¸
.
We apply the integral test [5, §3.3]; we define a new variable y2 :“ x3, and computeż `8
0
exp
`
´k1pρ
´1
N p1qq
3{2
˘
dx “
2
3
ż `8
0
y´1{3 exp
`
´k1pρ
´1
N p1qq
3{2y
˘
dy
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“
2
3k1pρ
´1
N p1qq
3{2
Γ
˜
2
3
¸
,
which is finite, showing thereby that
Nσp0,tqÿ
i“0
exp
`
´ρpτi, t´ τiq
˘
is bounded. 
Proof of Proposition 5.1. Consider the left-hand side of (3.1). For every interval
ss, ts Ă r0,`8r of time, we have
´
ÿ
jPPS
|λj | ρ
S
j ps, t´ sq `
ÿ
kPPU
|λk| ρ
U
k ps, t´ sq `
ÿ
pm,nqPEpPq
plnµmnqρmnps, t´ sq.
By hypotheses |λj | “ λS for all j P PS , |λk| “ λU for all k P PU , and µmn “ µ for
all pm,nq P EpPq. Consequently, the above quantity is equal to
´λS
ÿ
jPPS
ρSj ps, t´ sq ` λU
ÿ
kPPU
ρUk ps, t´ sq ` plnµq
ÿ
pm,nqPEpPq
ρmnps, t´ sq.(7.8)
By hypothesis (5.5), (5.6), and (5.7), the above quantity is at most equal to
´λS ¨ p1´ ρq ¨ pt´ sq ` λU ¨ ρ ¨ pt´ sq ` plnµq ¨
t´ s
τa
.(7.9)
By (5.1),
1
τa
ď
λS ¨ p1´ ρq ´ λU ¨ ρ
lnµ
´ ε for some ε ą 0.(7.10)
From (7.10), we have that (7.9) is bounded above by
´ λS ¨ p1´ ρq ¨ pt´ sq ` λU ¨ ρ ¨ pt´ sq ` plnµq ¨
pλS ¨ p1´ ρq ´ λU ¨ ρq
plnµq
¨ pt´ sq
´ plnµq ¨ ε ¨ pt´ sq
“ ´λS ¨ p1´ ρq ¨ pt´ sq ` λU ¨ ρ ¨ pt´ sq ` λS ¨ p1´ ρq ¨ pt´ sq
´ λU ¨ ρ ¨ pt´ sq ´ plnµq ¨ ε ¨ pt´ sq
“ ´plnµq ¨ ε ¨ pt´ s, q
which is equivalent to c1´ρps, t´sqwith c1 “ 0 and ρ linear in the second argument.
Claim: The series
Nσp0,tqÿ
i“0
exp
`
´ε ¨ plnµq ¨ pt ´ τiq
˘
for some ε ą 0, is bounded
with respect to t under average dwell time switching.
Let ε1 “ ε ¨ plnµq. We consider the worst case switching identified in Remark 3.5.
N0`t
t
τa
uÿ
i“0
exp
`
´ε1 ¨ pt´ τi`1q
˘
ď exp
`
´ε1 ¨ pt´ τ1q
˘
` exp
`
´ε1 ¨ pt´ τ2q
˘
` ¨ ¨ ¨
` exp
`
´ε1 ¨ pt´ τt t
τa
uq
˘
`N0
“ exp
ˆ
t´
`
t´ t
t
τa
uτa
˘˙
` exp
ˆ
t´ pt´
`
t
t
τa
u ´ 1
˘
τaq
˙
` ¨ ¨ ¨ ` exp
`
t´ pt´ 2τaq
˘
` exp
`
t´ pt´ τaq
˘
`N0
“ expp´ε1tq ` exp
ˆ
´ε1
`
t
t
τa
u ´ 1
˘
τa
˙
` ¨ ¨ ¨ ` exp
`
´2ε1τa
˘
` exp
`
´ε1τa
˘
`N0
ď 1`N0 ` expp´ε
1τaq
1´ pexpp´ε1τaqq
t t
τa
`1u
1´ expp´ε1τaq
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ď 1`N0 `
1
exppε1τaq ´ 1
.
This proves our claim and the assertion of Theorem 3.1 follows at once.

Proof of Proposition 5.5 (Sketch). Observe that under the hypothesis PU “ H, for
every interval ss, ts Ă r0,`8r of time, the left-hand side of (3.1) becomes
´
ÿ
jPPS
|λj | ρ
S
j ps, t´ sq `
ÿ
pm,nqPEpPq
plnµmnqρmnps, t´ sq.
The rest of the proof for Proposition 5.5 follows under the same set of arguments
as in the proof of Proposition 5.1. 
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