We consider the numerical analysis of evolution variational inequalities which are derived from Maxwell's equations coupled with a nonlinear constitutive relation between the electric field and the current density and governing the magnetic field around a type-II bulk superconductor located in three dimensional space. The nonlinear Ohm's law is formulated using the sub-differential of a convex energy so the theory is applied to the Bean critical state model, a power law model and an extended Bean critical state model. The magnetic field in the nonconductive region is expressed as a gradient of a magnetic scalar potential in order to handle the curl free constraint. The variational inequalities are discretized in time implicitly and in space by Nédélec's curl conforming finite element of lowest order. The non-smooth energies are smoothed with a regularization parameter so that the fully discrete problem is a system of nonlinear algebraic equations at each time step. We prove various convergence results. Some numerical simulations under a uniform external magnetic field are presented.
Introduction
In this paper we propose a finite element method to analyze critical state problems for type-II superconductivity numerically. Especially we are interested in analyzing the situation where a bulk superconductor is located in a 3D domain. Models of type-II superconductors use the eddy current version of Maxwell's equations together with nonlinear constitutive relations between the current and the electric field such as the Bean critical state model (Bean (1964) ), the extended Bean critical state models (Bossavit (1994) ), or the power law type relation (Rhyner (1993) ) instead of the linear Ohm's law. The numerical study of the Bean critical state model based on a variational formulation without introducing a free boundary between the region of the critical current and of the subcritical current was initiated by Prigozhin (1996a,b) . The approach of Prigozhin mathematically treats the electric field as a subdifferential of a critical energy density which takes either the value 0 if the current density does not exceed some critical value or infinity otherwise. By analyzing the subdifferential formulation, the magnetic penetration and the current distribution around the superconductor in 2D situation were intensively investigated by Prigozhin (1996b Prigozhin ( ,1997 Prigozhin ( ,1998 Prigozhin ( ,2004 . Adopting the variational formulation by Prigozhin, Elliott et al. (2004) reported a numerical analysis of the Bean critical state model modelling the magnetic field and the current density. The same authors also presented a finite element analysis of the current densityelectric field variational formulation (see Elliott et al. (2005) ). Also see Barnes et al. (1999) for engineering application of the Bean model to modelling electrical machine containing superconductors. In all these articles the problems are considered in 2D. The derivation of the Bean critical state model from 0 is commonly used in the modeling of type-II superconductivity (see, eg, Rhyner (1993) for a theory with the power law, Brandt (1996) for 2D problems and Grilli et al. (2005) for a recent engineering application of 3D model, etc). It was mathematically proved that as p £ ∞ the solution of the power law formulation converges to the solution of the Bean critical state formulation (see Barrett & Prigozhin (2000) for 2D problem, Yin (2001) , Yin et al. (2002) for 3D cases).
Software package to solve Maxwell's equations coupled with various nonlinear E-J relations modelling type-II superconductors in 3D for engineering application was developed by Pecher (2003) .
While the numerical analysis of these critical state models in 2D has been developed by many authors, to the best of the authors' knowledge no article tackling the numerical analysis of 3D critical state problems is found in mathematical literature. The purpose of this paper is to define a finite element approximation in this setting and prove convergence. Following Prigozhin (1996a,b) we formulate the magnetic field around the bulk type-II superconductor as an unknown quantity in an evolution variational inequality obtained from the eddy current model and the subdifferential formulation of the critical state models.
The Bean type critical state model requires the current density not to exceed some critical value, which is a difficult constraint to attain in 3D numerical analysis. To avoid this difficulty we employ a penalty method which approximates the non-smooth energy with a smooth energy so that the electric field -current relation is monotone and single valued. The curl free constraint on the magnetic field in the nonconductive region coming from the eddy current model can be handled by introducing a magnetic scalar potential in the outside of the superconductor. This magnetic field -scalar potential hybrid formulation is an effective method to carry out the discretization in space for eddy current problems with an unknown magnetic field (see Bermúdez et al. (2002) for an application of this method), though it needs an additional treatment to assure a tangential continuity on the boundary between the conductor and the dielectric. Discretizing the problems in time variable yield an unconstrained optimization problem. The problem is then discretized in space by using curl conforming 'edge' element by Nédélec (1980) of lowest order on a tetrahedral mesh. The full discrete solution consisting of the minimizers of the optimization problem is proved to converge to the unique solution of the variational inequality formulation of the Bean critical state model. This convergence result is based on the compactness property of edge element firstly proved by Kikuchi (1989) and extended by Monk (2003) . The power law constitutive relation can be viewed as a penalty method for the Bean model by letting the power become arbitrarily large. We carry out a numerical analysis of both the power law and the extended Bean model in their own right and as penalty methods for the Bean model.
The outline of this paper is as follows. In section 2 we recall the mathematical models of the eddy current problem and the critical state constitutive laws and formulate the models as evolution variational inequalities. In section 3 we formulate the discretization of the variational inequality formulations. In section 4 the convergence of the discretization to the analytical solution is proved. Finally in section 5 we describe the implementation and report some numerical results showing the behaviour of the magnetic field and the distribution of the current density flowing through a bulk cubic superconductor in an uniform applied magnetic field. We assume that the constitutive relation between B and H is B µH (2.4) where the magnetic permeability is denoted by µ : Ω £ IR 0 , which is positive, piecewise constant and defined by
We assume that there are no current sources so that outside of superconductor
We study the problem in a physical situation where an external time varying source magnetic field H s is applied. We impose the boundary condition
where n is the unit outward normal to ∂ Ω and h s H s ¡ ∂ Ω . Since the source magnetic field H s is induced by a generator outside of the domain Ω , we extend H s into Ω so that the superconductor is absent from the field H s and H s satisfies the curl free condition in the domain. Using a source magnetic flux density B s , we suppose that the following equations hold.
Next we state the critical constitutive law between the electric field E and the supercurrent J in the superconductor Ω s . In this paper we always assume the following nonlinear constitutive law
where
are positive constants and A 4 E 0 is a nonnegative constant. Note that γ mB ε is one example of these g¤
The power law model's energy density:
We couple the critical state constitutive relation (2.11) with the eddy current model (2.17)-(2.19) and (2.7)-(2.10) to derive the equation for the unknown field 
H.
For well-posedness of the model, let us give initial boundary conditions for F H. At the beginning of the time evolution we assume that no source magnetic field is applied to the domain. Hence there is no induced current in the superconductor and the initial condition of F H is the zero field.
It follows from (2.6) and (2.10) that n F H 0 on ∂ Ω (2.21)
Characterization of the nonlinear constitutive laws
To see the nonlinearity of the constitutive relation (2.11) clearly, let us characterize (2.11) for each energy density.
PROPOSITION 2.1 For vectors E J

#
Proof. If a convex function is differentiable, its subdifferential is always equal to the derivative of the function (see, eg, Barbu & Precupanu (1986) 
with the norm
, where n is the unit outward normal to ∂ Ω , in the sense that
Proof. The proof of the unique existence follows Auchmuty & Alexander (2005) where the unique solvability theory for general div-curl systems assuming C 2 class boundary was developed. Fix any t # 0 T . We use the following Helmholtz decomposition (see, eg, (Cessenat, 1996 , Theorem 10', Chapter 2)).
By the decomposition (2.40) we can write H s
The weak form of (2.45)-(2.46) is
where we have used a fact that the map φ
is continuous and the Friedrichs inequality (see Girault & Raviart (1986 
for all φ # X 1 . Therefore by noting the convexity of F and (2.49), we can show the unique existence of
which is equivalent to the problem (2.48). Hence, the unique existence of the solution of (2.42)-(2.44) has been proved. Next we will show that H s
and the inequalities (2.38) and (2.39). Fix t
be a weak solution of the following elliptic problem.
Since Ω is convex, the space X 2 defined by
where we have used the inequality (2.52) and the Friedrichs inequality (see Girault & Raviart (1986 
. By repeating the same argument for ∂ t H s , we can show that ∂ t H s :
is Lipschitz continuous and the inequality (2.39).
X
From now on, the magnetic field H s is the one proved in lemma 2.1 on assumptions (2.36) and (2.37).
2.3.3
Variational inequality formulations Now we are ready to propose our mathematical formulation of (2.17)-(2.21) coupled with the nonlinear constitutive law (2.11) as the initial value problem of the evolution variational inequality for unknown F H. The first one is the formulation with the Bean's model:- 
is Lipschitz continuous and satisfies
Proof. The proof essentially follows (Prigozhin, 1996a, Theorem 2) where the magnetic permeability µ was assumed to be constant and the problem was formulated in the whole space
Since E is convex and lower semicontinuous, not identically
. Therefore by the Lipschitz continuity of the given data ∂ t H s ¤ t § the standard theorem from nonlinear semigroup theory (see, eg, (Brezis, 1971, Theorem 21) ) assures the unique existence of
, (2.54) and the Lipschitz continuity on 0 T . We show that
By separately taking positive and negative δ , we have 
Formulating the modified Bean model with the energy density g¤
ε in the same way as (P B 1) leads to the initial value problem (P mB ε 1):-
. Moreover, the following convergences to the solution
Then the problem (P mB ε 1) is written as an evolution equation
0.
The energy E ε is convex and not identically
. By (2.14) we have
. Thus, by taking a subsequence and its convex combination still denoted by
Thus by the convexity of g¤
and Fatou's lemma we obtain
, the evolution equation (2.59) has the unique solution
can be proved in the same way as proposition 2.4.
We will prove the convergences (2.58). Take any sequence
∞. By (Attouch, 1978 , Theorem 2.1) it is sufficient to prove that the sequence of energies E ε i converges to the energy E defined in (2.55) in the sense of Mosco as i
Since
and Fatou's lemma we see that by taking a subsequence and its convex combination denoted by
λ , which means that (i) is correct. The desired convergences are proved by applying (Attouch, 1978 , Theorem 2.1).
X
The variational inequality formulation with the power law constitutive relation
is stated as follows.
is reflexive and Mazur's theorem (see, eg, Yosida (1980)) we can check that E p is lower semicontinuous. Therefore, by the Lipschitz continuity of
the evolution variational inequality (2.60) has the unique solution
is Lipschitz continuous. The condition
can be conformed in the same way as proposition 2.4. To show the convergences (2.61) we show that E p i converges to E in the sense of Mosco as i
Let us check the condition (ii) of Mosco convergence stated in the proof of proposition 2.5 first. Take any φ # S. We see that
. Then by applying Hölder's inequality to (2.62) we have
By taking q 2 in (2.63) we obtain 
λ . Thus, (ii) has been proved. This Mosco convergence immediately shows the desired convergences by (Attouch, 1978 , Theorem 2.1).
We will use the following statement, which can be proved in the same way as the proof above, in section 4.
(2) For a sequence
Magnetic field -magnetic scalar potential hybrid formulation
The curl free constraint in the nonconductive region Ω d can be enforced by expressing the magnetic field as a magnetic scalar potential. This hybrid formulation was recently applied to time harmonic eddy current models with input current intensities on the boundary of the domain in Bermúdez et al. (2002) . We adopt this method to rewrite the variational inequality formulation (P B 1) in an equivalent form without the constraint.
Let us prepare some notations. For u 1
The space W (Monk, 2003, Theorem 3.37) ). The boundary condition n H 0 on ∂ Ω implies that the surface gradient of v H on ∂ Ω is zero, therefore v H is constant on ∂ Ω . By choosing v H to be zero on ∂ Ω we can uniquely
is thus well-defined and gives the desired isomorphism.
X
This proposition allows us to reform the problem (P B 1) in a problem where the curl free constraint imposed on test functions is eliminated. Define a convex set R
The hybrid problem (P B 2) is proposed as follows.
and proposition 2.4, the unique existence of the solution
is Lipschitz continuous and
T is immediately proved. It is also possible to rewrite the problems (P mB ε 1) and (P P p 1) in the hybrid problems with the magnetic scalar potential.
Discretization
In this section we discretize our variational inequality formulations (P mB ε 1) and (P P p 1) to construct discrete solutions converging to the analytical solutions of (P is simply connected, and Ω and Ω s can be meshed by tetrahedra (see Figure 2) .
2. Domain of the problem
Finite element approximation
, where h K is the diameter of the smallest sphere containing K. The mesh τ h is assumed to be regular in the sense that there are constants
where ρ K is the diameter of the largest sphere contained in K. Moreover the mesh τ h is quasiuniform on ∂ Ω in the sense that there is a constant Cc where h f is the diameter of the smallest circle containing f (see Monk (2003) ). We assume that each element K # τ h belongs either to Ω s or to Ω d . Set the space R 1 of vector polynomials of degree 1 by
by Nédélec (1980) of the lowest order on tetrahedra mesh is defined by
with the degree of freedom
where e is an edge of K # τ h and τ is a unit tangent to e. The interpolation r h
0 for all edges e. For more details of the edge element see Girault & Raviart (1986) or Monk (2003) . To make the argument clear let us state one lemma proved in (Girault & Raviart, 1986 , Chapter III, Lemma 5.7), (Monk, 2003, Lemma 5.35 ). We define the finite dimensional subspace V h
Note that the boundary condition n φ h 0 on ∂ Ω is attained by taking all the degrees of freedom associated with the edges on ∂ Ω to be zero by lemma 3.1.
To define a discrete space satisfying discrete divergence free condition and a discrete subspace of the space W ¤ Ω § we need to use the standard H 1 conforming finite element space Z h ¤ Ω § of the lowest order on tetrahedra mesh.
where P 1 :
is the coordinate of the vertex v. Similarly let us define the finite element space
for each vertex v on ∂ Ω to be zero. The space of discrete divergence free functions
. The following proposition is the discrete analogue of proposition 2.7.
. Similarly as proposition 2.7 there uniquely exists
The condition curl φ h ¡ K 0 and an explicit calculation lead to b 0. Therefore, we see that φ h
is well-defined. This map gives the isomorphism.
X
Let Λ denote a bounded subset of IR 0 which has the only accumulation point 0. Our assumptions on µ, Ω , τ h enable us to apply the following discrete compactness result proved in (Monk, 2003, Chapter 7) . Especially, the quasiuniform property (3.3) of τ h on ∂ Ω is assumed only to apply this lemma.
LEMMA 3.1 Let
The following statements hold.
The following lemma is from (Girault & Raviart, 1986 , Chapter III, Theorem 5.4), (Monk, 2003, Theorem 5.41 ).
LEMMA 3.2 There is a constant
By the similar argument as (Girault & Raviart, 1986 , Chapter III, Theorem 5.4), (Monk, 2003, Theorem 5 .41) we can prove the following estimates. LEMMA 3.3 There exists a constant C ¢ 0 depending only on the constant appearing in (3.2) such that
We need one more lemma where the assumption (3.1) is used. Let W p q
denote a Sobolev space defined as usual.
Proof. Take any φ
where y 0 # Ω s is the point appearing in the assumption (3.1). Then we see that supp¤ curl
there is a sequence
By the definition of φ θ we obtain
Since Ω is convex we can similarly show supp¤ 
is the mollifier. By the standard properties of the mollifier it is seen that ρ ε 
The following properties will be useful in section 4. 
Proof. These statements can be proved by noting lemma 3.3 and lemma 3.4. We only give a proof for (3.5).
Full discretization of the evolution problem
Now we are going to discretize the problems in time implicitly and in space by the finite element introduced in section 3.1. We need to prepare a few more notations. Let H s n denote H s
by lemma 2.1 the interpolation is welldefined. Define the functional F h n ε
0.
We consider the following optimization problems in the finite dimensional space.
There uniquely exists the minimizer
satisfies the discrete divergence free condition
and the discrete variational inequality
Proof. The unique existence of the minimizer
(see Monk (2003) ), for any w h
Here we have used the assumption
Combining (3.10) with (3.11) we obtain (3.8).
We derive (3.9). The inequality F h n ε
into (3.12), dividing the both side by α and sending α 0, we obtain the inequality (3.9).
X By proposition 3.1 we immediately see the following statement.
COROLLARY 3.2 There uniquely exists the minimizer
and the inequality (3.9) for
Similarly we define the functional
0.
The full discrete formulation of (P P p 1) is proposed as
where F H h 0 p 0. Equivalently we can propose the full discretization of (P P p 2) as
The unique existence of the minimizers of the problems (P P h ∆t p 1) and (P P h ∆t p 2) can be stated in the same way as proposition 3.2 and corollary 3.2. Note that the hybrid problems (P mB h ∆t ε 2) and (P P h ∆t p 2) are rather useful for practical computation since the curl free constraint is automatically fulfilled by the scalar potential.
Convergence of discrete solutions
In this section we will show the convergence of the discrete solutions constructed by using the minimizers of the optimization problems proposed in the previous section to the unique solution of the evolution variational inequality formulation.
Convergence of the discrete solutions solving (P
We will show that the discrete solutions made of the minimizers of (P mB h ∆t ε 1) and (P mB h ∆t ε 2) converge to the solution of (P 
where F H h n ε is the minimizers of (P mB h ∆t ε 1) and
By definition we easily see that
, and
. The discrete analogue of (2.19) holds in the sense that
LEMMA 4.1 The following estimates hold.
The following convergences also hold as h a 0 and ∆t a 0.
Proof. To show (4.1), (4.3)-(4.5) is standard. We only give a proof for (4.2). By using lemma 3.2, we observe that
By combining this inequality with (2.39) and the Friedrichs inequality
we obtain (4.2). 
where C ¢ 0 is a positive constant independent of h ε ∆t µ.
Proof. By substituting φ h
Summing (4.9) over n 1
Combining the inequality (4.10) with (4.2) we have (4.6) and (4.7).
On the other hand, substituting φ h 0 into (3.9) and noting an equality
Multiplying (4.11) by ∆t and summing over n 1
By applying the discrete Gronwall's inequality (see, eg, (Thomée, 1997, Lemma 10.5)) to (4.12) and combining (4.2) we obtain (4.8).
X
To reduce the parameters, we assume that ∆t and ε are positive functions of h satisfying 
Proof. To simplify the notation let 
by definition. Moreover by (4.6)
. Therefore by extracting subsequences
h Λ respectively we observe the weak( ) convergences (4.15),(4.16) and (4.18) to some
We show the strong convergences (4.14), (4.17). Fix any t
IN, we can apply lemma 3.1 (1) to see that
. This means that
t we see that by using the inequalities (4.2), (4.6)
where C ¢ 0 is a constant independent of h n . Therefore
we see that there exists w
such that by choosing a subsequence
Moreover by noting (4.1), (4.3) and (4.6) we can check that w
and H h n strongly converges to
Step 2) We will show that the limit F H is the unique solution of (P B 1). Take any φ
( ∞ lG 1 be the sequence satisfying the properties stated in lemma 3.4. Define a function φ l h n as corollary 3.1. Substituting φ l h n ¤ ∆ti § into (3.9), multiplying by ∆t and summing over i 1 £ N, we obtain
By the properties (2.14) of g, (3.5) and (4.13) we observe 1 ε
as n £ w © ∞. Thus, by neglecting the last negative term in the left side of (4.19), passing n £ w © ∞, and noting the convergences (4.5), (4.16), (4.17), (3.6) and (4.20) we obtain
∞ we arrive at 
H is the solution of (P B 1) and the unique solvability of (P B 1) assures the convergences (4.14)-(4.18) without extracting a subsequence of Λ . We have thus completed the proof.
Let us define the discrete functions
made of the minimizers of the hybrid optimization problem
N, where
T . On the assumption (4.13) proposition 3.1 and theorem 4.1 immediately yield COROLLARY 4.1 The discrete approximations
2) in the same sense as (4.14)-(4.18) for 
2)
We will prove that the discrete solutions consisting of the minimizers of (P P h ∆t p 1) and (P P h ∆t p 2) converge to the solution of (P B 1) and (P B 2) respectively. We define the piecewise linear in time functions
, and the piecewise constant in time function
in the same way as F H h ∆t ε and H h ∆t ε by using the minimizer
. By the same calculation as proposition 4.1 we can prove following bounds. 
where C ¢ 0 is a constant independent of h p ∆t µ.
Let us assume that ∆t and p are positive functions of h satisfying 
Proof. To simplify the notation let
, respectively. By corollary 2.1 (1) and the bound (4.23), we see that
and by (4.22)
. Thus, by taking a subsequence . Moreover, using lemma 3.1 (1) and the same argument as theorem 4.1 we can apply Ascoli-Arzera's theorem to prove the strong convergences (4.26) and (4.29).
We show that the limit F H is the solution of (P B 1). By substituting φ h n φ l h n ¤ ∆ti § into the inequality corresponding to (3.9), multiplying by ∆t and summing over i 1 £ N, we have
Noting a fact that there is a constant C ¢ 0 such that h n 3 C p by the condition (4.25) and (3.5), we see that The weak convergences (4.33),(4.34) are consequences of the bound (4.23).
Numerical results
In this section we present numerical results by computing the unconstrained optimization problems (P where we write
5. 
