Motivation: High throughput screening by fluorescence activated cell sorting (FACS) is a common task in protein engineering and directed evolution. It can also be a rate-limiting step if high false positive or negative rates necessitate multiple rounds of enrichment. Current FACS software requires the user to define sorting gates by intuition and is practically limited to two dimensions. In cases when multiple rounds of enrichment are required, the software cannot forecast the enrichment effort required. Results: We have developed CellSort, a support vector machine (SVM) algorithm that identifies optimal sorting gates based on machine learning using positive and negative control populations. CellSort can take advantage of more than two dimensions to enhance the ability to distinguish between populations. We also present a Bayesian approach to predict the number of sorting rounds required to enrich a population from a given library size. This Bayesian approach allowed us to determine strategies for biasing the sorting gates in order to reduce the required number of enrichment rounds. This algorithm should be generally useful for improve sorting outcomes and reducing effort when using FACS. Availability and Implementation: Source code available at http://tyolab.northwestern.edu/tools/.
Introduction
Directed evolution is a widely used approach for engineering a desired phenotype when interactions of the system components are not fully understood (Cobb et al., 2013) . For altering the specificity or function of a protein, directed evolution (Packer and Liu, 2015) involves creating a large mutant library and then screening to identify mutants exhibiting performance improvements over the wildtype protein. This screening step can be difficult for two reasons: (i) mutants with improved properties are likely rare and (ii) biological noise can confound measurements and introduce uncertainty. Fluorescence-activated cell sorting (FACS) is a popular technology often utilized to identify and sort subpopulations of cells within a heterogeneous population (Herzenberg et al., 2002; Julius et al., 1972) . In applying a FACS screen for directed evolution, a fluorescent signal is coupled to the desired phenotype to identify improved mutants. FACS is capable of making simultaneous light scattering and fluorescence measurements on individual cells, allowing sophisticated information to be extracted from each cell in the population.
Accurately sorting populations by setting the appropriate gating thresholds in FACS can be challenging for several reasons. First, fluorescence signals may be noisy due to background fluorescence (Garman, 1997) and inherent heterogeneity within even a clonal cell population (Bar-Even et al., 2006) . While labeling cells for the presence or absence of a protein often results in changes well above this noise, identifying target mutants with only slightly improved or overlapping signals (typical in library screening experiments) may be more difficult (Daugherty et al., 2000) . In these cases, the target and background signals overlap, resulting in high false positive and false negative rates and requiring multiple rounds of sorting to enrich the population for true positives. A second challenge is that current FACS software largely relies on user intuition to define gates in two dimensions. While this is suitable for cases where target subpopulations are easily distinguishable by one or two signals, e.g. rare cell samples where target cells can be precisely tagged (Daugherty et al., 2000) , the relatively smaller increases in signal in directed evolution experiments result in less intuitive boundaries. A final challenge is how to exploit multiple light scatting or fluorescence measurements to increase sorting power. Sophisticated utilization of the available multidimensional data is not straightforward.
Given the noisy, multivariate data in a typical FACS experiment, algorithmic approaches may provide advantages over human intuition. A number of utilities exist for detecting cell populations in flow cytometry data, using a variety of approaches including k-means clustering (Qian et al., 2010; Verschoor et al., 2015) , kernelized support vector machines (SVMs) (Toedling et al., 2006) and mixture models (Lo et al., 2009) . In these implementations, cell subpopulations are detected by simultaneous analysis of the various measurements included in FACS data. The resulting separations can then be used as gates for sorting members of the various subpopulations in future experiments. However, because the algorithms are run offline, the gates must first be faithfully translated manually to the FACS software. To the best of our knowledge, there are no methods available to apply any machine-learned gating algorithm in real-time as part of a commercial software package, which would remove much of the human error inherent in setting gates. Additionally, none of the current tools consider the consequences of multiple rounds of sorting.
The complex distributions of mutagenized populations further challenge algorithmic approaches. For example, mixtures of heterogeneous cells lead to non-discrete populations with ill-defined boundaries that frustrate clustering algorithms. Furthermore, the subpopulation of cells with the target phenotype may not respond uniformly to a perturbation. This leads to a target response that overlaps with undesired cells, as shown in Figure 1a . In many cases, bimodal distributions of reporter signals are observed, causing a significant portion of the target subpopulation to overlap with cells that are not activated (Biggar and Crabtree, 2001; VanAntwerp and Wittrup, 2000) . Mixture models that assume normal distributions would not capture these complex distributions well and automated clustering routines may detect multiple phenotypes in what is actually a multimodal distribution. These considerations suggest that existing algorithms may have a tendency for errors when applied to populations of mutagenized cells.
An optimal multi-round sorting routine for obtaining a subpopulation of cells enriched to a satisfactory level must (i) account for the inevitable loss of desired cells (false negatives) and concomitant inclusion of undesirable cells (false positives) and (ii) minimize the number of rounds of FACS required to achieve the desired enrichment. If too many false positive cells are retained, numerous rounds of FACS screening may be required to achieve adequate enrichment of the target population. However, a high false positive rate tends to be accompanied by high true positive rate, meaning a majority of the desired subpopulation will also be retained. On the other hand, if too few false positive cells are retained, a majority of true positive cells may also be lost. However, a low false positive rate often means a high true negative rate, which means fewer rounds of enrichment are required. Depending on the experimental goal and the specific distributions of the populations of interest, there may be different tolerances for these scenarios.
(b) (a) Fig. 1 . CellSort offers unique advantages in cases where FACS gate selection is non-intuitive. (a) Gate selection can be straightforward (left) for populations that are easily distinguished or non-intuitive (right) for overlapping/bimodal population. In cases where the separation is imperfect, the sorting must be repeated to further enrich the sorted population for true positives. (b) Options for gate selection, which can be done manually or automatically. Like other automated algorithms, CellSort must be run offline and the gates recreated in the commercial software. However, CellSort also provides additional functionality to test different gate parameter scenarios and estimate the effects of multiple rounds of sorting (Color version of this figure is available at Bioinformatics online.)
SVMs are a machine learning technique that can classify cells given training data generated from control experiments (Noble, 2006) . SVMs are well-suited for separating highly entwined populations of cells because it identifies an optimal separation between two groups of points and can consider two or more different measurements simultaneously. It is further useful in this application because the classifier can be tuned (using a class bias parameter) for varying degrees of false positive and false negative rates, allowing researchers to specify experiment-specific tolerances.
In this work, we present an algorithm that utilizes SVMs to analyze FACS data and define optimal gates and parameters for multiple rounds of enrichment. In doing so, the tool improves the probability of isolating rare, desirable cells in FACS-based screening while minimizing experimental effort. The integration of this tool into the FACS workflow is visualized in Figure 1b . The gates proposed by our tool take the form of linear equations, which can be more accurately transcribed into existing commercial FACS software. To investigate the effects of multiple rounds of enrichment, we iteratively apply Bayes' theorem to predict the enrichment over time of the target population using the gates provided by the SVM. Using this tool, we demonstrate how the required rounds of enrichment are affected by various adjustable experimental and computational parameters and identify tradeoffs in sorting scenarios. Specifically, we investigate the effects of: (i) changing the class bias parameter of SVMs, (ii) switching the class bias parameter after different rounds of enrichment and (iii) modifying the shape of the population distribution. We apply our algorithm to a directed evolution dataset generated in our lab, in which the positive population exhibits a bimodal distribution that overlaps the negative population, to demonstrate the utility of our SVM gating approach. While the insights discussed are specific to our system, the approach and methodology should be broadly applicable for optimizing FACS experiments.
Materials and methods

Support vector machine classifier
Flow cytometry data were transformed into instance vectors x i , with each element of the vector representing the value of a particular measurement taken on the ith cell. These vectors are used to train an SVM, which uses the training data to solve a dual optimization problem for a function f that maps the instance vector x i to a class label y i 2 fÀ1; 1g. In this application, the training data are the instance vectors representing individual cells in the negative and positive control groups. The decision function is based on a small number of these training instances, known as support vectors, that best outline the position of the hyperplane separating the two groups. The decision function takes the following form (Schö lkopf and Smola, 2002) , where w is the normal vector of the hyperplane and b is the intercept:
In Equation (1), kh. . .i is the kernel function, a measure of distance between two vectors that also determines the form of the decision function. In the SVM described here, a linear kernel functionwhich is exactly the inner product of two vectors-is used. This allows the hyperplane to be expressed in the following form, where n is the number of different measurement channels:
A linear kernel was necessary in this study because it allows us to extract a set of equations describing the hyperplane, which is necessary for transcribing the sorting gate into the FACS software. In constructing each of the SVMs used for this study, 5000 data points of flow cytometry data from a positive population (activated receptors with high GFP expression) and a negative population (inactive receptors with no GFP expression) were selected at random. The data were split randomly into five equally sized groups. Four of the five groups were used to train a linear SVM while the fifth group was used as test data for evaluating the performance of the resulting classifier. This process was repeated for each fifth of the data to perform a k-fold cross-validation where k ¼ 5. These calculations were carried out using scikit-learn (Pedregosa et al., 2011) , a Python implementation of the C library LIBSVM (Chang and Lin, 2011) . The w k and b for the resulting hyperplane were collected across the five folds and averaged. Similarly, false positive and false negative rates were calculated and averaged across the five folds.
Predicting enrichment using Bayes' Theorem
The following procedure allows for the estimation of the sorting effort (i.e. the number of sequential rounds of sorting) required to isolate a desired mutant assuming a library of a given initial desired mutant frequency. In the initial population (sorting round r ¼ 0) of cells, it is assumed that one in 10 6 cells has the desired phenotype (P 0 ðþÞ ¼ 10 À6 ). Once sorted, the proportion of cells with the desired phenotype in the new, enriched population (sorting round r ¼ 1) can be calculated with the set-aside false positive P(Dj-) and false negative rates 1 -P(Djþ), where D denotes detected, using Bayes' theorem:
P rþ1 ðþÞ ¼ P r ðþjDÞ ¼ P r ðþÞP r ðDjþÞ P r ðþÞP r ðDjþÞ þ P r ðÀÞP r ðDjÀÞ
Equation (3) was applied iteratively until the calculated probability, effectively the fraction of positive cells in the population, exceeds a threshold value, to determine the number of sorting rounds required to achieve the target enrichment.
Shannon entropy gating criterion
For an SVM built using n measurement channels, there is a potential for n 2 different two-dimensional projections of the separating hyperplane that could be transcribed as gates into the commercial software. To determine which subset of these gates offers the best separation, and thus reduce the number of gates that need to be drawn, the entropy contributed by each two-dimensional gate was calculated. For all pairs (u, v) of measurement channels, the following inequalities were calculated:
for each point i. Points satisfying (4) or (5) are considered to be above or below the hyperplane in the relevant two-dimensional space, respectively. The proportion p of target cells in the two groups (i.e. above or below the hyperplane) was determined and entropy H was calculated as follows for each group (Hamming, 1986) :
The overall entropy for a given measurement channel pair (u, v) was calculated as the average of the entropies for the two groups weighted by the number of points in the group. Pairings resulting in gates with overall entropy below a prescribed threshold were used as a gate and the rest discarded as superfluous.
Static bias and bias scheduling simulations
The class bias parameter C controls the degree to which gate selection favors lower false positive rates at the expense of higher false negative rates (C > 1) or lower false negative rates at the expense of higher false positive rates (C 1). Data for each replicate positive/ negative pair (n ¼ 9) and each strain (n ¼ 4) were used with the SVM classifier to find the gate for biases of 0.6-2 (increments of 0.1), 3, 4 and 5. Rounds of sorting were simulated according to the Bayes' Theorem enrichment given by Equation (3). In the static bias case, the same gate is used for each round of sorting. This gate was then used to calculate the number of rounds, true positive rate (TPR), false positive rate (FPR) and area under the curve (AUC). The proportion of true positives, P(þ), was calculated and tracked for each round. Simulations for each combination of strain/replicate/bias were repeated for n ¼ 20 trials.
For the variable bias schedule simulations, three different gating schedules were tested. Five bias values (C ¼ 0.6, 0.8, 1, 2, 5) were selected to cover the range of those tested in the static bias case. Schedule A starts the sorting with one bias and after 1 or 2 rounds, switches to another bias (n ¼ 50 combinations). Schedule B alternates between two biases (n ¼ 25 combinations). Schedule C is similar to Schedule A, but the bias switch occurs once a certain probability (p ¼ 10 À1 ; 10 À2 ; 10 À3 ; 10 À4 or 10 -5
) is reached (n ¼ 125 combinations). For each schedule, each strain/replicate/bias combination was simulated for n ¼ 20 trials.
Yeast strains used in experiments
Four example yeast strains expressing the native Ste2 receptor were used to generate the data for analysis by CellSort. For normalization purposes, a constitutively-expressed red fluorescent marker, mKate, was genomically integrated (GenBank Accession no. KU904417). Because mKate is under constitutive regulation, the red fluorescent signal controls for natural heterogeneity in cell size and activity. Yeast-optimized GFP (yeGFP) was cloned in place of FUS1, a downstream target of the Ste2 pathway, and serves to signal Ste2 activation events. The yeGFP gene is under the control of the pFUS1 (GenBank Accession no. KU904416) or the pFUS1J2 (GenBank Accession no. KX422389) promoter, for strains denoted F or J, respectively. The pFUS1J2 promoter reduces basal yeGFP expression compared to pFUS1. To vary the quantity of receptors on the surface of the cell, the STE2 gene was cloned into p416GDP (GenBank Accession no. KU904418) or p416ADH under the GAPDH (denoted G) and ADH (denoted A) promoters, respectively. Both promoters are low copy number promoters from the Mumberg collection (Mumberg et al., 1995) with GAPDH being a stronger promoter than ADH.
Receptor stimulation and fluorescence measurements
For each strain, yeast cultures were grown at 30 C with 250 RPM shaking. 5 mL precultures were grown overnight and then diluted to an OD 600 of 0.1 in selective media. 190 lL of culture were transferred each well in a 96-well plate. Wells for the positive control were stimulated with 10 lL of the native Ste2 receptor ligand a-factor, for a final concentration of 10 lM. The equivalent volume of water was added to wells for the negative control. The cultures were incubated at 30 C for 2.5 hours with 600 RPM shaking. Cultures were then centrifuged at 2000g for 5 min and resuspended in 200 lL 1Â PBS. Fluorescence measurements were taken using the BD LSRII (BD Biosciences, San Jose, USA) using the PE-Texas Red channel for mKate and the Alexa-Fluor 488 channel for yeGFP. Three biological replicates for each strain were taken and measurements were repeated across three separate days for 9 total replicates of each strain. Dose response curves were taken on the first day only; cells were stimulated with 0, 10, 50, 100, 500, 1000, 5000 and 10 000 nM final concentration of a-factor. The resulting average normalized GFP fluorescence (yeGFP/mKate) was fit to a curve of the form:
where a is the minimum value, b is the maximum value, c is the EC 50 , and d is the hill coefficient.
Results
SVMs efficiently optimize sorting gates in complex FACS data
We first tested the performance of our method using four yeast strains with different expression levels of the Ste2 receptor and GFP reporter. In this study, we primarily focus on the F/G strain to demonstrate the approach. Analysis of the other three strains is included to examine how performance can vary by genotype, as discussed later. Flow cytometry data for the four strains were gathered as described in Materials and Methods. We selected 5000 data points at random from both the negative and positive controls, normalized them, and performed a 5-fold cross validation (cf. Methods) to determine SVM performance. Average true positive rate, false positive rate, and AUC for each strain are given in Figure 2a . We observed an average AUC score of approximately 81% across all strains. Encouragingly, we discovered that the SVM had a false positive rate well below 5% for all strains. Because the distribution of stimulated cells contains a second peak at low fluorescence, we observed an average false negative rate of 34% across all strains.
We then carried out an enrichment analysis assuming a population of 10 7 cells with a probability of selecting a cell with the desired phenotype at random equal to 10 -6 (i.e. 10 cells in the 10 7 mutant library). In the case of the F/G strain, 99.9% of the original population was discarded after the first round of sorting and the 10 -6 frequency of desired cells was enriched to approximately 5.6 Â 10 -3 . This frequency is still too rare to have a practical library to study individual clones, necessitating additional rounds of sorting. Therefore, we attempted to predict how many rounds of sorting would be required to improve the probability of selecting a cell with desired phenotype at random from the population to greater than 99%. To predict the number of rounds required, we deployed our approach utilizing Bayes' theorem to iteratively calculate the fraction of desirable cells with each enrichment round, P(þ). Using our data, we found that this predicted 3-6 rounds of sorting, depending on the strain, starting from the assumed fraction of desirable cells in the initial population of P 0 ðþÞ ¼ 10 À6 (Fig. 2b) . The sorting trajectories showed a sigmoidal shape, where changes in P(þ) are relatively low in the early and late sorts, but show dramatic increases in the middle sorts (Supplemental Fig. S1 ). Experimentally, we have found four rounds of sorting to be adequate using the F/G strain to recover mutants containing responsive receptors.
Biases in sorting gates reduce sorting effort
The class bias parameter of the sorting gate reflects the tolerance for false positives; increasing the bias shifts the gate to allow less false positives. Increasing the bias also reduces the number of rounds require to enrich a population to the minimum threshold (Fig. 3a) .
There is significantly more variation in sorting behavior as bias decreases; sorting with biases above approximately 3 shows essentially the same behavior (Fig. 3b) . This suggests that, at least for the populations of cells in these experiments, sorting gates with a higher bias are better for reducing the number of rounds. While gates with higher bias allow less false positives, they also necessarily allow less true positives, which suggest that the cells collected are only those with a very high fluorescence. Therefore, the bias for minimizing the number of rounds of enrichment is not necessarily the same as the optimal bias for recovering true positives and avoiding false negatives. A strategy for identifying the optimal bias is to find the bias resulting in the minimum distance from the ROC curve (Fig. 3c) to the optimal (0, 1) point of minimum false positive rate (FPR) and maximum true positive rate (TPR). Distances are given in Figure 3d . For each strain, the bias that minimizes this distance occurs around 0.5, in contrast to the best bias for minimizing the rounds of sorting, which occurs around 3. Using this tool, we are able to test a variety of biases to uncover a tradeoff associated with our particular dataset to guide future bias selection.
Bias schedules alter sorting trajectories
We also considered adjusting the bias levels between different rounds of enrichment as a strategy for decreasing the number of sorting rounds while maintaining high true positive rates. Three different sorting schedules were tested to explore the effects of nonstatic gates, as illustrated in Figure 4a . Schedule A switches the bias after a certain number of rounds, Schedule B alternates between biases and Schedule C switches the bias after a certain enrichment probability is reached. Representative trajectories, heat maps of the number of rounds required and heat maps of the relative change in rounds, are given in Figure 4b , c and d, respectively, for schedule A1 (bias switched from the first bias to the second bias after a single round of sorting). In this case, there seem to be no clear advantages to switching the bias rather than maintaining a static bias, though there is an unexpectedly greater disadvantage when switching from a bias of 2 to a lower bias for strain F/G (Fig. 4d) . The trends in sorting behavior are relatively consistent between schedules and more strongly dependent on the specific strain, though schedule does have an impact (Supplementary Figs 2-4) . This underscores the importance of engineering a strain to exhibit a particular distribution of desirable and undesirable populations.
In addition, the goals of sorting are not necessarily the same throughout an experiment. The acceptable tradeoff between number of rounds and degree of recovery may change as a function of, for example, the number of cells, cost and time constraints. A particular challenge in directed evolution applications is screening for mutants that are only incrementally improved, i.e. mutants that demonstrate higher fitness for the experimental goal but to a degree less than that of the positive control. In these cases, a high bias (high false negative rate) may be the fastest route to an enriched population of the top performing cells. However, modestly improved cells are more likely to lie outside the gate and therefore be lost, reducing the diversity of the mutant library. On the other hand, a low bias (high false positive rate) can capture modestly improved cells to maintain diversity, but require additional rounds of screening to reach adequate enrichment. A sorting schedule switching from a lower bias in early rounds (to capture modestly improved cells) to a higher bias in later rounds (to reduce sorting effort as the cells are adequately enriched and therefore unlikely to be incorrectly sorted) may be desirable. Using this tool, we are able to systematically test different sorting schedules across multiple rounds to gain insight on the sorting behavior of different strains.
Biological characteristics influence sorting behavior
The properties of the strain clearly influence the sorting behavior. Here, we examine how the shape of the florescence distributions influences sorting and, in the context of our data, what properties of the strain may control those shapes. To alter the shape of the distribution, different promoters for the receptor and fluorescent reporter protein were used. Each of the test strains, when stimulated with native ligand a-factor, showed a bimodal distribution with a subpopulation that did not activate (Fig. 5a ), though the particular characteristics of the negative and positive peaks differ. Dose response curves for each strain (Fig. 5b) further illustrate the qualitative differences between the strains in terms of maximal stimulation and EC 50 .
The different promoters seemed to alter two properties of the distributions: (i) the relative increase in fluorescence of the 'on' population and (ii) the distribution in fluorescence of the 'off' population. The strains with the larger relative increase in the 'on' population fluorescence (F/G and J/G), as quantified by normalized GFP (nGFP, where GFP is normalized by constitutive mKate RFP fluorescence), required fewer rounds of sorting for an unbiased gate ( Fig.  5c and d) . These two strains both have the GAPDH promoter, which is a stronger promoter than ADH. This difference in strength seems to correlate with a higher positive fluorescence, leading to high average nGFP signal within the gate and a larger difference in nGFP from cells outside the gate (Fig. 5e) . We also note that GAPDH nonintuitively seems to correspond to a lower fraction of true positives in the gate (Fig. 5e) .
The effects of the distribution of the 'off' state seem to only have minor importance. The strains containing the reporter promoter pFUS1J2 (J/G and J/A) exhibit a more tightly distributed negative peak compared to the broader negative peak seen in strains containing pFUS1 (F/G and F/A). While we expected that the tightly distributed negative peak would improve sorting characteristics, it is clear that this was not the case (Fig. 5d) . These conclusions may be specific to our strains; however, the approach described can be broadly applied to many scenarios. This allows experimentalists to determine strain characteristics that are most important to improve (e.g. relative increase in the positive fluorescence) and identify certain intuitive improvements (e.g. tightly distributed negative fluorescence) that in practice have little to no effect.
Discussion
In this study, we describe and implement an approach for objectively identifying optimal sorting gates for FACS using machine learning and demonstrate its application in selecting appropriate gates for experimental goals. We also evaluate the impact of different sorting strategies with different biases and bias schedules. In cases where the positive and negative control data are clearly separated, an SVM is unlikely to substantially outperform human-drawn gates. However, for experiments attempting to resolve two groups of data with small À1) where R is the number of rounds using the schedule and R 0 is the number of rounds using the first bias. A positive change indicates that the schedule increases the number of required rounds while a negative change indicates that the schedule decreases the number of required rounds (Color version of this figure is available at Bioinformatics online.) but significant differences, there may not be an intuitive separation. In these cases, an automated approach such as CellSort becomes crucial. We propose several scenarios in which this tool will be particularly useful for cell sorting. First, there may be overlap between a population of desirable cells and undesirable cells due to stochastic differences. This is common in noisy systems in which noise is comparable to the expected increase in signal of desired mutants. Negative control data is typically tightly distributed, but positive control data has the potential to be problematic. In some applications, particularly directed evolution, stochastic cell-to-cell heterogeneity results in broad distributions that overlap with the negative control population (Daugherty et al., 2000) . In these cases, the optimal gate becomes non-intuitive and a tool that can objectively draw optimal gates is essential.
Second, there is an opportunity for fully exploiting high dimensional data. More than two measured parameters can be used to introduce additional dimensions in which the desired subpopulation can be further separated. Scattering information (forward/side scatter) for example, is currently used for crude separation of cells from debris, but could be used in a more discriminatory manner. For severely intertwined populations, introducing additional markers may become essential for sorting. The optimal gate becomes less intuitive as more measurements are used in the sorting and tools such as this SVM become essential for fully utilizing the additional dimensionality.
Third, multiple time consuming enrichment steps may be required for cases where high false positive/negative rates cannot be avoided. By utilizing the insights provided by this tool, researchers can identify experimental conditions (strains, growth conditions, etc.) and gating schedules across multiple rounds to improve sorting quality and reduce experimental effort. While the results presented (i.e. importance of receptor promoter over reporter promoter strength in minimizing sorting effort) may be specific to our biological system, analogous analysis could easily be performed to identify experiment-specific strategies.
Fourth, improved mutants may exhibit only an incrementally higher signal over the negative control and therefore could be missed in a screen. There are different ways to address this type of system. As mentioned previously, a bias scheduling approach can allow lower false negative rates at the beginning of the enrichment process to draw gates that decrease the chance of losing weakly improved mutants and maintain diversity of the mutant library. Alternatively, a prior knowledge approach could be used. Here, the distribution of the weakly improved mutant is hypothesized and used as the 'positive control' to build a more lenient gate. Enrichment could then be calculated using this weakly improved population.
Finally, integration of this tool (or similar gating algorithms) into commercial software is critical. We note that all simulations presented here were done offline; data was necessarily exported from the commercial software for analysis. Integrating automated gating algorithms into commercial software will facilitate the incorporation of online nonlinear machine learning methods that are currently impossible to utilize with manual gate selection. By eliminating required offline work, researchers will be able to rapidly select optimal gates and simulate sorting trajectories online to streamline the cell sorting workflow. 
