









Calculation of Chemical and Phase Equilibria 
by 
C.A. Meyer 
Submitted to the University of Cape Town in fulfillment of the 




















The copyright of this thesis vests in the author. No 
quotation from it or information derived from it is to be 
published without full acknowledgement of the source. 
The thesis is to be used for private study or non-
commercial research purposes only. 
 
Published by the University f Cape Town (UCT) in terms 
of the non-exclusive license granted to UCT by the author. 
 
Synopsis 
The computation of chemical and phase equilibria is an essential aspect of chemical engineer-
ing design and development. Important applications range from flash calculations to distil-
lation and pyrometallurgy. Despite the firm theoretical foundations on which the theory of 
chemical equilibrium is based there are two major difficulties that prevent the equilibrium 
state from being accurately determined. The first of these hindrances is the inaccuracy or 
total absence of pertinent thermodynamic data. The second is the complexity of the required 
calculation. It is the latter consideration which is the sole concern of this dissertation. 
Research into the computation of the equilibrium state for systems containing a large number 
of species led to the development of algorithms based on the mini111i11,ation of thcnnoclyuamic 
energy functions. In chemical engineering applications isobaric, isothermal conditions are 
the most common. Under these conditions the minimizer of the Gibbs energy function de-
fines the equilibrium state. Developments in Gibbs energy minimization algorithms were 
driven by a need to make the algorithms more robust, faster, and capable of handling sys-
t<~ms involving nrnltiple phn~es n.nd complicn.tcd thermodynamic models. 
The general problem of minimizing a continuous function subject to constraints falls into the 
field of nonlinear programming. Many of the advances in Gibbs energy minimization algo-
rithms have resulted from the application of general minimization algorithms to the chemical 
equilibrium problem, sometimes in a modified form to take into account its peculiarities. As 
there is a substantial literature on general nonlinear programming methods and Gibbs energy 
minimization methods, a fundamental understanding of the features specific to the chemical 
equilibrium problem is necessary if the pitfalls are to be avoided and the opportunities arising 
from the structural features are to be exploited. 
The broad objectives of this dissertation are to identify methods which are suitable for solviug 
Gibbs energy minimization problems and to point out potential difficulties involved in the 
solution of this problem. A review of the literature places the Gibbs energy minimization 
methods in context with mathematical programming techniques. The features of the Gibbs 
energy minimization problem which distinguish it from more general types of nonlinear pro-
gramming problems are described and the use of problem structure to customize nonlinear 
programming techniques to suit the Gibbs energy minimization problem are examined. 
One of the difficulties inherent in the Gibbs energy minimization problem is that the num-
ber of equilibrium phases and species is not known a priori. An approach to treating this 
problem, suggested by Paules and Floudas [57a], involves its fprmulation as a mixed inte-
ger nonlinear program. In this formulation, integer variables are introduced to explicitly 
represent the presence or absence of a phase or species. A mixed integer nonlinear program-
ming algorithm based on the Generalized Benders Decomposition was implemented and the 
methodology was assessed. 
Arguably, the most important factor influencing the solution of a Gibbs energy minimization 
problem is whether the problem is convex or not. Convex problems are easy to solve as 
convexity guarantees that a local minimum is also the global minimum. When a problem 
is not convex there is no such guarantee and global optimization strategies are required to 
find the global minimum. There are two general global optimization approaches which have 
been applied to the Gibbs energy minimization problem; rigorous and heuristic. 
Rigorous global optimization approaches take into account the structure of a problem's non-
convexity and provide a guarantee on the global optimality of the computed solution. A 
rigorous global optimization approach for NRTL based Gibbs energy minimization problems, 
which was developed by McDonald and Floudas [44], was implemented in FORTRAN and 
assessed on a set of nonconvex phase equilibrium test problems. A modification of the al-
gorithm was developed to exploit regional convexity, thereby improving the efficiency of the 
algorithm without compromising its rigor. The performance of the modified algorithm was 
evaluated against the unmodified version. 
Heuristic methods, unlike the rigorous ones, cannot guarantee the global optimality of the 
solutions they find. Nevertheless, they are simpler to implement and run in a small fraction 
of the time required by the rigorous approaches. The reliabilities of three heuristic methods, 
Gautam and Seider's method [23], Walraven and van Rompay's method [80], and a tangent 
plane method [l, 48], were tested on a set of ternary phase equilibrium problems. The 
heuristic methods' CPU times were compared against those of the rigorous approaches. 
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The computation of chemical and phase equilibrium is an essential aspect of chemical en-
gineering design and development. 1 Important applications range from flash calculations to 
distillation and pyrometallurgy. Despite the firm theoretical foundations on which the theory 
of chemical equilibrium is based there are two major difficulties that prevent the equilibrium 
state from being accurately determined. The first of these hindrances is the inaccuracy in, 
or total absence of, pertinent thermodynamic data. The second is the complexity of the 
required calculation. It is the latter consideration which is the sole concern of this disserta-
tion. 
Since the emergence of the digital computer in the 1940's a large number of chemical equilib-
rium computation algorithms have been developed. Some of the earliest work on chemical 
equilibrium algorithms was carried out at NASA and was motivated by the problem of calcu-
lating the combustion products of rocket fuels. The need to compute the equilibrium state 
of systems containing a large number of species in a simple yet rigorous manner lead to the 
development of algorithms based on the minimization of thermodynamic energy functions. 
In chemical engineering applications isobaric, isothermal conditions are the most common. 
Under these conditions the minimizer of the Gibbs energy function defines the equilibrium 
state. Developments in Gibbs energy minimization algorithms were driven by a need to 
make the algorithms more robust, faster, and capable of handling systems involving multiple 
phases and complicated thermodynamic models. 
The general problem of minimizing a continuous function subject to constraints falls into the 
field of nonlinear programming. Many of the advances in Gibbs energy minimization algo-
rithms have resulted from application of the general minimization algorithms to the chemical 
equilibrium problem, sometimes in a modified form to take into account its peculiarities. As 
1 
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a vast literature on both general nonlinear programming methods and Gibbs energy mini-
mization methods has been generated, a fundamental understanding of the features specific 
to the chemical equilibrium problem is necessary if .the pitfalls are to be avoided and the 
opportunities arising from the structural features are to be capitalized. 
The broad objectives of this dissertation are to identify methods which are suitable for solving 
Gibbs energy minimization problems and to point out potential difficulties involved in the 
solution of this problem. More specifically the objectives of this thesis are: 
• to describe the features of the Gibbs energy minimization problem; to show how these 
features influence the performance of the Gibbs energy minimization algorithms pro-
posed in the literature; 
• to assess the mixed integer nonlinear programming approach to Gibbs free energy min-
imization; 
• to assess the following techniques developed to solve nonconvex Gibbs energy minimiza-
tion problems: 
the deterministic decomposition based global optimization algorithm developed by 
McDonald and Floudas [44] 
heuristic "phase splitting" techniques. 
This dissertation addresses these objectives in two parts. The first part, contained in chap-
ters 2 to 5 is based on the literature about Gibbs energy minimization algorithms and con-
strained nonlinear programming. The second, contained in chapters 6 to 8, is an investiga-
tion into the novel methods which have been proposed to address the more difficult issues 
involved in Gibbs energy minimization computations. 
The number of proposed Gibbs energy minimization procedures is vast; yet many of these 
algorithms are merely minor variations of one another. Consequently, in this dissertation 
each algorithm is not examined individually, instead the discussion is based primarily on 
generic algorithm types with particular focus being placed on individual algorithms which 
are of particular interest due to their good or sometimes misguided use of problem structure. 
The general features of the Gibbs energy minimization problem are discussed in chapter 2. 
Chapters 3,4 and 5 deal with nonlinear programming algorithms and the relationship bet.ween 
problem structure and solution method. The categorization of methods into "reduced space" 
, "Lagrangian" and "barrier" methods follows the approach adopted by Luenbergcr [42], the 
difference between the techniques being primarily the way in which the constraints are han-
dled. Chapter 3 is about "reduced space methods" which employ linear algebra techniques 
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to incorporate the constraints. "Lagrangian methods" which use the Lagrangian function to 
incor~orate the constraints are discussed in chapter 4. Chapter 5 is a short chapter on "bar-
rier methods" which introduces polynomial-time interior point methods. Strictly speaking, 
some of the concepts relating to linear equality constraints discussed in chapters 3 and 4 
also apply to the methods in chapter 5; however, the issues dealt with chapter 5 are primar-
ily the treatment of inequality constraints and more importantly the use of convexity and 
smoothness conditions in the development of efficient algorithms. 
Two difficulties associated with the chemical equilibrium problem are ill-conditioning of the 
projected Hessian and an a priori lack of knowledge about the number of phases present at. 
equilibrium. A new approach aimed at tackling these issues is a mixed integer nonlinear 
programming (MINLP) approach proposed by Paules and Floudas [57]. In this approach, 
integer variables are used to explicitly indicate the presence or absence of a chemical species 
or phase. In chapter 6 this approach is examined and results based on an implementation 
of the method are reported. 
A severe impediment to chemical equilibrium computation, identified in chapter 2, is mani-
fest when the Gibbs energy function is nonconvex. The implication of nonconvexity is that 
the Gibbs energy surface may have many local minima whereas the equilibrium composition 
corresponds to the global minimizer. As traditional nonlinear programming methods use 
local information about the Gibbs energy surface, they are unable to distinguish a local mini-
mum from a global one. Two general methodologies have been proposed in the literature to 
resolve this problem. The first, based on heuristic rules, cannot guarantee that the solution 
obtained is the correct one. The second, based on a rigorous analysis of the problem can 
provide certain guarantees on the optimality of the solution at the expense of complexity. 
In chapter 7 the rigorous decomposition based approach of McDonald and Floudas [44] is 
explained and the results from a FORTRAN implementation of the algorithm are discussed. 
A method which can be used to speed up the convergence rate of the global optimization 
algorithm is then developed. Efficiencies of the modified version of the global optimization 
algorithm are then compared with those of the unmodified version. 
In chapter 8 three heuristic global optimization approaches are examined: 
• Gautam and Seider's phase splitting method [22]; 
• Walraven and Van Rompay's phase splitting method [80]; 
• a tangent plane based method [l, 47]. 
CHAPTER 1. INTRODUCTION 4 
The reliability of these methods is assessed on their ability to solve phase equilibrium problems 
where the Gibbs energy function is based on the NRTL model. CPU times of the heuristic 
methods are compared against those of the rigorous ~nes. 
Conclusions on the findings of this dissertation are drawn in chapter 9 and recommendations 
for further research are made. 
Chapter 2 
The Phase and Chemical 
Equilibrium Problem 
2.1 Criteria for Thermodynamic Equilibrium 
The thermodynamic equilibrium conditions, originally derived by Gibbs towards the end of 
the 19th century, and presented in various forms in numerous thermodynamic textbooks, 
are outlined here. Intuitively, an equilibrium state is one that does not change with time, 
and when perturbed to a non-equilibrium state, given enough time, will return to the orig-
inal equilibrium state. This qualitative idea can be applied to chemical systems with the 
aid of the two fundamental laws of thermodynamics to establish a quantifiable criterion for 
equilibrium. The first law of thermodynamics, the principle of energy conservation, for our 
purposes can stated be in the following form: 
dU = dQ-PdV (2.1) 
Where U, P, and V are respectively, the internal energy, pressure and volume of the system, 
and Q is the heat entering the system. A classical presentation of the second law is [61]: 
dS 
llQ . T for reversible processes in a closed system, (2.2) 
dS > dQ for irreversible processes in a closed system, 
T . 
where S is the entropy of the system and T the absolute temperature. 
. I 
A quantity Q , 
referred to by Clausius as the "uncompensated heat" [61] , is defined below as: 
rlQ'::::: dP- dQ 
'1' .) '1' . (2.:1) 
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Combining 2.1 and 2.3 to eliminate Q, the following is obtained: 
dU + PdV = TdS - dQ I 
Now, the entropy of a system can vary for two reasons only: 
1. due to the transport of entropy to or from the surroundings through the system's 
boundary surface. 
2. due to the creation of entropy inside the system by irreversible processes such as chem-
ical reactions and diffusion. 
The "uncompensated heat" is associated with the entropy that is generated inside the system 
and is of particular importance in defining a criterion for equilibrium. 
Consider a system that is closed and is maintained at a constant temperature and pressure. 
For an· irreversible change, because dQ
1 
is always positive, the following relation applies: 
dU - TdS + PdV ~ 0 (2.4) 
where the equality holds for equilibrium states only (66]. As the Gibbs free energy is defined 
by the equation: 
G=U+PV-TS 
and, because the temperature and pressure of the system are invariant, relation 2.4 can be 
expressed in terms of the Gibbs energy: 
dG~O 
This means that if a system is not at equilibrium then the Gibbs energy of the system 
tends to decrease until the equilibrium is attained, at which point there is no further change 
in G. In other words the thermodynamic criterion for equilibrium in a closed isothermal, 
isobaric system is that the Gibbs free energy of the system is minimized. Analogous to the 
isothermal, isobaric case, similar thermodynamic equilibrium criteria apply to closed systems 
under different conditions. In particular: 
Entropy is maximized for equilibrium at constant U, V; 
Helmholtz free energy is minimized for equilibrium at constant T, V. 
In chemical engineering applications the isobaric, isothermal case is most frequently encoun-
tered, and is therefore the focus of this study. Nevertheless, many of the issues associated 
with the Gibbs free energy minimization problem are common to chemical equilibrium com-
putations i.n general. 
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2.2 Mathematical Formulation of the Chemical Equilibrium 
Problem 
The chemical equilibrium problem can be posed as a constrained nonlinear program. Before 
presenting this formulation, some notation similar to that used by McDonald and Floudas 
[44] is introduced. The set of chemical species, where each species is defined by its molecular 
formula alone, is represented by the index set C = { i}. Similarly, the set of elements that 
constitute these species are referred to by E = {e}, and the set of phases is denoted P = {k}. 
The molar quantity of chemical species 'i in phase k is then denoted nik· One of the problems 
associated with the formulation is that the number and nature of the phases present in the 
equilibrium system is not known a priori. A rigorous formulation of the problem therefore 
includes all phases which could possibly manifest themselves at equilibrium. The chemical 




subject to An b 
Vi EC, k E P 
where n is a column vector with elements nik, and G is the Gibbs free energy function for 
' the system. To render the objective function dimensionless, G is usually replaced by 
1
g. 
where R is the gas constant and T is the absolute temperature of the system. The equation 
An = b is a mass balance relation which is described in more detail below. The inequality 
constraints ensure that mole numbers are always positive quantities, an obvious requirement 
of physical systems. 
2.2.1 Material Balances 
In section 2.1 we noted the Gibbs energy minimization criterion for equilibrium applies to 
closed, isobaric, isothermal systems. · A closed system is one where no matter is transferred 
across its boundaries. To d~scribe the compositional states attainable by a closed system, 
the principle of material conservation therefore needs to be taken into account. This is done 
using the mass balance relations: 
LLaeiknik=be V eEE 
kEPiEC 
where aeik represents the number of moles of element e in component i of phase k, and be 
denotes the total number of moles of element e in the closed system. In the general case 
where chemical reactions take place, E represents the set of atomic species in the system. 
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In a system where no reaction takes place at all, the equilibrium problem becomes a pure 
phase equilibrium problem, in which case each element e will represent a chemical species i. 
The equation An = b in formulation 2.5 is simply the matrix representation of these mass 
balance constraints. 
Example 1 Consider a chemically reacting system, involving the chemical species C, 02, CO, 
and C02. Suppose the feed to the system consists of 1 mole C, 2 moles 02, 3 moles CO and 4 
moles of C02 . The number of moles of the 0 element will then be (lx0)+(2x2)+(3xl)+(4x 
2) = 15, while the number of moles of the C element will be (1x1)+(2x0)+(3x l)+( 4x1) = 8. 
We can then let bo = 15, and be = 8. The mass balance equation for carbon in this system 
is: 
lne + Ono2 + lneo + lneo2 = 8, 
wh'ile the balance equation for 01:ygen is: 
One+ 2no2 + lneo + 2nco2 = 15. 
These equations can be expressed in matrix form as 
[ ~ 0 1 2 1 
2.2.2 Alternative Formulations 
ne 
~ l 
Mathematical formulations of the phase and chemical equilibrium problem that are, under 
certain circurnstanccs equivalent to formulation 2.5, arc introd11cccl in this section. These 
formulations, although mathematically similar can be seen to underlie solution methods that 
may differ greatly in terms of their computational requirements. Much of the discussion 
on chemical equilibrium algorithms in the literature has revolved around which formulation 
is the "best". This debate is arguably of little interest, as the computational performance 
of a method usually has more to do with the finer details of the algorithm than the broad 
underlying mathematical formulation. The underlying formulations nonetheless provide the 
foundations on which algorithms can be constructed and an examination of these formulations 
and their limitations is therefore of fundamental importance. 
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Nonstoichiometric Optimality Condition Formulation 
This formulation is based on the Karush-Kuhn-Tucker necessary conditions for constrained 
smooth nonlinear programs. At a local minimum on the Gibbs energy surface the following 
conditions can be shown to apply: 
\7G(n) + L Aj\7gj(n) + L L Pik \7hik(n) = 0 
jEE kEPiECk 
Pikhik(n) 0 Vi E Ck,Vk E P 
gj(n) 0 Vj EE 
hik(n) > 0 Vi E Ck,Vk E P 
Pik < 0 Vi E Ck,Vk E P 
where g(n) An-b, 
and hik(n) nik 
The variables ,\ and p are Lagrange multipliers for the mass balance equality constraints 
and the non-negativity constraints respectively. In some of the earlier work on equilibrium 
computations [81, 55] the inequality constraints are ignored, resulting in the same formulation 
as above without the p Lagrange multipliers and the complementary slackness condition 
Pikhik(n) = 0. When the Gibbs free energy is convex these conditions are sufficient for 
global optimality [58]. Local minima, maxima and saddle points can, however, fulfill these 
conditions when the Gibbs free energy objective function is nonconvex. This formulation is 
therefore mathematically equivalent to formulation 2.5 only when the Gibbs energy function 
is convex. 
Stoichiometric Formulations 
The use of stoichiometric reaction equations in the representation of chemical equilibrium 
problems predates the nonstoichiometric formulation. In this formulation the linear mass 
balance relations are taken into account through the use of linear algebra methods. The 
following, being a fundamental formulation rather than one based on optimality conditions, 
is mathematically equivalent to 2.5: 
minG(p) 
subject to n + Zp ~ 0. 
Here p can be seen as being a vector of reaction extents and Z as a matrix of stoichiometric 
reaction coefficients. 
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Example 2 Consider the system described in example 1. In this system the following chem-
ical reactions may take place: 
2C+02 ~ 2CO 
02 + 2CO ~ 2C02. 
(reaction 1) 
(reaction 2) 
Denoting the feed as nfeed, and the extents of the reactions as, Pl and p2, the number of moles 
in the system is de.fined via the equations: 
n = nfeed + Zp 
nc 
feed 
nc -2 0 
no2 
feed -1 -1 [: l no2 + nco feed 2 -2 nco 
nco2 
feed 
0 2 nco2 
In this equation the columns 1 and 2 of matrix Z are defined by the stoichiometric coefficients 
of reactions 1 and 2 respectively. Using this relation the search vector n can be replaced be 
the search vector p. 
Methods based on this type of approach are discussed in chapter 3. 
Geometric Programming Formulation 
Geometric programming formulations for the equilibrium problems are applicable to problems 
that include ideai phases only. There are two types of geometric programming formulation, 
the primal and the dual. The standard form of the dual geometric program is [58]: 
~~{D (::f} }lvJj 
subject to L Xi 1 
iEJO 
Ax = 0 
x > 0 
where Yi L Xi \/ j E J 
. 0 
UjEJJl U I =I, 
iEJi 
Passy and Wilde [56] showed that the chemical equilibrium problem can be manipulated to 
conform to the dual geometric program [63]: 
max .f(n,nt) = exp(-£)= co IT IT (cik)n;k IT n~k,k' 
n,nt. RT no ·iEC kEP n.;A~ kEP 
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subject to no = 1 
An- bno 0 
n > 0 
ntk I:nik 
iEC 
where e; ( ,,a ) exp -RY,-InP v i EC 
co 1. 
The variable no in this formulation merely serves as a dummy species to fulfill a technical 
requirement of geometric programs. This formulation can be seen to yield a more fa-
miliar form of the Gibbs free energy function when the natural logarithm of the geometric 
programming objective function is taken: 
= 
In (IT IT ( Cik )nik IT n~k:k) 
iEC kEP nik kEP 




Geometric programming theory has yielded results on the optimality conditions for geometric 
programs, and duality concepts that are useful for problem analysis and termination criteria 
[60]. Numerical procedures used for the solution of geometric programs are based mainly on 
conventional nonlinear programming techiques which have been modified to exploit some of 
the structure inherent in geometric programs. According to Sarma et al. [68], convexity is 
the main structural feature of geometric programs that can be exploited effectively in compu-
tational methods. Recent developments in interior point methods for convex programming 
have resulted in efficient methods which exploit the convexity of geometric programs [53j. 
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feed to each tray is not known a priori, but has to be determined from the equilibrium 
computations defining the products of the tray above or below the tray in question. The 
distillation column problem can be formalized and generalized using Garcia and Zangwill's 
[21] "equilibrium programming" concept . 
Equilibrium programming considers the case of a composite system, composed of a number of 
subsystems; similar to a distillation column, composed of a number of trays. The variables 
x in the equilibrium programming problem are partitioned into disjoint subsets, so that each 
subsystem [i] has its corresponding subset of variables X[i]. In the distillation column case, 
the variables include the flowrates of the chemical species leaving each tray as well as the 
temperature of these trays. In equilibrium programming there is a minimization subproblem 
associated with each subsystem: 
111r~F f[iJ ( X[i]' x[i'J) 
subject to g[ij(X[i],X[i']) > 0 
h[i] ( X[i], X[i'J) 0 
where [i'] denotes the union of subsets in the systems that are not subset [i]. The objective 
function for distillation column tray [i] would be the Gibbs free energy function, and the 
equality constraints would include mass and energy balance constraints. Garcia and Zang-
will define the equilibrium program as the process in which all subproblems are being con-
tinuously resolved, given the current information on the variables of the other subproblems. 
At a solution to the equilibrium problem, all subproblems are at a simultaneous minimum, 
and it is such a point that defines the steady state of a distillation column. 
The usual way of carrying out equilibrium computations is therefore, not to minimize the 
Gibbs energy of individual trays, but to solve a set of nonlinear and linear equations which rep-
resent the combined Kuhn-Tucker necessary conditions for all trays. Although this scheme 
is usually satisfactory, there are cases where this Kuhn-Tucker system approach is inadequate 
without modifications. There are two reasons for this: 
1. the equilibria in the individual trays are determined from criteria that are not always 
sufficient optimality conditions; 
2. the number of phases in each tray is not known a priori. 
As a result of 1, the equilibrium determined for any tray may represent a local minimum, 
maximum, or stationary point on the Gibbs energy surface for that tray. Furthermore, even 
if the point found corresponds to a local minimum, this minimum might not be the global 
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minimum required to predict the stage equilibrium. Consideration 2 results in the Kuhn-
Tucker system being potentially incompatible with the true steady state behaviour of the 
column. 
Clearly, neither the Kuhn-Tucker system approach, nor a simplistic tray-by-tray equilibrium 
computation strategy is entirely satisfactory for this problem. The role of the chemical 
equilibrium system within the global process is therefore a pivotal consideration in the de-
velopment of a successful computation technique. 
2.3 The Gibbs Free Energy Function 
In formulation 2.5 it is assumed that an explicit Gibbs energy function for the system is 
known. The way in which the Gibbs energy function is modelled is of interest in a study 
of chemical equilibrium computations because the structure of the Gibbs energy objective 
function is the main cause of the difficulties associated with the equilibrium problem. In 
this section the Gibbs energy function is described, starting with some observations which 
apply in general: 
1. Because the interaction between phases does not contribute significantly to th_e Gibbs 
energy of the system, it is assumed that the Gibbs energy of a multiphase system is 
equal to the sum of the Gibbs energies of the individual phases: 
G(n) = L G(nk)· 
kEP 
2. The Gibbs energy G of a phase can be written in the following form: 
To fully define G we require an expression for the chemical potential {l. As the chemical po-
tential cannot be easily deduced by purely theoretical means, it is usually based on empirical 
data. The strategy used in thermodynamics to model the large variety of different situations 
that may occur, is to first model the chemical potential of an idealized system which displays 
features that are common to all systems. This approximation to the real system is then 
corrected by superimposing a model of the nonideal behaviour over the ideal model. Three 
ideal models are introduced in this chapter: 
CHAPTER 2. THE PHASE AND CHEMICAL EQUILIBRIUM PROBLEM 
1. tlw ideal gas model 
'.2. th<' ideal gas rnixt1m~ 
3. tit<~ id<~al rnixt11n~ 
In th<, following discussion of ideal models, the effect of pressure on chemical potcnt.ial is 
explained using the idt~,tl gas model. Then, using the idr~al gas mixture: conccpt, the mixing 
of p11rc ideal ga,-;es is related to the changes in pressure for pure ideal gases. 
ideal gas mixtur<) not.ion is gcncrnliz.ed to that of the ideal mixtm·<:. 
2.3.1 Pressure Effects for the Ideal Gas Model 
An id(~al gas is one that behaves according to the ideal gas law: 
Pu= HT. 
Finally, tlw 
whcn: v denotes the molar volume of the gas. Given the chemical potential of the gas at 
onr, prcss1m~ we now look at how the potential at a different pressure can lw obtained. Tlw 
following relation d<isc:ribr:s changes in the Gibbs ern~rgy with rcspr:ct to cliangc~s in pn,ssmr\ 
t<~lll]H'rat.1 l!"l~ and mo!<~ Ill II nlicr [ GG]: 
dG = VdP - SdT + L Jl.;dn.;. 
iEC: 
From this equation, the following result is obtained [17]: 
D;i.; DV 
DP an;. 
·11· Usi11g t.l1is id<·ttl ity .111d t.lw !"act t.l1at. t.lw part.ial !llolar vol1111H·, t'; =- !__
1 
· , a11d 1110hr volt111H', 
( 111 *, arc tlw sanw in a pure gas we can relate the potential of a pure gas at a given tr~tnpcrntun• 
and pressure P1 to the potential at another pressure P 2 : 
,r:(T P.) 1c;(T I') /1-.; 1 '2 - Jl.; , l 
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2.3.2 The Ideal Gas Mixture 
Denbigh [17] defines an ideal gas mixture as one that.: 
1. obeys the ideal gas equation for a mixture: 
Pvmix = L XiRT 
iEC 
15 
where Xi denotes the mole fraction of component i and Vmix is the total volume divided 
by the molar extent of the mixture; 
2. is at equilibrium with another such mixture separated by a semipermeable membrane 
when the partial pressure for each component that permeates the membrane is equal 
in both mixtures; 
3. has no heat of mixing. 
Lets look at the difference in the chemical potential between a pure ideal gas "A" at pressure 
P1 and the same gas in a mixture of ideal gases at the same pressure. 
If the mole fraction of A in the mixture is XA then the gas in the mixture exerts a pressure of 
;r; AP1. The change in the chemical potential between the pure gas A, and A in the mixture 
is: 
The logarithmic function features in all Gibbs energy functions for mixed phases, and is the 
cause of many computational difficulties. 
2.3.3 The Ideal Mixture 
The ideal mixture model is useful for describing mixtures of species that are not ideal gas 
species but nevertheless display some of the behaviour that is characteristic of an ideal gas 
mixture. An ideal mixture can be defined as a mixture in which the partial molar volume 
and enthalpy of a substance in the mixture is the same as that of the pure compound [66]: 
8H(T, P, n)1M 
ani 
= Hi(T,P) 





where Hi, and Vi are respectively the molar enthalpy and volume of substance i, and super-
script IM refers to the thermodynamic quantity in the ideal mixture. Like the ideal gas 
mixture, the chemical potential of the pure species is related to that of the species in the 
ideal mixture by the relation: 
µ{ M (T, P,x) - µi(T, P) = RTlnxi 
2.3.4 Deviations from Ideal Models 
The pressure effects on the chemical potential of real pure substances can be treated in a way 
analogous to the ideal gas case through the introduction of a new thermodynamic quantity 
called fugacity. In the ideal gas such pressure effects are predicted by the relation: 
flf0 (T,P2) - µ{0 (T,P1) = RTln (~~). 
The fugacity function satisfies the relation: 
(
J(T,P2)) 
µ(T,P2) - µ(T,P1) = RTln J(T,Pi) . 
Intuitively the fugacity appears to be the pressure adjusted for lack of ideality, but is in fact 
defined as [66] 
J(T, P) = Pexp ( G(T,P) -::,1a(T, P)) 
where G and GIG are the molar Gibbs energies of the pure real and pure ideal substances 
respectively. At sufficiently low pressures, the behaviour of a real gas closely approximates 
that of the ideal gas model. Under these conditions the fugacity and the pressure are nearly 
equal. If Po is a pressure low enough for the fugacity to equal the pressure then the chemical 
potential of a species at a higher pressure can be determined by: 
µ(T,P) = µ10(T,Po)+RTlnf(~oP) 
µ10(T,Po) + RTln </>(T~:)P 
where </> is called the fugacity coefficient. The fugacity of a species i in a mixture is defined 
as follows: 
j.(T p ) = .p (µi(T,P,x) - µ[GM(T,P,x)) 
i , , x Xi exp RT 
This definition allows the chemical potential of a species in a mixture to be treated in a way 
analogous to the ideal gas case: 
IG -fti(T,P,:i:) - µi (T,Po) = RTlnfi(T,P,x). 
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2.3.5 Estimation of the Fugacity in Mixtures 
Two common methods of estimating the fugacity of species in mixtures are: 
1. equations of state 
2. activity coefficient models. 
Equations of state, which relate pressure to temperature and molar volume for pure species, 
with the aid of mixing rules and interaction parameters can be applied to estimate fugacity 
in mixtures. When the nonideality in the liquid phase is not too great, the equation of state 
can be used to represent the behaviour of both liquid and vapour phases. Liquid mixtures 
that are not describable by equations of state are often modelled using activity coefficients 
'°Yi (T, P, xi) which are defined by the equation 
or, alternatively 
The range of application of equations of state and activity coefficient models is summarized 
by Sandler [66]. Modelling the Gibbs energy functions with equations of state or activity 
coefficients can sometimes destroy the convexity of the Gibbs energy surface. 
2.4 Characteristics of the Chemical Equilibrium Problem 
As noted by ·wright [83] most optimization algorithms are based on a frequently unstated, 
particular model of the underlying minimization problem. A generic optimization algorithm 
applied to a particular chemical equilibrium problem may be able to solve the problem, but 
not necessarily in the most efficient way, depending on how closely the algorithm's underlying 
model matches the problem itself. Consequently, there are two reasons for examining the 
characteristics of the chemical equilibrium problem. Firstly, these features can be used to 
assess how appropriate an available algorithm is for the solution of chemical equilibrium 
problems, and secondly they may reveal areas that require special consideration in algorithm 
development. 
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2.4.1 Unbounded Gradients 
Consider the Gibbs free energy function for a single multicomponent phase: 
In all multicomponent phases the chemical potential of species i, µi, contains the term : 
RTln ni - RTln nt, 
where nt 
The ni In ni and -ni ln ni terms in the Gibbs energy objective function are responsible for 
many of the difficulties inherent in chemical equilibrium calculations. As a species disappears 
from a non-vanishing phase the following occurs: 
lim ln ni ~ -oo. 
n;-.O 
The objective function term ni ln ni, however, is well defined at ni = 0 , and can be evaluated 
using l'Hopital's rule 
dlnni 
lim ni ln ni = lim d~i = 0. 
n·-.O n·-.O d-
i 1 _!1 
dn; 
The partial derivative: 
on the other hand, is unbounded as ni tends to zero for nonvanishing nt. Consequently it is 
theoretically impossible for a species to vanish from a particular phase without the disappear-
ance of the entire phase. In practice, due to finite digit representations of real numbers, the 
equilibrium quantity of the minor species may not be representable or of significance. The 
pathological behaviour in the objective function gradients demands special consideration in 
the removal or introduction of species and phases during an equilibrium computation. The 
earlier computational methods such as the RAND algorithm [81] dealt with the problem of 
va11islii11g sp(!cics i11 a fairly a.d hoc manner, removing a vauishillg speci()S frorn tlw cornp11-
tation to prevent the ensuing numerical difficulties. More recent approaches such as that 
of Castillo and Grossmann [12] have augmented the linear mass balance constraints with 
inequality constraints that ensure that no variable drops below a small positive predefined 
value. How small this lower bound should be depends on the accuracy required in the cal-
culation as well as the floating point precision used. Typically the lower bound is not less 
than 10-10 . 
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2.4.2 Undefined Objective in the Infeasible Region 
The objective function is undefined for negative mole values, due to the presence of loga-
rithms in the function. Hence, any method chosen to minimize the Gibbs energy function 
must ensure that feasibility with respect to the inequality constraints must be maintained. 
This precludes methods such as the gradient projection method which involves computing an 
unconstrained step, and a projection of the result back into the feasible region. Neverthe-
less, it may be possible to use the gradient projection method if either the method is suitably 
modified or the equilibrium problem is transformed. Storey and van Zeggeren [75], for ex-
ample, transformed the problem by using the search variables Yi = ln ni, which removes the 
difficulty with infeasibility, but replaces the linear equality constraints by nonlinear ones. A 
modified gradient projection algorithm, capable of handling nonlinear constraints, was used 
by Storey and van Zeggeren to solve the equilibrium problem. 
2.4.3 Use of Objective Function Gradients 
• 
The Gibbs energy function for a single phase system can be represented in the form: 
where ~ti = g;f. is referred to as the chemical potential. In this representation gradients 
must be computed before the Gibbs energy function itself can be evaluated. Consequently, 
analytical gradients are readily available and there is no additional cost in computing the 
gradients in addition to the Gibbs energy. This is useful as the convergence rate of a mini-
mization algorithm is usually enhanced by the use of derivative information. Consider a line 
search procedure, for example, where an approximate minimum to the objective is sought 
along this line. A number of line search procedures such as the Golden Section search make 
use of function values alone and converge linearly. The cubic fit method ,on the other hand, 
makes use of first derivatives and has an order of convergence of 2 [42]. Alt.hough the above 
representation of the Gibbs energy function is standard, it is not necessarily the simplest 
form. McDonald and Floudas [44] have shown that the objective function described using 
the NRTL and UNIQUAC equations can be significantly simplified, at the cost of losing free 
derivative information. 
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2.4.4 Hessian Structure 










provides information about the curvature of the function at a point, and may be used in 
minimization algorithms to generate a local quadratic model of the function. The Hessian 
of the Gibbs energy function has some special features, in addition to the symmetry inherent 
in any Hessian matrix. From a thermodynamic consistency relation known as the Gibbs-
Duhem equation: 
82G 
l:ni = 0, 
iEC 8njOni 
it is clear that the vector n lies in the null-space of the Hessian matrix and that the Hessian is 
always singular. Quasi-Newton updating procedures which approximate the Hessian matrix 
using first derivative information have been tailored to suit the Gibbs energy function so that 
the approximation of the Hessian has the same structure as the true Hessian [64, 41]. 
2.4.5 Ill-Conditioning of the Projected Hessian 
The condition number K, of a matrix B is JIBJIJIB-1 JI, and using the spectral norm of B 
the condition number is ~ where Amax and Amin are respectively the largest and smallest 
min 
eigenvalues of B. As discussed by Luenberger [42], many classes of minimization procedure 
converge at a rate closely associated with the condition number of the projected Hessian 
matrix; the rate being slow for large condition numbers. It is well known that the chemical 
equilibrium problem is notoriously ill-conditioned [63], in particular when there is a species 
that is present in very small quantities. 
A number of approaches have been suggested to limit the ill-conditioning effects. Murtagh 
and Saunders [50], using their general purpose MINOS optimization code, employed a tech-
nique whereby the lower bound on the mole variables is set initially at a relatively large value, 
and decreased in steps during the course of the minimization as the solution is approached. 
In this way ill-conditioning is alleviated at the initial stages of the computation, but pro-
gressively deteriorates as the solution is refirted. They found that the number of iteration~ 
required to reach the solution with this technique was significantly less than those required 
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with a static lower bound. Positive lower bounds on mole numbers used to deal with un-
bounded gradients can therefore fulfill a dual purpose in the treatment of ill-conditioning. 
Trangenstein [77], applying Gibbs energy minimization techniques for two-phase equilibrium 
computations, observed that the entries in the Hessian are inversely proportional to the total 
number of moles in their phase. As a result, when one of the phases becomes small or when 
the two phases are given nearly identical compositions, the projected Hessian becomes nearly 
singular. Consequently, one can run into the following difficulties when using reduced space 
methods for the phase equilibrium problem: 
1. Cancellation of one of the pivots in the factorization of the projected Hessian as a result. 
of the near singularity. 
2. Failure, due to rounding errors, to correctly determine whether the projected Hessian 
is positive definite at a proposed minimum point, and consequently an inability to 
determine whether the iterates are converging to a local minimum or a saddle point. 
3. Inaccuracy in tlw solution of linear systems involving the projected Hessian due to 
factorization errors, resulting in a failure to make progress near a minimum. 
Knowing that the eigenvector corresponding to the smallest eigenvalue is the vector of mole 
fractions in the smaller phase, Trangenstein dealt with these difficulties by isolating this vec-
tor through the use of the Householder transformation. In this way the projected Hessian 
could be accurately evaluated, and the Cholesky factorization could be applied in a numeri-
cally stable fashion. Although Trangenstein was considering non-reacting systems, the same 
observations apply to reacting systems, and the cause of the difficulties is likely to manifest 
itself in most minimization methods. 
2.4.6 Convexity 
A function is convex over a set X if it satisfies the following staterrient: 
V x1, x2 E X , and 0 ::; a ::; 1 
Convexity is an important consideration for two reasons: 
1. a local minimum of a convex minimization problem is a global minimum. 
2. simple local minimization procedures can be used on convex problems. 
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Gibbs energy functions based on ideal models are always convex, as is the Wilson equation 
[45]. Many nonideal activity coefficient models, including the NRTL, UNIQUAC, UNIFAC 
and ASOG equations are, however, nonconvex (44, 46, 45] . Chemical equilibrium computa-
tions in such instances involve obtaining the global minimum of a Gibbs free energy function 
that may have multiple local minima. This problem is discussed extensively in chapter 7. 
Even finding a local minimum of a function is exacerbated by the presence of nonconvexity. 
Newton's method, for example, when applied to a nonconvex problem does not always gen-
erate a descent direction and may therefore experience convergence difficulties if used in an 
unmodified form. Great theoretical advances in convex programming algorithms, in the form 
of interior point algorithms, have produced highly effiCient methods for solving this type of 
program[53]. These methods cannot, however, be blindly applied to any convex program as 
they involve functions which are based on the analytic properties of the problem's objective 
function and constraints. The application of interior point methods to convex Gibbs energy 
rninirni~ation problems is discussed in chap~;er 5. 
2.4. 7 Degree of Nonlinearity of the Gibbs Energy Function 
Here we consider the Gibbs energy function written in the form 
G = ,L (niµ? + niµi(n)), 
iEC 
where ~t? are constants. Observe that there is a linear portion of the function resulting from 
the terms niµ?, and a nonlinear portion resulting from the terms niµi ( n). Enthalpy effects 
are described primarily in theµ? constants whereas entropy and interaction effects manifest 
themselves in the ~li(n) functions. Because the system temperature influences the enthalpic 
contribution to the~ Gibbs energy function far more than any other cont.rilmtion, the nature~ of 
the Gibbs energy function varies with temperature. At the high temperatures encountered 
in smelting processes for example, the linear terms dominate. 
2.4.8 Problem Size 
Chemical equilibrium problems typically involve less than 100 variables and by today's opti-
mization standards are considered small. Most nonlinear programming algorithms require 
the solution of linear systems on each iteration. In large scale problems the amount of 
computational effort involved in solving these linear systems is significant enough to justify 
methods which take advantage of the sparsity of the linear systems [83]. Although there 
may be a significant amount of sparsity in linear systems arising in large chemical equilib-
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rium problems, the size of these problems is too small for the savings obtained from sparse 
factorization methods to counterbalance the overheads needed for sparse computations. 
2.4.9 Partial Separability of Multiphase Systems 
A minimization problem is said to be partially separable if the search variables can be sepa-
rated into different groups in such a way that the objective and constraint functions can be 






L hi(X[ij) = 0 
i=l 
q 
L9i(X[ij) :::; 0 
i=l 
In this formulation the vector x has been partitioned into q disjoint groups x = (x[11, x[21 , ... , X[qj)· 
Chemical equilibrium problems with several phases can be formulated in this way by parti-
tioning the variables according to their phase designation. Partial separability may be used 
to decompose a problem into subproblems which may be solved more efficiently than the 
original problem [25, 42]. 
Chapter 3 
Reduced Space Methods 




subject to Ax b 
Cx > d 
where A E lRm1 X lRn 
c E lRm2 X lRn 
b E lRm1 ' d E lRm2 ' 
This problem's equality and inequality constraints are all linear. Reduced space methods, 
use mole numbers as search variables, and take constraints into account using results front 
linear algebra. One of the key concepts underlying reduced space methods is the notion of 
an affine manifold: 
{x x = xo + Ay} 
where x, xo E lRn 
A E ~n X ~m 
y E ~m, 
which is simply a linear space plus a vector. The feasible region defined by the equality 
constraints in problem 3.1 is an affine manifold. This affine manifold is not the only one of 
interest in the minimization problem, as inequality constraints too play a role in defining the 
feasible region. Let the ith row of C be denoted as C;.. An inequality constraint Ci.x 2: rl.;, 
is said to be active when this constraint could be replaced by an equality constraint Ci.:i; =cl.; 
without altering the soluti.on to the optimization problem. The solution to the optimization 
24 
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problem therefore lies on the manifold defined by the set of equality constraints and active 
inequality constraints. 
Reduced space methods for linearly constrained optimization problems involve two conceptual 
parts: 
1. finding the active manifold; 
2. minimizing the objective function over the active manifold. 
Finding the active manifold is achieved by a process in which a subset of the inequality 
constraints are included in a working set I. These constraints together with the equality 
constraints define a working manifold which is a hypothetical active manifold: 
{ 
x: Ax= b; } 
x E C.ix =di; · 
for all i E I 
Using a strategy based on objective function slope and curvature information, inequality 
constraints are added or removed from the working set during the course of the optimization. 
Minimization of the objective function over a working manifold is achieved using a combi-
nation of unconstrained minimization techniques and algebraic transformations. Neither of 
these factors takes precedence over the other. On the one hand it is desirable to find the 
active set of constraints at the earliest possible stage in the iterative process. On the other 
the decision criteria for adding or removing a constraint from the working set become more 
reliable as the minimum over the current working set is approached. 
3.1 Effect of Linear Equality Constraints on the Search Di-
rection 
In this section, the algebraic treatment of the equality constraints defining a working manifold 




subject to Ax = b 
where A E ~mxn and b E ~m. This problem contains no inequality constraints therefore 
the active manifold is defined a priori. Assuming there is a feasible vector x 0 , any other x 
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where 
Ax= b 
can be found by finding a vector p which satisfies 
'Ap=O, (3.2) 
for then 
A( xo + p) = Axo + Ap = b 
To simplify the discussion, A is assumed to have rows that are all linearly independent. 
This being the case, the rows of A are a basis for the range-space R(AT), a linear subspace of 
dimension m. Orthogonal to this subspace is the n-m dimensional null-space of A, N(A). 
Any vector y E wn can be expressed as a linear combination of the vectors that form a basis 
for the range-space together with those that form a basis for the null-space: 
where the columns of Y form a basis for R(AT), the columns of Z form a basis for N(A), Py E 
Wm and Pz E wn-m [29]. Finding a vector p which satisfies 3.2 can be clone by premultiplying 
any Pz E wn-m by Z. Linear constraints therefore have the effect of reducing the dimension 
of the search variables from n to n - m, and in this sense simplify the minimization problem 
at hand. Note that because the columns of Z form a basis for the null-space of A, any p 
which satisfies equation 3.2 can be expressed asp= Zpz. 
3.2 Physical Interpretation of the Null-Space 
The physical interpretation of the null-space in the chemical equilibrium problem led to the 
earliest implementations of "reduced space" methods. Thi~ interpretation is illustrated by 
an example: 
Example 3 Consider a chemically reacting system, described by Balzhizer et al. (2], involv-
ing the chemical species C,02,CO, and C02. 
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The matrix representation of the linear constraints for this system is 






Observe that the vectors (-2,-1,2,0), (0,-1,-2,2), and (-1,0,2,-1) are in the null-space 
of A. These vectors can be seen to respectively represent the stoichiometric coefficients of 
the following chem·ical reactions: 
2C+ 02 ~ 2CO 
02 + 2CO ~ 2C02 




The dimensi?n of the null-space is n - m = 2 , therefore only two of these chemical reactions 
are linearly independent. Choosing the first two vectors to represent N(A), a feasible direction 
p can therefore be found by premultiplying an arbitrary Pz by the matrix representation of two 
chemical reactions: 
-2 0 Pc 
-1 -1 
[ P•,l l P02 
2 -2 Pz,2 Pea 
0 2 PC02 
where Pz,1 and Pz,2 can be viewed as the reaction extents of chemical reactions 3.3 and 3.4. 
3.3 Null-Space Representation 
With knowledge of the independent reactions in a system, it is possible, using stoichiometric 
coefficients, to define a basis for the null-space of A. This approach may, however, be im-
practical for a system involving many species and the resulting basis may be unsuitable for · 
computational purposes. As Z can be formed from any linearly independent set of vectors 
in the null-space of A, there is a great deal of flexibility in how Z is defined. Two techniques 
are discussed in this section, the variable reduction technique and the QR factorization. 
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3.3.1 The Variable Reduction Technique 
Early investigations into the chemical equilibrium problem by Brinkley [8, 7, 9] introduced 
the idea that the set of chemical species can be segregated into sets of "component" and 
"non-component" species where the formula vectors of the non-component species can be 
written as a linear combination of the component species. The component species which 
constitute a set of species whose formula vectors form a basis for the range space of A are 
not unique; however, once the set of independent component species has been defined the 
null-space is also completely defined. 
A more detailed treatment of this technique is based on the partitioning of the constraint 
matrix [29]. 
A= [V U] 
where V is an m x m nonsingular matrix. By partitioning the search variables in a consistent 
manner as x = [xv xu], the constraints on the linearly constrained problem can be written 
as 
Because V is not singular, xv can be written explicitly in terms of xu : 
xv= v-1(b- Uxu). 
The variables referred to by Brinkley as "component" variables are elements of the xu vector 
and the "non-component" species are elements of xv. A matrix Z that has columns which 
are orthogonal to the rows of A is readily verified to be: 
(3.6) 
One can check that this matrix does indeed consist of vectors which are in the null-space of 
A by performing the matrix multiplication: 
AZ [ V U ][ -:.~:U l 
= -vv-1u + u 
0. 
Smith and.Missen [73] describe a method of forming the matrix Z for a given A matrix. The 
CHAPTER 3. REDUCED SPACE METHODS 29 
first step is to reduce A by Gauss reduction to the form: 
Note that the B matrix obtained from the Gauss reduction is simply v- 1u in equation 
3.6. Z can then be formed by appending the (n - m) x (n - m) identity matrix to -B: 
Gill et al. [29] note that when this null-space representation is used in a reduced space 
method, it is not always necessary to form Z explicitly because the role that Z plays in a11 
algorithm is affected best by means involving entities other than Z itself. 
3.3.2 The QR Factorization 
The QR factorization, a well known method of determining an orthonormal basis for a set 
of vectors, applied to the linearly constrained problem can determine an orthogonal basis for 
the null space of A. QR factorization of the matrix AT yields the following relation 
where Q is an orthonormal matrix and R is an upper triangular matrix. Notice that because 
Q is an orthonormal matrix QTQ = I and 
Orthonormal bases for the range-space of AT and null-space of A can therefore be obtained 
from the columns of Q1 and Q2 respectively [31]. Hence, using the QR decomposition Z is 
represented by Q2. The main advantage of using the QR decomposition is that this choice 
of Z does not cause the conditioning of the linearly constrained problem to deteriorate. 
Ill-conditioning impacts on quasi-Newton or steepest decent methods where the asymptotic 
convergence rate is adversely affected by an increase in the condition of the projected Hessian 
matrix Hz= zrHz. It can be shown that 
cond(Hz) ~ cond(H)(cond(Z)) 2 . 
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allowing the condition of the projected Hessian to be degraded if the condition of Z is large. 
The matrix Z determined from the QR decomposition, being an orthonormal matrix, is such 
that cond(Z) = 1. The condition of the projected Hessian does not deteriorate for this 
choice of Z [29]. 
3.4 Model Algorithm for Solving the Linearly Constrained 
Optimization Problem 
Before discussing aspects of various algorithms that have either been used to compute chem-
ical equilibria or are applicable to the problem, it is useful to describe a model algorithm for 
reduced space methods. This model algorithm which applies to linearly constrained mini-
mization problems of the form: 
min f(x) 
XE~" 
subject to Ax b 
Cx > d 
where A E ~m1 X ~n 
c E ~m2 X ~n 
b E ~m1, d E ~m2 
is from the book by Gill, Murray and Wright [29]: 
Step 0 Initialization: 
Find a feasible vector x(O), set k t- 0. 
Step 1 Test for convergence: 
Terminate algorithm if the conditions for convergence are satisfied at x(k). 
Step 2 Constraint dropping strategy: 
Choose to either continue the minimization in the current subspace or to remove a 
constraint from the working set. If a constraint is to be removed, go to step 6, otherwise 
continue to step 3. 
Step 3 Search direction: 
Compute a non/\cro vector Pz· The direction of search, PU•l, is then given by 
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Step 4 Compute a step length: 
Calculate aMAX, the maximum positive feasible step along p(k). Compute a positive 
scalar aCk), the step length which ensures that J(x(k) + a(k)p(k)) < J(x(k)), and a ::; 
aMAX. Go to step 7 if a< aMAX; otherwise continue to step 5. 
Step 5 Add a constraint to the working set: 
If aCk) is the step to the constraint with index r add rt~ J(k), and modify the associated 
quantities accordingly. Go to step 7. 
Step 6 Remove a constraint from the working set: 
Select the constraint to be deleted. Delete the constraint from the working set and 
update the associated quantities accordingly. 
Step 7 Update the estimate of the minimizer: Set x(k+I) ~ x(k) + a(k)p(k), k ~ k + 1, 
and go back to step 1. 
There arc many variations on this model algorithm. An import.ant part of the a.lgoritlrni 
is the strategy that is used to decide when to add or remove constraints from the working 
set. This topic is discussed in section 3.6.2. At the heart of the algorithm lies the method 
of minimizing the objective function over a working manifold. This important feature of 
reduced space algorithms, characterized primarily by the method employed to determine the 
search direction in step 3, is described in section 3.5. 
3.5 Minimization Over a Working Manifold 
Minimization over a manifold is in many respects similar to the problem of unconstrained 
rninirni'.l.at.ion, resulting in the majority of unconstrained minimi'.l.ation techniques being ap-
plicable to this problem. The techniques presented in this section are not representative 
of the full array of possible methods but are intended to either demonstrate some proper-
ties of these algorithms or to place historically significant chemical equilibrium algorithms in 
context. 
3.5.1 Methods of Steepest Descent 
The steepest descent method, originally proposed by Cauchy for the unconstrained minimiza-
tion problem, yields a search direction based on the gradient of the objective function: 
(3.7) 
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This method can be approached from the viewpoint of minimizing a first order Taylor series 
approximation of the objective function: 
f(x(k) + p) ~ f(k) + (\7 Jf P· 
As this function has no minimum some restriction has to be placed on the length of p. The 
problem of finding the most appropriate search direction p to reduce the linear function is 
stated as: 
. (\lf)T p 
mm 1111 . pE!Rn p (3.8) 
1 
where 11 · ll is some type of norm. When the two norm is used, that is llPll = (PT p) 2 , 
the solution to the problem is given by the familiar equation 3.7. The generalized form 
of the steepest descent method gives rise to an extensive family of search directions, each 
defined according to the choice of norm used in equation 3.8. Application of steepest descent 
methods to minimization over a manifold is a straightforward extension of the unconstrained 
case. A first order Taylor series approximation of f along any direction on the manifold 
around a point x(k) is: 
The problem of finding the best search direction is therefore similar to the unconstrained case 
min 
PzE!Rn-m 
( \1 j(k)) T Zpz 
llZPzll 
(3.9) 
Here the norm restriction has been placed on the search direction p(k) = Zpz. If the two 
norm is used, the solution to this problem yields the steepest descent direction [29]: 
If the two norm is applied to Pz instead of Zpz, as in equation 3.9, the steepest descent 
direction is: 
Naphtali [51, 52] used this search direction in the computation of chemical equilibria, and 
demonstrated an algorithm based on this idea for an ideal gas system involving a hydrocar-
bon - oxygen mixture. In this implementation the non-negativity constraints were taken into 
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account by limiting the step length to the feasible region. According to Smith and Missen 
[73], this algorithm has been found to converge slowly particularly near the solution. Thb 
' slow asymptotic convergence rate, the cause of which having been elucidated on theoretical 
grounds, has been shown to be a characteristic of all first order methods. A theoretical anal-
ysis of the asymptotic convergence of the steepest descent method is based on the behaviour 
of the algorithm when applied to a positive definite quadratic function f(x) = cT x + ~xTQ:i:, 
where the step length used is obtained from an accurate line search. As seen from the Taylor 
expansion of any twice differentiable function, 
a quadratic approximation is valid in a sufficiently small region around the point x(k). The 
main result of the analysis is that 
where Amax and Amin are r~spectively the maximum and minimum eigenvalues of Q, x* is 
the local minimum of the quadratic function, and"'=~ is the spectral condition number 
mm 
of Q [42]. Consequently, the 'steepest descent method will converge slowly if the objective 
function is poorly conditioned near the solution. For example, if Q has a moderate condition 
number of 100 then the following relation applies 
hence little progress is made on each iteration. One of the features of the chemical equilib-
rium problem is the possible ill-conditioning of the projected Hessian matrix. The effects of · 
this ill-conditioning are demonstrated in the following example. 
Example 4 In an ideal gas system containing the four components N, 02, NO and N02 , the 
objective function ·is: 
f =at {niG{ + ni ln (ni) - ni ln (t n1) } , 
i=l J=l 
where a and G{ arc constants. 
and null-space basis vectors are (-2, -1, 2, 0) and (0, -1, -2, 2). The Hessian matrix for 
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-1 -1 i=l - 1 na 
-1 -1 -1 
Letting n1 = 1, n2 = 2, n3 = 0.001, and n4 = 1 we have 
3.001 -.:1 -1 -1 
2 a -1 1.0005 -1 -1 
\l f = 4.001 -1 -1 4000 -1 
-1 -1 -1 3.001 
, and using the null-space basis vectors as columns of Z, 






zT\12 f Z = a [ 16021. 
-16003. 







The large condition number in chemical equilibrium problems is due to the species that are 
present in small amounts. In theory these quantities can be arbitrarily small, but in practice 
it is necessary to set a positive lower bound on vanishing molar quantities to alleviate, amongst 
other numerical difficulties, ill-conditioning of the projected Hessian matrix. 
3.5.2 Newton Type Methods 
Newton's method can be used to solve an unconstrained nonlinear optimization problem by 
directly satisfying the optimality conditions. These optimality conditions 
\lf(x) = 0 
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are a set of nonlinear equations for nonquadratic problems. If \1 f is nonsingular, the kth 






x(k+l) - x(k) 
' 
x(k+l) being the zero of this affine model. From an alternative point of view, consider the 
local quadratic model of J(k) as given by the Taylor series expansion about x(k) 
f(x(k) + p(k)) ~ f(k) + \1 f(k)T p(k) + ~pU~)T H(k)p(k) 
If IJ(k)is positive definite, x(k+l) a.<; defined by the Newton step p(k) is the local minirni11er of 
this quadratic model. To ensure convergence to a local minimum from an arbitrary initial 
point a reduction in some merit function is required on each iteration. For this reason a 
linear search in the Newton direction is usually carried out : 
where a is a positive scalar called the step length. Usually the merit function is the objective 
function itself and the step length is therefore an approximate of the minimum along the 
search direction. 
Noting that 
J(:r;(k) + Zp~k)) ~ f(k) + \1 f(k)T Zp~k) + ~p(k)T zT H(k) Zp(k) 
Newton's method can be applied to the linearly constrained minimization problem by re-
placing the gradient and Hessian of j(k) by the reduced gradient \1 J(k) Z and the projected 
Hessian zT H(k) Z. The Newton step p(k) = Zp~k)is then found from the solution to the 
linear systl)!ll 
The vector Pz corresponds to the step to the local minimum of the quadratic model of 
the objective function restricted to the null-space. Note that when the projected Hessian 
matrix is not positive definite, the local quadratic model may not have a local minimum and 
Newton's method therefore needs to be modified under these circumstances. In chemical 
equilibrium problems where the ideal gas law is used to describe the Gibbs energy function, 
the objective function is convex and the projected Hessian is therefore positive definite. In 
cases where a number of condensed, pure component phases are included in the system, 
the projected Hessian matrix may become singular during a computation. In these cases 
and in systems where nonconvex thermodynamic models are used, modifications to Newton's 
method are necessary. Even in cases where the projected Hessian is positive definite, a large 
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condition number may introduce numerical difficulties into the solution of the linear system. 
Under such circumstances a modification of Newton's method is also required. One of the 
most stable options available for treating an indefinite Hessian is the modified Cholesky 
factorization [27]. 
Newton's method has been applied to the chemical equilibrium problem to solve the neces-
sary optimality conditions in terms of reaction extents by Stone [74]. Ma and Shipman[43] 
suggested a method whereby a steepest descent algorithm is used in the initial stages followed 
by Newton's method in the final stages. 
3.5.3 The Villars-Cruise-Smith Algorithm 
Villars [78], Cruise [14], Smith [71], and Smith and Missen [72, 73] developed a method for 
ideal ga.s systems which is an approximation of Newton's method and exhibits the properties of 
a steepest descent method in the sense that no linear system needs to be solved by numerical 
means. The method exploits the form of the Hessian and the flexibility of the variable 
reduction technique to form an easily invertible projected Hessian matrix. Consider the 
generic representation of the projected Hessian matrix: 
zr HZ = [ WT In-m ] [ ~ S l [ W l = WT RW + STW + WTS + Q 
S Q In-m 
where the species have been reordered so that the "component" species are the first m species 
and W is the m x (n - ni) matrix -v-1u as in equation 3.6. For an ideal gas system the 












[ ; ; lQ Qi +Q2 = -1 0 + 2::~1 ni 0 _l_ nn 
If the "component" species are chosen so that their molar quantities are all larger than those 
of the "non-component" species, the diagonal elements in R.1 will be smaller than those in 
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Qi. In addition the elements in S, R2 and Q2 will be relatively small. On this basis Smith 
and Missen [73] argue that the projected Hessian is dominated by the diagonal matrix Qi 
and can therefore be approximated as a diagonal matrix 
which is easily inverted in closed form. Replacing the Hessian by this matrix the following 
is used to compute a search direction in the minimization procedure: 
This method can easily be extended to include multiple ideal phases. Pure condensed phases 
can be included by augmenting the matrix for the multicomponent phases with an identity 
matrix to take into account the pure phases. In all cases the method yields a direction of 
descent because fI is a positive definite matrix. 
Historically the idea of using an arbitrary null-space rather than physically meaningful chem-
ical reactions was proposed by Villars who in 1959 [78] solved the classical chemical equilib-
rium equations by adjusting each equation one at a time. Cruise [14] then introduced the 
choice of "component" species as described above, and proposed that all the equations be 
manipulated simultaneously. These two improvements resulted in substantial improvements 
in convergence rates and reliability. Smith and Missen [72] made further improvements on 
the reliability of the methods by viewing the process as a minimization procedure and in-
troducing a step length parameter to ensure that a decrease in the objective is achieved on 
every step. 
Although the method benefits from the computational savings gained by avoiding the need 
to solve a linear system on each iteration, this consideration needs to be balanced against 
the effect it is likely to have on the convergence rate of the algorithm. Loss of accmacy in 
the second order approximation of the objective function results in a loss of the quadratic 
asymptotic convergence rate associated with a pure Newton's method; as shown in section 
3.5.l a linear convergence rate in the case of a poorly conditioned problem can be arbitrarily 
slow. 
3.6 Active Set Strategy 
In the discussion on the characteristics of chemical equilibrium problems, we noted that 
inequality constraints may be included for the following reasons: 
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1. A species in a multicomponent phase can only vanish if the phase itself disappears. 
The disappearance of a phase can be taken into account by including in the working 
set of constraints all the inequality constraints corresponding to the species in that 
phase. Inequality constraints are therefore a means of dealing with the lack of a pri01~i 
information on the phases present at equilibrium. 
2. In chemical equilibrium problems it is desirable to set a small positive lower bound on 
species to alleviate the ill-conditioning problems associated with vanishing species. 
The earlier methods such as the Villars-Cruise-Smith algorithm did not formally employ ac-
tive set constraints, but removed species from the calculation when a species tended to violate 
physical constraints. This sometimes resulted in convergence to what Gautam and Seider 
[22] termed a constrained minimum. Gautam and Seider were not the first to recognize the 
phenomenon; Oliver et al. [55] for example used a test based on Lagrange multiplier estimates 
to reintroduce species back into the computation. The treatment of inequality constraints 
was however more of a "fix" tagged onto the algorithm than an integral part of the procedure. 
Castillo and Grossmann [12] used Sargent and Murtagh's[67] reduced space method which 
treated inequality constraints in as an inherent part of the minimization problem. 
Precise rules on adding and deleting constraints from the working set do not exist and are 
likely to vary from problem to problem. Addition of a constraint to the working set certainly 
occurs once the constraint in question becomes a hindrance to the minimization procedure's 
progress, constraint deletion, on the other hand, involves a more subtle mechanism. General 
methods used to decide whether or not an inequality constraint should be deleted from the 
working set are discussed in section 3.6.1. Applications of the active set strategy to chemical 
equilibrium problems are discussed in section 3.6.2. 
3.6.1 Deleting a Constraint from the Active Set 
This section is based mainly on Gill, Murray and Wright's [29] exposition of the subject. 
An inequality constraint plays a role in defining the minimizer only when it is active at the 
solution. If the set of active constraints were known, the inequality constrained problem 
could, in theory, be replaced by an equality constrained problem: 
min f(x) 
x 
subject to Ax = b. 
The question we consider here is how to verify a solution where some of the equality con-
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straints are in fact working inequality constraints. If x(k) is optimal for the equality con-
strained problem the following Karush-Kuhn-Tucker optimality relation is satisfied: 
(3.10) 
where ). is the Lagrange multiplier vector corresponding to the set of working constraints. 
If any component of ). corresponding to a working inequality constraint is negative, f can be 
reduced by moving in a direction which is feasible, in which case x(k) is not optimal for the 
linear inequality constrained optimization problem. In this way the Lagrange multipliers 
can be used to determine which constraints should be deleted from the working set. 
) 
The approach of dropping constraints from the working set only once a solµtion has been 
obtained for the equality constrained problem can be very inefficient because the problem 
being solved may have the wrong set of equality constraints. A strategy that enables work-
ing inequality constraints to be removed before accurate convergence has been achieved is 
therefore considered. When convergence has not be achieved, the linear system 3.10 may 
be inconsistent, and .\ can only be estimated using 1st or 2nd order derivative information 
about the point :r;(k). Unfortunately, no known estimation technique can guarantee that 
even the signs of the estimated components of.\ are correct unless x(k) is close enough to the 
working set minimizer. The use of Lagrange multiplier estimates may therefore lead to an 
inappropriate removal of a constraint. The phenomenon of zig-zagging which occurs when a 
constraint is repeatedly removed on one iteration and added on the next can severely hamper 
the progress or in the worst case cause convergence to a nonoptimal point. 
3.6.2 Active Set Methods in the Chemical and Phase Equilibrium Problem 
The active set method of Sargent and Murtagh [67] was used by Castillo and Grossmann [12] 
to solve the chemical equilibrium problem. In this method, the working set strategy tries 
to maintain a minimal number of active constraints in the working set, and more than one 
constraint may be added or dropped from this working set on any iteration. Lenard [40]' 
studied the relative benefits of different working set strategies by implementing variations 
of the Sargent and Murtagh algorithm. Except in the case when the optimal solution is 
at a vertex, the best active set strategy was found to be that which keeps the set of active 
constraints as small as possible. This study was applied to linearly constrained nonlinear 
programming methods in general and the conclusions are by no means applicable to all 
methods and all problems, and may be inappropriate in the chemical equilibrium context. 
Nevertheless, the observation that a particular working set strategy may be significantly more 
successful than others is a useful one. 
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An example of a working set method tailored to the requirements of multiphase chemical 
equilibrium problems appears in the method proposed by Harvie, Greenberg and Weare [32]. 
This method is actually an adaptation of Gill and Murray's [26] method for general linearly 
constrained nonlinear programs. Recognizing that the exclusion of a phase results in the 
constraints for all species becoming active, they devised a specialized strategy whereby species 
may be added or deleted one at a time or simultaneously in the event of phase formation or 
annihilation. Tests for introducing single or multispecies phases can be derived by applying 
equation 3.10 to the chemical equilibrium problem: 
In this equation, A and 6 represent the mass balance and working inequality constraints 
respectively. The multipliers corresponding to these equations are AA and Ac. Because 
the non-negativity constraints are simple bounds, this relation can be expressed as: 
Noting that all directions p which are feasible with respect to the mass balance constraints 
can be written as Zpz, an estimate for feasible Gibbs energy changes can be derived: 
·, 
p1;ZT\JG ~ p1;zT AT,\A + p1;ZT).6, 
~ p1;ZT).6, 
The test for addition of a pure phase k is based on the relation: 
dG -
~'c -d ~ /lik1 
nik 
where nik is the single species belonging to phase k. When A~ is negative the Gibbs 
energy can be reduced by introducing phase k. The Gibbs energy change on introducing a 
multispecies phase is: 
dG ~ L A~dnjk, 
jECk 
~ d {(nk) L Afkxjk}, 
jECk 
where Xjk is the mole fraction of species j in solution phase k. The Gibbs energy change dG 
is therefore dependent on the composition of the phase to be introduced, and any composition 
for which dG is negative is therefore a candidate for phase addition. Testing the viability of 
adding a solution phase therefore requires some technique to determine the optimal compo-
sition of this phase. This can be done by minimizing >·f = LjECk Alk with respect to the 
CHAPTER 3. REDUCED SPACE METHODS 41 
composition of the incipient phase. 
subproblem for this purpose: 
min>·.f 
Xjk 
subject to L Xjk 
jECk 
Harvie et al. [32] posed the following minimization 
L Xjk ("VGjk(x) - L aejk>..1k) 
jECk jECk 
1 
Harvie et al. [32] refer to >.f as the "phase multiplier" for phase k as it plays the same role 
for phase addition and deletion as the species multiplier do for species addition or deletion. 
It can be shown that >..~ = >..~ for all j when >..~ is the minimum for the above problem. To 
prevent zigzagging due to premature phase inclusion, a phase is introduced only when 
the motivation being that if a multiplier is small relative to the norm of the gradient projected 
on the working subspace, better progress is likely to result if the current set is retained. This 
is in accord with the general principle that a constraint be deleted from the working set only 
if a lower value of the objective function is likely to result following the deletion than if the 
constraint were not deleted [29]. 
Chapter 4 
Lagrangian Methods 
The methods described in this section, as in the previous one, make use of a working set 
strategy to incorporate inequality constraints. Let the following problem represent a mini~ 
mization over a working set: 
min f(x) subject to Ax= b. 
xERn 
Lagrangian methods solve this problem by making use of the Karush-K uhn-Tucker first order 
necessary optimality conditions: 
\1 f(x*) (4.1) 
Ax* b 
where x* is a constrained local minimum and .\* is the vector of Lagrange multipliers. The 
Lagrangian function corresponding to the minimization problem is 
L(x, .\) = f(x) - .\T(Ax - b). 
The optimality conditions 4.1 are satisfied when the gradients of the Lagrangian are zero. 
The Lagrangian methods discussed in this chapter solve a minimization problem by searching 
the m + n dimensional space for values of x and ,\ which satisfy the optimality conditions. 
4.1 A Model Lagrangian Algorithm for Solving the Linearly 
Constrained Optimization Problem 
As in the case of reduced space methods, there are a number of ways of using Lagrangian type 
methods to solve the chemical equilibrium problem. A Lagrangian based model algorithm 
42 
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for minimization problems of the form: 
min f(x) 
xE!Rn 
subject to Ax b 
Cx > d 
where A E ~m1 X ~n 
c E ~m2 X ~n 
b E ~m1 
' 
d E ~m2 
is described below. 
Step 1 Test for convergence: 
Terminate algorithm if the conditions for convergence are satisfied at x(k). 
Step 2 Carry out the constraint dropping strategy: 
Choose to either continue the minimization in the current subspace or to remove a con-
straint from the working set. If a constraint is to be removed, go to step 6; otherwise, 
continue to step 3. 
Step 3 Search direction: 
Solve the linear system 4.1, then determine a direction of search, p(k) from this solution. 
Step 4 Compute a step length: 
Calculate aMAX the maximum positive feasible step along p(k). Compute a positive 
scalar a(k) :::; aMAX which ensures that J(x(k) + a(k)p(k)) < f(x(k)). Go to step 7 if 
a< aMAX; otherwise continue to step 5. 
Step 5 Add a constraint to the working set I: 
If a(k) is the step to the constraint with index r, add r to J(k), and modify the associated 
quantities accordingly. Go to step 7. 
Step 6 Remove a constraint from the working set: 
Select the constraint to be deleted. Delete the constraint from the working set and 
update the associated quantities accordingly. 
Step 7 Update the estimate of the minimizer: 
Set x(k+l) t- x(k) + a(k)p(k), k t- k + 1, and go back to step 1. 
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This model algorithm is very similar to that for the reduced space method as both methods 
use the active set strategy and require minimization algorithm paraphernalia such as step 
length procedures and convergence checks. The main difference between the methods is the 
means by which a feasible search direction is found. The solution of the linear system of 
equations in step 3 is the focus of the discussion below. 
4.2 Solving the Karush-Kuhn-Tucker System by Newton's Method 
The Karush-Kuhn-Tucker conditions form a set of nonlinear and linear equations. Newton's 
method is the most popular method of solving systems of nonlinear equations. Suppose we 
seek a point x* which satisfies the general system of equations 
<I>(x) = 0 
where <I> is a vector of smooth scalar functions 'l/Ji(x), i = 1, .. , n. If the Jacobian matrix 
of <I>(x), denoted J(x), is nonsingular, the kth Newton step p(k) is the step from x(k) to the 
zero of the linearized model of <I> 
j(k)p(k) = -<I>(k) 
where J(k) and cp(klrepresent J(x(k)) and <I>(x(k)) respectively. Newton's method when ap-
plied to the system of linear and nonlinear equations associated with the optimality conditions 
4.1 results in the linear system 
where p(k) and t)(k) denote the Newton step for the x and >. variables respectively, and H(k) 
represents the Hessian of the objective function evaluated at x(k). An alternative form is 
derived by substituting >,(k+l) = >.(":) + t)(k) for {j(A:) : 
[ H:) A: l [ _~;:~l) l -[ b-:_'7~;:) l · (4,2) 
Viewed from a minimization perspective each Newton step finds the solution to a quadratic 
programming problem which is a local approximation of the original nonlinear problem. 
Minor variations of the above approach have been applied to the chemical equilibrium problem 
by Boynton [6], Zeleznik and Gordon [86], Gautam and Seider [22] and Hcuzc ct al.[33]. 
When applied to ideal systems, it is possible to reduce the number of variables involved in 
the numerical solution of the linear system from n + m to m + 1. Such a scheme, referred 
to in the literature as the RAND algorithm, was derived in 1958 by White, Johnson and 
Darttzig [81 J of the RAND corporation. 
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4.2.1 The RAND Algorithm for Ideal Systems 
Consider the chemical equilibrium problem involving_ a single ideal gas phase where the di-








and c{ is a constant. 
The Hessian of the objective function has a form such that the element in the ith row and 
yth column of \72 f is ~ - ~'-, where 8ij is the Kronecker delta. Substitution into the first 
row of 4.2 yields the linear system: 
[ diag ( 
1
J,,) ) 
where diag( *)is a diagonal n x n matrix with ,;; being the 'tth diagonal element, and e is 
an n- vector of ones. If a new variable u(k) = err;;) is introduced then p(k) can be found 
nt. 
explicitly in terms of 'it(k) and _A(k+l) 
(4.3) 
where diag( ni) is the inverse of diag ( ,;; ) . Substituting the above expression into the second 
row of 4.2 yields the set of linear equations 
(4.4) 
Another linear relation is obtained from the dot product e · p(k) in the definition of 'l.l(k): 
By substituting expression 4.3 for p(k) and rearranging, the following is obtained: 
Noting that eT diag(n(k))e = n~k), this expression can be simplified to: : 
(4.5) 
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Each iteration of the RAND algorithm involves solving the set of m + 1 linear equations 4.4 
and 4.5, then using 4.3 to determine p(k). A line search is then carried out in the direction 
p(k) so that 11Jk+I) = n(k) + ap(k) results in a decrease in the objective function. 
The RAND algorithm has been extended by Oliver et al.[55] to include systems that have 
a number of single species phases. Boynton [6] and Raju and Krishnaswami [62] adapted 
the RAND algorithm to include more than one multispecies phase. In the case where there 




pM (cf ) pM+pS cf 
L L nik RT + ln nik - ln ntk + L nk R~, 
k=l iECk k=PM +l 
where phases 1 ... pM are multispecies phases 
and phases (PM+ 1) ... (PM+ P 8 ) are single species phases. 
Two modifications are necessary to incorporate the single species phases into the RAND 
scheme: 
1. As there are pS additional variables associated with these phases, pS additional rela-
tions need to be added to the linear system of equations. The Karush-Kuhn-Tucker 
optimality conditions supply the following relations involving the single species phases: 
2. The single species phases must be included in the mass balance relations. Let p~k) 
denote the step n~k+I) - n~k) where n 5 is the vector of moles corresponding to the single 
species phases. The second row from equation 4.2: 
[ 
(k) l 
[Ao] ~)..(k) =b-An(k) 
can be expanded to: 
[ 
(k) l 
[ Am As 0 ) :~) = b - An(k) 
->-.(k) 
(k) Pm _ _ (k) 
[ 
(k) l 
AsPs + [ Am 0 ] -)..(k) - b An . 
The RAND equations can now be derived in a similar way to the single multispecics 
phase case by substituting the multiphase analog of equation 4.3 for p~). 
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By incorporating these two modifications into the RAND equations, a linear system analogous 
to the system of equations 4.4 and 4.5 is derived: 
[ 
Am A (k) A;7;;, Am A (k) E As j [. >.(k+l) j [ Am A (k)\7 f~~) + b - An(k) j 
ETA(k)A;7;;_ 0 0 u~) = ETA(k)\Jj~) 
AI 0 0 p~k) \l 1Jk) 
(4.6) 
In this relation A is diag(nik) with the species from the multispecies phases being on the 
diagonal, Am and As denote those blocks of the linear constraint matrix A which correspond 
to the multispecies and single species phases respectively, Um denotes a pM_vector, and 
E denotes a matrix consisting of columns of zeros and ones, the ones in the kth column 
corresponding to the variables associated with multispecies phase k [73]. 
Some of the problems associated with the RAND algorithm when applied to a system in-
volving an ideal gas and a number of pure solid phases are described by Smith [70]. All the 
problems described are attributed to singularities in the matrix 4.6. If Am has full row rank 
then using exact arithmetic the matrix can be singular only if the columns of the matrix 
are linearly independent [18]. The implications of this observation vary according to the 
type of system being considered. 
Systems involving a single ideal gas phase only cannot have a singular matrix; however, the 
representation of numbers using finite word lengths can introduce numerical problems in the 
solution of the linear system 4.6. Consider the example, described by Gordon and McBride 
[30], consisting of an ideal gas of 02, H2, and H20, where the total molar quantities of atomic 
species H and 0 are 2 and 1 respectively. Under conditions where H20 is the only species 
present in a significant amount, the RAND system matrix, 
has the following form: 
[ 
Adiag(n(k))AT Adiag(n(k))e l 
eT diag(n(k))AT 0 ' 
[ 
4 + c1 2 + c2 2 j 
2 + c2 1 + c3 1 
2 1 0 
where ci are very small positive numbers. If the ci are small enough, the first two rows 
will be linearly dependent to machine precision. Although this example is a very specialized 
one, it illustrates an instance of the general problem of ill-conditioning in the linear systems 
involved in Gibbs energy minimization; a difficulty which is a common occurrence in the 
chemical equilibrium problem. 
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When pure solid phases are included in the system, along with an ideal gas phase, the 
matrix can only be singular if the columns of As and b are linearly dependent. If it is 
possible to satisfy the mass balance constraints by .including only gas phase species, the 
RAND algorithm can be applied by first solving the system without any solid phases then 
using criteria described by Oliver et al. [55] to introduce the solid phases that will lead to 
a decrease in the Gibbs energy of the system. This technique is essentially the same as 
the active set method. A more difficult case is one in which the mass balance constraints 
cannot be satisfied with gas phase species alone. When this occurs, some pure phases are 
forced to be included at the start of the computation, despite a lack of a priori information 
about which phases are present at equilibrium. The system can then be minimized using 
an ad hoc phase addition and removal strategy that can become very inefficient for systems 
involving a large number of pure phases. Note that the difficulties associated with pure 
phases in the RAND method arise partly because of the absence of a rigorous treatment 
of the inequality constraints on pure phase species. Suitable modifications of the RAND 
method, such as including an active set strategy for inequality constraints, should ameliorate 
these difficulties. Smith and Missen [73], however, suggest that the Villars-Cruise-Smith 
type of algorithm is more appropriate for systems involving many pure phases. 
The RAND algorithm is not the only method for ideal systems which makes explicit use of the 
necessary optimality conditions. One alternative in the early literature is due to Brinkley 
[9]. Brinkley's method uses the variables Yi = ln ni instead of ni as the search variables in a 
Newton's method procedure used to solve the optimality equations. The Yi search variables 
cause the mass balance constraints to be nonlinear and the method to appear very different 
from the RAND method. Smith and Missen [73] have shown that despite the difference 
in appearance between the original presentations of the RAND and Brinkley methods, their 
working equations are in fact quite similar, the same matrix 4.6 being part of the linear system 
solved in both method's Newton iterations. A second alternative, the "NASA" algorithm 
[34], originally formulated to cm;npute chemical equilibria for systems at constant enthalpy 
and pressure, was derived by Smith and Missen [73] for the isothermal, isobaric case. This 
method has been shown to be very closely related to the Brinkley algorithm. The main 
difference between the NASA, Brinkley and RAND algorithms is the use of ln ni in the 
Brinkley and NASA algorithms and ni in the RAND algorithm. Computational experiments 
by Zeleznik and Gordon [86] have confirmed that there is little difference in the performance 
of the three variations. 
Chapter 5 
Barrier Function Methods 
The methods that have been considered up to this point use working set strategies to explicitly 
take the non-negativity constraints into account. One of the main features of the methods 
discussed in this section is their alternative treatment of inequality constraints. Barrier 
function methods take the inequality constraints into account through the use of a special 
objective function which incorporates the original objective as well as the constraints. 
5.1 A Brief Historical Overview 
According to Wright [82] the earliest record of the barrier function notion for mathemati-
cal programming is attributed to Frisch in 1955. This idea did not flourish until the late 
1960's when Fiacco and McCormick [19] provided a rigorous theoretical basis for, what they 
termed, "sequential unconstrained minimization techniques" [19]. By the late 1970's, how-
ever, interest in the barrier function methods had waned due to certain theoretical difficulties 
associated with the minimization subproblems. In 1984, interest in barrier methods was 
rekindled when Karmarkar discovered an efficient algorithm of polynomial complexity for lin-
ear programming [37]. Prior to Karmarkar's discovery, the accepted way to solve the linear 
programming problem was by the simplex method, developed by Dantzig in 1947. Although 
the simplex method performs efficiently on most problems, it does not have the property of 
polynomial complexity, a feature which computer scientists regard as a prerequisite for a 
"fast" algorithm [82]. The polynomial complexity of an algorithm, discussed in more detail 
in the next section, refers to the fact that the number of iterations required for the algo-
rithm to solve a general problem type is bounded from above by a polynomial function of 
the problem size. However, Karmarkar's algorithm was not the first polynomial complexity 
49 
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algorithm to be developed for linear programming; Khachian's ellipsoid method, developed in 
1979~ was. Khachian's method, however, behaved poorly in practice and failed to be com-
petitive with the simplex method. The excitement surrounding Karmarkar's discovery was 
due to his algorithm being both polynomial and competitive with the simplex method. The 
link between Karmarkar's method and the primal logarithmic barrier function was shown by 
Gill et al. in 1986 [28]. Since Karmarkar's discovery research into interior point methods 
has been intensive, producing improvements in complexity bounds and practical performance 
as well as extensions into fields other than linear programming - including convex program-
ming. 
5.2 Motivation of Barrier Methods 
Consider the following inequality constrained minimiz~tion problem: 
minf(x) 
x 
subject to .9i(x) 2 0 i = l, .. ,m. 
The simplest barrier based on the logarithmic singularity, was first defined by Frisch in 1955 
and has been frequently used both in the 1960's and in the more recent interior point methods. 
The logarithmic barrier function associated with the above minimization problem is: 
m 
B(x,µ) f(x) - µ I.:ln(gi(x)) 
i=l 
where µ > 0 
This function is defined only for .9i ( x) > 0 and becomes unbounded as the boundary of the 
feasible region is approached. A typical barrier function method involves determining the 
minimum of a sequence of unconstrained minimization problems for values of J-l decreasing 
to zero. A generic "classical" barrier function algorithm involves the following steps: 
Step 0 Set x(O) to a strictly feasible point; in other words 9i(x(O)) > 0 for i = 1, .. , m. Set 
µ(O) to a positive value and set k ~ 0. 
Step 1 Check if x(k) satisfies convergence criteria for an optimal solution. If so, stop with 
x(k) as the solution. 
Step 2 Solve the unconstrained minimization problem 
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Step 3 Set :x/k+l) +- x(µ(k)), µ(k+I) < µ(k) and k +- k + 1 then return to Step 1. 
A harrier function method based on the work of Fiacco and McCormick was applied to the 
chemical equilibrium problem by Lantagne, Marcos and Cayrol [39]. In their implementa-
tion, the non-negativity constraints on the molar quantities where taken into account using 
the logarithmic barrier function. An additional penalty function was applied to force sat-
isfaction of the mass balance constraints. The penalty function like the barrier function is 
incorporated into the objective function to force satisfaction of the constraints. Consider 
for example the penalty function applied by Lantagne et al. [39] to the equality constraints 
g(x) = 0: 
1 m 
P(x) = - 2::9i(x)2. 
µ i=l 
As µ is decremented, the penalty associated with a violation of the equality constraints 
increases thereby forcing satisfaction of these constraints as µ tends to zero. The strength 
of the penalty function concept lies in the simplicity of treatment of nonlinear constraints in 
nonlinearly constrained minimization problems. Application of a penalty function method 
to linear equality constraints is, however, an unnecessary complication, as satisfaction of such 
constraints can be achieved by purely analytical means such as projection. 
5.3 Complexity 
In mathematical programming the performance of an algorithm is often assessed on its effi-
ciency in solving test problems. This type of assessment is not satisfactory as the perfor-
mance of an algorithm on one type of problem may be very different from its performance 
on another. The theory of computational complexity is an attempt to provide an objective 
measure of the efficiency of algorithms. 
Ye [84] defines an algorithm A as a list of instructions to solve a problem P. For every 
instance of P, defined by a set of data Z, an algorithm either determines the instance to be 
infeasible or returns an output x which is close, in a well defined measure, to the solution 
to the problem. The operational complexity c0 (A, Z) of an algorithm for solving a problem 
instance Z E Zp is defined as the total number of arithmetic operations ( x,-:-, +, - , and 
compari$on of real numbers) required to perform this task. A more convenient measure of 
complexity is the iteration complexity, Ci(A, Z), where it is assumed that each iteration can 
be carried out in a number of arithmetic operations which is polynomial in the number of 
variables n and constraints m. 
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Where the solution data set consists of real numbers, an error tolerance E is used as a param-
eter in the complexity bound. A typical measure of the error for minimization problems is 
the absolute difference between the best known minimum and a lower bound on the global 
minimum. Let c(A, Z,t:) be the total number of operations of algorithm A for generating 
an s-approximate solution to an instance of problem P. The complexity of this algorithm 
for problem P is then defined as: 
c(A,t:) = sup c(A,Z,t:) 
ZEZp 
for any E > 0. 
When c(A,c) :::; f('m,n,t:), where f is a polynomial function of rn,n and lln(s)I, then the 
algorithm is polynomial. 
5.4 Interior Point Algorithms for Convex Minimization 
Some of the important features of interior point methods that differ from the 1960's barrier 
methods arc : 
• analysis of Newton's method for minimizing the barrier function; 
• polynomial complexity bounds. 
Whereas the classical barrier methods of the 1960's made little use of the underlying struc-
ture of the problem, interior point methods use structural properties to optimize the use of 
Newton's method in the solution. An important concept, which is the foundation of many 
interior point methods, is the central path. This path is defined by a parametrized family of 
approximate solutions which converge asymptotically to the exact solution. The analysis of 
Newton's method when the search variable is in close proximity to the central path enables 
complexity results to be shown. 
The application of interior point methods to structured convex programming problems was 
initiated by Ye [85] and Monteiro and Adler [49] in their studies of convex quadratic pro-
gramming. To facilitate the analysis of more general convex programming problems certain 
smoothness conditions had to be imposed on the functions involved. The relative Lipschitz 
condition proposed by Jarre [36] was used by den Hertog et al.[16] to construct a polynomial 
interior point method based on the classic logarithmic barrier function. A more general the-
ory of polynomial interior point methods for convex programming was developed by Nesterov 
and Nemirovskii [53]. This theory is based on the self-concordance condition which has been 
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shown by den Hertog et al. [15] to be closely related to other smoothness conditions. The 
self-concordance property is defined by Nesterov and Nemirovskii as follows: 
Definition 5 Let D be a closed convex domain in a finite dimensional real vector space 
E 1 with nonempty interior Q =.int(D) and let a 2: 0. Let f be a three times continuously 
differentiable function on E. 
1. The function f is a-self-concordant if for all x E Q and h E E : 
3 
jv3f(x)[h,h,hJj::; 2a-~ (1iT (v2f(x)) 1i) 2 . 
2. The function f is called strongly self-concordant if it is self-concordant and goes to 
infinity for a sequence of points converging to the boundary of Q. 
3. The fu:nction f is called a {}-self-concordant barrier if it is strongly I-self-concordant 
and for all h E E : 
The a-self-concordancy condition is used to show that Newton's method behaves well when 
the search variable is within a well defined proximity of the central path. Strong self-
concordancy and the '!9-self-concordant barrier condition is used to prove the polynomial 
complexity of various path following methods. Den Hertog et al. [15] have proven the log-
arithmic barrier function associated with the Gibbs energy minimization problem for ideal 
mixtures to be a 2-self-concordant barrier enabling low complexity methods to be applied to 
this equilibrium problem. The lowest iteration complexity interior point algorithms estab-
lished for either linear or convex programming, including the ideal Gibbs energy minimization 
problem, have complexity bounds of 0 ( vn lln(c:) I) [35]. This implies that the CPU time re-
quired to solve these problems increases at a rate proportional to the square root of the 
number of variables. Numerical experiments with interior point algorithms for convex pro-
gramming have shown these methods to be efficient due to their ability to exploit. problem 
structure[38]. 
Chapter 6 
A Mixed Integer Nonlinear 
Programming Approach 
This section examines the mixed integer nonlinear programming MINLP formulation of the 
chemical and phase equilibrium problem introduced by Paules and Floudas [57]. In this 
formulation the existence or nonexistence of a species or phase is taken into account through 
the use of discrete variables. Paules and Floudas promote the method on the following basis: 
1. the phases that are present at equilibrium are not known ab initio and in a nonlinear 
programming formulation the inclusion of phases that are absent at equilibrium may 
lead. to numerical difficulties in the computation due to objective function singularities 
and ill-conditioning of the reduced Hessian. 
2. the inclusion of integer variables allows the problem to be partially generated in such a 
way that the terms in the objective function that cause these numerical difficulties are 
eliminated. 
Later, it will be shown that in practice the solution methods for the MINLP formulation 
suffer from the same difficulties as those which solve the NLP formulation. Furthermore, 
the .presence of additional integer variables makes the MINLP more difficult to solve. 
54 
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6.1 Mixed Integer Nonlinear Programming Formulation 
The key difference between the NLP formulation of the equilibrium problem and the MINLP 
formulation introduced here is the presence of integer variables. These new discrete variables 
Yik, YPk E { 0, 1} are defined as: 
YPk 1 if phase k exists; 
YPk 0 if phase k does not exist; 
Yik 1 if component i in phase k exists; 
Yik 0 if component i in phase k does not exist. 
The two sets of binary variables are related through the integer constraints that represent 
the logical requirement that a phase be active if any of the species belonging to that phase 
is active: 
Yik :::; YPk Vk E Pi E Ck ' ' 
where Ck C C is a set that associates a set of components with each phase k. The integer 
variables control the continuous variables through constraints that contain both discrete and 
continous variables: 
In this equation, Di represents an arbitrary upper bound on the number of moles of compound 
i. When Y·ik = 1 species ( i, k) is said to be active and the above constraint imposes no 
limitations on the continuous variable nik; when Yik = 0 species (i, k) is inactive and the 
continous variable nik equals zero. The full MINLP formulation is: 
min G (6.1) 
n,y,yp 
subject to An - b = 0 
nik > 0 Vk E P,i E Ck 
Yik < YPk Vk E P,i E Ck 
nik - DiYik < 0 Vk E P,i E Ck 
Yik,YPk E {O, l}. Vk E P,i E Ck 
Notice that all the constraints in this problem are affine in the continuous and integer vari-
ables, and integer variables are absent from the objective function. 
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6. 2 Algorithms for the Solution of the MINLP 
The mixed integer formulation has a structure that permits solution via at least two ap-
proaches: 
1. Geoffrion's [25] approach which is known as the "Generalized Benders Decomposition"; 
2. The "Outer Approximation/ Equality Relaxation" approach of Visweswaran and Gross-
mann [79]. 
Both of these algorithms involve the type of scheme represented in figure 6.1 where the 
problem is approximated in the master problem as a mixed integer linear program (MILP) and 






' . Optimization: 
MILP Master Problem 
Figure 6.1: Mixed integer nonlinear progamming algorithm structure 
The difference between the two approaches lies primarily in the way in which the MINLP 
it; approximated as a MILP in the master problem: the Generafo~c<l Benders Decomposition 
employs duality; the Outer Approximation / Equality Relaxation uses linearization of the 
primal. Although the Generalized Benders Decomposition. is used in this study the main 
conclusions apply to both methods. 
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6.3 Solving the MINLP Formulation Using Generalized Ben~ 
ders Decomposition 
Finding the optimum for a problem containing both continuous and discrete variables re-
quires elements of both nonlinear and discrete programming. Algorithms for solving con-
tinuous nonlinear programs (NLP's) and mixed integer linear programmes (MILP's) are well . 
established. Generalized Benders Decomposition is the means by which the MINLP may be 
solved via a combination of established NLP and MILP algorithms. The algorithm involves 
solving a series of MILP approximations of the MINLP. In these approximations the MILP 
objective function always underestimates the MINLP objective function and the feasible re-
gion of the MILP approximations always overestimates the extent of the MINLP feasible 
region. 
An important consideration in any optimization procedure is the method by which the op-
timality of a solution is to be assessed. In the Generalized Benders Decomposition two 
problems are involved: a primal problem and a relaxed dual or "master problem". When 
the Generalized Benders Decomposition is used for MINLP problems the primal problem in-
volves optimization over the continuous variables whereas the relaxed dual is an optimization 
problem with integer search variables.· The relaxed dual problem is constructed in such a 
way that its minimum is a lower bound on the global optimum for the MINLP problem. On 
the other hand the primal problem, being simply a restricted version of the MINLP problem, 
provides an upper bound on the global minimum. Denoting the upper and lower bounds on 
the MINLP minimum as pU and DL respectively, a measure of the optimality of a solution 
is given by the difference pU - DL. The termination criterion for the MINLP algorithm is 
pU - DL :S E, where E is the optimality tolerance. 
To facilitate the discussion, the MINLP is written in the general form: 
min f ( :1;, y), 
xEX 
yEY 
subject to g(x,y) < 0, 
(G.2) 
where x and y are column vectors of decision variables, X = ~ni contains the set of feasible 
continuous variables, Y = Bn2 where Bn2 is the set of n2-dimensional binary variables. The 
Generalized Benders Decomposition is based on three key ideas: 
1. projection of the problem from the xy-space onto the y-space; 
2. representation of the projected problem as a dual problem; 
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3. relaxation of the dual problem to a MILP problem. 
These concepts are discussed in turn. 
6.3.1 Projection 




subject toy E YnV, 
v = {y : g(x, y) :S 0, for some ::r; EX} 
where v(y) min J(x, y) 
xEX 
subject to g(x,y) < 0 
This projection results in a problem involving minimization over the integer variables only. 
Unfortunately this problem is intractable as the objective function is implicitly defined as a 
minimization problem and the set V is not explicit. The strategy adopted in the Generalized 
Benders Decomposition is to construct an approximation of problem 6.3 in such a way that 
the objective function and constraints are explicit. The dual representation discussed below 
is the framework within which the approximation is made. 
6.3.2 Dual Representation 
Suppose the primal problem defined as: 
subject to 
min f(x, yk), 
xEX 
g(x, yk) :S 0, 
is convex in x for all fixed yk. Then, provided a strictly feasible solution to this problem 
exists,{x EX: g(x,yk) < O} =/= 0, v(y) may be represented in the dual form: 
v(y)= max {inf{f(x,y)+>.Tg(x,y)}}· 
{,\E!Rml,\2'.0} xEX 
The weak duality theorem yields the following result when x is feasible in the primal and ,\ 
is feasible in the dual [24]: 
< 
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This result is immediately apparent from the following inequalities: 
The relation between the primal and dual underlies the development of a MILP problem 
that approximates and underestimates the MINLP problem. A second relation between the 
primal and dual problems, which holds when the primal fulfills certain conditions, is the 
strong duality theorem: 
min f(2:, yk) 
x 
subject to g(x, yk) ::=:; 0. 
This result underlies the assumption that a series of lower bounds on the minimum, DL, 
defined by a series of MILP problems, can be made to approach the upper bound, pV, to 
within an arbitrarily small tolerance E. 
The set V, which is the projection of the xy-space feasible region onto the y-space, can be 
represented in dual form in a similar manner so that a point yk will be in the feasible set V 
if the following condition is satisfied: 
Using these dual forms the MINLP problem can be written as: 





0 > inf {µT g(x, y)} 
xEX 
(6.4) 
for all .A 2 0 
for allµ 2 0. 
Although this minimization problem is still implicitly defined by constraints, the framework 
allows relaxations to be made which yield explicit MILP approximations. 
6.3.3 Relaxation 
Problem 6.4 is intractible for the following reasons: 
• the constraints are implicitly defined as infima, 
• there are an infinite number of these constraints, one for each >. 2 0 and µ 2 0. 
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This section explores the relaxation of the infinite set of constraints to a finite one, and the 
use of problem structure to render the implicit constraints explicit. The following problem 




subject toe > Lfeas(y; xj' >.J), ).J > 0 
- ' j E feas 
0 > Linfeas(y; xj, ).J), µj :?'. 0, j E infeas, 
where Lfeas(y; xj, >.J) inf {f(x,y) + (>.j)Tg(x,y)}, 
xEX 
(6.6) 
Linfeas(y; xj, >.J) = inf { (µ/)1' g(x,y)}. (6.7) 
xEX 
In this problem the constraints remain implicit. A tractable formulation of these constraints . 
can be made by appealing to the structure of the problem. The chemical equilibrium prob-
lem's MINLP representation allows g(x, y) to be written as: 
and f(x,y) to be written as J(x), independent of they variable. Lagrangians Lfeas and 
Linfeas then become: 
inf {f(x) + (>.J)1' ex+ (>.J)1' Dy} 
xEX 
(>.J)1' Dy+ inf {f(x) + (>.J)1' ex} 
xEX 
(>.J)1'Dy + f(xj) + (>.J)1'exj 
where xj = argmin {f(x) + (>.jf ex}, for j E Jfeas, 
xEX 
Linfeas(y; xj, >.J) = inf {(µj)1' Cx + (µj)1' Dy} 
xEX 
(Jl/fDy + inf {(µjfex} 
xEX 
(µjf Dy + (fljf Cxj 
where xj arg min { (Jl.jf ex} ' 
xEX 
for .i E Jinfcas. 
Consequently, problem 6.5 can be expressed as: 
mine 
~,yEY 
subject toe > J(xj) + (>-j) T exj + ( >.J) T Dy, ).J > 0 - ' j E Jfeas 
0 > (µj)1' exj + (flj)1' Dy {lj :?'. 0, j E infeas. 
where xj arg min { J(x) + (>.j)1' Cx}, for j E feas, 
xEX 
xj = arg min { (flj)1' ex} , for j E Jinfeas. 
xEX 
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This observation fulfills Geoffrion's "property P" which requires that the infimum of f(x, y) + 
(>J)Tg(x, y) and (J.li)Tg(x, y) over X be taken independently of y [25]. Without this property 
the infima defining Lfeas and Linfeas cannot be expressed as explicit functions of y. 
A MINLP algorithm based on the Generalized Benders Decomposition uses a NLP procedure 
to perform the minimization over X to generate the constraints in problem 6.5 , and a MILP 
procedure to solve the linear approximation of the MINLP problem. Such an algorithm is 
described below. 
6.4 MINLP Algorithm for the Chemical and Phase Equilib-
rium Problem 
To clarify the relation between the theory discussed in the previous sections of this chapter 
and the MINLP algorithm for the chemical and phase equilibrium problems, the structure of 
these problems is repeated below for comparison: 






subject to Cx +Dy ::; 0 subject to Yik -ypk ::; 0 Vk E P,i E Ck 
nik - OiYik ::; 0 Vk E P,i E Ck 
CE ~m X ~n1, 
DE ~m X ~n2 
X = ~n1 X = {nik I An - b = 0, 
nik 2 0, nik E ~ Vk E P, i E Ck} 
y = Bn2 y = {Yik1YPk I Yik1YPk E {O, l} Vk E P, i E Ck} 
A diagramatic representation of the MINLP algorithm is presented in figure 6.2: 
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Initialize algorithm 
K=I .. 
Solve primal problem at y=yK 
yes 
Store optimal Lagrange 
multipliers and x-variables 
Add a new Lagrangian constraint to 
the MlLP relaxed dual problem 
Solve the MlLP relaxed dual problem 
to determine yK and a new 
lower bound DL 
K= K+I 
no 
Solve the constraint violation 
minimization problem at y=yK 
no 
Figure 6.2: Mixed integer nonlinear programming algorithm 
\ 
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Step 1: Initialization 
Set the lower bound on the minimum: DL = -oo. 
Set the upper bound on the minimum: pu = +oo. 
Set the iteration counter: j = 1. 
Set a feasible choice of integer variables: yJ, ypi. 
Step 2a: The Primal Problem 
Solve the following nonlinear program which is the primal problem: 
minG 
n 
subject to An - b 0 
nik > 0 
nik - O.iyfk < 0 
if this problem is feasible: 
let Jfeas = j U Jfeas; 
store the optimal x-variables, nJ = n; 
Vk E P,i E Ck 
Vk E P,i E Ck. 
store the optimal Lagrange multipliers, )..J = >.; 
update the upper bound, pU = min{G(nJ),Pu}; 
go to step 3; 
else if this problem is not feasible: 
go to step 2b. 
end if 
Step 2b: Infeasible Primal Problem 
Solve the NLP that involves minimizing the violation of constraints: 
min a 
n 
subject to An - b 0 
nik > 0 
nik - niy{k - a < 0 
Let Jinfeas = 7. U Jinfeas. . , 
Store the optimal x-variables, nJ = n; 
Store the optimal Lagrange multipliers, µJ = µ. 
Vk E P,i E Ck 
Vk E P,i E Ck. 
CHAPTER 6. A MIXED INTEGER NONLINEAR PROGRAMMING APPROACH G4 
Step 3: Relaxed Dual Problem 
Solve the mixed integer linear programming master problem: 
min~ 
~.y,yp . 
subject to~ > Lfeas(y, yp, nj' >.J), j E Jfeas 
0 > Linfeas(y, yp, nj, µJ), j E Jinfeas 
YPk > Yik, \:/k E P, i E Ck 
Update the lower bound: DL = ~-
Step 4: Convergence Check 
if the lower bound equals the upper bound on the optimum, DL = pV then 
stop, 
else increment j; 
set yJ toy, the minimizer of the relaxed dual problem; 
return to step 2. 
end if 
6.5 Implementation 
Theoretical and practical considerations in the implementation of the MINLP are discussed · 
in this section. 
6.5.1 Singularities in the Gibbs Energy Function 
The MINLP reformulation of problem 6.1 requires some modification for implementation. 
Despite the ability of the species and phases to be explicitly activated or deactivated in the 
MINLP framework, the MINLP algorithm can still suffer from the numerical difficulties that 
can occur when a species tends to vanish in the computation of the NLP primal problem. 
To avoid this, the non-negativity constraints on the species are replaced by the constraints: 
where c is a small positive number that sets the lower bound on the quantity of an activated 
species. As the lower bound for the deactivated species is set to zero by this equation a 
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further adaptation is required to prevent singularities in the objective function. Following 
the approach taken by Paules and Floudas [57] this problem is resolved by partially generating 
the objective function to include only the terms that involve active species. The objective 
function now becomes: 
G 
where c: 
L L nik/-liA~, 
kEPiEC!; 
ck n { i : Yik = 1}. 
In this definition the set c: contains the activated components of the set Ck. 
6.5.2 Integer Cuts 
To prevent a primal problem defined by a particular set of binary parameters from being 
solved more than once, additional integer constraints are introduced into the relaxed dual 
problems: 
Note that for each j this inequality can be satisfied if and only if at least one Yik ( YPk) is 
different from yfk (yp{). An example will illustrate this point: 
Example 6 (Illustration of integer cuts) Suppose that on iteration 1 the primal problem 
is defined with binary parameters: yf1 = 1, y~ 1 = 0, and YPi = 1. Then an integer cut 
constraint is: 
[s·ign (Yi1 - i) J Yll + [s·ign (Y~I - i) J Y21 + [sign (vPi - i)] YPI 
~ Yi1 + Y~1 + YPi - 1 
[sign ( 1 - i)] Y11 + [sign ( 0 - i)] Y21 + [sign ( 1 - ~)] YP1 
~1+0+1-1 
[+] Y11 + [-] Y21 + [+] YP1 ~ 1 
Notice that only when Yn = 1, Y21 = 0 and YPI = 1, is the above constraint not satisfied. 
Using this constraint the combination of integer variables {y1 , yp1 } can be excluded frorn 
further consideration. 
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6.5.3 Programming Language 
The algorithm was implemented using a version of the modelling and optimization package 
GAMS. GAMS is an acronym for " General Algebraic Modelling System " and was de-
veloped to facilitate the representation and optimization of models in a way that is simpler 
and more efficient than methods that make use of the programming languages such as C or 
FORTRAN [10]. 
The implementation of the MINLP algorithm in GAMS was 'done using the APROS (Al~ 
gorithms for PROcess Synthesis) methodology proposed by Paules and Floudas [57]. This 
methodology facilitates the implementation of nonstandard algorithms involving communi-
cation of data between subproblems having parameters and structures that may vary during 
the course of the algorithm. Although the APROS methodology can be used with GAMS 
to implement nonstandard algorithms, programming tasks which are straightforward in a 
language like FORTRAN become extremely cumbersome in GAMS. The GAMS code for 
the MINLP algorithm can be found in appendix A. 
6.5.4 Optimization Packages 
The optimization algorithm GAMS/MINOS was used for the solution of the nonlinear pro-
gramming subproblems. For the mixed integer linear programming master problem the 
GAMS/ZOOM algorithm was used. GAMS/ZOOM solves the master problem by first solv-
ing it as a linear program, after which the Pivot and Complement heuristic is used to find the 
initial integer feasible solution. A Branch and Bound procedure is then employed to search 
for improved solutions and to verify optimality[lO]. 
6.6 Numerical Results 
Tlw c~xarnpk used to demonstrate the MINLP approach to multiphase reaction eqnilibri1m1 
problems involves the reduction of iron oxide in a system comprised of three solid phases and 
a gas phase. This example from Balzhiser et al. [2] has also been solved by Castillo and 
Grossmann [12], and Paules and Floudas [57]. The feed conditions and thermodynamic data 
used are shown in table 6.1 and have been taken directly from Balzhiser et al. As in the 
aforementioned papers, it is assumed here that the solid phases are immiscible and activity 
models are not necessary to describe their behaviour under the temperature and pressure 
conditions specified. In addition, the gas has been assumed to behave ideally. This problem 
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Component Feed co RT@l366J( 
[mols] [dimensionless] 
Fe(s) 0.0000 0.00 
FeO(s) 1.0000 -8.53 
C(s) 2.0000 0.00 
co 0.7500 -11.30 
C02 0.0000 -19.40 
H2 0.7500 0.00 
02 0.5000 0.00 
H20 0.0000 -8.39 
Table 6.1: Data for Iron Oxide Reduction at latm 
Species MINLP MINLP MINLP NLP NLP NLP 
Case 1 Case 2 [57] [2] [12] 
Fe(s) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
FcO(s) eliminated eliminated eliminated lE-10 eliminated lE-10 
C(s) 0.1086 1.4414 0.1087 0.1086 0.1086 0.0091 
co 2.5625 eliminated 2.5720 2.5625 2.5625 2.7349 
C02 0.0789 1.3086 0.0787 0.0789 0.0789 0.0061 
H2 0.7203 0.0617 0.7201 0.7203 0.7203 0.7470 
02 eliminated eliminated l.7833E-9 lE-10 0.2962E-9 lE-10 
H20 0.0297 0.1328 0.0296 0.0297 0.0297 0.0030 
Table 6.2: Comparison of Solutions to the Iron Oxide Reduction Example 
was solved by the MINLP algorithm using two different initial guesses: 
Case 1 yfk and YPk initialized to 1 for all species and all phases; 
Case 2 the y-variable for the species CO set to 0, all other yfk and YPk initialized to 1. 
The solutions obtained are shown in table 6.2 
The results obtained from the MINLP algorithm with initial guess 1 are very similar to those 
reported by Paules and Floudas [57]. The elimination of 02 in this implementation is due 
to the lower bound on the species, c, being set to 10-4 . 02 was not eliminated by Paules 
and Floudas as their value of c was 10-9 . The MINLP algorithm with the second initial 
guess returned an erroneous solution, CO being eliminated. The partial generation of the 
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objective function results in the NLP solver in the primal problem not being able to compute 
the Lagrange multiplier for the constraint: 
where i represents CO. As the dual information, used to construct the constraints in the 
relaxed dual problem, is incorrect, so is the relaxed representation of the dual problem. A 
solution to this problem is to set a lower bound c:, on all species, including the deactivated 
ones, and completely generate the Gibbs energy function in the primal problem. Formulated 
in this way, however, the MINLP offers no advantage over a NLP formulation. The fourth 
column of table 6.2 shows the results obtained from the solution to the NLP formulation using 
GAMS/MINOS. These results are in agreement with the results reported by Balzhiser et 
al [2] and Paules and Floudas [57], but not with those reported by Castillo and Grossmann 
[12]. This discrepancy is possibly due to Castillo and Grossmann's calculations being for 
the system at 1363K instead of 1366K. 
6. 7 Conclusions 
The MINLP formulation is inappropriate for the phase and chemical equilibrium problem. 
Integer variables are redundant in the MINLP formulation as the disappearance of a specil~s 
can occur through the continuous elimination of moles. Furthermore, the MINLP formula-
tion is able to eliminate neither the objective function singularities nor the ill-conditioning of 
the reduced Hessian. A more suitable approach for dealing with a lack of a priori informa-
tion about the number of phases present at equilibrium would be a nonlinear programming 
approach, customized to suit the chemical equilibrium problem. 
Chapter 7 
Decomposition Based Global 
Optimization 
In some instances more than one local optimum may occur on the Gibbs energy surface. 
Of these local minima, the one which globally minimizes the Gibbs energy surface is the 
true equilibrium point; the other minima may physically be interpreted as metastable states 
which are of little interest in engineering applications. The methods discussed in the previ-
ous chapters are all based on iterative approaches where at each iteration local Gibbs energy 
surface phenomena such as the gradient and curvature are used to determine an improved 
estimate of the minimum. Applied to nonconvex surfaces these methods can at best guaran-
tee convergence to a local minimum but cannot guarantee in any way the global optimality of 
the solution obtained. This section examines a method capable of guaranteeing the global 
optimality of the solution. The method applies specifically to cases where the nonconvexi-
ties in the Gibbs energy function are induced by the NRTL activity coefficient model. An 
ef£ciency enhancing modification of the algorithm is introduced, and the modified algoritlun 
is compared with the original. 
7.1 Decomposition Based Global Optimization Algorithm 
The algorithm described in this section was developed by Visweswaran and Floudas [20] and 
applied to the chemical and phase equilibrium problem by McDonald and Floudas [44, 45]. 
This deterministic method, is inspired by the decomposition techniques employed in the 
Generalized Benders Decomposition [25] which was discussed in the previous chapter. The 
crucial difference, with regard to the Generalized Benders Decomposition, between the type 
69 
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of nonconvex problem discussed in this chapter and the MINLP problems discussed in the 
previous chapter is the presence of Geoffrion's "property P" [25] in the latter and its absence 
in the former. In the previous chapter the presence of "property P" allowed the relaxed 
dual problem to be formulated in an explicit manner. The global optimization algorithm 
discussed in this chapter deviates from the Generalized Benders Decomposition primarily 
in the construction of a computable relaxed dual problem in the absence of "property P". 
The global optimization algorithm is suitable for minimization problems that conform to the 
following general structure: 
minf(x,y) (7.1) 
x,y 
subject to g(x, y) < 0 
h(x,y) 0 
x E X 
y E y 
where X and Y are convex sets, f(x,y), g(x,y) and h(x,y) are continuous piecewise differ-
ential functions on X x Y which satisfy the following criteria: 
1. f ( x, y) and g ( x, y) are convex in x for all fixed y, and convex in y for all fixed x; 
2. h(x,y) is affine in x for all fixed y, and affine in y for fixed x; 
3. X and Y ~ V are nonempty, compact convex sets and the Slater constraint qualification 
is satisfied: 
V = {y: h(x,y) = O,g(x,y) :S 0, for some x}; 
4. *!: and if;; are affine in y for fixed x. 
Nonconvexities in problems of this type arise through the interaction between the x and the 




subject to - 2 < x :::; 1 
-1 < y:::; 2. 
The objective function for this problem is depicted in figure 7.1, and is clearly not convex. 
While some problems may naturally conform to the above structure, others may be made to 
conform through the augmentation, transformation and partitioning of the original problem's 
variables. These ideas will be demonstrated in the application of the global optimization 
algorithm ~o the chemical equilibrium problem. 















Figure 7.1: Nonconvexity of a bilinear function 
7.2 Decomposition and Duality 
An important issue in global optimization is that of estimating the quality of a candidate 
global solution. A common measure of global optimality, used by McDonald and Floudas 
[44] as a convergence criterion, is the difference between the candidate minimum and a tight 
lower bound on the global optimum. The global optimization algorithm uses the two key 
concepts of the Generalized Benders Decomposition to generate this lower bound: 
1. decomposition, part of the strategy used to unravel the complicating effects of the 
interaction between x and y variables; 
2. duality, used to take into account the effects of constraints in the construction of a lower 
bound. 
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subject to y E Y n V, 
where V {y: h(x,y) = O,g(x,y)::; O,for some x} 
and v(y) min J(x, y) 
x 




In this formulation v(y) and V are not explicitly defined. Using the Generalized Benders 
Decomposition approach, Visweswaran and Floudas [20] use du'ality to explicitly define these 
quantities. Define the primal problem parametrized by a fixed value yk E Y : 
minf(x,yk) 
x (7.5) 
subject to h(x, yk) 0, 
g(x,yk) < 0. 
Conditions 1-4 of section 7.1 ensure that this problem is convex and satisfies the Slater 
constraint qualification. Therefore the strong duality theorem applies; the solutions to the 
primal and dual problems are the same [24], with the dual problem given by: 
Problem 7.2 can therefore be represented by replacing the inner problem with the dual for-
mulation: 
min v(y), (7.G) 
y 
subject to v(y) > mjn {f(x, y) + >·.Th(1:, y) + /lTg(2;, y)}, \:Ip. 2: 0, \;/,\, 
y E YnV, 
V _ {y:h(x,y)=O,g(x,y)::;O, forsomex}. 
This problem has an infinite number of constraints and the function v(y) is implicitly defined. 
By dropping the constraints on y and replacing the infinite set of multipliers with a finite 
one, a relaxed dual formulation with a finite number of constraints is obtained: 
min v(y), (7.7) 
y 
subjecttov(y) 2: mJn{f(x,y)+(>.k)Th(x,y)+(µk)Tg(x,y)} k=l, ... ,K. 
As this relaxed problem has fewer constraints than 7.6 it represents a lower bound on the 
global solution. This result is not useful in itself as the inner problem is parametrized 
; 
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by y and would appear to be very difficult to solve. A computable approximation of the 
intractable relaxed dual problem which can rigorously underestimate the global minimum is 
therefore required for the development of an implementable algorithm. In the Generalized 
Benders Decomposition "property P" is called upon at this stage to enable the constraint 
functions to be expressed explicitly. In general, the nonconvex optimization problem is such 
that the interaction of the x- and y- type variables invalidate property P. Visweswaran and 
Floudas's [20] method of rendering a computable approximation for the relaxed dual problem 
is discussed in the next section. 
7.3 Simplification of the Relaxed Dual 
Discussed in section 7.3.1 is the way in which problem 7.7, when constrained by a single 
Lagrangian function, can be simplified to an explicit form. Section 7.3.2 generalizes the 
concepts introduced in section 7.3.1 to include the case where there is more than one La-
grangian constraint in problem 7.7. 
7.3.1 Simplification of the Relaxed Dual Constrained by a Single Lagrangian 
Function 
Let the inner relaxed dual problem be defined as: 
min L(x, fj, >..k, µk), 
x 
L(x, fj, >..k, 11k) = f(x, y) + (>..kf h(x, y) + (µk)T g(x, y), 
where L(x, f), >/, rlk) is the Lagrangian function parametrized by fj and Lagrange multipliers 
>..A~ and p.k. In this section we consider the transformation of the inner relaxed dual mini-
mization problem into a set of constraints which define a computable lower bound. Consider 
the Lagrangian function which has been linearized with respect to the x variables about a 
point xk : 
L(x, f;, >..k, µ.k) l~r= L(xk, fj, >..k, µk) + L \1 x;L(x, fj, >..\ µk) lxk ·(xi - xf), 
iEJ 
and note that this linearized function underestimates the Lagrangian because of the latter's 
convexity with respect to x. 
From this observation an inequality between the inner relaxed dual and a linearized inner 
relaxed dual problem obtains: 
(7.8) 
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Clearly, the minimizer of the linearized problem is an extreme point, where each Xi is equal to 
either its lower bound xf, or its upper bound xf, depending on whether \7 x; L(x, fj, )..k, p.k) lxk 
is positive or negative: 
n L( - \ k k) I < 0 min U v x; x, y, A , J-l xk _ => xi = xi 
n L( - \k k) I 0 min L vx; x,y,A ,J-l xk°2. =>xi =xi, 
where 
and fJ is an arbitrary fixed value of y. 




subJ"ect to c > minL(x8 j y )..k f-lk) !!in 
.,, y ' ' ' xk' yE 
subject to Vx;L(x,y,>..k,µk) < 0, 
\7 x;L(x, y, >..k, µk) > 0, 
if Xi= ::i;f 
if Xi·= XL 
i ' 
(7.9) 
Where Bj refers to a combination of lower and upper bounds, CB is the set of all such com-
binations, and x 8 J is a vector defining the extreme point on the x-domain which corresponds 
to Bj. 
To clarify this notation let x be a 2-vector. The set CB then contains 4 elements: 
1. B1={L,L}, 
2. B2 = { L, U} , 
3. B3={U,L}, 
4. B4 = {U, U}, 
\V here L and U refer to "lower bound" and "upper bound" , and x8 2 = ( xf, x¥). 
Minimization over CB can be achieved by solving the inner minimization over y for each 
Bj E CB. The constraints imposed on the inner problem, termed qualifying constraints by 
Visweswaran and Floudas, result in they-domain being partitioned into subdomains, where 
each subdomain is associated with a particular element of CB. Note that satisfaction of 
condition 4 in section 7.1 results in the feasible region defined by the qualifying constraints 
being convex. This simple example based on figure 7.1 will clarify the idea: 
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Example 7 Demonstration of the use of qualifying constraints for the nonconvex minimiza-
tion problem: 
mini f(;i;,y) :r;y 
xE.h,yE.R 
subject to - 2 < x ~ 1 
-1 < y ~ 2. 
Consider this problem's relaxed "dual": 
subject to ~ > 
min min~ 
B1ECB c;E~ 
min f(x 81 ,y), 
-l:Sy:S2 
subject to y ~ 0, if x 8 1 = xu 
y 2:: 0, if xB1 = XL 
noting that, because this example involves no constraints where x and y variables interact, 
there is no notion of duality in this relaxed "dual" problem, hence the "relaxed dual problem" 
w'ill be referred to as the "rela.1:ed problem". As x is a scalar, the set CB contains only two 
elements, B1 and B2, where x 81 = xL, and x 82 = xu. In figure 7.2 the domain of the origi-
nal minimization problem is divided into two regions. In region 1 the minimization problem 
is restricted to the domain where y 2:: 0, in region 2 the minimization problem is restricted 
to the domain where y < 0. This is the partitioning scheme dictated by the constraint qual-
ifications. Notice that the objective function in region 1 increases with increasing x, while 
the function in region 2 decreases with increasing x. From this observation it follows that 
the minimizer of region 1 must lie at x = xL = -2 and the minimizer of region 2 must lie 
at x = xv = 1. The partitioning of the y domain into two regions demarcated by the qual-
ifying constraints results in a nonconvex minimization problem being replaced by two convex 
minimization subproblems: 
and 
Problem B 1 : min f(xL,y), 
0:Sy:S2 
Feasible regions for these problems are marked by arrows labelled B 1 and B2 respectively and 
the minimizers for the respective problems are y = 2 and y = -1. As the minimum of 
problem B 1 is less than that of problem B2 the solution to the relaxed problem is the solution 
to problem B 1 . Because f(x,y) is affine in x no linearization approximation has been made, 
hence the solution to the relaxed problem is the global minimizer of the original problem. 











Figure 7.2: Qualifying constraints for the bilinear programming problem 
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7.3.2 Simplification of the Relaxed Dual Constrained by Multiple La-
grangian Functions 
The previous section illustrated how the relaxed dual problem 7.7 can be simplified to a form 
with explicit constraints when there is only one Lagrangian constraint. This section will 
show how the methods used in the previous section can be used to simplify a relaxed dual 
with any number of Lagrangian constraints. 
The representation of a relaxed dual problem with multiple constraints is a crucial element 
of the global optimization algorithm. The lower bound given via problem 7.9 will yield a 
conservative bound due to the relaxation of the dual problem and the linearization of the 
Lagrangians with respect to the x-variables. To generate a sequence of lower bounds that 
converges to a value DL such that J(x*, y*) - DL :::; E, where :r;*, y* is the best known 
solution and E is a predefined convergence tolerance, provision must be made for refinement 
of an initially crude lower bound estimate. This is done through finer partitioning of the 
y-domain and the addition of constraints to the relaxed dual problem. 
Consider the situation on the Kth iteration of an algorithm where K -1 Lagrangian functions 
are available from previous iterations' relaxed dual problems in addition to a newly generated 
Lagrangian function. The relaxed dual problem 7. 7 may be defined as: 
min~ 
yEY,~ 
subject to ~ > minL(x,y,>.k,µk) 
x 
~ > minL(x,y,>.K,µK). 
x 
(7.10) 
k =.1,. . .,K -1 
Simplification of this problem to a tractable one is done in a manner similar to that considered 
in the previous section, except here the Lagrangia.ns from previous iterations need to b<~ 
included. A central aspect to the development of this simplification is the manner in which 
the qualifying constraints partition the y-domain over successive iterations. The following 
example illustrates the partitioning process and introduces the concepts which allow 7.10 to 
be simplified. 
Example 8 Illustration of the partitioning of the y-domain, 
Consider the case where y E 3!2 and the qualifying constraints cause the y-domain to be par-
titioned by arbitrary hyperplanes. Let there be a Lagrangian function L(x,y,>.1,µ1 ) whose 
qualifying constraints are such that the y-domain is partitioned in the manner depicted in fig-
ure 7.3. In this diagram the four arrows labelled Bl point into the y-subdomains where the 
linearized Lagrangian functions L(x8 l, y, >.1, µ 1) l~f· parametrized by x 8 f, respectively mule?·-










0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Y1 
Figure 7.3: Partitioning of they-domain for Lagrangian 1 
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estimate the Lagrangian L(x, y, .>.1, µ1). Note that the linearized Lagrangian L(xB~, y, .>.1 , µ1) l~f 
is a valid underestimator of the Lagrangian only in the shaded y-subdomain. A lower bound 
on the global optimum can be computed by first solving a minimization subproblem for each 
j = 1, ... '4: 
then .finding the minimum of these: 
min { ~B} ,~B~,~B},~B~}. 
Now consider figure 1.4 which illustrates the partitioning of the y-domain for a Lagrangian 
function L(x, y, .>.2 , µ 2). The arrows in this diagram point into the regions where the lin-
earized Lagrangians L(xBf, y, .>.2 , µ 2 ) 1~¥ underestimate the Lagrangian function L(x, y, >..2 , µ 2 ). 
The shaded region represents the region where the linearized Lagrangian L(xBi, y, .>.2 , µ 2) l~;i 
underestimates L(x, y, .>.2 , µ 2). In figure 7.5 the shaded region represents the intersection of 
the shaded regions of.figure 7.3 and .figure 7.4. In this region L(xBfi, y, >..1 , 11.1) 1.~r· 11.nderesti-
mates L(a:, y, >..1 , 11.1), and L(x8 'f, y, >..2 , f.t2 ) If;; v.nderestima,tes L(a;, y, .>.2 , p.2 ). Now consider 
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Y1 
Figure 7.4: Partitioning of they-domain for Lagrangian 2 
the implication of these results for a problem which is similar to problem 7.10: 
min~ 
yEY1 ,~ 
subject to ~ > minL(x, y, A1, µ 1) x 
~ > minL(x, y, A2 , µ.2 ), x 
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(7.11) 
where y' is the shaded region in figure 7. 5. From the above discussion a lower bound on the 




subject to ~ > L(x8~ 1 y,A1,µ1 ) l~ri 
~ > L(xB~, y, A2' µ2) I~~'. 
(7.12) 
As th:is problem h(J,s e.1:plicit constraints and is convex it is o.meno.ble to comzndatfon. Having 
seen how 7.10 can be simpl~fied to one region y' of they-domain we now consider the problem 
of simplifying the relaxed dual over a larger region, the shaded region Y
11 
in figure 7.3. By 
noting that L(x8 l, y, A1, µ 1) l~r· is a valid underestimator of L(x, y, A1, µ 1) in part of regions 




e > minL(x,y,A1,p,1) 
x 
e > minL(x,y,A2 ,p.2), 
x 
(7.13) 
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Figure 7.5: Partitioning of they-domain for Lagrangians 1 and 2 
with the minimum of the following problem: 
B2 
where e j 
min {~BJ} 




subject to e 2 L(x, y, .A2 , µ 2 ) J~r 
k k j s2 u2 
'Vx;L(x,y,.A ,µ) xA' ::;O ifxi 1 =xi 1 
( k k)' B2 £2 \1 x;L x, y, .A , µ xk 2 0, if xi 1 =xi 1 
e 2 L(xBli,y,_Al,µ1) i~r· 
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(7.14) 
Let eB~in denote the solution to the above problem. A lower bound DL on the global minimum 
over the whole y-domain can be obtained from: 
(7.15) 
Note that if eBj was to be included in the minimization problem in relation 7.15, the ex-
pression would still be valid. However, a tighter bound on the global optimum is derived 
using the expression as it stands, because eB~in, which is greater than or equal to eB5, under-
estimates the global minimum in the same region of the y-domain which is underestimated by 
e Bj. Jn equation 7.15 , ~Bl,~ B~ and ~Bl are each uniquely associated with a region that has 
not yet been further partitioned. To generalize the idea behind equation 7.15 it is convenient 
to associate each y-region with a node which has a unique identity number 1, . .. , k8 • The set 
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of all nodes associated with y-regions that have not been f1trther partitioned is denoted Nk.,. 
Equation 7.15 can then be expressed as: 
In the global optimization algorithm a new Lagrangian function is defined on every 'iterat'ion. 
The new Lagrangian, together with Lagrangians from previous iterations are then combined, 
in the manner described in this example, to tighten the lower bound on the global optimum. 
The Lagrangian functions L(x, y, >.1, {t1 ) and L(x, y, >..2 , µ2 ) can be seen as the Lagrangians 
whose multipliers where calculated on iterations 1 and 2 respectively. At the end of the first 
iteration the lower bound on the global minimum is min { EBi, EB~, EBj, EBl}. At the end of 
the second 'iteration this lower bound is refined to min { EB~in, EBi, EB~, EB~} . 
From these observations we can derive a computable approximation of the Kth iteration's 
relaxed dual problem. Let the Lagrangian function for the kth iteration be defined by tlie 
Lagrange multipliers corresponding to the optimal solution of the primal problem 7.5 where 
y is fixed at yk. Define PL( k, K) to be the set of bounds Bj E CB for which the qualifying 
constraints for the Lagrangian function from the kth iteration are satisfied at yK. The 
simplified version of problem 7.10 is: 
min {EB~~in, min Ekt.} 
ktENks 
where 
BK and E 1 = 
minE 
' subject to previous iterations' Lagrangian constraints: 
· E~L(x,y,>.k,J.tk)l~r ) 
I 
Bk Uk 
'\l x;L(x, y, >.k, µk) xk :S 0, if xi 1 =xi 1 \:/Bj E P L(k, K), k = 1, . ., K · 
k k I Bk Lk' 
'Vx;L(x,y,>.. ,µ) k ~ 0, if xi 3 =xi 3 ; 
x 
and the current iteration's Lagrangian constraint: 
E ~ L(x, y, >..K, µK) l~?.-
n L( ,]( K)J <O 'f Bf u1K vx; x,y,/\ ,µ xK _ , l xi =xi 
'\l .L(x y )..K {lK) > 0 if x. 1 = X· 1 I 
BK LK 
Xi ' ' ' xl< - ' 'l. 'l. ' 
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7.4 The Global Optimization Algorithm 




Solve primal problem at y=yK. 
Store optimal Lagrange 
multipliers and x-variables 
Select previous Lagrangians 
whose qualifying constraints · 
arc satisfied at y. 
Select a new y-subdomain and 
determine the set of x-variable 
bounds Bi using the qualifying 
conslraints. 
Solve the relaxed dual subproblem 
for set of bounds Bi 
K= K+I 





Figure 7.6: Global optimization algorithm 
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The general form of the global optimization algorithm may be formally stated as: 
Step 0: Initialization 
Set: 
the lower bound on the global minimum: DL = -oo 
the upper bound on the global minimum: pV = +oo 
the convergence tolerance: E 
the iteration counter: ]( = 1 
the starting point: y1 
Step 1: The Primal Problem 
Solve the primal problem with y = yK , and set pK to the optimal objective value; 
Evaluate the Lagrange multipliers for the primal problem, >J<; 
If pK < pU update the upper bound on the global solution: pU = pK. 
Step2: Select Previous Lagrangians 
83 
Select the set of Lagrangians from previous iterations which are pertinent to the forth-
coming relaxed dual problem: 
for k = 1, ... , ]( - 1 
end 
for all Bf E CB 
end 
Determine whether or not the qualifying constraints evaluated at yK are sat-
isfied for the set of bounds Bf, in other words check if the following relations 
are true: 
B~' u~· 
if ;I:,i l = :l:i I 
Bk Lk' 
if xii =xii 
If these relations are satisfied then let PL( k, K) = Bf. 
Step 3: The Relaxed Dual Phase 
Set up and solve the relaxed dual subproblem corresponding to each bound combination: 
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for all Bj< E CB 
Calculate xU/<, xL{<, the upper and lower bounds on the x-variables; 
Solve the following relaxed dual subproblem for e13f< and y* where y* is the mini-
mizer and eBf< is the minimum: 
subject to 
and c > L(x y >.K µI<) llin 
<,, - ' ' ' xK 
\:/ BjEPL(k,J<), 
k = 1, .. ,!( - 1 
I 
13K UK 
\1 .L(x y AK µK) < 0 if X· 1 = X· 1 
Xi ' ' ' K - ' t t 
x /( /( 
end 
n L( . \/( K)' 0 'f .B1 - L, vx;. x,y,A ,µ I< 2: , 1 xi - X.; , 
x 
if en/< 2: pU, then fathom they-subregion; 
if eB/< < pU' then set ks = ks+ 1, add node ks to the set of "leaf" nodes N~,s' and 
store the solution to the subproblem; ek• = eBf<, and yks = y*. 
Step 4: Select the y-Region for Next Iteration 
Update the lower bound on the global minimum, DL = min e1 ' and select the corrc-
ktENks 
sponding node for the next iteration, kc = arg min ekt. 
kt EN ks 
Remove kc from the set of leaf nodes, Nk •. 
Set yK+I = ykc. 
Step 5: Check for Convergence 
If P~?Jt :::; E stop, the algorithm has converged; otherwise set I< = I<+ 1 and i·eturn 
to Step 1. 
Note that for the general problem, the possibility of the primal problem being infeasible must 
be taken into account. However, infeasible primal problems are not considered here as they 
do not occur when the algorithm is applied to the Gibbs energy minimization problem. 
When the global optimization algorithm is applied to the NRTL equation the algorithm is 
structured to be more efficient, primarily in the means by which the previous Lagrangians 
are selected and in the use of the qualifying constraints in the relaxed dual subproblems. 
Conceptually, however, the general algorithm presented here is identical to the method which 
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is described in section 7.5 . The global optimization algorithm is demonstrated below on a 
problem involving the minimization of a nonconvex polynomial function. 
Example 9 Demonstration of the Global Optimization Algorithm 
Consider the following minimization problem: 
min -15y - 5y2 +y3. 
-4:S:y:S:6 
Figure 7. 7 shows the objective function, which is labelled J(y), to be nonconvex. The non-
convexities are introduced in the y 2 and y 3 ter'ms. As the structure of this problem does not 
match the prerequisites of the global optimization algorithm the problem needs to be modified 
in some way. One way of adapting the problem is through the introduction of new variables 
:1:1 and 1:2 which are related to y via the eq'/J,ations: 
X1 -y = 0 
X2 - X1Y = 0. 
With these variables the problem can be written as: 
min -15x1 - 5x2 + x2y 
(x1 ,x2,y)EITT3 
S'/J,bject to - 4 ::; y ::; 6 
X1 -y = 0 
X2 - X1Y = 0. 
By partitioning the variables so that x1 ,x2 E X and y E Y the problem clearly matches the 
structure underlying the assumptions of the global optimization algorithm. In particular the 
objecfrue function 'ts conve:r: in the 1:-variables when they-variables are held constant, and vice 
versa. In addit'ion, the equal'ity constraints are affine in the 1:-variables when the y-va'1·iablcs 
are held constant and vice versa. 
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Iteration 1: To start the algorithm a feasible value (y1) is selected. Let y1 = 1. On iter-
ation k the primal problem parametrized by yk is: 
min -15x1 - 5x2 + x2yk 
(x1 ,x2)ER2 
subject to x1 - l = 0 
X2 - X1Yk = 0. 
The solution to the primal problem is completely defined by the equality constraints, 
yielding the optimal x-values: 
X1 = yk 
X2 = (yk)2. 
Using our initial value of y 1 we get the following result: 
The primal objective function is evaluated here as -19. pU, the upper bound in the 
global optimum can therefore be set to -19. The Lagrangian function for the primal 
problem is written as: 
where .A~ and .A~ are the Lagrange multipliers for the equality constraints. From the 
J( arush-K uhn-Tucker conditions which include: 
the following relations must hold at the solution to the primal problem: 
-15 + .A~ - .A~yk = 0 
-5 + yk + .X.~ = 0. 
Using these equations the optimal Lagrange multipliers can be calculated. For the cur-
rent problem where y 1 = 1 the values of the Lagrange multipliers are: 
.X.i = 19 
.X.~ = 4. 
The next stage in the algorithm is the solution of the relaxed dual problem which consists 
of two relaxed dual subproblems. Each subproblem is defined by its feasible y-domain 
CHAPTER 7. DECOMPOSITION BASED GLOBAL OPTIMIZATION 88 
and the bounds at which the x-variables are held constant. The partitioning of the y-
domain and the setting of the x-variables to their bounds ensures that the sofotion to 
the relaxed dual problem underestimates the global minimum. The following qualifying 
constraints are central to the specification of the subproblems: 
8L(x,y,>.1) < O 
8x1 -
8L(x,y,>.1) > O 
8x1 -
8L(x, y, >.1) < O 
8x2 -
8L(x,y,>.1) > O 
8x2 -
In this example the superscripts on B, L, and U refer to the iteration number, while the 
subscripts ref er to the relaxed dual subproblem number. These qualifying constraints 
can be simplified by taking into account the KKT conditions for the primal problem: 
8L(x, y, >.k) = (-15 + >.~ - >.~y) 
8x1 
= (-15 + )..~ - )..~yk) + (->.~) (y -yk) 
= ->.~ (y -yk)' 
8L(x,y,>.k) _ ( 
5 
,k) 
a - - + y + /\2 X2 
= ( -5 + yk + )..~) + ( y - yk) 
= y-yk. 
From the above result we note that the partitioning of the y-domain is such that in 
each subdomain the sign of y - yk is constant. In the present example the qualifying 
constraints define two regions: 
region 1 y ~ 1, 
region 2 1 ~ y 
In the first region we note that : 
and 
8L(x, y, ;..1) = -19(y - 1) ~ 0, 
8x1 
8L(x, y, >.2) = y - 1 < 0. 
8x1 · -
As the value of the Lagrangian in this region increases with increasing :i:1 , the underes-
timating function is defined by setting x1 to its lower bound. With increasing x2 the 
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Lagrangian decreases, therefore the underestimating function is defined by setting x2 to 
its upper bound: 
B1 Ll 
X1 1 = X11 
Bl u1 
X2 1 = X21. 
In the second region the following relation obtains: 
8L(x,y,>.1) = -19( -1) < 0 
a y - ' X1 
and 8L(x, y, >.2) = - 1 > 0 a y - ' X1 
therefore the bounds on the x-variables are set as follows: 
Bl u1 
X 2 - x 1 1 - . 1 
Bl L1 
X 2 - x 2 2 - 2 . 
l I . l 1 u1 L1 u1 l L1 . I f I . . 1 '> To eva uate t 1.e num.eric va ues o x 1 ' , x 1 ', :r2 '· , anc :i:2' in eac 1. o t 1.e regions, z = , ~, 
we need to examine the constraints that pertain to these variables. In the first region 
defined by 
-4 s: y s: 1, 
we note that 
0 s: (y) 2 s: 16. 
Th ,f . . 1 Uf - 1 Li - 4 Uf - 16 d £t 0 ereJ ore in region , x1 - , x1 - - , x 2 - , an x 2 = . 
defined by 
1 s: y s: 6, 
the bounds on (y) 2 are: 
1 s: (y) 2 s: 36. 
Th ,f . . 2 UJ 6. L~ 1 UJ 36 d L~ 1 ereJore in region , x1 = , x1 = , x 2 = , an x 2 = . 
and solve the relaxed dual problems in each of the subregions. 
In region 1 the relaxed dual problem is defined as: 
min ~ 
-4'.S;y'.SI,E 
In the second region 
We can now define 
subject to ~ 2: -15xfi - 5x~i + x~i y + >.i ( xf i - y) + )..~ ( x~i - xi'Iy) . 
This function is labelled L( xBi, y, >.1) in figure 7. 7. The minimizer to this problem lies 
at y = -4 where the relaxed dual objective has a value of -84. 
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In region 2 the relaxed dual problem is defined as: 
min ~ 
l:Sy:56,( 
SU ject to ~ > -15x1 - X2 + X2 y + /\1 X1 - y + /\2 X2 - X1 y . b U:} 5 q q d ( U:} ) d ( L~ U:} ) 
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. This Junction is labelled L(xB~, y, A1) in figure 7. 7 and its minimum in region 2 of 
iteration 1 lies at y = 6, where the relaxed dual objective has a value of -229. As 
-229 :::; -84, DL is set to -229, and the parameter for the next primal problem is 
y2 = 6. 
Iteration 2: The primal problem is solved using the parameter y2 = 6 and the equations: 
X1 y2 = 6 
x2 = (y2 ) 2 = 36. 
The primal objective value, -54, is less than pU = -19 therefore the new upper bound 
pU = -54. The Lagrange multipliers are calculated analytically: 
-15 + Ai - A~y2 0 
-5 +y2 +A~ 0. 
Ai = 9 
A~ -1 
The qualifying constraints for the relaxed dual problems based on the parameters from 
iteration 2 are: 
-A~ (y - y2) = l(y - 6) > 0 f B2 L2 Z x 1 ' = Xl', 
l(y - 6) < 0 f B2 u2 Z x 1 ' = x 1 ' 
and y-y2 = y-6 > 0 f B2 L2 Z x 2 ' = X2' 
y-6 < 0 j B2 u2 Z X2' = X2'. 
These constraints require that the y-domain be partitioned into the following regions: 
region 1 y < 6 
region 2 6 < y. 
(7.16) 
(7.17) 
However, as the second region contains only a single point which is contained in the first 
region, this region is redundant. The qualifying constraints for iteration 1 's Lagrangian 
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are repeated here: 
-19(y - 1) > 0 
B1 £1 
if X1 1 = Xl l' (7.18) 
y-1 < 0 
Bl u1 
·if X1 1 = X11 (7.19) 
-19(y - 1) < 0 
Bl u1 
if Xl 2 = X1 2' (7.20) 
y-1 > 0 f BJ L~ i X 1 = Xl . (7.21) 
Constraints 'l.18 and 7.19 are satisfied in the region where y :S: 1; constraints 7. 20 and 
7.21 are satisfied when y 2: 1. At y = y2 = 6 constraints 7.20 and 7.21 are sat·isfied, 
therefore the constraint associated with region 2 of iteration 1 can be included in the 
current relaxed dual problem: 
min ~ 
l:<:;y:<:;6,~ 
subject to ~ > -15x~J - 5x~~ + x~~y + >.i ( x~J - y) + >.~ ( x~~ - x~i y) 
c 1 ~ Uf 5 Uf Uf '2 ( Uf ) '2 ( Uf Uf ) '> > - v::r;l - X2 + X2 Y + "l Xl - Y + "2 X2 - X1 Y · 
These constraints are shown in figure 7. 7 where they are labelled L( xBJ, y, >.1) and 
L(x8 ?,y,>.2) respectively. The minimizer is y = 3.67 and~= -131. As -131 :S: 
-84, -131 is the new lower bound on the global optimum DL, and the parameter for 
iteration 3's primal problem is y3 = 3.67. 
Iteration 3: The primal problem is solved using the parameter y3 = 3.67 and the equations: 
X1 y3 = 3.67 
X2 (y3 ) 2 = 13.44. 
The primal objective, -72.93, is less than the wrrent pU therefore pU = -72.93. The 
Lagrange multipliers are calculated analytically: 
-15 + >-r - >-~y3 a 
-5 + y3 + >.~ 0. 
>-r 19.89 
>.~ 1.33 
The qualifying constraints for the relaxed dual problems based on the parameters from 
iteratfon 2 are: 
->.~ (y - y3) = 1.33(y - 3.67) > 0 j B3 L3 2 X 1 ' = Xl', 
1.33(y - 3.67) < 0 
, B3 U3 
if X1' = X1' 
and y - y3 = y - 3.67 > 0 j B3 L3 2 X2 '· = x 2 ' 
y - 3.67 < 0 j B3 U3 2 X2' = X2'. 
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These constraints require that the y-domain be partitioned into the following regions 
region 1 y :::; 3.67 
region 2 3.67 · :::; y. 
(7.22) 
(7.23) 
The qualifying constraints for Lagrangian functions L(xB~, y, >J) and L(xB?, y, >.2 ) ca,n 
be shown to hold at y 3 therefore the relaxed dual with region 2 of iteration 1 can be in-










> L(xB~, y, >.1) 
> L(xBf' y, >,2) 
> L(xsr, y, >-3) 
Jn figure 7. 7 the minimum e = -72.93 can be seen to lie at y = 3.67. Ase is greater 
than the upper bound pU = -84, it is certain that the global minimum does not lie in 
they-domain of iteration 3 region 1 and the region is therefore fathomed. The relaxed 









>· L( XB~ 'y' A 1) 
> L(xBf, y, >,2) 
> L(xB~' y, ),3) 
The minimum lies at y = 4.97, and e = -87.77. Refering to figure 7. 7, the regions 
that have not been further partitioned are seen to be "iter 1: region 1" , "iter 3: region 
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1 ", and "iter 3: region 2". Region 1 of iteration 3 has been fathomed, therefore the 
new lower bound on the global m'inimum DL is the smaller of the underestimator of 
the global m'inimum in region 1 of iteration 1 (-84) and the underestimator of lhe 
global minimum in iteration 3's region 2 (-87. 77). Consequently DL =-87. 77 and the 
parameter for iteration 4 's primal is y4 = 4.97. 
Comments: This process continues while the lower bound defined by the Lagrangians of 
the relaxed dual problems differs from the least upper bound defined by the primal prob-
lems. In figure 7. 7, the global minimum for the problem can be seen to lie at y = -4. 
Although on the second iteration the primal problem is evaluated at this point, y 2 = -4, 
the main effort in the global optimization procedure is the refinement of the underesti-
mating function to a degree which is sufficient to prove that a known local minimum is 
an E-global minimum. 
7.5 Application to the NRTL Equation 
The application of the global optimization algorithm to a particular problem cannot be 
done blindly, as is the case with local nonlinear programming packages, rather it requires 
consideration of the following issues: 
1. transformation of the problem so that it conforms to the algorithm's requirements; 
2. partitioning the variables into x- and y- types; 
3. definition the algorithm's subproblems: the primal problem and the relaxed dual prob-
!em; 
4. partitioning of the y variable space. 
McDonald and Floudas' resolution of these issues for the NRTL equation and the phase 
equilibrium problem is discussed in this section. 
7.5.1 Transformation and Partitioning 
The dimensionless Gibbs energy function, G = ffr, defined using the NRTL equation is: 
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"" "" { LjEC Tji'/'jinjk "" "/ijnjk { LLEC Tzj"/1jnlk} } + 6 6 n·k + 6 T:. - -~-=--=---
iEC kEP i LjEC "/jinjk jEC LjEC "/ljnlk iJ L!EC "/ljnlk ' 
where, C is the set of chemical species, .P is the set of hypothetical phases, and T and 'Y are 
NRTL parameters. McDonald and Floudas [44] show that the function can be significantly 
simplified to yield the following: 
G(n) = L ck+ LL nik { L "/ijTijnj~ } 
kEP kEP iEC jEC LI.EC "/l1 lk 
(7.24) 
. _ "" { c{k ( nik ) } where Ck - 6 nik RT+ ln ". . · 
iEC i..J3EC n3k 
The terms in equation 7.24 to the left of the plus sign are all convex; whereas those to 
the right are nonconvex. Restructuring the problem to conform to the global optimization 
algorithm's prerequisites starts with the transformation of variables, and the partitioning of 
variables into x- and y-types. Recall that this partitioning should yield a function that is 
convex in x for fixed y; and convex in y for fixed x, and the gradient of this function with 
respect to x should be affine in y. To achieve this, new variables are introduced: 
,T, nik 
'I' ik = 
LjEC "/jinjk 
Vi EC, k E P. 
The transformed objective function now becomes: 
G(n) = L ck+ LL nik { L "/ijTijWjk}. 
kEP kEP iEC jEC 
Additional constraints now have to be introduced as a result of the transformation: 
Wik { L "/jinjk} = nik V i EC, k E P. 
jEC 
The result of the transformation is such that the objective function and constraints are convex 
in then for fixed '11, and convex in \]! for fixed n. In addition, the gradients of these functions 
with respect to n are affine in \]!, and vice versa. By partitioning the variables so that the 
y-variable set contains the mole vector n and the x-variable set contains the new variables l]i, 
the prerequisites for the global optimization algorithm are fulfilled. 
7.5.2 Primal Problem 
In this application the primal problem 7.5, parametrized by a value of y fixed at f), is: 
1&i~ 2= ck+ 2= 2= riik { 2= "/ijTijwjk} (1.2s) 
ik kEP kEP iEC jEC 
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subject to Wik { L /j(Tijk} = 'fiik V ·i E C, k E P. 
jEC 
95 
The material balance and positivity constraints on the mole vector are excluded from the 
primal problem as these constraints involve only y-variables, which are fixed in the primal. 
These constraints will be encountered again when the relaxed dual problem is considered. A 
careful examination of the primal problem's constraints shows that the primal, in this case, 
involves no minimization because each Wik is completely defined by the appropriate equality 
constraint. 
In addition to supplying an upper bound to the problem, an essential role of the primal prob-
lem is to provide the values of the Lagrange multipliers which parametrize the Lagrangians 
in the relaxed dual phase of the algorithm. Here we consider the calculation of these mul-
tipliers. The Lagrangian function for problem 7.25 is: 
L(:i:,:fj, >..) = L ck+ LL ·n·ik { L /·ijTijWjk} 
kEP kEP iEC jEC 
(7 .2G) 
+LL >..111ik {wik L /j/iijk - nik}, 
iEC kEP jEC 
where >..wik is the multiplier associated with the equality constraint defining Wik· Optimality 
in the primal problem means that the KKT optimality conditions must apply: 
V111ikL(x,y,>..) = Lnik/jiTji+>..vik L'Yiinjk =0 V i EC, k E P. 
jEC jEC 
The Lagrange multipliers can then be calculated analytically: 
V i EC, k E P. 
7.5.3 The Relaxed Dual Problem and the y-Space Partition 
While the primal problem determines upper bounds on the global solution, the relaxed dual 
problem provides the lower bounds. An important consideration in the design of the global 
optimization algorithm is the manner in which the relaxed dual problem's qualifying con-
straints partition they-domain. In the general global optimization algorithm the y-space 
partitioning is defined implicitly via the qualifying constraints. This partitioning can be 
manipulated by altering the form of the Lagrangian function in such a way that the quali-
fying constraints in the relaxed dual subproblems can be replaced by simple bounds on the 
y-variables. When the qualifying constraints are in this form the task of identifying the 
correct set of Lagrangian equations for the relaxed dual subproblems is simplified. 
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The basic form of the Lagrangian function 7.26 can be recast through the rearrangement of 
terms: 
The qualifying constraints which result in the partitioning of they-domain are derived from 
the gradients of th~ Lagrangian: 
\7 wikL(w, n),) = L /ii hi+ >-wik] [njk - njk]. 
jEC 
(7.28) 
Recall that the partitioning of they-space is achieved by constraining the above gradients to 
be either negative or positive, depending on the bounds at which the x-values are set. Equa-
tion 7.28 , however, is unsuitable as a qualifying constraint because the borders demarcating 
the subregions would be defined by equations such as: 
Geometrically, these equations define arbitrary hyperplanes in the y-domain, and the regious 
they enclose are unstructured polytopes. The lack of structure in such a partitioning scheme 
would make the task of determining the correct qualifying constraints from previous itera-
tions a difficult one. McDonald and Floudas developed a simpler partitioning scheme by 
augmenting the set of x-variables. This augmented set contains the variables: 
Wijk i E C, j EC, k E P. 
Using these variables the Lagrangian becomes: 
L(x, y, >-) = L L Wijk { L /ji [Tji + >-wik] [njk - njk]} 
iEC kEP jEC 
(7.29) 
+ I: ck - I: I: nik>-wik (7.30) 
kEP iEC kEP 
L L { L Wijk/ji hi+ >-w;~J [njk - fi,jk]} 
iEC kEP jEC 
+I: ck - I: I: nik>-wik. (7.31) 
kEP iEC kEP 
The gradients of the modified Lagrangian with respect to the modified set of x-variables are: 
(7.32) 
Each qualifying constraint is now a function of a single y-variable, with the result that the 
qualifying constraints partition the y-domain into simple n-rectangles. 
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7.5.4 Selecting Previous Lagrangians 
As explained in section 7.3.2, the relaxed dual problem includes Lagrangians from previous 
iterations whose qualifying constraints are satisfied in the current iteration's y-space. On 
iteration ]{ of the general global optimization algorithm these Lagrangians ·are determined 
by evaluating the qualifying constraints of each Lagrangian at n/<. As a large number of 
Lagrangians may exist in the latter stages of the iterative process, determining the valid 
Lagrangians may become time consuming. In this section, a more efficient method of finding 
valid Lagrangians is demonstrated. 
The qualifying constraints for the Lagrangian from the (k/h iteration parametrized by w13t> 
may be stated as follows: 
(7.33) 
As these inequalities define they-domain of one of iteration (k)'s relaxed dual subproblems, 
it is clear that finding those qualifying constraints which are satisfied when n = nJ< simply 
involves determining all the y-domains from previous relaxed dual problems which contain 
fiJ<. To efficiently identify these regions, McDonald and Floudas associate a node with each 
y-space subdomain, and use a tree structure to describe the genealogy of these nodes. The 
first node in the algorithm, termed the root node, is associated with the full y domain. In 
the first relaxed dual problem this domain is partitioned into 2IC1 xi Pl subdomains, where 
I· I denotes the cardinality of a set. The root node is therefore the parent of 2ICI x !Pi nodes. 
These nodes spawn further nodes; in this manner the tree structure branches with the solution 
of each relaxed dual problem. 
Example 10 Consider the case where a region of the y-space is partitioned into two subre-
gions in the relaxed dual problem, and let the algorithm take the course: 
Iteration 1: node 0, the root node, spawns nodes 1 and 2; 
Iteration 2: node 1 spawns nodes 3 and 4; 
Iteration 3: node 2 spawns nodes 5 and 6; 
Iteration 4: node 4 spawns nodes 7 and 8. 
The tree structure is shown in figure7.8. In practice, this tree is stored in an array p, where 
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Figure 7.8: Tree structure relating subdomains 
p(kt) is the parent of node kt. The Lagrangians applicable to the relaxed dual can then be 
traced by traversing the tree, via child-parent links, from current node, kc, to root node, kr. 
Let, for example, the selected node, kc, for iteration 5 be node 1. The parent of 7 is node 4, 
p(7) = 4, the parent of 4 is node 1, p(4) = 1, and the parent of 1 is the root node, p(l) = 0. 
The set of previous Lagrangians applicable to the current problem, denoted PL, is { 4, 2, 1} as 
the Lagrangians for nodes 4,1 and 0 were generated on iterations 4,2 and 1 respectively. 
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7.5.5 Calculating the x-Variable Bound Values 
In the formulation of the relaxed dual problem, the x-variables are set to a combinatio11 
of upper and lower bounds. It is at these points that the Lagrangian, being affine in \]1, 
is minimized with regard to the x-variables. Each y-region is associated with a unique 
combination of bounds. In the previous section we stated the equations 7.33 which relate 
each y-space subregion to a particular set of bounds on the x-variables. In this section 
we will examine how, given a y-space region, the numerical values of the upper and lower 
bounds on the :r-variablcs may be determined. The following minimization problems define 




subject to V j E C, k E P, 
min -l!Jik 
n (7.35) 
subject to V j E C, k E P. 
As the linear fractional objective functions of both problems are quasilinear, which means that 
they increase or decrease monotonically with each nik, the optimality conditions are in each 
case satisfied at only one point, hence the Karush-Kuhn-Tucker local optimality conditions 
can be used to evaluate the globally valid upper and lower bounds for these problems. The 
upper and lower bounds for \]Jik, analytically defined via the KKT conditions for the respective 
problems are: 
Given the y-space subregion defined by the n-rectangle: 
B = { n I nfk :S njk :<; n~ V j E C, k E P} , 
the bounds on the x-variables associated with this region can be determined through the 
constraint qualifications: 
~ijk wyk if 
l!Ifk if 
\71JtijkL(x,y,5.)j1Jtijk :<; 0, 
\71JtiikL(x,y,5.)J1Jt .. ~ 0. 
l)k 
CHAPTER 7. DECOMPOSITION BASED GLOBAL OPTIMIZATION 
Substituting this application's Lagrangian function into these constraints we get: 
\f!ijk = wyk if /ij hi+ ).lllik] [njk - njk] :S 0, 
\f!ijk wfk if /ij hi+ ).llli.k] [njk - njk] 2: 0. 
7.5.6 The Global Optimization Algorithm 
100 
(7.36) 
Some notation essential for the description of the global optimization algorithm is introduced: 
• nks = [nk,, n~J is the interval vector that defines the y-domain associated with node 
ks. 
• Bs1 = [n~1 , n~1 ] is the interval vector that defines the y-domain associated with a 
relaxed dual problem with x-bound combination B1. 
The global optimization algorithm developed by McDonald and Floudas for the NRTL phase 
. equilibrium problem _is described below. 
Step 0: Initialization 
Set the lower bound on the global minimum: DL = -oo. 
Set the upper bound on the global minimum: pU = +oo. 
Set the convergence tolerance: E. 
Set the iteration counter: K = 1 the starting point: n1 . 
Step 1: The Primal Problem 
Evaluate the primal problem at n,K, yielding G(nK) the value of the primal objective, 
and the Lagrange multipliers ).K. 
If G(nK) < pU locally minimize the equilibrium problem to give G*. Update the 
upper bound on the global solution: pu = min{Pu,C(n/<),G*}. 
Step 2: Select Previous Lagrangians 
Select the set of Lagrangians from previous iterations, P L(K), which are pertinent to 
the forthcoming relaxed dual problem: 
Set P L(K) = 0, kt = kc, where kc is the current node under consideration; 
while (kt# kr), where kr is the root node, 
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do Kp =!kt 
PL(K) = PL(K) U Kp 
kt = p(kt) 
end do 
end while 
Step 3: The Relaxed Dual Phase 
Partition the region defined by Rkc by placing hyperplanes through nkc; 
store these bounds in B Bi. 
for all Bf< E CB 
101 
calculate the bounds on the x-variables, wk and w/( using equations 7.36 and solve 
the relaxed dual subproblem to give C and n* : 
min~ 
n,~ 
subject to ~ > "k k L(if! , n, >. ) \:/ k E P L(K) 
~ > L(WJ(, n, >./() 
nL 
Bi < n <nu - Bi 
An = b 
n > 0 
if C 2: pU, then fathom the y-subregion; 
if C < pU, then set ks = ks+ 1, Nk. = Nk.-1 U ks, p(ks) =kc, h. = K, ~ks = 
~*, nks = n* and 
end 
Step 4: Select they-Region for Next Iteration 
Update the lower bound on the global minimum, DL = min ~k,, and select the corre-
ktENks 
sponding node for the next iteration, kc = arg min ~kt. 
ktENks 
Remove kc from the set of leaf nodes, Nk •. 
Set n/(+l = rikc. 
Step 5: Check for Convergence 
If P~pu~L :=:; E stop, the algorithm has converged; otherwise set K = K + 1 and return 
to Step 1. 
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7.6 Implementation 
The global optimization algorithm was implemented in FORTRAN. The source code for this 
algorithm is to be found in appendix B. Implementational issues regarding this program are 
discussed in this section. 
7.6.1 Infeasible Relaxed Dual Subproblems 
In each iteration of the global optimization algorithm the variable space is partitioned into 
n-rectangles before the relaxed dual subproblems are solved. It is evident however that 
the molar variables cannot arbitrarily be assigned to these subregions as some partitions rnny 
result in problems that cannot satisfy the mass balance constraints. ~hile in principle this is 
not a problem as the infeasible problems can be simply discarded once MINOS has determined 
them infeasible, the computational work involved in attempting to solve infeasible problems 
may not be insignificant, and a way of minimizing the number of infeasible subproblems is 
thus required. 
In phase equilibrium problems this can be achieved by eliminating the variables for one of 
the phases modelled by the NRTL equation. In other words, if water is a component in the 
system, the moles of water in phase 2 may be expressed as: 
where nH2 0,1 and nH20,2 are respectively the number of moles of water in phase 1 and 2, 
and nH20,T is the total number of moles. Although the variable elimination approach can 
adequately deal with phase equilibrium problems, the method cannot be applied to problems 
involving chemical reactions. A more general approach which was developed to eliminate 
infeasible dual subproblems is described below. 
If there are m mass independent balance constraints and n molar variables then the number 
of variables that can be assigned independently is n - m. These independent variables arc 
termed "nonbasis". The other "basis" m variables are related to the nonbasis variables via 
the m mass balance constraints. Infeasibility in the relaxed dual subproblems can be de-
tected by using the upper and lower bounds on the nonbasis variables and the mass balance 
constraints to determine the upper and lower bounds on the basis variables. This proce-
dure is implemented using LINPACK subroutines DGESL and DGEFA. The use of this 
method on problems involving chemical reactions can eliminate many but not all infeasible 
subproblems. 
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7.6.2 Solving the Relaxed Dual Subproblems 
MINOS 5.4 was used as a subroutine to solve the nonlinearly constrained convex relaxed dual 
subproblems. In an attempt to prevent MINOS from determining suboptimal solutions to 
these subproblems the convergence tolerances were set very tight. This approach, which 
is not entirely satisfactory as it does not prevent MINOS from terminating prematurely, 
produced acceptable results in practice. A better approach would be to use a convex pro-
gramming algorithm that terminates on the basis of the E-global optimality of the solution, 
the termination criterion used for the global optimization algorithm itself. 
7.7 Test Problems 
Test problems from McDonald and Floudas' paper were solved to assess the implementation 
of the global optimization algorithm.· The data files containing NRTL parameters and other 
thermodynamic data for these problems are presented in appendix E. 
7. 7.1 Problem 1: n-Butyl Acetate + Water 
This problem involving only two species is useful as it facilitates a graphical representation 
of the global optimization process. The problem involves 0.5 moles of each species in a 
system at a temperature of 298K and a pressure of latm. The datafile for this problem is 
"bute-wate.dat". A graphical representation of the Gibbs energy surface appears in figure 
7.9 where the Gibbs energy is plotted as a functipn of n11 and n21, which are respectively the 
moles of n-butyl acetate and water in phase 1. In this figure the mass balance constraints 
have been taken into account by explicitly relating ni2 to nil via the relations: n 12 = n 1r-n11 , 
and n22 = n2r - n21 · Features of interest on the Gibbs energy surface are: 
1. the valley of local minima running along the locus of equimolar composition. This is 
the composition of the feed to the system. Along this locus, both phases are identical 
in composition, and the physical system exhibits a single phase state. This false single 
phase, known as the trivial solution, is a frequent cause of error in phase equilibrium 
computations carried out by local search techniques. 
2. local minima at nu = 0.4979, n21 = 0.0345, and at nu = 0.0021, n21 = 0.4655 
where G = -0.0196. 
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Gibbs Energy 
0.2 0.2 
moles water moles n-butyl-acetate 
local minimum 
valley of local minima 
Figure 7.9: Gibbs energy surface: n-butyl acetate + water 
3. global minima at nu = 0.4993, n21 
where G = -0.2020. 
0.3441, and at nu = 0.0007 n21 0.1559 
Notice that, without compromising the rigor of the formulation, the domain of the search 
variables can be reduced by specifying phase 1 to be rich inn-butyl acetate. In other words 
the problem can be formulated as: 
min G(n) 
n11,n21 
subject to ni2 0.5 - ni2 
0.5 - n22 
0 < nu :::; 0.25 
0 < n21 :::; 0.5 
Table 7.2 shows the key statistics on the global optimization of this problem: the iteration 
number, the upper and lower bounds on G, the convergence test criterion, the total number 
of relaxed duals solved, and the number of unfathomed leaf nodes. 
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Iter Phase 1 Moles Phase 2 Moles Objective 
n-Butyl Acetate Water n-Butyl Acetate Water 
1 0.25 0.25 0.25 0.25 -.l 75799420E-01 
32 0.71358-03 0.1559 0.4993 0.3441 -.2020017448-01 
Table 7.1: Local Minima found by the Global Optimization Algorithm: Problem 1 
Iter Upper Bound Lower Bound ConvergenceTest Sub- Leaf 
pU DL P11-D1, Duals Nodes \pTT\ 
1 -O. l 75799420E-Ol -0.292125395 0.156169715E+02 4 4 
2 -O. l 75799420E-Ol -0.166008562 0.844306652E+Ol 5 4 
3 -O. l 75799420E-01 -0.158945020 0.804127103E+Ol 7 5 
20 -0.1757994208-01 -0.366072621E-01 0.108233123E+Ol 67 42 
40 -0.202001744E-01 -0.2647913538-01 0.310836960E+00 131 43 
60 -0.202001744E-01 -0.232376450E-01 0.150368529E+OO 201 39 
80 -0.202001744E-01 -0.2105344848-01 0.4224092178-01 261 30 
100 -0.202001744E-01 -0.203972881E-01 0.975801815E-02 331 12 
120 -0.202001744E-Ol -0.202036688E-Ol O. l 72988815E-03 405 17 
140 -0.202001744E-01 -0. 2020031288-01 0.685020870E-05 473 21 
IGO -0.202001744E-Ol -0.202001830E-Ol 0.4230003!)5E-06 525 10 
180 -0.202001744E-Ol -0.202001748E-Ol 0.191884195E-07 595 20 
200 -0.2020017 44E-01 -0.202001745E-01 0.144482600E-08 651 12 
222 -0.202001744E-Ol -0.202001744E-01 0.8633575488-10 713 21 
Table 7.2: Global Optimization Statistics: Problem 1 
For this problem, as there are 2 independent y variables the maximum number of relaxed dual 
subproblems on any iteration is four. Notice, however, that frequently less that four relaxed 
duals were solved on an iteration. This is due to the parameter fi, being on the boundary of 
the rectangle whose partitioning it defines. Local minima in table 7.1 show that the globally 
optimal solution was found early in the run, on iteration 32. 
Guaranteeing the solution by raising the lower bound to within the convergence tolerance, b 
therefore the reason for the large number of iterations needed to satisfy a convergence criterion 
E = 10-10 . An interesting point about the number of unfathomed leaf nodes in this example, 
is its tendency to remain at a fairly constant level. This observation, unfortunately, does 
not apply in general, in other examples different behaviour can be observed~ 
The convergence criterion involves guaranteeing the value of the minimum, not the minimizer, 
and is in this sense inappropriate for the phase equilibrium problem where the value of 
the minimizer is all-important. Through the fathoming process the compositions that are 
definitely not global minimizers are discarded, enabling the sufficiency of the value E to 
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Figure 7.10: Partitioning and fathoming for problem 1: iteration 1 
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guarantee the minimizer to be assessed by examining the regions which are unfathomed at 
various stages of the optimization. Figures 7.10 to 7.14 represent the partitioned y-domain 
at representative iterations, the shaded regions in these figures being the fathomed subregions 
at the specified iteration. The first figure in the series shows how on the first iteration they-
domain is partitioned into 4 subdomains. A comparison of figure 7.11 with figure 7.9 reveals 
the expected result that the regions to be fathomed first are coincident with the highlands 
of the Gibbs energy surface. At a more advanced stage in the minimization, figure 7.12 
shows an unfathomed band in the region of the trivial solution valley. Figure 7.13 shows 
the existence of a number of unfathomed regions at iteration 100, in the region of the false 
local minima, and near the global minimum. In the advanced stages of the minimization 
the effect of ill-conditioning becomes apparent in the elongated shape of the subregions near 
the global optimum. Because the rectangles are longer than they are wide, the value of the 
global niminimizers can be guaranteed to a far greater accuracy than the n~ minimizers. 
By iteration 140 almost the entire domain has been fathomed, the only unfathomed region 
being the small area containing the global solution. In this example a convergence criterion 
of 0.5x10-5 appears to be sufficient to guarantee a good solution. 
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Figure 7.12: Partitioning and fathoming for problem 1: iteration 80 

















moles n-butyl acetate 













moles n-butyl acetate 
Figure 7.14: Partitioning and fathoming for problem 1: iteration 140 
CHAPTER 7. DECOMPOSITION BASED GLOBAL OPTIMIZATION 109 
7.'l.2 Problem 2: LL Equilibrium for Toluene + Water + Aniline 
This example, investigated by Castillo and Grossmann [12] , involves a ternary system at 
a temperature of 298 K and a pressure of 1 atm. The parameters for the NRTL equation 
used to model both liquid phases were obtained from Bender and Block [3] , and are listed in 
datafile "tolu-wate-anil.dae' in appendix E. In this example there are three mass balance 
constraints and 6 variables, hence there are 3 nonbasis variables. On every iteration the 
current box region is partitioned into a maximum of 23 subdomains, therefore the maximum 
number of relaxed dual subproblems that need to be solved on any iteration is 8. Statistics 
from the global optimization run are recorded in table 7.4, local solutions found during the 
course of the optimization are shown in table 7.3. The global minimum was discovered on 
Iterl Iter 7 
Toluene 0.1498 0.1233E-04 
Phase 1 Moles Water 0.9990E-01 0.1343 
Aniline 0.2497 0.6696E-03 
Toluene 0.1498 0.2995 
Phase 2 Moles Water 0.9990E-01 0.6551E-01 
Aniline 0.2497 0.4987 
I Objective I -0.324348794 I -o.352497801 I 
Table 7.3: Local Minima found by the Global Optimization Algorithm: Problem 2 
iteration 7. 378 iterations were required to confirm the E-global optimality of this solution 
for E = 10-10. The number of leaf nodes for this problem remained small relative to the 
total number of relaxed dual problems solved. 
7.7.3 Problem 3: LL Equilibrium for n-Pr9panol + n-Butanol +Water 
The NRTL parameters for this system originate from Block and Hegner [4]. Two of the 
feed compositions, which were used by Walraven and van Rompay [80] to test their phase 
splitting algorithm are used to define two test problems for the n-propanol, n-butanol and 
water system. 
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Iter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL pu_D1, Duals Nodes IJ577I 
1 -0.324348794 -0. 771844626 0.137967 4 72E+Ol 8 8 
2 -0.324348794 -0.595710744 0.836636221 9 8 
3 -0.324348794 -0.571616176 0. 762350242 13 10 
10 -0.352497801 -0.455344245 0.291764780 57 34 
20 -0.352497801 -0.398849130 0.131493952 121 50 
40 -0.352497801 -0.369187256 0.4 73462675E-Ol 237 35 
60 -0.352497801 -0.359552748 0.200141577E-Ol 337 17 
80 -0.352497801 -0.352726363 0.648406443E-03 451 10 
100 -0.352497801 -0.352500207 0.682466500E-05 545 28 
200 -0.352497801 -0.352497809 0.227286787E-07 945 86 
300 -0.352497801 -0.352497801 0.826720528E-09 1289 124 
378 -0.352497801 -0.352497801 0.959802453E-10 1523 119 
Table 7.4: Global Optimization Statistics: Problem 2 
Feed 1 
The datafile for this problem is "prol-buol-watl.dat". This feed composition lies well within 
the immiscibility region. Local solutions found by the global optimization algorithm are 
reported in table 7.5. 
Iter 1 Iter 17 
n-Propanol 0.2000E-01 0.4904E-02 
Phase 1 Moles n-Butanol 0.SOOOE-01 0.9513E-02 
Water 0.4000E+oo o.41G3E+oo 
n-Propanol 0.2000E-01 0.3510E-01 
Phase 2 Moles n-Butanol O.SOOOE-01 o.15049E+oo 
Water 0.4000E+OO o.3847E+oo 
I Objective I -.222036392E+oo I -.226149289E+oo I 
Table 7.5: Local Minima found by the Global Optimization Algorithm: Problem 3 Feed 1 
The global solution found on iteration 17 was confirmed to be an E-global optimum 'in 803 
iterations, where E = 10-5 . As the difference between the global and trivial solutions is 
greater than 10-3 , E = 10-3 would have been a sufficiently tight tolerance to avoid the trivial 
solution. Statistics in table 7.6 show that the number of leaf nodes stabilizes after iteration 
200. 
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Iter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL p11_D1, Duals Nodes ~ 
1 -0.222036392 -0.582488762 0.162339321E+Ol 8 8 
2 -0.222036392 -0.518933369 0.133715458E+Ol 10 9 
3 -0.222036392 -0.501450125 0.125841413E+Ol 14 11 
10 -0.222036392 -0.321933400 0.449912771 50 35 
20 -0.226149289 -0.269112028 0.189975122 96 63 
40 -0.226149289 -0.247600687 0.948550317E-Ol 202 133 
60 -0.226149289 -0.241268893 0.668567399E-Ol 294 165 
80 -0.226149289 -0.238039220 0.525755845£-01 390 178 
100 -0.226149289 -0.235741009 0.424132221£-01 478 195 
200 -0.226149289 -0.229260158 0.137558189E-01 911 217 
400 -0.226149289 -0.226498582 0.154452360£-02 1845 141 
600 -0. 226149289 -0.226159098 0.433738793£-04 2861 130 
803 -0.226149289 -0.226149514 0.994967010E-06 3856 105 
Table 7.6: Global Optimization Statistics: Problem 3 Feed 1 
Feed 2 
The data defining this problem are to be found in the datafile "prol-buol-wat2.dat" in ap-
pendix E. This feed composition lies very close to the plait point of the system, a region in 
which it is notoriously difficult to correctly compute phase equilibrium. Table 7.7 shows the 
local solutions that were found. Unlike feed 1, the global solution was not found in the early 
stages of the optimization but on the 510th iteration. 
Iterl Iter 510 
n-Propanol 0.7400E-01 0.2002E-01 
Phase 1 Moles n-Butanol 0.2600E-Ol 0.6358E-02 
Water oAoooE+oo . 0.1451E+00 
n-Propanol 0.7400E-01 o.12soE+oo 
Phase 2 Moles n-Butanol 0.2600E-01 0.4564E-Ol 
Water 0.4000E+00 o.G5490E+oo 
j Objective I -.270812067E+00 I -.270813132E+OO I 
Table 7.7: Local Minima found by the Global Optimization Algorithm: Problem 3 Feed 2 
This result is due to the narrow margin, of the order of 10-6 , between the objective function 
evaluated at the global and trivial solutions. A local search is initiated only when a prirun.l 
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Iter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL pu _D1, Duals Nodes IP77I 
1 -0.270812067 -0.577842622 0.11337 4031E+Ol 8 8 
10 -0.270812067 -0.344260120 0.271214110 46 32 
100 -0.270812067 -0.280740645 0.3666224568-01 528 354 
500 -0.270812067 -0.272845159 0. 7507391158-02 2348 1240 
1000 -0.270813132 -0.271773101 0.3544765268-02 4506 230!) 
6000 -0.270813132 -0.270917786 0.3864426088-03 26181 12133 
Table 7.8: Global Optimization Statistics: Problem 3 Feed 2 
solution produces a minimum which improves on the previous best minimum. Because of 
the narrow margin between the different local minima in this example such an improvement 
is unlikely to occur unless the primal objective is evaluated at a point very near to the 
local minimum itself. The statistics from the global optimi:tmtion show further signs of the 
difficulty of this problem: 
1. a proliferation of leaf nodes which shows no sign of levelling off even after 6000 iterations 
and 26181 relaxed dual problems; 
2. an upper/lower bound convergence rate which is extremely slow compared to that in 
feed 1. 
This example demonstrates that despite the method's finite convergence property, its memory 
and iteration requirements may become excessive, even for a small problem. · 
7.7.4 Problem 4: LL Equilibrium for Ethanol+ Ethyl Acetate+ Water 
The NRTL parameters for this ternary system are listed in the file "etOH-etAc-wate.dat" 
in appendix E. The local solution data in table 7.9 shows that the global solution was 
determined on iteration 6. Table 7.10 shows the E-optimality of this solution was guaranteed 
for E = 10-5 , in 351 iterations. 
The number of leaf nodes in this problem stabilized below 100 early in the run. 
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Iterl Iter 6 
Ethanol 0.2000E-Ol 0.2376-01 
Phase 1 Moles Ethyl Acetate 0.1500 0.2622 
Water 0.3300 0.1279 
Ethanol 0.2000E-01 0.1624E-01 
Phase 2 Moles Ethyl Acetate 0.1500 0.3785E-01 
Water 0.3300 0.5321 
I Objective I -0.192111963 I -o.2131422os I 
Table 7.9: Local Minima found by the Global Optimization Algorithm: Problem 4 
lter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL pu_D'' Duals Nodes IP"I 
1 -0.192717963 -0.588264320 0.205246232E+Ol 8 8 
2 -0.192717963 -0.529071287 O.l 74531382E+Ol 10 9 
3 -0.192717963 -0.524976211 0.1724064 75E+Ol 18 14 
10 -0.213142208 -0.351548835 0.649362831 50 29 
20 -0.213142208 -0.261638558 0.227530486 96 57 
40 -0.213142208 -0.239020477 0.121413162 194 90 
60 -0.213142208 -0.230598274 0.818986828E-Ol 302 96 
80 -0.213142208 -0.223668016 0.493839695E-Ol 388 84 
100 -0.213142208 -0:218041910 0.229879505E-01 484 94 
200 -0.213142208 -0.213468151 0.152922732E-02 995 71 
300 -0.213142208 -0.213152400 0.478167651E-04 1509 76 
351 -0.213142208 -0.213144252 0.959076781E-05 1779 88 
Table 7.10: Global Optimization Statistics: Problem 4 
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7.7.5 Problem 5: LL Equilibrium for n-Butanol + Water + n-Butyl Ac-
etate 
Datafile "bute-wate-buAc.dat" in appendix E lists the data for this ternary system. Local 
solution data in table 7.11 show that the global optimum was determined in 6 iterations and 
confirmed for E = 10-5 in 249 iterations. Data in table 7.12 show the performance of the 
algorithm. 
Iter 1 Iter 6 
n-Butanol 0.7000E-01 0.3973E-02 
Phase 1 Moles Water 0.3200 0.4734 
n-Butyl-Acetate O.llOOE+OO 0.1091E-02 
n-Butanol 0.7000E-01 0.1360E+OO 
Phase 2 Moles Water 0.3200 0.1666 
n-Butyl-Acetate 0.1100 0.2189 
I Objective 1 -0.224828753 I -0.254923144 I 
Table 7.11: Local Minima found by the Global Optimization Algorithm: Problem 5 
Iter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL P 11 -D 1' Duals Nodes IPi7J 
1 -0.224828753 -0. 790526490 0.251612719E+Ol 8 8 
2 -0.224828753 -0.645106254 0.186932275E+Ol 9 8 
3 -0.224828753 -0.575547941 0.155993922E+Ol 13 10 
10 -0.264923144 -0.407148467 0.536855033 45 27 
20 -0.264923144 -0.313813093 0.184543896 109 45 
30 -0.264923144 -0.291148421 0.989920195E-01 161 43 
40 -0.264923144 -0.284124903 0. 72480491 lE-01 219 38 
50 -0.264923144 -0.276847282 0. 450098021E-01 287 37 
60 -0.264923144 -0.271477319 0.247399120E-01 336 35 
70 -0.264923144 -0.267531004 0.984383615E-02 390 25 
80 -0.264923144 -0.266738036 0.685063899E-02 452 48 
90 -0.264923144 -0.265572290 0.245031790E-02 510 39 
100 -0.264923144 -0.265315375 0.148054910E-02 572 59 
150 -0.264923144 -0.264987923 0.244520559E-03 760 88 
249 -0.264923144 -0.264925608 0.930093148E-05 1142 136 
Table 7.12: Global Optimization Statistics: Problem 5 
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7.7.6 Problem 6: LV Esterification Reaction 
This problem involves the following esterification re.action which occurs in the liquid and 
vapour phases: 
Numerous authors besides McDonald and Floudas, Sanderson and Chien [65], Castillo and 
Grossmann [12], Lantange et al. [39], Castier et al. [11], Gautam and Seider [23], and 
Paules and Flouda..c:; [57], have used this example to test a variety of equilibrium computation 
procedures. The NRTL parameters from McDonald and Floudas are listed in "etOH-Acet-
EtAc-Wate.dat", appendix E. The gas phase is modelled using the ideal gas law. There are 
8 variables in this problem, 3 mass balance equations, hence there are 5 nonbasis variables. 
Only four variables correspond to the liquid phase, however, and as the gas phase component 
of the Gibbs energy function is convex the box region needs to be partitioned into a maximum 
of only 24 subregions for each relaxed dual subproblem. The global minimum in table 7.13 is 
the only local minimum that was determined by the global optimization algorithm. Statistics 
in table 7.14 show the progress of the method and the computational effort required to 
guarantee the global optimality of the solution. 
Iter 2 
Vapour Phase Moles Ethanol 0.7442E-01 
Acetic Acid 0.6651E-01 
Ethyl Acetate 0.4197E+OO 
Water 0.3906E+OO 
Liquid Phase Moles Ethanol 0.1937E-02 
Acetic Acid 0.9845E-02 
Ethyl Acetate 0.3968E-02 
Water 0.3303E-01 
I Objective I -.907704G20E+02 I 
Table 7.13: Local Minima found by the Global Optimization Algorithm: Problem 6 
7. 7.7 Discussion 
In all cases the global optimization algorithm successfully found the global optimum and is 
therefore a very reliable means of computing the global optimum. The practical value of 
this algorithm is questionable due to the extremely large computational requirements. In 
all test examples besides feed 2 in example 3 the global minimum was found in the early 
iterations; the computational effort required to prove the global optimality of the solution 
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Iter Upper Bound Lower Bound Convergence Test Sub- Leaf 
pU DL P 11 -D" Duals Nodes IP' I 
1 O. lOOOOOOOOE+ 11 -0. 926600885E+02 0. lOOOOOOOlE+O 1 16 6 
2 -0.907704G20E+02 -0.915289G05E+02 0.835622521 E-02 17 4 
3 -0. 907704620E+02 -0.914449804E+02 0. 7 43103372E-02 25 4 
100 -0. 907704620E+02 -0. 907803370E+02 0.108790450E-03 829 226 
200 -0.907704620E+02 -0.907741243E+02 0.403467923E-04 1541 436 
400 -0. 907704620E+02 -0.907716131E+02 0.126807547E-04 2804 631 
600 -0.907704620E+02 -0.907710147E+02 0.608853012E-05 4075 846 
800 -0.907704620E+02 -0.907707657E+02 0.334576874E-05 5260 887 
1000 -0.907704620E+02 -0.907706414E+02 0.197576965E-05 6536 991 
1200 -0.907704620E+02 -0.907705769E+02 0.126499889E-05 7791 1123 
1306 -0. 907704620E+02 -0. 907705528E+02 0. 999444107E-06 8413 1169 
Table 7.14: Global Optimization Statistics: Problem 6 
was the cause for the exorbitant number of iterations required. 
The inefficiency of the global optimization approach poses the question of how the algorithm · 
could be improved, without compromising its rigorous nature. One of the reasons for the 
large computation time is the branch and bound nature of the approach which only ter-
minates once a sufficiently fine partitioning about the optimal solution has been achieved. 
An approach that may be useful in this regard would make use of convexity information to 
fathom regionally convex regions of the Gibbs energy surface. For the Gibbs energy mini-
mization problem where the constraints are linear this approach would involve showing that 
the reduced Hessian is positive definite in the region around the local minimum. As there is 
no precise way of doing this, some type of approximation would be required where the extent 
of the locally convex region would be underestimated. Neumaier [54] suggests an interval 
analysis approach to testing the convexity of a region. In section 7.8 a new convexity test is 
developed, and its benefits when applied to the global optimization algorithm arc as:;esscd. 
7.8 A Regional Convexity Test 
One of the problems observed in the global optimization algorithm is the very fine partition-
ing of the y-domain which is needed to guarantee the E-optimality of a proposed solution. 
In the chemical equilibrium problem the global minimum is frequently in the relative interior 
of the feasible domain and is therefore the minimizer of a locally convex region. As stan-
dard nonlinear programming methods may be used to find the global minimizer of a convex 
minimization problem, the global minimum of a region in the y-domain where the problem 
CHAPTER 7. DECOMPOSITION BASED GLOBAL OPTIMIZATION 117 
is convex may be found in this way. If a region can be proven convex, the relaxed dual 
approach to determining a lower bound on the global minimum for this region can be super-
seded by a minimization of the Gibbs energy function itself. The difficulty in implementing 
this approach, however, is in establishing whether or not a specified region is convex. 
Ann x n symmetric matrix His said to be positive definite if for ally E ~n, yT Hy > 0. A 
function f(x) which has continuous second partial derivatives can be shown to be convex at 
a point x* if the Hessian matrix H(x*) is positive definite. The function is convex when 
it is convex for all points in its domain. Consider now a linearly constrained minimization 
problem: 
min J(x) 
subject to Ax= b 
The projected Hessian matrix H(x) is defined as zr H(x)Z, where Z is a matrix whose 
columns form a basis for the null-space of A. A sufficient condition for f (:r:) to be convex 
relative to the feasible domain is that the projected Hessian must be positive definite for all 
feasible x. Let xL and xu be the lower and upper bounds on x which define an n-rectangle 
B = {x: xL ::; x ::; :rY}. Described in this section is a sufficient condition to validate the 
following: 
zTH(x)Z > 0 ,Vx EB (7.37) 
where > means "positive definite". 
7.8.1 A Test for Positive Definiteness 
Before considering a sufficient test for 7.37, a positive definiteness test for a symmetric matrix 
is introduced. Consider a symmetric matrix: 
NJ= 
If the kth leading principle submatrix: 
rn11 rn12 rn1k 
rn21 rn22 rn2k 
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is denoted, J\!I[l, ... , k], the kth principle minor of this matrix is defined as the determinant 
of M[l, ... , k). A symmetric matrix is positive definite if and only if all its principle minors 
are positive [58]. 
A convenient way of determining whether the principle minors are positive is described by 
Cottle [13]. The method is based on the formula for the determinant: 
det 1\!l = det B det(D - er B- 1e) (7.38) 
where 1\!l [ B e ] er D . 
The matrix D - er B-1e is called the Schur complement of B in M and is denoted 1\!I/ B. 
Consider 1\!I/mu, which is denoted Af(1): 
rn _ m21m12 m _ m21m13 
22 mu 23 mu rn _ m21m1 11 2n mu 
1\!J(I) = 
m - ma1m12 m ma1m13 32 mu 33 - mu 
rn - mn1m12 
n2 mu rn - mu1m1n nn mu 
The leading element of this matrix, mii) = m22- m;;::-12 , is the Schur complement J\!I[l, 2]/ .lltf[l]. 
Furthermore, J\!J(l) [1 J = m~~) = d~!/1tti2 , therefore if the first principal minor of 1\!l is pos~ 
itive, the second is positive only if mW is positive. Note that det Af(l) [1, 2] = de~~ ;/i··3 
and that by taking the Schur complement J\!f(2) = J\!J(I) /mii) the leading element of M(2) can 
be shown to be equivalent to: 
det Af(l) [1, 2] 
detAf(I)[l] 
det M[l, ... , 3] 
detM[l,2] 
Continuing the process whereby Af(k+l) = M(k) /m~~), and provided no element rriWis zero 
for j < k < n, the following general relation obtains: 
(k) _ det M[l, ... , k + 1] 
mu -
det M[l, ... , k] 
This scheme is simple to implement; finding Af(k+l) from M(k) can be done using the following 
relation: 
(k) (k) 
(k+l) (k) mi+l,1 ml,J+l 
mi,j = mi+l,J+l (k) 
mu 
Via this method a symmetric matrix is proven to be positive definite if no element m~~) is 
zero or negative for k = 1, ... , n - 1. 
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7.8.2 An Interval Matrix Positive Definiteness Test 
Now we consider the problem of determining if all the projected Hessian matrices parametriied 
by :i; are positive definite in B. This is done through the use of an interval matrix M whose 




Firstly, we assume that we can identify an interval matrix that contains the projected Hessiau 
matrix evaluated at any point within the n-rectangle: 
II(x) EM Vx EB. 
The determination of such an interval matrix for the NRTL equation's Hessian will be dis-
cussed in section 7.8.3. If every matrix contained within this interval matrix can be shown 
to be positive definite, from our assumption, we can then conclude that the projected Hessian 
itself is positive definite throughout the region. 
The positive definiteness test for a symmetric matrix discussed in section 7.8.1 is the basis 
for the positive definiteness test on the interval matrix. Let the lower and upper limits of 












Starting with interval matrix M the proposed procedure generates a series of interval ma-
trices Af(l), ... , Af (n-l) which are computed in a conservative manner to ensures that they 
respectively contain f{(l)(x), ... , fI(n-I)(x) for any x EB. If at any stage k, mf?) is found 
to be negative then, due to the conservativeness of the approach, nothing can be' said about 
the positive definiteness of H(x) for x E B. On the other hand, if mf
1
, miJP),.;., mf{n-l) 
are all positive then H(x) is guaranteed to be positive definite for all x EB. The algorithm 
is stated as: 
Step 1: If m~?)L = m{i > 0 for all i = 1, ... , n go to step 2, otherwise stop; positive 
definiteness cannot be shown. 
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Step 2: for k = 1, ... , n - 1 
end 
Determine M(k)L and M(k)U using M(k-l)L and M(k-l)U, carrying out the cal-
culation in such a way that M(k)L and M(k)U respectively contain the smallest 
and largest elements which can be derived from elements contained in the interval 
matrix: M(k-l) : 
{ 
(k-l)L (k-l)L (k-l)L (k-l)U } 
mi+l,1 m1,j+1 ' mi+l,l m1,j+1 ' 
1 (k-l)L . et r.. =mm 
t) 
(k-l)U (k-l)L (k-l)U (k-l)U 
mi+1,1 m1,j+1 ' mi+l,l m1,j+l 
{ 
(k-l)L (k-l)L (k-l)L (k-l)U } 
mi+l,1 ml,j+l ' mi+l,l m1,j+1 ' 
1 (k-l)U et r.. =max 
t) 
(k-l)U (k-l)L (k-l)U (k-l)U 
mi+l,1 m1,j+1 ' mi+l,1 m1,j+1 
(k-l)U 
if r~k-l)U 2: 0 let m(~)L = m(!~l)~1 - \k-1JL iJ iJ i ,J mu 
(k-l)U 
. (k-l)U l (k)L (k-l)L r; · 
if r.. < 0 et m. · = m+1 ·+1 - (k-1Ju iJ iJ i ,J mu 
(k-l)L 
·f (k-l)L Q l . (k)U (k-l)U r; 1 
1 rij 2: et mij = mi+l,j+l - -rk-·--ii-u 
mll 
(k-l)L 
if r~k-l)L < 0 let m(k)U = m~!~ 1!!'1 - r;{k-1)L 
iJ iJ i ,J mu 
Check positivity of mi~)L : 
if mi~)L 2: 0 continue, otherwise stop; positive definiteness cannot be shown. 
Step 3 Matrix H(x) is positive definite for all x EB. 
To implement this method, the matrix M must be determined. In section 7.8.3 this is 
discussed. 
7.8.3 Derivation of the Interval Reduced Hessian Matrix 
Here we derive the pair of matrices NIL and Mu whose respective entries are lower an<l 
upper bounds on the entries of the NRTL-Gibbs energy equation's projected Hessian matrix. 
Consider the dimensionless NRTL based Gibbs energy function: 
J(n) fi(n) + h(n) 
fi(n) ""' ""' ( G{k l nik ) = 66nik -+ n----
1.~EP iEC RT l:jEC njk 
h(n) = 
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where ~;,, / and T are constants, and / is positive. To simplify the notation: 
and 9ik(n) 
The function h can now be expressed as: 
h(n) = 2: 2: nik9ik(n). 
kEPiEC 








To construct the interval Hessian matrix, lower and upper bounds on the second partial 
derivatives of h need to be established where n is confined to an n-rectangle B = [nL, nu] 
where B is an interval vector and nL and nu represent the lower and upper limits on the n 
vector. Noting that in the NRTL equation / is always a non-negative number, lower and 
upper limits on the sum, Sjk = I:pEC npk/pj, can be established: 
I: n~k/pj, 
pEC 
where sfk < Sjk (n) :::; sj{ for all n EB. 
Using the notation of section 7.5.5 where: 
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' 
equations 7.34 and 7.35 can be used to define lower and upper bounds on '11: 
L njk 
An interval for 898a,(n) may be computed using the following formulae: nu, 






{j : Oii ~ 0, j E C} 
{j : Oij < O,j EC} 
SL 
lk 
Similarly an interval for .82_q;!'(n) may be computed using: 
8ng,Onmk 
[J2 r;_L. (n) • 1.k 
w~ wV 
+ L oij (2'Y1j'Ymj) ( ~J) 2 + L oij (2'Y1j'Ymj) ( LiJ) 2 
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~~ ~~ 
+ .~ Oij (211j'Ymj) ( LiJ) 2 + .L_ Oij (211j/mj) ( ~J) 2 
JEJ; sjk JEJ; sjk 
Oi1(-1m1) 
( sJ{) 2 






From these relations an interval for fJn~J~mk can be derived: 
where ufim 
where ufim == 
The second partial derivatives for Ji are: 
ofi 
where 81m ~ { 1 if l = m 0 if l =f. m 




n1k 2:: nik n1k L nik 
iEC iEC 
123 
it is clear that nzk occurs in the right hand side's denominator, but is absent from its numer-
ator, hence the following bounds can be derived: 
1 1 
when l = m u- u L L 
off nlk nlk nik = i:fol 
8n1kOnmk 1 when l =f. m 
2:: nfk 
iEC 
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1 1 
when l = m -y;- L L u 
off nlk nlk nik #l 
on1kOnmk 1 when l :/: m 
L:nK 
iEO 
The bounds on the second derivatives of f can be expressed as: 
ofu off ofU 
~~~~+ 2 
OnzkOnmk OnzkOnmk On1kOnmk 
Off ojL 
~~~~ + 2 . 
On1kOnmk On1kOnmk On1kOnmk 
For a two phase non-reacting system the A matrix is of the form: 
[ 1101 1101 ] 
where I101 is the ICI x ICI identity matrix, 
and ICI is the cardinality of the set of species C. 
A matrix Z whose columns form a basis for the null-space of A can take the form: 
z = [ 1101 ]·. 
-1101 
The Hessian matrix for a two phase system has the structure: 




where H1 = 
at. 
an1c12an12 
The projected Hessian can be written as: 
[I101 - I101] [ ~1 
H1 +H2, 
at l annan1c1i 
, 
afu 
hence the upper and lower bounds on the projected Hessian are: 
a1u 
+ at.u a[u + at.u an11ann an12an12 annan1c1i an12an1c12 
Mu= r 
aru + at.u . acu + at.u 
an1c11an11 an1c12an12 an1c11 an1c11 an1ci2an1c12 l 
124 
" 
CHAPTER 7. DECOMPOSITION BASED GLOBAL OPTIMIZATION 12G 
ML= [ 
fJ[L fJ(L {) f. L fJ[L 
l 
fJnufJn11 + fJn12fJn12 fJnufJn1c11 + fJn12Bn1c12 
{) f.L + fJ(.L fJ[.L + fJ(.L 
fJn1c11 fJn11 fJn1c12fJn12 &n1c11 fJn1c11 &n1q2fJn1c12 
7.8.4 Role of the Convexity Check in the Global Optimization Algorithm 
The convexity check is used to establish if the Gibbs energy minimization problem is convex 
when constrained to a subregion of the y-domain. This test can be carried out during the 
relaxed dual phase once the current y-subregion has been partitioned, before the relaxed dual 
problem is solved. If the test yields a negative result the algorithm proceeds with solving 
the relaxed dual subproblem as usual. If the test shows the current region to be convex then 




subject to An = b 
nL < n::; nu 
where nu and nL are the bounds imposed by the qualifying constraints for the relaxed dual 
subproblem. A modified global optimization algorithm replaces the relaxed dual phase step 
3 with the following step: 
New step 3: Convexity Check and Relaxed Dual Phase 
Partition the region defined by Rkc by placing hyperplanes through nkc; 
Store the bounds defining each subregion Bi as the interval vector BB;. 
for all Bi E CB 
Carry out the convexity test with the bounds on n specified by BB; 
if the region is shown to be convex; 
Solve the domain constrained Gibbs energy minization problem 7.39; 
Compare the optimal objective value, pc ,with the present least upper bound 
Pu, if pc< pU then let pu =pc_ 
else if the region is not shown to be convex; 
Calculate bounds on the x-variables wk and WJ( using equations 7.36 and solve 
the relaxed dual subproblem to give C and n*; 
If C 2: pu, then fathom the subregion, 
If C <Pu, then set ks= ks+ 1, p(ks) = kc,h. = I<,~ks = C,nks = n* and 
nk. =BB; 
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end if 
end 
All other aspects of the modified global optimization algorithm are the san:ie as the original 
one. 
7.8.5 Numerical Tests 
To test the effectiveness of this strategy the test problems described in section 7.7 wern 
solved using the new scheme. In all cases the solutions were the same as those reached by 
the original global optimization algorithm. Figure 7.15 shows a comparison between CPU 
times required by the original and the modified global optimization algorithms. The problem 
identification numbers correspond to the following problems: 
1. Test problem 1: water + n-butyl acetate 
2. Test problem 2: toluene +water + aniline 
3. Test problem 3, feed 1: n-propanol + n-butanol +water 
4. Test problem 4: ethanol + ethyl acetate + water 
5. Test problem 5: n-butanol + water + n-butyl acetate 
The problems were solved to within an E-optimality convergence tolerance of 10-6 . Test 
problem 3, feed 2 proved too difficult for either method to converge to within an allocated 
maximum of 5000 major iterations. 















I ~ no convexity check - convexity check 
5 
Figure 7.15: Comparison of CPU times for the global optimization algorithm variants 
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The effectiveness of the convexity test in reducing CPU time is subject to a trade-off between 
the accuracy with which the relaxed dual problems are capable of estimating the global mini-
mum and the amount of convexity that may be exploited. A global optimization algorithm's 
ability to exclude regions in the y-domain from further consideration can be assessed from 
the number of unfathomed leaf nodes that exist at various stages of the optimization process. 
The fathoming which takes place through the relaxed dual problem mechanism can be com-
pared with the convexity test fathoming by comparing the number of unfathomed leaf nodes 
generated by the original algorithm with the number generated by the modified algorithm. 
Figures 7.16 to 7.22 show the number of unfathomed leaf nodes as a function of the iteration 
number. In all cases besides feed 2 of problem 3 the convexity test displayed great success 
in the fathoming of nodes. 
The typical trend is that the convexity test algorithm matches the unmodified algorithm in 
the early stages of a run. At a critical stage the y-subregions become small enough for the 
convexity test to start fathoming and it is here that the course of the respective algorithms 
diverge. The success of the convexity test in reducing the CPU time of a run, is dependent 
on the value of the convergence tolerance test parameter at the stage at which the convexity 
test starts yielding results. The steady rise in the number of unfathomed leaf nodes for feed 2 
of problem 3, displayed in figure 7.19 indicates that relatively few regions are being fathomed 
by either algorithm. In this problem the difference in G between the trivial solution and 
the global optimum is of the order of 10-6 , which is not conducive to a high fathoming rate 
in the unmodified algorithm. The convexity test is not successful for this problem either as 
the mole fraction composition of the global solution is similar to that of the trivial solution, 
and at the trivial solution there is no convexity to exploit. This is because the Gibbs energy 
function is constant along the locus of the trivial solutions, hence the curvature of the fu11<:tion 
in the direction of the locus is zero. This phenomenon is clearly shown in figure 7.9 where 
along the trivial solution locus valley there is no curvature. 
As problem 1 involves 2 chemical species and the rest involve 3, it appears that the dimension 
of the problem is another important factor which influences the effectiveness of the convexity 
test. As the dimension of the problem increases, the number of steps required to show 
convexity increases as well. Due to the approximate nature of the test, the accuracy of 
the interval matrix M(k) as an approximation of the range of values accessible to ff(k)(x) 
decreases as k increases. Consequently, the test becomes more conservative for problems of 
greater dimension. 
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Figure 7.16: Comparison of leaf node numbers generated by global optimization algorithm 
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Figure 7.17: Comparison of leaf node numbers generated by global optimization algorithm 
variants: problem 2 
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Figure 7.18: Comparison of leaf node numbers generated by global optimization algorithm 
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Figure 7.19: Comparison of leaf node numbers generated by global optimization algorithm 
variants: problem 3, feed 2 
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Figure 7.20: Comparison of leaf node numbers generated by global optimization algorithm 
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Figure 7.21: Comparison of leaf node numbers generated by global optimization algorithm 
variants: problem 5 
Chapter 8 
Heuristic Global Optimizatioµ 
Strategies 
Heuristic methods for determining the true equilibrium point were developed before rigorous 
global optimization methods were applied to the equilibrium problem. Unable to guarantee 
the global optimality of a solution, these methods, nevertheless, have beneficial features 
which are absent from the rigorous approaches: they are simple to understand and simple 
to code, they are fast relative to the rigorous global optimization approaches, and they 
require a modest amount of storage space. The utility of such methods depends, however, 
on the frequency with which they correctly determine the true equilibrium point. Swank 
and Mullins [76], in a review of these methods, found Michelsen's tangent plane method 
to be completely reliable for the set of test problems used in the study. Other methods 
reviewed included Gautam and Seider's phase splitting method [23], which proved to be less 
reliable than Michelsen's approach [48]. The numerical methods used in this study were 
,however, tuned for efficiency not reliability, and the results therefore may not represent 
the best attainable performance of the alternative methods in terms of reliability. In this 
chapter, another look is taken at heuristic methods for phase equilibrium computations, this 
time with the emphasis being on reliability rather the speed. 
132 
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8.1 Stability Criteria as a Means of Identifying a True Equi-
librium Point 
Stability is a thermodynamic concept concerning the physical possibility of phase's existence. 
There are two definitions for stability for isothermal, isobaric phases. A phase is: 
1. intrinsically unstable if an infinitesimal perturbation in composition can result in the 
lowering of the Gibbs energy; 
2. metastable if it is not intrinsically unstable, yet is capable of existing in a lower Gibbs 
energy state. 
No phase in an intrinsically unstable state can remain as a single phase, and will inevitably 
split into two phases; under carefully controlled conditions, however, it is possible to maintain 
a metastable phase. An intrinsically unstable phase can be identified via the eigenvalues of 
the projected Hessian matrix; one or more negative eigenvalues indicates intrinsic instability. 
Metastability is far more difficult to detect as it cannot be discovered by methods based 
purely on the local topology of the Gibbs energy surface. For practical purposes only the 
true stable equilibrium point is of importance; metastable and intrinsically unstable phases 
will therefore be referred to as unstable. 
The tangent plane test for phase instability was originally suggested by Gibbs and formalized 
by Baker et al. [l]. Michelsen [48] motivates this test through the consideration of an 
isobaric, isothermal single phase system with a mole fraction composition (z1 , z2 , ... , ZN). 
The Gibbs energy of this phase is 
where µ? is the chemical potential of chemical i in the phase and n~ot is the total number 
of moles present the phase. Now consider the effect of phase splitting on the system where 
the molar extent of phase 2 is E and that of phase 1 is n~ot - E, where Eis infinitesimal. Let 
the mole fractions in the second phase be (y1, Y2, ... , YN)· The change in the Gibbs energy 
corresponding to the phase split is then 
b.G = c1 + c2 - c0 
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A first order Taylor series expansion of Q 1 is 
and the Gibbs energy for the second phase is 
The Gibbs energy change is therefore 
N 
~G = € LYi (µi(Y) - µ?) 
i=l 
The single phase system is stable if the Gibbs energy cannot be reduced by a phase split. A 
necessary condition for phase stability is therefore 
N 
J(y) = LYi (1-li(Y) - µ?) ~ 0, 
i=l 
N 
for all y ~ 0 subject to LYi = 1 
i=l 
Geometrically J(y) is the vertical distance from the hyperplane, tangent to the Gibbs energy 
surface at composition z, to the Gibbs energy surface at composition y. Figures 8.1 and 
8.2 illustrate the tangent plane concept for a binary system. On the x-axis is the mole 
fraction y of one of the species. The composition z in figure 8.1 is the feed composition, 
the solid line is the hyperplane which is tangent to the Gibbs energy curve at z, and the 
dashed line is parallel to the tangent plane and is coincident with the Gibbs energy curve at 
point (y*,G(y*)). Arrows labelled J(yi) and J(y*) represent the vertical distance between 
the tangent plane and the Gibbs energy function at YI and y* respectively. The minimizer 
of f (y) is y*. As the Gibbs energy function lies below the tangent plane at y* the system 
is unstable. Figure 8.2 represents the case where the single phase system of composition 
z depicted in figure 8.1 has split into two phases of composition z 1 and z2 respectively. The 
isoactivity criterion for equilibrium between two phases results in the plane tangc11t to the 
Gibbs energy function at z1 being coincident with the plane tangent to the Gibbs energy 
function at z2. As the Gibbs energy function lies nowhere below the tangent plane, f(y) is 
positive for all compositions, hence the system is stable. 
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Figure 8.2: Tangent hyperplane and Gibbs energy function for a stable system 
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Smith et al. [69] generalized the tangent plane concept to allow for reacting systems and for 
systems where some phases are not accessable to all species. Here we will consider only the 
extension of the concept to reacting systems ignoring the possibility of species not existing 
in all phases. Smith et al. based the criterion on the following formulation of the chemical 
equilibrium problem: 
I.:: nk I.:: xik/l·ik 
kEP i.EC 
(8.1) min G 
X;A;il.ko 
subject to: 
> 0 kEP nk (8.2) 
> 0 i E C,k E P Xik (8.3) 
= 0 .i EE L nk L ajiXik - bj (8.4) 
kEP iEC 
0 kEP L Xik - 1 (8.5) 
iEC 
where frk is the total number of moles in phase k. At a local minimum the following necessary 
optimality conditions are satisfied: 




- L LWik\7nx (xik) 
kEPiEC 
- L Aj\7n.x (2= nk L ajiXik - bj) 
jEM kEP iEC 
- ~Pk~hx (~xik -1) 0 
0 
0 
k E P 
i E C,k E P 
k E P 
i E C,k E P 
where Ok, wk, Aj and Pk are Lagrange multipliers associated with constraints 8.2, 8.3, 8.4 and 
8.5 respectively. Smith et al. show that a Kuhn-Tucker point is a global minimum only if 
the following criterion obtains: 
L Xi (µi(x) - L >..jaji) 2: 0 for all x satisfying 8.3 and 8.5, (8.6) 
iEC jEE 
where >.. * denotes the Lagrange multiplier >.. at the Kuhn-Tucker point. Where no reaction 
occurs this criterion simplifies to the Gibbs tangent plane criterion. 
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When a phase has been found to be unstable, any composition x which does not satisfy 8.6 can 
be used as an initial estimate for the new phase in the equilibrium computati~n. Provided 
the new phase is initialized with a sufficiently small total molar quantity, the introduction of 
this phase will result in a decrease in the systems Gibbs energy. 
8.1.1 Experimental Implementation of the Tangent Plane Criterion 
To assess the ability of tangent plane based strategies to guide an equilibrium computation to 
the correct solution, a method was implemented based directly on a minimization formulation 
of the problem. This implementation is summarized below, while the FORTRAN code is to 
be found in appendix D. 
Stepl: do for i = 1 to N 
Initialize the search variables 
Yi= 0.99 
0.01 
Yi= N -1 
solve the minimization problem: 
j = i 
v j=/=i 
N 
subject to LYi = 1 
i=l 
0 ~Yi~ 1 i = 1,2, ... ,N 
and store the minimizer y*. 
end do 
Step 2: if a negative tangent plane distance was found , f(y*) < 0: 
attempt to reduce the Gibbs energy of the system by minimizing the Gibbs ~n­
. ergy function using a non-global nonlinear programming approach, initializing the 
incipient phase so that it has the same composition as the tangent distance mini-
mizer, 
return to step 1; 
else stop. 
Note that this method of determining the stability of a system is not rigorous because the 
objective function f(y) is usually nonconvex and the global optimum is sought via a standard . . 
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nonlinear programming technique started from a number of points to improve the probability 
of the global minimum being found. The optimization software package MINOS 5.4 was used 
to solve all the minimization problems encountered in this scheme. 
8.2 Phase Splitting Methods 
A more direct approach to discovering the global minimum of the Gibbs energy surface is 
by the "phase splitting" approach where a source phase is split into two trial phases of 
carefully selected composition with the hope that the minimization method, starting from 
these compositions, will produce the required result. Such methods resemble the methods 
based on stability criteria; in both cases a good initial guess is required if the minimization 
method is to succeed. The determination of the trial phases' compositions is therefore the 
cornerstone of phase splitting methods. 
8.2.1 Gautam and Seider's Method 
Gautam and Seider's method [22] is inspired by an earlier method used by Boston and 
Fournier [5] in which the trial phases are initialized via an approximate solution method based 
on activities at infinite dilution. Instead of using activities at infinite dilution, Gautam and 
Seider used the activities computed at the composition of the source phase, constructing their 
initialization procedure on the following heuristics: 
1. phase splitting occurs as a result of interaction between a pair of chemical species; 
2. the magnitude of the activity associated with a species is indicative of its propensity to 
cause the phase to split. 
The approximate solution method proposed by Gautam and Seider to affect the splitting of 
a source phase s into trial phases tl and t2 is summarized below: 
Step 1: find the chemical species a with the highest activity in source phase s. 
Step 2: find the chemical species f3 with the highest activity in a binary phase with a where 
the ratio of the compositions of a and f3 is the same as that in the source phase. 
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Step 3: allocate the chemicals a and f3 to two new trial phases tl and t2 using the isoactjvity 
equations: 
where 1;} is the activity coefficient of chemical species a in phase tl and x~ is the mole 
fraction of this species: 
ntl 
xtl = . a 
a ntl + ntl 
a f3 
Step 4: do while there are undistributed species 
To the trial phases, allocate the chemical with the next highest binary activity with 
a according to the isoactivity criterion, keeping constant the molar quantities of 
the species already allocated. 
end do 
Step 5: Minimize the Gibbs energy starting at the trial composition. 
if a new minimum is found return to step 1 and attempt to split each of the source 
phases; 
else stop. 
8.2.2 Experimental Implementation of Gautam and Seider's Method 
The FORTRAN implementation used to assess the reliability of the Gautam. and Seider 
method does not follow the original algorithm exactly, instead it follows an adaptation de-
signed to improve its success rate. A weakness in the original algorithm is the possibility 
of a trivial solution being found in step 3, either as a result of convergence to the incorrect 
stationary point or because of the absence of a nontrivial solution. Limiting the species f3 
to being in the subset of species that can form an unstable binary phase with species a is a 
modification suggested by Walraven and van Rompay to correct this problem. Additional 
measures they suggested are incorporated into the following step which replaces step 3. 
New step 3: Find a binary mixture containing a and f3 with a composition where the Gibbs 
free energy as a function of mole fraction is concave, by minimizing the second derivative 
of the Gibbs energy function: 
d2G(xa, x13) 
dx~ 
where Xf3 = 1 - Xa. 
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Determine the equilibrium composition of this binary system by minimizing the Gibbs 
free energy. Allocate the species O'. and f3 to the trial phases by mass balance in such 
a way that the mole fractions of the trial phases are the same as those in the binary 
system. This is done by solving the system of linear equations: 
The nonlinear equations defining the isoact.ivity conditions are solved by using MINOS G.4 
t 
to solve a rninimi:t,ation problem in which the objective function is the square error 011 the 
isoactivity criterion: ('yf1xF -1f2xf) 2 . This method may not be the fastest means of 
solving the isoactivity equations yet it is a reliable and faithful representation of Gautam and 
Seider's approach. 
8.2.3 Walraven and van Rompay's Method 
Walraven and van Rompay [80] found that the phase composition estimates given by the 
Gautam and Seider algorithm can be far from the exact solution. Walraven and van Rom pay· 
improve on the Gautam and Seider algorithm by using the following heuristics: 
1. the compositions given by the Gautam and Seider algorithm tend to lie close to the 
straight line passing through the source composition and the equilibrium compositions. 
2. a construction of the line tangential to the Gibbs energy function yields good approxi-
mations of the equilibrium composition. 
Walraven and van Rompay use these heuristics in the algorithm stated below. The algorithm 
statement is followed by an example which illustrates its motivation. 
Step 1 Apply Gautam and Seider's algorithm to compute trial phase compositions xtl and 
xt2. 
Step 2 Allocate O'. then all other species i via the isoactivity criterion in order of decreasing 
binary activity with O'.: 
The improved trial phase compositions are denoted xit1and xit2 . This step is essen-
tially a repeat of the isoactivity allocation process carried out in step 1. Note, however, 
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that the isoactivity equations in step 1 and in step 2 are solved species by species, not 
simultaneously therefore the step 2 compositions are a refinement of the trial pha .. sc 
compositions computed in step 1. 
Step 3 Check the following conditions: 
Xtl _ Xs 




~ °' < 1 xit2 _ xs -
°' °' 
(8.8) 
yvhere xs denotes the mole fraction composition of the source phase which is being split. 
If one or both of these conditions is not met, attempt to meet them while maintaining 
feasibility by displacing xitl and xit2 along the line they define. This step attempts to 
keep xitl and xit2 outside of the immiscible region. 
Step 4ol Find point xtanl located between xs and xitl which together with x 8 defines a line 
passing through (xtan 1,G(xtanl)) and (xs,G(xs)) which is tangent to tl:ie Gibbs energy 
curve at (xtan 1,G(xtanl)). 
If xtan 1 = xs, continue to step 4o2 otherwise go to step 4" LL 
Step 4" L 1 Find point xtan 2 located between xtan 1 and xit2 which together with xtan 1 
defines a line passing through (xtan 2,G(xtan 2)) and (xtan 1,G(xtanl)) which is tangent 
to the Gibbs energy curve at xtan 2,a(xtan 2). If Xs is on the line between xtanl and 
:1;1.ari 
2 proceed to step 4o L2 otherwise the source phase is stable. 
Step 4" L2 Find point xtan 1 located between xtan 2 and xitl which together with xtan 2 
defines a line passing through (xtan 1,G(xtanl)) and (xtan 2,G(xtan 2)) which is tangent 
to the Gibbs energy curve at (xtanl,G(xtanl)). 
Step 4o2 Find point xtan 2 located between xs and xit2 which together with x 8 defines a line 
\ 
passing through (xtan 2,G(xtan 2)) and (x8 ,G(x8 )) which is tangent to the Gibbs energy 
curve at (xtan2,G(xtan2)). 
If xtan 2 = xs then report the source phase to be stable and stop, otherwise go to step 
4o2oL 
Step 4"2" 1 Find point xtan 1 located between xtan 2 and xitl which together with x 1"" 2 
defines a line passing through ( xtan 1 , G ( xtan 1)) and ( xtan 2 , G ( xtan 2)) which is tangent 
to the Gibbs energy curve at ( xtan 1 , G ( xtan 1)) . If x s is on the line between xtan 1 and 
xtan 
2 the source phase is unstable, procede to step 5 otherwise the source phase is 
stable. 
Step 5 Minimize the Gibbs energy of the system using xtan 1 and xtan 2 as initial composi-
tions. 
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As much of this method is based on heuristic principles rather than rigorous analysis, its 
rationale is best explained via an example. 
Example 11 Walraven and van Rompay's Method This case study from Walraven and 
van Rompay 's paper, involves the ternary system: n-propanol, n-butanol and water at 355 
K. The feed, 0.12 moles n-propanol, 0.08 moles n-butanol and 0.80 moles water is labelled 
"source" on the ternary diagram 8. 3, and clearly lies within the two phase region bounded 
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Figure 8.3: Typical progress of the Walraven and van Rompay method 
overview of the Walraven and van Rompay solution strategy. Step 1, which is essentially 
the Gautam and Seider initialization method, yields points xll and xt2 , which are far from 
the equilibrium compositions. Points xitl and xit2 , calculated in step 2, lie farther from the 
equilibrium point on a line almost coincident with the equilibrium tie line. Points xtan 1 and 
xtan 2 generated by step 4.1.2 are the initial guesses for the free energy minimization routine 
and are coincident with the equilibrium composition. The general strategy employed in the 
algorithm i,s therefore, to first find a pair of compositions that lie outside the unstable region 
on a line almost coincident. with the equilibrium tie line, then to search for a more accurate 
equilibrium estimate along the line of compositions joining this pair. Figures 8.4 and 8.5 
show how this is done. Let t parametrize the line connecting the pair of compositions found 
in step 2. If the points from step 2 lie on a line nearly parallel to the cq1J,ilibri1J,m tic line, 
the Gibbs energy as a function oft will look similar to the nonconvex function in .figure 8.4. 
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This diagmrn shows step 4 .1, wherein a composition xtan 1 is found which, together with :r;·5 , 
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Figure 8.4: Walraven and van Rompay method: step 4.1 
and van Rompay's algorithm dictates that the next step is step 4,1.1. In this step, the 
composition, xtan 2 is found, which together with xt.an 1 defines a line which is tangent to G ( t) 
at :i;tan 2 . Figure 8. 5 shows the result of step 4, L2 .in which a new value for xtan 1 has been 
found, which together with xt.an 2 , defines a line tangent to G(t) at :rtanl. As the linejo·ining 
the pair of points from step 2 is coincident with the equilibrium tie line, the pair of points 
xt.an 1 and xt.an 2 is clearly an excellent approximation of the equilibrium state. 
8.2.4 Experimental Implementation of Walraven and van Rompay's Method 
Walraven arid van Rompay's method was implemented in FORTRAN according to the algo-
rithm described in the previous section. The optimization package MINOS 5.4 was used to 
solve all minimization problems involved in the algorithm. The code is part of the Gautam 
and Seider method program, and is to be found in appendix C. 
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Figure 8.5: Walraven and van Rompay method: step 4.1.2 
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8.3 Evaluation of the Experimental Implementations 
The reliability of the above methods was tested on a set of liquid-liquid equilibrium problems 
with the Gibbs energy function based on the NHTL activity coefficient model. Each of th<~ 
phase splitting methods was initialized at the trivial single phase solution. For each set of 
NRTL data, a set of problems was solved. The problems corresponded to different source 
phase compositions, distributed evenly over the feasible composition domain. The results 
obtained for each method were then plotted on a ternary phase diagram to assess the validity 
of the solutions obtained and to identify feed composition regions that are problematic to the 
method employed. The systems used in this evaluation are: 
Test system 1: n-propanol + n-butanol +water 
This system, originally studied by Block and Hegner[4] in the context of three phase 
distillation columns, was used by Walraven and van Rompay[80] to demonstrate their 
phase splitting algorithm, and again by McDonald and Floudas[44] to demonstrate their 
global optimization procedure. The datafile for this problem is "prol-buol-watl.dat" 
in appendix E. Both the Gautam - Seider and Walraven-van Rompay methods make 
use of unstable binary subsystems of the ternary system. In this example the only 
unstable binary pair is n-butanol + water. Results appear in ternary diagram 8.8. 
Test system 2: toluene + water + aniline 
Studied by Bender and Block [3], this system has also been solved by Castillo and 
Grossmann [12] using a variable metric nonlinear programming technique, Paules and 
Floudas [57], using a global optimum search technique, and McDonald and Floudas 
[44] using global optimization. Data for this example are from McDonald and Floudas 
[44] and appear in "tolu-wate-anil.dat". There are two unstable binary pairs for this 
system aniline + water, and toluene + water. This systems results appear in ternary 
diagram 8.9. 
Test system 3: ethanol + ethyl acetate + water 
Walraven and van Rompay [80] used this as a second example to demonstrate their phase 
splitting method. The data for this problem are from McDonald and Floudas [44] and 
appear in "etOH-etAc-wate.dat". The single unstable binary subset in this system is 
ethyl acetate + water. Ternary diagram 8.10 shows the results for this system. 
Test system 4: water + ethanol + 2,2,4 - trimethyl pentane (TMP) 
This example comes from Pesche and Sandler [59] who fitted the NRTL equation to 
experimentally obtained data. The only unstable binary pair in this system is water 
+ 2,2_,4-trimethyl pentane. Data appear in "wat-etOH-TMP.dat". 
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Results appear in figure 8.11. 
Test system 5: water + tert-butyl-methyl ether (MTBE) + 2,2,4-trimethyl pentane 
This example from the experimental work of Pesche and Sandler [59] has two unsta-
ble binary subsystems, water + tert-butyl-methyl ether, and water + 2,2,4-trimethyl 
pentane. Data appear in "wat-MTBE-TMP.dat" and the results are shown in figure 
8.12. 
Test system 6: water + tert-amyl alcohol (TAOH) + 2,2,4-trimethyl pentane 
Another example from Pesche and Sandler [59], the two unstable binary subsystems 
are, tert-amyl alcohol + water, and 2,2,4-trimethyl pentane + water. Data appear in 
"wat-TAOH-TMP.dat" and the results are shown in figure 8.13. 
Test system 7: water+ tert-amyl-methyl ether (TAME) + 2,2,4-trimethyl pentane 
This system is from Pesche and Sandler [59]. The two unstable binary pairs are tert-
amyl-methyl ether + water and 2,2,4-trimethyl pentane + water. Data are shown in 
"wat-TAME-TMP.dat". Figure 8.14 shows the results for this system. 
The feed compositions that were used for all systems besides system 1 are represented by 
the points shown in figure 8.6. The mole fraction compositions are distributed on a grid 
where vertically and horizontally adjacent compositions vary by 0.025 in species 1 and 2 
respectively. Species 1 is always the first species listed in the description of the test systems 
while species 2 is the second. A higher grid resolution where adjacent compositions vary 
by 0.01 was used to test system 1. The test points for this system are displayed in figure 
8. 7. The results that are shown in figures 8.8 to 8.14 represent the feed compositions lying in 
the two phase region for which the respective methods incorrectly computed the equilibrium 
state as a single phase. In all figures, the symbols 0, +, and !.::,. respectively represent the 
feed compositions for which the Walraven and van Rom pay, Gautam and Seider, and tangent 
plane method incorrectly computed single phase solutions. The tangent plane method did 
not incorrectly compute any single phase solutions for problems 2,4,5,6 and 7, hence the 
absence of the !.::,. symbol from figures 8.9, 8.11, 8.12, 8.13, and 8.14. 
















































0 0.2 0.4 0.6 0.8 
mole fraction species I 
















































0.05 0.1 0.15 0.2 0.25 
mole fraction specie.< I 
0.3 0.35 0.4 
Figure 8.7: Feed compositions for reliability tests: system 1 
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8.3.1 Reliability Test Ternary Phase Diagrams 
In figure 8.8, the binodal curve, indicates the boundary that separates the feed compositions 
that exist in two phases at equilibrium from those that exist in a single phase. The feed 
composition at which the methods failed is very close to the plait point, a region in which 
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Figure 8.8: False single phase equilibria: n-propanol + n-butanol + water 
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Figure 8.10: False single phase equilibria: ethanol + ethylacetate + water 
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Figure 8.11: False single phase equilibria: water+ ethanol + 2,2,4-trimethyl pentanc 
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Figure 8.12: False single phase equilibria: water + tert-butyl-methyl ether + 2,2,4-trimethyl 
pent.ane 
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Figure 8.13: False single phase equilibria: water + tert-amyl alcohol + 2,2,4-trimethyl pen-
tane 
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Figure 8.14: False single phase equilibria: water+ tert-amyl-methyl ether+ 2,2,4-trimethyl 
pentane 
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System No. Feeds Reliability 
in Two Phase Gautam- Walraven- Tangent 
Region Seider van Rompay Plane 
n-Propanol + n-Butanol +Water 43 0.98 0.98 0.98 
Toluene + Water + Aniline 659 0.81 0.82 1.00 
Ethanol + Ethylacetate + Water 93 0.95 0.99 0.99 
Water+ Ethanol+ TMP 659 0.68 0.91 1.00 
Water + MTBE + TMP 731 0.83 0.90 1.00 
Water + TAOH + TMP 516 0.89 0.87 1.00 
Water + TAME + TMP 741 0.81 0.86 1.00 
Table 8.1: Reliability of Phase Splitting Algorithms 
8.3.2 Discussion 
The set of test problems indicate the general trends: 
1. Phase splitting methods are most likely to fail when the feed is near the equilibrium 
composition of one of the equilibrium system's phases; 
2. The performance of the Walraven and van Rompay method is an improvement on 
that of the Gautam and Seider method, but does sometimes result in failures where 
the Gautam and Seider method does not. This is due to the stability check in the 
Walraven and van Rompay method which may incorrectly indicate stability of the feed· 
composition. 
3. The Gautam-Seider and Walraven-van Rompay algorithms are more successful on sys-
tems where there is only one immiscible binary pair. This result appears to be a 
consequence of the heuristic which assumes phase splitting to occur primarily through 
the interaction of a pair of species . 
. 
An indication of the performance of a method is the ratio of two phase solutions found to 




. number of 2-phase solutions computed 
re ia I ity = --------------------
total number of feed compositions in 2-phase region 
Table 1 shows these statistics for all methods and all systems. 
These results show the tangent plane method to be extremely reliable. Where the method 
does fail the results are likely to be of little practical consequence for the following reasons: 
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1. when the feed composition is near to the equilibrium composition of a phase the molar 
extent of the second phase is likely to be relatively small; 
2. as the NRTL equation does not precisely match experimental observation; the equi-
librium compositions determined by this equation differ from the physical equilibriurn 
compositions. Incorrect results with regard to the phase splitting behaviour of focxl 
compositions very near to the equilibrium curve are therefore as likely to result from 
the fit of the NRTL equation as from an error in the computation. 
8.4 Comparison of 'CPU Times: Heuristic Versus Rigorous 
Approaches 
In this section the CPU times required to solve a selection of ternary phase equilibrium 
problems are compared with the times required for the rigorous approaches to guarantee a 
global optimum. As the heuristic methods have not been optimized for speed these results 
do not represent their attainable efficiency. Therefore, the purpose of this section is not to 
make a definitive comparison of the methods, but to make some general observations on the 
order of magnitudes of the heuristic and rigorous methods' CPU times. Two systems were 
used for the CPU time studies, system 1 and system 7. Figure 8.15 shows the binodal curve 
for system 1 and the feed compositions that were used in the CPU time tests. Figure 8.lG 
shows the equilibrium composition curve and the CPU time test feed compositions for system 
7. The values of the test compositions are shown in tables 8.2 and 8.3. 
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Figure 8.16: CPU time test feed compositions: system 7 
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feed identity moles n-propanol moles n-butanol moles water 
1 0.025 0.300 0.675 
2 0.025 0.250 0.725 
3 0.025 0.200 0.775 
4 0.025 0.150 0.825 
5 0.025 0.100 0.875 
6 0.025 0.050 0.925 
7 0.075 0.200 0.725 
8 0.075 0.150 0.775 
9 0.075 0.100 0.825 
10 0.075 0.050 0.875 
11 0.125 0.150 0.725 
12 0.125 0.100 0.775 
13 0.125 0.050 0.825 
14 0.150 0.075 0.775 
Table 8.2: CPU Test: System 1 Feed Compositions 
The E-optimality convergence tolerance used for the rigorous methods was set to 10-6 . The 
tests were done on a SUN SPARCstation 20. 
The CPU times for the heuristic and rigorous methods on system 1 are shown in figure 8.17 
and 8.18 respectively. CPU times are not reported for the rigorous methods for feeds 10 t.o 
14 as they were unable to meet the convergence tolerance within an allocated 5000 major 
iterations. The following trends are clear: 
1. Whereas the performance of the rigorous methods is highly dependent on the proximity 
of the feed composition to the binodal curve, the CPU times of the heuristic metho<l8 
are not strongly dependent on this factor. 
2. Of the heuristic methods, the tangent plane method solves all test problems in the 
shortest CPU time, followed by Gautam and Seider's method. This is an inversion 
of the results reported in the literature: Walraven and van Rompay reported superior 
performance for their method over the Gautam and Seider approach [80], and Swank and 
Mullins found their implementation of the Gautam and Seider method to be generally 
faster than their implementation of the tangent plane method [76]. Implementation 
details therefore play an important part in the efficiency of the heuristic methods, and 
since this study makes no attempt to optimize their computational speed, no conclusions 
can be drawn with regard to the relative efficiency of the heuristic methods. 
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feed identity m0les water I moles TAME moles TMP 
1 0.8 0.1 0.1 
2 0.6 0.1 0.3 
3 0.4 0.1 0.5 
4 0.2 0.1 0.7 
5 0.6 0.3 0.1 
6 0.4 0.3 0.3 
7 0.2 0.3 0.5 
8 0.4 0.5 0.1 
9 0.2 0.5 0.3 
10 0.2 0.7 0.1 
11 0.1 0.8 0.1 
Table 8.3: CPU Test: System 7 Feed Compositions 
3. Of the rigorous methods, the method which makes use of the convexity test is consis-
tently faster. For feed compositions near the binodal curve the benefit of the convexity 
test is smaller than towards the centre of the two-phase region. 
4. The CPU times taken for the rigorous solution methods to converge are hundreds of 
times larger than the heuristic methods' CPU times. 
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Figure 8.18: Rigorous methods' CPU times: system 1 
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Figures 8.19 and 8.20 show the CPU times for the heuristic and rigorous methods applied 
to system 7. Not reported, are heuristic method CPU times for compositions where an 
incorrect solution was obtained. The results pertaining to the heuristic methods are similar 
to those reported for system 1. For system 7 the rigorous methods converged far more rapidly 
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Figure 8.19: Heuristic methods' CPU times: system 7 
The results from these tests clearly indicate that the rigorous approaches are far more compu-
tationally intensive than the heuristic approaches. However, it is important to note that the 
objectives of the rigorous and heuristic approaches differ enormously: the heuristic methods 
aim to compute the equilibrium composition while the rigorous global optimization methods 
aim to compute and verify the equilibrium composition. 
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The problem of minimizing the Gibbs energy of a system can be formulated as a nonlinear 
program subject to linear equality and simple bound inequality constraints. Linearly con-
strained nonlinear programming has been studied extensively, in fact many of the important 
insights into the Gibbs energy minimization problem have originated from this more general 
field. A number of features which may influence the behaviour of an algorithm are inherent 
in the structure of the Gibbs energy minimization problem. Through the recognition and, 
where possible, the exploitation of these features general nonlinear programming algorithms 
may be tailored to suit the more specific problem. The features that characterize the Gibbs 
energy minimization problem are: 
1. the Gibbs energy function is a function of its gradients; 
' 2. the objective function is undefined when the non-negativity constraints are violated; 
3. the gradients of the objective function become unbounded as species vanish from the 
system; 
4. the Hessian matrix has a special structure due to the Gibbs-Duhem equation; 
5. the projected Hessian of the objective function may become extremely ill-conditioned; 
G. some thermodynamic models generate convex Gibbs energy functions, while others 
generate non-convex functions; 
7 .. the number of species and phases present in the equilibrium system are not known a 
priori; 
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8. the Gibbs energy function may closely resemble an affine function for systems operating 
at very high temperatures, due to the dominance of enthalpic effects over entropic effects 
at these temperatures; 
9. by today's nonlinear programming standards typical Gibbs energy minimization prob-
lems involve a small number of variables; 
10. the Gibbs energy function is partially separable for multiphase systems. 
Of these properties the ones that appear to have the most significance arc 5 , 6 and 7. 
The ill-conditioning of the problem severely diminishes the convergence rates of algorithms 
such as the steepest descent method which makes use of the gradient, but not the Hessiau. 
In Newton's method where the Hessian is used and the second derivatives are calculated 
analytically, ill-conditioning is far less problematic. Newton's method can be applied to 
Gibbs energy minimization within the framework of reduced space, Lagrangian or barrier 
function methods. 
A priori lack of knowledge of the number of species and phases can be dealt with by posing 
the equilibrium problem as a superstructure which encompasses the maximum possible num-
ber of species which can exist in each phase and the maximum number of possible phases 
which can exist in the system. This problem can be solved through the use of inequality con-
straints and an active set strategy in reduced space or Lagrangian methods. Alternatively, 
barrier functions may be used to incorporate the inequality constraints into the objective 
function. A third possibility, proposed by Paules and Floudas [57], is to pose the Gibbs en-
ergy minimization problem as a mixed integer nonlinear program wherein discrete (0,1) search 
variables are used to represent the presence or absence of a species or phase. This method 
was implemented using the Generalized Benders Decomposition [25]. Since the inclusion of 
discrete variables makes the problem as a whole considerably more difficult to solve, this 
method was found to be inappropriate for the Gibbs energy minimization problem. When 
the Gibbs energy function is not convex, the above approaches may fail to determine the 
correct number of phases owing to the presence of multiple local minima on the Gibbs energy 
surface. 
The issue of convexity is by far the most important factor influencing the solution of the 
Gibbs energy minimization problem. When the Gibbs energy function is convex, the equi-
librium problem is relatively easy to solve: in these problems a local minimum is also the 
global minimum, and convexity can be directly exploited in the design of efficient algorithms. 
Efficient interior point methods for convex minimization problems have been applied to a 
transformation of the geometric programming problem which is equivalent to the ideal gas 
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Gibbs energy minimization problem. 
However, when the Gibbs energy function is nonconvex a local minimum is not necessar-
ily the global minimum, hence global optimization. strategies need to be employed to solve 
such problems. The focus of much of this thesis has been on methods of solving nonconvex 
Gibbs energy minimization problems where the Gibbs energy is modelled by the NRTL equa-
tion. Methods of globally minimizing the Gibbs energy can be classified into two categories: 
rigorous and heuristic. 
The rigorous decomposition based method of McDonald and Floudas [44] was implemented 
and assessed. The method is theoretically capable of guaranteeing the global Gibbs energy 
minimum to within a predefined accuracy E. In practice the method is robust and reliable, 
but expensive in CPU time, and there is no a priori way of setting the convergence tolera11cc 
E to ensure that the global minimizers of the Gibbs energy function will be found. A modi-
fication of the global optimization algorithm was introduced in this thesis. It makes use of 
regional convexity on the Gibbs energy surface to improve the method's convergence rate. 
This method is based on interval analysis ideas and makes use of a positive definiteness test 
for the projected Hessian. The effectiveness of the modification in reducing CPU time is 
dependent on the specific problem and the convergence tolerance. 
Unlike the rigorous methods, the heuristic algorithms cannot guarantee the global optimal-
ity of the solutions they find. Nevertheless, they are simpler to implement and run in a 
fraction of the time required by the rigorous methods. Their utility in solving equilibrium 
problems is dependent on their ability to find the global optimum. Results of tests on the 
solution of ternary phase equilibrium problems indicate that the tangent plane method [1, 47] 
is extremely reliable in practice, while the Gautam and Seider [22] ,and Walraven and van 
Rompay [80] methods are less dependable. The heuristic methods have the most difficulty 
finding the global minimum when the feed composition is close to the binodal curve. A 
comparison of the CPU times of the heuristic methods versus those of the rigorous methods 
shows that the CPU times for the rigorous methods are ten to a thousand times greater than 
the CPU times for the heuristic approaches. 
The reliability of the tangent plane method in practice, and the order of magnitude dif-
ference between the rigorous and heuristic methods' CPU times indicate that the tangent 
plane approach is most appropriate for the solution of practical phase equilibrium problems. 
However, the empirical results on the reliability of the heuristic methods provide no guaran-
tee on the reliability of these methods when applied to other systems. Therefore the global 
optimization of nonconvex Gibbs energy functions remains a challenging research subject. 
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