Accurate land use classification results play an important role in scientific research and production practice. The existing neural network structure contains many pooling layers. Although the model incorporated spatial location information when extracting ground object information, many detailed features were also lost. At the same time, due to the great difference between remote sensing image and natural image, the model with good performance of natural image extraction cannot be transplanted directly into the extraction of high-resolution remote sensing image. Based on RefineNET model, this paper proposes an improved HRI-RefineNet (High Resolution Image) model. The model chooses farmland, residential areas, forest, roads and water area as extraction targets, and establishes a new method for extracting land classification information from high resolution remote sensing images. The proposed HRI-RefineNet model adjust the convolution layer number and convolution kernel size respectively according to the texture features of different five kinds of ground objects. An improved pooling layer is designed for the HRI-RefineNet for reducing the loss of location information in feature maps. A decoder group is added to the HRI-RefineNet model. 29 remote sensing images of Tai'an city, China, from 2015 to 2017 were selected for experiment. The experimental results showed that the accuracy of farmland, residential areas, forest, roads and water area obtained by HRI-RefineNET model was 93.9%, 92.3%, 91.7%, 90.1%, 88.7%, respectively, superior to the RefineNET model and some existing advanced models.
I. INTRODUCTION
Land use classification plays an important role in the adjustment of land use structure, rational exploitation of land resources and dynamic monitoring of land use status [1] , [2] . Remote sensing technology has become one of the most effective means to obtain land use information due to its comprehensive, macroscopic, dynamic and rapid characteristics [3] , [4] . Remote sensing classification is an effective means to convert remote sensing images into land use results. Traditional classification methods [5] usually take pixel as the basic unit, and only use spectral information for target extraction, such as maximum likelihood method, minimum distance method, k-mean clustering method, etc. Moreover, most of these methods are applied to low-resolution remote The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . sensing images. Because of the complexity of a large number of details and spectra in high resolution remote sensing images, the classification accuracy of these methods is not high enough.
Recently, machine learning based algorithms, such as neural networks (NN) and support vector machines (SVM), have been successfully applied to recognize images [6] - [8] , which can provide better results, as compared with traditional statistical methods and object-oriented methods [9] , [10] . Some researchers describe a novel image dehazing based method to enhance underwater images. A fast joint trigonometric filtering dehazing algorithm is proposed in [11] . Some researchers tackle the problem of de-scattering from light field images by using deep convolutional neural networks with depth estimation, which shows its effectiveness for underwater imaging [12] . However, due to the limited network structure for shallow learning models, such as SVMs and NNs, it is difficult to effectively express complex functions. With the increase of the sample size and diversity, the shallow learning model cannot adapt to the increasing complexity [13] .
To this end, deep learning based methods have been widely used in the fields of speech recognition, natural language processing and computer vision, and achieved unprecedented success [14] . Among these different deep learning methods, convolutional neural network (CNN) is a widely used classification model due to its advantage in feature extraction. The fully convolutional networks (FCN) is proposed for image classification [15] , which is a deep learning network, such as UNet [16] , DeepLab [17] , reSeg [18] , SegNet [19] , and RefineNET [20] .
The above models are originally applied to natural image classification, which have inspired researchers to apply it to remote sensing image classification. By studying the network structure and parameter optimization and testing on different databases, Z. Wu et al [21] obtained a general rule of network structure design and parameter optimization of CNN. In 2016, Romero et al constructed a deep convolutional neural network model by adopting greedy hierarchical unsupervised training and applied to remote sensing image analysis [22] . Y. Wei et al took CNN as a feature extractor and mixed 3 features extracted by CNN to expand characteristic dimension, improving the classification accuracy by 3.37% [23] . These studies have achieved good results in the experimental data, however, due to the large difference between experimental data and high resolution remote sensing data, they need further modification before application into the high-resolution remote sensing data [24] - [26] . In 2019, L.F. Zhang et al proposed unsupervised classification of hyperspectral images based on robust manifold matrix decomposition, and F.L. Luo et al proposed feature learning of hyperspectral images by using space-spectral hypergraph discriminant analysis [27] , [28] . In 2016, Lin et al. proposed the RefineNET model for recognizing natural images [20] . The RefineNET model is a universal multi-path optimization network, which explicitly takes the advantage of all available information during the entire down-sampling process and uses remote residual connection to achieve high-resolution prediction. In this way, fine-grained features in early convolution can be used to directly refine deeper network layers that capture high-level semantic features.
From the above analysis, it can be seen that many CNN models were initially applied to natural image classification. Each classification model has its own advantages, and can handle some selected image types well. RefineNET model is a typical model for identifying natural images. However, high-resolution remote sensing images have their own characteristics, especially when there exist many kinds of ground objects to be extracted, the characteristics of different features vary greatly, and too many convolution and pooling layers cannot adapt to the extraction of multi-type objects. Based on the analysis of farmland, residential areas, forest, roads and water area on the high resolution remote sensing images, the structure of RefineNET is adjusted according to the specific characteristics of each type of land object, and a novel HRI-RefineNet (High Resolution Image)model is designed. Finally, the network structure for farmland, residential areas, forest, roads and water area is obtained, which is used to acquire land use classification information. The experimental results show that the proposed HRI-RefineNet model has a high accuracy, precision and recall rate for extracting all kinds of objects, and has a better extraction result than the RefineNet model.
II. THE DESIGN OF HRI-RefineNET MODEL A. ADVANTAGES OF RefineNET MODELS IN HIGH RESOLUTION REMOTE SENSING INAGE
The main work of this paper is to use the improved RefineNet model to extract the land classification information in high resolution remote sensing images. In order to explain the reason for selecting the RefineNet model as the basic model, we give the following analysis.
In the comparison experiments, we apply the trained model, involve of RefineNET, SegNet, and DeepLab, to test high resolution images for segmentation, Fig. 1 illustrates the results. In Fig.1 , each row represents an experiment, the first column illustrates the results of original images, the second column illustrates the ground truth, the third column is results of RefineNET, the fourth column is the result of SegNet, and the fifth is the result of DeepLab. In column 3, 4, and 5, we mark the misclassified pixels and use red to mark the misclassified pixels. Fig.1 takes winter wheat as the advanced target of high resolution remote sensing image. It can be known that Seg-Net has a poor classification effect when carrying out target extraction. DeepLab also has some errors in its classification results at the junction of different ground objects. RefineNet model used residual network to integrate the low-level features and the deep features to extract winter wheat and achieved a good recognition result. Only at the edge of the winter wheat area, there are certain error areas.
By comparing the recognition results of winter wheat in the same high-resolution image with different models, it is clear that RefineNet model has advantages in the recognition of high-resolution image.
B. REFINETNET MODEL STRUCTURE
As shown in Fig.2 , the function of the right RefineNet block is to fuse the feature maps with different resolutions. The left column uses the ResNet structure. Firstly, the pre-training network was divided into four ResNet blocks according to the resolution of feature map, and then the four blocks were used as four channels to fuse with RefineNET blocks to get an accurate feature map. Finally, the activation function layer is connected to the output graph through bilinear interpolation.
The RefineNet network is a multi-stage refining network, which uses the long-range residual connection to achieve end-to-end training, and can effectively integrate the missing information in down-sampling to produce high-resolution predicted images, so that rough high-level semantic features and fine-grained lower features can be fused, as shown in Fig. 3 . Fig. 3 shows each of the RefineNet modules in figure 2 . In order to extract more complex features and build a deeper neural network, many algorithms often sacrifice spatial resolution to increase the number of feature channels on the premise of less computation. RefineNet can combine coarse, higher-level semantic features with fine, lower-level semantic features to produce high-resolution semantic segmentation images.
The main components of the model are residual convolution unit (RCU), multi-resolution fusion, chained residual pooling and output convolutions. The function of RCU is to obtain background information from images. The multi-resolution fusion module first adapts the input feature map with a convolution layer, then up-samples the feature map, and finally adds the sampling results. The chained residual pooling uses the ReLU function to improve the performance of the subsequent pooling layers. Meanwhile, the ReLU function cannot make the training of the network too sensitive to learning. Output convolution is to fuse the feature map of multiple channels and output the feature map of a single channel. From the above model structure, the convolution kernel size, convolution layer number, the effect of feature map processing by pooling layer and the recognition of detailed features of ground objects are the key factors to influence the identification accuracy of the RefineNet model.
C. HRI-RefineNET MODEL STRUCTURE AND THE IMPROVEMENTS OF HRI-RefineNET MODEL
RenfineNet uses recursive methods and low-level features to generate high-resolution images. However, because the features of different types of ground objects (e.g., farmland, residential areas, forest, roads and water area) in high resolution remote sensing image are different, too many convolution and pooling layers cannot adapt to the extraction of features of various types of objects.
Three detailed improvements of the HRI-RefineNet model in this paper are presented as follows, as shown in Fig. 4 .
1) The number of convolution layers and the size of convolution kernel in HRI-RefineNet model is adjusted according to the features of different ground objects. The convolution layers applicable to different features of the five types of ground objects are also different through experimental tests. The kernel of different sizes is selected for the feature maps of different objects. Convolution layer before up-sampling adjusts different convolution kernel size for the feature maps of five types of ground objects.
The experiment shows that, in the HRI-RefineNet model, the receptive fields of one pixel in the image extracted by the two convolution layers with 3 * 3 convolution kernel is the same as that of the image extracted by the one convolution layer with 5 * 5 convolution kernel. Although the increase of the number of convolution layers can make the convolution neural network extract deeper features, too many convolutional layers can also lead to over-fitting, and noise data will interfere with the correct extraction results. The improved model HRI-RefineNet proposed in this paper adjusts the parameters of different ground objects for several times, selects the appropriate convolution layers, and extracts the semantic information more suitable for the ground objects. For example, the forest can be better identified by using the shallow feature, one convolution and 5 * 5 convolution kernel is adopted, while for farmland, the multi-layer convolution and 3 * 3 convolution kernel is selected to extract the deeper feature.
Residual convolution unit (RCU) is an important module in the composition structure of HRI-RefineNet, which contains a series of adjustable convolution sets. We adjust the weight of parameters for different ground objects. Residual convolution unit is a simplified version of the convolution unit in the original ResNet. This model combines the Relu activation function and convolution into a group, and adopts skip residual connection to integrate the information of before and after feature images.
The multi-scale fusion method of feature graph is used in the model. The convolution layer is used to extract features from images of different resolutions. The convolution module before up-sampling is used to adjust the numerical scale of different features. All features are sampled to the maximum input size and then added together. The features of images at different scales are reflected, and the advantages of features at different resolutions are integrated.
2) An improved chained residual pooling layer is designed. There are many pooling layers in RefineNET model. Although the pooling layer enlarges the sensory field of the upper convolution kernel, some location information is discarded while aggregating the background. The more the number of pooling layers is, the more location information is lost. In order to adapt to the extraction of ground objects from high resolution remote sensing images, a new pooling layer (also known as down-sampling layer) is designed and is inserted into the convolution layer of the model.
The working principle of the new designed pooling layer is shown in Fig. 5 . The process of pooling includes: four pixels in each neighborhood are converted into one pixel, then weighted by scalar w x +1, plus an offset parameter b x +1, and finally an activation function is used to generate a four-fold reduction feature map. For the pooling layer, the number of inputs and outputs of feature map is equal, except that the size of each output feature map is smaller. The operation formula of pooling is as (1).
where x l j represents the feature map j in the l pooling layer, f () is the activation function, p j represents the weight of the feature map j in the l pooling layer. down() is the pooling function, which adds all the pixel features in the n × n block to get a feature map with the size of the original image 1/n. x l−1 j represents the feature map j in the l-1 pooling layer, b l j is the offset of the feature map j in the l pooling layer. The operation of new pooling layer can reduce the amount of data, better adjust parameters, reduce calculation and prevent overfitting.
The purpose of this improved module is to capture background context information from a larger image area. According to the adjusted parameter weight, the convolution and pooling operation of different windows sizes were performed, and the feature image was fused. The above operation realizes the high efficiency of feature pooling operation. The pooling layer in this paper is composed of a series of different pooling blocks, each of which is composed of one pooling layer and one convolution layer. Each block's input is the output of the previous block. Therefore, the current block can reuse the results of the previous block, so that more area information can be accessed without using a large window of image. Finally, all the outputs of pooled blocks are added and fused. ReLU activation function is set on the direct connection path of the chain residual pooling module, which can improve the performance of subsequent pooling without significantly affecting the gradient flow, and avoid the training of the network overly sensitive to the learning rate.
Original RefineNet adopted 5 * 5 pooling, which would lose a lot of information for per-pixel remote sensing image segmentation. More location information has been obtained in the HRI-RefineNet model by switching to a pooling layer of different size kernal with 1 steps.
3) The decoder group is designed in the HRI-RefineNet model. Decoder group is added to the HRI-RefineNet model. The principle of decoder group is shown in Fig. 6 . The left convolution structure is pooled many times, and the feature map decreases continuously, so that the micro features are not reflected in the final feature map. The decoder group, shown on the right side of the figure, combines the left feature map with the low-level feature map to generate a new feature map. The main function of the decoder is to combine the information of low-level feature map, reduce the details of the lost features due to pooling, and make the recognition result more accurate.
III. EXPERIMENTAL PREPARATION A. FEATURES OF FIVE GROUND OBJECTS ON HIGH RESOLUTION REMOTE SENSING IMAGES
Farmland is a special kind of vegetation types in ground objects, which is generally green in image, and its distribution is concentrated. In addition to the spectral features of vegetation, farmland also has obvious edge features (ridge of field), which is mostly regular polygons within a certain area, due to different crops and seasons. The texture features are also complex and changeable. To distinguish farmland from other land ground objects, such as residential areas and green belt, is the main problem to be solved in farmland target identification and extraction.
The image features of residential areas are shown in color, shape and spatial distribution. Most of the residential areas in the image are mixed pixels, whose internal pixel value changes greatly, while most of background ground objects pixel value changes relatively quietly, so they can be distinguished by texture features. In the remote sensing image, only the top of the building or the side of part of the building can be seen, so mastering the building materials that constitute the roof is the key for classification. In the image, the building generally assumes a rectangular grey tone, which is mostly characterized by patches of texture. Moreover, the roof texture of different buildings is different, and most of them are covered by tile, with obvious texture.
Forest image tone mainly depends on the brightness coefficient and illumination of the canopy, and its texture feature is the texture pattern formed by the repeated appearance of the canopy image. The dark green forest is similar to some farmland in color, but the texture is different, so the forest is mainly identified according to the texture.
The road is generally light gray or dark gray. The spectral information of buildings and roads are very similar, but there is a great difference in shape factor. On the texture feature, the road surface is flat and smooth, which generally presents a long continuous distribution, therefore, the road shape is used as a key feature basis for classification.
The absorption, reflection and projection of sunlight by water changes with the variety of wavelength, the absorption rate is low in the visible band and the transmission capacity is relatively high in the blue and green band. The color distribution in the water area is relatively uniform on the remote sensing image, mostly blue and green. Compared with the smooth surface of the road, the river water can see the color change and stripes vaguely due to wave and other reasons, and the geometric shape of the water area is easy to identify.
B. ADJUSTMENT OF HRI-RefineNET MODEL STRUCTURE
In view of the different features of the five types of objects in high resolution remote sensing images, the HRI-RefineNet model has made corresponding adjustments in the model structure compared with RefineNET. The HRI-RefineNet model can better identify the five types of ground objects.
The deep convolution model can make good use of the detailed features of the image, and it has obvious advantages in extracting the widely distributed ground objects. However, if the target texture is complex and the distribution is scattered, the use of deep convolution cannot extract more detailed features exactly, but may introduce more noise due to vision expansion, which will affect the classification accuracy. In the HRI-RefineNet Model, the convolution kernel of 3 × 3 and 5 × 5 is used. The network layer is adjusted to make the model structure more suitable for each type of ground objects. The convolution layer is set as 3-11 layers according to different ground objects.
Deep convolutional network usually requires a large amount of data for training. If traditional activation functions (such as tanh function and sigmoid function) are used, the data calculation is too large, and it is almost impossible to complete training with convolutional neural layer. Therefore, this paper adopts linear activation function ReLU (Rectified Linear Units), which not only reduces the training time, but also improves the HRI-RefineNet Model performance.
IV. EXPERIMENT
A. TEST AREA AND DATA In this paper, the test area for Dongping county and Feicheng county of Tai'an City, China, with the east longitude between 116 • 02 ''59 and 117 • , and the north latitude between 35 • 38' and 36 • 28, covering about 176.6 km long and 93.5 km wide, as seen in Fig. 7 . The experiments selected 13 high resolution remote sensing images of Dongping county and 16 of Feicheng county both from 2015 to 2017. Among these images, 10 were selected as training sets and the remain 19 as test sets. Through the above large-scale remote sensing images, we will cut and produce about 10,000 training images and 30,000 test images.
B. THE EXPERIMENTAL PROCESS 1) PRETREATMENT
The original data is preprocessed, including noise reduction, thin cloud and shadow processing. The original data were pretreated by using software ENVI5.3 for atmospheric correction, geometrical correction and radiation correction. Then, the panchromatic band data and multispectral band data are fused to improve the spatial resolution and spectral resolution of the original image.
2) MANUAL LABELING
Accurate manual labeling sample is the basis of training. The labeling method used in this paper is as follows: Firstly, using software ArcGIS10.2, open the pre-processed original remote sensing image, sketch out all kinds of objects, select other areas as background areas, set the background attribute to 0, and each object attribute is 1-5, respectively. Secondly, convert the TIF format to the PNG format required by the model. Finally, set the pixel size of training samples, use Python to achieve image segmentation, cut and produce 10,000 training samples.
3) ADJUST THE SIZE OF CONVOLUTION KERNEL AND THE NUMBER OF CONVOLUTION LAYERS
Convolution is characterized by center pixel and comprehensive information of the region around it. According to the application experience of convolution in image processing, only local features can be extracted from a layer of convolution. To get the global features, the increase of the number of layers will lead to feature integration, and can improve the performance. The size of convolution kernel determines the convergence rate of convolution. 5 × 5 is suitable for extracting target objects with few coverage pixels and 3 × 3 is suitable for extracting target objects with large coverage pixels.
Due to the large area and regular shape of farmland, the convolution layer of the model is set to 9, and the convolution kernel size is set to 3 × 3. The characteristics of residential areas are complex and scattered. The convolution layer of the model is set to 5-11 layers and the size of the convolution kernel is set to 5 × 5. Since the forest distribution is scattered, its shape characteristics are complex and the edges are irregular. Therefore, the model is set to 5-11 convolution layers and the size of convolution kernel is set to 5 × 5. The road is widely distributed with uniform features and edge rules, so the model is set to 3-9 convolution layers and the size of convolution kernel is set to 5 × 5.
4) TRAINING
Five types of data were trained separately. The data set consists of two parts, i.e., the original image and the labeling image. The size of the original image is 960 × 960 × 3 pixels, the jpg format and the tag image is 960 × 960 × 1 pixels, and the PNG format. The corresponding original image is stored in the JPEG Images directory, and the labeling image is stored in the segmentation class directory. Training set and verification set accounted for 80% and 20% of the data set respectively, and then training was carried out.
5) TESTING
The HRI-RefineNet model is used to test the test set. Finally, the accuracy of the classification results is calculated.
V. THE HRI-RefineNET MODEL EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we use the HRI-RefineNet model after training to classify the image, and the test image is not involved in training. The final suitable model structure of farmland is 5 convolutional layers with the convolution kernel 3 × 3. The final suitable model structure of the forest is 7 convolutional layers with the convolution kernel 3 × 3. The final suitable model structure of the residential areas is 9 convoluted layers with the convolution kernel 5 × 5. The final suitable model structure of the road is 3 convolutional layers with the convolution kernel 3 × 3. The final model structure suitable for water area is 4 convolutional layers with the convolution kernel 5 × 5.
A. THE FARMLAND
As can be seen from the original image in Fig. 8(a) , the area of farmland is large and regular in the whole image, and the edge is clear. As shown in Fig. 8(b) , the convolution layer is 4-layer and the convolution kernel is 3 × 3, the experimental results show that in the low-level network, only the general location can be extracted, but there are different degrees of misclassification and omission, especially in the edge part of the farmland. Fig. 8(d) shows the experimental results when convolution layer is 6 and convolution kernel is 3 × 3, with a lot of leakage points at the edge in farmland and a lot of leakage points in light colored farmland. Fig. 8(c) is the experimental result when the convolution layer is 5 layers and the convolution kernel is 3 × 3. The main farmland is separated completely and the outline is clear.
The convolution layer in HRI-RefineNet model is set to 3-9 layers, and the farmland is identified by different convolution layer models. Accuracy, precision and recall rate are used as the criteria to evaluate the identification results, and the results of accuracy are shown in Fig. 9 . (The horizontal ordinate in the Fig. 9 represents the number of convolution layers, as in Figs 11, 13, 15 and 17) The results show that the highest accuracy is 92.3%, the precision is 95.7% and the recall rate is 89.3% when the convolution layers are set to be 5 layers. Fig. 10(a) is the original image of the residential areas. Fig. 10(b) is the experimental result of convolution layer with 8 layers and convolution kernel size 5 × 5. The results show that in the low-level network, although there is little difference between the village identification and the actual situation, the edge effect of the identification results is poor, but there are different degrees of misclassification and omission in scattered buildings. Fig. 10(c) is the experimental result of convolution layer with 9 layers and convolution kernel size 5 × 5. On the whole, the classification results of images have high accuracy, and scattered buildings are also identified. Fig. 10(d) shows the experimental results when the convolution layer is 10 layers and the convolution kernel is 5 × 5. There are many missing points on the edges and some road edges are incorrectly mixed into residential areas.
B. THE RESIDENT
The convolution layer in HRI-RefineNet model is set to 5-9 layers, and the residential areas are identified by different convolution layer models. When the number of convolutional layers is 9 and the convolutional kernel is 5 × 5, the highest accuracy is 90.2%, the precision is 93.2%, and the recall rate is 87.5%, as shown in Fig.11 . Fig. 12(a) is the original image of forest distribution. Fig. 12(b) is the experimental result of convolution layer with 6 layers and convolution kernel with 3 × 3. The results show that the model can extract the general position of the forest, but there are many edge errors, especially for small forest. Fig. 12(c) is the experimental result of convolution layer with 7 layers and convolution kernel with 3 × 3. The experimental results show that the recognition accuracy is high and the recognition of scattered trees is also good. Fig. 12(d) is the experimental result of convolution layer with 8 layers and convolution kernel with 3 × 3. Because there are some similarities between vegetation and trees, some regions misclassify vegetation into forests.
C. THE FOREST
The convolution layer in HRI-RefineNet model is set to 5-11 layers, and the forest areas are identified by different convolution layer models. The result of accuracy is shown in Fig.10 . When the number of convolutional layers is 7, the highest accuracy is 88.1%, the precision is 89.7%, and the recall rate is 80.2%, as shown in Fig. 13 .
D. THE ROAD
It can be seen from the original image of Fig. 14 (a) that the road ground is widely distributed with uniform features and edge rules. Fig. 14(b) is the experimental result of convolution layer with 2 layers and convolution kernel with 3 × 3. The experimental results show that the road integrity performance is not good, especially for small roads with fewer pixels, and the identification results show that the road is discontinuous. Fig. 14(c) is the experimental result of convolution layer with 3 layers and convolution kernel with 3 × 3. The experimental results show that the road is completely extracted and the outline is clear. Fig. 14 (d) is the experimental result of convolution layer with 4 layers and convolution kernel with 3 × 3. The experimental results show that the accuracy is relatively low, the main roads and green trees on both sides of the road are confused, and the roads are intermittent. The convolution layer in HRI-RefineNet model is set to 3-9 layers, and the road areas are identified by different convolution layer models. The result of accuracy is shown in Fig. 15 . When the number of convolution layers is three and the convolution core is 3 × 3, the accuracy is the highest. The accuracy is 83.2%, the precision is 95.7%, and the recall rate is 79.3%, as shown in Fig. 15 .
E. THE WATER AREA
From the original image in Fig. 16 (a) , the water distribution is concentrated, with simple features, regular edge, and many small ponds. Fig. 16(b) is the experimental result of convolution layer with 3 layers and convolution kernel with 5 × 5. The experimental results show that the model can extract the general outline and location of the waters, but it produces too many small patches, especially near Dongping Lake. Fig. 16(c) is the experimental result of convolution layer with 4 layers and convolution kernel with 5 × 5. The experimental results show that the water area can be extracted well and the contours of all kinds of water bodies are clear and easy to recognize. Fig. 16(d) is the experimental result of convolution layer with 5 layers and convolution kernel with 5 × 5. The experimental results show that due to the different color of the water, there are many leakage cases and the identification accuracy of the water area is low.
The convolution layer in HRI-RefineNet model is set to 5-11 layers, and the waters are identified by different convolution layers. The result of accuracy is shown in Fig. 17 . When the number of convolution layers is 4 and the convolution kernel is 5 × 5, the highest accuracy is 88.7%, the precision is 90.7%, and the recall rate is 83.3%, as shown in Fig. 17 .
VI. HRI-RefineNET MODEL COMPARED WITH RefineNet Model AND OTHER EXISTING MODELS A. VISUAL COMPARISON OF IMAGE RESULTS WITH ORIGINAL RenfineNet MODEL
The excessive convolution and pooling layers in the original RenfineNet model cannot be adapted to extract many kinds of ground objects from high-resolution images, especially when the features of different types of objects vary greatly. By analyzing the characteristics of farmland, residential areas, forest, roads, and water area on high resolution remote sensing images, the layers of convolution layer and the size of convolution kernels were adjusted, and a novel HRI-RefineNet model is designed. This section compares the performance of HRI-RefineNet model and the original RefineNet model in detail. The two models are trained and tested on the same data set. The results of extracting five types of ground objects, farmland, residential areas, forest, roads and water area, by the two models are shown in Fig. 18 . Fig. 18(a) is the original image for the test. The species tested from up to down are farmland, residential areas, forest, roads and water area. Fig. 18 (b) is a precise marking image of five types of land objects. Fig. 18 (c) and (d) are the results of using RefineNet and HRI-RefineNet model to extract all kinds of objects, respectively.
As can be seen from Fig. 18 (c) , RefineNet model can extract the location and general range of various objects, but there are many errors in detail and small-scale objects extraction. In the extraction results of farmland, residential areas, forest, and roads, many small objects have different degrees of misclassification and omission. The reason is that RefineNet model contains too many maximum pooling layers of 5 × 5, which causes the neglection of detailed features. RefineNet model is not suitable for large-scale water extraction. The reason is that after too many convolution layer processing, a large amount of spatial information is lost, which makes the model cannot utilize the characteristic information of water area. Fig. 18 (d) is the result of HRI-RefineNet model extraction for five types of ground objects. From the results, we can see that the most important farmland is extracted completely and the outline is clear. The classification results of residential areas are more accurate, and scattered buildings are also extracted. The identification accuracy of forest is high, and the identification of scattered trees is also very good. The road is completely separated and the outline is clear. The water can be extracted well, and the contours of all kinds of water are clear and easy to recognize. Finally, it is concluded that the extracted results of the HRI-RefineNet model are obviously better than those of the RefineNet model.
B. DATA INDICATOR RESULT COMPARISON WITH ORIGINAL RENFINENET MODEL
The accuracy comparison of HRI-RefineNet Model and original RefineNet Model in extracting farmland, residential areas, forests, roads and water areas, and the overall accuracy(OA) of five ground objects are shown in Table 1 
C. VISUAL COMPARISON OF IMAGE RESULTS WITH OTHER EXISTING MODELS
HRI-RefineNet, SegNet and DeepLab are respectively used to extract different ground objects in high-resolution remote sensing images. In order to make the experimental results more rigorous, we selected three different typical ground objects for comparative experiments. The three ground objects are the the residents with largest convolutional kernel (5 × 5) and maximum number of convolutional layers (9 layers), the road with least convolutional layers (3 layers) and smallest convolutional kernel (3 × 3), and the farmland land with the largest area ratio in the image. HRI-RefineNet, SegNet and DeepLab models are respectively used to extract three representative features of residential area, road and farmland land, and the comparison results is shown in fig.  19 .
The results are analyzed as follows. The two comparison models (SegNet and DeepLab) have poor extraction effect for small pieces of broken farmland, while the HRI-RefineNet model has higher precision for the extraction of the edges of large farmland, and the extracted contour is clearer. The two comparative models cannot do a good job of identifying trees in the residential area. When the color of the residential area is more complex, the new model adopts a deeper network level and takes advantage of the deeper features of the surrounding pixel information, so it can extract the building more effectively. In the high-definition remote sensing image, the road color is even, the edge is more flat, and the extracted results are thin strip. The two comparison models have some problems in road recognition. When the terrain types on both sides of the road are complex, the road extraction results are not continuous. The reason for the inaccurate extraction is that the convolution kernel adopted by the two comparison models SegNet and DeepLab is too large and the convolution layer is too much, which makes the calculation amount increase and miscellaneous calculation increase, and the proportion of pixels that have little impact on the road extraction accuracy increases, thereby affecting the road extraction accuracy. The new model uses less convolution layers and the smallest convolution kernel to extract the road, which has a good effect on road recognition.
Finally, we believe that the extraction results of HRI-RefineNet model are obviously better than that of SegNet and DeepLab model from the intuitive view of the proposed result image, see in fig. 19 .
D. DATA INDICATOR RESULT COMPARISON WITH OTHER EXISTING MODELS
The accuracy comparison of HRI-RefineNet Model with Seg-Net and DeepLab model in extracting farmland, residential areas, and roads are shown in Table 2 . 
VII. CONCLUSION
RefineNET model is a typical model for recognizing natural images. However, high-resolution remote sensing images have their own characteristics, especially when there are many kinds of ground objects to be extracted. The characteristics of different objects vary greatly, and too many convolution and pooling layers cannot adapt to the extraction of many types of objects. In model design, the size of convolution kernel, the number of convolution layers and the effect of feature map processing by pooling layer affecting the identification accuracy. On this basis, this paper proposes a HRI-RefineNet model which is more suitable for extracting different kinds of ground objects from high-resolution remote sensing images. The main improvements of the model are as follows.
1) The number of convolution layers and the size of convolution kernel in HRI-RefineNet model is adjusted according to the features of different ground objects. The experimental results show that the number of convolution layers and the size of convolution kernel are different for different features of five types of objects. In the network structure of this paper, two kinds of convolution kernel, 3 × 3 and 5 × 5, are used. In order to make the model structure more suitable for different features, the number of convolution layers is set to 3-11 layers according to different ground objects features.
2) An improved pooling layer is designed for the HRI-RefineNet. Although pooling layers in RefineNet model enlarges the sensory field of the upper convolution kernel, but some location information is discarded while aggregating the background. The operation of new pooling layer in HRI-RefineNet can reduce location information loss in feature maps, better parameters optimization, reduce calculation, and prevent over-fitting.
3) Decoder group is added to the HRI-RefineNet model. The main function of the decoder is to combine the information of low-level feature map, further reduce the details of the lost features due to pooling, and make the identification results more accurate. High resolution remote sensing images contain more features in each convolution kernel, so the decoder group combined with low-level convolution feature map plays an important role in object extraction.
Dongping county and Feicheng county of Tai'an City, China, were selected as the experimental areas for validation. Five types of land ground objects were extracted, i.e., farmland, residential areas, forest, roads and water area. The experimental results show that the RefineNet model can extract the location and general range of various ground objects, but there are many errors when extracting detailed and small-scale objects. The HRI-RefineNet model can not only extract the clear and complete outline of the main objects, but also extract the scattered small objects accurately. The extraction accuracy of five types of objects , farmland, residential areas, forest, roads and water area, in RefineNet model is 87.7%, 86.3%, 82.61%, 74.74%, 73.3%. The experimental results of HRI-RefineNet model are 93.9%, 92.3%, 91.7%, 90.1%, 88.7%, which is better than that of RefineNET model. The new method combines the features of different ground objects with the model structure reasonably and efficiently, and effectively solves the problem of inaccurate extraction of many kinds of different ground objects.
In order to more forcefully explain the advantages of the model in extracting a variety of features. We also compared the HRI-RefineNet model with the current advanced Seg-Net and DeepLab models. The results of the experiment were compared with those of farmland, residential areas and road. Experimental results show that the HRI-RefineNet model is better than SegNet and DeepLab models when the images extracted from the model are directly compared. The HRI-RefineNet model was also better than SegNet and DeepLab models in terms of extraction accuracy.
