The paper is devoted to the numerical solution of elastoplastic constitutive initial value problems. An improved form of the implicit return-mapping scheme for nonsmooth yield surfaces is proposed that systematically builds on a subdifferential formulation of the flow rule. The main advantage of this approach is that the treatment of singular points, such as apices or edges at which the flow direction is multivalued involves only a uniquely defined set of non-linear equations, similarly to smooth yield surfaces. This paper (PART I) is focused on isotropic models containing: a) yield surfaces with one or two apices (singular points) laying on the hydrostatic axis; b) plastic pseudo-potentials that are independent of the Lode angle; c) nonlinear isotropic hardening (optionally). It is shown that for some models the improved integration scheme also enables to a priori decide about a type of the return and investigate existence, uniqueness and semismoothness of discretized constitutive operators in implicit form. Further, the semismooth Newton method is introduced to solve incremental boundary-value problems. The paper also contains numerical examples related to slope stability with available Matlab implementation.
Introduction
The paper is devoted to the numerical solution of small-strain quasi-static elastoplastic problems. Such a problem consists of the constitutive initial value problem (CIVP) and the balance equation representing the principle of virtual work. A broadly exploited and universal numerical/computational concept includes the following steps:
(a) time-discretization of CIVP leading to an incremental constitutive problem; (b) derivation of the constitutive and consistent tangent operators; (c) substitution of the constitutive (stress-strain) operator into the balance equation leading to the incremental boundary value problem in terms of displacements;
(d) finite element discretization and derivation of a system of nonlinear equations;
(e) solving the system using a nonsmooth variant of the Newton method.
CIVP satisfies thermodynamical laws and usually involves internal variables such as plastic strains or hardening parameters. Several integration schemes for numerical solution of CIVP were suggested. For their overview, we refer, e.g., [9, 11, 32, 33] and references introduced therein. If the implicit or trapezoidal Euler method is used then the incremental constitutive problem is solved by the elastic predictor/plastic corrector method. The plastic correction leads to the return-mapping scheme. We distinguish, e.g., implicit, trapezoidal or midpoint return-mappings depending on a chosen timediscretization [11, Chapter 7] .
In this paper, we assume that the plastic flow direction is generated by the plastic potential, g. If g is smooth then the corresponding plastic flow direction is uniquely determined by the derivative of g and consequently, the plastic flow rule reads as follows, e.g. [11, Chapter 8] :
ε p =λ ∂g(σ, A) ∂σ , g = g(σ, A).
(1.1)
Here,ε p ,λ, σ, and A denotes the plastic strain rate, the plastic multiplier rate, the stress tensor and the hardening thermodynamical forces, respectively. The corresponding return-mapping scheme is relatively straightforward and leads to solving a system of nonlinear equations. A difficulty arises when g is nonsmooth. Mostly, it happens if the yield surface contains singular points, such as apices or edges. Then the function g is rather pseudo-potential than potential and its derivative need not exist everywhere. In such a case, the rule (1.1) is usually completed by some additive formulas depending on particular cases of g and σ in an ad-hoc manner. For example, the implementation of the Mohr-Coulomb model reported in [11, Chapter 6, 8] employs one, two, or six plastic multipliers λ, depending on the location of σ on the yield surface. Since the stress tensor σ is unknown in CIVP one must blindly guess its right location. Moreover, for each tested location, one must usually solve an auxilliary system of nonlinear equations whose solvability is not guaranteed in general. These facts are evident drawbacks of the current return-mapping schemes.
In associative plasticity, it is well-known that the plastic flow rule (1.1) together with a hardening law and loading/unloading conditions can be equivalently replaced by the principle of maximum plastic dissipation within the constitutive model. This alternative formulation of CIVP does not require special treatment for nonsmooth g and enables to solve CIVP by techniques based on mathematical programming [5, 13, 29] . In particular, if the implicit or trapezoidal Euler method is used then the incremental constitutive problem can be interpreted by a certain kind of the closest-point projection [3, 27, 36] . For some nonassociative models, CIVP can be re-formulated using a theory of bipotentials that leads to new numerical schemes [10, 20, 40] . These alternative definitions of the flow rule enable a variational re-formulation of the initial boundary value elastoplastic problem. Consequently, solvability of this problem can be investigated (see, e.g., [18, 24] ). Therefore, the corresponding numerical techniques are usually also correct from the mathematical point of view. On the other hand, such a numerical treatment is not so universal and its implementation is more involved/too complex in comparison with standard procedures of computational inelasticity.
The approach pursued in this paper builds on the subdifferental formulation of the plastic flow rule, e.g. [11, Section 6.3.9] 
for nonsmooth g. Here, ∂ σ g(σ, A) denotes the subdifferential of g at (σ, A) with respect to the stress variable. If g is convex at least in vicinity of the yield surface then this definition is justified, e.g., by [30, Corollary 23.7 .1] and is valid even when g is not smooth at σ. On the first sight, it seems that (1.2) is not convenient for numerical treatment due to the presence of the multivalued flow direction.
The main goal of this paper is to show that the opposite is true, by demonstrating that the implicit return-mapping scheme based on (1.2) leads to solving a just one system of nonlinear equations regardless whether the unknown stress tensor lies on the smooth portion of the yield surface or not at least for a wide class of models with nonsmooth plastic pseudo-potentials. Using this technique, we eliminate the blind guessing and thus considerably simplify the solution scheme. Moreover, the new technique enables to investigate some useful properties of the constitutive operator, like uniqueness or semismoothness, that are not obvious for the current technique.
Since (1.5) 2 implies |w * 2 | = (|z 2 | − λ) + , the system of three nonlinear equations reduces to a single one
Consequently, λ can be found in the closed form as
from which one can easily compute w * = (w * 1 , w *
)
T by (1.5) 1 and (1.5) 2 .
Content of the the paper
The presented idea is systematically extended on some elastoplastic models. This paper, PART I, is focused on isotropic models containing: a) yield surfaces with one or two apices (singular points) laying on the hydrostatic axis; b) plastic pseudo-potentials that are independent of the Lode angle; c) nonlinear isotropic hardening (optionally). Such models are usually formulated by the HaighWestergaard coordinates. Further, the implicit Euler discretization of CIVP is considered and thus two types of return on the yield surface within the plastic correction are distinguished: (i) return to the smooth portion of the yield surface; (ii) return to the apex (apices). The paper is organized as follows. Section 2 contains some preliminaries related to invariants of the stress tensor and semismooth functions. Section 3 is devoted to the Drucker-Prager model including the nonlinear isotropic hardening. Although the plastic corrector cannot be found in closed form, the new technique enables to a priori decide about the return type and prove existence, uniqueness and semismoothness of the implicit constitutive operator. The consistent tangent operator is also introduced. In Section 4, we derive similar results for the perfect plastic part of the Jirásek-Grassl model [15] . In Section 5, the new technique is extended on an abstract model written by the HaighWestergaard coordinates. In particular, within the plastic correction, we formulate a unique system of nonlinear equations which is common for the both type of the return. It can lead to a more correct and/or simpler solution scheme in comparison with the current technique. Section 6 is devoted to numerical realization of the incremental boundary value elastoplastic problem using the semismooth Newton method. In Section 7, illustrative numerical examples related to a slope stability benchmark are considered. Here, limit load is analyzed by an incremental method depending on a mesh type and mesh density for the Drucker-Prager and Jirásek-Grassl models.
Within this paper, second order tensors, matrices and vectors are denoted by bold letters. As usual, small letters are used for vectors and capitals for matrices (see Section 6) . Further, the fourth order tensors are denoted by capital blackboard letters, e.g., D e or I dev . The symbol ⊗ means the tensor product [11, 17] . We also use the following notation: R + := {z ∈ R; z ≥ 0} and R
3×3
sym for the space of symmetric, second order tensors.
Preliminaries

Invariants of a stress tensor and their derivatives
Consider a stress tensor σ ∈ R 3×3 sym and its splitting into the volumetric and deviatoric parts:
Here, I, I dev , p and s denote the identity second order tensor, the fourth order deviatoric projection tensor, the hydrostatic pressure, and the deviatoric stress, respectively. The Haigh-Westergaard coordinates are created by the invariants p, and θ, where
Clearly, ≥ 0 and θ ∈ [0, π/3]. Since θ is not well-defined when = 0, the Lode angle is included in elastoplastic models indirectly. Usually, it is considered another invariant in the form :=˜ (σ) = r(cos θ), (2.1)
wherer(·) is assumed to be a smooth function such that˜ (·) is at least continuous. However, as we will see below, it is more convenient to assume strong semismoothness of˜ (·). As a particular case, it will be considered the invariant e := e (σ) = r e (cos θ),
where r e (cos θ) = 4(1 − e 2 ) cos 2 θ + (2e − 1)
3)
The function r e was proposed in [39] and contains the excentricity parameter e ∈ [0.5, 1]. It holds: a) r e (cos θ(.)) is a bounded and smooth function for any σ ∈ R 3×3 sym , (σ) > 0; b) e (σ) = 0 when = 0; c) e = , r e (cos θ) = 1 when e = 1.
We will also use the following derivatives:
Notice that the derivatives of , n, θ and r e do not exist when = 0. Further, θ is not differentiable when σ satisfies either θ = 0 or θ = π/3. On the other hand, r e has derivatives for such stresses [39] . For purposes of this paper, it is crucial to derive the subdifferential of at σ when (σ) = 0:
It is readily seen that
regardless (σ) = 0 or not.
Semismooth functions
Semismoothness was originally introduced by Mifflin [25] for functionals. Qi and J. Sun [28] extended the definition of semismoothness to vector-valued functions to investigate the superlinear convergence of the Newton method. We introduce a definition of strongly semismooth functions [34, 14, 26] . To this end, consider finite dimensional spaces X and Y with the norms . X and . Y , respectively. In the context of this paper, the abstract spaces X, Y represent either subspaces of R n or the space
Definition 2.1. Let F : X → Y be locally Lipschitz function in a neighborhood of some x ∈ X and ∂F (x) denote the generalized Jacobian in the Clarke sense [8] . We say that F is strongly semismooth at x if
(ii) for any h ∈ X, h → 0, and any V ∈ ∂F (x + h),
Notice that the estimate (2.8) is called the quadratic approximate property in [34] or the strong G-semismoothness in [14, 26] . In literature, there exists several equivalent definitions of strongly semismooth functions, see [28, 34] . For example the condition (2.8) can be replaced with
where D F is the subset of X, F is Fréchet differentiable and F (x; h) denotes the directional derivative of F at a point x and a direction h. We say that F : X → Y is strongly semismooth on an open set O ⊂ X if F is strongly semismooth at every point of O.
Since it is difficult to straightforwardly prove (2.8) or (2.9), we summarize several auxilliary results. Firstly, piecewise smooth (P C 1 ) functions with Lipschitz continuous derivatives of selected functions belong among strongly semismooth functions [12] . Especially, we mention the max-function, ξ : R → R, ξ(s) = max{0, s} = s + . Further, scalar product, sum, compositions of strongly semismooth functions are strongly semismooth. Finally, we will use the following version of the implicit function theorem [8, 34, 23] .
Theorem 2.1. Let I : Y × X → X be a locally Lipschitz function in a neighborhood of (ȳ,x), which solve I(ȳ,x) = 0. Let ∂ x I(y, x) denote the generalized derivatives of I at (y, x) with respect to the variables x. If ∂ x I(ȳ,x) is of maximal rank, i.e. the following implication holds,
then there exists an open neighborhood Oȳ ofȳ and a function F : Oȳ → X such that F is locally Lipschitz continuous in Oȳ, F (ȳ) =x and for every y in Oȳ, I(y, F (y)) = 0. Moreover, if I is strongly semismooth at (ȳ,x), then F strongly semismooth atȳ.
The semismoothness of constitutive operators in elastoplasticity has been studied e.g. in [4, 16, 31, 35, 36, 6] . Namely in [31, 36] , one can find an abstract framework how to investigate it for operators in an implicit form. However, the framework cannot be straightforwardly used for models investigated in this paper. Therefore, we introduce the following auxilliary result.
, r e (·) and e (·) be the functions introduced in Section 2.1. Further, lerp,ˆ : R 3×3 sym → R be strongly semismooth functions and assume thatˆ vanishes for any σ ∈ R 3×3 sym , (σ) = 0. Define,
Then the functions , e ,ˆ e and S are strongly semismooth in R 3×3 sym .
Proof. Since the functions n(·) and r e (cos θ(·)) are bounded and have Lipschitz continuous derivatives in {σ ∈ R 3×3 sym | (σ) = 0}, it is easy to see that the functions , e ,ˆ e and S are locally Lipschitz continuous in R 3×3 sym and strongly semismooth for any σ ∈ R 3×3 sym , (σ) = 0. Therefore, it remains to show strong semismoothness at σ ∈ R 3×3 sym , (σ) = 0. To this end, we show that (2.9) holds for , e , e and S at such σ. Let τ ∈ R
3×3
sym be such that (τ ) = 0. Then
Hence (σ + τ ; τ ) − (σ; τ ) = 0, e (σ + τ ; τ ) − e (σ; τ ) = 0 and
since the functionsp,ˆ satisfy (2.9) by the assumption.
The function S introduced in Proposition 2.1 has the same scheme as a mapping between trial and unknown stress tensors for models introduced in Section 3-5. Here, the trial stress is represented by σ and the unknown stress is in the formσ =p(σ)I +ˆ (σ)n(σ). Therefore, it is sufficient to prove only semismoothness of the scalar functionsp,ˆ representing invariants of the unknown stress tensor. The semismoothness ofˆ e has been derived to prove Theorem 4.3.
3 The Drucker-Prager model
Constitutive initial value problem
We consider the elastoplastic problem containing the Drucker-Prager criterion, a nonassociative plastic flow rule and a nonlinear isotropic hardening. Within a thermodynamical framework with internal variables, we introduce the corresponding constitutive initial value problem, see [11] :
1. Additive decomposition of the infinitesimal strain tensor ε on elastic and plastic parts:
2. Linear isotropic elastic law between the stress and the elastic strain:
where K, G > 0 denotes the bulk, and shear moduli, respectively.
3. Non-linear isotropic hardening:
Hereε p ∈ R + denotes an isotropic (scalar) hardening variable, κ ∈ R + is the corresponding thermodynamical force and H : R + → R + is a nondecreasing, strongly semismooth function satisfying H(0) = 0.
Drucker-Prager yield function:
Here, the parameters η, ξ > 0 are usually calculated from the friction angle using a sufficient approximation of the Mohr-Coulomb yield surface and c 0 > 0 denotes the initial cohesion.
5. Plastic pseudo-potential.
Hereη > 0 denotes a parameter depending on the dilatancy angle.
6. Nonassociative plastic flow ruleε p ∈λ∂g(σ), (3.6) whereλ ≥ 0 is a multiplier and ∂g(σ) denotes the subdifferential of the convex function g at σ. Using (2.4), (2.6) and (3.5), the flow rule (3.6) can be written aṡ
Consequently by (3.1), (3.2) and (2.7),
7. Associative hardening law:ε
8. Loading/unloding criterion:λ
Then the elastoplastic constitutive initial value problem reads as follows: Given the history of the strain tensor ε = ε(t), t ∈ [t 0 , t max ], and the initial values ε
hold for each instant t ∈ [t 0 , t max ].
Implicit Euler discretization of CIVP
We discretize CIVP using the implicit Euler method. To this end we assume a partition
of the pseudo-time interval and fix a step k. For the sake of brevity, we omit the index k and write
Further, we define the following trial variables:
) and σ tr := D e : ε e,tr . Then the discrete elastoplastic constitutive problem for the k-step reads as follows: Given ε, σ tr andε p,tr . Find σ,ε p and λ satisfying:
Notice that the remaining input parameter for the next step, ε p (t k ), can be computed using the formula
e : σ after finding a solution to problem (3.12).
Solution of the incremental problem
We standardly use the elastic predictor/plastic corrector method for solving (3.12) .
Elastic predictor applies when
is the solution to (3.12).
Plastic corrector applies when (3.13) does not hold. Then λ > 0 and (3.12) reduces into
Since the functions f and g depend on σ only through the variables and p, it is natural to reduce a number of uknowns in problem (3.15) . To this end, we split (3.15) 1 into the deviatoric and volumetric parts:
where s tr , p tr denotes the deviatoric stress, and the hydrostatic stress related to σ tr , respectively. Using (2.4) 3 , the equality (3.16) yields
(3.18) Denote tr = s tr and recall that n ≤ 1 for = 0 by (2.6). Then from (3.18) we obtain
Following the arguments developed in Section 1.1, we now rewrite (3.19) as follows:
Notice that (3.19) and (3.20) are equivalent. Further from (3.18) 1 , we standardly have:
The following theorem summarizes and completes the derived results.
is a solution to the following system:
is the solution to (3.15) where
Notice that the knowledge of the subdifferential of enables us to formulate the plastic corrector problem as a unique system of nonlinear equations in comparison to the current technique introduced in [11] . Moreover, one can eliminate the unknowns p, ,ε p similarly as for the current return-mapping scheme of this model. Inserting of (3.22) 1−3 into (3.22) 4 leads to the nonlinear equation q tr ( λ) = 0 where
Proof. From (3.24) and the assumptions on H, it is readily seen that q tr is a continuous and decreasing function. Further, q tr (γ) → −∞ as γ → +∞ and q tr (0) = f (σ tr , H(ε p,tr )) > 0. Therefore, the equation q tr ( λ) = 0 has just one solution in
The rest of the proof follows from Theorem 3.1 and the elastic prediction.
The second part of Theorem 3.2 is very useful from the computational point of view: one can a priori decide whether return to the smooth portion of the yield surface happens or not. This is the main difference in comparison with the current return-mapping scheme. The improved returnmapping scheme reads as follows.
Return to the smooth portion 1. Necessary and sufficient condition: q tr (0) > 0 and q tr tr /G √ 2 < 0.
Return to the apex 1. Necessary and sufficient condition:
Nonlinear equations (3.25) and (3.27) can be solved by the Newton method. Then it is natural to use the initial choice λ 0 = 0, λ 0 = tr /G √ 2 for (3.25), and (3.27), respectively. In case of perfect plasticity, H = 0, or linear hardening, H(ε p ) =Hε p ,H = const., equations (3.25) and (3.27) are linear and thus λ can be found in the closed form.
Stress-strain and consistent tangent operators
Solving the problem (3.12), we obtain a nonlinear and implicit operator between the stress tensor, σ = σ(t k ), and the strain tensor, ε = ε(t k ). The stress-strain operator, T , also depends on ε p (t k−1 ) andε p (t k−1 ) through the trial variables. To emphasize this fact we write σ := T (ε; ε p (t k−1 ),ε p (t k−1 )). From the results introduced in Section 3.3, we have T (ε; ε p (t k−1 ),ε p (t k−1 )) = S(σ tr ,ε p,tr ), where
where λ is the solution to (3.25), (3.27) in (3.29) 2 , and (3.29) 3 , respectively, i.e. q tr ( λ) = 0.
Theorem 3.3. The function T is strongly semismooth in R
3×3
sym with respect to ε.
Proof. We use the framework introduced in Section 2.2. Consider the function λ := λ(σ tr
, we obtain strong semismoothness of the functions S and T using Proposition 2.1.
Notice that T is not smooth if q tr (0) = 0 or q tr tr /G √ 2 = 0 or if H has not derivative at ε p,tr + λξ. We introduce the derivative ∂σ/∂ε under the assumption that any of these conditions does not hold. Set H 1 := H (ε p,tr + λξ). Using (2.4), (2.5), (3.2) and the chain rule, we obtain the following auxilliary derivatives:
We distinguish three possible cases:
1. Let q tr (0) < 0 (elastic response). Then clearly,
2. Let q tr (0) > 0 and q tr tr /G √ 2 < 0 (return to the smooth surface). Then the derivative of (3.26) reads
Applying the implicit function theorem on (3.25), we obtain
Hence,
3. Let q tr tr /G √ 2 > 0 (return to the apex ). Then the derivative of (3.28) yields
Applying the implicit function theorem on (3.27), we obtain
Hence, ∂σ ∂ε
The derivatives (3.30)-(3.32) define the consistent tangent operator, T o . It is readily seen that the tangent operator is symmetric ifη = η, i.e. for the associative plasticity. For purposes of Section 6, it is useful to extend the definition of T o for nondifferential points. For example, one can write
where H 1 in (3.31), (3.32) is the derivative from left of H atε p,tr + λξ. Notice that
A simplified version of the Jirásek-Grassl model
The Jirásek-Grassl model was introduced in [15] . It is a plastic-damage model proposed for complex modelling of concrete failure. The model has been further developed. For example, Unteregger and Hofstetter [38] have improved a hardening law and used the model in rock mechanics. For the sake of simplicity, we only consider a perfect plastic part of this model to illustrate the suggested idea and improve the implicit return-mapping scheme. The whole plastic part of the Jirásek-Grassl model can be included to an abstract model studied in the next section.
Constitutive problem and its solution
The perfect plastic model contains the yield function proposed in [22] :
where m 0 is the friction parameter andf c is the uniaxial compressive strength. The invariants p, and e = r e (cos θ) were introduced in Section 2. Notice that the couple (p a , a ) = (f c /m 0 , 0) defines the apex of the yields surface generated by the functionf . The yield surface is not smooth only at this apex. Scheme of the yield surface can be found in [15] .
Further, the following plastic pseudo-potential is considered [15] :
where
The subdifferential of g consists of the following directions:
where ∂ (σ) is defined by (2.6) and
Bgfc .
The k-step of the incremental constitutive problem received by the implicit Euler method reads as follows. Given ε := ε(t k ) and σ tr := D e : (ε(t k ) − ε p (t k−1 )). Find σ = σ(t k ) and λ satisfying:
We solve this problem again by the elastic predictor/plastic corrector method. 
Conversely, if (p, , λ) is a solution to (4.5) then (σ, λ) is the solution to (4.4) where
Proof. To prove Theorem 4.1 we use the same technique as in Section 3.3. It is based on the splitting the stress tensor on the deviatoric and volumetric parts, and on using linear dependence between s and s tr to reduce a number of unknowns. In particular, we have
for > 0. Consequently, we obtain (4.5) 2 , n = n tr and also θ = θ tr for > 0 using (2.1). Finally, notice that r tr e → 0 as tr → 0 + . Indeed, → 0 as tr → 0 + and the function r e (cos(.)) is bounded.
Analogously to the Drucker-Prager model, one can analyze existence and uniqueness of a solution to problem (4.5), and a priori decide whether the return to the smooth portion of the yield surface happens or not. To this end, we define implicit functionsp tr : γ → p γ andˆ tr : γ → γ such that
respectively, for any γ ≥ 0. The following lemma is a consequence of the implicit function theorem.
Lemma 4.1. The functionsp tr andˆ tr are well-defined in R + . Further,p tr is smooth and decreasing in R + ,ˆ tr is decreasing in the interval 0,
and its closed form reads as follows:
Now, consider the function q tr (γ) := q(γ; p tr , tr ), 
Hence, p crit :=p tr
Using the definitions ofp tr and m g , we have
By Theorem 4.1 and Theorem 4.2, the return-mapping scheme reads as follows.
Return to the smooth portion 1. Necessary and sufficient condition: q tr (0) > 0 and q tr √ 6f c tr /2Gm 0 < 0.
2. Find p ∈ R, > 0 and λ ∈ (0, √ 6f c tr /2Gm 0 ):
The system (4.10) of nonlinear equations can be solved by the Newton method with the initial choice p 0 = p tr , 0 = tr , λ 0 = 0. It was shown that the system has a unique solution subject to q tr (0) > 0 and q tr √ 6f c tr /2Gm 0 < 0. Without these conditions, one cannot guarantee existence and uniqueness of the solution to (4.10).
Stress-strain and consistent tangent operators
Solving the problem (4.4), we obtain a nonlinear and implicit operator between the stress tensor, σ = σ(t k ), and the strain tensor, ε = ε(t k ). The stress-strain operator, T , also depends on ε p (t k−1 ) through the trial stress. To emphasize this fact we write σ := T (ε; ε p (t k−1 )). We have 13) where the function q tr is defined by (4.8) and p, are components of the solution to (4.10).
Theorem 4.3. The function T is strongly semismooth in R 3×3
Proof. Consider the function λ = λ(σ tr ) satisfying λ = 0 if q tr (0) ≤ 0, otherwise q tr ( λ) = 0. To apply Theorem 2.1 on the implicit function q tr (γ) := q(γ; p tr , tr ), it is necessary to show that q is strongly semismooth w.r.t. the variables γ, p tr , tr . This follows from (4.7) and Proposition 2.1. The rest of the proof coincides with the proof of Theorem 3.3.
If q tr (0) = 0 or q tr √ 6f c tr /2Gm 0 = 0 then T is not smooth. We derive the derivative ∂σ/∂ε under the assumption that any of these conditions does not hold. If q tr (0) < 0 (elastic response) then ∂σ/∂ε = D e . If q tr √ 6f c tr /2Gm 0 > 0 (return to the apex) then ∂σ/∂ε = O (vanishes). Let q tr (0) > 0 and q tr √ 6f c tr /2Gm 0 < 0, i.e., return to the smooth portion happens. Then the derivative ∂σ/∂ε can be found as follows.
1. Find the solution (p, , λ) to (4.10).
2. Use (2.4), (2.5), (3.2) and the chain rule and compute:
tr e ∂ε = −r e (cos θ tr ) sin θ tr ∂θ tr ∂ε .
Compute:
Notice that the matrix in (4.14) arises from linearization of (4.10) around the solution (p, , λ). The matrix is invertible since its determinant is negative.
Compute
For numerical purposes, we use the following generalized consistent tangent operator: 
An abstract model
The aim of this section is an extension of Theorem 3.1 and 4.1 on a specific class of elastoplastic models that are usually formulated in the Haigh-Westergaard coordinates. We consider an abstract model containing the isotropic hardening and the plastic flow pseudo-potential. Given the history of the strain tensor ε = ε(t), t ∈ [t 0 , t max ], and the initial values
Find the generalized stress (σ(t), κ(t)) and the generalized strain (ε p (t),ε p (t)) such that
Further, we have the following assumptions on ingredients of the model:
, wheref is increasing with respect to and˜ , convex and continuously differentiable at least in vicinity of the yield surface.
3. H is a nondecreasing, continuous and strongly semismooth function satisfying H(0) = 0.
for > 0 (return to the smooth portion), (5.5) and guess which of these systems provides an admissible solution. Beside the blind guessing, the current approach has another drawback: it can happen that (5.2) has a unique solution and mutually one of the systems (5.4), (5.5) does not have any solution or have more than one solution. Therefore, we recommend to solve (5.2) directly by a nonsmooth version of the Newton method with the standard initial choice p 0 = p tr , 0 = tr , κ 0 = κ tr and λ 0 = 0.
Numerical realization of the incremental boundary value elastoplastic problem
Consider an elasto-plastic body occupying a bounded domain Ω ⊆ R 3 with the Lipschitz continuous boundary Γ. It is assumed that Γ = Γ D ∪ Γ N , where Γ D and Γ N are open and disjoint sets. On Γ D , the homogeneous Dirichlet boundary condition is prescribed. Surface tractions of density f t are applied on Γ N and the body is subject to a volume force f V .
Notice that the above defined stress, strain and hardening variables depend on the spatial variable x ∈ Ω, i.e. ∇v + (∇v)
T , v ∈ V. Substitution of the stress-strain operator T into the principle of the virtual work leads to the following problem at the k-th step:
where f V,k and f t,k are the prescribed volume, and surface forces at t k , respectively. After finding a solution u k , the remaining unknown fields ε p k ,ε p k important for the next step can be computed at the level of integration points. Problem (P k ) can be standardly written as the operator equation in the dual space V to V: F k (u k ) = k , where
Since we plan to use the semismooth Newton method, we also introduce the operator K k : V → L(V, V ) as follows:
To discretize the problem in space we use the finite element method. Then the space V is approximated by a finite dimensional one, V h . If linear simplicial elements are not used then it is also necessary to consider a suitable numerical quadrature on each element. Let F k,h , K k,h , k,h denote the approximation of operators F k , K k , k , respectively, and
n be their algebraic counterparts. Then the discretization of problem (P k ) leads to the system of nonlinear equations, F k (u k ) = l k , and the semismooth Newton method reads as follows: Algorithm 1 (Semismooth Newton method).
If T is strongly semismooth in R 3×3 sym then F k is strongly semismooth in R n . Notice that the strong semismoothness is an essential assumption for local quadratic convergence of this algorithm. In numerical examples introduced below, we observe local quadratic convergence when the tolerance is sufficiently small. In particular, we set N ewton = 10 −12 .
7 Numerical example -slope stability
The improved return-mapping schemes in combination with the semismooth Newton method have been partially implemented in codes SIFEL [1] and MatSol [21] . Here, for the sake of simplicity, we consider the slope stability benchmark [11, Page 351] for the presented models, the Drucker-Prager (DP) and the Jirasek-Grassl (JG) ones. The benchmark is formulated as a plane strain problem. We focus on: a) incremental limit analysis and b) dependence of loading paths on element types and mesh density. For purposes of such an experiment, special MatLab codes have been prepared to be transparent. These experimental codes are available in [2] together with selected graphical outputs. The geometry of the body is depicted in Figure 2 or 3. The slope height is 10 m and its inclination is 45
• . On the bottom, we assume that the body is fixed and, on the left and right sides, zero normal displacements are prescribed. The body is subjected to self-weight. We set the specific weight ρg = 20 kN/m 3 with ρ being the mass density and g the gravitational acceleration. Such a volume force is multiplied by a scalar factor, ζ. The loading process starts from ζ = 0. The gravity load factor, ζ, is then increased gradually until collapse occurs. The initial increment of the factor is set to 0.1. To illustrate loading responses we compute settlement at the corner point A on the top of the slope depending on ζ.
As in [11, Page 351], we set E = 20 000 kPa, ν = 0.49, φ = 20
• and c = 50 kPa, where c denotes the cohesion for the perfect plastic model. Hence, G = 67 114 kPa and K = 3 333 333 kPa. In comparison to [11] , we use the presented models instead of the Mohr-Coulomb one. The remaining parameters for these models will be introduced below.
We analyze the problem for linear triangular (P 1) elements and eight-pointed quadrilateral (Q2) elements. In the latter case, (3 × 3)-point Gauss quadrature is used. For each element type, a hierarchy of four meshes with different densities is considered. The P 1-meshes contain 3210, 12298, 48126, and 190121 nodal points, respectively. The Q2-meshes consist of 627, 2405, 9417, and 37265 nodal points, respectively. The coarsest meshes for P 1 and Q2 elements are depicted in Figure 2 and 3. Let us complete that the mesh in Figure 2 is uniform in vicinity of the slope and consists of right isoscales triangles with the same diagonal orientation. Further, it is worth mentioning that the P 1-meshes are chosen much more finer in vicinity of the slope than their Q2-counterparts within the same level. 
The Drucker-Prager model
The Drucker-Prager parameters η, η and ξ are computed from the friction angle, φ, and the dilatancy angle, ψ, as follows [11] :
At first, we introduce results obtained for the model with associative perfect plasticity. In such a case, ψ = φ, c 0 = c and H = 0 kPa. The received loading curves for the investigated meshes and elements are depicted in Figure 4 and 5. Although P 1-meshes are much finer, we observe more significant dependence of the curves on the mesh density for P 1-elements than for Q2-elements. Also computed limit load factors are greater and tend more slowly to a certain value as h → 0 + for P 1-meshes than for Q2-meshes. The expected limit value is 4.045 as follows from considerations introduced in [7] . Using the finest P 1 and Q2 meshes, we receive the values 4.230, and 4.056, respectively. In general, higher order elements are recommended when a locking effect is expected. In this example, it can be caused due to the presence of the limit load and/or ν ≈ 1/2. On the other hand, the strong dependence on mesh density is influenced by other factors like mesh structure or choice of a model. For example, this dependence is not so significant for the Jirasek-Grassl model (see the next subsection). Further, in [19] , there is theoretically justified and illustrated that the dependence of the limit load on the mesh density is minimal for bounded yield surfaces and that an approximation of unbounded yield surfaces by bounded ones (the truncation) leads to a lower bound of the limit load. Here,H represents the initial slope of the hardening function and the material response is perfect plastic for sufficiently large values of the hardening variable. This nonassociative model yields a slightly lower values of the limit load factors and also the other results are very similar to the associative model. The related graphical outputs are available in [2, SS-DP-NH]. Further, in vicinity of the limit load, we have observed lower rounding errors for the improved return-mapping scheme and thus lower number of Newton steps is necessary to receive the prescribe tolerance than for the current scheme. However, the computational time for both schemes are practically the same since return to the apex happens only on a few elements lying in vicinity of the yield surface.
The simplified Jirasek-Grassl model
To be the simplified Jirasek-Grassl (JG) model applicable for the investigated soil material we fit its parameters using the associative perfect plastic Drucker-Prager (DP) model as follows: e = 1, f c = 3cξ/( √ 3 − η),f t = 0, B g = 1000, s = 5, A g = sη and m 0 = √ 3s − 6. Recall that e = 1 implies e = . Further the value off c corresponds to the uniaxial compressive strength computed from the Drucker-Prager model. To eliminate the influence of the exponential term in the function m g , the value of B g is chosen sufficiently large. Then the model is insensitive onf t and one can vanish it. Finally, we require the same flow direction for both the models under the uniaxial compressive strength. Since the yield function in the JG model is normalized in comparison to the DP model it is convenient to introduce the following relation between the plastic multipliers: λ DP = s fc λ JG , where s is a scale factor. Then the values of m 0 and A g are determined from the following equations:
To be m 0 positive, s must be greater than 2 √ 3. To be in accordance with results of the DP model, we set s = 4.9.
1 Comparison of yield surfaces (in the meridean plane) and flow directions for the DP and JG models is illustrated in Figure 8 . Here, the fixed value λ DP = 0.001 is used for vectors representing the flow directions.
Loading curves for the investigated P 1, Q2 meshes and the JG model are depicted in Figure 9 and 10. We observe much faster convergence of the P 1-loading curves than for the DP model. Moreover, the results for P 1 and Q2 elements are comparable. The computed values of the limit load factor on the finest P 1 and Q2 meshes are 4.124, and 4.107, respectively.
Conclusion
The main idea of this paper is that the subdifferential formulation of the plastic flow rule is also useful for computational purposes and numerical analysis. Namely, it has been shown that such an approach improves the implicit return-mapping scheme for non-smooth plastic pseudo-potentials as follows.
• The unique system of nonlinear equations is solved regardless on a type of the return. • It can be a priori determined the type of the return from a given trial state for some models (without knowledge of the solution).
• The scheme can be more correct than the current one, and its form enables to study properties of constitutive operators like existence, uniqueness and semismoothness.
In this paper (PART I), the new technique has been systematically built on a specific class of models containing singularities only along the hydrostatic axis. Beside an abstract model, two particular models have been studied: The Drucker-Prager and the simplified Jirasek-Grassl model. However, the presented idea seems to be more universal. For example, it has been successfully used for the Mohr-Coulomb model in "PART II" [37] .
