Abstract. We consider the generalized Jacobian J of the modular curve X 0 (N ) of level N with respect to a reduced divisor consisting of all cusps. Supposing N is square free, we explicitly determine the structure of the Q-rational torsion points on J up to 6-primary torsion. The result depicts a fuller picture than [18] where the case of prime power level was studied. We also obtain an analogous result for Drinfeld modular curves. Our proof relies on similar results for classical Jacobians due to Ohta, Papikian and the first author. We also discuss the Hecke action on J and its Eisenstein property.
1. Introduction 1.1. Background and overview. Let J be the Jacobian variety of the modular curve X := X 0 (p) over Q of prime level p. In a celebrated paper [9] , Mazur proved that the group of Q-rational torsion points J(Q) Tor on J is a cyclic group of order (p − 1)/(p − 1, 12). (Here and henceforth we denote by (a, b) the greatest common divisor of a and b.) This result has been generalized to prime power level by Lorenzini [7] and Ling [6] , as well as to square free level by Ohta [11] . The latter result will be recalled in Theorem 1.2.2 below.
A research toward a different direction was started in [18] . Let C be the set of all cusps on X, which we regard as a reduced effective divisor on X. We consider the generalized Jacobian J of X with respect to modulus C, in the sense of Rosenlicht-Serre [15] . Since C consists of two Q-rational points in this case, J is an extension of J by G m so that we have an exact sequence (cf. In [18] it is shown that i is an isomorphism. It is also proved in loc. cit. that a similar bijectivity result holds when the level is a power of a prime ≥ 5, conditional to a folklore conjecture "the cupsidal divisor classes cover all torsion rational points"(cf. [10, Conjecture 2] ). On the contrary, it is observed that i is far from being an isomorphism when the level is a product of two different primes of certain type [18, Proposition 1.3.2] . The purpose of the present article is twofold. One is to clarify what happens in the case of square free level. The other is to develop a parallel story for the rank two Drinfeld modular curves, again for square free level. Our main result, explained in the next subsection, pinpoints where i fails to be an isomorphism (see Remark 1.2.4). Our proof relies on the study of classical Jacobians due to Ohta [11] and to PapikianWei [14] . We also discuss the action of Hecke operators on J(F ) Tor and study its Eisenstein property, see §1.3.
Main results.
We work in either of the following setting:
(NF) Set F = Q and A = Z. Let p 1 , . . . , p s be distinct primes, and put N = p 1 . . . p s ∈ A. Let X := X 0 (N) be the modular curve with respect to Γ 0 (N) = a b c d ∈ SL 2 (A) | c ≡ 0 mod N .
(FF) Let F q be a finite field with q elements. Set F = F q (t) and A = F q [t] . Let p 1 , . . . , p s ∈ A be distinct irreducible monic polynomials, and put N = p 1 . . . p s ∈ A. Let X := X 0 (N) be the rank two Drinfeld modular curve with respect to
We regard X as a smooth projective absolutely integral curve over F . Let C ⊂ X be the reduced closed subscheme consisting of all cusps on X. All points of C are F -rational and |C| = 2 s . As before, we denote by J and J the Jacobian variety of X and the generalized Jacobian of X with modulus C, respectively. Then J is an extension of J by the product of 2 s − 1 copies of G m so that we have an exact sequence (cf.
where µ F consists of the roots of unity in F . Our result can be stated easily when s = 1 (that is, N = p 1 ∈ A is a prime element).
1.2.1. Theorem. If s = 1, then the map i is an isomorphism.
As explained above, the case (NF) has been proved in [18] . Note also that in the case (FF) Pál showed J(F ) Tor is a cyclic group of order [12] . For general s, we need to introduce notations. For j ∈ Z ≥0 we define
Here |e −1 (−1)| denotes the cardinality of {c ∈ {1, . . . , s} | e(c) = −1}, and in the case (FF) we write |p i | := q deg(p i ) . We set a = 6 in the case (NF), q(q 2 − 1) in the case (FF).
The group of F -rational torsion points on J is studied by Ohta and Papikian-Wei (see Theorem 2.3.1 below for more detailed results). 
Our main result for general s is the following:
There is an isomorphism for the e-part of M and M for e ∈ E 0 , then they say 1.3. Eisenstein property. Let T be the Z-algebra generated by the Hecke correspondences τ p on X for all p ∤ N. Then J and J admit Tmodule structures, and the natural homomorphism J → J is actually T-equivariant. Let E be the ideal of T generated by τ p − |p| − 1 for all p ∤ N. In the case of (NF), we also use a little smaller ideal E ′ generated by τ p − |p| − 1 for all p ∤ 2N. We have the following results in the literatures (cf. Lemma 5.1.1).
• 
1.4. Organization of the paper. We recall known facts and prove easy lemmas on Jacobian varieties (resp. generalized Jacobians) of (Drinfeld) modular curves in §2 (resp. §3). (FF) . Recall that C ⊂ X = X 0 (N) denotes the set of all cusps, which admits a standard description
For x ∈ P 1 (F ) we denote by [x] ∈ C the point corresponding to the Γ 0 (N)-orbit of x. We shall constantly use two bijections
Here the first map is given by m(w) = We identify E := {±1} s with E 0 from (1.3). Let
be the following canonical biadditive pairing
The degree of D e is zero if e = 1 E , and is 2 s if e = 1 E .
Atkin-Lehner involution.
For each m ∈ A + with m|N, we let W m : X → X be the Atkin-Lehner involution associated to m (cf. [11, (1.1.5)] in the case (NF), [14, Definition 2.11] in the case (FF)). To ease the notation, we write W w = W m(w) for w ∈ W. Recall that W m restricts to an F -automorphism of C.
Lemma.
(1) For w, w ′ ∈ W and e ∈ E \ {1 E }, we have
(2) Let us define subgroups of Div(X) by
which are all stable under the action of W. Then the index
Proof. The first statement of (1) 
where α and β are the inclusions, aug is the augmentation, and γ is induced by aug •β. Since γ is injective and its cokernel is cyclic of order 2 s , we are reduced to showing | Coker(β)| = 2
for any s ≥ 1. Now the claim follows by induction.
2.2.2.
Remark. The composition of canonical homomorphisms
is injective and its cokernel is of order 2 s . Hence we have
For a Z[W]-module M and e ∈ E, we write
Then for any Z[1/2]-module B and i = 1, 2, 3 we have
e and moreover
2.3. Jacobian variety. Let J be the Jacobian variety of X. We define C to be the cuspidal divisor subgroup, i.e.
(2.7)
where D 2 is from Lemma 2.2.1. It is known that C is contained in J(F ) Tor by [8] , [3] . Since J(F ) Tor is finite, we can decompose
where ℓ runs through all primes and {ℓ} denotes the ℓ-primary torsion part. If ℓ = 2 we may further decompose (see (2.5))
Suppose either that we are in the case (NF) and (3, N) = 1, or that we are in the case (FF). We define e H ∈ E by e H := (
Note that for e ∈ E we have (3, d(e)) = 3 if and only if e = e H in the case (NF) (see (1.4) for the definition of d(e)). In the case (FF), we have (q + 1, d(e)) = q + 1 for any e = e H , and (q + 1, d(e H )) is a power of two [14, Remark 3.6] . We also put (2.10)
In the case (FF), we write |a| = q deg a for a ∈ A \ {0}. Let ℓ be an odd prime. In (NF) and ℓ = 3, we further assume (N, 3) = 1. If we are in (FF), assume (ℓ, q(q − 1)) = 1. Then, for any e ∈ E, we have C{ℓ} e = J(F ){ℓ} e and it is a cyclic group whose order is the ℓ-part of
It is generated by the class of D e unless e = 1 E .
Note that we do not need e ± H appearing in [11] , because we assume ℓ = 2 and (3, N) = 1 if ℓ = 3 3. Generalized Jacobian 3.1. An exact sequence. Let J be the generalized Jacobian variety of X with modulus C (see (2.1) for C). Here we quickly recall some basic results from [15] and [18, §2] , with which the readers may consult for details. We have (almost by definition)
Here by f ≡ 1 mod C we mean ord x (f −1) > 0 for all x ∈ C. It follows that there is an exact sequence
where D 3 is from (2.4). All maps in this sequence are compatible with the action of Atkin-Lehner involutions. In particular, we can decompose the map δ, up to 2-primary torsion, into the direct sum of
where ℓ and e ranges over all odd primes and elements of E respectively, see (2.6). 
and is independent of the choices of m, f and t [w] .)
We now arrive at our main result (see (2.10) and (1.4) for the definitions of k and d(e)).
The proof of this theorem is given in the next section. Combined with Theorem 2.3.1, it implies Theorems 1. 2.1 and 1.2.3 . For the latter, we can also deduce the following supplementary results. We define
where e ranges over E \ {1 E , e H , e
(1) , . . . , e (s) } (see (2.10) and (2.9) for b and e H ).
3.3.2.
Corollary. If we are in the case (NF) we assume (3, N) = 1 and put ℓ = 3. If we are in the case (FF) we assume ℓ is an odd prime divisor of q + 1. Then there is an isomorphism
Proof. Using remarks after (2.9) and ord ℓ (k) = ord ℓ (b), this follows by comparing Theorem 2.3.1 with Theorem 3.3.1. 
where k is from (2.10) and G = SL 2 (A) (resp. G = GL 2 (A)) in the case (NF) (resp. (FF)). Given e = (e i )
For w ∈ W and e ∈ E \{1 E }, we define (4.2) c(e, w) = p For i = 1, ..., s, one has (see a sentence after (2.2) for the notation˜)
e, w ′ = 2 s−1 , if e = e (i) and w i = 1, 0, otherwise, proving the lemma.
Lemma. Let e ∈ E \ {1 E }.
(1) The function ∆ e (z) from (4.1) is a rational function on X defined over F . Proof.
(1) The transformation law of ∆ implies that ∆ e lies in C ∞ (X). Note that the "q-expansion of ∆ at ∞" has F -rational coefficients (cf. [2] in the case (FF)). Regarding C ∞ (X) as a subfield of C ∞ ((q)), the result holds from the fact that F (X) = C ∞ (X) ∩ F ((q)). (2) Let w ∞ := (−1, ..., −1) ∈ W. Then [w ∞ ] = [1/N] ∈ C, corresponding to the "cusp at ∞". Considering the q-expansion of ∆, it is observed that
Thus the result follows from Lemma 2.2.1 (1) and 4.1.1.
4.2.
Evaluation of the connecting map. Theorem 3.3.1 immediately follows from the following result:
4.2.1. Proposition. Let e ∈ E \ {1 E }. If e = e (i) for some i = 1, . . . , s (see (3.5)), then we have ([w]) = c(e,w) for all e ∈ E \ {1 E }, w ∈ W, where c(e,w) is from (4.2) and we putw := w ∞ − w(= w ∞ + w) ∈ W with w ∞ := (1, ..., 1) ∈ W. We first take t [w∞] ∈ F (X) × to be any uniformizer at w ∞ which has 1 as the leading term of its q-expansion.
(For instance, we may take the pull-back of the reciprocal of the jfunction X 0 (1) 
Thus the equalities (3.4) and (4.4) imply 
Moreover, the intersection of C ∩ ker δ is generated by
5. Eisenstein property 5.1. Jacobian variety. Let T be the polynomial ring Z[τ p : p ∤ N] generated by variables τ p for all prime elements p ∈ A + such that p ∤ N. Let E be the ideal generated by τ p − |p| − 1 for all p ∤ N, which is called the Eisenstein ideal. We say a T-module is Eisenstein if it is annihilated by E. In the case (NF), we define E ′ to be the ideal generated by τ p − p − 1 for all p ∤ 2N, and we say a T-module is Eisenstein away from 2 if it is annihilated by E ′ . When N is even, this is the same as saying Eisenstein.
Given p ∤ N, the Hecke correspondence on X associated to p induces an endomorphism T p of J. We obtain a Z-algebra homomorphism T → End(J) sending τ p to T p . Then we may ask if J(F ) Tor is Eisenstein. We collect known results in the literatures.
Lemma.
(1) In (NF), J(F ) Tor is Eisenstein away from 2, and
Proof. (1) is shown in the proof of [11, Theorem 3.6.2 (p. 316)]. For the completeness sake, we sketch its proof. If ℓ is an odd prime (resp. ℓ = 2), then the reduction map
, where J /F ℓ is the reduction of J over F ℓ . On the other hand, the Eichler-Shimura congruence relation shows that the Hecke correspondence T ℓ acts on J /F ℓ (F ℓ ) by the multiplication by ℓ + 1, whence the statement. (2) is shown in [13, Lemma 7.1] . (3) is well-known, and it also follows from Proposition 5.2.5 (3) below.
5.2. Generalized Jacobian. We can play a similar game for J. Given p ∤ N, the Hecke correspondence on X associated to p again induces an endomorphism T p of J as follows. Let f, g : X 0 (pN) → X 0 (N) = X be the maps that send a pair (E, Q) of an elliptic curve (or a Drinfeld module) E and its pN-torsion subgroup (submodule) Q to the pair .) Over C ∞ , they are induced by the identity map and the multiplication by p on P 1 (C ∞ ) ⊔ P 1 (F ), passing through the quotients by Γ 0 (N) and Γ 0 (pN). Recall that C is the set of all cusps on X = X 0 (N). Let C ′ be the set of all cusps on X 0 (pN) and J ′ the generalized Jacobian of X 0 (pN) with modulus C ′ . Since we have f −1 (C) = g −1 (C) = C ′ , there are the pull-back map f * : J → J ′ and the push-forward map g * : J ′ → J. The action of the Hecke correspondence is given by
We omit the proof of the following lemma, which is well-known (and is seen by the same way as J)
Hence we obtain a Z-algebra homomorphism T → End( J) sending τ p to T p , and the canonical map J → J is T-equivariant. Then we may ask if J(F ) Tor is Eisenstein. We provide a partial answer to this problem. The first result is the following.
(
Proof. The Hecke algebra T acts on Div(X) as algebraic correspondences, which induces T-module structures on the subgroup We say a T-module has Eisenstein exponent two (resp. Eisenstein exponent two away from 2 in the case (NF)) if it is annihilated by E 2 (resp. E ′ 2 ). As before, two notions are identical when N is even.
Proposition.
(1) If s = 1, then J(F ) Tor is Eisenstein. We will prove this lemma as a part of Proposition 5.2.5 (3) below (although it can also be shown directly). To state the result, we need some preparation. We define
where F (X) [w] is the completion of F (X) at [w] ∈ X and ord [w] : 
Using the approximation lemma, (3.1) can be rewritten as
where ∆ : We obtain the following because C = J(F ) Tor implies J (F ) Tor ⊂ C.
(1) In (NF), J(F ) Tor is Eisensetein away from 2 and has Eisenstein exponent two. It remains to prove Proposition 5.2.5. Take p ∤ N. We use the notations introduced in the beginning of §5.2. For any w ∈ W, we define two cusps [w] ′ , [w * ] ′ ∈ C ′ on X ′ = X 0 (pN) to be the Γ 0 (pN)-orbits of 1/m(w) and 1/(pm(w)) ∈ P 1 (F ), respectively (see (2.2) for
over all w ∈ W. We remark that both of f and g are of degree |p| + 1 and their ramification indexes are given by e f ([w]
The following is the key step in the proof of Proposition 5.2.5.
[w] . In particular, we have
Proof. Note first that F (X)
[w] is generated by the classes of nonzero constants F × and a single element α ∈ F (X) × such that ord [w] (α) = ±1, and hence it suffices to verify (5.5) for such elements. We consider the map
which induces φ w in view of
Since f and g are of degree |p|+1, one has Φ w (α) = α |p|+1 for a constant α ∈ F × , showing (5.5) in this case. As for the other type of generators, we first consider the case w = w ∞ = (−1, . . . , −1) (i.e.
[w] = [∞]). Let us consider a diagram
where f ′ and g ′ are defined similarly as above, and π and π ′ are given by forgetting level structures (like f ). We may take α := π * (j) as the pull-back of the j-function X 0 (1) ∼ = −→ P 1 so that ord [w∞] (α) = −1. Since the squares in the above diagram are Cartesian, we have
Therefore (5.5) is reduced to the case N = 1, which we now assume. Let W ′ p : X ′ = X 0 (p) → X ′ be the Atkin-Lehner involution with respect to p so that we have g = f • W ′ p and therefore Φ w∞ (j) = g * f * (j) is given by the norm of 
[w∞] . This proves (5.5) in this case.
Finally, let us go back to general N and consider other w ∈ W. Then we may take α := W w (j). Using the Atkin-Lehner involution W ′ w : X ′ → X ′ acting on X ′ , we have a commutative diagram
Hence (5.5) follows from the case w = w ∞ above.
Proof of Proposition 5.2.5. The above lemma shows everything except the second statement of (1), which we now prove. Hence we suppose that we are in the case (NF) and s = 1, p = 2. Then any element of L 0 is represented by (α, β) ∈ F (X)
[∞] such that ord [0] (α) = − ord [∞] (β) =: a. By the lemma, we see that T 2 sends it to the class of ((−1) a α 3 , (−1) a β 3 ), but the image of (−1, −1) in C is trivial because it is in the image of the diagonal map. This completes the proof.
5.2.8. Remark. In the case (NF), we actually obtain that J (F ) Tor is never Eisenstein when N is odd and s > 2. To prove this, let c ∈ C be the divisor class represented by it is given by x → x 3 .) Therefore neither is c.
5.2.9.
Remark. Let T J (resp. E J ) be the image of T (resp. E) in End( J).
Then the Eisenstein property of D 3 ⊗ G m ⊂ J implies that
unless N = 1 (in which case we have J = J = 0). Let T J (resp. E J ) be the image of T (resp. E) in End(J). It is known that T J /E J is always finite. This is a remarkable difference between T J and T J .
