Abstract The present study proposes a computer-aided classification (CAC) system for three kidney classes, viz. normal, medical renal disease (MRD) and cyst using B-mode ultrasound images. Thirty-five B-mode kidney ultrasound images consisting of 11 normal images, 8 MRD images and 16 cyst images have been used. Regions of interest (ROIs) have been marked by the radiologist from the parenchyma region of the kidney in case of normal and MRD cases and from regions inside lesions for cyst cases. To evaluate the contribution of texture features extracted from de-speckled images for the classification task, original images have been pre-processed by eight de-speckling methods. Six categories of texture features are extracted. One-against-one multi-class support vector machine (SVM) classifier has been used for the present work. Based on overall classification accuracy (OCA), features from ROIs of original images are concatenated with the features from ROIs of pre-processed images. On the basis of OCA, few feature sets are considered for feature selection. Differential evolution feature selection (DEFS) has been used to select optimal features for the classification task. DEFS process is repeated 30 times to obtain 30 subsets. Runlength matrix features from ROIs of images pre-processed by Lee's sigma concatenated with that of enhanced Lee method have resulted in an average accuracy (in %) and standard deviation of 86.3±1.6. The results obtained in the study indicate that the performance of the proposed CAC system is promising, and it can be used by the radiologists in routine clinical practice for the classification of renal diseases.
Introduction
Ultrasound imaging has many advantages like real-time, inexpensive, non-radioactive and non-invasive nature and thus it has wide applications in radiology. However, the disadvantages are inter-and intra-observer variability associated with subjective interpretation, artefacts due to patient mobility and equipment limitations. These limitations restraint the clarity of subjective diagnosis. Thus, there has been a significant interest among researchers to provide possible objective aid to radiologists to assist them in decision-making.
In the present study, three classes of kidney ultrasound images are considered for classification, viz. normal, medical renal disease (MRD) and cysts (Fig. 1) . The bean-shaped kidney has parenchyma comprised of outer cortex and inner medulla. Renal cortex extends in between pyramids in medullary region called renal column. In case of normal kidney, cortex is hyper-echoic than liver and differentiation between cortex and medulla can be made. Disorders such as hematuria, proteinuria, pyuria, polyuria, etc. may involve diseased glomerulus, blood vessels and nephrons in renal parenchyma.
When such diseases in renal parenchyma are not precisely diagnosable, they are referred as medical renal disease. In MRD, parenchyma is hyper-echoic and thus making the differentiation between cortex and medulla is very difficult. There might be reduction in kidney size. Cysts are fluid-filled regions in the kidney. They are regions with thin wall, anechoic in appearance and also exhibit posterior wall enhancement.
Very few studies have been presented in the literature with regard to the classification of B-mode kidney ultrasound images. Bommanna Raja et al. have studied the classification of above-mentioned classes by extracting kidney region [1] and using different features [2] . In their study, the whole kidney area has been considered for extracting features. Whereas, the participating radiologist opined that the characteristic changes in MRD with respect to normal are in the parenchyma of kidney and the cysts are focal in nature. Therefore, in the present work, ROIs are obtained from the parenchyma region of kidney in case of normal and MRD classes and from within lesion in case of cyst class.
Speckle noise in B-mode ultrasound images makes visual diagnosis a difficult task, but it also contains diagnostic information which is preferred by the radiologists. Various despeckling methods have been proposed in the literature. From the studies [3, 4] , it has been noted that the de-speckling methods can be oriented towards improving either texture classification or segmentation. Hence, in the present work, few standard de-speckling methods have been utilized before feature extraction to evaluate the contribution of these methods towards improving the performance of classification.
When ultrasound waves enter the body, some are attenuated as body absorbs energy. Every substance such as muscles, fat, etc. has a property called 'acoustic impedance'. This depends on the density of the substance and the speed of ultrasound in it. When an ultrasound wave pass from one substance to another with different acoustic impedance, two things happen to it. Part of ultrasound wave continues into the second substance by slightly bending away from its original direction referred as refraction. Part of ultrasound wave is reflected back to the probe. The amount that reflected back is directly proportional to the difference in the acoustic impedance between the substances.
Reflected waves are important as they provide information for the machine to form an image. As the ultrasound wave crosses from one tissue to the next, each with different acoustic impedance, some of the wave is reflected back at each crossing. Multiple reflected waves return to the probe and machine uses this information to display an image showing different tissues. The term echogenic is used to describe the amount of echo (waves) being reflected by any structure in relation to surrounding structures. The term echo-texture describes the amount of echo being reflected by a structure with respect to its normal echo. Thus, selection of appropriate texture features while designing a CAC system plays a vital role.
Recent studies have utilized different features such as firstorder statistics (FOS)-based features [2, 5, 6] , grey-level cooccurrence matrices (GLCM)-based features [2, [7] [8] [9] , runlength matrix (RLM) [8, 10] , moment invariants [11] , Laws' texture energy measures [12, 13] , wavelet-based features [14] and many more for the classification task. In the present work, gradient-based features [15] are also considered to evaluate the performance of different texture features in classifying Bmode kidney ultrasound images.
The interaction among features in performing the given classification task is another important aspect which should be considered. This can be accomplished by removing unnecessary features. Basically feature space dimensionality reduction can be approached either by transformation-based feature reduction or by feature selection. In the present work, feature selection approach has been used. Differential evolution feature selection (DEFS), being the recent method, has shown better performance with competitive methods [16] .
The support vector machine (SVM) classifier has been extensively used for the classification of medical images [13, 14, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . One-against-one multi-class SVM classifier has been used for the present classification task.
Data Set Collection and Its Description
In the present work, data set consisting of 35 B-mode ultrasound kidney images, i.e. 11 normal, 8 MRD and 16 cyst Fig. 1 Sample B-mode ultrasound kidney images. a Normal, b MRD and c cyst. The dots forming oblongs in a and b are marked to highlight the kidney area as it is difficult to locate. The dots forming circle in c is marked to highlight only the cyst region as kidney area is clearly visible images, collected from the Department of Radio-diagnosis, Himalayan Institute of Hospital and Trust (HIHT), Dehradun, India, during the period from January 2012 to May 2013 has been used. Each image is of size 800×600 pixels with 256 grey levels and 96-dpi resolution. These direct digital images, which are recorded by Siemens ACUSON X300 ultrasound machine from 35 patients, are used for analysis. Either the left or right kidney from longitudinal plane is considered. The compliance of patients and ethical committee of HIHT for making use of these images solely for the research and academics has been obtained initially.
Feature Extraction
The objective/numerical values representing image characteristics are called features. Feature extraction involves two stages as follows:
ROI Selection
As advised by experienced participating radiologist that the distinguishing characteristics of MRD and normal are prominent in parenchyma region of kidney, ROIs are obtained from parenchyma region in case of these. In case of cysts, ROIs within lesions are selected. ROI size of 32×32 pixels has been used to extract maximum non-overlapping ROIs [13, 14] . A simple user-friendly MATLAB program written by the author was used by the participating radiologist to pinpoint the location where the window has to be placed, and the necessary details of it are saved. The data consisted of 49 normal ROIs from 11 normal images, 62 MRD ROIs from 8 MRD images and 62 cyst ROIs from 16 cyst images. The bifurcation of data set into training dataset and testing dataset is shown in Fig. 2 .
Texture Features
Six categories of texture features are selected for the present study.
1. First-order statistics (FOS) features: 10 features-mean, variance, skewness, kurtosis, energy [2] and percentile (1, 10, 50, 90 and 99) [15, 27] . 2. Gradient-based (Grad) features: 5 features-mean, variance, kurtosis, skewness and percentage of pixels with non-zero gradient [28] . In this study, 3 × 3 neighbourhood has been considered for calculating absolute gradient value. 3. Moment invariant (MI) features: 7 features-a set of seven moments invariant to translation, rotation and scaling derived from the second and third normalized central moments are estimated [11] . 4. Grey-level co-occurrence matrix (GLCM) features: 420 features-energy, entropy, dissimilarity, contrast, inverse difference, correlation, homogeneity, autocorrelation, cluster shade, cluster prominence, maximum probability, sum of squares, sum average, sum variance, sum entropy, difference variance, difference entropy, information measures of correlation, maximum correlation coefficient, inverse difference normalized and inverse difference moment normalized [2] . [12] .
De-speckling Methods
Recent review [3] on comparison of 15 de-specking methods on echocardiographic images concludes that oriented speckle reducing anisotropic diffusion (OSRAD) method is best for medical application. In [29] , OSRAD has been recommended as a pre-processing step for segmentation task. In [4] , speckle reducing anisotropic diffusion (SRAD) has been modified for pre-processing the images for the classification task. Modified SRAD has shown improvement with respect to SRAD. In the Fig. 3 .
Differential Evolution Feature Selection
Feature selection is an essential step towards efficient performance of a classifier as it excludes irrelevant features while forming a subset, hence reduce calculations and time of processing. Differential evolution (DE) has its advantages over other population-based strategy in optimality and convergence speed. Rami khushaba et al. modified DE and utilized roulette wheel supplied with probabilities of relevant feature distribution for feature selection. DEFS stops when the fixed number of iterations is completed. For more details, please refer to [16] .
In the present work, for obtaining optimal values to the parameters of feature selection such as desired number of features, population size and the number of iterations, an optimization study has been performed. A 3D matrix has been formed with population size of 25, 50, 75 and 100; number of iterations of 25, 50, 75 and 100; and desired number of features of 5, 10, 20, 30,…,100. For each position of this matrix, DEFS procedure is executed 30 times to obtain 30 subsets. Average accuracy and standard deviation of these 30 subsets are tabulated. The average time taken to generate a subset is also noted down. This matrix revealed that, for desired the number of features equal to 10, population size 50 and the number of iterations equal to 100 are optimal as for overall classification accuracy and computational time are concerned. Hence, these values are utilized in the DEFS procedure. DEFS is a wrapper method, and k-nearest neighbour (KNN) classifier is used in the present work to provide classification error rate as a fitness function.
Classification
Given a sample, an ability to assign it to the concerned class is the task of the classifier. After extracting and selecting appropriate features which represent the classes, the classifier has training and testing phases to go through.
SVM Classifier
SVM classifier is known for building a hyper-plane in the feature space of higher dimensions, optimum enough to separate the classes with minimal error. Herein, Gaussian radial basis function kernel is employed for performing nonlinear mapping of data from input space to feature space. To prevent the domination among the data of varied ranges, minmax normalization has been used to rescale the feature values between 0 and 1 [38, 39] . For multi-class classification, oneagainst-one approach has been implemented in MATLAB. While the kernel parameter γ controls the curvature of the decision boundary, the soft margin constant C of SVM increase the margin with minimum error possible. To train the SVM, the optimal values are obtained by grid search in parameter space such as γ ϵ {2 
Performance Measures
Accuracy alone is not acceptable in measuring the performance of a classifier, particularly when different number of samples is there in individual classes. Sensitivity and specificity are used often in medical applications. The higher the value of these parameters, the better the classification [40] .
Results
The de-speckling filter parameters and their values used in the present study are tabulated in Table 1 . The block diagram representation indicating workflow of the present study is given in Fig. 4 . Three experiments are conducted with two cases in each, i.e. without feature selection (C1) and with feature selection (C2). In experiment 1 (E1), ROIs are marked and extracted from original (without de-speckling) US images followed by feature extraction. E1C1 represents features from experiment 1 without feature selection; similarly E1C2 represents features from experiment 1 with feature selection. These z mask size, n number of iterations, s step size features are used for designing separate SVM classifiers. Experiment 2 starts with de-speckling the US images; ROIs are extracted from the same locations (markings) which are saved in experiment 1. This is followed by feature extraction. E2C1 and E2C2 represent features from experiment 2 without and with feature selection, respectively. Again, classification is carried out by different SVM classifiers. In experiment 3, features from E1 and E2 are concatenated forming larger feature set. E2 has features from ROIs of images despeckled by eight methods, giving rise to that many feature sets. The combinations considered for concatenation are mentioned in the subsection experiment 3. E3C1 represents concatenated features set and is passed through SVM classifier. E3C2 represents concatenated features from experiment 3 after feature selection and is passed through SVM classifier which is shown separately. The classification results without feature selection are tabulated in Table 2 . For feature selection, DEFS process is repeated 30 times to obtain 30 subsets [16] and the subset with best classification result has been shown in Table 3 . Average accuracy and standard deviation values of 30 subsets are shown in Table 4 .
In Tables 2, 3 and 4, the second column, i.e. features/despeckle/set, represents features from a particular feature's category of which the name is mentioned. Similarly, for features from de-speckling method and sets (sets are defined in subsection experiment 3). The feature category 'All' represents features from all categories concatenated together and 'Grad + RLM' indicates that features from those two categories are concatenated. Combinatorial representations like 'All Enhanced Lee' denote features from all categories extracted from the ROIs of images de-speckled by enhanced Lee method. 'All set 1-4' means 'All set 1', 'All set 2', 'All set 3' and 'All set 4'. Case 2 Feature categories having more than 10 features (i.e., RLM, GLCM, Laws, All, Grad + RLM) are subjected to feature selection before classification.
With feature selection (refer Table 3 ), the performance of all features increased from 81.3 to 89.5 %, that of RLM features increased from 82.5 to 88.3 % and that of GLCM features increased from 79 to 86 %. Laws' features outperformed with an OCA of 90.6 %. These results show the significance of feature selection and Laws' features. Table 2 ). Lee's sigma features resulted in OCA of 81.3 % same as that of original images, and enhanced Lee filter features has shown an increase in OCA of 82.5 %. Hence these two are considered for case 2 study.
Case 2 Subsets obtained from feature selection by considering all features in case of Lee's sigma have increased performance from 81.3 to 90.6 % OCA and that of enhanced Lee filter is from 82.5 to 90.6 % OCA (refer Table 3 ). Concatenation of gradient and RLM features from enhanced Lee filter gave an OCA of 90.6 % in cases 1 and 2. a Please refer result section for the description of representations used in the second column
The significance of the values in italics are the best results obtained and these values are mentioned in the description of results OCA of 100 %, whereas it is 89.5 % in E1C2. These results show the significance of combining features from ROIs of original image with that of de-speckled images.
Classification Results from 30 Subsets The features that are passed through feature selection process have been repeated 30 times to obtain 30 subsets as mentioned earlier. The average accuracies with standard deviation are tabulated in Table 4 . A feature set could be considered better for classification task if the standard deviation is less and the average accuracy is more. In other words, that feature set would result with better accuracy with most of the subsets. In that respect, experiment 1 shows that RLM features from the ROIs of original images perform better with average accuracy (in %) and standard deviation (AASD) of 84±1.7. RLM features in combination with gradient features from the ROIs of original images (in E1C2) and from the ROIs of images de-speckled by enhanced Lee method (in E2C2) showed an average accuracy (in %) and standard deviation of 84.7±2.4 and 86.4±2.5, respectively.
This indicates the contribution of features from de-speckled images. From Table 4 , comparing the results of E1C2 and E3C2, RLM features have shown an increased AASD from 84±1.7 to 86.3±1.6 (set 2). GLCM features have performed better with AASD from 82.4±3.1 to 85.3±3 (set 2). Similarly, Laws' features performed better with AASD from 83.1±3.7 to 84±2.6 (set 1). Grad + RLM features are also on the same line with AASD from 84.7±2.4 to 86.2±1.6 (set 2). These results indicate the positive influence on classification by concatenating features from the ROIs of original images with that of despeckled images in different combinations (as set 1, set 2, etc.).
Discussions
In literature, few attempts have been made towards the classification of ultrasound kidney images. In [2] , authors have Table 2 , FOS feature set, though 100 % accurate in classifying cyst, performed poor with MRD and normal. Gradient features showed promising improvement with accuracy of 98.8 % for cyst, 86 % for MRD and 87.2 % for normal. Grad + RLM features from images de-speckled by enhanced Lee method showed improved performance than those from original images. Accuracy has increased for cyst from 97.6 to 98.8 % and for normal from 90 to 91.8 %.
The feature selection subsets of experiment 3 that gave best results have three to six (out of 10) de-speckled image features. This indicates that features extracted from ROIs of despeckled images have an additional contribution to make for objective classification. Thus, it is advantageous to concatenate features from ROIs of original image with those of despeckled images. From Table 3 , comparing E1C2 and E3C2, RLM features have shown improvement in accuracy for cyst from 97.7 to 98.8 %, for MRD from 89 to 90.6 % and for normal from 87.1 to 91.8 % with set 4. GLCM features have shown increased accuracy for cyst from 94.1 to 97.6 % (set 1), for MRD from 87 to 91.8 % (set 2) and for normal from 90.7 to 91.8 % (set 2 and set 3). Similarly, Laws' features have significant improvement in accuracy for MRD from 90.7 to 94.1 % and for normal from 90.6 to 94.1 % with set 3. All features sets, i.e. all set 1, all set 2, all set 3 and all set 4, have exhibited prominent increase in accuracy for cyst from 96 to 100 %, for MRD from 90.7 to 100 % and for normal from 91.8 to 100 %. From Table 4 , in E1C2, RLM features showed better performance with AASD of 84±1.7. In E3C2, RLM, GLCM and Grad + RLM features performed better with set 2 compared to other sets. GLCM features of set 2 performed better (85.3±3) than Laws' features of set 1 (84±2.6). But, Laws' features consisted of less number of features and thus computations involved is less. RLM features of set 2 (88 features) performed better with AASD of 86.3±1.6 with less computations involved. Thus, RLM features of set 2 are comparatively more promising with better accuracy for most of the subsets in the classification of kidney ultrasound images.
Conclusion
A classification study of three classes of kidney ultrasound images has been performed. ROIs from parenchyma region are considered for normal and MRD images and for cysts; ROIs are taken from within lesions as they are focal in nature. Among the feature categories, gradient features and Grad + RLM features gave OCA of 86 and 89.5 %, respectively, without feature selection. The Laws' features of ROIs from original image concatenated with those from images despeckled by enhanced Lee method gave maximum OCA of 94.1 % after feature selection. By considering all features from the ROIs of original as well as de-speckled images followed by feature selection gave maximum OCA of 100 %. Thus, feature selection module is necessary to reduce the number of features without compromising on the OCA. RLM features extracted from the ROIs of images de-speckled by Lee's sigma method concatenated with that of enhanced Lee method (set 2) have produced an AASD of 86.3±1.6. The promising results obtained from the present study indicate the usefulness of the proposed CAC system to aid radiologists in objective classification. Thus, the study concludes with the recommendation to consider texture features from the ROIs of despeckled images and concatenating with those of original images for elevating the performance of classification.
