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Abstract
A multiple knapsack constraint over a set of items is defined by a set of bins of arbitrary
capacities, and a weight for each of the items. An assignment for the constraint is an allocation
of subsets of items to the bins, such that the total weight of items assigned to each bin is bounded
by the bin capacity. We study modular (linear) and submodular maximization problems subject
to a constant number of (i.e., d-resource) multiple knapsack constraints, in which a solution is
a subset of items, along with an assignment of the selected items for each of the d multiple
knapsack constraints.
Our results include a polynomial time approximation scheme for modular maximization with
a constant number of multiple knapsack constraints and a matroid constraint, thus generaliz-
ing the best known results for the classic multiple knapsack problem as well as d-dimensional
knapsack, for any d ≥ 2. We further obtain a tight (1 − e−1 − ε)-approximation for monotone
submodular optimization subject to a constant number of multiple knapsack constraints and a
matroid constraint, and a (0.385−ε)-approximation for non-monotone submodular optimization
subject to a constant number of multiple knapsack constraints. At the heart of our algorithms
lies a novel representation of a multiple knapsack constraint as a polytope. We consider this
key tool as a main technical contribution of this paper.
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1 Introduction
A multiple knapsack system (MKS) is defined over a set I of items. It is denoted by (w,B,W ),
and defined by a weight function w : I → R≥0, a set of bins B and capacities for the bins given
by W : B → R≥0.
1 An assignment for the system is a function A : B → 2I which assigns a subset
of items to each bin. An assignment A is feasible if
∑
i∈A(b) w(i) ≤ W (b) for all b ∈ B. Multiple
knapsack systems naturally arise in optimizing resource allocation. In common scenarios, such
optimization yields generalizations of the classic multiple knapsack problem (MKP). Recall that in
MKP we are given a set of items I, where each item i ∈ I is associated with a positive profit, and
a multiple knapsack system. The objective is to find a feasible assignment of a subset of items into
the multiple knapsack system, such that the total profit is maximized.
The profit of a solution for MKP can be cast as a modular (linear) set function f : 2I → R≥0
satisfying f(A ∪ {i}) − f(A) = f(B ∪ {i}) − f(B) for any A ⊆ B ⊆ I and i ∈ I \ B. Submodular
functions generalize modular functions as they only require that f(A∪ {i})− f(A) ≥ f(B ∪ {i})−
f(B).2 This reflects the diminishing returns property: the marginal value from adding i ∈ I to
a solution diminishes as the solution set becomes larger. Submodular functions are ubiquitous
in diverse fields, including combinatorial optimization, economics, algorithmic game theory and
networking. While many submodular functions, such as coverage [14] and matroid rank function
[6], are monotone, i.e., for any A ⊆ B ⊆ I, f(A) ≤ f(B), this is not always the case (cut functions
[13] are a classic example).
In this paper we consider submodular (and modular) optimization problems of the following
form. Given a submodular set function f : 2I → R≥0, dmultiple knapsack systems, {(wt, Bt,Wt)}
d
t=1,
and (possibly) additional constraints represented by a downward closed family of sets I ⊆ 2I , we
seek a subset S ∈ I and assignments (At)
d
t=1 of S (i.e.,
⋃
b∈Bt
At(b) = S for 1 ≤ t ≤ d), such that
At is a feasible assignment for the t-th MKS, and f(S) is maximized.
An important example for such a problem is non-monotone submodular multiple knapsack. The
input is a submodular set function f : 2I → R≥0 and an MKS (w,B,W ). The objective is to find a
feasible assignment A for the MKS which maximizes f
(⋃
b∈B A(b)
)
. To the best of our knowledge,
no approximation guarantee is known for the problem. In this paper we present a polynomial-time
(0.385 − ε)-approximation for any fixed ε > 0. This result matches the best known approximation
ratio for non-monotone submodular maximization subject to a single knapsack constraint (derived
by using an algorithm of [3]), which is the special case where the MKS consists of a single bin (i.e.,
|B| = 1).
Another example is the d-resource multiple knapsack problem with a matroid constraint. The
input is a set of items I, a modular profit function f : 2I → R≥0, a set of d MKS {(wt, Bt,Wt)}
d
t=1,
and a matroid M = (I,I). A solution for the problem is a subset S ∈ I and, for 1 ≤ t ≤ d,
a feasible assignment At of S for (wt, Bt,Wt). The value of the solution is f(S). This problem
generalizes both the multiple knapsack problem [8, 20, 21] (where d = 1 and I = 2I) and the
d-dimensional knapsack problem [17] (where |Bt| = 1 for all 1 ≤ t ≤ d, and I = 2
I). We present
a polynomial time approximation scheme (PTAS) for the problem for any constant d. Since for
d ≥ 2 this problem generalizes 2-dimensional knapsack, an efficient polynomial time approximation
scheme (EPTAS) is unlikely to exist [23] for d ≥ 2. Furthermore, we are not aware of any previous
results for the problem, already for the special cases of a single multiple knapsack system and a
matroid constraint, or two multiple knapsack systems with no matroid constraint.
The d-resource multiple knapsack problem shows up in modern network paradigms, where
network operators offer to the users multiple services, such as music, video and social networking.
1Alternatively, an MKS can be viewed as a multiple knapsack constraint.
2Equivalently, for every A,B ⊆ I : f(A) + f(B) ≥ f(A ∪B) + f(A ∩B).
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To gain revenue from a user, all of the user’s demands must be met. The goal is to select a subset
of the users and fully assign their requests to the appropriate server systems (MKSs) such that the
total revenue is maximized.
All of our algorithms rely on a novel (relaxed) representation of a multiple knapsack system
as a polytope. This representation is then combined with the existing myriad of rounding and
optimization techniques for submodular functions [7, 3, 24, 9, 10] to obtain our algorithmic results.
1.1 Related Work
Research work on monotone submodular maximization dates back to the late 1970’s. In [26]
Nemhauser and Wolsey presented a greedy based (1− e−1)-approximation for maximizing a mono-
tone submodular function subject to a cardinality constraint, along with a matching lower bound
in the oracle model. Furthermore, a (1− e−1) hardness of approximation bound under P 6= NP is
derived from the special case of max-k-cover [14]. The greedy algorithm of [26] was later generalized
to monotone submodular optimization subject to a knapsack constraint [22, 28].
More recent work includes results for non-monotone submodular optimization. A 12 -approximation
for unconstrained (non-monotone) submodular maximization was given in [5], matching the lower
bound of [15]. In [19] Gharan and Vondra´k derived a 0.491-hardness of approximation lower bound
for non-monotone submodular maximization subject to a cardinality constraint, along with lower
bounds for other types of constraints.
A major breakthrough in the field of submodular optimization resulted from the introduction of
algorithms for optimizing the multilinear extension of a submodular function ([6, 25, 7, 30, 16, 4]).
Given a function f : 2I → R≥0, its multilinear extension is F : [0, 1]
I → R≥0 defined as:
3
F (x¯) =
∑
S⊆I
f(S)
∏
i∈S
x¯i
∏
i∈I\S
(1− x¯i). (1)
The multilinear extension can be interpreted as an expectation of a random variable. To see
this, consider x¯ ∈ [0, 1]I . We say that a random set S ⊆ I is distributed by x¯ (i.e., S ∼ x¯) if
Pr(i ∈ S) = x¯i, and the events (i ∈ S)i∈I are independent. Then, we can write F (x¯) = ES∼x¯[f(S)].
The input for the multilinear optimization problem is an oracle for a submodular function
f : 2I → R≥0 and a downward closed solvable polytope P .
4 The objective is to find x¯ ∈ P such
that F (x¯) is maximized, where F is the multilinear extension of f . A (1− e−1)-approximation for
the case where f is monotone is presented in [7]. The best known approximation ratio when f is
non-monotone is 0.385, due to [3]. We note that if f is modular the problem can be solved exactly,
as the polytope P is solvable.5 This observation is used by the polynomial-time approximation
schemes presented in this paper.
Several techniques were developed for rounding a (fractional) solution for multilinear optimiza-
tion into an integral solution. These include pipage rounding [1], randomized swap rounding [9]
and contention resolution schemes [10].
In many cases, the best approximation ratio for a submodular optimization problem is obtained
by applying one of these rounding techniques to a fractional solution obtained by an algorithm
3Given a set S and a set A ⊆ R, we use AS to denote the set of |S|-dimensional vectors A|S|. Furthermore, we
assume that the elements of S are ordered arbitrarily, i.e., S = {s1, . . . , sm}, and given v¯ ∈ A
S, with a slight abuse
of notation, we use v¯sj to denote v¯j .
4 A polytope P ∈ [0, 1]I is downward closed if for any x¯ ∈ P and y¯ ∈ [0, 1]I such that y¯ ≤ x¯ (that is, y¯i ≤ x¯i
for every i ∈ I) it holds that y¯ ∈ P . A polytope P ∈ [0, 1]I is solvable if for any λ¯ ∈ RI a point x¯ ∈ P such that
λ¯ · x¯ = maxy¯∈P λ¯ · y¯ can be computed in polynomial time, where λ¯ · x¯ is the dot product between λ¯ and x¯.
5See Lemma C.2 in the Appendix.
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for the multilinear optimization problem. Such results include a 0.385-approximation ((1 − e−1)-
approximation) for non-monotone (monotone) submodular optimization subject to a matroid con-
straint ([7, 1, 3]), and a (0.385 − ε)-approximation ((1 − e−1 − ε)-approximation) for submodular
optimization subject to d-knapsack constraints, for any ε > 0 and a fixed d ≥ 1 ([24, 3]).
In the classic multiple knapsack problem, the goal is to maximize a modular set function subject
to a single multiple knapsack system. A PTAS for the problem was first presented by Chekuri and
Khanna [8]. The authors also ruled out the existence of a fully polynomial time approximation
scheme. An EPTAS was later developed by Jansen [20, 21]. In the bin packing (BP) problem, a
minimization variant of MKP, we are given a set I of items, a weight function w : I → R≥0 and a
capacity W > 0. The objective is to partition the set I into a minimal number of sets S1, . . . , Sm
(i.e., find a packing) such that
∑
i∈Sb
w(i) ≤ W for all 1 ≤ b ≤ m. An asymptotic polynomial time
approximation scheme (APTAS) with an additive of 1 for BP was developed in [11].
In [12] Fairstein et al. presented a (1 − e−1 − ε)-approximation for the monotone submodular
multiple knapsack problem via the multilinear extension. We elaborate on the differences between
the results of [12] and this work in Section 1.3.2.
1.2 Our Results
All of the problems studied in this paper are special cases of the generic submodular d-resource mul-
tiple knapsack and q-matroids problem ((d, q)-MKS), defined as follows. The input is a set of items
I, a submodular non-negative function f : 2I → R≥0, d multiple knapsack systems {(wt, Bt,Wt)}
d
t=1
over I, and q matroidsMj = (I,Ij) (1 ≤ j ≤ q). A solution for the problem is a subset S ∈
⋂q
j=1 Ij
(S ⊆ I if q = 0) and a feasible assignment At of S (i.e.,
⋃
b∈Bt
At(b) = S) with respect to (wt, Bt,Wt)
for all 1 ≤ t ≤ d. The value of the solution is f(S). We assume throughout the discussion that
d, q ∈ N are fixed. Also, we assume the function f is given by a value oracle, and the matroids Mj
are given by a membership oracle.
In case q = 0 we call the problem submodular d-resource multiple knapsack (d-MKS). When
q = 1 we refer to the submodular d-resource multiple knapsack and a matroid problem. We refer to
the restricted variant in which f is monotone as monotone submodular d-resource multiple knapsack
and q-matroids problem (monotone (d, q)-MKS). If f is modular we refer to the modular d-resource
multiple knapsack and q-matroids problem (modular (d, q)-MKS).
A summary of our algorithmic results is given in Table 1. We derive a PTAS for modular d-
MKS and modular (d, 1)-MKS, for any fixed d ≥ 1, thus generalizing the PTAS for the classic MKP
(i.e., 1-MKS) [8] and the PTAS for d-dimensional knapsack [17]. In the monotone submodular case
our results extend the recent result of [12] to any constant number of multiple knapsack systems,
and further allow an additional matroid constraint, while preserving the tight approximation ratio
of 1 − e−1 − ε, for any ε > 0. In the non-monotone case we derive a (0.385 − ε) ratio, for any
fixed d ≥ 1. This approximation ratio matches the best known ratio for non-monotone submodular
optimization subject to a single knapsack constraint. We note that any future improvement of the
approximation ratio for multilinear optimization, to a ratio α > 0.385, would immediately imply
an (α− ε)-approximation for d-MKS, for any fixed d ∈ N.
Finally, in Section 3.3 we give an interpretation of our technique as a contention resolution
scheme [7]. This interpretation can be used to derive algorithms for submodular optimization sub-
ject to a multiple knapsack system combined with different types of constraints for which contention
results scheme exists (in this paper we restricted our attention to matroid constraints). This allows
us to combine d-MKS and 2 matroid constraints to obtain an approximation of (1 − e−1)2 − ε
for a modular objective function, 0.385 · (1 − e−1)2 − ε for a submodular objective function and
(1− e−1)3 − ε if it is also monotone.
3
Constraint Type Modular Maximization Monotone . Non-Monotone
Submodular Max. Sub. Max
d = O(1)-resource multiple PTAS 1− e−1 − ε 0.385 − ε
knapsack (Theorem 3.5) (Theorem 3.5) (Theorem 3.5)
d = O(1)-resource multiple PTAS 1− e−1 − ε 0.385(1 − e−1)− ε
knapsack and matroid (Theorem 3.7) (Theorem 3.7) (Theorem 3.12)
d = O(1)-resource multiple (1− e−1)2 − ε (1− e−1)3 − ε 0.385(1 − e−1)2 − ε
knapsack and 2 matroids (Theorem 3.12) (Theorem 3.12) (Theorem 3.12)
Table 1: Summary of Results
1.3 Technical Contribution
Our main technical contribution is a relaxed representation of a multiple knapsack system (w,B,W )
over I as a polytope P ⊆ [0, 1]I using an error parameter δ > 0.
To discuss this representation, we need some definitions and notation. Given an MKS (w,B,W )
over items I, we say that A is an assignment of S ⊆ I if ∪b∈BA(b) = S. Also, we say A is disjoint
if A(b1) ∩ A(b2) = ∅ for any b1, b2 ∈ B, b1 6= b2. We say that S ⊆ I is feasible for (w,B,W )
if there is an assignment A of S. Given two assignments A1, A2 : B → 2
I , we use A1 ∪ A2 to
denote the assignment D : B → 2I such that D(b) = A1(b) ∪ A2(b) for any b ∈ B. Let m, ℓ ∈ N,
where ℓ ≥ |I|. We say that M ∈ Rm×ℓ and b¯ ∈ Rm are a linear representation of a polytope P if
P =
{
(x¯1, . . . , x¯|I|)
∣∣ ∃x¯ ∈ Rℓ : M · x¯ ≤ b¯}. Given a polytope P and β > 0, we use the standard
notation βP = {β · x¯|x¯ ∈ P}.
Our representation may not include all feasible assignments for a given MKS. Specifically, there
may be sets S ⊆ I for which a feasible assignment for (w,B,W ) exists, while 1S /∈ P . However,
for any feasible S and any submodular function f : 2I → R≥0, there is S
′ ⊆ S such that 1S′ ∈ P
and f(S′) is effectively arbitrarily close to f(S). Furthermore, for x¯ ∈ (1 − δ)P and a random set
S sampled by x¯, i.e., S ∼ x¯, with high probability an assignment A of S w.r.t. (w,B,W ) can be
found efficiently. Finally, P has a linear representation which can be computed in polynomial time,
thus allowing the use of linear programming for solving maxx¯∈P λ¯ · x¯. The latter property shows
that P is solvable, and is further used to show that the intersection of P with other polytopes is
solvable as well.
The above is formally stated in the next theorem, which summarizes the main technical contri-
bution of this paper.
Theorem 1.1. Let δ > 0 be a fixed constant. For any multiple knapsack system (w,B,W ) over
a set of items I, there is a downward closed polytope P and an algorithm Repack such that the
following claims hold:
1. There is a linear representation of P which can be computed in polynomial time.
2. For any submodular function f : 2I → R≥0 and S ⊆ I feasible for (w,B,W ), there is S
′ ⊆ S
such that 1S′ ∈ P and f(S
′) ≥ (1 − δ)f(S) − Υ · fmax, where Υ > 0 depends only on δ and
fmax = max { max {f({i})− f(∅) | i ∈ I} , 0}.
3. Repack(x¯, S, w,B,W ) is a polynomial-time randomized algorithm which, given S ⊆ I and
x¯ ∈ (1− δ)P , returns a feasible assignment A such that
⋃
b∈B A(b) ∈ {∅, S}.
4. Let x¯ ∈ (1− δ)P , and let S ⊆ I be a random set such that Pr(i ∈ S) = x¯i for all i ∈ I. Also,
let A = Repack(x¯, S, w,B,W ). Then,
4
(a) If, for any T ⊆ I, Pr(T ⊆ S) ≤
∏
i∈T Pr(i ∈ S), then Pr
(⋃
b∈B A(b) 6= S
)
< δ.
(b) If the events (i ∈ S)i∈I are independent, then for any i
∗ ∈ I such that x¯i∗ > 0 it holds
that Pr
(⋃
b∈B A(b) 6= S
∣∣ i∗ ∈ S) < δ.
5. Let x¯ ∈ (1 − δ)P and S ⊆ T ⊆ I. Also, let A = Repack(x¯, S, w,B,W ) and D =
Repack(x¯, T, w,B,W ). Then Pr
(⋃
b∈B A(b) 6= S
)
≤ Pr
(⋃
b∈B D(b) 6= T
)
.
We refer to the polytope P as the δ-polytope of (w,B,W ).
We note that the requirements from S in property 4a are weaker than S ∼ x¯. These requirements
are the key for utilizing the polytope P in conjunction with swap rounding [10]. Properties 4b and
5 are required to define a contention resolution scheme [10] using algorithm Repack. We give the
proof of Theorem 1.1 in Section 2.
1.3.1 Our Technique: An Example
Towards introducing our main technique, we show below how Theorem 1.1 can be used to derive a
(0.385− ε)-approximation for the (non-monotone) submodular 1-resource multiple knapsack prob-
lem (see the details in Section 3.1). To this end, Algorithm 1 is used with δ = ε2, and ξ ∈ N
satisfying both ξ > Υ
ε2
and exp
(
−ε4(1− 2ε2)2 · 0.385 · ξ
)
≤ ε2. The analysis focuses on the itera-
tion of the algorithm in which S is the subset of ξ items of highest marginal values in an optimal
solution S∗, and A1 is their assignment in this optimal solution.
6 Define I ′ and the function g as
in Steps 2 and 3 of Algorithm 1. It follows from standard arguments that S∗ \ S ⊆ I ′. Thus, by
Property 2 in Theorem 1.1, there is S′ ⊂ I ′ such that 1S′ ∈ P , and
f(S′ ∪ S) = g(S′) ≥ (1− δ)g(S∗ \ S)−Υmax
{
max
i∈I′
(g({i}) − g(∅)) , 0
}
≥ (1− ε2)f(S∗)− ε2f(S) ≥ (1− 2ε2)f(S∗).
(2)
Therefore, using an algorithm of [3] for the optimization in Step 5 of Algorithm 1, we have that
E[G(x¯)] ≥ 0.385g(S′) ≥ 0.385 · (1− 2ε2) · f(S∗),
whereG is the multilinear extension of g. For simplicity, assume that G(x¯) ≥ 0.385·(1−2ε2)·f(S∗).7
As the second derivatives of G are non-negative [7], it follows that G((1 − δ)x¯) ≥ (1− 2ε2)2f(S∗).
The rounding for this problem is done by sampling R ∼ (1 − δ)x¯. The events (i ∈ R)i∈I′ are
independent, and therefore the condition in Property 4a of Theorem 1.1 holds. It follows that
Pr
(⋃
b∈B Db = R
)
≥ 1−ε2, and by the concentration bound of [29] (see Lemma B.1), we have that
Pr
(
g(R) ≤ (1− ε2)G((1 − δ)x¯)
)
≤ exp

− ε4
f(S)
ξ
G((1 − δ)x¯)

 ≤ exp (−ε4 · ξ · (1− 2ε2)2 · 0.385) ≤ ε2.
Let Ψ be the event “g(R) > (1 − ε2)G((1 − δ)x¯) and
⋃
b∈B Db = R”. Then, by the union bound,
Pr(Ψ) ≥ 1− 2ε2. It follows that the expected value of the solution returned by the algorithm is at
least
Pr(Ψ)E [f(S ∪R)| Ψ] ≥ (1− 2ε2)(1− ε2)G((1 − δ)x¯)
≥ 0.385 · (1− 2ε2)4 · f(S∗) ≥ (0.385 − ε) · f(S∗).
6Given a set {t1, . . . , tk} ⊆ I we say that t1, . . . , tk are sorted by marginal profit if f(Ti) = maxi≤j≤k f(Ti−1∪{tj})
for all 1 ≤ i ≤ k, where Ti = {tj |1 ≤ j ≤ i} and T0 = ∅. The marginal value of ti is f(Ti)− f(Ti−1).
7Step 9 of Algorithm 1 is used to overcome a corner case related to this assumption.
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Algorithm 1: An Algorithm for the Submodular Multiple Knapsack Problem
Input : A submodular function f : 2I → R≥0 and a multiple knapsack systems
over I, (w,B,W ).
Configuration: Enumeration size ξ ∈ N, and an error parameter δ > 0.
1 forall S ⊆ I, |S| ≤ ξ and feasible disjoint assignment A of S w.r.t. (w,B,W ) do
2 Let I ′ =
{
i ∈ I | f(S ∪ {i}) − f(S) ≤ f(S)
ξ
}
.
3 Define g : 2I
′
→ R≥0, where g(T ) = f(S ∪ T ) for every T ⊆ I
′.
4 Set W˜ (b) =W (b)−
∑
i∈A(b) w(i), and let P be the δ-polytope of (w,B, W˜ ) over I
′.
5 Find an approximate solution x¯ for the multilinear optimization problem of g and P .
6 Sample R ∼ (1− δ)x¯.
7 Let D = Repack(x¯, R,w,B, W˜ ).
8 If
⋃
b∈B D(b) = R and f(S ∪R) is greater than the current best solution, then set S ∪R
and the assignment A ∪D as the current best solution.
9 If f(S) is greater than the current best solution, then set S and the assignment A as the
current best solution.
10 end
11 return the best solution found.
For the last inequality we assume that ε is sufficiently small. Thus, we have a randomized (0.385−ε)-
approximation algorithm for the problem.
Our algorithms for other variants of (d, q)-MKS are similar to Algorithm 1. The main differences
are in the algorithms used for solving the multilinear optimization problem in Step 5 (depending
on whether the function is monotone, non-monotone or modular), and the rounding technique used
in Step 6 (swap rounding, contention resolution schemes, or sampling R ∼ x¯). Also, each problem
requires a slight adjustment of values for the parameters δ and ξ.
1.3.2 Tools and Techniques
The proof of Theorem 1.1 uses a novel representation of a multiple knapsack constraint as a poly-
tope. The construction of the polytope consists of several stages, the most basic and novel of which
is a representation of a block, that is a subset of bins of uniform capacity, as a polytope. This
representation is then extended to fit for the entire multiple knapsack system.
Let (w,B,W ) be an MKS over I = {1, 2, . . . , n} such that w(1) ≥ w(2) ≥ . . . ≥ w(n), and let
K ⊆ B be a block. That is, W (b1) = W (b2) for every b1, b2 ∈ K . The polytope PK of K with
error parameter µ > 0 is defined using a large (yet polynomial) number of linear inequalities. Given
y¯ ∈ PK , we define a sequence of µ
−2 items that we call pivots. The k-th pivot qk is the maximal
r ∈ {1, . . . , n} such that
∑r
i=1 y¯i ≤ µ|K|k. Intuitively, the pivots imply a hierarchical classification
of the items, where class k includes the items {1, 2, . . . , qk}, and each class has additional µ|K|
fractionally selected items.
Interestingly, by our definition of PK , we have the following crucial property. If S ⊆ I has a
total weight smaller than the total capacity of bins in K and |S ∩ {1, 2, . . . , qk}| is smaller than
µ|K|k for all 1 ≤ k ≤ µ−2, then S can be packed into the set K of bins (see the formal statement
in Lemma 2.4). As the property only involves a constant number of constraints (the constant is
µ−2 + 1), by appropriately selecting a value of ε > 0, we can use standard techniques to show that
a random set S ∼ (1− ε)y¯ satisfies the property with high probability, and thus can be packed into
the bins. The actual packing of items into the bins is obtained using an APTAS for bin packing.
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The proof of the above property uses an elegant probabilistic argument along with the shifting
technique of [11]. The polytope of an MKS is constructed by combining several block polytopes. To
complete the proof of Theorem 1.1, the structuring technique of [12] is used to reduce the number
of blocks in the MKS.
We note the substantial difference between the above representation and the approach used
in [12] for solving monotone 1-MKS. Indeed, to obtain an efficient representation of a block, the
ground set I and the function f were replaced in [12] by a new ground set E and a function
g : 2E → R≥0, respectively. While such replacement suits well for solving monotone 1-MKS, it
cannot be applied for the generalizations studied in this paper. For example, when f is non-
monotone, the function g in [12] is not necessarily submodular. In fact, even the modularity
of f does not imply that the function g is modular. Moreover, the ground set E used in [12]
does not preserve combinatorial properties of other constraints over I (e.g., the additional matroid
constraints). Finally, the replacement process of [12] cannot be applied iteratively to support d ≥ 2
multiple knapsack systems. All of these issues are resolved by the new representation of a block
given in this paper.
2 The Multiple Knapsack Polytope
In this section we define the building blocks required for proving Theorem 1.1. We then give (in
Section 2.4) the proof of the theorem. The following definition is central for the results presented
in this section. Given an MKS (w,B,W ) over I, a subset of bins K ⊆ B is a block if all the bins in
K have the same capacity. That is, for any b1, b2 ∈ K it holds that W (b1) = W (b2). We use W
∗
K
to denote capacity of the bins in K (W ∗K =W (b) for every b ∈ K).
We start by defining a polytope per block, that is the block polytope (Section 2.1). Section 2.2
defines the partition polytope which associates a polytope with an MKS, given a partition of the
bins in the MKS into blocks. In Section 2.2 we also present algorithm PartitionPack which, given
an allocation of items to blocks, generates an assignment to the given MKS (see Algorithm 2). This
algorithm is used as part of algorithm Repack. Since the input for Repack is a single set S, while
the input for PartitionPack is an allocation of items to blocks, a Sampling algorithm is used to
transform the former to the latter. The sampling algorithm is presented in Section 2.3. Finally, in
Section 2.4 we use the above tools to prove Theorem 1.1.
Throughout this section we assume w.l.o.g. that I = {1, . . . , n} and w(1) ≥ w(2) . . . ≥ w(n).
2.1 The Block Polytope
In this section we define a polytope PK , given an MKS (w,B,W ) over items I, a block K and
µ > 0.8
We say that an item i ∈ I is K-small if w(i) ≤ µW ∗K , otherwise the item is K-large. Let LK be
the set ofK-large items. AK-configuration is a subset C ofK-large items which fits into a single bin
of capacity W ∗K . Let CK be the set of all K-configurations. Formally, CK = {C ⊆ LK |w(C) ≤W
∗
K}.
As each K-configuration contains less than µ−1 items, it follows that |CK | ≤ n
µ−1 , i.e., CK is of
polynomial size for fixed µ.
8For simplicity, we assume that µ−1 is integral.
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We first define the extended block polytope of K with error µ, P eK .
P eK =


y¯ ∈ [0, 1]I , z¯ ∈ [0, 1]CK
∣∣∣∣∣∣∣∣∣∣∣∣
∑
i∈I
w(i) · y¯i ≤ |K| ·W
∗
K∑
C∈CK
z¯C ≤ |K|
∀i ∈ LK : y¯i ≤
∑
C∈CK s.t. i∈C
z¯C


(3)
The first constraint in the above definition bounds the weight of selected items by the total
capacity of bins in the block. The second constraint limits the number of selected configurations
by the number of bins. Finally, the third constraint requires that each selected (large) item is
(fractionally) covered by a corresponding set of configurations.
The block polytope of K with error µ is
PK =
{
y¯ ∈ [0, 1]I | ∃z¯ ∈ [0, 1]Ck : (y¯, z¯) ∈ P eK
}
. (4)
It can be easily verified that both P eK and PK have a linear representation which can be computed
in polynomial time.
We say that A : K → 2I is a feasible assignment for K if w(A(b)) ≤ W (b) for any b ∈ B. The
next lemma shows that the definition of P eK is sound for the problem.
Lemma 2.1. Let A be a feasible assignment for K and S =
⋃
b∈K A(b). Then 1S ∈ PK .
The proof for the lemma is given in Appendix E.
The next lemma follows immediately from the third constraint in (3), as there is no C ∈ CK
such that i ∈ C.
Lemma 2.2. Let y¯ ∈ PK , then for any i ∈ I such that w(i) > W
∗
K , it holds that y¯i = 0.
For any y¯ ∈ PK , we generate an implicit classification of the items. Recall that I = {1, 2, . . . , n}
and w(1) ≥ w(2) ≥ . . . ≥ w(n). For an integer 1 ≤ k ≤ µ−2 define
qk = max
{
r ∈ {1, 2, . . . , n}
∣∣∣∣∣
r∑
i=1
y¯i ≤ µ · |K| · k
}
(5)
We refer to (qk)
µ−2
k=1 as the pivots of y¯. Note that for |K| > µ
−1 the set over which the minimum is
taken is never empty, therefore, qk is well defined under this assumption. Intuitively, we consider
all the items i ∈ I such that w(i) ≤W ∗K and i ≤ qk to be a part of the k-th class.
The next lemma follows immediately from (5).
Lemma 2.3. Let y¯ ∈ PK and (qk)
µ−2
k=1, then
∑qk
i=1 yi ≤ µ · |K| · k for all 1 ≤ k ≤ µ
−2.
We say that S ⊆ I can be packed into ℓ bins of capacity W if there is A : {1, . . . , ℓ} → 2I such
that S =
⋃ℓ
b=1A(b) and w(A(b)) ≤W for all 1 ≤ b ≤ ℓ. In this case, we also say that A is a packing
of S into ℓ bins. The next lemma shows that given y¯ ∈ PK , if a set S ⊆ I satisfies a set of µ
−2 + 1
linear constraints, then it can be packed into (1− µ)|K| bins of capacity W ∗K .
Lemma 2.4. For any µ ∈ (0, 0.1), µ−1 ∈ N, there is ζ > 10 · µ−1, such that the following holds.
For any MKS (w,B,W ) over I, block K such that |K| > ζ, the block polytope PK of K with error
µ, y¯ ∈ PK with pivots (qk)
µ−2
k=1 and S ⊆ {i ∈ I|w(i) ≤W
∗
K}, if∑
i∈S
w(i) ≤ (1− 5µ) · |K| ·W ∗K (6)
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and
|S ∩ {1, . . . , qk}| ≤ (1− 5µ) · µ · |K| · k ∀1 ≤ k ≤ µ
−2, (7)
then S can be packed into ⌈(1− µ) · |K| ⌉+ 1 bins of capacity W ∗K .
The proof of Lemma 2.4, given later in this section, is fairly simple. As y¯ ∈ Pk it follows
that there is z¯ ∈ [0, 1]CK such that (y¯, z¯) ∈ P eK . Consider a random set of K-configurations,
Xr ⊆ CK , such that Pr(C ∈ X
r) = 1−2µ1+µ z¯C and (C ∈ X
r)C∈CK are independent. Then it can
be shown that, for large enough |K|, with a positive probability, both |Xr| ≤ (1 − 2µ)|K| and∑
C∈Xr |C ∩ {1, 2, . . . , qk}| ≥ (1 − 5µ) · µ · |K| · k for all 1 ≤ k ≤ µ
−2. Thus, there is a set X such
that |X| ≤ (1− 2µ)|K| and
∑
C∈X |C ∩ {1, 2, . . . , qk}| ≥ (1− 5µ) · µ · |K| · k for all 1 ≤ k ≤ µ
−2.
A shifting technique [11] is then applied to show there exists a packing of the set S given in
the lemma. The µ · |K| items of highest weights in S are packed each in a single bin. The set X
is used to construct a packing of the remaining items in S ∩ LK . Each configuration is viewed as
an assignment of items to a bin, and configurations with items in class k in X are used to pack
items of class k + 1 from S. The remaining items in S are K-small and are therefore packed using
a first-fit approach. Inequalities (6) and (7) ensure that this results in a feasible packing of S using
(1− µ)|K|+ 1 bins of capacity W ∗K .
We note that the above is sufficient to derive a variant of Theorem 1.1 for an MKS in which the
set B is a sufficiently large block. The polytope P in this case is simply the block polytope of B
with error µ. By its definition, P has a linear representation which can be computed in polynomial
time. By Lemma 2.1, 1S ∈ P for any feasible S ⊆ I. To implement the Repack procedure one can
simply use an APTAS for Bin Packing to pack S into bins of capacity W ∗B . By Chernoff bounds,
and using Lemma 2.3, with probability ≈ 1−α|B| inequalities (6) and (7) hold for S ∼ x¯ ∈ 1−5µ1+µ P ,
where α < 1 is a constant. Thus, by Lemma 2.4, with high probability S can be packed into
⌈(1− µ)|B|+ 1⌉ bins of capacity W ∗B . If the APTAS used has an additive error of d ≤
µ
2 |B| − 3
and multiplicative error of
(
1 + µ2
)
then it follows that a packing of S into |B| bins will be found.
The value of µ should be set such that 1−5µ1+µ ≥ 1− δ, and the number of bins is required to be large
enough ot ensure a high success probability.
To prove Lemma 2.4, we first show the next lemma.
Lemma 2.5. Let µ ∈ (0, 0.1), µ−1 ∈ N, (w,B,W ) be an MKS over I, K be a block such that
2µ−2 ·exp
(
−µ
4
12 |K|
)
< 1 as well as |K| ·µ2 > 1, PK be the block polytope of K with error µ, y¯ ∈ PK
and (qk)
µ−2
k=1 be the pivots of y¯. Then, there is a set X ⊆ CK which satisfies the following properties.
• |X| ≤ (1− 2µ)|K|.
•
∑
C∈X |C ∩ {1, 2, . . . , qk}| ≥ (1− 5µ)µ|K|k for any 1 ≤ k ≤ µ
−2 such that w(qk) > µW
∗
K and
qk 6= n.
Proof. By (4), there is z¯ ∈ [0, 1]CK such that (y¯, z¯) ∈ P eK . Let (xC)C∈CK be a sequence of in-
dependent Bernoulli random variable such that Pr(xC = 1) =
1−2µ
1+µ z¯C , and define a random set
Xr = {C ∈ CK | xC = 1}.
Following the definitions,
E [|Xr|] = E

 ∑
C∈CK
xC

 = ∑
C∈CK
1− 2µ
1 + µ
z¯C ≤
1− 2µ
1 + µ
|K|. (8)
The last inequality follows from the second constraint of (3) .
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Therefore by the Chernoff bound (see Lemma B.2) we have
Pr (|Xr| > (1− 2µ)|K|) = Pr

 ∑
C∈CK
xC > (1 + µ)
(1− 2µ)
1 + µ
|K|


< exp
(
−
µ2
3
1− 2µ
1 + µ
|K|
)
≤ exp
(
−
µ2
12
|K|
)
.
(9)
The last inequality follows from µ ∈ (0, 0.1).
Let t = max{k | w(qk) > µW
∗
K and qk 6= n} (t = 0 if the set is empty). Since we assume the
items are sorted by weight, it holds that i is K-large for every i ≤ qt. Let MC,k = |C ∩ {1, . . . , qk}|
for 1 ≤ k ≤ t and C ∈ CK . Thus for any 1 ≤ k ≤ t,
E

 ∑
C∈CK
MC,k · xC

 = E

 qk∑
i=1
∑
C∈CK s.t. i∈C
xC


=
qk∑
i=1
∑
C∈CK s.t. i∈C
(1− 2µ)
1 + µ
zC
≥
1− 2µ
1 + µ
qk∑
i=1
yi By (3) as i ∈ LK
≥
1− 2µ
1 + µ
(µ · |K| · k − 1) By (5) and qk < n
≥
1− 2µ
1 + µ
(
µ · |K| · k − µ2|K|k
)
As µ2|K| > 1
≥ (1− µ)
1− 2µ
1 + µ
µ · |K| · k
(10)
Since for any C ∈ CK is holds that |C| ≤ µ
−1, it follows that 0 ≤ MC,k ≤ µ
−1. Hence, for any
1 ≤ k ≤ t, by the Chernoff bound (Lemma B.3) we have
Pr

 ∑
C∈CK
MC,k · xC < (1− µ)(1− µ)
1− 2µ
1 + µ
µ|K|k


= Pr

 ∑
C∈CK
µ ·MC,k · xC < (1− µ)(1− µ)
1− 2µ
1 + µ
µ2|K|k


≤ exp
(
−
µ2
2
1− 2µ
1 + µ
(1− µ)µ2|K|k
)
≤ exp
(
−
µ4
12
|K|
)
.
(11)
The last inequality uses µ ∈ (0, 0.1).
Therefore, by the union bound and equations (9) and (11), we have
Pr

∃1 ≤ k ≤ t : ∑
C∈CK
MC,k · xC <
(1− µ)2(1− 2µ)
1 + µ
µ|K|k or |Xr| > (1− 2µ)|K|


≤ t · exp
(
−
µ4
12
|K|
)
+ exp
(
−
µ2
12
|K|
)
≤ µ−2 · exp
(
−
µ4
12
|K|
)
+ exp
(
−
µ2
12
|K|
)
≤ 2µ−2 · exp
(
−
µ4
12
|K|
)
< 1
(12)
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Where the last inequality is an assumption of the lemma. Therefore,
Pr
(
∀1 ≤ k ≤ t :
∑
C∈Xr
MC,k ≥
(1− µ)2(1− 2µ)
1 + µ
µ|K|k and |Xr| ≤ (1− 2µ)|K|
)
=1− Pr

∃1 ≤ k ≤ t : ∑
C∈CK
MC,k · xC <
(1− µ)2(1− 2µ)
1 + µ
µ|K|k or |Xr| > (1− 2µ)|K|

 > 0
(13)
Thus, there is a set X ⊆ CK such that |X| ≤ (1 − 2µ)|K| and for any 1 ≤ k ≤ t it holds that∑
C∈X MC,k ≥
(1−µ)2(1−2µ)
1+µ µ|K|k ≥ (1− 5µ) · µ|K| · k, proving the statement of the lemma.
Proof of Lemma 2.4. Let µ ∈ (0, 0.1) such that µ−1 is integral. It holds that
lim
Z→∞
2µ−2 · exp
(
−
µ4
12
Z
)
= 0,
therefore, there is ζ > 10·µ−2 > 10·µ−1 such that for every Z ≥ ζ it holds that 2µ−2 ·exp
(
−µ
4
12Z
)
<
1.
Let (w,B,W ) be an MKS over I, K be a block such that |K| ≥ ζ, PK be the block polytope
of K with error µ, y¯ ∈ PK , (qk)
µ−2
k=1 be the pivots of y¯ and S ⊆ {i | w(i) ≤ W
∗
K} such that
both (6) and (7) hold. Therefore, by Lemma 2.5 there is X ⊆ CK , |X| ≤ (1 − 2µ)|K| and∑
C∈X |C∩{1, 2, . . . , qk}| ≥ (1−5µ)µ|K|k for 1 ≤ k ≤ µ
−2 such that w(qk) > µW
∗
K and qk 6= n. As
in the proof of Lemma 2.5, let t = max{k | w(qk) > µW
∗
K and qk 6= n} (t = 0 if the set is empty)
Order the configurations of X arbitrarily, that is, X = {C1, . . . , Cη}, η ≤ (1 − 2µ)|K|. Let
Q = {(i, b)|i ∈ Cb} and sort the elements of Q in lexicographic order. That is, Q = {(ir, br)}
|Q|
r=1
where (ir, br) is smaller lexicographically than (ir+1, br+1). Therefore,
∀1 ≤ k ≤ t : i⌈(1−5µ)·µ·|K|·k⌉ ≤ qk. (14)
Denote S ∩ LK = {s1, . . . , s|S∩LK |} and assume w(s1) ≥ w(s2) . . . ≥ w(s|S∩LK |). As (6) holds
we have
|S ∩ LK | · µW
∗
K ≤
|S∩LK |∑
j=1
w(sj) ≤
∑
i∈S
w(i) ≤ (1− 5µ)|K|W ∗K ,
therefore,
|S ∩ LK | ≤ µ
−1(1− 5µ)|K|. (15)
Let τ = ⌈ µ|K| ⌉ and define A˜ : {1, 2, . . . , η + τ} → 2I by
A˜(b) = {sr+τ | 1 ≤ r ≤ |Q| , br = b, r + τ ≤ |S ∩ LK |} (16)
for 1 ≤ b ≤ η and A˜(η + r) = {sr} for 1 ≤ r ≤ τ . In words, we assign the items in S ∩ LK to the
bins by the configurations Cb, 1 ≤ b ≤ η, using shifting.
For any sr+τ ∈ A˜(b), r + τ ≤ ℓ, due to (15) there is 0 ≤ k < µ
−2 − 1 such that
(1− 5µ) · µ|K| · k < r ≤ (1− 5µ) · µ|K| · (k + 1).
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By (7) it holds that sr+τ > qk+1, thus qk+1 < n and w(sr+τ ) ≤ w(qk+1). Since sr+τ is K-large it
follows that w(qk+1) > µW
∗
K , hence k + 1 ≤ t and w(ir) ≥ w(qk+1) by (14). Thus w(sr+τ ) ≤ w(ir)
and we can conclude that for 1 ≤ b ≤ η,9
w(A˜(b)) = w ({sr+τ | 1 ≤ r ≤ |Q| , br = b, r + τ ≤ |S ∩ LK |})
=
∑
1 ≤ r ≤ |Q| :
br = b and r + τ ≤ |S ∩ LK |
w(sr+τ ) ≤
∑
1 ≤ r ≤ |Q| :
br = b and r + τ ≤ |S ∩ LK |
w(ir)
≤ w(Cb) ≤W
∗
K .
For any η < b ≤ η + τ it holds A˜(b) = {i} with w(i) ≤ W ∗K , therefore w(A˜(b)) ≤ W
∗
K . And we
can conclude that w(A˜(b)) ≤W ∗K for any 1 ≤ b ≤ η + τ .
Finally, we note that |Q| ≥
∑
C∈CK
|C ∩ {1, . . . , qt}| ≥ t · (1 − 5µ)µ|K|. If t = µ
−2 we have
|S ∩ LK | ≤ |Q| following (15). If t < µ
−2 it holds that
|S ∩ LK | ≤ |S ∩ {1, 2, . . . , qt+1}| ≤ (1− 5µ)µ · |K| · (t+ 1) ≤ |Q|+ τ. (17)
Therefore, in both cases we have |S∩LK | ≤ |Q|+τ . Thus by (16) we have {sr | τ < r ≤ |S∩LK|} ⊆⋃η
b=1 A˜(b). Hence, by the definition of A˜(b) for η < b ≤ η + τ we have S ∩ LK =
⋃η+τ
b=1 A˜(b).
We proceed to generate A : {1, . . . , ⌈(1 − µ)K⌉ + 1} → 2I such that w(A(b)) ≤ W ∗K for any
1 ≤ b ≤ τ +η and S =
⋃⌈(1−µ)K⌉+1
b=1 A(b). This is achieved by adding the items in S \LK to the sets
(S˜b)
η+τ
b=1 using First-Fit. Since all the items in S \ LK are K-small, and the overall weight of items
in S is bounded by (1 − 5µ) · |K| ·W ∗K (see (6)), it follows that the First-Fit returns a packing of
S using (at most) ⌈(1− µ)|K|⌉+ 1 bins of capacity W ∗K .
2.2 Partition Polytope
While the block polytope gives an efficient representation for a block, an MKS may have more
than a single block. The following definitions scale the block polytope to represent generic multiple
knapsack system. It is assumed that a partition of the bins to blocks is given. In Section 2.4, this
definition is used to construct the δ-polytope of an MKS.
Given an MKS (w,B,W ) over I, a block of a single bin K = {b} and γ > 0, we define the
γ-restricted polytope of K by,
P γK = {y¯ ∈ [0, 1]
I | ∀i ∈ I, w(i) > γ ·W (b) : y¯i = 0 and
∑
i∈I
y¯iw(i) ≤W (b)}. (18)
That is, we consider all feasible solutions consisting of ‘small’ items.
Given an MKS (w,B,W ), parameters µ, γ > 0 and a partition of the bins to blocks (Kj)
ℓ
j=0,
we first define a polytope Pj for each of the blocks in (Kj)
ℓ
j=0. For 0 ≤ j ≤ ℓ we set Pj to be P
γ
Kj
,
the γ-restricted polytope of Kj (see (18)), if |Kj | = 1, and otherwise (|Kj | > 1) we set Pj to be the
block polytope of Kj with error µ as defined in (4). Define the extended (µ, γ)-partition polytope
of (Kj)
ℓ
j=0 by
P e =

(x¯, y¯0, . . . , y¯ℓ)
∣∣∣∣∣∣ x¯ ∈ [0, 1]I , ∀1 ≤ j ≤ ℓ : y¯j ∈ Pj ,
ℓ∑
j=0
y¯j = x¯

 . (19)
9For a set S ⊆ I we use w(S) =
∑
i∈S w(i).
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The (µ, γ)-partition polytope of (Kj)
ℓ
j=0 is
P = {x¯ ∈ [0, 1]I | ∃ y¯0, . . . , y¯ℓ ∈ [0, 1]I : (x¯, y¯0, . . . , y¯ℓ) ∈ P e} (20)
We note that both P and P e have a linear representation which can be computed in poly-
nomial time. For the following definition, recall that we assume ()throughout Section 2) that
I = {1, 2, . . . , n} and w(1) ≥ w(2) ≥ . . . ≥ w(n).
Definition 2.6. Given µ, γ > 0, an MKS (w,B,W ), a partition (Kj)
ℓ
j=0 of bins to blocks, and P
e
the extended (µ, γ)-partition polytope of (Kj)
ℓ
j=0, we say that subsets of I, (Sj)
ℓ
j=0, are compatible
with (x¯, y¯0, . . . , y¯ℓ) ∈ P e if the following conditions hold.
• For every 0 ≤ j ≤ ℓ such that Kj = {b} it holds that w(Sj) ≤W (b).
• For every 0 ≤ j ≤ ℓ such that |Kj | > 1 it holds that
w(Sj) ≤ (1− 5µ) · |Kj | ·W
∗
Kj
(21)
where W ∗Kj =W (b) for any b ∈ Kj, and
|S ∩ {1, . . . , qjk}| ≤ (1− 5µ) · µ · |Kj | · k ∀1 ≤ k ≤ µ
−2 (22)
where (qjk)
µ−2
k=1 are the pivots of y¯
j .
Furthermore, (Sj)
ℓ
j=0 are (µ, γ)-compatible with (Kj)
ℓ
j=0 if they are compatible with some (x¯, y¯
0, . . . , y¯ℓ) ∈
P e.
The input for Algorithm 2 is a sequence of subsets of items, (Sj)
ℓ
j=0, where each subset represents
an assignment of items to a block. The algorithm generates a feasible assignment for the given
MKS based on the subsets given as input . The following lemma provides a connection between
the compatibility of (Sj)
ℓ
j=0 and assignment returned by Algorithm 2.
Lemma 2.7. For any µ ∈ (0, 0.1), µ−1 ∈ N there is ζ > 10 · µ−1 such that the following holds.
Given the following input, an MKS (w,B,W ), a partition of the bins to blocks (Kj)
ℓ
j=0 such that
|Kj | = 1 or |Kj | > ζ for every 0 ≤ j ≤ ℓ, and subsets of I, (Sj)
ℓ
j=0, which are (µ, γ)-compatible with
(Kj)
ℓ
j=0, it holds that Algorithm 2 returns a feasible assignment A such that
⋃
b∈B A(b) =
⋃ℓ
j=0 Sj.
The proof is fairly immediate given Lemma 2.4. We provide a full proof in Appendix E.
2.3 Sampling
Recall that our objective in Section 2 is to prove Theorem 1.1. As part of the proof, we need to
present theRepack algorithm stated in the theorem. The input forRepack includes a single subset
S of items. Repack uses Algorithm 2 as an internal procedure. However, the input for Algorithm
2 is a sequence of subsets and not a single set. We use the Sampling algorithm presented in this
section to generate this sequence of subsets from the set S.
The pseudocode of Sampling is given in Algorithm 3. We show some basic properties of the
algorithm in the next lemma. We use the notation supp(x¯) = {i ∈ I | x¯i 6= 0} for any vector x¯ ∈ 2
I .
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Algorithm 2: PartitionPack
Input : An MKS (w,B,W ) over I, a partition (Kj)
ℓ
j=0 of the bins to blocks and
subsets (Sj)
ℓ
j=0 of I.
Configuration: Error parameter µ > 0.
1 Define (Tb)b∈B with Tb = ∅ for all b ∈ B.
2 for j from 0 to ℓ do
3 if |Kj | = 1 then
4 Let Kj = {bj}. If w(Sj) ≤W (b) then set Tbj = Sj.
5 end
6 else
7 Run an APTAS for Bin Packing with multiplicative error of µ2 and additive error of 1
(e.g., [11]) and pack the items of Sj into (approximately) minimal number of bins of
capacity W ∗Kj (W
∗
Kj
=W (b) for all b ∈ Kj) . Let D1, . . . ,Dk ⊆ I be the resulting
packing.
8 If k ≤ |Kj |, let Kj = {b1, . . . , b|Kj |} and set Tbr = Dr for 1 ≤ r ≤ k.
9 end
10 end
11 Define A : B → 2I by A(b) = Tb. Return A.
Algorithm 3: Sampling
Input : Vectors x¯, y¯0, . . . , y¯ℓ ∈ [0, 1]I , such that x¯ =
∑ℓ
j=0 y¯
j and S ⊆ I.
1 For any i ∈ supp(x¯) sample di ∈ {0, . . . , ℓ} such that Pr(di = j) =
y¯
j
i
x¯i
.
2 Define Sj = {i ∈ S ∩ supp(x¯) | di = j} for 0 ≤ j ≤ ℓ.
3 Return (Sj)
ℓ
j=0
14
Lemma 2.8. Let I be a set of items, x¯, y¯0, . . . , y¯ℓ ∈ 2I be vectors such that x¯ =
∑ℓ
j=0 y¯
j , and
I ′ ⊆ I be a subset of items. Also, let S ⊆ supp(x¯) be a random set such that Pr(i ∈ S) = x¯i for any
i ∈ I ′ and for every T ⊆ I ′ it holds that Pr (∀i ∈ T : i ∈ S) ≤
∏
i∈T Pr (i ∈ S). Consider (Sj)
ℓ
j=0
to be the output of Algorithm 3 with the vectors x¯, y¯0, . . . , y¯ℓ ∈ 2I and S. Then,
• The sets (Sj)
ℓ
j=0 form a partition of S.
• For every 0 ≤ j ≤ ℓ and i ∈ I ′ it holds that Pr(i ∈ Sj) = y¯i.
• For every 0 ≤ j ≤ ℓ and every T ⊆ I ′ it holds that Pr (∀i ∈ T : i ∈ Sj) ≤
∏
i∈T Pr (i ∈ Sj).
• For every 0 ≤ j ≤ ℓ and i ∈ I, if y¯ji = 0 then i /∈ Sj.
The proof of the lemma is fairly simple, and given in Appendix E.
2.4 Proof of Theorem 1.1
We are now ready to prove Theorem 1.1. We first briefly review the structuring technique of [12]
utilized throughout the proof. We also define a few numerical values, µδ, γδ, and Nδ, which depend
on the value of δ > 0. The structuring technique along with the numerical values are used to define
the δ-polytope of a multiple knapsack system. Once the δ-polytope is defined, we prove sequence
of lemmas, each corresponds to one or more properties in Theorem 1.1.
We use the structuring technique of [12] to reduce a given MKS into a new MKS in which
the bins are partitioned into blocks of specific cardinality. This reduction, as guaranteed by the
nextlemma, preserves the values of solutions for the original MKS, up to a small error.
Definition 2.9. For any N ∈ N, a set of bins B and capacities W : B → R≥0, we say that a
partition (Kj)
ℓ
j=0 of B is N -leveled if for all 0 ≤ j ≤ ℓ it holds that Kj is a block, and |Kj | = N
⌊
j
N2
⌋
.
Lemma 2.10. For any N , set of bins B and capacities W : B → R≥0, there is B˜ ⊆ B, capacities
W˜ : B˜ → R≥0, and an N -leveled partition (K˜j)
ℓ
j=0 of B˜, such that
1. B˜, W˜ and (K˜j)
ℓ
j=0 can be computed in polynomial time.
2. The bin capacities satisfy W˜ (b) ≤W (b), for every b ∈ B˜.
3. For any set of items I, weight function w : I → R≥0, a subset S ⊆ I feasible for the MKS
(w,B,W ) over I, and a submodular function f : 2I → R≥0, there is S˜ ⊆ S feasible for the
MKS (w, B˜, W˜ ) such that f(S˜) ≥
(
1− 1
N
)
f(S).
We refer to B˜ and W˜ as the N -leveled instance of B and W .
A proof of the lemma easily follows from [12]. We provide a full proof in Appendix D for
completeness.
For any δ ∈ (0, 0.1) define µδ > 0 to be an arbitrary number such that
1− 6µδ
1− δ
− 1 >
δ
2
and µ−1δ ∈ N. (23)
Also, let ζ > 10 · µ−1δ be the constant from Lemma 2.7 w.r.t µδ. By the Monotone Convergence
Theorem it holds that
lim
N→∞
∞∑
j=1
2µ−2δ N
2 exp
(
−
δ2
24
µδN
j
)
=
∞∑
j=1
lim
N→∞
2µ−2δ N
2 exp
(
−
δ2
24
µδN
j
)
= 0.
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Therefore, we can select (arbitrarily) Nδ ∈ N such that
max
{
ζ, δ−1, µ−2δ
}
< Nδ and
∞∑
j=1
2µ−2δ N
2
δ exp
(
−
δ2
24
µδN
j
δ
)
≤
δ
2
. (24)
Finally, we select an arbitrary γδ such that
0 < γδ <
δ
2
and N2δ exp
(
−
δ2
24γδ
)
<
δ
2
. (25)
That is, we define the values (µδ, Nδ , γδ) as a function of δ. We would often use µ = µδ, N = Nδ,
and γ = γδ when δ is known by context.
Definition 2.11. Given an MKS (w,B,W ) over I and δ > 0, let B˜, W˜ be the Nδ-leveled instance
of B and W . Also, let (K˜j)
ℓ
j=0 be the Nδ-partition of B˜. The δ-polytope of (w,B,W ) is the (µδ, γδ)-
partition polytope of (K˜j)
ℓ
j=0. Furthermore, the extended δ-polytope of (w,B,W ) is the extended
(µδ, γδ)-partition polytope of (K˜j)
ℓ
j=0.
Lemma 2.12. For any fixed δ > 0, the δ-polytope and extended δ-polytope of an MKS (w,B,W )
over I can be computed in polynomial time.
A detailed for the lemma is given in Appendix E.
Lemma 2.13. For any δ > 0 there is Υ > 0 such that the following holds. For any MKS (w,B,W )
over I, submodular function f : 2I → R≥0 and set S ⊆ I feasible for (w,B,W ), there is S
′ ⊆ S
such that f(S′) ≥ (1− δ)f(S) −Υ · fmax and 1S′ ∈ P , where P is the δ-polytope of (w,B,W ) and
fmax = max { max {f({i}) − f(∅) | i ∈ I} , 0}.
Proof. Let δ > 0, and define Υ =
N2
δ
γδ
. Let (w,B,W ), f , S, P and fmax be as stated in the lemma.
Furthermore, let B˜ and W˜ be the Nδ leveled instance of B andW , and let (K˜j)
ℓ
j=0 be the Nδ-leveled
partition of B˜. Also, Let P e be the extended δ-polytope of (w,B,W ). Recall that, by definition,
P is the (µδ, γδ)-partition polytope of (K˜j)
ℓ
j=0. For 0 ≤ j ≤ ℓ, define Pj as the block polytope of
K˜j with error µδ if N
2
δ ≤ j ≤ ℓ, and as the γδ-restricted polytope of K˜j if j < N
2
δ . That is, the
notation is consistent with (19).
By Lemma 2.10 there is S˜ ⊆ S feasible for the MKS (w, B˜, W˜ ) such that f(S˜) ≥
(
1− 1
Nδ
)
f(S).
Hence, using (24), we get f(S˜) ≥ (1− δ) f(S). Let A˜ be a disjoint assignment of S˜ w.r.t. (w, B˜, W˜ ).
Since (K˜j)
ℓ
j=0 is Nδ-leveled it follows that |K˜j | = 1 for 0 ≤ j ≤ min{N
2
δ − 1, ℓ}. Denote K˜j = {bj}
for 0 ≤ j ≤ min{N2δ − 1, ℓ}, and set V =
⋃min{N2
δ
−1,ℓ}
j=0
{
i ∈ A˜(bj)
∣∣∣ w(i) > γδW˜ (bj)}. Define
S′ = S˜ \ V and A′ = A˜ \ V .10 It follows that S′ ⊆ S˜ ⊆ S. In the following we show that 1S′ ∈ P .
For every 0 ≤ j ≤ ℓ, let A′j : K˜j → 2
I be defined by A′j(b) = A
′(b) for every b ∈ K˜j . Also,
let S′j =
⋃
b∈K˜j
A′j(b). For N
2
δ ≤ j ≤ ℓ, by Lemma 2.1 it follows that 1S′j ∈ Pj as A
′
j is a feasible
assignment for K˜j. Also, for 0 ≤ j ≤ min{N
2
δ −1, ℓ} it holds that for any i ∈ S
′
j = A
′(bj) = A˜(bj)\V
(recall that K˜j = {bj}) we have w(i) ≤ γδW˜ (bj) and w(S
′
j) = w(A
′(bj)) ≤ w(A˜(bj)) ≤ W˜ (bj), thus
1S′j
∈ Pj . Finally, since A˜ is disjoint, it follows that 1S′ =
∑ℓ
j=0 1S′j
. By the above we have
(1S′ ,1S′
0
, . . . ,1S′
ℓ
) ∈ P e, and therefore 1S′ ∈ P .
10Given an assignment A : B → 2I and a set S ⊆ I , we define A \ S to be the assignment D : B → 2I such that
D(b) = A(b) \ S for every b ∈ B.
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Since
∣∣∣{i ∈ A˜(bj) ∣∣∣ w(i) > γδW˜ (bj)}∣∣∣ < γ−1δ for any 0 ≤ j ≤ min{N2δ − 1, ℓ}, we also have that
|V | ≤ N2δ · γ
−1
δ = Υ . Denote V = {v1, . . . , v|V |}. Since f is submodular we have,
f(S˜) = f(S′) +
|V |∑
t=1
f
(
S′ ∪ {v1, . . . , vt}
)
− f
(
S′ ∪ {v1, . . . , vt−1}
)
≤ f(S′) +
|V |∑
t=1
f ({vt})− f (∅)
≤ f(S′) +
|V |∑
t=1
fmax
≤ f(S′) + Υ · fmax.
(26)
Therefore,
f(S′) ≥ f(S˜)−Υ · fmax ≥ (1− δ)f(S)−Υ · fmax,
and the proof of the lemma is completed.
The pseudo code of the Repack algorithm defined in the theorem is given in Algorithm 4.
Algorithm 4: Repack
Input : An MKS (w,B,W ) over I, S ⊆ I, and x¯ ∈ (1− δ)P where P is the
δ-polytope of (w,B,W ).
Configuration: δ > 0.
1 If S 6⊆ supp(x¯) return the assignment A : B → 2I defined by A(b) = ∅ for every b ∈ B.
2 Let B˜ and W˜ be the Nδ-leveled instance of B and W . Also, let (K˜j)
ℓ
j=0 be the Nδ-leveled
partition of B˜.
3 Let P e be the extended δ polytope of (w,B,W ).
4 Find y¯0, . . . , y¯ℓ ∈ [0, 1]I such that ( x¯1−δ , y¯
0, . . . , y¯ℓ) ∈ P e.
5 Use Sampling (Algorithm 3) with the input x¯, (1− δ)y¯0, . . . , (1 − δ)y¯ℓ and the set S. Let
(Sj)
ℓ
j=0 be the output of the algorithm.
6 if (Sj)
ℓ
j=0 is compatible with (
x¯
1−δ , y¯
0, . . . , y¯ℓ) then
7 Run PartitionPack (Algorithm 2) with (w, B˜, W˜ ), the partition (Kj)
ℓ
j=0 and the sets
(Sj)
ℓ
j=0 as input. Let A˜ be the returned assignment.
8 Return the assignment A : B → 2I defined by A(b) =
{
A˜(b) b ∈ B˜
∅ b 6∈ B˜
.
9 else
10 Return the assignment A : B → 2I defined by A(b) = ∅ for every b ∈ B.
Lemma 2.14. For any δ > 0, Repack (Algorithm 4) is a polynomial time algorithm. Furthermore,
for any MKS (w,B,W ), x¯ ∈ P where P is the δ-polytope of (w,B,W ), and S ⊆ I it holds that the
assignment A returned by Repack(x¯, S, w,B,W ) is feasible and
⋃
b∈B A(b) ∈ {∅, S}.
Proof. We first consider the running time of the algorithm. An Nδ-leveled instance can be computed
in polynomial time (Lemma 2.10) and a linear representation of the extended δ-polytope of an
MKS can be computed in polynomial time (Lemma 2.12). Thus, the vectors y¯0, . . . y¯ℓ from Step 4
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of Algorithm 4 can be computed in polynomial time using linear programming. Furthermore, both
Algorithms 3 and 2 are polynomial time algorithms. Finally, we note that compatability (Step 6)
can be determined in polynomial time. Overall, since all the steps of the algorithm can be executed
in polynomial time, it is a polynomial time algorithm.
Consider the execution of the Algorithm 4 with an MKS (w,B,W ) over I, S ⊆ I and x¯ ∈ P ,
where P is the δ-polytope of (w,B,W ). Surely, if the condition in line 1 holds we have
⋃
b∈B A(b) =
∅. We divide the proof to the following cases.
• The condition in Step 6 holds. Then by Lemma 2.7 (note that the partition (K˜j)
ℓ
j=0 satisfies
the conditions of the lemma by (24)) it holds that
⋃
b∈B A˜(b) =
⋃ℓ
j=0 Sj and A˜ is feasible
w.r.t. (w, B˜, W˜ ). Thus
⋃
b∈B˜ A˜(b) =
⋃ℓ
j=0 Sj = S as Algorithm 3 returns a partition of the
input set (Lemma 2.8). Let A be the set returned by the algorithm in Step 8. Then for any
b ∈ B˜ it holds that w(A(b)) = w(A˜(b)) ≤ W˜ (b) ≤ W (b) with the last inequality following
Lemma 2.10. Also, for b ∈ B \ B˜ we have w(A(b)) = w(∅) = 0 ≤W (b). Hence, A is a feasible
assignment w.r.t (w,B,W ) and
⋃
b∈B A(b) =
⋃
b∈B˜ A˜(b) = S.
• The condition in Step 6 does not holds. Thus the algorithm return an assignment A such
that
⋃
b∈B A(b) = ∅ in Step 10. This assignment surely is feasible.
As we showed statement of the lemma is correct in both cases, the proof is completed.
The following lemma is used for showing Properties 4a and 4b of Theorem 1.1.
Lemma 2.15. For any δ > 0, let (w,B,W ) be an MKS, P be the δ-polytope of (w,B,W ), x¯ ∈
(1 − δ)P and i∗ ∈ supp(x¯) be an arbitrary item. Also, let S ⊆ supp(x¯) be a random set such
that for any i ⊆ I \ {i∗} it holds that Pr(i ∈ S) = x¯i and for any T ⊆ I \ {i
∗} it holds that
Pr(T ⊆ S) ≤
∏
i∈T Pr(i ∈ S). Then Pr(
⋃
b∈B A(b) 6= S) < δ where A is the assignment returned
by the execution of Repack (Algorithm 4) on the input (w,B,W ), S and x¯.
Proof. Consider the execution of Algorithm 4 with the aforementioned input, and consider the
variables as they are defined by the algorithm. We use the shorthand γ = γδ, µ = µδ and Nδ = N
throughout this proof. Furthermore, let Pj be the γ-restricted polytope of K˜j for 0 ≤ j ≤ min{N
2−
1, ℓ}, and the block polytope of K˜j with error µ for N
2 ≤ j ≤ ℓ. It follows that y¯j ∈ Pj for every
0 ≤ j ≤ ℓ.
Denote I ′ = I \ {i∗}, by Lemma 2.8 it holds that Pr(i ∈ Sj) = (1 − δ)y¯
j
i for every i ∈ I
′ and
0 ≤ j ≤ ℓ. Furthermore, for every 0 ≤ j ≤ ℓ and T ⊆ I ′ it holds that Pr (∀i ∈ T : i ∈ Sj) ≤∏
i∈T Pr (i ∈ Sj). Since we have S ⊆ supp(x¯) it follows that the algorithm does not return on Step
1.
For 0 ≤ j ≤ max{N2 − 1, ℓ}, denote K˜j = {bj}. We have
E
[∑
i∈I′
w(i)1i∈Sj
]
=
∑
i∈I′
(1− δ) · y¯ji · w(i) ≤
∑
i∈I
(1− δ) · y¯ji · w(i) ≤ (1− δ) · W˜ (bj),
where the second inequality follows from the definition of γ-restricted polytope of K˜j = {bj} (18).
If w(i∗) > γW˜ (bj) then y¯
j
i∗ = 0 and thus Pr(i
∗ ∈ Sj) = 0 (Lemma 2.8), Hence w(i
∗) ·Pr(i∗ ∈ Sj) ≤
γδW˜ (bj) always holds. Furthermore, it holds that y¯
j
i = 0 for i ∈ I
′ with w(i) > γW˜ (bj). Therefore,
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using γ = γδ <
δ
2 (25) and Chefrnoff bound (Lemma B.2) it holds that
Pr
(
w(Sj) > W˜ (bj)
)
= Pr
(∑
i∈I
1i∈Sjw(i) > W˜ (bj)
)
= Pr
(∑
i∈I′
1i∈Sjw(i) > W˜ (bj)− 1i∗∈Sjw(i
∗)
)
≤ Pr
(∑
i∈I′
1i∈Sjw(i) > W˜ (bj)−
δ
2
W˜ (bj)
)
≤ Pr

 ∑
i∈I′:w(i)≤γW˜ (bj)
1i∈Sj
w(i)
γ · W˜ (bj)
>
1
1− δ2
(
1−
δ
2
)
γ−1


≤ exp

−1
3
(
1
1− δ2
− 1
)2(
1−
δ
2
)
γ−1

 ≤ exp(− δ2
24
γ−1
)
(27)
For N2 ≤ j ≤ ℓ let (qjk)
µ−2
k=1 be the pivots of y¯
j (for the block polytope PK˜j with error µ). For
every 1 ≤ k ≤ µ−2, by Lemma 2.3,
E

 ∑
i∈{1,2,...,qj
k
}\{i∗}
1i∈Sj

 ≤ E

 q
j
k∑
i=1
1i∈Sj

 = q
j
k∑
i=1
(1− δ)y¯ji ≤ (1− δ)µδ |K˜j |k.
Therefore, by Chernoff Bound (Lemma B.2) we have,
Pr
(
|Sj ∩ {1, 2, . . . , q
j
k}| > (1− 5µ)µ|K˜j |k
)
≤ Pr
(
|Sj ∩ {1, 2, . . . , q
j
k} \ {i
∗}| > (1− 5µ)µ|K˜j |k − 1
)
= Pr

 ∑
i∈{1...,qj
k
}\{i∗}
1i∈Sj >
1− 5µ− 1
µδ |K˜j|k
1− δ
(1− δ)µ|K˜j |k


≤ Pr

 ∑
i∈{1...,qj
k
}\{i∗}
1i∈Sj >
1− 6µ
1− δ
(1− δ)µ|K˜j |k


≤ exp

−
(
1−6µ
1−δ − 1
)2
3
(1− δ)µ|K˜j |k


≤ exp
(
−
δ2
24
µ|K˜j |
)
= exp
(
−
δ2
24
µN
⌊
j
N2
⌋)
(28)
The second inequality follows from |K˜j | > N and (24). The forth inequality is by (23). By Lemmas
2.2 and 2.8 it follows that for every i ∈ I, w(i) > W ∗
K˜j
we have Pr(i ∈ Sj) = 0, where W
∗
K˜j
= W˜ (b)
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for every b ∈ K˜j . Thus, by the definition of the block polytope ((4) and (3)),
E

 ∑
i∈I′: w(i)≤W ∗
K˜j
1i∈Sjw(i)

 ≤ E

 ∑
i∈I: w(i)≤W ∗
K˜j
1i∈Sjw(i)

 ≤ (1− δ)∑
i∈I
y¯jiw(i) ≤ (1− δ)|K˜j |W
∗
K˜j
Furthermore, we have that 1i∗∈Sjw(i
∗) ≤ W ∗
K˜j
. By using Chernoff bound (Lemma B.3) it follows
that
Pr
(
w(Sj) > (1− 5µ)|K˜j |W
∗
K˜j
)
= Pr

 ∑
i∈I: w(i)≤W ∗
K˜j
w(i)
W ∗
K˜j
1i∈Sj >
1− 5µ
1− δ
(1− δ)|K˜j |


≤ Pr

 ∑
i∈I′: w(i)≤W ∗
K˜j
w(i)
W ∗
K˜j
1i∈Sj >
1− 5µ
1− δ
(1− δ)|K˜j | − 1i∗∈Sj ·
w(i∗)
W ∗
K˜j


≤ Pr

 ∑
i∈I′: w(i)≤W ∗
K˜j
w(i)
W ∗
K˜j
1i∈Sj >
1− 5µ
1− δ
(1− δ)|K˜j | − 1


≤ Pr

 ∑
i∈I′: w(i)≤W ∗
K˜j
w(i)
W ∗
K˜j
1i∈Sj >
1− 5µ− 1
|K˜j |
1− δ
(1− δ)|K˜j |


≤ Pr

 ∑
i∈I′: w(i)≤W ∗
K˜j
w(i)
W ∗
K˜j
1i∈Sj >
1− 6µ
1− δ
(1− δ)|K˜j |


≤ exp

−
(
1−6µ
1−δ − 1
)2
3
(1− δ)|K˜j |

 ≤ exp
(
−
δ2
24
|K˜j |
)
.
(29)
Let Ψ be the event that (Sj)
ℓ
j=0 is compatible with (
x¯
1−δ , y¯
0, . . . , y¯ℓ), i.e., the condition in Step
6 holds. By the union bound and inequalities (27), (28) and (29) we have
Pr (not Ψ) ≤
min{N2−1,ℓ}∑
j=0
exp
(
−
δ2
24
γ−1
)
+
ℓ∑
j=N2
(
µ2 · exp
(
−
δ2
24
µ|K˜j |
)
+ exp
(
−
δ2
24
|K˜j |
))
≤ N2 · exp
(
−
δ2
24
γ−1
)
+
∞∑
j=1
2µ2 ·N2 · exp
(
−
δ2
24
µN j
)
< δ.
Also, by Lemma 2.7, if (Sj)
ℓ
j=0 is (µ, γ)-compatible with (K˜j)
ℓ
j=0, then the assignment A˜ returned
by Algorithm 2 (Step 7 of Algorithm 4) is an assignment of S =
⋃ℓ
j=0 S (the equality follows
Lemma 2.8). Therefore, if (Sj)
ℓ
j=0 is (µ, γ)-compatible with (K˜j)
ℓ
j=0, then Algorithm 4 returns an
assignment A such that ∪b∈BA(b) = S. Thus,
Pr
(⋃
b∈B
A(b) 6= S
)
≤ Pr(not Ψ) ≤ δ.
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Lemma 2.16. Let δ > 0, (w,B,W ) be an MKS, P be the δ-polytope of (w,B,W ), x¯ ∈ P ,
and S ⊆ T ⊆ I. Denote A = Repack(x¯, S, w,B,W ) and D = Repack(x¯, T, w,B,W ). Then
Pr
(⋃
b∈B A(b) 6= S
)
≤ Pr
(⋃
b∈B D(b) 6= T
)
.
We give the proof of the lemma in Appendix E.
Proof of Theorem 1.1. Properties 1, 2, 3 and 5 of the theorem follow immediately from Lemmas
2.12, 2.13, 2.14 and 2.16. Property 4a is a special case of Lemma 2.15.
Let (w,B,W ), δ, S, x¯ and i∗ ∈ I be as stated in Property 4b of the theorem. For any R ⊆ I
let DR = Repack(x¯, R,w,B,W ) be a random assignment, and αR = Pr
(⋃
b∈B DR(b) 6= R
)
. Also,
define I ′ = I \ {i∗} and S∗ = S ∪ {i∗}. Then, for any T ⊆ I ′ we have
Pr(T ⊆ S∗) = Pr(T ⊆ S) =
∏
i∈T
Pr(i ∈ S) =
∏
i∈T
Pr(i ∈ S∗).
Furthermore, for any i ∈ I ′ it holds that Pr(i ∈ S∗) = x¯i. Thus by Lemma 2.15 it holds that
Pr
(⋃
b∈B D(b) 6= S
∗
)
< δ where D = Repack(x¯, S∗, w,B,W ). Therefore,
Pr
(⋃
b∈B
A(b) 6= S
∣∣∣∣∣ i∗ ∈ S
)
=
Pr
(⋃
b∈B A(b) 6= S and i
∗ ∈ S
)
Pr(i∗ ∈ S)
=
1
Pr(i∗ ∈ S)
∑
R⊆I
Pr
(⋃
b∈B
A(b) 6= S and i∗ ∈ S and S = R
)
=
1
Pr(i∗ ∈ S)
∑
R⊆I′
Pr(S = R ∪ {i∗})αR∪{i∗}
=
∑
R⊆I′
Pr(S∗ = R ∪ {i∗})αR∪{i∗} = Pr
(⋃
b∈B
D(b) 6= S∗
)
< δ,
(30)
and thus Property 4b of the theorem holds as well.
3 Applications
All of our algorithms utilize Theorem 1.1 in conjunction with a rounding technique, using a simple
generic framework. Similar to previous works (e.g., [12], [23] and [9]), our algorithms consist of the
following phases.
1. Enumeration. Initially, the algorithm iterates over subsets S ⊆ I of items such that |S| ≤ ξ,
and possible assignments of S with respect to the multiple knapsack systems. A residual
instance is then defined based on the set S and the assignments. The enumeration ensures
there exists an iteration where the residual instance preserves the value of the optimal solution.
Additionally, the marginal values of items in the corresponding residual instance are bounded.
This is a key property for the analysis.
2. Continuous Optimization. The algorithm proceeds to find an approximate solution for a
multilinear optimization problem, i.e., maxx¯∈P G(x), where P is derived from the δ-polytopes
of the multiple knapsack systems of the residual instance, and G is the multilinear extension
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of the value function for the residual instance. The optimization can be done using, e.g., the
algorithms of [7] and [3], or via linear programming, depending on whether the function f of
the input instance is modular, monotone, or non-monotone.
3. Rounding. The (fractional) solution x¯ obtained via the continuous optimization is rounded,
resulting in an integral solution for the residual instance. We present three different rounding
procedures, all of which use the Repack algorithm presented in Theorem 1.1. A sampling
based on x¯ is used for d-MKS (no matroid constraints), swap rounding is used for (d, 1)-MKS,
and a procedure based on contention resolution schemes is used for the general case.
4. Return Value. Finally, the solution of the rounding procedure, R, is then combined with the
enumerated subset S. The algorithm enumerates over all subsets S and returns the solution
S ∪R of highest value.
In Section 3.1 we give a formal description of the above steps, along with our algorithm for
d-MKS (see Theorem 3.5). Sections 3.2 and 3.3 describe additional rounding procedures via swap
rounding (Theorem 3.7) and contention resolution schemes (Theorem 3.12), respectively.
3.1 The Generic Framework
Throughout this section we use the term MKS problem when referring to either (d, q)-MKS, mono-
tone (d, q)-MKS, or modular (d, q)-MKS for some d, q ∈ N.11 We say that an MKS problem P is
monotone (modular) if it is the monotone (modular) (d, q)-MKS problem for some d, q ∈ N.
We denote an instance of the (d, q)-MKS problem by T =
(
I, (Kt)
d
t=1 , (Mj)
q
j=1 , f
)
, where
Kt = (wt, Bt,Wt), 1 ≤ t ≤ d are the multiple knapsack systems and Mj = (I,Ij), 1 ≤ j ≤ q are
the matroids.12 Also, f is the value function of T . Let S and (At)
d
t=1 be a solution for an instance
T , and let ξ ∈ N. We define the residual instance of T , S, (At)
d
t=1 and ξ as the (d, q)-MKS instance
T ′ =
(
I ′, (K′t)
d
t=1 ,
(
M′j
)q
j=1
, g
)
, where
1. I ′ =
{
i ∈ I \ S
∣∣∣ f({i} ∪ S)− f(S) ≤ f(S)ξ }.
2. The function g : 2I
′
→ R≥0 is defined by g(T ) = f(S ∪ T ).
3. For any 1 ≤ t ≤ d, K′t = (wt, Bt,W
′
t) where W
′
t(b) =Wt(b)− wt(At(b)) for all b ∈ Bt.
4. For any 1 ≤ j ≤ q, M′j = (I
′,I ′j) with I
′
j = {T ⊆ I
′ | T ∪ S ∈ Ij}.
We note that the function g is submodular and non-negative. Furthermore, g is monotone if f
is monotone, and g is modular if f is modular (see Lemma A.2). For any MKS problem P and an
instance T of P, we have that T ′ is also an instance of P.
It can be easily verified that, if T ⊆ I ′, and (Dt)
d
t=1 is a solution for the residual instance T
′,
then S ∪ T and (At ∪Dt)
d
t=1 is a solution for the original instance T . Furthermore, by definition,
f(S ∪ T ) = g(T ).
The next Lemma shows the existence of a set and an assignment satisfying the conditions in
the enumeration phase.13
11The problem (d, q)-MKS was defined in Section 1.2.
12If q = 0 we refer to an instance by the triplet
(
I, (Kt)
d
t=1
, f
)
.
13Given an assignment A : B → 2I and a set S ⊆ I , we define A ∩ S to be the assignment D : B → 2I such that
D(b) = A(b) ∩ S for every b ∈ B.
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Lemma 3.1. Let ξ ∈ N, T be an instance of (d, q)-MKS, and S∗,(A∗t )
d
t=1 a (possibly optimal)
solution for T . Then there is S ⊆ S∗, |S| ≤ ξ such that S∗ \ S and (A∗t \ S) is a solution for the
residual instance of T , S, (A∗t ∩ S)
d
t=1 and ξ.
Proof. Let T =
(
I, (wt, Bt,Wt)
d
t=1 , (Mj = (I,Ij))
q
j=1 , f
)
. Also, let S∗ = {s∗1, . . . , s
∗
ℓ} with the
items sorted by their marginal values. That is, f({s∗1, . . . , s
∗
i }) = maxi−1<k≤ℓ f({s
∗
1, . . . , s
∗
i−1}∪{s
∗
k})
for every 1 ≤ i ≤ ℓ. If ℓ ≤ ξ let S = S∗, and the lemma immediately follows. Otherwise, set
S = {s∗1, . . . , s
∗
ξ}.
Let T ′ =
(
I ′, (wt, Bt,W
′
t)
d
t=1 ,
(
M′j = (I
′,I ′j)
)q
j=1
, f
)
be the residual instance of T , S, (A∗t ∩
S)dt=1 and ξ. By well known properties of submodular functions (see Lemma A.1), for every i ∈ S
∗\S
it holds that f(S ∪ {i}) − f(S) ≤ f(S)
ξ
and therefore S∗ \ S ⊆ I ′. Furthermore, it can be easily
verified that S∗ \ S ∈ I ′j for every 1 ≤ j ≤ q and A
∗
t \ S is a feasible assignment of S
∗ \ S w.r.t.
(wt, Bt,W
′
t), thus S
∗ \ S and (A∗t \ S)
d
t=1 is a solution for the residual instance T
′.
Given an input instance T =
(
I, (Kt)
d
t=1 , (Mj)
q
j=1 , f
)
and δ > 0, we define the δ-polytope of
T as P =
(⋂d
t=1 Pt
)
∩
(⋂q
j=1 P (Mj)
)
, where Pt is the δ-polytope of Kt (defined in Theorem 1.1)
and P (Mj) is the matroid polytope of Mj .
14 Recall that Pt, 1 ≤ t ≤ d has a linear representation
that can be computed in polynomial time (for fixed δ); therefore, using standard properties of the
matroid polytope (see, e.g., [27]), it follows that P is solvable [27]. Furthermore, as the polytopes
Pt and P (Mj) (1 ≤ t ≤ d, 1 ≤ j ≤ q) are downwards closed, so is P .
We define the term rounding procedure to allow a uniform presentation of all our algorithmic
results. Let P be an MKS problem, and β, c ∈ (0, 1]. The input for a randomized (β, c)-rounding
procedure Round for P is an instance T of P, δ > 0 and x¯ ∈ βP , where P is the δ-polytope of T .
The output of the procedure is a feasible solution S and (At)
d
t=1 for T . The procedure is required
to run in polynomial time for any fixed δ > 0. Furthermore, let f : 2I → R≥0 be the value function
of the input instance T , and F its multilinear extension. Also, let S be the (random) set returned
by Round for the input T , δ and x¯ ∈ βP . Then, for any δ > 0, there are ξr, ν > 0 such that, if
maxi∈I f({i}) − f(∅) ≤
f(∅)
ξr
and F (x¯) ≥ f(∅), then E[f(S)] ≥ c · (1− ν · δ)F (x¯).
A simple example for a rounding procedure is given in Algorithm 5.
Algorithm 5: A Rounding Procedure for d-MKS
Input : Instance T =
(
I, (wt, Bt,Wt)
d
t=1 , f
)
of d-MKS, δ > 0 and x¯ ∈ P , where P is the
δ-polytope of T .
1 Sample R ∼ (1− δ)x¯.
2 For all 1 ≤ t ≤ d let Dt = Repack(x¯, R,wt, Bt,Wt).
3 If
⋃
b∈Bt
Dt(b) = R for every 1 ≤ t ≤ d then return R and (Dt)
d
t=1. Otherwise, return ∅ and
empty assignments.
Lemma 3.2. For any fixed d ∈ N, Algorithm 5 is a (1, 1)-rounding procedure for d-MKS.
Proof. Let d ∈ N and δ > 0. We first note that since Repack returns a feasible solution for the
relevant MKS (Theorem 1.1), it follows that the algorithm indeed always returns a feasible solution
14P (Mj) is the convex hull of {1S | S ∈ Ij} where Ij are the independent sets of Mj
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for the input d-MKS instance. Also, since Repack is a polynomial time procedure, so is Algorithm
5.
Set ξr such that exp
(
− (1−δ)·δ
2ξr
2
)
< δ and ν = d+ 3, and let T be an instance of d-MKS such
that maxi∈I f({i}) − f(∅) ≤
f(∅)
ξr
, where f : 2I → R≥0 is the value function of T . Let P be the
δ-polytope of T , and let x¯ ∈ P such that F (x¯) ≥ f(∅), where F is the multilinear extension of f .
Consider the execution of Algorithm 5 with the above input. By Theorem 1.1 (property 4a) it
holds that Pr
(⋃
b∈Bt
Dt(b) = ∅
)
≤ δ for any 1 ≤ t ≤ d (by definition, x¯ is in the δ-polytope of the
t-th multiple knapsack system of T ). Since the second derivatives of F are non-positive, it holds
that E[f(R)] = F ((1 − δ)x¯) ≥ (1− δ)F (x¯). Thus, by the concentration bound of [29] (see Lemma
B.1 ) we have
Pr
(
f(R) < (1− δ)2F (x¯)
)
≤ exp

− δ2
2·f(∅)
ξr
(1− δ)F (x¯)

 ≤ exp(−δ2 · ξr (1− δ)F (x¯)
2 · f(∅)
)
≤ exp
(
−
(1− δ)δ2 · ξr
2
)
< δ.
Let Ψ be the event in which
⋃
b∈Bt
Dt(b) = R for every 1 ≤ t ≤ d and f(R) ≥ (1 − δ)
2F (x¯).
Then by the union bound we have Pr(Ψ) ≥ 1 − (d + 1)δ. Also, E[f(R)|Ψ] ≥ (1 − δ)2F (x¯). Let R˜
be the set returned by the algorithm, then it holds that
E[f(R˜)] ≥ Pr(Ψ)E[f(R)|Ψ] ≥ (1− (d+ 1)δ)(1 − δ)2F (x¯) ≥ (1− νδ)F (x¯).
Thus, Algorithm 5 is a (1, 1)-rounding procedure for d-MKS.
Our generic algorithm, which uses a specified rounding procedure, is given in Algorithm 6.
Algorithm 6: A Generic Algorithm for (d, q)-MKS
Configuration: Enumeration size ξ ∈ N, error parameter δ > 0, and a (β, c)-rounding
procedure Round for an MKS problem P.
Input : A (d, q)-MKS instance T =
(
I, (wt, Bt,Wt)
d
t=1 , (Mj = (I,Ij))
q
j=1 , f
)
of P.
1 Set S∗ = ∅ and (A∗t )
d
t=1 to be empty assignments.
2 forall S ∈
⋂q
j=1 Ij , |S| ≤ ξ and feasible disjoint assignments At of S w.r.t. (wt, Bt,Wt),
1 ≤ t ≤ d do
3 Let T ′ be the residual instance of T , S, (At)
d
t=1 and ξ.
4 Let P be the δ-polytope of T ′.
5 Find an approximate solution x¯ for the multilinear optimization problem of g and βP ,
where g is the value function of T ′.
6 Use the procedure Round with T ′, δ and x¯. Let R and (Dt)
d
t=1 be the returned solution.
7 If f(S ∪R) > f(S∗) then set S∗ = S ∪R and A∗t = At ∪Dt for 1 ≤ t ≤ d.
8 If f(S) > f(S∗) then set S∗ = S, and A∗t = At for 1 ≤ t ≤ d.
9 end
10 Return S∗ and the assignment A∗t for 1 ≤ t ≤ d.
Lemma 3.3. Let P be an MKS problem such that there is a (β, c)-rounding procedure Round for
P. Then for any ε > 0, there is a configuration for Algorithm 6 (ξ, δ and a rounding procedure)
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such that the algorithm yields an (α · c · (1− ε))-approximation for P, where α = β if P is modular,
α = 1− e−β if P is monotone, and α = 0.385 · β otherwise.
To prove the lemma we need the following technical result.
Lemma 3.4. Let δ > 0, and let Υ be the constant from Property 2) in Theorem 1.1 for δ. Let
(wt, Bt,Wt) be multiple knapsack systems over I for 1 ≤ t ≤ d, and g : 2
I → R≥0 such that, for
any i ∈ I, g({i}) − g(∅) ≤ δΥg(∅). Furthermore, let S ⊆ I such that S is feasible with respect to
(wt, Bt,Wt) for every t. Also, let Pt be the polytope of (wt, Bt,Wt). Then, there is S
′ ⊆ S such
that 1S′ ∈ Pt for all 1 ≤ t ≤ d, and g(S
′) ≥ (1− 2 · d · δ)g(S).
Proof. We prove the claim by induction over d. For d = 0 the claim clearly holds with S′ = S.
Consider an arbitrary d. If g(S) ≤ g(∅), then the claim holds with S′ = ∅. Otherwise, by
Theorem 1.1, there is a S′ ⊆ S such that 1S′ ∈ Pd, and
g(S′) ≥ (1− δ)g(S) −Υ
δ
Υ
g(∅) ≥ (1− 2δ)g(S).
Therefore, by the induction hypothesis there is S′′ ⊆ S′ such that S′′ ∈ Pt for every 1 ≤ t ≤ d− 1,
and
g(S′′) ≥ (1− 2 · (d− 1) · δ)g(S′) ≥ (1− 2 · (d− 1) · δ)(1 − 2δ)g(S) ≥ (1− 2 · d · δ)g(S).
As Pd is downward closed and 1S′′ ≤ 1S′ , it follows that 1S′′ ∈ Pd, therefore completing the
proof.
Proof of Lemma 3.3. Let d be the number of multiple knapsack systems and q be the number of
matroid constraints in instances of P. Also, let ξr, ν > 0 be the constants of the rounding scheme.
Let ε > 0. W.l.o.g. we assume ε < 0.1. Select δ such that 2 · d · δ < ε2 and νδ < ε2. Let Υ be the
constant from Theorem 1.1 with respect to δ and select ξ such that ξ > ξr and ξ >
Υ
δ
.
Let T =
(
I, (wt, Bt,Wt)
d
t=1 , (Mj)
q
j=1 , f
)
be an instance of P. Consider the execution of
Algorithm 6 with T as the input, the parameters ξ, δ selected above and Round (given in the
lemma) as the rounding procedure.
Let T ∗ and (D∗t )
d
t=1 be the optimal solution for the instance T . W.l.o.g assume D
∗
t is disjoint
for every 1 ≤ t ≤ d. By Lemma 3.1 there is T ⊆ T ∗, |T | ≤ ξ such that T ∗ \ T and (D∗t \ T
∗)dt=1 is a
solution for the residual instance of T , T , (D∗t ∩ T
∗)dt=1 and ξ. The remaining analysis focuses on
the iteration of the loop in Step 2 in which S = T and At = D
∗
t ∩ T for every 1 ≤ t ≤ d.
Denote T ′ =
(
I ′, (wt, Bt,W
′
t)
d
t=1 ,
(
M′j
)q
j=1
, g
)
be the residual instance defined in Step 3. By
the definition of residual instances, for every i ∈ I ′ we have
g({i}) − g(∅) ≤ f(S ∪ {i})− f(S) ≤
f(S)
ξ
< min
{
δ
Υ
g(∅),
g(∅)
ξr
}
. (31)
Hence, since T ∗\S is feasible for (wt, Bt,W
′
t) for every 1 ≤ t ≤ d, by Lemma 3.4 there is T
′ ⊆ T ∗\S
such that g(T ′) ≥ (1−2·d·δ)g(T ∗\S) ≥ (1−ε2)f(T ∗) and 1T ′ ∈
⋂d
t=1 Pt, where Pt is the δ-polytope
of (wt, Bt,W
′
t). Furthermore, 1T ∗\S ∈ P (M
′
j) for every 1 ≤ j ≤ q, thus Therefore, 1T ′ ∈ P (M
′
j).
Hence 1T ′ ∈ P , where P is the δ-polytope of the residual instance T
′.
Consider the following cases.
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1. If P is either non-monotone or modular, instead of finding a solution in β · P , we may find a
solution x¯′ in P , and then scale it down by a factor of β, i.e., return solution x¯ = β · x¯′. For
any submodular function, G(β · x¯′) ≥ β ·G(x¯′) since the second derivatives of the multilinear
extension of any submodular function are non-negative. In the modular case we have
E[G(x¯)] ≥ β · E[G(x¯′)] ≥ β · max
z¯∈P∩{0,1}I′
G(z¯) ≥ β · g(T ′) ≥ α(1− ε2)f(T ∗).
In the non-monotone case by using the algorithm of [3] which has an approximation ratio of
0.385, we get the following result.
E[G(x¯)] ≥ βE[G(x¯′)] ≥ 0.385 · β · max
z¯∈P∩{0,1}I′
G(z¯) ≥ 0.385 · β · g(T ′) ≥ α · (1− ε2)f(T ∗).
2. If P is monotone, it is a well known property of the continuous greedy of [7] that it returns
a solution x¯ such that
E[G(x¯)] ≥ (1− e−β) max
z¯∈P∩{0,1}I′
G(z¯) ≥ (1− e−β)g(T ′) ≥ α(1 − ε2)f(T ∗).
Thus, in both cases we have E[G(x¯)] ≥ α(1 − ε2) · f(T ∗).
Conditioned on G(x¯) ≥ g(∅), by (31) and the definition of rounding procedure we have that
E [ E [ g(R) | x¯] | G(x¯) ≥ g(∅) ] ] ≥ E[c(1−ν·δ)G(x¯) |G(x¯) ≥ g(∅)] ≥ E[c(1−ε2)G(x¯) |G(x¯) ≥ g(∅)].
Thus, by Steps 7 and 8 it holds that following this iteration we have
E[f(S∗)] ≥ Pr (G(x¯) ≥ g(∅)) · E [ g(R) | G(x¯) ≥ g(∅) ] + Pr(G(x¯) < g(∅)) · E [ g(∅) | G(x¯) < g(∅) ]
≥ Pr (G(x¯) ≥ g(∅)) · E [ E [ g(R) | x¯ ] | G(x¯) ≥ g(∅) ] ]
+ Pr(G(x¯) < g(∅)) · E [ G(x¯) | G(x¯) < g(∅) ]
≥ Pr (G(x¯) ≥ g(∅)) · E[c(1− ε2)G(x¯) | G(x¯) ≥ g(∅)]
+ Pr(G(x¯) < g(∅)) · E [ G(x¯) | G(x¯) < g(∅) ]
≥ E[c(1− ε2)G(x¯)] ≥ c · α(1 − ε2)2f(T ∗) ≥ c · α · (1− ε)f(T ∗)
We further note that for fixed configuration parameters the algorithm is a polynomial time
algorithm. The number of iterations of Step 2 is bounded by
(
|I| ·
∏d
t=1 |Bt|
)ξ
, and each iteration
is executed in polynomial time. Finally, the algorithm always returns a feasible solution for the
input instance. Thus, the algorithm is a randomized (c · α · (1− ε))-approximation for P.
The next result is an immediate consequence of Lemmas 3.2 and 3.3 (note that a (β, c)-rounding
procedure for d-MKS is by definition also a (β, c)-rounding procedure for monotone and modular
d-MKS).
Theorem 3.5. For any fixed ε > 0 and d ∈ N, there is a (1−ε)-approximation for modular d-MKS
(i.e., a PTAS), a (1−e−1−ε)-approximation for monotone d-MKS, and a (0.385−ε)-approximation
for d-MKS.
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3.2 The Submodular d-Resource Multiple Knapsack and a Matroid Problem
In this section we present our results for monotone (d, 1)-MKS and modular (d, 1)-MKS. The results
are derived by providing a (1, 1)-rounding procedure for the monotone (d, 1)-MKS.
To handle the matroid constraint, we use randomized swap rounding [9]. Given x¯ ∈ P (M),
randomized swap rounding returns (in polynomial time) a random set S ∈ I such that (i ∈ S)i∈I
are negatively correlated and Pr(i ∈ S) = x¯i.
15 Furthermore, for any submodular and monotone
f : 2I → R≥0 and δ > 0 it holds that16
Pr (f(S) ≤ (1− δ)F (x¯)) ≤ exp
(
−
δ2
8
F (x¯)
maxi∈I f({i})− f(∅)
)
. (32)
Since the last bound only applies for monotone functions, we are only able to obtain a rounding
procedure for monotone and modular (d, 1)-MKS via randomized swap rounding. The procedure
is given in Algorithm 7.
Algorithm 7: A Rounding Procedure for Monotone (d, 1)-MKS (Swap Rounding)
Input : Instance T =
(
I, (wt, Bt,Wt)
d
t=1 ,M, f
)
of monotone (d, 1)-MKS, δ > 0 and x¯ ∈ P ,
where P is the δ-polytope of T .
1 Use randomized swap rounding with the point (1− δ)x¯ and the matroid M. Let R be the
returned set.
2 For every 1 ≤ t ≤ d let At = Repack(x¯, R,wt, Bt,Wt).
3 If
⋃
b∈Bt
At(b) = R for all 1 ≤ t ≤ d then return R and (At)
d
t=1. Otherwise return ∅ and
empty assignments.
Lemma 3.6. For any fixed d ∈ N, Algorithm 7 is a (1, 1)-rounding procedure for montone (d, 1)-
MKS.
The proof of Lemma 3.6 is very similar to the proof of Lemma 3.2.
Proof. Let d ∈ N and Let δ > 0. By the definition P we have that P ⊆ P (M), thus, by the
properties of randomized swap rounding, it holds that R is an independent set of M. Also, since
Repack returns a feasible solution for the relevant knapsack system (Theorem 1.1), it follows that
the algorithm indeed always returns a feasible solution for the input (d, 1)-MKS instance. Finally,
since both Repack and randomized swap rounding are polynomial time algorithms for fixed δ, so
is Algorithm 7.
Set ξr such that exp
(
− δ
2ξr
8
)
< δ and ν = d + 3, and let T be an instance of monotone (d, 1)-
MKS such that maxi∈I f({i})− f(∅) ≤
f(∅)
ξr
, where f : 2I → R≥0 is the value function of T . Let P
be the δ-polytope of T and let x¯ ∈ P . As before, we use F as the multilinear extension of f . Since
f is monotone it holds that F (x¯) ≥ f(∅).
Consider the execution of Algorithm 5 with the aforementioned input. By the properties of
randomized swap rounding we have Pr(i ∈ R) = (1 − δ)x¯i for any i ∈ I and that (i ∈ R)i∈I are
negatively correlated. Therefore, by Theorem 1.1 (property 4a) it holds that Pr
(⋃
b∈Bt
At(b) = ∅
)
≤
δ for any 1 ≤ t ≤ d (by definition, x¯ is in the δ-polytope of the t-th multiple knapsack system of
15A sequence of random variables X1, . . . , Xn ∈ {0, 1} is negatively correlated if for any T ⊆ {1, 2, . . . . , n} it holds
that Pr(∀i ∈ T : Xi = 1) ≤
∏
i∈T Pr (Xi = 1) and Pr(∀i ∈ T : Xi = 0) ≤
∏
i∈T Pr (Xi = 0).
16Theorem II.2 in [9].
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T ). Since F has non-positive second derivatives it holds that E[f(R)] = F ((1− δ)x¯) ≥ (1− δ)F (x¯).
Thus, by (32) we have
Pr
(
f(R) < (1− δ)2F (x¯)
)
≤ Pr (f(R) < (1− δ)F ((1− δ)x¯)) ≤ exp

−δ2
8
·
F ((1− δ)x¯)
f(∅)
ξr


≤ exp
(
−δ2 · ξr
F ((1− δ)x¯)
8 · f(∅)
)
≤ exp
(
−
δ2 · ξr
8
)
< δ.
Let Ψ be the event in which
⋃
b∈Bt
At(b) = R for every 1 ≤ t ≤ d and f(R) ≥ (1 − δ)
2F (x¯).
Then by the union bound we have Pr(Ψ) ≥ 1 − (d + 1)δ. Also, E[f(R)|Ψ] ≥ (1 − δ)2F (x¯). Let S
be the set returned by the algorithm, then it holds that
E[f(S)] ≥ Pr(Ψ)E[f(R)|Ψ] ≥ (1− (d+ 1)δ)(1 − δ)2F (x¯) ≥ (1− νδ)F (x¯).
Thus, Algorithm 7 is a (1, 1)-rounding procedure for monotone (d, 1)-MKS.
Using Lemmas 3.3 and 3.6, we have the following.
Theorem 3.7. For any fixed ε > 0 and d ∈ N there is a (1 − ε)-approximation for modular
(d, 1)-MKS (i.e., a PTAS) and a (1− e−1 − ε)-approximation for monotone (d, 1)-MKS.
3.3 Approximations using Contention Resolution Schemes
Our technique for solving general instances of (d, q)-MKS can be interpreted, with some adaptation,
as a contention resolution scheme. Chekuri et al. [10] introduced contention resolution schemes as
a general framework for submodular optimization subject to multiple types of constraints. We give
a slightly relaxed definition of such schemes, which is necessary for obtaining our results.
Definition 3.8. Let I ⊆ 2I be a downward closed set (that is, for any S ∈ I and S′ ⊆ S, it holds
that S′ ∈ I), PI ⊆ 2
I a polytope, and β, c ∈ [0, 1]. Then, a relaxed (β, c)-balanced contention
resolution scheme is a (random) procedure π for which the following hold.
• For any x¯ ∈ βPI and S ⊆ I, the procedure π(S, x¯) returns a subset S
′ ⊆ S such that S′ ∈ I.
• For any x¯ ∈ βPI , a random set S ∼ x¯, and i ∈ supp(x¯), Pr (i ∈ π(S, x¯)| i ∈ S) ≥ c.
Furthermore, π is monotone if Pr(i ∈ π(S1, x¯)) ≥ Pr(i ∈ π(S2, x¯)) for every i ∈ S1 ⊆ S2 with
x¯i > 0.
A (non-relaxed) (β, c)-balanced contention resolution scheme, as defined in [10], is a a relaxed
(β, c)-balanced contention resolution scheme which satisfies the additional property that 1S ∈ PI
for every S ∈ I. This property does not hold for the polytope P defined in Theorem 1.1. Thus,
our new definition is required.
The following two properties were presented in [10] for (non-relaxed) balanced contention res-
olution schemes. The proofs of [10] for these properties also hold for relaxed balanced contention
resolution schemes.
Lemma 3.9. For any submodular function f : 2I → R≥0, there is a polynomial time procedure
ηf : 2
I → 2I for which the following hold.
1. For any S ⊆ I, ηf (S) ⊆ S.
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2. For any monotone relaxed (β, c)-balanced contention resolution scheme π,
E [f (ηf (π(S, x¯))] ≥ c · F (x¯), where S ∼ x¯ and F is the multilinear extension of f .
Lemma 3.10. Let k ∈ N, I1, . . . ,Ik ⊆ 2
I be downward closed sets, and P1, . . . , Pk ⊆ [0, 1]
I
be polytopes. Also, for any 1 ≤ i ≤ k, let πi be a monotone relaxed (β, ci)-balanced contention
resolution scheme for Ii and Pi. Then, π(S, x¯) =
⋂k
i=1 πi(S, x¯) is a monotone relaxed (β,
∏k
i=1 ci)-
balanced contention resolution scheme for
⋂k
i=1 Ii and
⋂k
i=1 PIi.
In [10] the authors also showed how to construct a random procedure, to which we refer as
MatroidCR(x¯, S,M, I), such that for a fixed matroid M = (I,I), ground set I and β ∈ (0, 1]
the procedure is a monotone relaxed
(
β, 1−e
−β
β
)
-balanced contention resolution scheme for M and
P (M) (recall, P (M) is the convex hull of {1S | S ∈ I} ). Furthermore, MatroidCR is polynomial
in |I| and the encoding of x¯. The paper also included a variety of additional contention resolution
schemes.
Given an MKS (w,B,W ) over I and δ > 0, let P be the polytope of (w,B,W ). We define a
(random) procedure by π(x¯, S) =
⋃
b∈B A(b), where A = Repack(x¯, S, w,B,W ). It follows from
Properties 3, 4b and 5 of Theorem 1.1 that π is a monotone relaxed (1−δ, 1−δ)-balanced contention
resolution scheme for I = {S ⊆ I| S is feasible for (w,B,W )} and P .
In Algorithm 8 we present a rounding procedure for (d, q)-MKS using contention resolution
schemes.
Algorithm 8: A Rounding Procedure for (d, q)-MKS (Contention Resolution)
Input : Instance T =
(
I, (wt, Bt,Wt)
d
t=1 , (Mj)
q
j=1 , f
)
of (d, q)-MKS, δ > 0 and x¯ ∈ βP ,
where P is the δ-polytope of T .
1 Sample R ∼ (1− δ)x¯.
2 For every 1 ≤ t ≤ d let At = Repack(x¯, R,wt, Bt,Wt) and set Yt =
⋃
b∈Bt
At(b).
3 For every 1 ≤ j ≤ q let Xj = MatroidCR(x¯, R,Mj , I).
4 Set T =
(⋂q
j=1Xj
)
∩
(⋂d
t=1 Yt
)
and S = ηf (T ).
5 Return S and (At ∩ S)
d
t=1.
Lemma 3.11. For any d, q ∈ N and β ∈ (0, 1] Algorithm 8 is a
(
β,
(
1−e−β
β
)q)
-rounding procedure
for (d, q)-MKS.
Proof. Let d, q ∈ N and δ > 0. Select ν = d+ 1 and ξr = 1. Since Repack is polynomial time for
fixed δ and MatroidCR is polynomial, it follows that Algorithm 8 is a polynomial time algorithm
for fixed δ.
Consider the execution of the algorithm with an arbitrary input. Then it holds that At, 1 ≤ t ≤ d
is a feasible assignment w.r.t. (wt, Bt,Wt) and Xj is an independent set of Mj. As S ⊆ T (Lemma
3.9), we have that S is and independent set of Mj for every 1 ≤ j ≤ q since S ⊆ Xj , and that
At ∩ S is a feasible assignment of S w.r.t. (wt, Bt,Wt) (for every 1 ≤ t ≤ d) since S ⊆ Yt.
Let F be the multilinear extension of f . Thus, as before, we have F ((1− δ)x¯) ≥ (1− δ)F (x¯). It
follows from Lemma 3.10 that T is the result of applying a monotone relaxed
(
β,
(
1−e−β
β
)q
· (1− δ)d
)
-
balanced contention resolution scheme over the set R. Hence, by Lemma 3.9 it holds that
E[f(S)] ≥
(
1− e−β
β
)q
· (1− δ)d · F ((1− δ)x¯) ≥
(
1− e−β
β
)q
· (1− νδ)F (x¯)
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Thus, Algorithm 8 is a
(
β,
(
1−e−β
β
)q)
-rounding procedure for (d, q)-MKS.
Using Lemma 3.3 and 3.11 we obtain the following results.
Theorem 3.12. For any fixed d, q ∈ N and ε > 0 there is a
(
minβ∈(0,1] β ·
(
1−e−β
β
)q
(1− ε)
)
-
approximation for modular (d, q)-MKS, a
(
minβ∈(0,1](1− e
−β) ·
(
1−e−β
β
)q
(1− ε)
)
-approximation
for monotone (d, q)-MKS, and a
(
minβ∈(0,1] 0.385 · β ·
(
1−e−β
β
)q
(1− ε)
)
-approximation for (non-
monotone) (d, q)-MKS.
For q = 0 the result of Theorem 3.12 is identical to the result of Theorem 3.5. For q = 1, the ap-
proximation ratios obtained in Theorem 3.12 are smaller than the approximation ratios of Theorem
3.7 for the monotone and modular cases. In all other cases the best approximation ratios are pro-
vided by Theorem 3.12. For example, we obtain a
(
0.385 · (1− e−1)− ε
)
-approximation for (non-
monotone) (d, 1)-MKS, a
(
(1− e−1)2 − ε
)
-approximation for modular (d, 2)-MKS, a
(
(1− e−1)3 − ε
)
-
approximation for monotone (d, 2)-MKS, and a
(
0.385(1 − e−1)2 − ε
)
-approximation for (non-monotone)
(d, 2)-MKS.
We note that contention resolution schemes provide a framework for obtaining approximation
algorithm for submodular maximization subject to a constant number of other constraints (e.g.,
additional sparse packing constraints). Such results, however, significantly deviate from the main
focus of this paper and are therefore omitted.
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A Properties of Submodular Functions
Lemma A.1. Let f : 2I → R≥0 be a submodular function and let S = {s1, . . . , sℓ} ⊆ I, |S| = ℓ, such
that f({s1, . . . , sr}) = maxr−1<k≤ℓ f({s1, . . . , sr−1}∪{sk}) for every 1 ≤ r ≤ ℓ. Also, let E ∈ N and
SE = {sr | 1 ≤ r ≤ min{E, ℓ}}. Then for every i ∈ S\SE it holds that f(SE∪{i})−f(SE) ≤
f(SE)
E
.
Proof. If E ≥ ℓ then S \ SE = ∅ and the statement trivially holds. Otherwise, for every i ∈ S \ SE
it holds that
f(SE ∪ {i}) − f(SE) =
1
E
E∑
r=1
(f(SE ∪ {i}) − f(SE))
≤
1
E
E∑
r=1
(f({s1, . . . , sr−1 ∪ {i}) − f({s1, . . . , sr−1}))
≤
1
E
E∑
r=1
(f({s1, . . . , sr−1 ∪ {sr})− f({s1, . . . , sr−1}))
≤
1
E
(f(SE)− f(∅))
≤
f(SE)
E
.
(33)
The first inequality follows from the submodularity of f . The second inequality follows from
f({s1, . . . , sr}) = maxr−1<k≤ℓ f({s1, . . . , sr−1} ∪ {sk}) for every 1 ≤ r ≤ ℓ.
Lemma A.2. Let f : 2I → R be a set function and R ⊆ I. Define g : 2I → R by g(S) = f(S ∪R)
for any S ⊆ I. Then,
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1. If f is submodular then g is submodular.
2. If f is monotone then g is monotone.
3. If f is modular then g is modular.
Proof.
1. Assume f is submodular. Let S, T ⊆ I. Then,
g(S) + g(T ) = f(R ∪ S) + f(R ∪ T )
≥ f ((R ∪ S) ∪ (T ∪R)) + f ((R ∪ S) ∩ (T ∪R))
= f (R ∪ (S ∪ T )) + f (R ∪ (S ∩ T ))
= g(S ∪ T ) + g(S ∩ T )
Thus g is submodular.
2. Assume f is monotone and let S ⊆ T ⊆ I. Then R ∪ S ⊆ R ∪ T and therefore,
g(S) = f(R ∪ S) ≤ f(R ∪ T ) = g(T ).
Thus g is monotone.
3. If f is modular then both f and −f are submodular. Thus, by the first property both g and
−g are submodular and therefore g is modular.
Lemma A.3. Let h : 2I → R. Then for any T1 ⊆ T2 ⊆ I and A ⊆ I \ T2 it holds that
h(T1 ∪A)− h(T1) ≥ h(T2 ∪A) + h(T2).
Proof. Since h is submodular it follows that
h(T1 ∪A) + h(T2) ≥ h(T1 ∪ T2 ∪A) + h ((T1 ∪A) ∩ T2) = h(T2 ∪A) + h(T1).
The statement of the lemma is attained by rearranging the terms.
To following is used for the proof of the more general Lemma A.5 which appears afterwards.
Lemma A.4. Let h : 2I → R be a submodular function and let S1, . . . , SN ⊆ I be disjoint sets.
Then there is 1 ≤ j∗ ≤ N such that
h

 ⋃
1≤j≤N, j 6=j∗
Sj

− h(∅) ≥ (1− 1
N
)
(h(S1 ∪ . . . ∪ SN )− h(∅)) .
Proof. We can write
h(S1 ∪ . . . ∪ SN )− h(∅) =
N∑
j=1
(h(S1 ∪ . . . ∪ Sj)− h(S1 ∪ . . . ∪ Sj−1))
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Therefore there is 1 ≤ j∗ ≤ N such that
h(S1 ∪ . . . ∪ Sj∗)− h(S1 ∪ . . . ∪ Sj∗−1) ≤
1
N
(h(S1 ∪ . . . ∪ SN )− h(∅))
Thus,(
1−
1
N
)
(h(S1 ∪ . . . ∪ SN )− h(∅)) ≤
∑
1≤j≤N, j 6=j∗
(h(S1 ∪ . . . ∪ Sj)− h(S1 ∪ . . . ∪ Sj−1))
= h(S1 ∪ . . . ∪ SN )− h(S1 ∪ . . . ∪ Sj∗) + h(S1 ∪ . . . ∪ Sj∗−1)− h(∅)
= h ((S1 ∪ . . . ∪ SN \ Sj∗) ∪ (S1 ∪ . . . ∪ Sj∗)) + h ((S1 ∪ . . . ∪ SN \ Sj∗) ∩ (S1 ∪ . . . ∪ Sj∗))
− h(S1 ∪ . . . ∪ Sj∗)− h(∅)
≤ h (S1 ∪ . . . ∪ SN \ Sj∗) + h (S1 ∪ . . . Sj∗)− h(S1 ∪ . . . ∪ Sj∗)− h(∅)
= h

 ⋃
1≤j≤N, j 6=j∗
Sj

− h(∅)
Where the second inequality follows from the submodularity of h. The second and last equalities
use the property that S1, . . . , SN are disjoint.
Lemma A.5. Let h : 2I → R≥0 be a submodular non-negative function and let Si,1, . . . , Si,N ⊆ I
for 1 ≤ i ≤ M be disjoint sets (that is, Si,j ∩ Si′,j = ∅ for every (i, j) 6= (i
′, j′)). Then for every
1 ≤ i ≤M there is 1 ≤ j∗i ≤ N such that
h

 M⋃
i=1
⋃
1≤j≤N, j 6=j∗i
Si,j

 ≥ (1− 1
N
)
h

 M⋃
i=1
N⋃
j=1
Si,j

 .
Proof. For any R ⊆ I define hR : 2
I\R → R by hR(T ) = h(R ∪ T )− h(R). It can be easily shown
that hR is a submodular function. Furthermore, by definition, hR(∅) = 0.
Define Ti =
⋃N
j=1 Si,j. Now,
h

 M⋃
i=1
N⋃
j=1
Si,j

− h(∅) = M∑
i=1
h(
⋃i−1
i′=1
Ti′)
(Ti) =
M∑
i=1
h(
⋃i−1
i′=1
Ti′)

 N⋃
j=1
Si,j

 .
By Lemma A.4 for every 1 ≤ i ≤M there is 1 ≤ j∗i ≤ N such that
h(
⋃i−1
i′=1
Ti′)

 N⋃
1≤j≤N, j 6=j∗i
Si,j

− h(⋃i−1
i′=1
Ti′)
(∅) ≥
(
1−
1
N
)
·
(
h(
⋃i−1
i′=1
Ti′)
(Ti)− h(
⋃i−1
i′=1
Ti′)
(∅)
)
Thus,
h(
⋃i−1
i′=1
Ti′)

 N⋃
1≤j≤N, j 6=j∗i
Si,j

 ≥ (1− 1
N
)
h(
⋃i−1
i′=1
Ti′)
(Ti)
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Therefore,
h

M⋃
i=1
⋃
1≤j≤M, j 6=j∗i
Si,j

− h(∅) = M∑
i=1
h(⋃i−1
i′=1
⋃
1≤j≤M, j 6=j∗
i′
Si′,j
)

 ⋃
1≤j≤M, j 6=j∗i
Si,j


≥
M∑
i=1
h(
⋃i−1
i′=1
Ti′)

 ⋃
1≤j≤M, j 6=j∗i
Si,j

 ≥ (1− 1
N
) M∑
i=1
h(
⋃i−1
i′=1
Ti′)
(Ti)
=
(
1−
1
N
)h

 M⋃
i=1
N⋃
j=1
Si,j

− h(∅)

 .
The first inequality follows from Lemma A.3 as the sets are disjoint. As h(∅) ≥ 0 we conclude that
h

 M⋃
i=1
⋃
1≤j≤M, j 6=j∗i
Si,j

 ≥ (1− 1
N
)
· h

 M⋃
i=1
N⋃
j=1
Si,j

 .
B Concentration Bounds
Lemma B.1 (Corollary 3.2 in [29]). Let I = {1, . . . , n}, υ > 0 and f : 2I → R+ be a monotone
submodular function such that f({i}) − f(∅) ≤ υ for any i ∈ I. Let X1, . . . ,Xn be independent
random variables and η = E[f({i ∈ I|Xi = 1})]. Then for any ε > 0 it holds that
E[f({i ∈ I|Xi = 1}) ≤ (1 − ε)η] ≤ exp
(
−
η · ε2
2υ
)
Lemma B.2 (Theorem 3.1 in [18]). Let X =
∑n
i=1Xi ·λi where (Xi)
n
i=1 is a sequence of Bernoulli
random variable such that for all T ⊆ {1, . . . , n]} it holds that Pr (∀i ∈ T : Xi = 1) ≤
∏
i∈T Pr(Xi =
1) and λi ∈ [0, 1] for 1 ≤ i ≤ n. Then for any ε ∈ (0, 1) and η ≥ E[X] it holds that
Pr (X > (1 + ε)η) < exp
(
−
ε2
3
η
)
Lemma B.3 (Theorem 3.1 in [18]). Let X =
∑n
i=1Xi ·λi where (Xi)
n
i=1 is a sequence of Bernoulli
random variable such that for all T ⊆ {1, . . . , n} it holds that Pr (∀i ∈ T : Xi = 0) ≤
∏
i∈T Pr(Xi =
0) and λi ∈ [0, 1] for 1 ≤ i ≤ n. Then for any ε ∈ (0, 1) and η ≤ E[X] it holds that
Pr (X < (1− ε)η) < exp
(
−
ε2
2
η
)
C The Mulitilinear Extension of a Linear Function
In this section we show several well known properties of the multilinear extension of a linear
function.
Lemma C.1. Let f : 2I → R such that f(S) = a+
∑
i∈S p¯i where a ∈ R and p¯ ∈ R
I . Then, F the
multilinear extension of f (1) satisfies
∀x¯ ∈ [0, 1]I : F (x¯) = a+ x¯ · p¯
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Proof. Let x¯ ∈ [0, 1]I , then
F (x¯) = ES∼x¯ [f(S)]
= ES∼x¯
[
a+
∑
i∈S
p¯i
]
= a+ ES∼x¯
[∑
i∈I
1i∈S · p¯i
]
= a+
∑
i∈I
p¯i · ES∼x¯ [1i∈S ]
= a+
∑
i∈I
x¯i · p¯i = a+ x¯ · p¯
Lemma C.2. There is a polynomial time algorithm for the multilinear optimization problem when
f is modular
Proof. Let f : 2I → R, f(S) = a +
∑
i∈S p¯i, be a modular function, P be a solvable polytope and
F the multilinear extension of f . By Lemma C.1 the problem of finding x¯ ∈ P such that F (x¯) is
maximal, is equivalent to the problem of finding x¯ ∈ P such that x¯ · p¯ is maximal. As P is solvable,
this can be done in polynomial time.
D Proof of Lemma 2.10
In this section we provide a proof for Lemma 2.10. The proof follows from [12] with minor adap-
tations.
Algorithm 9: Structure in Blocks
Input : A set of bins B, capacity function W : B → R≥0 and N ∈ N.
1 Let B = {1, . . . ,m} where W (1) ≥W (2) ≥ . . . ≥W (m).
2 Let ℓ = max
{
k ∈ N
∣∣∣∣ ∑kr=0N
⌊
r
N2
⌋
≤ m
}
.
3 Define K˜j =
{
b
∣∣∣∣ ∑j−1r=0N
⌊
r
N2
⌋
< b ≤
∑j
r=0N
⌊
r
N2
⌋}
for 0 ≤ j ≤ ℓ.
4 Let B˜ = ∪ℓj=0K˜j , and W˜ (b) = minb′∈K˜j W (b
′) for all 0 ≤ j ≤ k and b ∈ K˜j .
5 Return B˜, (W˜b)b∈B˜ and the partition (K˜j)
ℓ
j=0.
By construction, we have that (K˜j)
ℓ
j=0 is an N -leveled partition of B˜. Furthermore, B˜ ⊆ B and
W˜ (b) ≤ W (b) for any b ∈ B˜. Finally, it can be easily observed that Algorithm 9 has a polynomial
running time. Thus, the following Lemma completes the proof of Lemma 2.10.
Lemma D.1. Let N ∈ N, B be a set of bins, W : B → R≥0 be a capacity function, and let
B˜, W˜ be the output of Algorithm 9 for the input B ,W and N . Furthermore, let I be a set of
items, w : I → R≥0 a weight function, S ⊆ I feasible for (w,B,W ) and f : 2
I → R≥0 submodular
non-negative function. Then there is S˜ ⊆ S feasible for (w, B˜, W˜ ) such that f(S˜) ≥
(
1− 1
N
)
f(S).
Proof. W.l.o.g assume B = {1, 2, . . . ,m} and W (1) ≥ W (2) ≥ . . . ≥ W (m). Let A be a feasible
disjoint assignment of S w.r.t. the MKS (w,B,W ). We modify this assignment using a sequence
of steps, eventually obtaining a feasible assignment of a set S˜ ⊆ S with respect to (w, B˜, W˜ ) .
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Define K˜ℓ+1 = B \ B˜. We note that K˜ℓ+1 may be empty. We partition {K˜j | 0 ≤ j ≤ ℓ + 1}
into levels and super-bloks. We consider each N2 consecutive blocks to be a level, and each N
consecutive blocks within a level to be a super-block. Formally, level t is
Lt =
{
j | t ·N2 ≤ j < min{(t+ 1)N2, ℓ+ 2}
}
for 0 ≤ t ≤ k with k =
⌊
ℓ+1
N2
⌋
. Also, super-block r of level t is
St,r =
{
j | t ·N2 + r ·N ≤ j < t ·N2 + (r + 1) ·N
}
for 0 ≤ r < N and level 0 ≤ t < k (we do not partition the last level into super-blocks). It follows
that B = ∪kt=0 ∪j∈Lt K˜j and Lt = ∪
N−1
r=0 St,r for 0 ≤ t < k. Furthermore, for any j ∈ Lt, j 6= ℓ+ 1
it holds that |K˜j | = N
t and |K˜ℓ+1| < N
ℓ. Essentially, all the blocks of level t are of the same size.
We modify the assignment A using the following steps.
Eviction: We first evict a super-block of bins from each level (except the last one). Let R =
∪b∈LkA(b) be the subset of items assigned to the last level and let g : 2
I → R≥0 defined by
g(Q) = f(Q ∪ R). As g is submodular and non-negative (Lemma A.2), by Lemma A.5 for every
0 ≤ t < k there is r∗t such that
g

k−1⋃
t=0
⋃
0≤r<N, r 6=r∗t
⋃
j∈St,r
⋃
b∈K˜j
A(b)

 ≥ (1− 1
N
)
g

k−1⋃
t=0
N−1⋃
r=0
⋃
j∈St,r
⋃
b∈K˜j
A(b)

 = (1− 1
N
)
f(S).
Define T : B → 2I by T (b) = ∅ for any b ∈
⋃k−1
t=0
⋃
j∈St,r∗
t
K˜j, and T (b) = A(b) for any
b ∈ B \
(⋃k−1
t=0
⋃
j∈St,r∗
t
K˜j
)
. Also, denote S˜ =
⋃
b∈B T (b) ⊆ S. Then,
f(S˜) = f
(⋃
b∈B
T (b)
)
= g

k−1⋃
t=0
⋃
0≤r<N−1, r 6=r∗t
⋃
j∈St,r
⋃
b∈K˜j
A(b)

 ≥ (1− 1
N
)
f(S). (34)
It also holds that T is a feasible assignment with respect to (w,B,W ) as T (b) ∈ {A(b), ∅} for any
b ∈ B.
Shuffling: We generate a new assignment T˜ such that ∪b∈BT˜ (b) = ∪b∈BT (b) and the last super-
block in each level (except the last one) is empty. This property is obtained by moving the assign-
ments of the bins in super-block N − 1 to the bins of super-block r∗t for every 0 ≤ t < k.
We define T˜ : B → 2I as follows. For any 0 ≤ t < k, let ϕt :
⋃
j∈St,r∗
t
K˜j →
⋃
j∈St,N−1
K˜j be a
bijection between the bins of super-block r∗t to the bins of the last super-block of level t (note that
both sets have the same cardinality, thus such a bijection exists). For any 0 ≤ t < k, j ∈ St,r∗t , and
b ∈ K˜j , define T˜ (b) = T (ϕt(b)). In this case, it holds that
w(T˜ (b)) ≤ w(T (ϕt(b))) ≤W (ϕt(b)) ≤W (b)
where the last inequality follows from ϕt(b) > b. This step defines the assignment of the last super-
block in place of super block r∗t for every 0 ≤ t < k. For every 0 ≤ t < k, j ∈ St,N−1 and b ∈ K˜j
define T˜b = ∅. For any other bin b ∈ B define T˜b = Tb.
It follows that ∪b∈BT˜ (b) = ∪b∈BT (b), since T (b) = ∅ for every 0 ≤ t < k, j ∈ St,r∗t and b ∈ K˜j .
Also, it holds that T˜ is a feasible assignment w.r.t (w,B,W ).
Shifting: In this step we generate an assignment A˜ of S˜ such that A˜ is feasible with respect to
(w, B˜, W˜ ). As the bins of the last super-block in each level (except the last level) are vacant in T˜ ,
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we use them for the assignment of the first block of the next level. This can be done since N blocks
of level t contain the same number of bins as a single block of level t + 1. We also use blocks in
levels greater than 0 which are not in the last super-block to store the assignment of the subsequent
block in the level.
Formally, define A˜(b−N t) = T˜ (b) for any b ∈ ∪k−1t=1 ∪j∈Lt\St,N−1 K˜j . Define A˜(b −N
k) = T˜ (b)
for any b ∈ ∪j∈LkK˜j . Also, define A˜(b) = T˜ (b) for 0 ≤ b ≤ N
2 −N . For any bin b ∈ B˜ which was
not defined above, set A˜(b) = ∅. It can be easily verified that for any t ≥ 0, j ∈ Lt and b ∈ K˜j , if
j > t ·N2 (i.e., not the first block in the level) then b−N t ∈ K˜j−1 and b−N
t ∈ ∪j′∈St−1,N−1B˜
′
j if
j = t ·N t. This implies that the definition of (Ab)b∈B˜ is sound.
Let b ∈ B˜. If b ≤ N2 − N then it holds that K˜b−1 = {b}. Therefore, w(A˜(b)) = w(T˜ (b)) ≤
W (b) = W˜ (b). Also, if A˜(b) = ∅ then w(A˜(b)) = 0 ≤ W˜ (b). In all other cases, b ≥ N2 − N for
b ∈ K˜j , and it holds that A˜(b) = T˜ (b
′) for b′ ∈ K˜j′ with j
′ > j. Since the capacities are assumed
to be sorted, for any c ∈ K˜j it holds that W (c) ≥ W (b
′). Thus, W˜ (b) ≥ W (b′) and w(A˜(b)) =
w(T˜ (b′)) ≤ W (b′) ≤ W˜ (b). Overall, we have that A˜ is a feasible solution w.r.t. (w, B˜, W˜ ).
Furthermore, it holds that ∪b∈B˜A(b) = ∪b∈BT˜ (b) = ∪b∈BT (b) = S˜.
That is, we showed that S˜ ⊆ S is feasible for (w, B˜, W˜ ) and f(S˜) ≥
(
1− 1
N
)
f(S), therefore
proving the lemma.
E Omitted Proofs
Proof of Lemma 2.1. Denote y¯ = 1S and define z¯ ∈ [0, 1]
CK by z¯C = 1 if there is b ∈ K such that
A(b)∩LK = C and z¯C = 0 otherwise. If follows that
∑
C∈CK
z¯C ≤ |K| as no more that |K| entries
were set to 1. For any i ∈ S ∩LK there is b ∈ K such that i ∈ A(b). By the definition of z¯ it holds
that z¯LK∩A(b) = 1, thus,
y¯i = z¯A(b)∩LK ≤
∑
C∈CK s.t. i∈C
z¯C .
Also, ∑
i∈I
y¯i · w(i) =
∑
i∈S
w(i) ≤
∑
b∈K
∑
i∈A(b)
w(i) ≤
∑
b∈K
W ∗K = |K| ·W
∗
K .
Overall, we showed that (y¯, z¯) ∈ P eK , and thus 1S = y¯ ∈ PK .
Proof of Lemma 2.7. For any µ there exists ζ > 10 · µ−1 such that the claim of Lemma 2.4 holds
for µ and ζ. Consider the j-th iteration, 0 ≤ j ≤ ℓ, in the execution of the algorithm with an input
satisfying the conditions of the lemma. There are two possible cases.
1. If |Kj | = 1, let Kj = {bj}. Then, by the end of the iteration we have Tbj = Sj (Step 3). That
is
⋃
b∈Kj
Tb = Sj.
2. If |Kj | 6= 1 we have |Kj | > ζ. Thus, by (21) and (22) and Lemma 2.4 the set Sj can be packed
into ⌈(1− µ)|Kj |⌉ + 1 bins of capacity W
∗
Kj
. Thus, the APTAS in Step 6 finds a packing of
Sj into no more than t bins where
t =
(
1 +
µ
2
)
(⌈(1− µ)|Kj |⌉+ 1) + 1 ≤
(
1−
µ
2
)
· |Kj |+ 1 + 2
(
1 +
µ
2
)
≤ |Kj |.
The last inequality uses |Kj | > ζ > 10 · µ
−1. Therefore, in Step 7 the values of (Tb)b∈Kj is
updated so that
⋃
b∈Kj
Tb = Sj.
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Thus, by the end of the iteration j it holds that
⋃
b∈Kj
Tb = Sj. Since (Kj)
ℓ
j=0 is a partition it
follows that the value of Tb for b ∈ Kj is only changed on iteration j. Thus, the algorithm returns
an assignment A such that ⋃
b∈B
A(b) =
ℓ⋃
j=0
⋃
b∈Kj
Tb =
ℓ⋃
j=0
Sj .
It can be easily verified that the assignment A is also feasible.
Proof of Lemma 2.8. We note that it follows from the standard definition of random algorithms
that S and (di)i∈supp(x¯) are independent (di are the variables form Step 1).
Consider the execution of Algorithm 3 with the input defined in the lemma. It can be easily
observed that (Sj)
ℓ
j=0 is a partition of S.
Let 0 ≤ j ≤ ℓ and i ∈ I ′. If i /∈ supp(x¯) then i /∈ S, and x¯i = 0. From the latter we can
conclude y¯ji = 0 and thus Pr(i ∈ Sj) = y¯
j
i . If i ∈ supp(x¯) it holds that
Pr(i ∈ Sj) = Pr (i ∈ S and di = j) = Pr (i ∈ S) · Pr (di = j) = x¯i ·
y¯ji
x¯i
= y¯ji .
The second equality follows from the independence of the events. Thus, we have Pr(i ∈ Sj) = y¯
j
i
in both cases.
Let T ⊆ I ′. Then,
Pr (∀i ∈ T : i ∈ Sj) = Pr (∀i ∈ T : i ∈ S and di = j)
= Pr (∀i ∈ T : i ∈ S) · Pr (∀i ∈ T : di = j)
≤
(∏
i∈T
Pr(i ∈ S)
)
·
(∏
i∈T
Pr (di = j)
)
=
∏
i∈T
Pr(i ∈ Sj)
The second equality follows from independence, and the inequality uses the properties of the random
set S.
Finally, let i ∈ I and 0 ≤ j ≤ ℓ such that y¯ji = 0. If i /∈ supp(x¯i) then i /∈ S, and therefore
i /∈ Sj . Otherwise, we have di 6= j, and thus i /∈ Sj. That is, it always holds that i /∈ Sj.
Proof of Lemma 2.12. By Lemma 2.10, the Nδ-leveled instance B˜, W˜ of B and W , along with the
partition (K˜j)
ℓ
j=0 can be computed in polynomial time. We note that for each of the blocks K˜j a
linear representation of either the γδ-restricted polytope (18), or the block polytope (4), can also
be computed in polynomial time. Thus, a linear representation of the (µδ, γδ)-partition polytope of
(K˜j)
ℓ
j=0 can be computed in polynomial time. The latter is a linear representation of the δ-polytope
of (w,B,W ).
To prove Lemma 2.16 we first need to show an additional property of the Sampling algorithm.
Lemma E.1. Let I be a set of items, x¯, y¯0, . . . , y¯ℓ ∈ 2I such that x¯ =
∑ℓ
j=0 y¯
j, and S ⊆ T ⊆
supp(x¯). Denote by (Sj)
ℓ
j=0 ((Tj)
ℓ
j=0) the output of Algorithm 3 for the input x¯, y¯
0, . . . , y¯ℓ and S
(T ). Then for any partition (Rj)
ℓ
j=0 of S it holds that
Pr (∀0 ≤ j ≤ ℓ : Sj = Rj) = Pr (∀0 ≤ j ≤ ℓ : Tj ∩ S = Rj) .
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Proof. Let (dSi )i∈supp(x¯) and (d
T
i )i∈supp(x¯) be the variables (di)i∈supp(x¯) from the execution of Algo-
rithm 3 for the input S and T . Also, for any i ∈ S let vi = j such that i ∈ Rj. Note that the value
is well defined as (Rj)
ℓ
j=0 is a partition of S. Therefore,
Pr (∀0 ≤ j ≤ ℓ : Sj = Rj) = Pr(∀i ∈ S : d
S
i = vi)
= Pr(∀i ∈ S : dTi = vi) = Pr (∀0 ≤ j ≤ ℓ : Tj ∩ S = Rj) .
Proof of Lemma 2.16. If T 6⊆ supp(x¯) the claim trivially holds due to Step 1 of Algorithm 4. Also,
if S = ∅ then by Lemma 2.14 we have Pr
(⋃
b∈B A(b) 6= S
)
= 0, and thus the claim holds.
Finally, we consider the case where ∅ 6= S ⊆ T ⊆ supp(x¯). Let y¯0, . . . , y¯ℓ be the vectors on
Step 4 of the executions of Repack(x¯, S, w,B,W ) and Repack(x¯, T, w,B,W ) (note that the same
vectors are found in both). Also, let (Sj)
ℓ
j=0 and (Tj)
ℓ
j=0 be the partition returned by Sampling
on Step 5 of the executions of Repack(x¯, S, w,B,W ) and Repack(x¯, T, w,B,W ) respectively. By
Lemma 2.7 it follows that
⋃
b∈B A(b) = S (
⋃
b∈B D(b) = T ) if and only if S (T ) is compatible with(
x¯
1−δ , y¯
0, . . . , y¯ℓ
)
.
LetR be the set of all partitions of S which are not compatible with
(
x¯
1−δ , y¯
0, . . . , y¯ℓ
)
. Therefore,
using Lemma E.1,
Pr
(⋃
b∈B
A(b) 6= S
)
= Pr
(
(Sj)
ℓ
j=0 is not compatible with
(
x¯
1−δ , y¯
0, . . . , y¯ℓ
))
=
∑
(Rj)ℓj=0∈R
Pr (∀0 ≤ j ≤ ℓ : Sj = Rj) =
∑
(Rj)ℓj=0∈R
Pr (∀0 ≤ j ≤ ℓ : Tj ∩ S = Rj)
≤ Pr
(
(Tj)
ℓ
j=0 is not compatible with
(
x¯
1−δ , y¯
0, . . . , y¯ℓ
))
= Pr
(⋃
b∈B
D(b) 6= T
)
,
(35)
where the last inequality holds since a super-set of a non-compatible set is also non-compatible.
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