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STRICHARTZ ESTIMATES FOR THE SCHRO¨DINGER
FLOW ON COMPACT LIE GROUPS
YUNFENG ZHANG
Abstract. Every connected compact Lie group is the quotient by a finite central subgroup of
a product of circles and compact simply connected simple Lie groups. Let each of the circles
be equipped with a constant metric, and each of the simple groups be equipped a metric that
is a constant multiple of the negative of the Cartan-Killing form, under the requirement that the
periods of the Schro¨dinger flow on each component are rational multiples of each other. This metric
on the covering group is pushed down to a metric on the original group, which is called a rational
metric. This paper establishes scaling invariant Strichartz estimates for the Schro¨dinger flow on
compact Lie groups equipped with rational metrics. The highlights of this paper include a Weyl
differencing technique for rational lattices, the different decompositions of the Schro¨dinger kernel
that accommodate different positions of the variable inside the maximal torus relative to the Weyl
chamber walls, and the application of the BGG-Demazure operators to the estimate of the difference
between characters.
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1. Introduction
We start with a complete Riemannian manifold (M,g) of dimension d, associated to which are the
Laplace-Beltrami operator ∆g and the volume form measure µg. Then it is well known that ∆g is
essentially self-adjoint on L2(M) := L2(M,dµg) (see [Str83] for a proof). This gives the functional
calculus of ∆g, and in particular gives the one-parameter unitary operators e
it∆g which provides
the solution to the linear Schro¨dinger equation on (M,g). We refer to eit∆g as the Schro¨dinger flow.
The functional calculus of ∆g also gives the definition of the Bessel potentials thus the definition
of the Sobolev space
(1.1) Hs(M) := {u ∈ L2(M) | ‖u‖Hs(M) := ‖(I −∆)s/2‖L2(M) <∞}.
We are interested in obtaining estimates of the form
(1.2) ‖eit∆gf‖LpLr(I×M) ≤ C‖f‖Hs(M)
where I ⊂ R is a fixed time interval, LpLq(I ×M) is the space of Lp functions on I with values in
Lq(M), and C is a constant that does not depend on f . Such estimates are often called Strichartz
estimates (for the Schro¨dinger flow), in honor of Robert Strichartz who first derived such estimates
for the wave equation on Euclidean spaces (see [Str77]).
The significance of the Strichartz estimates is evident in many ways. The Strichartz estimates
have important applications in the field of nonlinear Schro¨dinger equations, in the sense that many
pertubative results often require a good control on the linear solution which is exactly provided
by the Strichartz estimates. The Strichartz estimates can also be interpreted as Fourier restriction
estimates, which play a fundamental rule in the field of classical harmonic analysis and have deep
connections to arithmetic combinatorics. Furthermore, the relevance of the distribution of eigenval-
ues and the norm of eigenfunctions of ∆g in deriving the estimates makes the Strichartz estimates
also a subject in the field of semiclassical analysis and spectral geometry.
Many cases of Strichartz estimates for the Schro¨dinger flow are known in the literature. For non-
compact manifolds, first we have the sharp Strichartz estimates on the Euclidean spaces obtained
in [GV95, KT98]:
(1.3) ‖eit∆f‖LpLq(R×Rd) ≤ C‖f‖L2(Rd)
where 2p +
d
q =
d
2 , p, q ≥ 2, (p, q, d) 6= (2,∞, 2). Such pairs (p, q) are called admissible. This implies
by Sobolev embedding that
(1.4) ‖eit∆f‖LpLr(R×Rd) ≤ C‖f‖Hs(Rd)
where
(1.5) s =
d
2
− 2
p
− d
r
≥ 0,
p, q ≥ 2, (p, r, d) 6= (2,∞, 2). Note that the equality in (1.5) can be derived from a standard
scaling argument, and we call exponent triples (p, r, s) that satisfy (1.5) as well as the correspond-
ing Strichartz estimates scaling critical. An essential ingredient in the derivation of (1.4) is the
dispersive estimates
(1.6) ‖eit∆f‖L∞(Rd) ≤ C|t|−
d
2 ‖f‖L1(Rd).
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Similar dispersive estimates hold on many noncompact manifolds, which are essential in the deriva-
tion of Strichartz estimates. For example, see [AP09, Ban07, IS09, Pie06] for Strichartz estimates
on the real hyperbolic spaces, [APV11, Pie08, BD07] for Damek-Ricci spaces which include all
rank one symmetric spaces of noncompact type, [Bou11] for asymptotically hyperbolic manifolds,
[HTW06] for asymptotically conic manifolds, [BT08, ST02] for some pertubated Schro¨dinger equa-
tions on Euclidean spaces, and [FMM15] for symmetric spaces G/K where G is complex and K is
a maximal compact subgroup of G.
For compact manifolds, however, dispersive estimates that are global in time such as (1.6) are
expected to fail and so are Strichartz estimates such as (1.3). The Sobolev exponent s in (1.2) are
expected to be positive for (1.2) to possibly hold. And we also expect sharp Strichartz estimates
that fail to be scaling critical and thus are scaling subcritical, in the sense that the exponents (p, r, s)
in (1.2) satisfy
(1.7) s >
d
2
− 2
p
− d
r
.
For example, from the results in [BGT04], we know that on a general compact Riemannian manifold
(M,g) it holds that for any finite interval I,
(1.8) ‖eit∆gf‖LpLr(I×M) ≤ C‖f‖H1/p(M)
for all admissible pairs (p, r). These estimates are scaling subcritical, and the special case of which
when (p, r, s) = (2, 2dd−2 , 1/2) can be shown to be sharp on spheres of dimension d ≥ 3 equipped with
canonical Riemannian metrics. The proof of (1.8) in [BGT04] hinges on a semiclassical analogue
of the dispersive estimate (1.6): given any ϕ that is a smooth function with compact support on
R, there exists α > 0 such that
(1.9) ‖eit∆gϕ(h2∆g)f‖L∞(M) ≤ C|t|−
d
2 ‖f‖L1(M)
for every t ∈ (−αh, αh). On the other hand, scaling critical Strichartz estimates have also been
obtained on compact manifolds. On spheres and more generally Zoll manifolds, it holds that
(1.10) ‖eit∆gf‖Lp(I×M) ≤ C‖f‖
H
d
2−
d+2
p (M)
for p > 4 when d ≥ 3 and p ≥ 6 when d = 2 (see [BGT04, BGT05, Her13]). We also have that
on a d-dimensional torus Td equipped with a rectangular metric g = ⊗di=1αidt2i where the αi’s are
positive numbers and the dt2i ’s are the canonical metrics on the circle components of T
d, Strichartz
estimates of the form (1.10) hold for all p > 2(d+2)d (see [Bou93, Bou13, BD15, GOW14, KV16]). In
[Bou93], the author was able to obtain (1.10) for p ≥ 2(d+4)d on tori that are square in the sense that
the underlying metric is a constant multiple of ⊗di=1dt2i , by interpolating a distributional Strichartz
estimate
(1.11)
λ · µ{(t, x) ∈ I × Td | |eit∆gϕ(N−2∆g)f(x)| > λ}1/p ≤ CN
d
2
− d+2
p ‖f‖L2(Td) ≤ C‖f‖
H
d
2−
d+2
p (Td)
.
for λ > Nd/4, p > 2(d+2)d , N ≥ 1, with the trivial subcritical Strichartz estimate
(1.12) ‖eit∆gf‖L2(I×Td) ≤ C‖f‖L2(Td).
(1.11) is a consequence of an arithmetic version of dispersive estimates:
(1.13) ‖eit∆gϕ(N−2∆g)‖L∞(Td) ≤ C(
N√
q(1 +N‖ tT − aq ‖1/2)
)d‖f‖L1(Td)
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where ‖ · ‖ stands for the distance from 0 on the standard circle with length 1, ‖ tT − aq‖ < 1qN ,
a, q are nonnegative integers with a < q and (a, q) = 1, and q < N . Here T is the period for the
Schro¨dinger flow eit∆g , that is to say, T is the smallest positive number such that eiT∆gf = f for
all f ∈ L2(M). Then in [Bou13], the author improved (1.12) into a stronger subcritical Strichartz
estimate
(1.14) ‖eit∆gf‖
L
2(d+1)
d (I×Td)
≤ C‖f‖L2(Td)
which yields (1.10) for p ≥ 2(d+3)d , which is further upgraded to the full range p > 2(d+2)d in [BD15].
Then authors in [GOW14, KV16] extend the results to all rectangular tori.
The understanding of Strichartz estimates on compact manifolds is far from complete. It is
not known in general how the exponents (p, r, s) in the sharp Strichartz estimates are related to
the geometry and topology of the underlying manifold. Also, there still are important classes of
compact manifolds on which the Strichartz estimates have not been explored yet. It is my intention
to explore Strichartz estimates on more concrete classes of compact manifolds, in the hope that
such questions would both be interesting by themselves and also provide more data in order to
finally be able to interpret the sharp exponents (p, r, s) in terms of the geometrical and topological
information of the underlying manifold. The class of compact Lie groups is a natural choice among
all compact manifolds, due to their geometrical importance as well as the explicit harmonic analysis
that is available on them. The goal of this paper is to prove scaling critical Strichartz estimates of
the form (1.10) for M = G being a general connected compact Lie group equipped with a rational
metric in the sense that is described below, for all p ≥ 2(r+4)r , r being the rank of G.
2. Statement of the Main Theorem
2.1. Rational Metric. Let G be a connected compact Lie group and g be its Lie algebra. By the
classification theorem of connected compact Lie groups (see Chapter 10, Section 7.2, Theorem 4 in
[Pro07]), there exists an exact sequence of Lie group homomorphisms
1→ A→ G˜ ∼= Tn ×K → G→ 1(2.1)
where Tn is the n-dimensional torus, K is a compact simply connected semisimple Lie group, A is
a finite and central subgroup of the covering group G˜. As a compact simply connected semisimple
Lie group, K is a direct productK1×K2×· · ·×Km of compact simply connected simple Lie groups.
Now each Ki is equipped with a canonical Riemannian metric that is the negative of the Cartan-
Killing form. The Cartan-Killing form of any semisimple Lie group G with Lie algebra g is defined
as
(2.2) 〈X,Y 〉 = tr(adXadY )
for all X,Y ∈ g. It is negative definite on g and invariant the under the adjoint action of G,
which implies that the corresponding Riemannian metric is bi-invariant. Denote this metric by gi,
i = 1, 2, · · · ,m. Then we equip G˜ ∼= Tn ×K1 ×K2 × · · · ×Km the metric
(2.3) g˜ = (⊗ni=1αidt2i )⊗ (⊗mj=1βjgj),
where dt2i is the canonical metric on a circle of perimeter 2pi, and αi, βj > 0, i = 1, · · · , n, j =
1, · · · ,m. Note that g˜ is bi-invariant. Then A becomes a discrete group of isometries of G˜, which
implies that the metric g˜ on G˜ induces a metric g on G ∼= G˜/A which is also bi-invariant.
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Definition 2.4. Let g be the bi-invariant metric induced from g˜ in (2.3) as described above. We
call g a rational metric provided the numbers α1, · · · , αn, β1, · · · , βm are rational multiples of each
other. If not, we call it an irrational metric.
Provided the numbers α1, · · · , αn, β1, · · · , βm are rational multiples of each other, the periods of
the Schro¨dinger flow eit∆g˜ on each factor of G˜ are rational multiples of each other, which implies
that the Schro¨dinger flow on G˜ as well as on G is still periodic (see Section 6 and 8 for details).
2.2. Main Theorem. We define the rank of G to be the dimension of any of its maximal torus.
The following theorem is the main theorem of the paper.
Theorem 2.5. Let G be a connected compact Lie group equipped with a rational metric g. Let d
be the dimension of G and r the rank of G. Let I ⊂ R be a finite time interval. Then the following
scaling critical Strichartz estimates
(2.6) ‖eit∆gf‖Lp(I×G) ≤ C‖f‖
H
d
2−
d+2
p (G)
hold for all p ≥ 2 + 8r .
The condition on the exponent p ≥ 2 + 8r is by no means optimal. I conjecture that (2.6) holds
for all p > 2+ 4r and believe that the proof of this conjecture is beyond the reach of methods of the
current paper.
2.3. Organization of the Paper. The organization of the paper is as follows. In Section 3.1, I
will first apply Littlewood-Paley theory to reduce the Strichartz estimates into the spectral localized
form, which is more suited to computations and in particular dissolves the issue of convergence of
the Schro¨dinger kernel. In Section 3.2 and 3.3, I will review the basic facts of harmonic analysis
on compact Lie groups that are crucial in the sequel, including Peter-Weyl Theorem, Hausdorff-
Young inequality, Weyl character formula, and Weyl integral formula. These facts yield the explicit
functional calculus of the Laplace-Beltrami operator in Section 3.4, which will be used in Section
4 to derive the explicit formula of the Schro¨dinger kernel, as well as to interpret the Strichartz
estimates as Fourier restriction estimates on space-time, which then makes applicable the argument
of Tomas-Stein type. Then comes the core of the paper, Section 5, in which I will derive L∞(G)
estimates for the Schro¨dinger kernel. In Section 5.2, I will observe the Weyl group symmetry inside
the Schro¨dinger kernel, and thus rewrite it into an exponential sum over the whole weight lattice
instead of just one chamber of the lattice, which is better suited for deriving estimates. In Section
5.3, I will develop a Weyl differencing technique to deal with Weyl type exponential sums over
rational lattices, which in particular proves the desired bound on the Schro¨dinger kernel for the
case when the variable in the maximal torus stays away from the chamber walls. In Section 5.4,
I will apply the BGG-Demazure operators to compute the invariant part of some anti-invariant
polynomials that show up in the power series expansion of the numerator in the Weyl character
formula. This is then used in Section 5.5 to derive the desired estimates on the Schro¨dinger kernel
when the variable in the maximal torus stays close to all Weyl chamber walls, after the Schro¨dinger
kernel is decomposed into exponential sums over the root lattice. Section 5.6 deals with the cases
when the variable in the maximal torus stays away from some chamber walls but close to the other
chamber walls. These other chamber walls will be identified as those of a root subsystem, and I
will then decompose the Schro¨dinger kernel into exponential sums over the root lattice of this root
subsystem, thus reducing the problem of estimating the Schro¨dinger kernel into one similar to those
in Section 5.4 and 5.5. In Section 5.7, I will derive Lp(G) estimates on the Schro¨dinger kernel as
an upgrade of the L∞(G) estimate. Section 6 extends the results in Section 5 on simple Lie groups
to the case of the covering product group. Section 7 applies the argument of Tomas-Stein type
that incorporates the L∞(G) estimates and many aspects of the non-abelian space-time F
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transform, which yields the Strichartz estimates on the covering product group. Section 8 extends
the Strichartz estimates obtained in Section 7 on the covering product group to all connected
compact Lie groups, thus establishing the main theorem of the paper. I will state some conjectures
and open problems for future study in Section 9.
2.4. Conventions on Notation. Throughout the paper:
• A . B means A ≤ CB for some constant C.
• A .a,b,··· B means A ≤ CB for some constant C that depends on a, b, · · · .
• ∆, µ are short for the Laplace-Beltrami operator ∆g and the associated volume form measure
µg respectively when the underlying Riemannian metric g is clear from context.
• Lpx,Hsx, Lpt , LptLqx, Lpt,x are short for Lp(M),Hs(M), Lp(I), LpLq(I ×M), Lp(I ×M) respec-
tively when the underlying manifold M and time interval I are clear from context.
• p′ denote the number such that 1p + 1p′ = 1.
• fˆ and f∧ both denote the Fourier transform of the function f . Gˆ and G∧ both denote the
Fourier dual of the group G.
3. Preliminaries
3.1. Littlewood-Paley Theory and First Reduction. Let ϕ be a function in C∞c (R), the
space of smooth functions on R with compact support. Then for N ≥ 1, PN := ϕ(N−2∆) defines
a bounded operator on L2(G) through the functional calculus of ∆. These operators PN are often
called the Littlewood-Paley projections. We reduce the problem of obtaining Strichartz estimates
for eit∆ to those for PNe
it∆.
Proposition 3.1. Fix p ≥ 2(d+2)d . Then the Strichartz estimate (2.6) is equivalent to the following
statement: Given any ϕ ∈ C∞c (R),
(3.2) ‖PNeit∆f‖Lp(I×G) . N
d
2
− d+2
p ‖f‖L2(G),
for all N ∈ 2N.
This reduction is classical and can be done on arbitrary compact Riemannian manifolds (see
[BGT04]). We outline the proof here for the sake of completeness. We have the following Littlewood-
Paley theory from [BGT04].
Proposition 3.3 (Corollary 2.3 in [BGT04]). Let ϕ˜ ∈ C∞c (R) and ϕ ∈ C∞c (R∗) such that
(3.4) ϕ˜(λ) +
∑
N=2N
ϕ(N−2λ) = 1
for all λ ∈ R. Then for all q ≥ 2, we have
(3.5) ‖f‖Lq(G) .q ‖ϕ˜(∆)f‖Lq(G) + (
∑
N=2N
‖ϕ(N−2∆)f‖2Lq(G))1/2.
Proof of Proposition 3.1. The implication of (3.2) from (2.6) is immediate by letting f in (2.6) be
PNf , and noting that PN and e
it∆ commute, and that ‖PNf‖
H
d
2−
d+2
p
. N
d
2
− d+2
p ‖f‖L2 . For the
other direction, assume that ϕ and ϕ˜ is given as in Proposition 3.1 and define PN = ϕ(N
−2∆) and
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P˜1 = ϕ˜(∆). Let ˜˜ϕ ∈ C∞c (R) and define ˜˜PN = ˜˜ϕ(N−2∆) such that ˜˜ϕϕ = ϕ and thus ˜˜PNPN = PN .
By (3.5), we have that
‖eit∆f‖Lpt,x =
∥∥‖eit∆f‖Lpx∥∥Lpt
.
∥∥∥∥∥‖P˜1eit∆f‖Lpx + ( ∑
N=2N
‖PNeit∆f‖2Lpx)
1/2
∥∥∥∥∥
Lpt
. ‖P˜1eit∆f‖LptLpx +
∥∥∥∥∥( ∑
N=2N
‖PNeit∆f‖2Lpx)
1/2
∥∥∥∥∥
Lpt
. ‖P˜1eit∆f‖LptLpx +
∥∥∥∥∥( ∑
N=2N
‖PNeit∆ ˜˜PNf‖2Lpx)
1/2
∥∥∥∥∥
Lpt
(3.6)
which by the Minkowski inequality and the estimates (3.2) for both PN and P˜1 implies
‖eit∆f‖Lpt,x . ‖f‖L2x + (
∑
N=2N
(N
d
2
− d+2
p ‖ ˜˜PNf‖L2x)2)1/2
. ‖f‖
H
d
2−
d+2
p
x
.(3.7)
The last inequality uses the almost L2 orthogonality among the ˜˜PN ’s. 
We also record here the Bernstein type inequalities that will be useful in the sequel.
Proposition 3.8 (Corollary 2.2 in [BGT04]). Let d be the dimension of G. Then for all 1 ≤ p ≤
r ≤ ∞,
‖PNf‖Lr(G) . Nd(
1
p
− 1
r
)‖f‖Lp(G).(3.9)
Note that the above proposition in particular implies that (3.2) holds for N . 1 or p =∞.
3.2. Fourier Transform.
Theorem 3.10 (Peter-Weyl). Let G be a compact group. Let Gˆ be the Fourier dual of G, that is
the set of equivalent classes of irreducible unitary representations of G. For λ ∈ Gˆ, let piλ be the
irreducible unitary representation in the class λ, and let Mλ = {tr(Apiλ(x) : A ∈ End(Vλ))} be the
space of matrix coefficients with respect to λ. Then ⊕λ∈GˆMλ is dense in L2(G). Moreover, let
µ be the Haar measure on G normalized in the sense that µ(G) = 1, and let dλ = dim(Vλ). For
f ∈ L2(G), define the Fourier transform
(3.11) fˆ(λ) =
∫
G
f(x)piλ(x
−1)dµ.
Then the inverse Fourier transform
(3.12) f(x) =
∑
λ∈Gˆ
dλtr(fˆ(λ)piλ(x))
converges in L2(G). Moreover, we have Schur’s orthogonality conditions
(3.13)
∫
G
tr(Apiλ(x))tr(Bpiλ′(x))dµ =
δλλ′
dλ
tr(AB∗),
which implies the Plancherel identities
(3.14) ‖f‖L2(G) = (
∑
λ∈Gˆ
dλ‖fˆ(λ)‖2HS)1/2,
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(3.15) 〈f, g〉L2(G) =
∑
λ∈Gˆ
dλtr(fˆ(λ)gˆ(λ)
∗).
Here ‖ · ‖HS denotes the Hilbert-Schmidt norm of matrices.
Define the convolution
(3.16) (f ∗ g)(x) =
∫
G
f(xy−1)g(y) dµ(y).
Then we get
(3.17) (f ∗ g)∧(j) = fˆ(j)gˆ(j),
(3.18) ‖f ∗ g‖Lr ≤ ‖f‖Lp‖g‖Lq , for 1
r
=
1
p
+
1
q
− 1, r, p, q ≥ 1.
Also if gˆ(λ) = cλ · Iddλ×dλ , cλ being a scalar, then
(3.19) ‖f ∗ g‖L2(G) ≤ sup
λ
|cλ| · ‖f‖L2(G).
We have the following Hausdorff-Young inequality for compact groups G (see [Kun58]).
(
∑
λ∈Gˆ
dλ‖fˆ(λ)‖p
′
Sp′
)1/p
′ ≤ ‖f‖Lp(G)(3.20)
where 1 ≤ p ≤ 2, ‖fˆ(λ)‖Sp′ := (tr|fˆ(λ)|p
′
)1/p
′
, |fˆ(λ)| :=
√
fˆ(λ)fˆ(λ)∗, with the exception that when
p′ =∞, ‖fˆ(λ)‖S∞ is defined to be the largest eigenvalue of |fˆ(λ)|, and the left hand side of (3.20)
is understood as supλ∈Gˆ ‖fˆ(λ)‖S∞ . This implies in particular that
‖fˆ(λ)‖HS ≤ d1/2λ ‖fˆ(λ)‖S∞ ≤ d1/2λ ‖f‖L1(G), ∀λ ∈ Gˆ.(3.21)
3.3. Structure and Representations of Compact Semisimple Lie Groups. Throughout
Section 3.3 to Section 5, G denotes a compact simply connected semisimple Lie group, if not in-
dicated otherwise. In this section, we review basic facts and fix notations on the structure and
representations of compact simply connected semisimple Lie groups. A good reference is [Var84].
Let G be a compact simply connected semisimple Lie group of dimension d and g be its Lie
algebra. Let gC = g⊗R C. Choose a maximal torus B ⊂ G and let r be the dimension of B, that
is, r is the rank of G. Let b be the Lie algebra of B, which is called the Cartan subalgebra, and let
bC be its complexification. The Fourier dual Bˆ of B is isomorphic to a lattice Λ ⊂ ib∗, which we
call the weight lattice, under the isomorphism
Λ
∼−→ Bˆ, λ 7→ eλ.(3.22)
The adjoint actions of elements in B on gC are all semisimple and commute, thus are diagonaliz-
able simultaneously, which gives the so-called root space decomposition gC = bC ⊕ (⊕α∈ΦgαC). Here
Φ ⊂ Λ − {0} is the system of roots, gα
C
= {X ∈ gC : Adb(X) = eα(b)X for all b ∈ B}, which has
dimension 1. This implies that |Φ| + r = d. The set Φ of roots generate the so-called root lattice
Γ. Γ ⊂ Λ and Γ/Λ is finite and isomorphic to the center ZG of G.
Let N(B) be the normalizer of B in G and define the Weyl group W := N(B)/B. W is finite
and acts faithfully on B, b, bC, ib
∗,Λ,Φ,Γ. The negative definite Cartan-Killing form 〈 , 〉 defined
in (2.2) is naturally extended on bC and ib
∗ complex linearly. Note in particular the Cartan-Killing
form on ib∗ is positive definite thus is an inner product. The Weyl group W acts on ib∗ preserving
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this inner product, and is generated by all the sα’s for α ∈ Φ, where sα is the reflection about
hyperplane α⊥ orthogonal to α with respect to 〈 , 〉, that is,
(3.23) sα(x) := x− 2 〈x, α〉〈α,α〉α.
The connected components of
ib∗ \ ∪α∈Φα⊥ = {H ∈ ib∗ | 〈α,H〉 6= 0, ∀α ∈ Φ}(3.24)
are called the Weyl chambers, and W permutes the Weyl chambers simply transitively.
Fix a particular Weyl chamber C+, define P = {α ∈ Φ | 〈α,C+〉 ⊂ R>0} to be the set of positive
roots. Then the set Φ of roots is a disjoint union of P and −P . Note that
2|P |+ r = |Φ|+ r = d.(3.25)
For every set P of positive roots, there corresponds to a unique subset S ⊂ P , called the set of
simple roots, as a linear basis of ib∗, such that every positive root in P is a linear combination of
simple roots in S with nonnegative integer coefficients.
Let S = {α1, · · · , αr}. Define {w1, · · · , wr} ⊂ ib∗ to be the dual basis of { 2α1|α1|2 , · · · ,
2αr
|αr|2
} with
respect to the Cartan-Killing form. w1, · · · , wr generates the weight lattice Λ, and thus are called
the fundamental weights. We have
(3.26) C+ = {
r∑
i=1
xiwi | xi > 0, 1 ≤ i ≤ r},
(3.27) Λ ∩ C+ = {
r∑
i=1
xiwi | xi ∈ N, 1 ≤ i ≤ r},
(3.28) ib∗ \ ∪α∈Φα⊥ = {
r∑
i=1
xiwi | xi 6= 0, 1 ≤ i ≤ r},
(3.29) {λ ∈ Λ |
∏
α∈P
〈α, λ〉 6= 0} = ⊔s∈W s(Λ ∩ C+), where ⊔ stands for disjoint union.
Define
(3.30) ρ :=
1
2
∑
α∈P
α =
r∑
i=1
wi.
Then we have the following theorem of Weyl.
Theorem 3.31 (Weyl, Theorem 4.14.3, Theorem 4.14.4 in [Var84]). We have Gˆ ∼= Λ ∩ C+. The
irreducible representation (piλ) corresponding to λ ∈ Λ ∩ C+ has the character χλ := tr(piλ) given
by the formula
χλ|B =
∑
s∈W det s e
sλ∑
s∈W det s e
sρ
=
∑
s∈W det s e
sλ
e−ρ
∏
α∈P (e
α − 1)(3.32)
where det s = det{s | ib∗ → ib∗} ⊂ {±1}. We also have that the dimension dλ of the representation
piλ is given by the formula
dλ =
∏
α∈P 〈α, λ〉∏
α∈P 〈α, ρ〉
.(3.33)
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We say a function on G is central provided it is invariant under the adjoint action of G. Note
that the character χλ’s are central functions. Since the conjugates of the maximal torus B cover
the whole group G, the formula (3.32) yields all the values of χ on G.
Let H ∈ b. We can think of −iH as a real linear functional on ib∗, and by the Cartan-Killing
inner product on ib∗, we thus get a correspondence between H ∈ b and an element in ib∗ still
denoted as H. Under this correspondence, eλ(H) = ei〈λ,H〉 and we rewrite the Weyl character
formula as follows
χλ(expH) =
∑
s∈W det s e
i〈sλ,H〉∑
s∈W det s e
i〈ρ,H〉
=
∑
s∈W det s e
i〈sλ,H〉
e−i〈ρ,H〉
∏
α∈P (e
i〈α,H〉 − 1) .(3.34)
Note that under this correspondence between b and ib∗, the maximal torus B is isomorphic to
ib∗/2piΓ∨, where Γ∨ = Z 2α1|α1|2 + · · · + Z
2αr
|αr |2
is the coroot lattice.
For any α ∈ Φ, we call {H ∈ ib∗/2piΓ∨ | 〈α,H〉 ∈ 2piZ} a Weyl chamber wall.
We also record here the Weyl integral formula.
Theorem 3.35 (Corollary 4.13.8 in [Var84]). Let f ∈ L1(G) be a central function. Then
(3.36)
∫
G
f dµ =
1
|W |
∫
B
f(b)|DP (b)|2 db
Here dµ, db are respectively the normalized Haar measures of G and B, and
(3.37) DP (H) =
∑
s∈W
det s ei〈ρ,H〉 = e−i〈ρ,H〉
∏
α∈P
(ei〈α,H〉 − 1)
is the Weyl denominator.
Finally, we state the axiomatic description of the system of roots. An integral root system is
defined to be a finite set Φ in a finite dimensional real inner product space with the following
requirements
(3.38)

(i) Φ = −Φ;
(ii) α ∈ Φ, k ∈ R, kα ∈ Φ⇒ k = ±1;
(iii) sαΦ = Φ for all α ∈ Φ;
(iv) 2 〈α,β〉〈α,α〉 ∈ Z for all α, β ∈ Φ.
We remark that to every integral root system there associates a compact simply connected semisim-
ple group, and thus all the above discussion can be done using an integral root system as the starting
point.
Example 3.39. We specialize the discussion in this section to the case of G = SU(2). SU(2)
is of dimension 3 and rank 1. Let B =
{[
eiθ
e−iθ
]
| θ ∈ R/2piZ
}
be the maximal torus, and
b =
{[
iθ
−iθ
]
| θ ∈ R/2piZ
}
be the Cartan subalgebra. The Cartan-Killing form is given by
〈X,Y 〉 = 4tr(XTY ). The root system is {±α}, where α acts on b by α
([
iθ
−iθ
])
= 2iθ. The
fundamental weight w acts on b by w
([
iθ
−iθ
])
= iθ, thus w = 12α. Note that
|w| = 1.(3.40)
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The center of G is isomorphic to Zw/Zα ∼= {0, 1}. The Weyl group W is of order 2, and acts on b
as well as ib∗ through multiplication by ±1. Then Gˆ ∼= Z>0w, and for m ∈ Z>0
1
∼=
7→
Z>0w
w
∼= Gˆ, the
dimension and character corresponding to m are given by
dm = m,(3.41)
χm
([
eiθ
e−iθ
])
=
eimθ − e−imθ
eiθ − e−iθ =
sinmθ
sin θ
, θ ∈ R/2piZ.(3.42)
3.4. Functional Calculus of the Laplace-Beltrami Operator. Since the Riemannian metric
g = −〈 , 〉 is bi-invariant, the Laplace-Beltrami operator is a bi-invariant differential operator.
Given any representation (pi, V ) of G, ∆ acts on the space Mpi of matrix coefficients by differenti-
ation. If we assume that (pi, V ) is irreducible, then the bi-invariance of ∆ combined with Schur’s
lemma implies that ∆ acts on Mpi by a constant multiple of identity. Let this constant be −kλ for
λ ∈ Gˆ. That is,
∆f = −kλf, for all f ∈ Mλ, λ ∈ Gˆ.(3.43)
By the Peter-Weyl theorem 3.10, we now have the functional calculus of ∆ as follows. Let f ∈ L2(G)
and consider the inverse Fourier transform f(x) =
∑
λ∈Gˆ dλtr(piλ(x)fˆ(λ)), then for any bounded
Borel function F : R→ C, we have
(3.44) F (∆)f =
∑
λ∈Gˆ
F (−kλ)dλtr(piλ(x)fˆ(λ)).
In particular, we have
(3.45) eit∆f =
∑
λ∈Gˆ
e−itkλdλtr(piλ(x)fˆ(λ)),
(3.46) PNe
it∆f =
∑
λ∈Gˆ
ϕ(− kλ
N2
)e−itkλdλtr(piλ(x)fˆ(λ)).
We will need the explicit value of kλ. We quote the following lemma.
Lemma 3.47 (Section 6.6 Lemma 1 in [Pro07]). Let λ ∈ Gˆ and recall the definition of ρ in (3.30).
Then
(3.48) kλ = 〈λ, λ〉 − 〈ρ, ρ〉 = |λ|2 − |ρ|2.
Example 3.49. Let G = SU(2). Recall that Gˆ ∼= Z>0w. Then |ρ| = |w| = 1, and for m ∈ Z>0
1
∼=
7→
Z>0w
w
∼= Gˆ,
km = m
2 − 1.(3.50)
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4. The Schro¨dinger Kernel
Let f ∈ L2(G). Then (3.46) implies that
(4.1) (PNe
it∆f)∧(λ) = ϕ(
kλ
N2
)e−itkλ fˆ(λ).
Define
(4.2) (KN (t, ·))∧(λ) = ϕ( kλ
N2
)e−itkλIddλ×dλ ,
which implies that
KN (t, x) =
∑
λ∈Gˆ
ϕ(
kλ
N2
)e−itkλdλχλ(x).(4.3)
Then we can write
(4.4) PNe
it∆f = KN (t, ·) ∗ f = f ∗KN (t, ·),
and we call KN (t, x) the Schro¨dinger kernel. Incorporate (3.33), (3.34) and (3.48) into (4.3), we
get
KN (t, x) =
∑
λ∈Gˆ
e−it(|λ|
2−|ρ|2)ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P 〈α, λ〉∏
α∈P 〈α, ρ〉
∑
s∈W det (s)e
i〈s(λ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
(4.5)
Example 4.6. Specialize the Schro¨dinger kernel (4.5) to G = SU(2), using (3.41), (3.42), and
(3.50), we have
KN (t, θ) =
∞∑
m=1
ϕ(
m2 − 1
N2
)me−i(m
2−1)t e
imθ − e−imθ
eiθ − e−iθ , θ ∈ R/2piZ.(4.7)
We need the following lemma in order to interpret the Strichartz estimates on G as Fourier
restriction estimates.
Lemma 4.8. For a compact simply connected semisimple Lie group G and its weight lattice Λ, there
exists D ∈ N such that 〈λ1, λ2〉 ∈ D−1Z for all λ1, λ2 ∈ Λ. Here 〈 , 〉 stands for the Cartan-Killing
form.
Proof. Let Φ be the set of roots for G. Then by Lemma 4.3.5 in [Var84], 〈α, β〉 are rational numbers
for all α, β ∈ Φ. Let S = {α1, · · · , αr} ⊂ Φ be a system of simple roots. Since the set of fundamental
weights {w1, · · · , wn} forms a dual basis to { 2α1〈α1,α1〉 , · · · , 2αr〈αr ,αr〉} with respect to the Cartan-Killing
form 〈, 〉, and 〈αi, αj〉 are rational numbers for all i, j = 1, · · · , r, we have that the wj’s can be
expressed as linear combinations of the αj ’s with rational coefficients. This implies that 〈wi, wj〉
are rational numbers for all i, j = 1, · · · , r. Since there are only finitely many such numbers as
〈wi, wj〉, there exists D ∈ N so that 〈wi, wj〉 ∈ D−1Z for all i, j = 1, · · · , r. Thus 〈λ1, λ2〉 ∈ D−1Z
for all λ1, λ2 ∈ Λ, since Λ = Zw1 + · · ·+ Zwn. 
Corollary 4.9. The Schro¨dinger flow eit∆ and PNe
it∆, and the Schro¨dinger kernel KN (t, ·) are
periodic with a period of 2piD (not necessarily the smallest period).
Proof. By formulas (3.45), (3.46) and (4.3), this is a direct consequence of the fact that kλ ∈ D−1Z,
which is a consequence of the previous lemma and (3.48). 
Thus we can think of the time variable t as living on the circle T = [0, 2piD). Now we fix the time
interval I in the Strichartz estimates (2.6) and (3.2) to be T = [0, 2piD), without loss of generality.
This discovery makes Strichartz estimates in (2.6) and (3.2) as special cases of Fourier restriction
estimates on the product group T×G, which we discuss in detail as follows.
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We call the Fourier transform on the product group T×G as space-time Fourier transform. Note
that Tˆ ∼= D−1Z by the same correspondence as in (3.22), and (T×G)∧ = Tˆ× Gˆ ∼= D−1Z× Gˆ. We
compute the space-time Fourier transform of the Schro¨dinger kernel. For (n, λ) ∈ D−1Z × Gˆ, we
have
KˆN (n, λ) =
{
ϕ( kλN2 ) · Iddλ×dλ , if n = −kλ,
0, otherwise,
(4.10)
where Idd×d stands for the identity matrix with dimension d× d. Similarly, for f ∈ L2(G), we have
(PNe
it∆f(x))∧(n, λ) =
{
ϕ( kλN2 ) · fˆ(λ), if n = −kλ,
0, otherwise.
(4.11)
For m(t) =
∑
n∈D−1Z mˆ(n)e
itn, we compute that
(mKN )
∧(n, λ) = mˆ(n+ kλ)ϕ(
kλ
N2
)Iddλ×dλ .(4.12)
Now the formal dual to the operator
T : L2(G)→ Lp(T ×G), f 7→ PNeit∆(4.13)
is computed to be
T ∗ : Lp
′
(T×G)→ L2(G), F 7→
∫
T
PNe
−is∆F (s, ·) ds
2piD
,(4.14)
and thus
TT ∗ : Lp
′
(T×G)→ Lp(T×G), F 7→
∫
T
P 2Ne
i(t−s)∆F (s, ·) ds
2piD
= K˜N ∗ F,(4.15)
where
K˜N =
∑
λ∈Gˆ
ϕ2(
kλ
N2
)e−itkλdλχλ = KN ∗KN .(4.16)
By the arbitrariness of the cutoff function ϕ, K˜N still represents a general Schro¨dinger kernel.
Remark 4.17. To not cause confusion, whenever F,G are functions on T × G, both F ∗ G and
F (t, x) ∗ G(t, x) will always stand for convolution in both variables t ∈ T and x ∈ G, while
F (t, ·) ∗ G(t, ·) will always stand for convolution in the variable x ∈ G. Similarly, both Fˆ and
(F (t, x))∧ will always stand for the space-time Fourier transform, while (F (t, ·))∧ will always stand
for the Fourier transform on the variable x ∈ G only.
Now the argument of TT ∗ says that the boundedness of the operators (4.13), (4.14) and (4.15)
are all equivalent, thus the Strichartz estimate in (3.2) is equivalent to the following space-time
Strichartz estimate
(4.18) ‖K˜N ∗ F‖Lp(T×G) . Nd−
2(d+2)
p ‖F‖Lp′ (T×G).
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5. Dispersive Estimates on Major Arcs
This section is the core of the paper. Throughout this section, S1 stands for the standard circle
of unit length, and ‖ · ‖ stands for the distance from 0 on S1. Define
Ma,q := {t ∈ S1 | ‖t− a
q
‖ < 1
qN
}(5.1)
where
a ∈ Z≥0, q ∈ N, a < q, (a, q) = 1, q < N.(5.2)
We call such Ma,q’s as major arcs, which are reminiscent of the Hardy-Littlewood circle method.
5.1. Main Result. To derive the space-time Strichartz estimates in (4.18), our strategy is to first
derive L∞(G) estimates on the Schro¨dinger kernel KN (t, ·). We prove the following key proposition.
Proposition 5.3. Let G be a compact simply connected semisimple Lie group of dimension d and
of rank r, equipped with the negative of the Cartan-Killing form as the Riemannian metric. Let B
be a maximal torus with the abelian Lie algebra b. Let Λ = Zw1 + · · · + Zwr ⊂ ib∗ be the weight
lattice of G, C+ = R>0w1 + · · · + R>0wn ⊂ ib∗ be the Weyl chamber, and Gˆ ∼= Λ ∩ C+ be the
Fourier dual. Let P be the set of positive roots, ρ =
∑r
i=1wi =
1
2
∑
α∈P α, W be the Weyl group.
Let D ∈ N be chosen such that 〈λ1, λ2〉 ∈ D−1Z for any λ1, λ2 ∈ Λ. Then the Schro¨dinger kernel
KN (t, x) =
∑
λ∈Gˆ
e−it(|λ|
2−|ρ|2)ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P 〈α, λ〉∏
α∈P 〈α, ρ〉
∑
s∈W det (s)e
i〈s(λ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
(5.4)
satisfies
|KN (t, x)| . N
d
(
√
q(1 +N‖ t2piD − aq ‖1/2))r
(5.5)
for t2piD ∈ Ma,q, uniformly in x ∈ G. Here H ∈ ib∗ ∼= b such that x is conjugate to expH.
Remark 5.6. Note that we can rewrite the character
χλ =
∑
s∈W det (s)e
i〈s(λ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
=
∑
w∈W(λ)
m(w)ei〈w,H〉,(5.7)
whereW(λ) is the set of weights associated to the irreducible representation in the class λ ∈ Gˆ, and
m(w) is the multiplicity of w. This puts the Schro¨dinger kernel in the perfect form of an exponential
sum. To be able to estimate the size of such an exponential sum, we need to decompose and assemble
the terms rightly in order to exploit the oscillation in them.
5.2. From aWeyl Chamber to the Whole Weight Lattice. We rewrite the Schro¨dinger kernel
as an exponential sum over the whole weight lattice, which is better fitted for deriving estimates.
We have the following lemma.
Lemma 5.8. Recall that DP (H) =
∑
s∈W det s e
i〈ρ,H〉 denotes the Weyl denominator. We have
KN (t, x) =
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP (H)
∑
λ∈Λ
e−it|λ|
2+i〈λ,H〉ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉(5.9)
=
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)|W |
∑
λ∈Λ
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉
∑
s∈W det (s)e
i〈s(λ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
(5.10)
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Proof. To prove (5.10), first note that from Proposition 5.70 in the below,
∏
α∈P 〈α, ·〉 is an anti-
invariant polynomial, that is, ∏
α∈P
〈α, s(λ)〉 = det(s)
∏
α∈P
〈α, λ〉.(5.11)
Then recall that the Weyl group W acts on ib∗ as a group of isometries, that is,
|s(λ)| = |λ|, for all s ∈W, λ ∈ ib∗.(5.12)
Using the above two formulas, we rewrite
KN (t, x) =
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP
∑
λ∈Λ∩C+
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉
∑
s∈W
det(s)ei〈s(λ),H〉
=
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP
∑
s∈W
∑
λ∈Λ∩C+
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, s(λ)〉ei〈s(λ),H〉
=
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP
∑
s∈W
∑
λ∈Λ∩C+
e−it|s(λ)|
2
ϕ(
|s(λ)|2 − |ρ|2
N2
)
∏
α∈P
〈α, s(λ)〉ei〈s(λ),H〉
=
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP
∑
λ∈⊔s∈W s(Λ∩C+)
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉ei〈λ,H〉(5.13)
Recall from (3.29) that
(5.14) {λ ∈ Λ :
∏
α
〈α, λ〉 6= 0} = ⊔s∈W s(Λ ∩ C+),
which implies
KN (t, x) =
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)DP
∑
λ∈Λ
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉ei〈λ,H〉.(5.15)
This proves (5.9). To prove (5.10), write
∑
λ∈Λ
e−it|λ|
2+i〈λ,H〉ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉 =
∑
λ∈Λ
e−it|s(λ)|
2+i〈s(λ),H〉ϕ(
|s(λ)|2 − |ρ|2
N2
)
∏
α∈P
〈α, s(λ)〉,
(5.16)
which implies using (5.11) and (5.12) that
(5.17)∑
λ∈Λ
e−it|λ|
2+i〈λ,H〉ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉 = det(s)
∑
λ∈Λ
e−it|λ|
2+i〈s(λ),H〉ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉,
which further implies
∑
λ∈Λ
e−it|λ|
2+i〈λ,H〉ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉 = 1|W |
∑
λ∈Λ
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P
〈α, λ〉
∑
s∈W
det(s)ei〈s(λ),H〉.
(5.18)
This combined with (5.9) yields (5.10). 
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Example 5.19. Specialize (5.9) and (5.10) to the Schro¨dinger kernel (4.7) for G = SU(2), we get
KN (t, θ) =
eit
eiθ − e−iθ
∑
m∈Z
e−itm
2+imθϕ(
m2 − 1
N2
)m(5.20)
=
eit
2
∑
m∈Z
e−itm
2
ϕ(
m2 − 1
N2
)m · e
imθ − e−imθ
eiθ − e−iθ , θ ∈ R/2piZ.(5.21)
5.3. Weyl Type Sums and Weyl Differencing for Rational Lattices. We start with a defi-
nition.
Definition 5.22. Let L = Zw1+ · · ·+Zwr be a lattice on Rr with an inner product 〈 , 〉. We say
L is a rational lattice provided that there exists some D > 0 such that 〈wi, wj〉 ∈ D−1Z. We call
the number D a period of L.
By Lemma 4.8, the weight lattice and root lattice of G are rational, and for these two lattices,
the periods can further be chosen to be natural numbers.
To be able to estimate the Schro¨dinger kernel in the form of (5.9) as well as (5.10), we prove the
following fundamental Lemma 5.25 that estimates the Weyl type exponential sums associated to
any rational lattice. Let f be a function on Zr and define the difference operator Di’s by
(5.23) Dif(n1, · · · , nr) := f(n1, · · · , ni−1, ni + 1, ni+1, · · · , nr)− f(n1, · · · , nr)
for i = 1, · · · , r. The Leibniz rule for Di reads
Di(
n∏
j=1
fj) =
n∑
l=1
∑
1≤k1<···<kl≤n
Difk1 · · ·Difkl ·
∏
j 6=k1,··· ,kl
fj .(5.24)
Note that there are 2n − 1 terms in the right side of the above formula.
Lemma 5.25. Let L = Zw1 + · · · + Zwr ∼= Zr be a rational lattice in the inner product space Rr
with a period D. Let ϕ ∈ C∞c (R) and N ≥ 1. Let f be a function on L ∼= Zr, with the requirement
that
|Di1 · · ·Dinf(n1, · · · , nr)| . NA−n(5.26)
holds for all n ∈ Z≥0 uniformly in |ni| . N , where A is a constant. Let
F (t,H) =
∑
λ∈L
e−it|λ|
2+i〈λ,H〉ϕ(
|λ|2
N2
) · f(5.27)
where t ∈ R and H ∈ Rr. Then for t2piD ∈ Ma,q, we have
|F (t,H)| . N
r+A
(
√
q(1 +N‖ t2piD − aq ‖1/2))r
(5.28)
with the implicit constant independent of H.
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Proof. By the Weyl differencing trick, write
|F |2 =
∑
λ1,λ2∈L
e−it(|λ1|
2−|λ2|2)+i〈λ1−λ2,H〉ϕ(
|λ1|2
N2
)ϕ(
|λ2|2
N2
)f(λ1)f(λ2)
=
∑
µ=λ1−λ2
e−it|µ|
2+i〈µ,H〉
∑
λ=λ2
e−i2t〈µ,λ〉ϕ(
|µ + λ|2
N2
)ϕ(
|λ|2
N2
)f(µ+ λ)f(λ)
≤
∑
|µ|.N
|
∑
λ
e−i2t〈µ,λ〉ϕ(
|µ + λ|2
N2
)ϕ(
|λ|2
N2
)f(µ+ λ)f(λ))|.(5.29)
Now write
(5.30) λ =
r∑
i=1
niwi,
and
(5.31) g = ϕ(
|µ + λ|2
N2
)ϕ(
|λ|2
N2
)f(µ+ λ)f(λ).
Note that
|Di1 · · ·Dinϕ(
|µ + λ|2
N2
)| . N−n, |Di1 · · ·Dinϕ(
|λ|2
N2
)| . N−n(5.32)
for all n ∈ Z≥0 uniformly in |ni| . N , i = 1, · · · , r, which combined with (5.26) and the Leibniz
rule (5.24) for the Di’s implies
|Di1 · · ·Ding| . N2A−n.(5.33)
Write ∑
λ∈L
e−i2t〈µ,λ〉g =
∑
n1,··· ,nr∈Z
(
r∏
i=1
e−itni〈µ,2wi〉)g.(5.34)
By summation by parts twice, we have∑
n1∈Z
e−itn1〈µ,2w1〉g = (
e−it〈µ,2w1〉
1− e−it〈µ,2w1〉 )
2
∑
n1∈Z
e−itn1〈µ,2w1〉D21g(n1, · · · , nr),(5.35)
then (5.34) becomes∑
λ∈L
e−i2t〈µ,λ〉g = (
e−it〈µ,2w1〉
1− e−it〈µ,2w1〉 )
2
∑
n1,··· ,nr∈Z
(
r∏
i=1
e−itni〈µ,2wi〉)D21g(n1, · · · , nr).(5.36)
Then we can carry out the procedure of summation by parts twice with respect to other variables
n2, · · · , nr. But we require that only when |1 − e−it〈µ,2wi〉| ≥ 1N do we carry out the procedure to
the variable ni. Using (5.33), then we obtain
|
∑
λ
e−i2t〈µ,λ〉ϕ(
|µ + λ|2
N2
)ϕ(
|λ|2
N2
)f(µ+ λ)f(λ)|
. N2A−r
r∏
i=1
1
(max{1− e−it〈µ,2wi〉, 1N })2
. N2A−r
r∏
i=1
1
(max{‖ 12pi t〈µ, 2wi〉‖, 1N })2
.(5.37)
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Write µ =
∑r
j=1mjwj , then we have
|F |2 . N2A−r
∑
|mj |.N,
j=1,··· ,r
r∏
i=1
1
(max{‖ 12pi t
∑r
j=1mj〈wj , 2wi〉‖, 1N })2
.(5.38)
Let
ni =
r∑
j=1
mj〈wj , 2wi〉 ·D ∈ Z,(5.39)
where D > 0 is the period of L so that 〈wj , wi〉 ∈ D−1Z. Noting that the matrix (〈wj, 2wi〉D)i,j is
non-degenerate, we have
|F |2 . N2A−r
∑
|ni|.N,
i=1,··· ,r
r∏
i=1
1
(max{‖ t2piDni‖, 1N })2
. N2A−r
r∏
i=1
 ∑
|ni|.N
1
(max{‖ t2piDni‖, 1N })2
 .(5.40)
Then by a standard argument as in Lemma 5.55, we have∑
|ni|.N
1
(max{‖ t2piDni‖, 1N })2
.
N3
(
√
q(1 +N‖ t2piD − aq ‖1/2))2
,(5.41)
which implies
|F |2 . N
2A+2r
(
√
q(1 +N‖ t2piD − aq ‖1/2))2r
.(5.42)

Remark 5.43. Let λ0 be a constant vector in R
r and C a constant real number. Then we can
slightly generalize the form of the function F (t,H) in the above lemma into
(5.44) F (t,H) =
∑
λ∈L
e−it|λ+λ0|
2+i〈λ,H〉ϕ(
|λ+ λ0|2 + C
N2
) · f
such that the conclusion of the lemma still holds.
Corollary 5.45. (5.5) holds for the following two scenarios.
Scenario 1. x = 1G, 1G being the identity element of G.
Scenario 2. ‖ 12pi 〈α,H〉‖ & 1N for x conjugate to expH. This is to say that the variable H is away
from all the Weyl chamber walls {H | ‖ 12pi 〈α,H〉‖ = 0 for some α ∈ P} by a distance of & 1N .
Proof. For Scenario 1. When x = 1G, the character equals χλ(1G) = dλ =
∏
α∈P 〈α, λ〉. Then by
(5.10), the Schro¨dinger kernel at x = 1G equals
(5.46) KN (t, 1G) =
eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)|W |
∑
λ∈Λ
e−it|λ|
2
ϕ(
|λ|2 − |ρ|2
N2
)(
∏
α∈P
〈α, λ〉)2.
Let F =
∑
λ∈Λ e
−it|λ|2ϕ( |λ|
2−|ρ|2
N2
) · f where f = (∏α∈P 〈α, λ〉)2. Note that f is a polynomial of
degree 2|P | in the variable λ = n1w1 + · · · + nrwr ∈ Λ. Thus f satisfies the condition (5.26) for
A = 2|P | = d− r. Applying the previous lemma, we get
(5.47) |KN (t, 1G)| = | e
it|ρ|2
(
∏
α∈P 〈α, ρ〉)|W |
| · |F | . |F | . N
d
(
√
q(1 +N‖ t2piD − aq‖1/2))r
.
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For Scenario 2. First note that
1 .
ei〈α,H〉
‖ 12pi 〈α,H〉‖
. 1.(5.48)
Then the Weyl denominator
(5.49) DP (H) = e
−i〈ρ,H〉
∏
α∈P
(ei〈α,H〉 − 1)
satisfies
(5.50) |DP (H)| &
∏
α∈P
‖ 1
2pi
〈α,H〉‖ & N−|P |.
Let F =
∑
λ∈Λ e
−it|λ|2+i〈λ,H〉ϕ( |λ|
2−|ρ|2
N2
) · f where f = ∏α∈P 〈α, λ〉. Note that f is a polynomial of
degree |P | in the variable λ = n1w1 + · · · + nrwr ∈ Λ. Thus f satisfies the condition (5.26) for
A = |P |. Applying the previous lemma, and using (5.9) and (5.50), we get
(5.51)
|KN (t, x)| = | e
it|ρ|2
(
∏
α∈P 〈α, ρ〉)DP (H)
| · |F | . | 1
DP (H)
| · |F | . N |P | · N
r+|P |
(
√
q(1 +N‖ t2piD − aq‖1/2))r
.
Noting that 2|P | + r = d, we established (5.5) for this scenario also. 
Example 5.52. We specialize the Schro¨dinger kernel (5.20) and (5.21) to the case of G = SU(2).
Scenario 1 in the above corollary corresponds to when θ ∈ 2piZ and
KN (t, θ) =
eit
2
∑
m∈Z
e−itm
2
ϕ(
m2 − 1
N2
)m2, |KN (t, θ)| .
∣∣∣∣∣∑
m∈Z
e−itm
2
ϕ(
m2 − 1
N2
)m2
∣∣∣∣∣ .(5.53)
Scenario 2 corresponds to when |eiθ − e−iθ| & 1N , equivalently, when θ is away from the Weyl
chamber {θ ∈ R/2piZ | ‖ θpi‖ = 0} by a distance & 1N , that is ‖ θpi‖ & 1N . In this case,
|KN (t, θ)| .
∣∣∣∣ 1eiθ − e−iθ
∣∣∣∣ ·
∣∣∣∣∣∑
m∈Z
e−itm
2+imθϕ(
m2 − 1
N2
)m
∣∣∣∣∣ .(5.54)
Then we get the desired estimates for (5.53) and (5.54) using Lemma 5.25.
Lemma 5.55. Let N ∈ N, a ∈ Z≥0, q ∈ N, a < q, (a, q) = 1, and q < N . Let ‖ · ‖ denote the
distance from 0 on the standard unit length circle. Then we have
(5.56)
∑
|n|.N
1
(max{‖nt‖, 1N })2
.
N3
(
√
q(1 +N‖t− aq‖1/2))2
.
Proof. Let τ = t − aq , then ‖τ‖ < 1qN , ‖nt‖ = ‖naq + nτ‖. We see that for each q consecutive
numbers of n, say n ∈ A = {0, 1, · · · , q − 1}, the distribution of S(A) = {‖naq + nτ | n ∈ A} on the
unit circle follows the patern that apart from the closest point to 0, the other q − 1 points out of
S(A) stays away from 0 by the distances of about mq , m = 1, 2, · · · , q − 1. The set {n | |n| . N}
lies in the disjoint union of A+ lq, for l ∈ Z, |l| . Nq . So first we have that the contribution to the
left of (5.56) from the points away from 0 out of A+ lq for all l ∈ Z, |l| . Nq , is
(5.57) .
∑
|l|.N
q
q−1∑
m=1
1
(mq )
2
. Nq.
Now let p(A) denote the point out of S(A) that is closest to 0. Then compared with p(A), p(A± q)
moves away or towards 0 by a distance of q‖τ‖. We consider two separate cases.
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Case I. Suppose that 1q‖τ‖ ≥ N
2
q . Then we simply estimate the contribution from the points closest
to 0 out of p(A+ lq) for all l to the left of (5.56) to be
(5.58) .
∑
|l|.N
q
1
1
N2
.
N3
q
.
Case II. Suppose on the contrary that 1q‖τ‖ ≤ N
2
q . Then if the closest point to 0 out of some A+ lq
say for l = l0 is ever within the distance of
1
N from 0, the closest point out of A+ lq will stay the
distance of 1N away from 0 when |l − l0| ≥ 2Nq‖τ‖ . This implies that the contribution to the left of
(5.56) out of the closest points from 0 is
(5.59) .
1
Nq|τ | ·
1
1
N2
+
∑
1
Nq|τ |
.l.N
q
1
(lq‖τ‖)2 .
N
q|τ | .
In summary, we have ∑
|n|.N
1
(max{‖nt‖, 1N })2
. Nq +N min{N
2
q
,
1
q‖τ‖}
. N min{N
2
q
,
1
q‖τ‖}
.
N3
q(1 +N2‖τ‖1/2)2 .(5.60)

5.4. BGG-Demazure Operators and Invariant Theory. We have established the key esti-
mates (5.5) for when the variable expH in the maximal torus is either 1G or away from all the
Weyl chamber walls by a distance of & 1N . To establish (5.5) fully, we need to look at the scenarios
when the variable expH is close to the some of the Weyl chamber walls within a distance of . 1N .
In this section and the next, we first deal with the scenario when the variable expH is close to all
the Weyl chamber walls within a distance of . 1N .
To achieve this end, we have two fundamental ideas. The first is to decompose the weight lattice
Λ into finitely many translates of the root lattice Γ
Λ = ⊔µ∈Λ/Γ (Γ + µ) .(5.61)
We use this decomposition to decompose the Schro¨dinger kernel, originally as an exponential sum
over the weight lattice, into finitely many pieces each of which is an exponential sum over the root
lattice. The second idea is to use power series to expand the numerator of the Weyl character
formula into a series of polynomials, and each of these polynomials can be more or less explicitly
computed by the so-called BGG-Demazure operators. This computation then facilitates the esti-
mate of the difference between characters, which makes applicable the Weyl differencing technique
as in Proposition 5.25.
In this section, we review the basic definitions and facts of the BGG-Demazure operators and
the related invariant theory. A good reference is Chapter IV in [Hil82].
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Let V be a finite dimensional real linear space with an inner product 〈 , 〉 and let P (V ) be the
space of polynomial functions on V . Let O(V ) be the orthogonal group with respect to 〈 , 〉. Define
the action of O(V ) on P (V ) by
sf(x) := f(s−1x), s ∈ O(V ), f ∈ P (V ), s ∈ V.(5.62)
Throughout this section, when α ∈ V , we will also use α to denote the linear functional 〈α, ·〉, as
long as it does not cause necessary confusion.
Definition 5.63. For α ∈ V , let sα : V → V denote the reflection about the hyperplane α⊥, more
explicitly,
(5.64) sα(x) := x− 2 〈x, α〉〈α,α〉α
where x ∈ V . Define the BGG-Demazure operator ∆α : P (V )→ P (V ) associated to α ∈ V by
(5.65) ∆α(f) =
f − sα(f)
α
.
As an example, we compute ∆α(λ
m) for λ ∈ V .
∆α(λ
m) =
λm − λ(· − 2 〈·,α〉〈α,α〉α)m
α
=
λm − (λ− 2 〈λ,α,〉〈α,α〉 α)m
α
=
m∑
i=1
(−1)i−1
(
m
i
)
2i
〈α,α〉i 〈λ, α〉
iαi−1λm−i.(5.66)
This computation in particular implies that the BGG-Demazure operators lower the degree of poly-
nomials acted on by at least 1.
Now let V = ib∗, W be the Weyl group acting on V , P be the set of positive roots, and
S = {α1, · · · , αr} be the set of simple roots.
Definition 5.67. Define P (V )W to be the subspace of P (V ) that are invariant under the action
of W , that is,
(5.68) P (V )W := {f ∈ P (V ) | sf = f for all s ∈W}.
We call P (V )W the space of invariant polynomials. We also define
(5.69) P (V )Wdet := {f ∈ P (V ) | sf = (det s)f for all s ∈W}.
We call P (V )Wdet the space of anti-invariant polynomials.
We have the following proposition which tells that P (V )Wdet is a free, rank 1 P (V )
W -module.
Proposition 5.70 (Chapter II, Proposition 4.4 in [Hil82]). Define ddet ∈ P (V ) by
(5.71) ddet(x) =
∏
α∈P
〈α, x〉.
Then ddet ∈ P (V )Wdet and
(5.72) P (V )Wdet = ddet · P (V )W .
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By the above proposition, given any anti-invariant polynomial f , we have f = d · g where g is
invariant. We call g the invariant part of f . The BGG-Demazure operators provide a procedure
that computes the invariant part of any anti-invariant polynomial. We describe this procedure as
follows. The Weyl group W is generated by the reflections sα1 , · · · , sαr where S = {α1, · · · , αr}
are the simple roots. We define the length of s ∈ W to be the smallest number k such that s can
be written as s = sαi1 · · · sαik . The longest element s in W is of length |P | that is the number of
positive roots, and sP = −P , and such s is unique (see Section 1.8 in [Hum90]). Then s can be
written as s = sαi1 · · · sαi|P | . Define
(5.73) δ = ∆αi1 · · ·∆αi|P |
and it is well defined in the sense it does not depend on the particular choice of the decomposition
s = sαi1 · · · sαi|P | (see Chapter IV, Proposition 1.7 in [Hil82]).
Proposition 5.74 (Chapter IV, Proposition 1.6 in [Hil82]). We have
(5.75) δf =
|W |
ddet
· f
for all f ∈ P (V )Wdet. That is, δ produces the invariant part of any anti-invariant polynomial.
Now we compute δ = ∆αi1 · · ·∆αi|P | on λm. Proceed inductively using (5.66), we arrive at the
following proposition.
Proposition 5.76. Let m ≥ |P |. Then
δ(λm) =
∑
θ,c(α,β),c(γ),c(ζ),η
(−1)θ
∏
α≤β
〈αiα , αiβ 〉c(α,β)
∏
γ
〈λ, αiγ 〉c(γ)
∏
ζ
α
c(ζ)
iζ
λη(5.77)
such that the following statements are true.
(1) In each term of the sum,
∑
γ c(γ) + η = m.
(2) In each term of the sum,
∑
ζ c(ζ) + η = m− |P |.
(3) In each term of the sum,
∑
γ c(γ)−
∑
ζ c(ζ) = |P |.
(4) In each term of the sum, |c(α, β)| ≤ m|P |, 0 ≤ c(γ), c(ζ), η ≤ m.
(5) There are in total less than 3m|P | terms in the sum.
Note that since each BGG-Demazure operator in δ = ∆αi1 · · ·∆αi|P | lower the polynomial func-
tion acted on by degree of at least 1, δ lower the polynomial functions by degree of at least |P |.
Thus
(5.78) δ(λm) = 0, for m < |P |.
Example 5.79. We specialize the discussion in this section to the case G = SU(2). Recall that
V = ib∗ = Rw where w is the fundamental weight, |w| = 1, and Φ = {±α} with α = 2w. P (V )
consists of polynomials in the variable λ ∈ R
1
∼=
7→
Rw
w
. For λ ∈ R
1
∼=
7→
Rw
w
, and f ∈ P (V ), we have
(δf)(λ) =
f(λ)− f(−λ)
2λ
,(5.80)
δ(λm) =
{
λm−1, m odd,
0, m even,
(5.81)
ddet(λ) = 〈2w, λw〉 = 2λ.(5.82)
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5.5. From the Weight Lattice to the Root Lattice. In this section, we apply the BGG-
Demazure operators to prove estimates (5.5) in the scenario when the variable H is close to all the
chamber walls by a distance . N−1, in the sense that
‖ 1
2pi
〈α,H〉‖ . N−1, for all α ∈ P,(5.83)
thus extending the results in Corollary 5.45. We first rewrite the Schro¨dinger kernel KN (t, x) as a
finite sum of exponential sums over the root lattice as follows:
KN (t, x) = C
∑
µ∈Λ/Γ
∑
λ∈µ+Γ
e−it(|λ|
2−|ρ|2)ϕ(
|λ|2 − |ρ|2
N2
)
∏
α∈P 〈α, λ〉∏
α∈P 〈α, ρ〉
∑
s∈W det (s)e
i〈s(λ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
= C
∑
µ∈Λ/Γ
∑
λ∈Γ
e−it(|λ+µ|
2−|ρ|2)ϕ(
|λ + µ|2 − |ρ|2
N2
)
∏
α∈P 〈α, λ + µ〉∏
α∈P 〈α, ρ〉
∑
s∈W det (s)e
i〈s(λ+µ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
(5.84)
where C = e
it|ρ|2
|W | . Note that Λ/Γ is finite and is in fact isomorphic to the center of the underlying
group G.
Proposition 5.85. Let µ be an element in the weight lattice Λ and let
(5.86) KµN (t, x) =
∑
λ∈Γ
e−it(|λ+µ|
2−|ρ|2)ϕ(
|λ+ µ|2 − |ρ|2
N2
)
∏
α∈P 〈α, λ+ µ〉∏
α∈P 〈α, ρ〉
∑
s∈W det (s)e
i〈s(λ+µ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
where x is conjugate to expH. Assume that ‖ 12pi 〈α,H〉‖ . N−1 for all α ∈ P . Then
|KµN (t, x)| .
Nd
(
√
q(1 +N‖ t2piD − aq ‖1/2))r
(5.87)
for t2piD ∈ Ma,q, uniformly in x ∈ G.
Using (5.84) and the finiteness of Λ/Γ, we have the following corollary.
Corollary 5.88. (5.5) holds for the case when ‖ 12pi 〈α,H〉‖ . N−1 for all α ∈ P .
Proof of Proposition 5.85. Let Γ = Zα1 + · · · + Zαr be the root lattice where S = {α1, · · · , αr} is
the system of simple roots. Write
KµN (t, x) =
∑
λ∈Γ
e−it(|λ+µ|
2−|ρ|2)ϕ(
|λ + µ|2 − |ρ|2
N2
) · f(5.89)
where
λ = n1α1 + · · ·+ nrαr,(5.90)
f(n1, · · · , nr) =
∏
α∈P 〈α, λ+ µ〉∏
α∈P 〈α, ρ〉
· χλ+µ.(5.91)
Note that g(n1, · · · , nr) =
∏
α∈P 〈α, λ+ µ〉 is a polynomial in λ of degree |P |, thus g satisfies
|Di1 · · ·Ding(n1, · · · , nr)| . N |P |−n(5.92)
for all n ∈ Z≥0 uniformly in |ni| . N , i = 1, · · · , r. By Lemma 5.95 below, we also have that for
the character χλ+µ
|Di1 · · ·Dinχλ+µ(n1, · · · , nr)| . N |P |−n(5.93)
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for all n ∈ Z≥0 uniformly in |ni| . N , i = 1, · · · , r. The above two inequalities and the Leibniz
rule (5.24) for the difference operator Di’s imply that
|Di1 · · ·Dinf(n1, · · · , nr)| . N2|P |−n(5.94)
for all n ∈ Z≥0 uniformly in |ni| . N , i = 1, · · · , r. Apply Lemma 5.25 and note that 2|P |+ r = d,
we get (5.87).

Lemma 5.95. Let Φ be an integral root system, and Γ = Zα1 + · · ·+Zαr be the root lattice where
S = {α1, · · · , αr} is a system of simple roots, and Λ = Zw1 + · · · + Zwr be the associated weight
lattice. Pick any µ ∈ Λ. Let
(5.96) χ(n1, · · · , nr,H) =
∑
s∈W det (s)e
i〈s(λ+µ),H〉∑
s∈W det (s)e
i〈s(ρ),H〉
=
∑
s∈W det (s)e
i〈s(λ+µ),H〉
e−i〈ρ,H〉
∏
α∈P
(
ei〈α,H〉 − 1)
where λ =
∑r
i=1 niαi ∈ Γ such that |ni| . N for all i = 1, · · · , r, and H ∈ ib∗ such that
‖ 12pi 〈α,H〉‖ . N−1 for all α ∈ P . Then
(5.97) |Di1 · · ·Dikχ(n1, · · · , nr)| . N |P |−k
holds for all k ∈ Z≥0 uniformly in |ni| . N , i = 1, · · · , r.
Proof. First note that for all H ∈ ib∗ such that ‖ 12pi 〈α,H〉‖ . N−1 for all α ∈ P , by considering
the dual basis of the simple system {α1, · · · , αr}, we can write
H = H1 +H2(5.98)
such that
| 1
2pi
〈αi,H1〉| = ‖ 1
2pi
〈αi,H〉‖ . N−1, i = 1, · · · , r,(5.99)
and
(5.100) 〈αi,H2〉 ∈ 2piZ, i = 1, · · · , r.
Note that in particular we have
|H1| . N−1.(5.101)
Then
χ(H) = χ(H1 +H2) =
∑
s∈W det (s)e
i〈s(λ+µ),H1〉ei〈s(µ),H2〉
e−i〈ρ,H1+H2〉
∏
α∈P
(
ei〈α,H1〉 − 1) .(5.102)
Note that (see Corollary 4.13.3 in [Var84]) s(µ)− µ ∈ Γ for all µ ∈ Λ and s ∈W , which combined
with (5.100) implies
ei〈s(µ),H2〉 = ei〈µ,H2〉, for all µ ∈ Λ, s ∈W.(5.103)
Then (5.102) becomes
χ(H) = C0 ·
∑
s∈W
det (s)ei〈s(λ+µ),H1〉(5.104)
where
C0 = C0(H1,H2) =
ei〈µ,H2〉
e−i〈ρ,H1+H2〉
∏
α∈P
(
ei〈α,H1〉 − 1) .(5.105)
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Now using power series expansions, write
χ = C0
∑
s∈W
det s
∞∑
m=0
1
m!
(i〈s(λ+ µ),H1〉)m
= C0
∞∑
m=0
im
m!
∑
s∈W
det s 〈s(λ+ µ),H1〉m.(5.106)
Note that
(5.107) fm(H1) = fm(λ) = fm(λ,H1) :=
∑
s∈W
det s 〈s(λ+ µ),H1〉m
is an anti-invariant polynomial in H1 with respect to the Weyl group W , thus by Proposition 5.74,
(5.108) fm(H1) =
ddet(H1)
|W | · δfm(H1) =
∏
α∈P 〈α,H1〉
|W | · δfm(H1)
which implies
(5.109) χ(H) =
C0(H1,H2)
∏
α∈P 〈α,H1〉
|W | ·
∞∑
m=0
im
m!
δfm(H1).
Now (5.101) and (5.105) imply that∣∣∣∣C0(H1,H2)∏α∈P 〈α,H1〉|W |
∣∣∣∣ . 1.(5.110)
Thus to prove (5.97), it suffices to prove that
(5.111)
∞∑
m=0
1
m!
|Di1 · · ·Dik (δfm(λ))| . N |P |−k,
for all k ∈ Z≥0 uniformly in |ni| . N , where λ = n1α1 + · · ·+ nrαr. Then by (5.107), it suffices to
prove that
(5.112)
∞∑
m=0
1
m!
|Di1 · · ·Dik (δ [(s(λ+ µ))m])| . N |P |−k, ∀s ∈W,
which is then reduced to showing
(5.113)
∞∑
m=0
1
m!
|Di1 · · ·Dik (δ [(λ+ µ)m])| . N |P |−k.
Noting (5.78), it suffices to consider cases when m ≥ |P |. We apply Proposition 5.76 to write
δ((λ + µ)m)(H1) =
∑
θ,c(α,β),c(γ),c(ζ),η
(−1)θ
∏
α≤β
〈αiα , αiβ 〉c(α,β)
∏
γ
〈λ+ µ, αiγ 〉c(γ)
∏
ζ
〈αiζ ,H1〉c(ζ)〈λ+ µ,H1〉η.
(5.114)
First note that for λ = n1α1 + · · ·+ nrαr, |ni| . N , i = 1, · · · , r, we have
(5.115) 1 . |〈αi, αj〉| . 1, |〈λ+ µ, αi〉| . N,
and by (5.101),
(5.116) |〈αi,H1〉| . N−1, |〈λ+ µ,H1〉| =
∣∣∣∣∣
(
r∑
i=1
ni〈αi,H1〉
)
+ 〈µ,H1〉
∣∣∣∣∣ . 1.
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These imply that
|δ((λ + µ)m)(H1)| ≤
∑
θ,c(α,β),c(γ),c(ζ),η
C
∑
α,β |c(α,β)|+
∑
γ c(γ)+
∑
ζ c(ζ)+ηN
∑
γ c(γ)−
∑
ζ c(ζ)(5.117)
for some constant independent of m. Now we derive a similar estimate for Di (δ [(λ+ µ)
m]) (H1).
By (5.114),
Di (δ [(λ+ µ)
m]) (H1) =
∑
θ,c(α,β),c(γ),c(ζ),η
(−1)θ
∏
α≤β
〈αiα , αiβ 〉c(α,β)
∏
ζ
〈αiζ ,H1〉c(ζ)
·Di
(∏
γ
〈λ+ µ, αiγ 〉c(γ)〈λ+ µ,H1〉η
)
.(5.118)
For λ = n1α1 + · · ·+ nrαr, we compute that
(5.119) Di
(〈λ+ µ, αiγ 〉) = 〈αi, αiγ 〉,
and
(5.120) Di (〈λ+ µ,H1〉) = 〈αi,H1〉.
The above two formulas combined with (5.115), (5.116), and the Leibniz rule (5.24) for Di imply
that ∣∣∣∣∣Di
(∏
γ
〈λ+ µ, αiγ 〉c(γ)〈λ+ µ,H1〉η
)∣∣∣∣∣ ≤ C∑γ c(γ)+ηN∑γ c(γ)−1.(5.121)
This combined with (5.115), (5.116) and (5.118) implies that
|Di (δ [(λ+ µ)m]) (H1)| .
∑
θ,c(α,β),c(γ),c(ζ),η
C
∑
α,β |c(α,β)|+
∑
γ c(γ)+
∑
ζ c(ζ)+ηN
∑
γ c(γ)−
∑
ζ c(ζ)−1.
(5.122)
Inductively, we have
|Di1 · · ·Dik (δ [(λ+ µ)m]) (H1)| .
∑
θ,c(α,β),c(γ),c(ζ),η
C
∑
α,β |c(α,β)|+
∑
γ c(γ)+
∑
ζ c(ζ)+ηN
∑
γ c(γ)−
∑
ζ c(ζ)−k,
(5.123)
for some constant C independent of m. This by Proposition 5.76 then implies
|Di1 · · ·Dik (δ [(λ+ µ)m]) (H1)| ≤ 3m|P |CCm|P |N |P |−k ≤ CmN |P |−k(5.124)
for some positive constant C independent of m. This estimate implies (5.113), noting that
(5.125)
∞∑
m=0
Cm
m!
. 1.
This finishes the proof. 
Example 5.126. We specialize the discussion in this section to the case G = SU(2). Recall that
Λ = Zw, Γ = Zα with α = 2w, thus Λ/Γ ∼= {0, 1} · w. (5.84) specializes to
KN (t, θ) =
eit
2
(
K0N (t, θ) +K
1
N (t, θ)
)
,(5.127)
where
K0N =
∑
m=2k,
k∈Z
e−itm
2
ϕ(
m2 − 1
N2
)m · e
imθ − e−imθ
eiθ − e−iθ ,(5.128)
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K1N =
∑
m=2k+1,
k∈Z
e−itm
2
ϕ(
m2 − 1
N2
)m · e
imθ − e−imθ
eiθ − e−iθ ,(5.129)
for θ ∈ R/2piZ. Condition (5.5) specializes to ‖ θpi‖ . N−1. Write θ = θ1 + θ2, where |θ1| . N−1,
and θ2 ∈ piZ. Then for m = 2k, k ∈ Z,
χm(θ) =
1
e−iθ(ei2θ1 − 1) · (e
imθ1 − e−imθ1)
=
1
e−iθ(ei2θ1 − 1) ·
∞∑
n=0
in
n!
((mθ1)
n − (−mθ1)n)
=
θ1
e−iθ(ei2θ1 − 1) ·
∑
n odd
in
n!
(2θn−11 m
n),(5.130)
and similarly for m = 2k + 1, k ∈ Z,
χm(θ) =
eiθ2θ1
e−iθ(ei2θ1 − 1) ·
∑
n odd
in
n!
(2θn−11 m
n).(5.131)
Note that we are implicitly applying Proposition 5.74 that
fn(θ1) := (mθ1)
n − (−mθ1)n = θ1 · δfn =
{
θ1 · 2θn−11 mn, n odd,
0, n even.
(5.132)
If |k| . N , then it is clear that
|DLχ2k| . N1−L, |DLχ2k+1| . N1−L, L ∈ Z≥0,(5.133)
where D is the difference operator with respect to the variable k. These two inequalities will give
the desired estimates for K0N and K
1
N respectively using the Weyl sum estimate Lemma 5.25 in 1
dimension.
5.6. Root Subsystems and Finishing the Proof. To finish the proof of Proposition 5.3, con-
sidering Corollary 5.45 and 5.88, it suffices to prove 5.5 in the scenarios when H ∈ ib∗ is away from
some of the Weyl Chamber walls by a distance of & N−1 but stays close to the other walls within
a distance of . N−1. We will identify these other walls as belonging to a root subsystem of the
original root system Φ, and then we will decompose the weight lattice and thus the Schro¨dinger
kernel according to this root subsystem.
5.6.1. Identifying Root Subsystems and Rewriting the Character. Given any H ∈ ib∗, let QH be
the subset of the set Φ of roots defined by
(5.134) QH := {α ∈ Φ | ‖ 1
2pi
〈α,H〉‖ ≤ N−1}.
Thus
(5.135) Φ \QH = {α ∈ Φ | ‖ 1
2pi
〈α,H〉‖ > N−1}.
Define
(5.136) ΦH := {α ∈ Φ | α lies in the Z-linear span of QH},
then ΦH ⊃ QH , and
(5.137) ‖ 1
2pi
〈α,H〉‖ . N−1, ∀α ∈ ΦH ,
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with the implicit constant independent of H, and
(5.138) ‖ 1
2pi
〈α,H〉‖ > N−1, ∀α ∈ Φ \ΦH .
Note that ΦH is Z-closed in Φ, that is, no element in Φ \ ΦH lies in the Z-linear span of ΦH .
Proposition 5.139. ΦH is an integral root system.
Proof. We check the requirements for an integral root system listed in (3.38). (ii) and (iv) are
automatic from the fact that ΦH is a subset of Φ. (i) comes from the fact that ΦH is a Z-linear
space. (iii) follows from the fact that sαβ is a Z-linear combination of α and β, for all α, β ∈ ΦH ,
and the fact that ΦH is a Z-linear space. 
We say Ψ is a root subsystem of the integral root system Φ provided that Ψ is a subset of Φ as
well as an integral root system in the same inner product space. The above proposition tells that
ΦH is a root subsystem of Φ.
Let WH be the Weyl group of ΦH . WH is generated by reflections sα for α ∈ ΦH and WH is a
subgroup of the Weyl group W of Φ. Let P be a positive system of roots of Φ and PH = P ∩ ΦH .
Then PH is a positive system of roots of ΦH . We rewrite the Weyl character as follows.
χλ =
∑
s∈W det s e
i〈s(λ),H〉
e−i〈ρ,H〉
∏
α∈P (e
i〈α,H〉 − 1)
=
1
|WH |
∑
sH∈WH
∑
s∈W det(sHs) e
i〈(sHs)(λ),H〉
e−i〈ρ,H〉
(∏
α∈P\PH
(ei〈α,H〉 − 1)
)(∏
α∈PH
(ei〈α,H〉 − 1)
)
=
1
|WH |e−i〈ρ,H〉
∏
α∈P\PH
(ei〈α,H〉 − 1)
∑
s∈W
det s ·
∑
sH∈WH
det sH e
i〈sH (s(λ)),H〉∏
α∈PH
(ei〈α,H〉 − 1)
= C(H)
∑
s∈W
det s ·
∑
sH∈WH
det sH e
i〈sH (s(λ)),H〉∏
α∈PH
(ei〈α,H〉 − 1) ,(5.140)
where
C(H) :=
1
|WH |e−i〈ρ,H〉
∏
α∈P\PH
(ei〈α,H〉 − 1) .(5.141)
Then by (5.138),
(5.142) |C(H)| . N |P\PH |.
Let VH be the R-linear span of ΦH in V = ib
∗ and let H‖ be the orthogonal projection of H on
VH . Let H
⊥ = H −H‖. Then H⊥ is orthogonal to VH and we have
χλ = C(H)
∑
s∈W
det s ·
∑
sH∈WH
det sH e
i〈sH (s(λ)),H
⊥+H‖〉∏
α∈PH
(ei〈α,H⊥+H
‖〉 − 1)
= C(H)
∑
s∈W
det s ·
∑
sH∈WH
det sH e
i〈s(λ),sH (H
⊥)〉ei〈sH (s(λ)),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.143)
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Note that since H⊥ is orthogonal to every root in ΦH , H
⊥ is fixed by sα for any α ∈ ΦH , which in
turn implies that H⊥ is fixed by any sH ∈WH , that is, sH(H⊥) = H⊥. Then
χλ = C(H)
∑
s∈W
det s ·
∑
sH∈WH
det sH e
i〈s(λ),H⊥〉ei〈sH (s(λ)),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1)
= C(H)
∑
s∈W
det s · ei〈s(λ),H⊥〉 ·
∑
sH∈WH
det sH e
i〈sH (s(λ)),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.144)
Using the above formula, we rewrite the Schro¨dinger kernel (5.10) as follows.
KN (t, x) =
C(H)eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)|W |
∑
s∈W
det s ·KN,s(t, x)(5.145)
where
KN,s(t, x) =
∑
λ∈Λ
ei〈s(λ),H
⊥〉−it|λ|2ϕ(
|λ|2 − |ρ|2
N2
)
(∏
α∈P
〈α, λ〉
) ∑
sH∈WH
det sH e
i〈sH (s(λ)),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .
(5.146)
Noting that for any s ∈ W , |s(λ)| = |λ|, ∏α∈P 〈α, s(λ)〉 = det s ∏α∈P 〈α, λ〉 by Proposition 5.70,
and s(Λ) = Λ, we have
(5.147) KN,s(t, x) = det s KN,1(t, x)
where 1 is the identity element in W . Then (5.145) becomes
KN (t, x) =
C(H)eit|ρ|
2
(
∏
α∈P 〈α, ρ〉)
KN,1(t, x).(5.148)
Proposition 5.149. Recall that
(5.150) KN,1(t, x) =
∑
λ∈Λ
ei〈λ,H
⊥〉−it|λ|2ϕ(
|λ|2 − |ρ|2
N2
)
(∏
α∈P
〈α, λ〉
) ∑
sH∈WH
det sH e
i〈sH (λ),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .
Then
|KN,1(t, x)| . N
d−|P\PH |(√
q(1 +N | t2piD − aq |1/2)
)r(5.151)
for t2piD ∈ Ma,q, uniformly in x ∈ G.
Noting (5.142) and (5.148), the above proposition implies Proposition 5.3.
5.6.2. Decomposition of the Weight Lattice. To prove Proposition 5.149, we will make a decompo-
sition of the weight lattice Λ according to the root subsystem ΦH . First, we have the following
lemma about root subsystems. Let ProjU denote the orthogonal projection map from the ambient
inner product space onto the subspace U .
Lemma 5.152. Let Φ be an integral root system in the space V with the associated weight lattice
ΛΦ. Let Ψ be a root subsystem of Φ. Then let ΓΨ and ΛΦ be the root lattice and weight lattice
associated to Ψ respectively. Let VΨ be the R-linear span of Ψ in V . Let ΥΨ be the image of the
orthogonal projection of ΛΦ onto VΨ. Then the following statements hold true.
(1) ΥΨ is a lattice and ΓΨ ⊂ ΥΨ ⊂ ΛΨ. In particular, the rank of ΥΨ equals the rank of ΓΨ as well
as ΛΨ.
(2) Let the rank of ΥΨ and ΛΦ be r and R respectively. Let {w1, · · · , wr} be a basis of ΥΨ. Pick
any {u1, · · · , ur} ⊂ ΛΦ such that ProjVΨ(ui) = wi, i = 1, · · · , r. Then we can extend {u1, · · · , ur}
30 YUNFENG ZHANG
into a basis {u1, · · · , ur, ur+1, · · · , uR} of ΛΦ. Furthermore, we can pick {ur+1, · · · , uR} such that
ProjVΨ(ui) = 0 for i = r + 1, · · · , R.
Proof. Part (1). It’s clear that ΥΨ is a lattice. Let ΓΦ be the root lattice associated to Φ. Then
ΓΨ ⊂ ΓΦ. Then
ΓΨ = ProjVΨ(ΓΨ) ⊂ ProjVΨ(ΓΦ) ⊂ ProjVΨ(ΛΦ) = ΥΨ.(5.153)
On the other hand, for any µ ∈ ΛΦ, α ∈ ΓΨ, 〈ProjVΨ(µ), α〉 = 〈µ, α〉. This in particular implies
that
2
〈ProjVΨ(µ), α〉
〈α,α〉 = 2
〈µ, α〉
〈α,α〉 ∈ Z, for all µ ∈ ΛΦ, α ∈ ΓΨ.(5.154)
This implies that ProjVΨ(µ) ∈ ΛΨ for all µ ∈ ΛΦ, that is, ΥΨ = ProfVΨ(ΛΦ) ⊂ ΛΨ.
Part (2). Let SΦ := Zu1 + · · · + Zur, then SΦ is a sublattice of ΛΦ of rank r. By the theory
of sublattices (see Chapter II, Theorem 1.6 in [Hun80]), there exists a basis {u′1, · · · , u′R} of ΛΦ
and positive integers d1|d2| · · · |dr such that {d1u′1, · · · , dru′r} is a basis of SΦ. Then we must have
d1 = d2 = · · · = dr = 1, since
Zd1ProjVΨ(u
′
1) + · · ·+ ZdrProjVΨ(u′r) = ProjVΨ(SΦ)
= ProjVΨ(ΛΦ) ⊃ ZProjVΨ(u′1) + · · ·+ ZProjVΨ(u′r)(5.155)
and that u′1, · · · , u′r are R-linear independent. Thus we have
SΦ = Zu1 + · · ·+ Zur = Zu′1 + · · ·+ Zu′r(5.156)
and then {u1, · · · , ur, u′r+1, · · · , u′R} is also a basis of ΛΦ. Furthermore, by adding a Z-linear
combination of u1, · · · , ur to each of u′r+1, · · · , u′R, we can assume that ProjVΨ(u′i) = 0, for i =
r + 1, · · · , R.

We apply the above lemma to the root subsystem ΦH of Φ. Let V = ib
∗, VH be the R-linear
span of ΦH in V , ΓH be the root lattice for ΦH , and let
(5.157) ΥH := ProjVH (Λ).
Then by the above lemma, we have
(5.158) ΥH ⊃ ΓH .
Let rH be the rank of ΦH as well as of ΓH and ΥH , and let {w1, · · · , wrH} ⊂ ΥH such that
(5.159) ΥH = Zw1 + · · ·+ ZwrH .
Pick {u1, · · · , urH} ⊂ Λ such that
(5.160) ProjVH (ui) = wi, i = 1, · · · , rH .
Then by the above lemma, we can extend {u1, · · · , urH} into a basis {u1, · · · , ur} of Λ, such that
(5.161) ProjVH (ui) = 0, i = rH + 1, · · · , r,
with
(5.162) Λ = Zu1 + · · · + Zur.
Denote
(5.163) Υ′H = Zu1 + · · ·+ ZurH ⊂ Λ,
then
(5.164) ProjVH : Υ
′
H
∼−→ ΥH .
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Recalling (5.158), let Γ′H be the sublattice of Υ
′
H corresponding to ΓH ⊂ ΥH under this isomor-
phism. More precisely, let {α1, · · · , αrH} be a simple system of roots for ΓH , then
ProjVH : Γ
′
H = Zα
′
1 + · · ·+ Zα′rH
∼−→ ΓH = Zα1 + · · · + ZαrH , α′i 7→ αi, i = 1, · · · , rH ,(5.165)
and we have
(5.166) Υ′H/Γ
′
H
∼= ΥH/ΓH , |Υ′H/Γ′H | = |ΥH/ΓH | <∞.
We decompose the weight lattice
Λ =
⊔
µ∈Υ′H/Γ
′
H
(
µ+ Γ′H + ZurH+1 + · · ·+ Zur
)
,(5.167)
then
KN,1(t, x) =
∑
µ∈Υ′H/Γ
′
H ,
λ′1=n1α
′
1+···+nrHα
′
rH
,
λ2=nrH+1urH+1+···+nrur
ei〈µ+λ
′
1+λ2,H
⊥〉−it|µ+λ′1+λ2|
2
ϕ(
|µ + λ′1 + λ2|2 − |ρ|2
N2
)
·
(∏
α∈P
〈α, µ + λ′1 + λ2〉
) ∑
sH∈WH
det sH e
i〈sH (µ+λ
′
1+λ2),H
‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.168)
Note that (5.161) implies for λ2 = nrH+1urH+1 + · · ·+ nrur that
〈sH(λ2),H‖〉 = 〈λ2, sH(H‖)〉 = 0,(5.169)
and (5.165) implies for λ′1 = n1α
′
1 + · · ·+ nrHα′rH that
〈sH(λ′1),H‖〉 = 〈λ′1, sH(H‖)〉 = 〈λ1, sH(H‖)〉 = 〈sH(λ1),H‖〉(5.170)
where λ1 = n1α1 + · · · + nrHαrH ∈ VH . Similarly, also note that
〈sH(µ),H‖〉 = 〈sH(µ‖),H‖〉, where µ‖ := ProjVH (µ).(5.171)
Thus we rewrite
KN,1(t, x) =
∑
µ∈Υ′H/Γ
′
H
∑
λ′1=n1α
′
1+···+nrHα
′
rH
,
λ1=n1α1+···+nrHαrH ,
λ2=nrH+1urH+1+···+nrur
ei〈µ+λ
′
1+λ2,H
⊥〉−it|µ+λ′1+λ2|
2
ϕ(
|µ + λ′1 + λ2|2 − |ρ|2
N2
)
·
(∏
α∈P
〈α, µ + λ′1 + λ2〉
)∑
sH∈WH
det sH e
i〈sH (µ
‖+λ1),H‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.172)
Remark 5.173. We have that in the above formula
χµ‖+λ1(H
‖) :=
∑
sH∈WH
det sH e
i〈sH (µ
‖+λ1),H‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1)(5.174)
is a character associated to the weight µ‖+λ1 of the root subsystem ΦH , noting that µ
‖ ∈ ProjVH (Λ)
lies in the weight lattice of ΦH by Lemma 5.152.
Noting (5.166), Proposition 5.149 reduces to the following.
32 YUNFENG ZHANG
Proposition 5.175. For µ ∈ Υ′H/Γ′H , let
KµN,1(t, x) : =
∑
λ′1=n1α
′
1+···+nrHα
′
rH
,
λ1=n1α1+···+nrHαrH ,
λ2=nrH+1urH+1+···+nrur,
n1,··· ,nr∈Z
ei〈µ+λ
′
1+λ2,H
⊥〉−it|µ+λ′1+λ2|
2
ϕ(
|µ + λ′1 + λ2|2 − |ρ|2
N2
)
·
(∏
α∈P
〈α, µ + λ′1 + λ2〉
) ∑
sH∈WH
det sH e
i〈sH (µ
‖+λ1),H‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.176)
Then
|KµN,1(t, x)| .
Nd−|P\PH |(√
q(1 +N | t2piD − aq |1/2)
)r(5.177)
for t2piD ∈ Ma,q, uniformly in x ∈ G.
Proof. We apply Lemma 5.25 to the lattice Zα′1 + · · ·+ Zα′rH + ZurH+1 + · · ·+ Zur. Let
χ(λ1) = χ(λ1,H
‖) =
∑
sH∈WH
det sH e
i〈sH (µ
‖+λ1),H‖〉∏
α∈PH
(ei〈α,H
‖〉 − 1) .(5.178)
Then it suffices to show that∣∣∣∣∣Di1 · · ·Dik
(∏
α∈P
〈α, µ + λ′1 + λ2〉χ(λ1)
)∣∣∣∣∣ . Nd−|P\PH |−r−k,(5.179)
for 1 ≤ i1, · · · , ik ≤ r, λ′1 = n1α′1 + · · · + nrHα′rH , λ1 = n1α1 + · · · + nrHαrH , λ2 = nrH+1urH+1 +
· · ·+ nrur, |ni| . N , i = 1, · · · , r. Since
∏
α∈P 〈α, µ + λ′1 + λ2〉 is a degree |P | polynomial,∣∣∣∣∣Di1 · · ·Dik
(∏
α∈P
〈α, µ + λ′1 + λ2〉
)∣∣∣∣∣ . N |P |−k.(5.180)
Thus by the Leibniz rule (5.24) for the Di’s, it suffices to show that
|Di1 · · ·Dik(χ(λ1))| . Nd−|P\PH |−r−|P |−k = N |PH |−k,(5.181)
noting d − r = 2|P |. Since χ(λ1) does not involve the variables nrH+1, · · · , nr, it suffices to prove
(5.181) for 1 ≤ i1, · · · , ik ≤ rH . But this follows by applying Lemma 5.95 to the root system ΦH ,
noting Remark 5.173.

5.7. Lp Estimates. We prove in this section Lp(G) estimates of the Schro¨dinger kernel for p not
necessarily equal to infinity. Though we will not apply them to the proof of the main theorem,
they encapsulate the essential results in the proof of the L∞(G) estimates and are of independent
interest.
Proposition 5.182. Let KN (t, x) be the Schro¨dinger kernel as in Proposition 5.3. Then for any
p > 3, we have
‖KN (t, ·)‖Lp(G) .
Nd−
d
p
(
√
q(1 +N‖ t2piD − aq ‖1/2))r
(5.183)
for t2piD ∈ Ma,q.
STRICHARTZ ESTIMATES ON COMPACT LIE GROUPS 33
Proof. As a linear combination of characters, the Schro¨dinger kernel KN (t, ·) is a central function.
Then we can apply to it the Weyl integration formula (3.35)
(5.184) ‖KN (t, ·)‖pLp(G) =
1
|W |
∫
B
|KN (t, b)|p|DP (b)|2 db
where B is the maximal torus with normalized Haar measure db. Recall that we can parametrize
B = exp b by H ∈ ib∗ ∼= b, and write
B ∼= ib∗/(2piZα∨1 + · · ·+ 2piZα∨r ) = [0, 2pi)α∨1 + · · ·+ [0, 2pi)α∨r ,(5.185)
where {α∨i = 2αi〈αi,αi〉 | i = 1, · · · , r} is the set of simple coroots associated to a system of simple
roots {αi | i = 1, · · · , r}.
We have shown in Section 5.6 that each H ∈ ib∗ is associated to a root subsystem ΦH such that
(5.137) and (5.138) hold. Note that there are finitely many root subsystems of a given root system,
thus B is covered by finitely many subsets R of the form
R = {H ∈ B | ‖ 1
2pi
〈α,H〉‖ . N−1,∀α ∈ Ψ; ‖ 1
2pi
〈α,H〉‖ > N−1,∀α ∈ Φ \Ψ}(5.186)
where Ψ is a root subsystem of Φ. Thus to prove (5.183), using (5.184), it suffices to show∫
R
|KN (t, expH)|p|Dp(expH)|2 dH .
(
Nd
(
√
q(1 +N‖ t2piD − aq‖1/2))r
)p
N−d.(5.187)
By (5.142), (5.148) and (5.151), we have
KN (t, expH) .
1∏
α∈P\Q(e
i〈α,H〉 − 1) ·
Nd−|P\Q|(√
q(1 +N | t2piD − aq |1/2)
)r(5.188)
where P,Q are respectively the sets of positive roots of Φ and Ψ with P ⊃ Q. RecallingDP (expH) =∏
α∈P (e
i〈α,H〉 − 1), (5.187) is then reduced to∫
R
∣∣∣∣∣ 1∏
α∈P\Q(e
i〈α,H〉 − 1)
∣∣∣∣∣
p−2
∣∣∣∣∣∣
∏
α∈Q
(ei〈α,H〉 − 1)
∣∣∣∣∣∣
2
dH . Np|P\Q|−d.(5.189)
Using
|ei〈α,H〉 − 1| . ‖ 1
2pi
〈α,H〉‖ . |ei〈α,H〉 − 1|,(5.190)
it suffices to show∫
R
∣∣∣∣∣ 1∏
α∈P\Q ‖ 12pi 〈α,H〉‖
∣∣∣∣∣
p−2
∣∣∣∣∣∣
∏
α∈Q
‖ 1
2pi
〈α,H〉‖
∣∣∣∣∣∣
2
dH . Np|P\Q|−d.(5.191)
For each H ∈ B, we write
(5.192) H = H ′ +H0
such that
‖ 1
2pi
〈α,H〉‖ = | 1
2pi
〈α,H ′〉|, 〈α,H0〉 ∈ 2piZ, ∀α ∈ P.(5.193)
We write
R ⊂
⋃
H0∈B,
〈α,H0〉∈2piZ,∀α∈P
R′ +H0(5.194)
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where
R′ = {H ∈ B | | 1
2pi
〈α,H〉| . N−1,∀α ∈ Q; | 1
2pi
〈α,H〉| > N−1,∀α ∈ P \Q}.(5.195)
Note that 〈α,α∨i 〉 ∈ Z for all α ∈ P and i = 1, · · · , r due to the integrality of the root system, using
(5.185), we have that there are only finitely many H0 ∈ B such that 〈α,H0〉 ∈ 2piZ for all α ∈ P .
Thus using (5.194), (5.191) is further reduced to∫
R′
∣∣∣∣∣ 1∏
α∈P\Q | 12pi 〈α,H〉|
∣∣∣∣∣
p−2
∣∣∣∣∣∣
∏
α∈Q
| 1
2pi
〈α,H〉|
∣∣∣∣∣∣
2
dH . Np|P\Q|−d.(5.196)
Now we reparametrize B ∼= [0, 2pi)α∨1 + · · ·+ [0, 2pi)α∨r by
H =
r∑
i=1
tiwi, (t1, · · · , tr) ∈ D(5.197)
where {wi, i = 1, · · · , r} are the fundamental weights such that 〈αi, wj〉 = δij |αi|
2
2 , i, j = 1, · · · , r,
and D is a bounded domain in Rr. Then the normalized Haar measure dH equals
dH = Cdt1 · · · dtr(5.198)
for some constant C. Let s ≤ r such that
{α1, · · · , αs} ⊂ P \Q,(5.199)
{αs+1, · · · , αr} ⊂ Q.(5.200)
Using (5.195), we estimate∫
R′
∣∣∣∣∣ 1∏
α∈P\Q | 12pi 〈α,H〉|
∣∣∣∣∣
p−2
∣∣∣∣∣∣
∏
α∈Q
| 1
2pi
〈α,H〉|
∣∣∣∣∣∣
2
dH
.
∫
R′
1
|t1 · · · ts|p−2N
(p−2)(|P\Q|−s)N−2|Q| dt1 · · · dtr(5.201)
. N (p−2)(|P\Q|−s)N−2|Q|
∫
|t1|,··· ,|ts|&N−1,
|ts+1|,··· ,|tr |.N−1
1
|t1 · · · ts|p−2 dt1 · · · dtr.
If p > 3, the above is bounded by
. N (p−2)(|P\Q|−s)N−2|Q|N s(p−3)−(r−s) = Np|P\Q|−d,(5.202)
noting that 2|P \Q|+ 2|Q|+ r = 2|P |+ r = d. 
Remark 5.203. The requirement p > 3 is by no means optimal. The estimate in (5.201) may
be improved to lower the exponent p. I conjecture that (5.183) holds for all p > pr such that
limr→∞ pr = 2, where r is the rank of G.
Example 5.204. We specialize the Lp estimates to the case of G = SU(2). From the discussion in
Example 5.52 and 5.126, we have the the following estimates for the Schro¨dinger kernel KN (t, θ),
θ ∈ R/2piZ.
Case I. ‖ θpi‖ . N−1. Then for t ∈Ma,q,
|KN (t, θ)| . N
3
√
q(1 +N‖ t2pi − aq ‖
1
2 )
.(5.205)
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Case II. ‖ θpi‖ & N−1. Then for t ∈ Ma,q,
|KN (t, θ)| . 1
N | sin θ| ·
N3
√
q(1 +N‖ t2pi − aq ‖
1
2 )
.(5.206)
Applying the Weyl integration formula (3.36) specialized to G = SU(2)∫
G
|KN (t, ·)|p dµ = 1
pi
∫ 2pi
0
|KN (t, θ)|p| sin θ|2 dθ,(5.207)
then we have
‖KN (t, ·)‖pLp(G) .
∣∣∣∣∣∣
∫
‖ θ
pi
‖.N−1,
θ∈[0,2pi)
|KN (t, θ)|p| sin θ|2 dθ
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
‖ θ
pi
‖&N−1,
θ∈[0,2pi)
|KN (t, θ)|p| sin θ|2 dθ
∣∣∣∣∣∣
.
 N3√
q(1 +N‖ t2pi − aq‖
1
2 )
p∣∣∣∣∣∣
∫
‖ θ
pi
‖.N−1,
θ∈[0,2pi)
| sin θ|2 dθ
∣∣∣∣∣∣+N−p
∣∣∣∣∣∣
∫
‖ θ
pi
‖&N−1,
θ∈[0,2pi)
| sin θ|2−p dθ
∣∣∣∣∣∣

.
 N3√
q(1 +N‖ t2pi − aq‖
1
2 )
p ·N−3, for p > 3.(5.208)
6. From Simple Lie Groups to the Product Group
Now we extend Proposition 5.3 to the cases of product groups
G˜ ∼= T1 × · · ·Tn ×G1 × · · · ×Gm(6.1)
where T1, · · · ,Tn are circles and G1, · · · , Gm are compact simply connected simple Lie groups. Let
dj be the dimension of Gj , Pj be the set of positive roots for Gj , rj be the rank of Gj , j = 1, · · · ,m.
Let P = ⊔mj=1Pj , which is also the set of positive roots for the semisimple component G1×· · ·×Gm
of G. Then the dimension d of G equals n+
∑m
j=1 dj , and the rank r of G equals n+
∑m
j=1 rj . We
have 2|Pj |+ rj = dj , j = 1, · · · ,m, which imply that
2|P |+ r = d.(6.2)
Let G˜ be equipped with a rational metric
g˜ = (⊗ni=1αidt2i )⊗ (⊗mj=1βjgj).(6.3)
Recalling Section 2.1, there exists some D0 > 0 such that
(6.4) α−11 , · · · , α−1n , β−11 , · · · , β−1m ∈ D−10 N.
We first write down the Schro¨dinger kernel as in (4.3) for each of the factors in (6.1). For Ti, let
ni ∈ Tˆi ∼= Z. Then in (4.3), dni = 1, χni = einiti , ti ∈ Ti = [0, 2pi). For kni , noting that
∆αidt2i = α
−1
i ∆dt2i(6.5)
and
∆dt2i
(χni) = −n2iχni ,(6.6)
then
kni = α
−1
i n
2
i .(6.7)
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Thus the Schro¨dinger kernel KN,Ti on Ti is
KN,Ti(t, ti) =
∑
ni∈Z
ϕ(
α−1i n
2
i
N2
)e−itα
−1
i n
2
i+itini .(6.8)
Similarly, for Gj , using (5.10) and noting that the eigenvalues of ∆βjgj are scaled up by the
factor of β−1j from those of ∆gj , we write the Schro¨dinger kernel
KN,Gj (t, xj) =
eitβ
−1
j |ρj |
2
(
∏
αj∈Pj
〈αj , ρj〉)|Wj |
∑
λj∈Λj
e−itβ
−1
j |λj |
2
ϕ
(
β−1j (|λj |2 − |ρj |2)
N2
)
·
∏
αj∈Pj
〈αj , λj〉
∑
sj∈Wj
det (sj)e
i〈sj(λj),Hj〉∑
sj∈W
det (sj)ei〈sj(ρj ),Hj〉
.(6.9)
Now for compact groups Hi, i = 1, · · · , n, consider the product group
∏n
i=1Hi. We have
(
∏n
i=1Hi)
∧ =
∏n
i=1 Ĥi, and for λ = (λ1, · · · , λn) ∈
∏n
i=1 Ĥi,
dλ =
n∏
i=1
dλi , kλ =
n∏
i=1
kλi , χλ =
n∏
i=1
χλi ,(6.10)
which together with (4.3) imply that the Schro¨dinger kernel satisfy
KN,
∏n
i=1Hi
(t, x1, · · · , xn) =
n∏
i=1
KN,Hi(t, xi).(6.11)
Also note from (3.33) and (3.48) that
|dλ| . |λ||P |, |λ|2 . kλ . |λ|2,(6.12)
recalling that P is the set of positive roots for the semisimple component of G˜.
Then we have for the product group G˜, the Schro¨dinger kernel KN (t, x) is
KN (t, x) =
n∏
i=1
KN,Ti(t, ti) ·
m∏
j=1
KN,Gj (t, xj)(6.13)
where x = (t1, · · · , tn, x1, · · · , xm) ∈ G˜.
Now by Lemma 4.8, let Dj ∈ N be such that
〈λ, µ〉 ∈ D−1j Z, ∀λ, µ ∈ Γj(6.14)
where Γj is the weight lattice of Gj . Define
T = 2piD0 ·
m∏
j=1
Dj ,(6.15)
then (6.4), (6.8), (6.9), (6.13) and (6.14) together imply that T is a period of the Schro¨dinger kernel
thus of the Schro¨dinger flow. Futhermore, applying Proposition 5.3 to KN,Gj in (6.9), noting
(6.16) 〈λ, µ〉 ∈
β−1j D0 · n∏
j=1
Dj
−1 · Z, ∀λ, µ ∈ Γj
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from (6.4) and (6.14), and noting
(6.17)
t
T
=
tβ−1j
2pi
(
β−1j D0 ·
∏n
j=1Dj
)
from (6.15), we arrive at
|KN,Gj(t, xj)| .
Ndj
(
√
q(1 +N‖ tT − aq ‖1/2))rj
(6.18)
for tT ∈ Ma,q, uniformly in xj ∈ Gj , where dj and rj are respectively the dimension and rank of
Gj .
For KN,Ti in (6.8), i = 1, · · · , n, we apply (5.25) to the one dimensional lattice L = Z, equipped
with the inner product defined as 〈ni, ni〉 = n2i , ni ∈ Z, the period D = α−1i D0 ·
∏m
j=1Dj ∈ N, and
f = 1, A = 0, to get
|KN,Ti(t, ti)| .
N√
q(1 +N‖ tT − aq ‖1/2)
(6.19)
for tT ∈ Ma,q, uniformly in ti ∈ Ti. Then (6.13), (6.18), and (6.19) imply the following theorem.
Theorem 6.20. Let G˜ be a product group equipped with a rational metric g˜ as in (6.1), (6.3) and
(6.4). Let T be a period of the Schro¨dinger flow as in (6.15). Then the Schro¨dinger kernel KN for
G˜ satisfies
‖KN (t, ·)‖L∞(G˜) .
Nd
(
√
q(1 +N‖ tT − aq ‖1/2))r
(6.21)
for tT ∈ Ma,q, where d and r are respectively the dimension and rank of G˜.
7. The Tomas-Stein Type Argument
We apply Theorem 6.20 to prove the following theorem.
Theorem 7.1. Let G be a product group equipped with a rational metric g˜ as in (6.1), (6.3) and
(6.4). Let T be a period of the Schro¨dinger flow as in (6.15). Let d be the dimension of G and r be
the rank of G. Let f ∈ L2(G), λ > 0 and define
mλ = µ{(t, x) ∈ T×G | |PNeit∆f(x)| > λ|}(7.2)
where µ = dt · dµG, dt being the standard measure on T = R/TZ, dµG being the Haar measure on
G. Let
p0 =
2(r + 2)
r
.(7.3)
Then the following statements hold true.
Part I.
mλ .ε N
dp0
2
−(d+2)+ελ−p0‖f‖p0
L2(G)
, for all λ & N
d
2
− r
4 , ε > 0.(7.4)
Part II.
mλ . N
dp
2
−(d+2)λ−p‖f‖p
L2(G)
, for all λ & N
d
2
− r
4 , p > p0.(7.5)
Part III.
‖PNeit∆f‖Lp(T×G) . N
d
2
− d+2
p ‖f‖L2(G)(7.6)
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holds for all p ≥ 2 + 8r .
Part IV. Assume it holds that
‖PN eit∆f‖Lp(T×G) .ε N
d
2
− d+2
p
+ε‖f‖L2(G)(7.7)
for some p > p0, then (7.6) holds for all q > p.
The proof strategy of this theorem is a Tomas-Stein type argument, similar with the proof of
Proposition 3.82, 3.110, 3.113 in [Bou93]. The new ingredients are the non-abelian Fourier trans-
form and especially the Hausdorff-Young inequality as in (3.21). We detail the proof in the following.
Let ω ∈ C∞c (R) such that ω ≥ 0, ω(x) = 1 for all |x| ≤ 1 and ω(x) = 0 for all |x| ≥ 2. Let
N ∈ 2N. Define
ω 1
N2
:= ω(N2·),(7.8)
and
ω 1
NM
:= ω(NM ·)− ω(2NM ·),(7.9)
where
M < N, M ∈ 2N.(7.10)
Let
N1 =
N
210
, Q < N1, Q ∈ 2N.(7.11)
Then ∑
Q≤M≤N
ω 1
NM
= 1, on
[
− 1
NQ
,
1
NQ
]
,(7.12)
∑
Q≤M≤N
ω 1
NM
= 0, outside
[
− 2
NQ
,
2
NQ
]
.(7.13)
Write
1 =
∑
1≤Q≤N1
∑
Q≤M≤N

 ∑
(a,q)=1,
Q≤q<2Q
δa/q
 ∗ ω 1NM
 ( tT ) + ρ(t).(7.14)
Note the major arc disjointness property(
a1
q1
+
[
− 2
NQ1
,
2
NQ1
])
∩
(
a2
q2
+
[
− 2
NQ2
,
2
NQ2
])
= ∅(7.15)
for (ai, qi) = 1, Qi ≤ qi < 2Qi, i = 1, 2, Q1 ≤ Q2 ≤ N1. This in particular implies that
0 ≤ ρ(t) ≤ 1, for all t ∈ [0, T ),(7.16)

 ∑
(a,q)=1,
Q≤q<2Q
δa/q
 ∗ ω 1NM ( ·T )

∧
(0) =
1
T
∫ T
0
 ∑
(a,q)=1,
Q≤q<2Q
δa/q
 ∗ ω 1NM ( tT ) dt ≤ 2Q2NM ,(7.17)
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which implies
1 ≥ |ρˆ(0)| ≥ 1−
∑
1≤Q≤N1
∑
Q≤M≤N
∣∣∣∣∣∣∣∣

 ∑
(a,q)=1,
Q≤q<2Q
δa/q
 ∗ ω 1NM ( ·T )

∧
(0)
∣∣∣∣∣∣∣∣ ≥ 1−
8N1
N
≥ 1
2
.(7.18)
By Dirichlet’s lemma on rational approximations, for any tT ∈ S1, there exists a, q with a ∈ Z≥0,
q ∈ N, (a, q) = 1, q ≤ N , such that | tT − aq | < 1qN . If ρ( tT ) 6= 0, then (7.12) implies that q > N1 = N210 .
This implies by (6.21) and (7.16) that
‖ρ(t)KN (t, x)‖L∞(T×G) . Nd−
r
2 .(7.19)
Now define coefficients αQ,M such that
 ∑
(a,q)=1,
Q≤q<2Q
δa/q
 ∗ ω 1NM ( ·T )

∧
(0) = αQ,M ρˆ(0),(7.20)
then (7.17) and (7.18) imply that
αQ,M .
Q2
NM
.(7.21)
Write
KN (t, x) =
∑
Q≤N1
∑
Q≤M≤N
KN (t, x)
 ∑
(a,q)=1,Q≤q<2Q
δa/q
 ∗ ω 1
NM
(
·
T
)
− αQ,Mρ
 (t)
+
1 +∑
Q,M
αQ,M
KN (t, x)ρ(t),(7.22)
and define
ΛQ,M(t, x) := KN (t, x)
 ∑
(a,q)=1,Q≤q<2Q
δa/q
 ∗ ω 1
NM
(
·
T
)
− αQ,Mρ
 (t).(7.23)
Then from (6.21), (7.19), (7.21), we have
‖ΛQ,M‖L∞(T×G) . Nd−
r
2 (
M
Q
)r/2.(7.24)
Next, we estimate ΛˆQ,M . From (4.12), for
n ∈ 2pi
T
Z ∼= Tˆ, λ ∈ Gˆ,(7.25)
we have
ΛˆQ,M (n, λ) = λQ,M(n, λ) · Iddλ×dλ(7.26)
where
λQ,M(n, λ) = ϕ(
kλ
N2
)
 ∑
(a,q)=1,Q≤q<2Q
δa/q
∧ · ωˆ 1
NM
(T ·)− αQ,M ρˆ
 (n+ kλ).(7.27)
Note that (7.20) immediately implies
λQ,M(n, λ) = 0, for n+ kλ = 0.(7.28)
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Let d(m,Q) denote the number of divisors of m less than Q, using Lemma 3.33 in [Bou93],
|(
∑
(a,q)=1,Q≤q<2Q
δa/q)
∧(Tn)| .ε d(Tn
2pi
,Q)Q1+ε, n 6= 0, ε > 0,(7.29)
we get
|λQ,M(n, λ)| .ε ϕ( kλ
N2
)
Q1+ε
NM
d(
T (n + kλ)
2pi
,Q) +
Q2
NM
|ρˆ(n+ kλ)|.(7.30)
Using
d(m,Q) .ε m
ε,(7.31)
(7.29) and (7.14), we have
|ρˆ(n)| ≤
∑
1≤Q≤N1
∑
Q≤M≤N
d(Tn2pi , Q)Q
1+ε
NM
.
N ε
N
, for n 6= 0, |n| . N2,(7.32)
thus
|λQ,M (n, λ)| .ε ϕ( kλ
N2
)
Q
NM
[
Qεd(
T (n+ kλ)
2pi
,Q) +
Q
N1−ε
]
.ε ϕ(
kλ
N2
)
QN ε
NM
, for |n| . N2.(7.33)
Proposition 7.34. (i) Assume that f ∈ L1(T×G). Then
‖f ∗ ΛQ,M‖L∞(T×G) . Nd−
r
2 (
M
Q
)r/2‖f‖L1(T×G).(7.35)
(ii) Assume that f ∈ L2(T×G). Assume also
(7.36) fˆ(n, λ) = 0, for |n| & N2.
Then
‖f ∗ ΛQ,M‖L2(T×G) .ε
QN ε
NM
‖f‖L2(T×G),(7.37)
and
‖f ∗ ΛQ,M‖L2(T×G) .τ,B
Q1+2τL
NM
‖f‖L2(T×G) +M−1L−B/2Nd/2‖f‖L1(T×G).(7.38)
for all
L > 1, 0 < τ < 1, B >
6
τ
, N > (LQ)B .(7.39)
Proof. Using (7.24), we have
‖f ∗ ΛQ,M‖L∞(T×G) ≤ ‖f‖L1(T×G)‖ΛQ,M‖L∞(T×G) . Nd−
r
2 (
M
Q
)r/2‖f‖L1(T×G).(7.40)
This proves (i). (7.37) is a consequence of (3.19), (7.26), and (7.33). To prove (7.38), we use (3.14),
(3.17) and (7.26) to get
‖f ∗ ΛQ,M‖L2(T×G) =
∑
n,λ
dλ‖fˆ(n, λ)‖2HS · |λQ,M(n, λ)|2
1/2 ,(7.41)
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which combined with (7.28), (7.30), and (7.32) yields
‖f ∗ ΛQ,M‖L2(T×G) .ε
Q1+ε
NM
∑
n,λ
ϕ(
kλ
N2
)2dλ‖fˆ(n, λ)‖2HSd(
T (n + kλ)
2pi
,Q)2
1/2
+
Q2
MN2−ε
‖f‖L2(T×G).(7.42)
Using Lemma 3.47 in [Bou93], we have∣∣∣∣{(n, λ) | |n|, kλ . N2, d(T (n + kλ)2pi ,Q) > D}
∣∣∣∣
.τ,B (D
−BQτN2 +QB) · max
|m|.N2
|{(n, λ) | n+ kλ = m}|
.τ,B (D
−BQτN2 +QB) · |{λ ∈ Gˆ | kλ . N2}|
.τ,B (D
−BQτN2 +QB) ·N r.(7.43)
Here we used the fact that λ ∈ Gˆ lies on the weight lattice of dimension r, r being the rank of G,
and from (6.12) that
|λ|2 . kλ.(7.44)
Now (3.21) gives
‖fˆ(n, λ)‖2HS . dλ‖f‖2L1(T×G),(7.45)
(6.12) gives
|ϕ( kλ
N2
)d2λ| . N2|P |,(7.46)
which together with (7.43) and
2|P |+ r = d(7.47)
imply
‖f ∗ ΛQ,M‖L2(T×G) .τ,B(
Q1+εD
NM
+
Q2
MN2−ε
)‖f‖L2(T×G)
+
Q1+ε
NM
·Q · (D−B/2QτN +QB/2)Nd/2‖f‖L1(T×G).(7.48)
This implies (7.38) assuming the conditions in (7.39). 
Now interpolating (7.35) and (7.37), we get
‖f ∗ ΛQ,M‖Lp(T×G) .ε Nd−
r
2
− 2d−r+2
p
+ε
M
r
2
− r+2
p Q
− r
2
+ r+2
p ‖f‖Lp′(T×G).(7.49)
Interpolating (7.35) and (7.38) for
p >
2(r + 2)
r
+ 10τ, which implies σ =
r
2
− r + 2 + 4τ
p
> 0,(7.50)
we get
‖f ∗ ΛQ,M‖Lp(T×G) .τ,BNd−
r
2
− 2d−r+2
p M
r
2
− r+2
p Q−σL
2
p ‖f‖Lp′ (T×G)
+Q
− 2
r
(1− 2
p
)
M
r
2
− r+2
p L
−B
p N
d− r
2
− d−r
p ‖f‖L1(T×G).(7.51)
Now we are ready to prove Theorem 7.1.
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Proof of Theorem 7.1. Without loss of generality, we assume that ‖f‖L2(G) = 1. Then for F =
PNe
it∆f = ϕ(N−2∆)eit∆f , (3.9) implies that
‖F‖L2x . 1.(7.52)
and
‖F‖L∞x . N
d
2 .(7.53)
Let
H = χ|F |>λ ·
F
|F | .(7.54)
Let ˜˜ϕ ∈ C∞c (R) such that ˜˜ϕ(x) = ˜˜ϕ(−x) and ˜˜ϕϕ = ϕ. Let ˜˜KN be the Schro¨dinger kernel associated
to ˜˜PNe
it∆ = ˜˜ϕ(N−2∆)eit∆f . Then by (3.17), (4.10), and (4.11), we have
F ∗ ˜˜KN = F.(7.55)
Then let QN2 be the operator on L
2(T×G) defined by
(QN2H)
∧ := ˜˜ϕ(
kλ
N2
) ˜˜ϕ(
n
N2
)Ĥ(n, λ).(7.56)
Then by (3.15) and (4.11), we have
〈F,H〉L2t,x = 〈F,QN2H〉L2t,x .(7.57)
Then we can write
λmλ ≤ 〈F,H〉L2t,x = 〈F ∗
˜˜KN , QN2H〉L2t,x .(7.58)
Using (3.14) and (3.17) again, we get
λmλ ≤ 〈F,QN2H ∗ ˜˜KN 〉L2t,x ≤ ‖F‖L2t,x‖QN2H ∗
˜˜KN‖L2t,x
. ‖QN2H ∗ ˜˜KN‖L2t,x = 〈QN2H ∗
˜˜KN , QN2H ∗ ˜˜KN 〉L2t,x = 〈QN2H,QN2H ∗ (
˜˜KN ∗ ˜˜KN )〉L2t,x .
(7.59)
Let
H ′ = QN2H, K˜N =
˜˜KN ∗ ˜˜KN .(7.60)
Note that H ′ by definition satisfies the assumption in (7.36) and we can apply Proposition 7.34.
Also note that K˜N is still a Schro¨dinger kernel, only with a different cutoff function from the
original kernel KN . Finally note that the Bernstein type inequalities (3.9) and the definition (7.54)
of H give
‖H ′‖Lpt,x . ‖H‖Lpt,x . m
1
p
λ .(7.61)
Write
Λ =
∑
1≤Q≤N1
∑
Q≤M≤N
ΛQ,M , K˜N = Λ+ (K˜N − Λ),(7.62)
where ΛQ,M is defined as in (7.23) except that KN is replaced by K˜N . We have by (7.59)
λ2m2λ . 〈H ′,H ′ ∗ Λ〉L2t,x + 〈H
′,H ′ ∗ (K˜N − Λ)〉L2t,x
. ‖H ′‖
Lp
′
t,x
‖H ′ ∗ Λ‖Lpt,x + ‖H
′‖2L1t,x‖K˜N − Λ‖L∞t,x .(7.63)
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Using (7.49) for p = p0 :=
2(r+2)
r , then summing over Q,M , and noting (7.61), we have
‖H ′‖
Lp
′
t,x
‖H ′ ∗ Λ‖Lpt,x . N
d− 2d+4
p0
+ε‖H ′‖2
L
p′0
t,x
. N
d− 2d+4
p0
+ε
m
2
p′0
λ .(7.64)
From (7.19) and (7.21) we get
‖K˜N − Λ‖L∞t,x . Nd−
r
2 ,(7.65)
which implies
‖H ′‖2L1t,x‖K˜N − Λ‖L∞t,x . N
d− r
2‖H ′‖2L1t,x . N
d− r
2m2λ.(7.66)
Then we have
λ2m2λ . N
d− 2d+4
p0
+ε
m
2
p′
0
λ +N
d− r
2m2λ,(7.67)
which implies for λ & N
d
2
− r
4
mλ .ε N
p0(
d
2
− d+2
p0
)+ε
λ−p0 .(7.68)
Thus Part I is proved. To prove Part II for some fixed p, using Part I and (7.53), it suffices to
prove it for λ & N
d
2
−ε. Summing (7.51) over Q,M in the range indicated by (7.39), we get
‖H ′ ∗ Λ1‖Lpt,x . LN
d− 2d+4
p ‖H ′‖
Lp
′
t,x
+ L−B/pNd−
d+2
p ‖H ′‖L1t,x ,(7.69)
where
Λ1 :=
∑
Q<Q1,Q≤M≤N
ΛQ,M(7.70)
and Q1 is the largest Q-value satisfying (7.39). For values Q ≥ Q1, use (7.49) to get
‖H ′ ∗ (Λ− Λ1)‖Lpt,x .ε N
d− 2d+4
p
+ε
Q
−( r
2
− r+2
p
)
1 ‖H ′‖Lp′t,x .(7.71)
Using (7.63), (7.66), (7.69) and (7.71), we get
λ2m2λ . N
d−
2(d+2)
p (L+
N ε
Q
r
2
− r+2
p
1
)m
2/p′
λ + L
−B/pNd−
d+2
p m
1+ 1
p′
λ +N
d− r
2m2λ.(7.72)
For λ & N
d
2
− r
4 , the last term of the above inequality can be dropped. Let Q1 = N
δ such that δ > 0
and
(LN δ)B < N(7.73)
such that (7.39) holds. Note that
L > 1 >
N ε
Q
r
2
− r+2
p
1
(7.74)
for p > p0 + 10τ and ε sufficiently small, thus
λ2m2λ . N
d−
2(d+2)
p Lm
2/p′
λ + L
−B/pNd−
d+2
p m
1+ 1
p′
λ .(7.75)
This implies
mλ . N
p(d
2
− d+2
p
)
L
p
2λ−p +N
p(d− d+2
p
)
L−Bλ−2p(7.76)
. N−d−2(
Nd/2
λ
)pL
p
2 +N−d−2(
Nd/2
λ
)2pL−B.(7.77)
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Let
L = (
Nd/2
λ
)τ , B >
p
τ
(7.78)
and δ sufficiently small so that (7.73) holds, then
mλ . N
−d−2(
Nd/2
λ
)p+
pτ
2 .(7.79)
Note that conditions for p, τ indicated in (7.50) implies that p+ pτ2 can take any exponent > p0 =
2(r+2)
r . This completes the proof of Part II.
The proof of Part III and Part IV is almost identical to the proof of Proposition 3.110 and
3.113 respectively in [Bou93]. The proof of Part III is an interpolation between the result of Part
II with the trivial subcritical Strichartz estimates ‖PNeit∆f‖L2t,x . ‖f‖L2x . The proof of Part IV
is similarly an interpolation between the result of Part II with the assumption (7.7). We omit the
details. 
8. From the Covering Group to the Original Group
Recall from Section 2.1 that given any connected compact Lie group G, there exists a covering
product group G˜ and a finite central subgroup A of G˜ such that G ∼= G˜/A, and Theorem 7.1 holds
on G˜. In this section, we upgrade Theorem 7.1 to cover the cases of all connected compact Lie
groups.
Theorem 8.1 (Main). Replacing the product group by any connected compact Lie group G equipped
with a rational metric, Theorem 7.1 still holds. In particular, Theorem 2.5 holds.
This theorem is a direct consequence of Theorem 7.1 and the following proposition.
Proposition 8.2. Let g˜ be a bi-invariant metric on G˜ and g˜ be the induced metric on G ∼= G˜/A.
Let ∆g˜, ∆g be the Laplace-Beltrami operators on (G˜, g˜) and (G, g) respectively. Let µ˜ and µ be the
normalized Haar measures on G˜,G respectively, which define the Lp spaces. Define C∞A (G˜) as the
subspace of C∞(G˜) that consists of functions that are invariant under the action of A, and similarly
define CA(G˜), L
p
A(G˜) and H
s
A(G˜). Let pi : G˜ → G be the covering map and let pi∗ be the pull back
map. Then the following statement hold.
(i) pi∗ : C(G)→ CA(G˜) and pi∗ : C∞(G)→ C∞A (G˜) are well-defined and linear isomorphisms.
(ii) For any f ∈ C(G), we have ∫
G
f dµ =
∫
G˜
pi∗f dµ˜.(8.3)
This implies pi∗ : Lp(G)→ LpA(G˜) is well-defined and an isometry. It also implies for any measur-
able function f on G
µ(f > λ) = µ˜(pi∗f > λ).(8.4)
(iii) ∆g˜ maps C
∞
A (G˜) into C
∞
A (G˜) and the diagram
C∞(G)
pi∗
//
∆g

C∞A (G˜)
∆g˜

C∞(G)
pi∗
// C∞A (G˜)
(8.5)
STRICHARTZ ESTIMATES ON COMPACT LIE GROUPS 45
commutes.
(iv) eit∆g˜ maps L2A(G˜) into L
2
A(G˜) and is an isometry, and the diagrams
L2(G)
pi∗
//
eit∆g

L2A(G˜)
eit∆g˜

L2(G)
pi∗
// L2A(G˜)
L2(G)
pi∗
//
PN

L2A(G˜)
PN

L2(G)
pi∗
// L2A(G˜)
(8.6)
commutes, where PN stands for both ϕ(N
−2∆g) and ϕ(N
−2∆g˜).
(v) pi∗ : Hs(G)→ HsA(G˜) is well-defined and an isometry.
Proof. The proof of (i) and (ii) is straightforward. As a bi-invariant operator, ∆g˜ commutes with
both left and right G˜-translations, which implies that ∆g˜ maps C
∞
A (G˜) into C
∞
A (G˜). The com-
mutativity of (8.5) follows from the fact that pi is a local isometry. This proves (iii). For (iv),
note that (i)(ii)(iii) together imply that the triples (L2(G), C∞(G),∆g) and (L
2
A(G˜), C
∞
A (G˜),∆g˜)
are isometric as essentially self-adjoint operators on Hilbert spaces, thus have isometric functional
calculus. This implies (iv). Note that the Hs(G) and HsA(G˜) norms are also defined in terms of the
isometric functional calculus of (L2(G), C∞(G),∆g) and (L
2
A(G˜), C
∞
A (G˜),∆g˜) respectively, which
implies (v). 
9. Conjectures and Further Questions
In light of Part II of Theorem 7.1 as well as the known results of Strichartz estimates on tori
(see [BD15] and [KV16]), we have the following conjectures.
Conjecture 9.1. Let G be a compact Lie group equipped with a rational metric g. Let d be the
dimension of G and r the rank of G. Let I ⊂ R be a finite time interval. Then the following scaling
critical Strichartz estimates
(9.2) ‖eit∆gf‖Lp(I×G) . ‖f‖
H
d
2−
d+2
p (G)
hold for all p > 2 + 4r .
Conjecture 9.3. In the above conjecture, replacing the rational metric by any irrational metric
and remaining all the other assumptions, the same conclusions still hold.
Compact Lie groups are special cases of Riemannian globally symmetric spaces of compact type,
and the explicit computation of the Schro¨dinger kernel can be more or less generalized to such
symmetric spaces. In estimating the size of the Schro¨dinger kernel on compact Lie groups in this
paper, the explicit Weyl’s formula of characters and the algebraic and analytic tools (e.g. the BGG-
Demazure operators) that are applicable to it play a crucial rule. Characters are generalized to
spherical functions in the setting of symmetric spaces of compact type, which can also be explicitly
evaluated. In fact, let G/K be a symmetric space of compact type, then the spherical functions φ
on G are precisely the functions of the form
φ(g) =
∫
K
χ(g−1k) dk(9.4)
where χ is the character of a finite-dimensional irreducible spherical representation of G (see The-
orem 4.2, Chapter IV in [Hel00]). I conjecture that the methods in this paper of analyzing the
characters can be generalized to get a good analysis of the spherical functions, so to yield the
following result.
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Conjecture 9.5. Let G/K be a Riemannian globally symmetric space of compact type, equipped
with the negative of the Cartan-Killing form as the canonical Riemannian metric g. Let d, r be the
dimension and rank of G/K respectively. Let I ⊂ R be a finite time interval. Then the following
scaling critical Strichartz estimates
(9.6) ‖eit∆gf‖Lp(I×G/K) . ‖f‖
H
d
2−
d+2
p (G/K)
hold for all p ≥ 2 + 8r .
Mimicking Conjecture 9.1, we also have the following.
Conjecture 9.7. Under the assumptions of Conjecture 9.5, (9.6) holds for all p > 2 + 4r .
We lastly ask about the optimality of the estimates.
Definition 9.8. Let M be a compact Riemannian manifold. We say that p0 ∈ [2(d+2)d ,∞] is the
optimal exponent for M provided the Strichartz estimates
‖eit∆f‖Lp(I×M) . ‖f‖
H
d
2−
d+2
p (M)
(9.9)
hold for all p > p0 and fail for all
2(d+2)
d ≤ p < p0. Note that the above estimate always holds for
p = ∞ by (3.9) and Proposition 3.1, thus the optimal exponent always exists by interpolation. If
furthermore the above estimate holds for p = p0, we say p0 is a critical optimal exponent. Otherwise,
we say it is a subcritical optimal exponent.
The only optimality results that I know of are as follows.
• The optimal exponent for d-dimensional rectangular tori is p0 = 2(d+2)d . See [BD15, KV16].• For d ≥ 3, the optimal exponent for the d-dimensional standard sphere is p0 = 4, and it is
subcritical. See [BGT04, BGT05, Her13].
Question 9.10. Determine the optimal exponents for all the simple compact Lie groups and the
irreducible globally symmetric spaces of compact type, equipped with canonical metrics. Determine
whether they are critical or subcritical.
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