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ABSTRACT
We present a empirical study of orbital decay for the exoplanet WASP-19b, based on
mid-time measurements of 74 complete transits (12 newly obtained by our team and
62 from the literature), covering a 10-year baseline. A linear ephemeris best represents
the mid-transit times as a function of epoch. Thus, we detect no evidence of the
shortening of WASP-19b’s orbital period and establish an upper limit of its steady
changing rate, P˙ = −2.294 ms yr−1, and a lower limit for the modified tidal quality
factor Q′? = (1.23± 0.231)× 106. Both are in agreement with previous works. This is
the first estimation of Q′? directly derived from the mid-times of WASP-19b obtained
through homogeneously analyzed transit measurements. Additionally, we do not detect
periodic variations in the transit timings within the measured uncertainties in the mid-
times of transit. We are therefore able to discard the existence of planetary companions
in the system down to a few M⊕ in the first order mean-motion resonances 1:2 and 2:1
with WASP-19b, in the most conservative case of circular orbits. Finally, we measure
the empirical Q′? values of 15 exoplanet host stars which suggest that stars with Teff
. 5600K dissipate tidal energy more efficiently than hotter stars. This tentative trend
needs to be confirmed with a larger sample of empirically measured Q′?.
Key words: stars: planetary systems – planets and satellites: individual: WASP-19b
– stars: individual: WASP-19 – techniques: photometric
1 INTRODUCTION
WASP-19b is a short-period gas giant planet and one of
the most well characterized so far. Since its discovery (Hebb
et al. 2010), the stellar and planetary properties of the
system have been re-determined by several authors (Hel-
lier et al. 2011b; Dragomir et al. 2011; Bean et al. 2013;
Tregloan-Reed et al. 2013; Lendl et al. 2013; Mancini et al.
? This work is partially based on observations obtained with the
1.54-m telescope at Estacio´n Astrof´ısica de Bosque Alegre depen-
dent on the National University of Co´rdoba, Argentina.
† Based on data acquired at Complejo Astrono´mico El Leoncito,
operated under agreement between the Consejo Nacional de In-
vestigaciones Cient´ıficas y Te´cnicas de la Repu´blica Argentina
and the National Universities of La Plata, Co´rdoba and San Juan
(Programme ID: JS-2019A-06, PI: E. Jofre´).
‡ E-mail: romina@astro.unam.mx
2013; Sedaghati et al. 2017; Espinoza et al. 2019). The re-
sults of these studies confirm that WASP-19b is a Jupiter-
like planet (MP = 1.11 MJ, RP = 1.39 RJ) in a very short
orbit (P ∼ 19 h) hosted by an active G8V solar-type star
(M? = 0.9 M, R? = 1.0 R, Age ∼ 11 Gyr; Hebb et al.
2010; Knutson et al. 2010; Anderson et al. 2013; Huitson
et al. 2013; Tregloan-Reed et al. 2013). Given the brief time
it takes to orbit once around its host, WASP-19b was one of
the first ultra-short period planets discovered.
Planets so close to their host stars are subject to strong
tidal interactions that may entirely dominate the planetary
orbital evolution (Levrard et al. 2009; Matsumura et al.
2010). Particularly, in systems such as WASP-19, where the
stellar rotation period is larger than the orbital period, the
tidal dissipation in the star might transfer angular momen-
tum from the orbit to the stellar spin, leading to orbital de-
cay. According to the calculations performed by Matsumura
et al. (2010), because the total angular momentum of the
c© 2015 The Authors
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system (considering conservatively that it is conserved) is
smaller than the critical value (which depends on the masses
and moments of inertia of both star and planet), the plan-
etary orbit is unstable and the planet is expected to cross
its Roche limit and to be tidally disrupted. By considering
convective damping equilibrium tides as prescribed by Zahn
(1977), Valsecchi & Rasio (2014) predicted that as a result
of orbital decay after 10 years of observations the transit
arrival time of WASP-19b would be shifted by a minimum
of 34 seconds. Essick & Weinberg (2016) studied the orbital
evolution of several hot Jupiters due to the excitation of g-
modes in solar-type stars as a consequence of the tides raised
by the planets. For the WASP-19 system, they found a decay
time of 9.2 Myr and a mid-transit time shift of 191 seconds
after 10 years. Moreover, recently, the results of some em-
pirical studies (Mancini et al. 2013; Espinoza et al. 2019),
based on transit observations, have provided hints of a pos-
sible variation in the mid-transit times of WASP-19b. In this
sense, Mancini et al. (2013) found that a linear ephemeris is
not a good fit (χ2r = 1.98) for the 54 transit times that they
analyzed as a function of the epoch, although these authors
attribute it to a subestimation of the transit time errors.
On the other hand, Espinoza et al. (2019) computed new
ephemeris for the system by considering the 54 datasets of
Mancini et al. (2013) and their 6 new transit light curves.
They detected a systematic difference of ∼ 40 seconds be-
tween the 2014-2015 data and those of 2017. Given that the
errors in these transit timings are 10 seconds at most, the
authors interpret this difference as significant. In order to
elucidate if the orbit of WASP-19b is suffering measurable
orbital decay, in 2016 we started a photometric monitoring of
the primary transits of this system, that produced a total of
12 complete transit light curves. In this work, we present the
results of the homogeneous analysis of these newly acquired
transits and 62 transit light curves from the literature, that
allowed us to study the long-term evolution of the system
over one decade and test the predictions of its expected or-
bital decay.
This paper is organized as follows: in Section 2, we
present our observations and data reduction. In Section 3,
we describe the data modeling and the determination of the
photometric parameters. The analysis of how the mid-transit
times are affected by the selection of the initial parameters
is presented in Section 4, and the study of orbital decay and
periodic transit timing variations, including the search for
companions in the system and a dynamical analysis, in Sec-
tion 5. Finally, the summary and discussion are in Section
6.
2 OBSERVATIONS AND DATA REDUCTION
We observed 12 new full transits of WASP-19b between May
2016 and April 2019 with the four different facilities de-
scribed below.
2.1 CASLEO Observatory
Three complete transit light curves were obtained with the
2.15-m Jorge Sahade telescope at CASLEO (Complejo As-
trono´mico El Leoncito) in Argentina. All the observations
were performed with the 2048×2048 13.5 µm-size pixel
Roper Scientific camera, with a circular FoV of 9’ diameter
provided by a focal reducer at a plate scale of 0.45 arcsec
per pixel. Two transits were observed with a Johnson R fil-
ter and the other one with a Johnson V filter. As calibration
images, we took 10 bias, 10 sky- and 10 dome-flat frames per
night. Dark frames were not acquired due to a low intensity
dark current level. In all the three cases, an averaged bias
was subtracted from the science images acquired during the
night and then, they were divided by a master flat obtained
as the median combined bias-corrected individual sky-flats
using standard IRAF1 routines. The lowest dispersions in
relative flux were computed for the transit light curves ob-
tained from images corrected by sky-flat field frames, so we
used them (and not the ones coming from images corrected
by dome-flat fields) for the analysis presented in the next
sections.
2.2 EABA Observatory
Six complete transit light curves were acquired with the
1.54-m telescope, operated with the Newtonian focus, at the
Estacio´n Astrof´ısica de Bosque Alegre (EABA) in Argentina.
The observations of the first five transits were carried out
with an Apogee Alta F16M camera of 4096×4096 9 µm-
size pixel with a FoV=16.8’×16.8’ and a scale of 0.25 arcsec
per pixel. While the observations of the most recent transit
were performed with a 3070×2048, 9 µm-size pixel Apogee
Alta U9 camera, which also provides a scale of 0.25 arcsec
per pixel and a 8’×12’ field of view. We used a Johnson
R filter for the observation of five transits and a Johnson
I filter for the other one. As calibration images, each night
we took 10 bias, 8 dark frames and 15 dome flat-fields in
the corresponding band. By using standard IRAF routines,
we subtracted from science images an averaged bias and a
median-combined bias-corrected dark frame and finally di-
vided them by a master flat generated as the median com-
bined bias- and dark-corrected flat-field frames.
2.3 PEST Observatory
Two transits (one complete and one partial) were observed
in the RC band at the Perth Exoplanet Survey Telescope
(PEST) observatory located in Western Australia. PEST
is a home observatory with a 12-inch Meade LX200 SCT
f/10 telescope with an SBIG ST-8XME CCD camera, and is
equipped with a BVRCIC filter wheel, a focal reducer yield-
ing f/5, and an Optec TCF-Si focuser. PEST has a 31’×21’
field of view and a 1.2 arcsec per pixel scale. Image cali-
bration was done with master darks and twilight flats, con-
sisting of 40 and ∼ 100 individual frames respectively. The
image reduction was done using C-Munipack2.
1 IRAF is distributed by the National Optical Astronomy Obser-
vatories, which are operated by the Association of Universities for
Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
2 http://c-munipack.sourceforge.net/
MNRAS 000, 1–18 (2015)
Discarding orbital decay in WASP-19b 3
2.4 FRAM Telescope
Two complete transit light curves were observed with the
FRAM (F/(Ph)otometric Robotic Atmospheric Monitor)
telescope, which is a part of the Pierre Auger Observatory
located near the town of Malargu¨e in the province of
Mendoza, Argentina. The main task of the FRAM telescope
is the continuous night-time monitoring of the atmospheric
extinction and its wavelength dependence for the Pierre
Auger Observatory. The additional activities of the FRAM
telescope include photometry of selected variable stars and
exoplanets, astrometry measurement and photometry of
comets and asteroids, and observations of optical counter-
parts of gamma ray bursts. FRAM is a 12-inch, f/10 Meade
Schmidt-Cassegrain equipped with a Optec 0.66× focal
reducer and a micro-focuser. The light from the telescope is
collected by a Moravian Instruments CCD camera G2-1600
with the KAF-1603ME sensor that has 1536×1024 pixels
and a field of view of 23’×15’. The camera has a maximum
quantum efficiency of more than 80% and an integrated filter
wheel occupied by a set of photometric BVRI filters. This
setup reaches 16-17 mag for a 60 second unfiltered exposure.
Middle times of CASLEO, EABA, and PEST images
were recorded in Heliocentric Julian Date based on Coordi-
nated Universal Time (HJDUTC), while those of the FRAM
images are in units of Julian Date based on Coordinated
Universal Time (JDUTC).
On the reduced images acquired at the CASLEO,
EABA, and FRAM facilities, we measured precise instru-
mental magnitudes with the FOTOMCAp code (Petrucci
& Jofre´ 2016). This code applies the method of aperture
correction (Howell 1989; Stetson 1990), which combines the
magnitude measured with the growth-curve technique and
the one determined at the aperture that provides the highest
signal-to-noise ratio for every star at each individual image.
The photometric error adopted for each instrumental mag-
nitude is that computed by the IRAF phot task. After trans-
forming the instrumental magnitudes of all the stars found
by the IRAF daofind task in fluxes, we obtained the transit
light curve of each night by dividing the flux of WASP-19,
measured per image, by the summed fluxes of an ensemble
of non-variable stars with the same brightness as the sci-
ence target, when possible. For the reduced images taken
at PEST Observatory, the photometry was done by using
C-Munipack adopting the same criteria explained before to
select the comparison stars. Specific details of the observa-
tions of our complete transits are presented in Table 1.
2.5 Literature and public data
Given that the main purpose of this study is to analyze the
mid-transit times evolution of WASP-19b over the longest
possible time-coverage, we collected other 62 complete
phase-coverage transit light curves from the previous works
and public databases listed below:
• Hebb et al. (2010): One transit observed in the z-band
with the 2-m Faulkes Telescope South (FTS) in Australia on
2008 December 17. The images central times were recorded
in HJDUTC.
• Hellier et al. (2011b): One transit observed in a Gunn-r
filter with the 3.58-m New Technology Telescope (NTT),
operated at European Southern Observatory (ESO) La
Silla in Chile on the night of 2010 February 28. The images
central times were recorded in HJDUTC.
• Dragomir et al. (2011): One transit observed in a
Cousins R-band filter with the 1-m telescope at Cerro
Tololo Inter-American Observatory (CTIO) in Chile on the
night of 2011 January 18. The central times of the images
are in units of JDUTC.
• Lendl et al. (2013): A total of 11 transits observed
between May 2010 and May 2012. Three of them obtained
in the IC-, Gunn-z’-, and Gunn-r’-bands with the EulerCam
at the 1.2-m Euler-Swiss Telescope at ESO La Silla Obser-
vatory (Chile), and the eight remaining transits observed in
the I+z’ filter with the 0.6-m TRAPPIST telescope, also at
ESO La Silla Observatory in Chile. All the middle times in
the images are in HJDUTC.
• Mancini et al. (2013): A total of 10 transits observed
between May 2010 and April 2012. Seven of them were
obtained in a Gunn-i filter using the DFOSC imager
mounted on the 1.54-m Danish Telescope at La Silla in
Chile and the other three, observed simultaneously on the
night of 2012 April 15 in the J-, K-, and H-band with the
Gamma Ray Burst Optical and Near-Infrared Detector
(GROND) instrument mounted on the MPG/ESO 2.2-m
telescope also at ESO La Silla. The images central times
were recorded in HJDUTC.
• Bean et al. (2013): 18 light curves corresponding to
two transits obtained in white light through multi-object
spectroscopy the nights of 2012 March 13 and 2012 April
4 with the MMIRS instrument on the Magellan II (Clay)
telescope at Las Campanas Observatory in Chile. Each
transit observed in white light was split in nine light curves
obtained at different wavelength bins, ranging from 1.25
to 2.35 µm. In this case, central times were recorded in
Heliocentric Julian Date in Barycentric Dynamical Time
(HJDTDB).
• Sedaghati et al. (2017): three transits observed between
November 2014 and February 2016 through multi-object
spectroscopy with the 8.2-m Unit Telescope 1 (UT1) of
the ESO’s Very Large Telescope (VLT) in Chile. For each
observation, they used the grisms: 600B (blue), 600RI
(green) and 600z (red) of the FORS2 spectrograph, which
cover the wavelength domain between 0.43 and 1.04 µm.
In this case, the available data consist of three tables
with times and normalized fluxes measured on a series
of wavelength bins spanning the full wavelength range in
which each transit was observed. We recovered the three
light curves i.e., estimated the flux and error for each time
of every night, by performing the average and standard
deviation of the normalized fluxes estimated in each bin.
The central times of the images are in units of JDUTC.
• Espinoza et al. (2019): three transits observed in
white light through multi-object spectroscopy between
March 2014 and April 2017 with the Inamori-Magellan
MNRAS 000, 1–18 (2015)
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Table 1. Log of our observations
Date Telescope Camera Filter Bin-size X Exposure Time (s) Nobs σ(mag)
2016 May 09 0.30-m PEST SBIG RC 1x1 1.0 → 2.4 120 117 0.0022
2016 Jun 06 1.54-m EABA F16M R 2x2 1.23 → 2.36 40 310 0.0025
2016 Jun 10 1.54-m EABA F16M R 2x2 1.09 → 2.0 40 302 0.0033
2016 Jul 06 0.30-m FRAM G2-1600 R 1x1 1.28 → 2.79 120 91 0.0034
2016 Dec 16 1.54-m EABA F16M R 2x2 1.17 → 1.03 25, 35 432 0.0026
2017 Jan 23 2.15-m CASLEO Roper R 2x2 1.36 → 1.04 12, 15, 17, 30, 40 461 0.0026
2017 Jan 30 1.54-m EABA F16M I 2x2 1.06 → 1.25 50 276 0.0018
2017 Feb 07 0.30-m FRAM G2-1600 R 1x1 1.16 → 1.01 120 83 0.0036
2017 Nov 21 1.54-m EABA F16M R 4x4 1.65 → 1.08 20, 30 376 0.0033
2017 Dec 21 2.15-m CASLEO Roper V 2x2 1.38 → 1.04 30 281 0.0029
2019 Feb 12 2.15-m CASLEO Roper R 2x2 1.16 → 1.73 27 196 0.0035
2019 Apr 10 1.54-m EABA U9 R 2x2 1.05 → 1.67 40 449 0.0017
Note: Date is given for the beginning of the transit, X is the airmass change during the observation, Nobs is the number of useful
exposures, and σ is the standard deviation of the out-of-transit data-points.
Areal Camera and Spectrograph (IMACS), mounted at
the Magellan Baade 6.5-m Telescope in Las Campanas
Observatory (LCO) in Chile. Central times of the images
are in units of Barycentric Julian Dates in Barycentric
Dynamical Time (BJDTDB). Given that the photometric
errors were not provided, we adopted the standard deviation
of the out-of-transit data points as the uncertainty of each
measured magnitude in the light curve.
• ETD (Exoplanet Transit Database3; Poddany´ et al.
2010): A total of 14 transits observed between March 2010
and March 2019, one obtained in a I filter, one in a V filter,
one in an R filter, three in an RC filter and the remaining
ones without using filter. These transits were observed with
telescopes of different sizes ranging from 0.23- to 2.15-m. For
those light curves with no photometric errors, we adopted
the standard deviation of the out-of-transit data points as
uncertainty. The middle times were recorded in HJDTDB
and in Geocentric Julian Date based on Coordinated
Universal Time (GJDUTC).
As further explained in Section 5, the mid-times of the
transits collected from the literature, including all from the
ETD, as well as those observed by our team were converted
to the Barycentric Julian Date system (Eastman et al. 2010).
3 DETERMINATION OF PHOTOMETRIC
PARAMETERS
We used version 34 of the JKTEBOP4 code (Southworth
et al. 2004) to fit the 74 full-transit light curves. This code
assumes both, star and planet, are represented as biaxial
spheroids (adopting the spherical approximation for the cal-
culation of light lost during transit) and uses numerical in-
tegration of concentric circles over each component to cal-
culate the resulting light curve. In order to determine the
3 The Exoplanet Transit Database (ETD) can be found
at:http://var2.astro.cz/ETD/credit.php; see also TRESCA
at:http://var2.astro.cz/EN/tresca/index.php
4 http://www.astro.keele.ac.uk/jkt/codes/jktebop.html
photometric parameters of the system, the fitted quanti-
ties were the inclination (i), the sum of the fractional radii
(Σ = r? + rP)
5, the ratio of the fractional radii (k = rP /r?),
the flux level of the out-of-transit data (l0), the linear and
non-linear quadratic limb-darkening coefficients (q1 and q2),
the mid-transit time (T0), and the coefficients of a second
order polynomial to normalize the light curves6. The values
of the orbital period (P ), eccentricity (e), and mass ratio
were kept as fixed quantities for our entire analysis.
As initial values for the parameters modeled by JK-
TEBOP, we considered the values of i, Σ, k, and P esti-
mated by Mancini et al. (2013), e equal to zero, and mass
ratio = 0.00114 calculated as the ratio of the planet and
stellar masses computed by Hellier et al. (2011b). Also, we
assumed a quadratic limb darkening (LD) law, except for
the transit light curves of Bean et al. (2013) for which we
adopted linear LD coefficients, indicated by the authors as
the LD law that allows the best-fitting to the observations.
For all the transits, the values of the linear and non-linear
coefficients for WASP-19 were calculated with the JKTLD7
code by bilinearly interpolating Teff and log g of the host
star in published tables of coefficients calculated from stel-
lar model atmospheres. In this case, we used the tabulations
of Claret (2000, 2004) computed from ATLAS atmospheric
models (Kurucz 1993). As input for JKTLD, we adopted for
WASP-19, Teff = 5591 ± 62 K and log g = 4.46 ± 0.09 cgs
5 r? =
R?
a
and rP =
RP
a
are the ratios of the absolute radii of
the star and the exoplanet, respectively, to the semimajor axis
(a).
6 The simultaneous fitting of this second order polynomial en-
ables to normalize the light curve by removing any parabolic trend
produced by differential extinction, stellar activity, and/or differ-
ences between the spectral types of the stars used as comparisons
and WASP-19. However, this approach is not good to eliminate
red noise components associated with shifts in the position of
the star on the CCD, seeing fluctuations, background variations,
among others, that affect the measured stellar flux. In order to
account for and properly remove this systematics, it would be
required, for example, to multiply the transit model by a polyno-
mial of any combination of these parameters with an order higher
than two.
7 http://www.astro.keele.ac.uk/jkt/codes/jktld.html
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as measured by Mortier et al. (2013), [Fe/H]= 0.3 dex and
vturb = 2 kms
−1.
Given that many of the filters used to carry out the ob-
servations do not have theoretical LD coefficients computed
in Claret (2000, 2004), we considered as initial LD values
those corresponding to the filters with effective wavelengths
closest to the real ones. Then, for the observations performed
in the Cousins I+Sloan z′ and z′ bands, we adopted the val-
ues of the Sloan z′ filter. For transits acquired in the Johnson
R and I bands, the values tabulated for the Cousins R and
I filters were used. For the Gunn r′ band, the Sloan r′ filter
was adopted. In the case of transits observed in the Gunn
i′, the Sloan i′ filter was considered. For those light curves
observed with no filter, we used the average of the values in
the Johnson V and the Cousins R bands as in Nascimbeni
et al. (2013). Finally, the initial LD coefficients assumed for
the observations in the J-, H-, and K- bands of GROND and
those obtained by Bean et al. (2013) in the same wavelength
range, were those of Johnson J, H, and K. Here, it is impor-
tant to notice that, as previously demonstrated in Petrucci
et al. (2018), the initial values adopted for the LD coeffi-
cients, even if they correspond to a filter with a different
effective wavelength than that of the band used to perform
the observations, cause a negligible effect on the measured
mid-transit times with changes in the ephemeris within its
1σ error.
As in previous works, once the initial values of the pa-
rameters were set, we performed a two steps procedure to
find the best-fitting model for each transit:
• First, we used a Levenberg-Marquardt optimization
algorithm provided by JKTEBOP to carry out three
different fits. Each fit regards as free parameters i, Σ, k, l0,
T0, the coefficients of a second order polynomial and also
considers: a) the linear and non-linear LD coefficients as
free quantities, or b) the linear coefficient slightly perturbed
and the non-linear freely varying, or c) both LD coefficients
fixed. After comparing the results given by these three
possibilities, we adopted as the best model the one with the
smallest value of χ2r. The best model found indicates how
the LD coefficients of each particular transit have to be
treated (options a, b, or c) all along this section and also in
Sections 4 and 5, which include the influence of systematics
on the measurement of mid-times and the determination
of their values and errors. Before continuing with the next
step, we multiplied the photometric uncertainties by the
square root of the reduced chi-squared of the fit to get
χ2r = 1.
• Second, we estimated realistic errors and mean values
for the fitted parameters with two tasks provided by JK-
TEBOP: a residual permutation (RP) algorithm which ac-
counts for the red noise in the photometric data and Monte
Carlo simulations (10 000 iterations). To be conservative,
we kept the results obtained with the task that provided
the largest error. Then, the median and the asymmetric un-
certainties, σ+ and σ−, defined by the 15.87th and 84.13th
percentiles values of the selected distribution (i.e., −1σ and
+1σ respectively) were adopted as the best-fitting values
and errors for the fitted parameters.
In this study, we decided to analyze all the transits indi-
vidually, instead of performing a joint analysis, to obtain the
best set of photometric parameters of each transit indepen-
dently fitted. Given that all the transits were homogeneously
adjusted through the same fitting procedure, we estimated a
new set of reliable values for the photometric parameters of
the system from the best/high quality transits in our sample.
To assess the quality of each transit light curve, we used two
metrics: the photometric noise rate (PNR) and the β factor.
The first one is defined by Fulton et al. (2011) as,
PNR =
rms√
Γ
, (1)
where rms is the standard deviation of the transit residu-
als and Γ represents the median number of exposures per
minute. On the other hand, the β factor or the red noise
level is defined by Winn et al. (2008) as,
β =
σr
σN
, (2)
where σN represents the expected standard deviation in the
residuals, without binning, and σr is the standard deviation
of the residual average values computed into M bins of
N points each. In this work, the residuals were averaged
in bins from 10 to 30 minutes and, through Eq. 2, a β
value was measured for each of them. The median of these
individual measurements was considered as the red noise
level for the light curve. In summary, PNR characterizes the
scatter of the light curve (white noise) considering a specific
time interval, while β describes the degree of correlation
among the data points (red noise).
After carefully inspecting the transit observations and
their best fits, we considered the 40 light curves with PNR
≤ 3 mmag and β ≤ 1.1 as the highest quality transits of
our sample. For these selected light curves, we kept the me-
dian and asymmetric errors of the photometric parameters
given by the algorithm (Monte Carlo or Residual Permuta-
tion) which gave the largest error. Then, following the stan-
dard procedure, the system’s final values of i, Σ, and k were
calculated as the weighted average and the standard devia-
tion of the measurements of each of the 40 chosen transits8.
These values are in agreement, within errors, with the es-
timations of previous works (Hebb et al. 2010; Lendl et al.
2013; Tregloan-Reed et al. 2013; Bean et al. 2013; Mancini
et al. 2013; Espinoza et al. 2019) as can be seen in Table 2,
where they are compared with the results of some of these
past studies. Although our measurements are not as precise
as the values reported in the literature, it is worthwhile to
notice that they were computed from a large sample of tran-
sits all homogeneously analyzed, and we have conservatively
estimated our uncertainties to avoid skewing our timing re-
sults.
We show the new full transits observed by our team and
their best fit models in Figure 1, and in Table 3, we list the
8 This methodology assures that the final estimations of i, Σ, and
k are not biased by the values derived from low significance data
which present the largest errors. This is owing to each of these
final quantities is computed as the weighted average of the values
measured only from the 40 high-quality transits of our sample,
where the weights are calculated as the inverse of the quadratic
error in the parameter.
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Table 2. Photometric parameters derived in this work along with the values previously determined by Tregloan-Reed et al. (2013),
Mancini et al. (2013), and Espinoza et al. (2019)
Parameter This work Tregloan-Reed et al. (2013) Mancini et al. (2013) Espinoza et al. (2019)
i 79.3 ± 1.3 78.94 ± 0.23 78.76 ± 0.13 79.29 ± 0.10
k 0.145 ± 0.006 0.1428 ± 0.0006 0.14259 ± 0.00023 0.14233 ± 0.00050
r?+rP 0.3245 ± 0.0147 0.3301 ± 0.0019 0.33091 ± 0.00074 –
r? 0.2838 ± 0.0120 – 0.28968 ± 0.00065 0.28169a ± 0.00111a
rP 0.039 ± 0.004 – 0.04124 ± 0.00012 –
a: These numbers were calculated from the value of a/R? and its error published in Espinoza et al. (2019).
photometric parameters obtained for the 74 complete transit
light curves.
4 ASSESSMENT OF THE SYSTEMATIC
UNCERTAINTIES ON THE MID-TRANSIT
TIME MEASUREMENTS
As can be noticed in columns 8 and 9 of Table 3, our sample
is composed of different quality transits, with a wide range
of values of PNR and levels of red noise. The higher values of
β imply the presence of systematics in the light curve which
may have a non-astrophysical origin (such as that related
with changes during the observations in the environmental
and atmospheric variables i.e., temperature, airmass, fwhm,
level of counts from the sky, etc, also introduced by the in-
struments used to acquire the data, shifts in the position
of the star on the CCD, bad correction for pixel sensitivity,
etc), or having an astrophysical nature (such as the system-
atics produced by stellar activity). This can be the case for
WASP-19 which is an active star and might present a mod-
ulation or anomalies in the light curves due to spot-crossing
events (Hebb et al. 2010; Tregloan-Reed et al. 2013). There-
fore, given that the main purpose of this work is to evaluate
the existence of orbital decay, which depends directly on
the errors in the mid-transit times measurements, we ex-
plored, in the first place, the influence of the values of the
photometric parameters on the mid-times and, afterwards,
the influence of the data quality and symmetry of the light
curve.
With the first goal in mind, we carried out the three
steps procedure described below:
• First, we assessed how different the values of the
photometric parameters can be from those of Mancini et al.
(2013), in order to still have a model that properly describes
the observations. To do this, we ran JKTEBOP by keeping
i, Σ, and k fixed, and sampling ±5σ around those estimated
by Mancini et al. (2013). The photometric parameters l0
and T0 were fitted, while q1 and q2 were allowed to freely
varying or not depending on the option chosen in Section
3 about how to manage the LD coefficients. As values of
these four parameters, we assumed the same considered in
Section 3.
• Then, after visually inspecting the observations and
their models, we defined for each transit ranges for the
values of the photometric parameters in which it is war-
ranted that the model computed with JKTEBOP, correctly
represents the observations. In all these cases, we found
that the ∆χ2 = χ2mod − χ2min of the model is well within 1σ
i.e., the 68.3% confidence level. We performed this step to
avoid adopting values for the photometric parameters that
lead to models that do not properly describe the data.
• We performed 1000 runs of JKTEBOP randomly vary-
ing the adopted values of the photometric parameters: i,
Σ, and k (all together and also individually9) in the ranges
defined in the previous step. For each transit light curve,
we computed the mean value and standard deviation of the
mid-transit times given as outputs of these different runs.
In Figure 2, we show the distribution of mid-transit times
for the transit observed on April 15, 2012 in the K-band,
where the adopted values of all the photometric parame-
ters were allowed to vary (top panel), and the reduced chi-
square (between 1.05 and 1.12) resulting after varying the
adopted value of the inclination within±5σ of measurements
by Mancini et al. 2013 (bottom panel).
One important point to notice here is that the incli-
nation is the photometric parameter that most strongly af-
fects the measured mid-transit times, producing variations
as large as 20 seconds in the most extreme case. The values
of depth and sum of relative radii play a minor role, causing
variations in the mid-transit times of up to 1 second and
less than 1 second, respectively. Additionally, as mentioned
in Section 3, the influence of the values of the LD coefficients
on the error in the measurement of T0 is negligible.
Furthermore, we checked if the models for the mid-
times found by JKTEBOP by changing the adopted values
of the photometric parameters are related to the quality
of the light curve (level of white/red noise). Then, after
applying the procedure described above, first we searched
for possible correlations between the red noise level and
standard deviation found for the mid-transit time (σT0) of
each light curve. In order to remove any possible influence
of different values of PNR on those of σT0 , we analyzed
the transits in three distinct groups depending on their
measured photometric noise rate: those with PNR ≤ 1.5
mmag (named “Group 1”), the ones with 1.5 mmag <
PNR ≤ 3 mmag (Group 2) and finally, transits with
PNR > 3 mmag (Group 3). We also considered a group
consisting of all the 74 transits (“Group All-β”). For each
of these datasets, we computed the Pearson coefficient10
9 In this case, when the adopted value of only one of the param-
eters was varied, the other two were kept fixed to those obtained
by Mancini et al. (2013).
10 In order to decide if a positive or negative correlation is weak,
moderate or strong we adopted the following criteria, already used
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Table 3. Photometric parameters and quality factors determined for the 74 transit light curves analyzed in this work
Date Epoch i Σ k r? rP PNR β Filter Reference
Dec 17, 2008 53 80.66 +1.26−1.29 0.3046
+0.0150
−0.0140 0.1391
+0.0030
−0.0037 0.2674
+0.0127
−0.0122 0.0483
+0.0089
−0.0080 0.0013 1.2074 z 1
Feb 28, 2010 609 78.85 +0.55−0.66 0.3282
+0.0070
−0.0063 0.1433
+0.0018
−0.0030 0.2872
+0.0059
−0.0053 0.0374
+0.0018
−0.0019 0.0009 0.9904 Gunn-r 2
Mar 04, 2010 614 81.38 +4.30−2.99 0.2999
+0.0336
−0.0313 0.1405
+0.0048
−0.0139 0.2634
+0.0285
−0.0266 0.0369
+0.0049
−0.0059 0.0033 0.9773 clear 3
Mar 18, 2010 632 80.43 +5.06−4.52 0.3257
+0.0502
−0.0493 0.1416
+0.0081
−0.0077 0.2859
+0.0407
−0.0419 0.0415
+0.0062
−0.0067 0.0054 0.8379 clear 4
May 18, 2010 709 80.38 +1.33−1.20 0.3109
+0.0119
−0.0123 0.1431
+0.0028
−0.0045 0.2722
+0.0101
−0.0106 0.0394
+0.0066
−0.0053 0.0014 0.8135 Gunn-i 5
May 21, 2010 714 79.00 +0.94−0.93 0.3213
+0.0107
−0.0110 0.1426
+0.0016
−0.0019 0.2812
+0.0092
−0.0094 0.0396
+0.0014
−0.0017 0.0015 0.8101 I+z’ 6
Jun 05, 2010 733 80.49 +1.05−1.16 0.3110
+0.0105
−0.0126 0.1456
+0.0020
−0.0032 0.2712
+0.0090
−0.0103 0.0460
+0.0020
−0.0023 0.0016 0.6083 Gunn-i 5
Jun 20, 2010 752 80.25 +2.05−5.02 0.3261
+0.0523
−0.0185 0.1447
+0.0041
−0.0120 0.2854
+0.0445
−0.0159 0.0329
+0.0067
−0.0064 0.003 0.714 Gunn-i 5
Dec 09, 2010 969 81.14 +2.41−2.03 0.3051
+0.0206
−0.0243 0.1300
+0.0036
−0.0068 0.2699
+0.0173
−0.0168 0.0414
+0.0055
−0.0062 0.0022 0.5218 IC 6
Jan 08, 2011 1007 79.67 +1.13−1.00 0.3228
+0.0122
−0.0112 0.1416
+0.0037
−0.0038 0.2824
+0.0102
−0.0099 0.0386
+0.0037
−0.0031 0.0015 0.97 I+z’ 6
Jan 18, 2011 1021 80.66 +2.08−2.48 0.3020
+0.0268
−0.0199 0.1387
+0.0030
−0.0062 0.2653
+0.0227
−0.0177 0.0370
+0.0025
−0.0028 0.0024 0.9966 R 7
Jan 23, 2011 1026 79.87 +1.19−1.06 0.3117
+0.0118
−0.0129 0.1358
+0.0026
−0.0028 0.2744
+0.0100
−0.0113 0.0372
+0.0019
−0.0020 0.0015 0.9854 I+z’ 6
Jan 23, 2011 1026 78.17 +0.77−0.74 0.3343
+0.0076
−0.0107 0.1441
+0.0020
−0.0021 0.2917
+0.0070
−0.0086 0.0366
+0.0077
−0.0067 0.0013 0.7031 Gunn-r’ 6
Feb 01, 2011 1038 83.53 +6.33−3.62 0.2759
+0.0576
−0.0268 0.1365
+0.0081
−0.0074 0.2424
+0.0509
−0.0226 0.0361
+0.0053
−0.0085 0.0058 1.2582 RC 8
Feb 08, 2011 1047 77.37 +3.51−2.90 0.3501
+0.0361
−0.0399 0.1471
+0.0054
−0.0167 0.3064
+0.0329
−0.0324 0.0454
+0.0039
−0.0054 0.0037 0.9181 RC 8
Feb 10, 2011 1049 77.28 +1.22−1.95 0.3482
+0.0165
−0.0112 0.1518
+0.0080
−0.0089 0.3017
+0.0165
−0.0103 0.0463
+0.0025
−0.0026 0.0017 1.0489 I+z’ 6
Feb 14, 2011 1054 78.57 +1.27−1.43 0.3309
+0.0153
−0.0146 0.1449
+0.0019
−0.0035 0.2888
+0.0135
−0.0127 0.0445
+0.0014
−0.0029 0.0017 0.8804 Gunn-z’ 6
Feb 15, 2011 1055 82.03 +2.98−2.10 0.2958
+0.0217
−0.0233 0.1372
+0.0047
−0.0068 0.2601
+0.0180
−0.0194 0.0358
+0.0036
−0.0041 0.0023 0.3502 I+z’ 6
Mar 02, 2011 1074 79.86 +2.03−1.48 0.3190
+0.0146
−0.0198 0.1407
+0.0041
−0.0053 0.2797
+0.0124
−0.0163 0.0370
+0.0075
−0.0061 0.0019 0.426 I+z’ 6
Mar 03, 2011 1076 79.43 +6.75−5.21 0.3230
+0.0698
−0.0415 0.1329
+0.0082
−0.0167 0.2838
+0.0634
−0.0354 0.0393
+0.0057
−0.0086 0.0048 0.937 RC 8
Apr 04, 2011 1116 81.47 +1.47−0.94 0.2911
+0.0110
−0.0173 0.1354
+0.0038
−0.0044 0.2562
+0.0093
−0.0145 0.0399
+0.0027
−0.0023 0.0017 1.6274 I+z’ 6
May 08, 2011 1159 80.01 +1.68−2.02 0.3161
+0.0227
−0.0216 0.1395
+0.0047
−0.0059 0.2773
+0.0193
−0.0191 0.0380
+0.0028
−0.0020 0.0028 1.1419 Gunn-i 5
May 11, 2011 1164 79.52 +0.95−1.38 0.3204
+0.0355
−0.0118 0.1402
+0.0076
−0.0138 0.2803
+0.0342
−0.0101 0.0395
+0.0016
−0.0019 0.0012 1.217 Gunn-i 5
May 22, 2011 1178 77.50 +2.22−1.67 0.3400
+0.0174
−0.0281 0.1367
+0.0027
−0.0060 0.2985
+0.0149
−0.0239 0.0369
+0.0042
−0.0061 0.0025 0.6181 Gunn-i 5
May 26, 2011 1183 81.50 +1.63−1.42 0.3031
+0.0286
−0.0128 0.1370
+0.0105
−0.0081 0.2663
+0.0266
−0.0122 0.0354
+0.0033
−0.0030 0.0015 0.7159 Gunn-i 5
Mar 13, 2012 1552 78.66 +0.96−1.18 0.3274
+0.0142
−0.0114 0.1407
+0.0014
−0.0024 0.2869
+0.0132
−0.0096 0.0387
+0.0063
−0.0091 0.0017 1.0022 1.25-1.33 µm 9
Mar 13, 2012 1552 79.11 +1.26−1.00 0.3282
+0.0120
−0.0139 0.1450
+0.0025
−0.0032 0.2856
+0.0113
−0.0116 0.0384
+0.0039
−0.0050 0.0018 1.2523 1.4-1.5 µm 9
Mar 13, 2012 1552 79.70 +0.56−0.52 0.3196
+0.0038
−0.0064 0.1564
+0.0012
−0.0022 0.2764
+0.0035
−0.0057 0.0431
+0.0012
−0.0014 0.0012 0.8852 1.5-1.6 µm 9
Mar 13, 2012 1552 78.82 +0.83−0.68 0.3271
+0.0079
−0.0095 0.1434
+0.0022
−0.0025 0.2860
+0.0071
−0.0084 0.0322
+0.0079
−0.0038 0.0012 0.9867 1.6-1.7 µm 9
Mar 13, 2012 1552 79.40 +0.71−0.74 0.3207
+0.0103
−0.0101 0.1376
+0.0029
−0.0031 0.2820
+0.0086
−0.0089 0.0414
+0.0040
−0.0076 0.0014 1.2102 1.7-1.8 µm 9
Mar 13, 2012 1552 78.90 +0.91−0.91 0.3246
+0.0106
−0.0105 0.1436
+0.0015
−0.0016 0.2838
+0.0093
−0.0090 0.0391
+0.0016
−0.0017 0.0018 0.571 1.95-2.05 µm 9
Mar 13, 2012 1552 77.93 +0.69−0.60 0.3377
+0.0070
−0.0075 0.1441
+0.0011
−0.0011 0.2948
+0.0066
−0.0063 0.0345
+0.0022
−0.0024 0.0012 0.7515 2.05-2.15 µm 9
Mar 13, 2012 1552 79.95 +0.96−0.80 0.3123
+0.0088
−0.0105 0.1413
+0.0012
−0.0024 0.2737
+0.0074
−0.0094 0.0349
+0.0157
−0.0056 0.0015 0.815 2.15-2.25 µm 9
Mar 13, 2012 1552 82.07 +2.53−2.24 0.2917
+0.0242
−0.0203 0.1375
+0.0030
−0.0041 0.2565
+0.0208
−0.0170 0.0351
+0.0030
−0.0048 0.0025 0.8573 2.25-2.35 µm 9
Apr 04, 2012 1580 76.70 +0.79−0.68 0.3532
+0.0073
−0.0093 0.1484
+0.0014
−0.0018 0.3076
+0.0069
−0.0083 0.0371
+0.0027
−0.0022 0.0014 0.8314 1.25-1.33 µm 9
Apr 04, 2012 1580 78.28 +0.82−0.79 0.3347
+0.0093
−0.0093 0.1473
+0.0013
−0.0014 0.2916
+0.0081
−0.0079 0.0388
+0.0037
−0.0058 0.0016 0.7089 1.4-1.5 µm 9
Apr 04, 2012 1580 78.59 +0.70−1.07 0.3320
+0.0121
−0.0075 0.1461
+0.0013
−0.0016 0.2897
+0.0103
−0.0064 0.0418
+0.0009
−0.0013 0.0011 0.7849 1.5-1.6 µm 9
Apr 04, 2012 1580 78.77 +0.70−0.60 0.3293
+0.0067
−0.0069 0.1453
+0.0013
−0.0025 0.2875
+0.0062
−0.0063 0.0427
+0.0100
−0.0077 0.0011 1.0223 1.6-1.7 µm 9
Apr 04, 2012 1580 78.04 +0.54−0.63 0.3379
+0.0068
−0.0069 0.1437
+0.0012
−0.0014 0.2954
+0.0060
−0.0060 0.0395
+0.0018
−0.0018 0.0012 0.8126 1.7-1.8 µm 9
Apr 04, 2012 1580 79.08 +0.86−0.68 0.3279
+0.0080
−0.0102 0.1513
+0.0012
−0.0019 0.2846
+0.0073
−0.0087 0.0385
+0.0038
−0.0027 0.0017 0.9655 1.95-2.05 µm 9
Apr 04, 2012 1580 77.93 +0.70−0.60 0.3353
+0.0077
−0.0074 0.1441
+0.0014
−0.0017 0.2930
+0.0068
−0.0071 0.0403
+0.0021
−0.0023 0.0011 0.9173 2.05-2.15 µm 9
Apr 04, 2012 1580 79.29 +1.09−0.80 0.3217
+0.0089
−0.0122 0.1406
+0.0011
−0.0017 0.2821
+0.0077
−0.0106 0.0374
+0.0044
−0.0045 0.0014 0.6433 2.15-2.25 µm 9
Apr 04, 2012 1580 79.51 +1.34−1.01 0.3196
+0.0137
−0.0159 0.1434
+0.0045
−0.0040 0.2799
+0.0112
−0.0138 0.0399
+0.0018
−0.0019 0.0023 1.262 2.25-2.35 µm 9
Apr 15, 2012 1595 78.23 +1.23−1.56 0.3365
+0.0201
−0.0175 0.1455
+0.0048
−0.0039 0.2936
+0.0170
−0.0149 0.0406
+0.0090
−0.0079 0.0019 0.9515 H 5
Apr 15, 2012 1595 80.98 +1.58−1.21 0.3018
+0.0143
−0.0167 0.1320
+0.0026
−0.0029 0.2669
+0.0131
−0.0153 0.0390
+0.0021
−0.0020 0.0014 1.1579 J 5
Apr 15, 2012 1595 82.51 +3.05−2.50 0.2837
+0.0263
−0.0253 0.1332
+0.0051
−0.0034 0.2506
+0.0232
−0.0230 0.0398
+0.0021
−0.0022 0.0022 1.4577 K 5
May 15, 2012 1633 76.32 +1.60−1.94 0.3558
+0.0229
−0.0218 0.1432
+0.0021
−0.0084 0.3108
+0.0220
−0.0180 0.0455
+0.0072
−0.0065 0.0019 0.746 I+z’ 6
Feb 01, 2013 1964 77.03 +4.55−3.03 0.3526
+0.0350
−0.0438 0.1352
+0.0066
−0.0173 0.3101
+0.0325
−0.0368 0.0445
+0.0051
−0.0081 0.0051 0.6298 clear 10
Feb 11, 2013 1977 79.08 +2.98−3.00 0.3203
+0.0377
−0.0295 0.1408
+0.0107
−0.0098 0.2804
+0.0341
−0.0239 0.0416
+0.0052
−0.0056 0.0045 0.771 clear 4
Apr 08, 2013 2048 80.26 +2.05−2.61 0.3110
+0.0327
−0.0282 0.1365
+0.0064
−0.0097 0.2731
+0.0276
−0.0236 0.0386
+0.0046
−0.0047 0.0033 0.113 clear 4
May 24, 2013 2106 81.65 +7.14−2.96 0.3002
+0.0353
−0.0453 0.1419
+0.0094
−0.0081 0.2627
+0.0280
−0.0382 0.0370
+0.0074
−0.0065 0.0072 0.7942 clear 10
Mar 03, 2014 2465 82.01 +7.79−4.98 0.2884
+0.0698
−0.0325 0.1287
+0.0071
−0.0179 0.2565
+0.0599
−0.0288 0.0328
+0.0068
−0.0064 0.0044 0.7579 clear 4
Mar 22, 2014 2490 79.24 +0.94−1.76 0.3207
+0.0239
−0.0159 0.1361
+0.0045
−0.0060 0.2823
+0.0189
−0.0130 0.0387
+0.0014
−0.0015 0.0009 0.8471 clear 11
Mar 23, 2014 2490 77.99 +2.27−1.17 0.3364
+0.0127
−0.0253 0.1425
+0.0026
−0.0104 0.2945
+0.0105
−0.0219 0.0417
+0.0030
−0.0041 0.0025 0.6102 clear 12
Nov 15, 2014 2792 80.06 +0.19−0.20 0.3176
+0.0021
−0.0022 0.1390
+0.0014
−0.0016 0.2787
+0.0020
−0.0019 0.0417
+0.0015
−0.0018 0.0002 1.3064 clear 13
Jan 30, 2016 3351 78.33 +0.47−0.36 0.3324
+0.0048
−0.0052 0.1392
+0.0018
−0.0022 0.2919
+0.0042
−0.0046 0.0410
+0.0011
−0.0014 0.0005 2.089 clear 13
Feb 29, 2016 3389 79.46 +0.31−0.38 0.3205
+0.0038
−0.0030 0.1474
+0.0017
−0.0018 0.2793
+0.0035
−0.0028 0.0428
+0.0035
−0.0030 0.0005 0.5848 clear 13
May 09, 2016 3477 80.03 +3.83−2.99 0.3167
+0.0362
−0.0322 0.1391
+0.0041
−0.0107 0.2782
+0.0318
−0.0274 0.0387
+0.0044
−0.0058 0.0034 0.8907 RC 14
Jun 06, 2016 3513 79.39 +2.13−2.66 0.3208
+0.0297
−0.0216 0.1442
+0.0028
−0.0096 0.2800
+0.0263
−0.0185 0.0409
+0.0022
−0.0025 0.0021 1.1813 R 15
Jun 10, 2016 3518 79.20 +2.87−2.30 0.3234
+0.0334
−0.0378 0.1472
+0.0075
−0.0064 0.2813
+0.0275
−0.0312 0.0459
+0.0107
−0.0052 0.0029 1.0471 R 15
Jul 06, 2016 3551 80.52 +5.97−3.58 0.3130
+0.0467
−0.0506 0.1356
+0.0094
−0.0086 0.2755
+0.0392
−0.0430 0.0374
+0.0079
−0.0074 0.006 0.8156 R 16
Dec 02, 2016 3739 78.86 +1.19−1.02 0.3300
+0.0242
−0.0173 0.1616
+0.0299
−0.0196 0.2848
+0.0126
−0.0152 0.0299
+0.0072
−0.0024 0.0015 2.4622 I 17
Dec 16, 2016 3758 77.92 +2.64−1.81 0.3465
+0.0250
−0.0352 0.1521
+0.0144
−0.0130 0.2998
+0.0206
−0.0286 0.0462
+0.0030
−0.0038 0.0019 1.7937 R 15
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Figure 1. Complete transits of WASP-19b observed by our team. Blue, red, orange, and green colors indicate the photometric data
(circles) and error bars of the observations obtained at PEST, EABA, and CASLEO observatories and with the FRAM telescope,
respectively. Best-fittings are marked in solid black lines. For each transit the observatory/telescope, filter, and observation date are also
indicated.
(r) and the p-value between β and σT0 . These results are
summarized in Table 4. In all the four cases, it is possible
to see that r < 0.52 indicating weakly correlated parameters.
We also explored possible correlations between the val-
ues of PNR and σT0 for each light curve. In this case, in order
in Petrucci et al. (2018): i) strongly correlated parameters if -1 ≤
r . -0.8 or 0.8 . r ≤ 1, ii) moderatly correlated parameters if -0.8
. r . -0.5 or 0.5 . r . 0.8, and weakly correlated parameters if
-0.5 . r ≤ 0 or 0 ≤ r . 0.5.
to eliminate the effect of β on the values of σT0 , we sepa-
rated the light curves in three different groups depending
on their measured red noise level: those with β < 1 (Group
A), the ones with 1 ≤ β < 2 (Group B), and transits with
β ≥ 2 (Group C). Same as before, we compared the results
including all 74 transits in “Group All-PNR”. In Table 5, we
show the Pearson coefficient and p-value between PNR and
σT0 calculated for each group. Here, it can be seen that for
groups A, B and “All-PNR” the parameters are weakly cor-
related (r ≤ 0.5), but for Group C, r = 0.769 points out a
moderate correlation between the parameters. However, we
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Table 3. Continued
Date Epoch i Σ k r? rP PNR β Filter Reference
Jan 23, 2017 3806 80.24 +2.38−3.22 0.3077
+0.0405
−0.0316 0.1436
+0.0080
−0.0070 0.2686
+0.0346
−0.0264 0.0345
+0.0042
−0.0048 0.0024 2.8005 R 18
Jan 30, 2017 3815 79.93 +2.45−1.49 0.3195
+0.0173
−0.0205 0.1415
+0.0035
−0.0091 0.2795
+0.0149
−0.0170 0.0395
+0.0024
−0.0029 0.0018 1.1944 I 15
Feb 07, 2017 3825 74.51 +3.79−2.27 0.3841
+0.0336
−0.0430 0.1322
+0.0094
−0.0185 0.3314
+0.0376
−0.0286 0.0445
+0.0060
−0.0066 0.0048 0.6168 R 16
Feb 11, 2017 3830 80.68 +3.09−2.36 0.2977
+0.0293
−0.0241 0.1295
+0.0044
−0.0084 0.2642
+0.0236
−0.0206 0.0368
+0.0038
−0.0047 0.0009 2.3335 clear 12
Apr 12, 2017 3906 78.78 +0.90−0.76 0.3254
+0.0108
−0.0120 0.1475
+0.0034
−0.0046 0.2834
+0.0099
−0.0101 0.0379
+0.0028
−0.0027 0.0011 2.3205 clear 12
Nov 21, 2017 4189 77.73 +2.03−1.54 0.3459
+0.0160
−0.0208 0.1563
+0.0042
−0.0122 0.2990
+0.0139
−0.0165 0.0465
+0.0023
−0.0028 0.0021 0.984 R 15
Dec 21, 2017 4227 82.76 +7.10−6.05 0.3080
+0.0867
−0.0397 0.1361
+0.0209
−0.0115 0.2692
+0.0706
−0.0314 0.0354
+0.0041
−0.0037 0.0025 2.0785 V 18
Apr 04, 2018 4359 79.54 +3.06−3.00 0.3118
+0.0376
−0.0323 0.1393
+0.0024
−0.0066 0.2733
+0.0327
−0.0284 0.0390
+0.0016
−0.0017 0.0017 1.2029 R 19
Feb 12, 2019 4757 77.97 +1.81−1.59 0.3416
+0.0300
−0.0357 0.1664
+0.0186
−0.0141 0.2926
+0.0206
−0.0277 0.0420
+0.0019
−0.0042 0.0027 0.8879 R 18
Mar 06, 2019 4784 83.64 +6.26−3.93 0.2712
+0.0651
−0.0235 0.1311
+0.0076
−0.0056 0.2402
+0.0545
−0.0202 0.0320
+0.0067
−0.0042 0.0044 0.7301 V 20
Apr 10, 2019 4829 79.84 +1.07−0.93 0.3117
+0.0115
−0.0113 0.1436
+0.0021
−0.0029 0.2724
+0.0100
−0.0095 0.0406
+0.0030
−0.0035 0.0015 0.8415 R 15
Columns 3-7: Values of the derived photometric parameters and their errors. Column 8: Photometric noise rate. Column 9: Median
value for the red noise.
References: (1) Hebb et al. (2010); (2) Hellier et al. (2011b); (3) Colque J. (TRESCA); (4) Evans P. (TRESCA); (5) Mancini et al.
(2013); (6) Lendl et al. (2013); (7) Dragomir et al. (2011); (8) T.G. Tan (TRESCA); (9) Bean et al. (2013); (10) Masˇek M.; (11)
Espinoza et al. (2019); (12) Masˇek M., Honˇkova´ K., Jurysˇek J. (TRESCA); (13) Sedaghati et al. (2017); (14) This work (PEST); (15)
This work (EABA); (16) This work (FRAM); (17) Eduardo Ferna´ndez-Laju´s, Romina P. Di Sisto (TRESCA); (18) This work
(CASLEO); (19) Carl R Knight (TRESCA); (20) Anae¨l Wu¨nsche (TRESCA).
Figure 2. Results for the transit observed on April 15, 2012 in
the K-band. Top panel: Distribution of mid-transit times obtained
after 1000 runs of JKTEBOP considering the adopted values of
all the photometric parameters freely varying. Bottom panel: Re-
duced chi-square values of the models obtained by varying the
adopted value of the inclination in −5 to +5 times the error, σ,
computed by Mancini et al. (2013).
Table 4. Correlation between β and σT0
Group 1 Group 2 Group 3 Group All-β
r 0.224 0.515 0.035 0.262
p-value 0.241 0.003 0.900 0.023
Table 5. Correlation between PNR and σT0
Group A Group B Group C Group All-PNR
r 0.378 0.140 0.769 0.248
p-value 0.007 0.565 0.073 0.032
caution that this correlation is based only on 6 points and
the p-value is quite high, making this trend not very reliable.
Additionally, transit light curves with a high degree of
systematics and large dispersion in their photometric data-
points tend to have their 4 contact points poorly defined.
This makes it difficult for the model to correctly identify
the ingress and egress of the transit, which causes a poorly
constrained value for the inclination of the system and hence
a mid-transit time that is not well constrained. Having this
in mind, for all the transits in our sample, we measured the
values of β and PNR in sections of the light curve related
to the estimation of the inclination. These sections were de-
fined: i) Along the complete extension of the transit, ii) Be-
fore contact point 1, iii) Between contact points 1 and 2
(ingress), iv) Between contact points 2 and 3 (flat bottom),
v) Between contact points 3 and 4 (egress), vi) After contact
point 4, vii) Before contact point 1 and after contact point
4 (i.e., the out-of-transit), and viii) Between contact points
1 and 2 and contact points 3 and 4 (i.e., ingress and egress
together). Either considering all the 74 transits or after ex-
cluding 4 light curves with σT0 > 13 seconds, all our analyses
of the β-PNR plane adopting σT0 as the perpendicular axis,
did not show any clear correlation.
Symmetry can also play an important role in the de-
termination of mid-transit times. Hence, we compared dif-
ferent quality indicators for symmetric sections of the light
curve respect to T0: i) PNR between contact points 1 and 2
(ingress) and PNR between contact points 3 and 4 (egress),
ii) β between contact points 1 and 2 (ingress) and β between
contact points 3 and 4 (egress), iii) PNR/β between contact
points 1 and 2 (ingress) and PNR/β between contact points
3 and 4 (egress), iv) χ2 of the model to data before T0 and
after T0 (including, in both cases, the out-of-transit), and
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v) χ2 of the model to the ingress data-points and χ2 of the
model to the egress data-points. No correlation between the
degree of asymmetry, interpreted as the difference between
quality indicators, and σT0 was found. We obtained the same
null result in the search for a relation between the duration
of the out-of-transit before/after ingress/egress.
In the absence of any correlation between the error in
T0 and the quality or symmetry of the transit or the values
of the LD coefficients, we decided to adopt σT0 i.e., the stan-
dard deviation found for T0 by varying the fixed values of
the photometric parameters in ±1σ, as the specific limit to
the error in the mid-time of each transit due to the presence
of systematics eβT0 .
5 TIMING ANALYSIS
The time stamps of the 74 full transits analyzed in this
work were converted to Barycentric Julian Date in Barycen-
tric Dynamical Time, BJDTDB, with the online tool
11 that
uses the mathematical transformations described in East-
man et al. (2010).
The mid-transit time of each light curve was computed
with the JKTEBOP code by performing 10 000 Monte Carlo
(MC) simulations and by using the residual permutation
(RP) algorithm. In both cases, the only freely varying quan-
tities were T0, l0, the coefficients of the polynomial to fit the
out-of-transit data-points and the LD coefficients when cor-
responding. As initial values for the parameters, we adopted
i, k, and Σ as derived in Section 3, and for e, P , mass ratio,
and the quadratic LD coefficients we kept the same quanti-
ties used in our first run of JKTEBOP. To be conservative,
we adopted for the mid-time of each transit the mean value
and the symmetric uncertainties, ±σ, given by the task (MC
or RP) that provided the largest error. Here, ±σ or equiv-
alently efT0, correspond to the 68.3% values (or the 15.87th
and 84.13th percentiles) of the selected distribution. In or-
der to provide reliable uncertainties, the final error for each
mid-transit time measurement was computed as:
(eT0)
2 = (efT0)
2 + (eβT0)
2, (3)
where efT0 is the formal error calculated by the fit and e
β
T0
is the systematic error that accounts for the influence of the
adopted values of the photometric parameters on the derived
mid-times (see previous section). Our measurements of the
mid-transit times of each of the 74 full transits are given in
Table 6.
5.1 Searching for possible orbital decay
In order to confirm or rule out a possible orbital decay in
the system, we fitted a linear and a quadratic model to the
mid-transit times as a function of epoch. The linear model
assumes that the orbit is circular and the orbital period, P ,
is constant:
T0(E) = Tref + E × P (4)
11 http://astroutils.astronomy.ohio-
state.edu/time/hjd2bjd.html
Table 6. Mid-transit times and uncertainties calculated in this
work
Epoch T0 − 2450000 eT0 efT0 eβT0
[BJDTDB] [s] [s] [s]
53 4817.146361 13.95 13.88 1.30
609 5255.741162 8.68 8.63 0.96
614 5259.684594 31.02 31.02 0.19
632 5273.882529 61.78 61.35 7.28
709 5334.626037 12.98 12.89 1.52
714 5338.569384 21.14 19.44 8.29
733 5353.557749 13.21 13.09 1.77
752 5368.545551 39.68 39.00 7.33
969 5539.722944 18.00 17.95 1.31
1007 5569.698234 16.33 16.32 0.77
1021 5580.741547 22.09 22.01 1.87
1026 5584.686886 16.14 16.03 1.90
1026 5584.686843 13.94 13.92 0.71
1038 5594.152340 50.18 50.04 3.77
1047 5601.252355 35.19 35.12 2.27
1049 5602.831343 39.20 38.66 6.46
1054 5606.774231 15.51 15.50 0.67
1055 5607.562499 25.35 25.30 1.63
1074 5622.550599 23.09 22.26 6.11
1076 5624.128431 46.92 46.37 7.16
1116 5655.682291 36.15 36.13 1.11
1159 5689.603433 36.93 36.27 6.96
1164 5693.547077 13.11 13.09 0.83
1178 5704.590961 26.20 26.18 1.07
1183 5708.535638 13.56 13.56 0.35
1552 5999.616340 24.83 24.82 0.84
1552 5999.616494 17.38 17.33 1.26
1552 5999.616359 10.87 10.84 0.80
1552 5999.616055 16.78 16.64 2.15
1552 5999.616139 25.82 25.78 1.45
1552 5999.616338 17.71 17.68 1.10
1552 5999.616365 11.07 11.07 0.12
1552 5999.616509 18.98 18.98 0.27
1552 5999.616751 28.73 28.67 1.82
1580 6021.703582 13.40 13.10 2.82
1580 6021.703343 14.33 14.32 0.60
1580 6021.703628 9.85 9.79 1.09
1580 6021.704079 10.46 10.37 1.37
1580 6021.703801 11.05 11.02 0.77
1580 6021.703225 15.06 15.04 0.88
1580 6021.703927 10.32 10.31 0.49
1580 6021.703713 12.02 11.98 0.98
1580 6021.704289 41.68 41.59 2.65
1595 6033.538366 24.69 24.67 0.94
1595 6033.537996 34.28 33.62 6.65
1595 6033.537131 63.61 60.67 19.12
1633 6063.511736 21.39 19.75 8.20
1964 6324.620530 52.31 52.31 0.24
1977 6334.872072 44.81 44.72 2.77
2048 6390.880326 46.21 43.88 14.48
2106 6436.632877 56.16 56.16 0.27
2465 6719.826225 47.92 47.72 4.27
2490 6739.547650 13.19 13.06 1.83
2490 6739.547358 26.13 26.13 0.06
2792 6977.776470 9.07 6.30 6.53
3351 7418.736819 20.20 20.20 0.17
3389 7448.712917 6.62 6.59 0.62
3477 7518.131796 32.48 32.48 0.47
3513 7546.529748 23.84 23.84 0.47
3518 7550.472701 38.68 37.46 9.65
3551 7576.504698 64.34 64.08 5.77
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Table 6. Continued
Epoch T0 − 2450000 eT0 efT0 eβT0
[BJDTDB] [s] [s] [s]
3739 7724.807825 71.55 71.23 6.79
3758 7739.794151 46.36 45.12 10.64
3806 7777.657426 121.27 120.50 13.67
3815 7784.758917 15.19 15.07 1.89
3825 7792.647526 65.59 65.54 2.64
3830 7796.591396 27.26 27.22 1.38
3906 7856.542283 45.30 45.29 1.05
4189 8079.785673 18.51 18.33 2.51
4227 8109.763837 131.92 131.83 4.64
4359 8213.887473 21.01 20.89 2.23
4757 8527.845759 39.13 38.98 3.52
4784 8549.144717 46.65 44.80 13.01
4829 8584.641667 23.14 23.13 0.37
where E is the epoch number and Tref a reference minimum
time. The quadratic model also assumes a circular orbit but
the orbital period changes at a steady rate, dP/dE:
T0(E) = Tref + E × P + 1
2
× dP
dE
× E2. (5)
We fitted each model by assuming a Gaussian likelihood
function and used the emcee MCMC sampler implementa-
tion of Foreman-Mackey et al. (2013) to sample over the
posterior probability distributions for all the free parame-
ters (Figure 3), i.e. Tref and P in Eq. 4 and Tref , P , and
dP/dE in Eq. 5. The prior corresponding to the changing
orbital period in the quadratic ephemeris was allowed to
vary between positive and negative numbers.
In Table 7, we present the values and uncertainties
adopted from the median and 16% and 84% percentiles of
the drawn posterior distributions for the fitted parameters
in the linear and quadratic models. Through the relation
dP/dt = P−1(dP/dE), it is straightforward to calculate the
change in the period over time, dP/dt. In this case,
P˙ = 1.14(+73)(−74)× 10−12 = 0.036+2.3−2.33 ms yr−1 (6)
is essentially consistent with zero. The comparison between
the reduced chi-square values and the residuals root mean
square of the best-fits for the linear (χ2r = 6.31, 72 de-
grees of freedom and rms =1.19 minutes) and quadratic
(χ2r = 6.35; 71 degrees of freedom and rms =1.19 min-
utes) models indicates that the linear ephemeris provides
a marginally better representation of the data than the
quadratic one. Two other useful and widely used metrics
to decide which model better represents the data are the
Bayesian Information Criterion (BIC) and the Akaike Infor-
mation Criterion (AIC), defined as BIC = χ2 + kF logNP
and AIC = χ2 + 2kF, respectively, where kF is the number
of free parameters in the model and NP is the number of
data-points (74 in this analysis). For the linear fit (kF =2),
we measured BIClin = 463.04 and AIClin = 458.43, and
BICquad = 464.05 and AICquad = 457.14 for the quadratic
case (kF =3). The difference in the BIC values between both
models is ∆BIC = BICquad −BIClin =1.01, which accord-
ing to Kass & Raftery (1995) favors the constant period
model over the changing orbital period scenario. On the con-
trary, for the AIC values, ∆AIC = AIClin−AICquad =1.29
gives support to the quadratic model over the linear one
(Burnham & Anderson 2004). Here, it is important to no-
tice that for both, ∆BIC and ∆AIC, evidence in favor of
one or another model is not strong. The reason for this dis-
crepancy mainly arises because the quadratic coefficient is so
small that both models can be considered as representative
of a linear ephemeris.
Moreover, a global analysis of all these results, summa-
rized in Table 8 and shown in Figure 5, also seems to indicate
that the evolution of the mid-transit times of WASP-19b
over 10 years is best explained by a constant orbital pe-
riod. This conclusion contradicts predictions of detectable
variation in the mid-transit times after a decade of obser-
vations (Valsecchi & Rasio 2014; Essick & Weinberg 2016).
The seemingly best quadratic scenario predicts a very slow
change in period, which would require ∼ 3 × 105 years of
observations to detect a shift in mid-transit times of 10 sec-
onds. Furthermore, this solution has a positive quadratic
coefficient, indicating an increase in orbital period and not
a decrease as expected due to tidal decay. Although the
quadratic term is greater than zero and the evidence sup-
porting a change in period is not strong, it is still possible to
set an upper limit on the orbital decay of P˙up = −2.294 ms
yr−1, by computing P˙up = P˙ −σ−P˙ , where σ
−
P˙
is the negative
error found for the steady change in P .
The dimensionelss quantity Q′?, called modified tidal
quality factor and defined in terms of the maximum tidal
energy stored in the system relative to the energy dissipated
in one cycle (Goldreich 1963), is very important to charac-
terize the evolution of the system under the effect of tidal
forces. Specifically, large values of Q′? imply inefficient tidal
dissipation and hence a slow orbital evolution, while small
values of Q′? correspond to an efficient tidal dissipation re-
sulting in a fast orbital evolution. It can be estimated by
taking the upper limit of P˙ through the expression:
Q′? =
−27pi
2P˙
(MP
M?
)
r5?, (7)
obtained by rearranging the Eq. 5 of Wilkins et al. (2017)
in terms of P˙ . In this study, the values of the planetary and
stellar masses, MP and M?, were adopted from Hellier et al.
(2011b), and the value assumed for the stellar radius relative
to the semimajor axis, r?, was the one determined in Section
3. The uncertainties in Q′? were computed by propagating
the errors of MP, M?, and r?. Thus, we derived a lower limit
on the modified quality factor of:
Q′? > (1.23± 0.231)× 106.
In a general context, our estimation of Q′? is in the wide
range of expected values (between 105 − 109) predicted by
studies based on large samples of hot Jupiters (Jackson
et al. 2008; Essick & Weinberg 2016; Bonomo et al. 2017;
Penev et al. 2018; Collier Cameron & Jardine 2018; Hamer
& Schlaufman 2019). If compared with specific determina-
tions of the modified tidal quality factor for WASP-19, our
measurement is also in agreement with previous estimates
(Hebb et al. 2010; Brown et al. 2011; Abe et al. 2013; Penev
et al. 2018). These comparisons can be visualized in Fig-
ure 4, where we plot Teff versus log(Q
′
?) for WASP-19 (in
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Figure 3. MCMC posterior probability distributions of the free parameters adopted for the linear (top panel) and quadratic (bottom
panel) models. Dashed lines show the median and 16% and 84% percentiles of each distribution. In both cases, the variable f is a
fractional amount that takes into account any possible underestimation in the variance of the data.
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Table 7. Best-fit parameters for the linear and quadratic models
Model Tref [BJDTDB] P [days] dP/dE[days]
Linear 2454775.33817+0.00014−0.00014 0.788839007
+0.000000064
−0.000000064 –
Quadratic 2454775.33817+0.00030−0.00030 0.78883900
+0.00000030
−0.00000029 (0.89972× 10−12)+0.000000000058−0.000000000058
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Penev et al. (2018)
Figure 4. Teff versus logQ
′
?. The blue circle marks the value of
logQ′? computed in this work for WASP-19, while red symbols in-
dicate the results for the same target obtained in previous studies
(Hebb et al. 2010; Brown et al. 2011; Abe et al. 2013; Penev et al.
2018). As comparison, the values calculated by Penev et al. (2018)
for 75 other planets are presented in gray empty circles. Arrows
pointing up mark lower limits of Q′?. For a better visualization,
error bars in Teff are not shown.
which the blue circle is the result obtained in this work and
the red ones are the measurements of previous studies) and
75 other planets indicated in gray empty circles, for which
Penev et al. (2018) derived Q′? by modeling the orbital and
the stellar spin evolution.
5.2 Searching for possible companions
Mancini et al. (2013) and Espinoza et al. (2019) found that a
linear ephemeris is not a good fit to the data of WASP-19b.
Then, to assess if these findings can be the result of pertur-
bations produced by another body gravitationally bound to
the system, we investigated a possible sinusoidal variation in
the mid-transit times. To check this out, we searched for pe-
riodicities in the O-C residuals (see Figure 5), computed as
the difference between the T0 values estimated with JKTE-
BOP and those predicted by the linear ephemeris calculated
in the previous section, by running a Lomb-Scargle (LS) pe-
riodogram (Horne & Baliunas 1986) and a Phase Dispersion
Minimization (PDM) algorithm (Stellingwerf 1978) to the
data. The LS routine encountered a peak at 31.35 epochs or,
equivalently, a period ∼ 25 days with an FAP = 53% esti-
mated through 1000 Monte Carlo simulations, while PDM
found a period around 198 days with Θ ∼ 0.86. The dis-
crepancy in the periods found with both tasks and the high
values of FAP and Θ are indicative of a null detection of
periodic variations in the mid-transit times. However, as can
be seen in the next section, it is still possible to set an
upper limit on the mass of a potential perturber (i.e. an-
other planetary-mass body) bounded to the system, capable
of producing detectable periodic transit timing variations
(TTVs) in our data, by using the standard deviation found
in the O-C residuals (σTTV = 1.19 minutes or, equivalently,
71.4 seconds).
5.3 Constraints on the mass of a possible
perturber
Measuring transit-timing variations provides a method to
detect additional massive bodies that might be present (pos-
sibly non-transiting) in the system. In principle, sufficiently
strong gravitational perturbations by the unseen compan-
ion, will cause the mid-transit time of the transiting planet
to change periodically over time (Agol et al. 2005; Holman &
Murray 2005; Nesvorny´ & Morbidelli 2008) with a given am-
plitude depending on the perturbing bodies mass and orbital
parameters. The TTV amplitude can be quantified by the
root-mean-square (RMS) statistic which measures the scat-
ter of mid-transit timing data around the nominal (unper-
turbed) linear ephemeris. Qualitatively, larger perturbations
would result in a larger RMS scatter around the nominal
ephemeris. For orbital architectures involving mean-motion
resonances the TTV effect is amplified (Agol et al. 2005; Hol-
man & Murray 2005) and allows, in principle, the detection
of very low-mass perturbing objects. For sufficiently precise
timing data the modelling of the TTV signal enables one to
infer the mass and orbit of the perturbing body (Holman
et al. 2010; Ballard et al. 2011). In this work we will not
carry out a detailed TTV modeling analysis and will use the
empiricially measured RMS scatter to infer an estimate of
the upper mass limit of the perturbing body.
Here we apply the technique for TTV calculations as
described in Wang et al. (2017, 2018a,b). The calculation
of an upper mass-limit is performed numerically from di-
rectly integrating the orbits. We have modified the FORTRAN-
based MICROFARM12 package (Goz´dziewski 2003; Goz´dziewski
et al. 2008) which utilizes OpenMPI13 to spawn hundreds of
single-task parallel jobs on a suitable super-computing facil-
ity. The package main purpose is the numerical computation
of the Mean Exponential Growth factor of Nearby Orbits
(Cincotta & Simo´ 2000; Goz´dziewski et al. 2001; Cincotta
et al. 2003, MEGNO) over a grid of initial values of orbital
parameters for an n-body problem. The calculation of the
RMS scatter of TTVs in the present work follows a direct
brute-force method, which proved to be robust given the
availability of computing power.
Within the framework of the three-body problem, we
12 https://bitbucket.org/chdianthus/microfarm/src
13 https://www.open-mpi.org
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Table 8. Comparison between the linear and quadratic model
Model χ2r rms[minutes] BIC AIC
Linear 6.31 1.19 463.04 458.43
Quadratic 6.35 1.19 464.05 457.14
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Figure 5. O-C data-points versus Epoch considering the 74 complete transit light curves analyzed in this study. Different colors indicate
transits extracted from the literature (gray circles) and red, blue, green, and orange circles point out the transits observed by our team
at different facilities (see the legend). Dashed black lines represent ±2σ errors in the linear ephemeris. Some timing measurements have
significant deviations from the linear ephemeris that might be caused by mutual close-encounters between the transiting and a non
detected planet. However, this possibility certainly deserves further investigation which is beyond the scope of this paper.
integrated the orbits of WASP-19b and an additional hypo-
thetical perturbing planet. The mid-transit time was accu-
rately calculated from an iteration process as a result of a se-
ries of back-and-forth integrations. The best-fit radii of both
the transiting planet and the host star were necessary input
parameters. In general, initial conditions for the transiting
planet (semi-major axis, eccentricity, argument of pericen-
tre and mass), including stellar properties, were taken to be
those presented in Hellier et al. (2011b). The orbital inclina-
tion and the stellar and planetary radii were adopted from
Table 2. The initial mean anomaly of the transiting planet
was set to zero.
We then calculated an analytic least-squares regression
to the time-series of transit epochs and mid-transit times
to determine a best-fitting linear ephemeris with an associ-
ated RMS statistic for the scatter of computed transit times.
The RMS statistic was based on a 20-year integration cor-
responding to ' 9000 transit events for WASP-19b. This
procedure was then applied to a grid of masses and semi-
major axes of the perturbing planet. We chose to encode
the semi-major axis as the orbital period using the third
law of Kepler.
In principle, no information about the properties of the
perturbing body is available, except for a possible TTV
signal. In this study, we have chosen to start the perturb-
ing planet for two different orbital eccentricities: i) circular
(e = 0) and ii) moderate eccentricity (e = 0.1). The orbit
of the perturbing planet is initially co-planar with the tran-
siting planet. This implies that Ω2 = 0
◦ and ω2 = 0◦ for
the circular case of the perturbing planet. This setting pro-
vides a most conservative estimate of the upper mass limit
of a possible perturber (Bean 2009; Fukui et al. 2011; Hoyer
et al. 2011, 2012). We refer the interested reader to Wang
et al. (2018a) where the authors have studied the effect on
upper mass limit for various initial orbital parameters. For
example, while the initial eccentricity would change the over-
all system stability and introduce higher-order mean-motion
resonances, the effect on upper mass limit due to different
initial phase of the peturbing planet is subtle. The results are
shown in Fig. 6. For the WASP-19b system, the measured
transit-timing RMS scatter taking into account the 74 tran-
sit light curves analyzed in this work was TTVRMS ' 71 s.
Considering the circular case, an additional planet with a
mass as low as ' 2 M⊕, ' 2.5 M⊕ and ' 1.0 M⊕ at the
1:3, 1:2 (interior) and 2:1 (exterior) mean-motion resonances
could cause the observed RMS scatter. Hypothetical planets
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of ' 3.5 M⊕ and ' 2 M⊕ could cause the observed RMS
scatter at the 5:3 and 3:1 exterior mean-motion resonances.
For the perturbing planet started on a moderate e = 0.1
eccentric orbit the results change slightly. For the 1:3 and 1:2
resonance the measured TTV RMS scatter could be caused
by a planet of mass ' 18 M⊕ and ' 1 M⊕, respectively. Due
to the larger eccentricity the general instability area now en-
gulfs the 5:3 exterior resonance. For the 2:1 resonance a mass
of ' 2 M⊕ could cause the observed TTV scatter. Qualita-
tively, almost no change is observed for the 3:1 resonance al-
lowing the same conclusion as for the circular case. Finally,
the 4:1 resonance plays a role and a hypothetical planet of
mass ' 3 M⊕ could explain the TTV RMS variations.
5.4 Dynamical MEGNO maps and orbital
resonances
In order to calculate the location of mean-motion reso-
nances, we have used the same code to calculate MEGNO on
the same parameter grid. However, this time we integrated
each initial grid point for 1000 years, allowing this study
to highlight the location of weak chaotic high-order mean-
motion resonances. In short, MEGNO quantitatively mea-
sures the degree of stochastic behaviour of a non-linear dy-
namical system and has been proven useful in the detection
of chaotic resonances (Goz´dziewski et al. 2001; Hinse et al.
2010). In addition to the Newtonian equations of motion,
the associated variational equations of motion are solved si-
multaneously allowing the calculation of MEGNO at each
integration time step. The MICROFARM package implements
the ODEX14 extrapolation algorithm to numerically solve the
system of first-order differential equations.
Following the definition of MEGNO (Cincotta & Simo´
2000), denoted as 〈Y 〉 in Fig. 6, in a dynamical system that
evolves quasi-periodically, the quantity 〈Y 〉 will asymptoti-
cally approach 2.0 for t→∞. In that case, often the orbital
elements associated with that orbit are bounded to within a
certain range with no sign of diffusion in their time evolution.
In case of a chaotic time evolution, the 〈Y 〉 diverges away
from 2.0 with orbital parameters exhibiting erratic tempo-
ral excursions. For quasi-periodic orbits, we typically have
|〈Y 〉 − 2.0| < 0.001 at the end of each integration.
Importantly, MEGNO is unable to prove that a dynam-
ical system is evolving quasi-periodically, meaning that a
given system cannot be proven to be stable or bounded for
all times. The integration of the equations of motion only
considers a limited time period. However, once a given ini-
tial condition has found to be chaotic, there is no doubt
about its erratic nature in the future.
From Fig. 6 we find the usual instability region located
in the proximity of the transiting planet (P2/P1 ' 1.0;
where P2 and P1 are the orbital periods of the perturber
and WASP-19b, respectively) with MEGNO color-coded as
yellow (corresponding to 〈Y 〉 > 5). The extent of this region
coincides with the results presented in Barnes & Greenberg
(2006). In each map the locations of mean-motion resonances
are indicated by vertical arrows.
14 https://www.unige.ch/~hairer/prog/nonstiff/odex.f
Figure 6. Dynamical stability maps (〈Y 〉, MEGNO) for the
WASP-19 transiting system considering the three-body problem.
The parameters for the transiting planet were held fixed to the
best-fit values. Quasi-periodic (i.e., bounded time evolution) ini-
tial conditions (〈Y 〉 close to 2.0) we chose to color-code MEGNO
with a blue color. For initial conditions leading to chaotic (i.e., ir-
regular time evolution) dynamics the MEGNO index is diverging
away from 2.0 and we chose to color code with yellow. The black
solid line shows the upper mass-limit of a perturbing body which
produces a root-mean-square (TTVRMS) transit-timing variation
of ' 71 s as a function of period (or semi-major axis). The verti-
cal arrows indicate orbital resonances between the two bodies. We
considered two different initial eccentricities e = 0.0 (top panel)
and e = 0.1 (bottom panel) of the perturbing planet. The two
planets were assumed to be on initial co-planar orbits. See elec-
tronic version for colors.
6 SUMMARY AND DISCUSSION
We have performed the first empirical study of orbital de-
cay in the exoplanet WASP-19b, through the homogeneous
determination of the mid-transit times of 74 complete tran-
sit light curves covering over 10 years. Contrary to what is
expected by theoretical predictions (e.g., Valsecchi & Ra-
sio 2014; Essick & Weinberg 2016), we found no evidence of
orbital decay nor periodic variations in the transit timings
that would imply the presence of other bodies in the system.
Nonetheless, we were able to put constraints on the upper
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mass of a possible perturber by carrying out a dynamical
analysis. Particularly, at the first order mean-motion reso-
nances, 1:2 and 2:1, we can exclude planetary companions of
a few M⊕ in mass, in both circular and moderate eccentric
orbits.
A linear ephemeris is the best representation of the evo-
lution of the mid-transit times as a function of epoch. Our
analysis allowed us to place an upper limit on the steady
changing rate of the orbital period, P˙ = −2.294 ms yr−1,
and thus a lower limit for the modified tidal quality factor,
Q′? = (1.23 ± 0.231) × 106. Both quantities in good agree-
ment with previous estimations (Figure 4). So far, the more
promising candidates for presenting TTVs detectable with
ground-based telescopes are the planetary systems WASP-4
(Wilson et al. 2008) and WASP-12 (Hebb et al. 2009). For
the first one, Bouma et al. (2019) found that the transits
observed by the TESS mission (Ricker et al. 2014) occurred
82 seconds earlier than predicted by the linear ephemeris.
Later, Southworth et al. (2019) confirmed this variation
through the analysis of 22 new transits of WASP-4b. Both
tidal orbital decay and apsidal precession were proposed as
plausible explanations for the transit timing variations de-
tected, but these results are not conclusive yet. For WASP-
12, Maciejewski et al. (2016, 2018) measured a departure
from a constant period consistent with orbital decay. This
shortening in the orbital period has been detected by Pa-
tra et al. (2017) with observations of new transits and oc-
cultations, although these authors also proposed other two
scenarios, different from orbital decay, to explain their mea-
surements: the existence of a long-period third body in the
system and orbital precession. Recently, Baluev et al. (2019)
performed a homogeneous analysis of the transits data of
both systems and obtained contradicting results. On one
hand, for WASP-4b, they do not find any TTV signal and
indicate that the finding reported by previous studies ap-
pears to be model-dependent. On the other hand, for WASP-
12b, they confirm with high significance the nonlinear trend
detected in previous works but conclude that 10% of the
observed TTV is produced by light-travel effect which di-
lutes the strength of the rate of orbital decay previously
measured. Given the lack of clear empirical signs of orbital
decay and the difficulty to theoretically estimate the stellar
modified tidal quality factor, it is very important to perform
long-term monitoring of those systems with short-period gi-
ant planets. In this context, even a negative result such as
that found in this study becomes relevant to shed light on
how planetary systems evolve due to stellar tides. If WASP-
19 is observed by the TESS and CHEOPS (Broeg et al.
2013) missions, future transits of this exoplanet, and hence
new precise measurements of the mid-times will be acquired.
These new estimations, added to those presented in this pa-
per in Table 6, will enable a revision to the values of P˙ and
Q′? determined in this study.
One of the most accepted theories on tides is that based
on the work by Zahn (1975, 1977) that explored the contri-
bution of different physical mechanisms on the tidal friction
of close binary stars. This work found that for stars with con-
vective cores and radiative envelopes (i.e., those with masses
and effective temperatures larger than approximately those
of the Sun), radiative damping is the dominant mechanism,
leading to a less effective dissipation of tidal energy than in
stars with radiative cores and convective envelopes, where
turbulent dissipation is dominant. Therefore, it might be ex-
pected to measure large values of Q′? in more massive and
hotter than the Sun host stars and small values in hosts less
massive and cooler than the Sun. Several subsequent stud-
ies (Barker & Ogilvie 2009; Essick & Weinberg 2016; Penev
et al. 2018), explored different regimes of this theory applied
to exoplanetary systems where the hosts are main-sequence
or slightly evolved stars, resulting in a range of seven orders
of magnitude for the possible values of the stellar modified
tidal quality factor (105− 1012). Thus, in order to move for-
ward in our understanding of this matter, it is necessary to
obtain empirical model-independent estimations of Q′? de-
rived directly from observational data, as done in this paper.
In this context, we tested the predictions by Zahn with
a sample of 15 systems composed by a star and a planet,
with measured values of the modified tidal quality factor. In
all the cases, these Q′? values were empirically determined
by fitting the mid-transit times, measured from observed
transits, as a function of epoch with a quadratic ephemeris.
In Figure 7, we show a plot of effective temperature versus
stellar modified tidal quality factor for these 15 exoplanetary
systems. Here, green circles represent values of Q′? that have
been measured to be upper limits; blue circles are measured
lower limits of Q′?; and red circles are measured Q
′
? values.
The gray shaded area can be interpreted as a transition zone
that distinguishes stars with significant convective envelopes
(below the left limit) from stars with negligible convective
envelopes (beyond the right limit). Specifically, this area in-
dicates the range of effective temperatures at which the per-
centage of the stellar convective zone mass (MCZ) respect
to the total mass of the star i.e., mCZ = (MCZ/M?) × 100,
changes from 2% (M? ∼ 1 M and Teff ∼ 5700 K) to 0.035%
(M? ∼ 1.4 M and Teff ∼ 6200 K), according to the models
of Baraffe et al. (2015) considering an age of ∼ 3 Gyr.
As can be seen, this plot suggests that stars with effec-
tive temperatures above ∼ 5600 K present Q′? measurements
that are larger than ∼ 1.12×105, meanwhile stars with effec-
tive temperatures down this limit have Q′? values below this
threshold. Our result implies that the change in the structure
of the host star (from convective envelope/radiative core
to radiative envelope/convective core), that would occur ∼
6200 K considering the upper limit of the shaded region, is
not the crucial factor affecting how quick the tidal evolution
of its companion could happen. What might be important
is the percentage of the stellar mass in the convective enve-
lope, mCZ, given in Figure 7 by the size of the points. To be
consistent, we used Eq. 5 of Murray et al. (2001) to homo-
geneously estimate MCZ for the main-sequence and slightly
evolved stars analyzed, while for the only giant star in our
sample, K2-39 (Van Eylen et al. 2016), we assumed a convec-
tive mass of 0.7 M (do Nascimento et al. 2003; Pasquini
et al. 2007). In this figure, it is quite clear that the stars
with more massive convective zones, and also Teff < 5600
K, tend to present values of Q′? < 1.12 × 105 and viceversa
for stars with smaller mCZ (below ∼ 4%). Then, fast orbital
changes (small Q′?) due to tidal forces are expected for the
planets around stars with significant convective zones, and
slow evolution (large Q′?) is predicted for those around less
significant convective zone stars. This reinforces the idea dis-
cussed above that large stellar convective envelopes seem to
be the key to understand the quick tidal evolution of close-in
planets. However, we caution that this trend is based on a
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small sample of stars with planets, for some of which only
upper and lower limits of Q′? are measured, therefore more
data with actual values of the modified tidal quality factor
are needed to confirm or discard these results.
In this regard, space missions Kepler (Borucki et al.
2010) and K2 (Howell et al. 2014) represent an invaluable
source of information. They have not only observed the
largest collection of stars with transiting planets known so
far, but also provided several transits per target. This im-
plies a huge amount of potential empirical measurements
of the modified tidal quality factor by precisely determin-
ing the mid-transit times of those targets observed during
several consecutive years. These values combined with the
already available estimations of effective temperatures for
the host stars, can further fill out the Figure 7 and confirm
the trend found in this study.
Finally, we did not find any significant correlation be-
tween the planetary mass, the ratio of the planet to the
stellar mass, and the orbital period with Q′?. In Table 9, we
list the main values of the planetary and stellar properties
used to plot the Figure 7.
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Figure 7. Teff versus Q
′
? for the 15 systems presented in Table 9. Red, blue, and green colors indicate measured actual values, and
measured lower and upper limits of Q′?, respectively. The size of the circles scales with the percentage of the stellar convective zone mass
respect to the total mass of the star, where the biggest circle corresponds to K2-39 with mCZ = 46% and the smallest one to WASP-33
with mCZ = 0.000004%. The gray shaded area marks the range of effective temperatures at which mCZ changes from 2% to 0.035%,
according to the models of Baraffe et al. (2015). For a better visualization, error bars in Teff are not shown.
Table 9. Planetary and stellar properties of the 15 systems used to test the predictions by Zahn
System Teff log g P [days] MP [MJup] Q
′
? Mcz/M?(%) Ref. Q
′
? Ref Teff and log g
Kepler-78 5089 ± 50 4.6 ± 0.1 0.3550074 0.025 14695b 9.624195 1 1
WASP-19 5591 ± 62 4.46 ± 0.09 0.78884 1.114 1230000 3.609035 This work 2
WASP-43 4400 ± 200 4.5 ± 0.2 0.813477 2.052 100000 21.734019 3 4
WASP-103 6110 ± 160 4.22+0.12−0.05 0.925542 1.49 1000000 0.245736 5 6
WASP-18 6526 ± 69 4.73 ± 0.08 0.941451 10.43 1000000 0.132701 7 2
KELT-16 6236 ± 54 4.253+0.031−0.036 0.968995 2.75 110000 0.215928 5 8
WASP-12 6313 ± 52 4.37 ± 0.12 1.0914203 1.47 182000 0.010152 5 2
HAT-P-23 6000 ± 125 4.5 ± 0.2 1.212884 2.09 560000 1.088569 5 9
KELT-1 6516 ± 49 4.234+0.012−0.018 1.217514 27.23 840000 0.021936 5 10
WASP-33 7430 ± 100 4.3 ± 0.2 1.219869 2.1 880000 0.000004 5 11
WASP-4 5513 ± 43 4.5 ± 0.1 1.338231 1.237 29000 4.580076 12 2
WASP-46 5761 ± 16 4.47 ± 0.06 1.43037 2.101 7000 1.654130 13 13
Kepler-1658 6216 ± 78 3.673 ± 0.026 3.8494 5.88 121900 0.000894 14 14
XO-1 5754 ± 42 4.61 ± 0.05 3.941512 0.9 400000 2.745198 15 2
K2-39 4881 ± 20 3.44 ± 0.07 4.60543 0.158 0.178b 46 16 16
References: (1) Sanchis-Ojeda et al. (2013); (2) Mortier et al. (2013); (3) Hoyer et al. (2016); (4) Hellier et al. (2011a); (5) Maciejewski
et al. (2018); (6) Gillon et al. (2014); (7) Wilkins et al. (2017); (8) Oberst et al. (2017); (9) Bakos et al. (2011); (10) Siverd et al.
(2012); (11) Collier Cameron et al. (2010); (12) Bouma et al. (2019); (13) Petrucci et al. (2018); (14) Chontos et al. (2019); (15)
Southworth et al. (2018); (16) Van Eylen et al. (2016).
b: This value of Q′? was computed in this work by replacing in Eq. 7 the measurements of dP/dt and those of the planetary and stellar
properties published in the paper cited in the seventh column, where dP/dt was obtained by fitting a quadratic model to the
mid-transit times as a function of epoch.
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