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We present a polynomial-time approximation scheme (PTAS) for the Steiner tree problem
with polygonal obstacles in the plane with running time O (n log2 n), where n denotes the
number of terminals plus obstacle vertices. To this end, we show how a planar spanner
of size O (n logn) can be constructed that contains a (1+ )-approximation of the optimal
tree. Then one can ﬁnd an approximately optimal Steiner tree in the spanner using the
algorithm of Borradaile et al. (2007) for the Steiner tree problem in planar graphs. We
prove this result for the Euclidean metric and also for all uniform orientation metrics, i.e.
particularly the rectilinear and octilinear metrics.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following network design problem: given a set of points in the plane and a set of disjoint polygonal
obstacles, ﬁnd the shortest network interconnecting the points and avoiding the interior of the obstacles. We refer to the
given points as terminals and to the obstacle vertices as corners and assume that no terminal is placed in the interior of an
obstacle. We let n be the total number of terminals and corners. The shortest interconnecting network of the terminals will
be a tree, a so-called Steiner tree, and it might use corners and additional vertices called Steiner points. Note that we use
this term only to refer to points that do not coincide with terminals or corners. This problem is called the obstacle-avoiding
Steiner minimum tree problem (SMTO) or ESMTO when we are using the Euclidean metric (see Fig. 1(a)).
Uniform orientation metrics are derived from λ-geometries. In a λ-geometry, one is allowed to move only along λ  2
orientations building consecutive angles of π/λ. The rectilinear or Manhattan metric corresponds to the 2-geometry and the
octilinear metric to the 4-geometry. We call the corresponding SMT problems λ-SMT or, when obstacles are to be avoided,
λ-SMTO. In this case, the obstacle edges must obey the restrictions of the given orientations, too (see Fig. 1(b)).
It has been a long-standing open problem whether these SMT problems among obstacles admit a polynomial-time ap-
proximation scheme (PTAS) [1–3]. With the recent result of Borradaile et al. [4,5] about Steiner trees in planar graphs, this
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question can now be answered aﬃrmatively for the Euclidean, rectilinear, and octilinear metrics by combining a number of
results in the literature (see Section 1.1). However, the resulting time complexity is O (n2 logn) whereas in order to obtain
a near linear running time, new ideas and more sophisticated techniques are required; this is the main contribution of our
work. Also, we obtain our result for all uniform orientation metrics. Our approach is based on constructing a planar graph
of size O (n logn) that contains a (1 + )-approximation of the solution and then ﬁnding an approximate solution in that
graph. The total running time will be O (n log2 n). We widely use the notions of spanners and banyans in our work (see
Section 1.2): informally, a spanner is a subgraph of a given graph that preserves approximate shortest paths while having
low total weight; a banyan additionally preserves approximate Steiner trees. Along the way, we prove a number of spanner
results and other properties of SMTOs both for the Euclidean and uniformly oriented case.
The SMT problem and its many variations are of high theoretical (see below) and practical relevance. The applications
reach from all kinds of network design to phylogenetic trees [6–10]. Especially the geometric case with obstacles is very
important in VLSI design, since there are usually regions in the plane that may not be crossed by wire [11,12]. Also, it is
often only allowed to route the tree along a rectilinear or octilinear grid and so, SMTOs in uniformly oriented metrics are
required [13–16,3].
1.1. Related work
The ESMTO problem is clearly N P-hard since it contains the Steiner minimum tree problem without obstacles as a
special case [17]. For the SMT problem without obstacles, Arora [18] and Mitchell [19] were the ﬁrst to present a PTAS. Rao
and Smith [20] improved the running time of Arora’s algorithm from O (n( 1 logn)
O (1/)) to O (2poly(1/)n + n logn) using
banyans and this is the best running time known so far. All these algorithms require a so-called “patching lemma”, basically
saying that the part of a solution that lies inside a given rectangle in the plane can be replaced by a part that is not
much longer, in such a way that it crosses the boundary of the rectangle at most at a constant number of points. But in
the presence of a large number of obstacles inside a rectangle, any solution might be forced to cross the boundary of the
rectangle at a large number of points. Hence, these techniques can not be applied directly to the case with obstacles.
Provan [1] has shown how to approximate ESMTO by an SMT problem in graphs and derived an FPTAS for the special
case when the terminals lie on a constant number of “boundary polygons” and interior points. The ﬁrst exact algorithm for
ESMTO is given by Zachariasen and Winter [12]. Note however that one has to be careful with “exactness” since computing
the length of an ESMT(O) requires the calculation of square roots and thus, this problem is not even known to be in N P .
But for the purpose of approximation algorithms, this is not a problem since one can round the results to the required
precision.
The PTASs discussed above also apply to λ-SMTs for all λ  2. The rectilinear and octilinear case have been shown to
be N P-complete in [21,22]. For general ﬁxed λ no proof has been published so far, though it is widely believed that these
problems are hard, too. Properties of uniformly oriented SMTs have been studied by Brazil et al. [23] and exact algorithms
have been proposed by Nielsen et al. [24]. Approximation algorithms for rectilinear SMTO have been proposed by Ganley
and Cohoon [11] and for the octilinear case by Müller-Hannemann and Schulze [22,3]. For rectilinear SMTO with a constant
number of obstacles, Liu et al. [2] presented a PTAS based on Mitchell’s [19] approach. The SMT problem with length
restrictions on obstacles has been studied by Müller-Hannemann and Peyer [25] in the rectilinear case, and by Müller-
Hannemann and Schulze [3] in the octilinear case, and constant-factor approximation algorithms have been proposed.
The SMT problem in graphs, i.e. the problem of determining a shortest tree that interconnects a given subset of vertices
of a graph, has also been studied widely in the literature. It has been shown to be AP X -complete [26] and thus, no PTAS
exists unless P = N P . The best approximation factor known so far is 1.55 +  [27]. The case of planar graphs has very
recently been shown to admit a PTAS by Borradaile et al. [4]. The running time of the PTAS is O (n logn) and its constant
has been improved by Borradaile et al. in [5] to be singly exponential in a polynomial in 1/ . This immediately implies a
PTAS for rectilinear, octilinear, and Euclidean SMTO by reducing these problems to the planar graph case using the following
results from the literature: the so-called Hanan-grid [11,28] for the rectilinear case, the result of Müller-Hannemann and
Schulze [3] for the octilinear case, and Provan’s construction [1] together with the planar spanner result of Arikati et al. [29]
for the Euclidean case. However, in all these cases, the PTAS of Borradaile et al. has to be run on a graph of size O (n2)
and thus, the total running time will be O (n2 logn). In this work, we show alternative constructions with running time
O (n log2 n). We also brieﬂy discuss some methods that could possibly result in a reduction of the running time to O (n logn).
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1.2. On spanners and banyans
The visibility graph of a set of terminals and obstacles in the plane is the graph that contains all straight-line connections
between terminals and corners that do not cross the interior of any obstacle (see Fig. 2(a)). A t-spanner of a set of points
P is a graph that contains a path between any two points of P that is at most a factor of t longer than the shortest
path between them. Spanners have been vastly studied in the literature [30] and have often been used in the design of
PTASs [20]. Of particular interest to us are spanners of the visibility graph among obstacles in the plane (see Fig. 2(b)).
Clarkson [31] showed how to construct a (1 + )-spanner of linear size of the visibility graph in O (n logn) time. A linear-
sized planar spanner for both the rectilinear and Euclidean metric has been shown to exist and also to be computable in
O (n logn) time by Arikati et al. [29,32]. We will show how to extend these ideas to derive sparse planar spanners in the
same time bound for all uniform orientation metrics.
Rao and Smith [20] introduced the notion of banyans. A banyan is a graph that contains a (1+ )-approximation of the
SMT of a given set of points and whose weight is at most a constant factor larger than the SMT. Rao and Smith showed how
to construct a banyan of size O (n) in time O (n logn) in the obstacle-free case (their construction was in fact more powerful
as it included an approximate SMT for any subset of the terminals).
1.3. Our contribution and outline
The main result of our work is the following theorem:
Theorem 1.1. The Steiner minimum tree problem among disjoint polygonal obstacles in the plane admits a PTAS in the Euclideanmetric
and in all uniform orientation metrics. The running time is O (n log2 n), where n is the total number of terminals and obstacle corners.
In order to prove Theorem 1.1, we show how to construct a planar banyan for SMTO of size O (n logn) in O (n log2 n) time
by building on the framework of Rao and Smith using new ideas and combining other results from the literature, especially
the banyan-result for planar graphs contained in the work of Borradaile et al. [4]. An approximate Steiner tree can then be
obtained on this planar graph using [5]. Since the algorithm in [4,5] is exponential in 1/ , so is our resulting algorithm.
The main diﬃculties that arise when obstacles are present are to deal with visibility and the fact that only a subset of
corners is included in the SMT, i.e. we do not know which vertices of a spanner will be part of the SMT. In particular, a
spanner might include arbitrarily short edges between corners that are not part of the SMT and this causes an important
proof idea of Rao and Smith to fail. Roughly speaking, they show that in the obstacle-free case, there is always a “long
enough” spanner edge near non-negligible SMT edges and so, they introduce a grid of candidate Steiner points in a neigh-
borhood around every spanner edge to capture these SMT vertices. Our main new algorithmic idea is to use O (logn) layers
of candidate Steiner points around each spanner edge, so that we are guaranteed to ﬁnd such appropriate points even when
our spanner edges are short. Another important difference is that we use planar spanners, so that afterwards, we can use
the algorithm of [4] instead of building on Arora’s approach [18] to obtain our PTAS. We present our algorithm in Section 2
and then present two proofs for the correctness of our algorithm for the Euclidean case in Section 3: one using an analog
of the so-called hexagon property [17] and another one using a generalization of the empty ball lemma [20]. Even though
our proofs follow the lines of the proofs of Rao and Smith, they differ conceptually at some key points and other techniques
have to be used (see Section 3.1).
Afterwards, in Section 4, we turn our attention to uniform orientation metrics and argue how the presented proofs can
be modiﬁed to work for these cases, too. Along the way, we have to argue that a lemma by Provan [1] about δ-grids among
obstacles in the plane still holds true for all uniform orientation metrics. In the last part of the section, we prove a variation
of Arikati et al.’s planar spanner result [29] to apply to uniform orientation metrics. In Section 5 we conclude with an
outlook on how to possibly reduce the running time to O (n logn).
2. The algorithm
Our algorithm is summarized in Algorithm 2.1. We are given a set of terminals Z and a set of disjoint polygonal obstacles
O as described in the introduction. Let n be the total number of terminals and obstacle corners. In the ﬁrst step, we ﬁnd a
(1+ 1)-spanner G1 of the visibility graph of Z ∪ O using the algorithm of Clarkson [31]. We argue in Section 4.3, that this
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algorithm also applies to all uniform orientation metrics. The spanner G1 has n vertices and O (n) edges and can be found
in time O (n logn). Note that it is not needed to explicitly construct the full visibility graph.
Around each edge of G1, we consider log2 n circles with doubling radii and place a grid of constant size inside each of
them. This introduces a set P0 of O (n logn) “candidate Steiner points” (see Fig. 3). Here, we make use of a constant κ that
depends on the metric being used. For 1  1, in the Euclidean metric, κ can be chosen to be  226, and in the rectilinear
metric  50. Let k = n + |P0| = O (n logn) be the total number of terminals, obstacle corners, and candidate Steiner points.
We remove the ones that lie inside obstacles using a sweep-line algorithm [33] in time O (k logk) = O (n log2 n).
Let G2 be the visibility graph of Z∪ P0∪O and let G3 be a planar (1+2)-spanner of G2. G3 can be found using Arikati et
al.’s algorithm [29] or our extension of it for other uniform orientation metrics (see Section 4.3). These spanner algorithms
need O (k logk) time and introduce O (k) additional Steiner points to achieve planarity. Thus, G3 can be constructed in
O (n log2 n) time and has O (n logn) vertices and edges (note again that G2 need not be constructed explicitly). Now we
ﬁnd a (1 + /3)-approximate Steiner minimum tree of the terminals Z in G3 using the PTAS of Borradaile et al. [4,5] for
the Steiner tree problem in planar graphs. The time needed for this step is O (k logk) and hence, the total runtime of our
algorithm is O (n log2 n).
Note that the ﬁrst step of the PTAS of Borradaile et al. is to determine a subgraph G4 of G3 that contains a (1 + /3)-
approximation of the SMT of G3 and has weight at most a constant times the weight of the SMT of G3. Hence, G4 is a planar
banyan of the terminal set Z and so, our algorithm also delivers a planar banyan of a set of terminals among obstacles in
the plane.
A note on the running time. Of course, the constants hidden in the O -notations above all depend on 1/ . Our algorithm
builds the planar graph G3 in time O ( κ
4
11
n log2 n) and its size is more precisely O ( κ
4
11
n logn). The PTAS of Borradaile et al.
takes time singly exponential in 1/ [5].
3. Correctness
We present two proofs for the correctness of Algorithm 2.1. The ﬁrst one results in better constants but does not work in
the rectilinear case. The other one is more general and can even be partly extended to give us some structural information
about SMTOs in higher dimensions but uses much larger constants. The proof technique and the generalization of the empty
ball lemma used in the second proof might be interesting in their own right. In this section, we present these two proofs
for the Euclidean metric. In the next section, we discuss uniform orientation metrics where we include a simpler proof for
the rectilinear case that results in small constants.
3.1. Key differences
Compared to the obstacle-free case, we have two main new challenges: ﬁrst, the fact that only some pairs of vertices are
visible to each other; and second, that we do not know which corners will be included in the optimal Steiner tree, i.e. many
vertices of the input need not be part of the SMTO at all. To deal with the former, we formulate and prove Lemma 3.7,
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which is a technical lemma that is very important in both of our proofs; it enables us to prove our generalizations of the
hexagon property (Lemma 3.8) and the empty ball lemma (Lemma 3.14).
But more importantly, these issues make the so-called spanner-path property of Rao and Smith (Lemma 34 in [20])
invalid for our case. This property says that two vertices that are connected in the SMT by an edge of length L, cannot
be connected in a spanner by a chain of “tiny” edges of length < L. Indeed, in our case, two terminals and/or corners can
be connected by a spanner-path consisting entirely of “tiny” edges, ﬁnding their way among obstacles. To overcome this
problem, we introduce O (logn) layers of grids around each edge of the spanner G1: we know that any two vertices in the
spanner are connected by a short path with at most n edges and one of them is long enough, so that by multiplying its
length with a power of 2, we can produce a grid of candidate Steiner points around it that suits our purposes (Lemma 3.9
and Corollary 3.10). This technique does not require the spanner path property and also does not depend on ﬁnding a
terminal or corner near a Steiner point A that is close to A in the SMTO or even part of the SMTO at all; it is suﬃcient to
ﬁnd a terminal or corner that is close and visible to A and this can be done using Lemmas 3.7 and 3.8.
3.2. First proof
Our proof is structured as follows. First, we show through a number of lemmas (Lemmas 3.7–3.10) that near every “non-
negligible” Steiner point, there exists a terminal, corner or grid-point that can approximate it well enough. Then we consider
an optimal obstacle-avoiding Steiner tree of the input and show how to transform it into another obstacle-avoiding Steiner
tree, that does not contain “negligible” Steiner points and that shares its vertices and edges with the graph G3 constructed
by Algorithm 2.1. We argue that this transformation can be done in such a way that the resulting Steiner tree has length at
most (1+ /2) times longer than the optimal Steiner tree. Hence, ﬁnding a (1+ /3)-approximate Steiner tree in G3 gives
us the desired result. In the following, we consider the notation of Algorithm 2.1 and let T  be an obstacle-avoiding Steiner
minimum tree (SMTO) of the input.
We use the notation d(A, B) for the length of the shortest obstacle-avoiding path between two points A and B and the
notation dG(A, B) for the shortest path between A and B in a graph G . We denote the length of a graph G , i.e. the total
sum of its edge-weights, by (G).
We start by mentioning some well known facts about Euclidean Steiner minimum trees. These facts were ﬁrst proven for
the obstacle-free case by Gilbert and Pollak [34] and later, stated and used for the case with obstacles by several authors
[1,12] (explicit new proofs are not given but the generalizations are straightforward). In the following, recall that we use
the term Steiner point for vertices of the tree that do not coincide with terminals or corners:
Fact 3.1. The SMTO is a tree that includes all terminals as vertices. It might include corners or Steiner points as additional internal
vertices.
Fact 3.2. A Steiner point of the SMTO may not occur on the boundary of some obstacle.
Fact 3.3. Every Steiner point of the SMTO has 3 incident edges making angles of 120◦ .
Fact 3.4. Every terminal and corner has degree at most 3 in the SMTO.
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(a) S ′ = V ; (b) S ′ = V and corner E is visible to A.
Fact 3.5. Two edges of the SMTO meet only at a common endpoint, i.e. the SMTO is not self-intersecting.
Fact 3.6 (120◦ wedge property). (See [1].) If s is a Steiner point of the SMTO, then in any closed 120◦ wedge with apex s, there exists a
terminal or corner v and an SMTO path from s to v that lies entirely inside the wedge.
The following lemma is of central importance for our work and is illustrated in Fig. 4:
Lemma 3.7. Let S be a closed convex region of the plane and let A ∈ S be a point that is not contained in the interior of any obstacle.
Then, we have
(i) a terminal or corner in S that is visible to A; or
(ii) the maximal visible area to A in S is a closed convex region S ′ ⊆ S that contains no terminal or corner and its border is composed
of parts of obstacle edges and parts of the boundary of S. Furthermore, any obstacle-avoiding path contained in S and connected
to A is contained in S ′ .
Proof. Assume there exists an obstacle edge e passing through S that has both its endpoints outside of S . Let e+ and e−
be the two closed half-planes induced by extending e to a straight line and w.l.o.g. assume A ∈ e+ . Then we know that e−
does not belong to the visible area to A in S . Also, if P is an obstacle-avoiding path connected to A inside S , it cannot
cross e and thus, it is also completely contained in e+ . Deﬁne S1 = S ∩ e+ . S1 is closed and convex, contains A, and we can
repeat the argument above until we get a closed convex region S ′ ⊆ S that contains the visible area to A in S and such that
there are no obstacle edges passing “through” S ′ as mentioned above. Furthermore, S ′ shares its border with S except for
ﬁnitely many straight-line segments where it may consist of obstacle edges. Also, any obstacle-avoiding path connected to
A inside S is included in S ′ (Fig. 4(a)).
Let V ⊆ S ′ be the area of S ′ visible to A. Suppose V = S ′ . Then there is an obstacle edge e on the border of V that is not
part of the border of S ′ . Consider a line-segment l lying in V and connecting A to e. If me move one endpoint of l along e,
at least in one direction we will not leave S ′ (otherwise e would be passing “through” S ′). Moving in this direction, l either
meets one corner of e or another obstacle edge e′; in the latter case, it must be that we also meet at least one corner of e′.
In both cases, we have found a corner in S ′ that is visible to A (see Fig. 4(b)). Otherwise, we have V = S ′ and thus, S ′ is
either free of terminals and corners or contains a terminal or corner visible to A. 
We deﬁne an SMTO edge AB to be locally D-bounded if when walking from A or B , and away from AB , for at most 3
SMTO edges or until we encounter a terminal or corner (whichever comes ﬁrst), all edges we pass have length at most D
(see Fig. 5(a)). Now consider an SMTO edge AB and some ﬁxed distance D . Let HA be the regular hexagon of side length D
that has A as a corner, does not contain AB , and builds two 120◦ angles with AB , i.e. if we extend AB , it would cut HA in
half (see Fig. 5(b)). We have the following property:
Lemma 3.8 (Generalized hexagon property). Let AB be a locally D-bounded SMTO edge. Then the regular hexagon HA of side length
D deﬁned above contains a terminal or a corner that is visible to A (this terminal or corner could be A itself ).
Proof. Apply Lemma 3.7 with S = HA . If we ﬁnd a terminal or corner inside S visible to A we are done. So assume not. Let
S ′ be the corner-free and terminal-free region asserted by statement (ii) of Lemma 3.7. Now consider Fig. 5(b). If any of the
points s1, t1, s2, t2, s3, or t3 are terminals or corners, then the one closest to A (in terms of number of edges) is connected
to A by an obstacle-avoiding path inside HA and by Lemma 3.7, it is contained in S ′ and thus visible to A; a contradiction.
M. Müller-Hannemann, S. Tazari / Computational Geometry 43 (2010) 395–409 401Fig. 5. (a) If T is a terminal and all edges in this ﬁgure, possibly except for e, have length at most D , then e is locally D-bounded; if D = cL/1, where L is
the length of e, then e is locally long; (b) proof of Lemma 3.8: the wedge at s3 includes a path to V A .
So, all these points are Steiner points and by Fact 3.3, the situation is exactly as illustrated in Fig. 5(b) or symmetric to it.
Now consider the 120◦ wedge placed at s3 as shown. By Fact 3.6, this wedge contains a terminal or corner connected to s3
by an SMTO path and by Fact 3.5, this path must be contained in HA . By Lemma 3.7, this path is even contained in S ′ and
visible to A; again, a contradiction. 
Let AB be an SMTO edge of length L. For given constants c  1 and 1 > 0, we deﬁne AB to be locally long if it is locally
cL/1-bounded (see Fig. 5). Otherwise we call it locally short. The next lemma builds the heart of our proof of Theorem 1.1.
It assures that near every locally long SMTO edge AB , we ﬁnd an edge, e, of the spanner G1 that is long enough, so that
a grid layer around e will enclose the points A and B; and short enough, so that the spacing of the grid layer does not
introduce too large an error.
Lemma 3.9. Let AB be a locally long SMTO edge of length L with some constants c  1 and 0 < 1  1 to be speciﬁed. Consider
Algorithm 2.1 with a constant κ  8c + 2. Then there exists an edge e of length  in the (1 + 1)-spanner G1 and an integer 0 i 
log2 n, so that L  2i κ L/1 and so that A and B are included in a circle of radius κ2i/1 around the midpoint of e.
Proof. By the hexagon property above with D = cL/1, we know that there exists a terminal or corner V A inside HA and a
terminal or corner V B inside HB , so that V A is visible to A and V B is visible to B (note that V A resp. V B could be equal
to A resp. B). Then we know that L  d(V A, V B) L + 4cL/1 =: M (see Fig. 6(a)). Now consider the shortest path between
V A and V B in the spanner G1. It consists of at most n edges and its length is at least L and at most
(1+ 1)M = L + 4cL/1 + L1 + 4cL
= ((4c + 1)1 + 4c + 21
)
L/1  κ L/1
if we choose κ  8c + 2. Also, this path lies entirely inside a circle Q of radius R := (1 + 1/2)M around the midpoint of
the edge AB , since a shortest path that starts inside HA , leaves Q , and returns to HB has length > 2(R −M/2) = (1+ 1)M
and so, would be too long to be needed for a (1+ 1)-spanner path. Hence, there exists an edge e of length  on this path
inside Q , so that L/n  κ L/1 (see Fig. 6(a)). If  < L, one can choose an integer 0< i  log2 n so that L  2i 2L 
κ L/1 otherwise choose i = 0. Also, since e is inside Q , the distance between the midpoint of e to A or B is at most
R + L/2 = L + 4cL/1 + L1/2+ 2cL + L/2
= ((2c + 1.5)1 + 4c + 21/2
)
L/1  κ2i/1. 
Let S0 be the set of Steiner points of the SMTO T  that are only incident to locally short edges of T  . By Fact 3.3 each
vertex of S0 is incident to exactly 3 locally short edges making angles of 120◦ with each other. Let S1 be the set of all other
Steiner points of T  . From Lemma 3.9 we get
Corollary 3.10. Let A be a Steiner point from the set S1 and let L be the length of a locally long edge incident to A. Then there exists a
vertex A′ of the graph G3 , so that d(A, A′) 2L1 .
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is close to A and B; (b) the candidate Steiner points around e “cover” the Steiner points A and B .
Proof. Since A is incident to a locally long edge of length L of T  , we have by Lemma 3.9 that there exists an edge e of
length  in G1 and a circle Q of radius r = κ2i/1 around the midpoint of e for some integer 0 i  log2 n, so that A is
included in Q (see Fig. 6(b)). The grid of candidate Steiner points inside Q has spacing2
δ = r31/κ2 = 2i21/κ  L1
since 2i κ L/1 by Lemma 3.9. A technical lemma of Provan (Lemma 3.2 in [1]) says that for a given Steiner point A in a
δ-grid among obstacles, we can always ﬁnd a terminal, corner or grid point A′ that is visible to A, so that d(A, A′) 2δ. All
terminals, corners, and candidate Steiner points are part of the graph G3 and hence, our claim is proven. 
In Lemmas 3.11–3.13, we modify T  into a tree T 2 that is not much longer than T
 and whose vertex set is included in
the vertices of the graph G3. In the construction below, we do not require an edge to be a straight-line segment but allow
edges that are paths comprised of a number of straight-line segments.
Lemma 3.11. The total length of all locally short edges of T  is at most 1(T ).
Proof. The total length of locally short edges can be estimated as follows: we charge the cost of a locally short edge of
length , a charger, to its closest edge (in terms of number of edges) that has length  c/1. Now consider any edge of
length L of T  . Any cost charged to it is caused by a charger that is at most 3 edges away, so by Facts 3.3 and 3.4 the
number of these chargers is at most 28 and the amount charged by each of them is at most L1/c. We set3 c = 28 and so,
the total sum is bounded by 1 times the length of T  . 
The main part of the proof of the next lemma is similar to the proof of the classic MST-based 2-approximation algorithm
for the SMT problem [35,36]:
Lemma 3.12. There exists an obstacle-avoiding Steiner tree T 1 of the terminals, so that
(i) it contains all locally long edges of T ;
(ii) all of its Steiner points are from the set S1;
(iii) the degree of each vertex is at most 4;
(iv) vertices of degree 4 are incident to at least 2 locally long edges of T ;
(v) (T 1) (1+ 1)(T ).
2 The grid spacing in [20] is r21/κ
2 but we believe that the exponent of 1 should be 3.
3 Thus we can choose κ = 8c + 2 = 226.
M. Müller-Hannemann, S. Tazari / Computational Geometry 43 (2010) 395–409 403Fig. 7. (a) Replacing a tree of locally short edges with an Euler tour; (b) moving a Steiner point A to its approximation A′ in G3.
Proof. Recall that the notion of locally long and locally short partitions the edges of T  into two sets. Consider a maximal
subtree T ′ of T  that consists entirely of locally short edges and that contains at least one vertex of S0. Let X0 be the set
of vertices of T ′ that belong to the set S0 and let X1 be the set of all other vertices of T ′ . Note that the vertices of X0 are
all Steiner points of degree 3 and by Fact 3.2, none of them lies on the boundary of an obstacle. Also, the vertices of X1 all
have degree 1 or 2 in T ′ (because they are adjacent to at least one locally long edge in T ). Consider an Euler tour C of T ′ ,
starting at a leaf v1 and turning right at each vertex (thus, turning around at each leaf), so that it visits each edge of T ′
exactly once in each direction. Let v1, . . . , vk be the vertices of X1 in the order they are visited by C and let C[i, j] denote
the part of C that connects vi and v j . For each i = 1, . . . ,k − 1, consider a path between vi and vi+1 that closely follows
C[i, i + 1] on its right side without touching it or any other part of T ; except for the special case when vi and vi+1 are
adjacent, in which case we may take the edge vi vi+1 instead (note that this can happen at most in one direction for each
edge). Since all angles at the internal vertices of each C[i, i + 1] are less than 180◦ , such a path can be chosen so that it is
not longer than C[i, i + 1] (see Fig. 7(a)).4 Let T ′′ be the union of these k − 1 paths and note that (T ′′) 2(T ′). Let T 1 be
the tree obtained from T  by replacing each such maximal subtree of locally short edges by its corresponding set of paths
as described above. This leaves all locally long edges of T  untouched and removes all Steiner points of the set S0 from T  .
Also the degree requirements are satisﬁed, as one can easily check using Facts 3.3 and 3.4. The length of T 1 is at most the
length of T  plus the total length of the locally short edges of T  . By Lemma 3.11, we get that (T 1) (1+ 1)(T ). 
Lemma 3.13. There exists a Steiner tree T 2 of the terminals, so that all its vertices are from the graph G3 and we have (T

2) 
(1+ 131)(T ).
Proof. We start with the tree T 1 from the lemma above and modify it the following way. Each Steiner point A of T

1 is
incident to at least one locally long edge of T  . Let e be the shortest locally long edge incident to A and let L be its length.
By Corollary 3.10, there exists a vertex A′ of G3 visible to A, so that d(A, A′)  2L1. Moving the endpoints of each edge
incident to A to A′ adds at most 2L1 to the length of that edge (see Fig. 7(b)). Charge this amount to e. The degree of
each Steiner point of T 1 is either 3 or 4; so, each locally long edge is charged at most 4 times from each side. But if the
degree of a vertex is 4, then there are at least 2 locally long edges incident to it, and we can charge each one of them twice
(instead of charging one of them 4 times). So, each locally long edge of length L is charged at most 6 times and hence, the
total overhead produced by moving the Steiner points to the vertices of G3 is at most 121 · (T ). Thus, the length of T 2 is
at most (1+ 131)(T ). 
First proof of Theorem 1.1 for the Euclideanmetric. By Lemma 3.13, we know that there exists a Steiner tree T 2 with length
at most (1+ 131)(T ) that uses only the vertices of G3 as Steiner points. Since G3 is a (1+ 2)-spanner of its vertex set,
we can replace each edge of T 2 by a path in G3 that is longer by a factor of at most (1+ 2). Note that this is also true if
the considered edge is in fact a path comprised of a number of straight-line segments. This shows that the optimal Steiner
tree T 3 in the planar graph G3 has length at most (1 + 2)(1 + 131)(T ) and by choosing 1 = 52 and 2 = 6 , we can
ensure that this amount is at most (1+ /2)(T ). The PTAS of Borradaile et al. [5] returns a (1+ /3)-approximate Steiner
tree Tout of G3 and we have
(Tout) (1+ /3)(T 3) (1+ /3)(1+ /2)(T ) (1+ )(T ). 
4 The reason we do not use shortest paths is that we do not want to change the degrees of other terminals or corners of the tree, nor introduce new
Steiner points.
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3.3. Second proof
Our second proof for Theorem 1.1 is based on our generalization of the so called empty ball lemma. The proof of this
lemma can be obtained by a straightforward generalization of the proofs found in [20] (Lemma 36) and [37] (Lemma 5.4.5,
including a very detailed proof):
Lemma 3.14 (Generalization of the empty ball lemma). Let S1 and S2 be closed convex regions in the plane whose interiors are free
of terminals and obstacle edges but whose borders may partly consist of obstacle-edges. Denote the parts of their borders that are not
obstacle-edges as the free border. Assume that S2 encloses S1 and that the distance between every point on the free border of S1 to
any point on the free border of S2 is at least γ > 0. Then, for any obstacle-avoiding SMT, the number of Steiner points inside S1 is
bounded by a constant s0  (96e)8 (where e is the base of the natural logarithm).
Our second proof for Theorem 1.1 is similar in its basic idea to the ﬁrst proof: for every locally long edge AB , we ﬁnd
terminals or corners V A and V B with L/2 d(V A, V B) 4cL/1 + L and apply the same argument as before to ﬁnd vertices
A′ and B ′ in G3 to approximate AB; afterwards, the rest of the argument follows.
But here, we have to change the deﬁnition of locally long as follows: an SMT edge AB is considered locally long if when
walking from A or B for at most s0 edges or until we reach a terminal or corner, all edges we encounter have length at
most cL/(s01), where s0 is the constant from Lemma 3.14. Hence, in order for our charging scheme to work, we have to
choose c = O (2s0 ). Here, we only provide the main different part of this proof; the other details can be straightforwardly
adapted from the ﬁrst proof.
Second proof of Theorem 1.1 for the Euclidean case, main part. Consider a locally long SMT edge AB of length L, let
R = cL/1 and consider three co-centric balls Q 1, Q 2, and Q 3 with radii R + L/2, 2R , and (1 + 1/2)(4R + L) around the
midpoint of AB , respectively. W.l.o.g. assume AB is vertical and A is above B . Let d1 be a line perpendicular to AB , passing
through A and let d2 be parallel to d1 passing at distance L/4 below A (see Fig. 8). Let S1 be the part of Q 1 above d1 and
let S2 be the part of Q 2 above d2. We show that S2 contains a terminal or corner V A visible to A. Assume not. Then, by
Lemma 3.7, the part of S2 visible to A is a closed convex region S ′2 free of terminals and corners. Similarly, let S ′1 be the
visible region of S1 to A and note that S ′1 = S ′2 ∩ S1. By applying Lemma 3.14 to S ′1 and S ′2 with γ = L/4, we see that the
number of Steiner points inside S ′1 is bounded by a constant s0. We show that there exists an SMT path connected to A,
leaving S ′1 without crossing d1: just notice that when we start walking at A and move from Steiner point to Steiner point,
there is always an SMT edge that does not go “downwards”, i.e. that builds an angle 90◦  α  270◦ with AB . So, we can
always ﬁnd a next point until we leave S ′1, so that we can encounter a terminal or corner. Obviously, this path has to leave
S ′1 at a part of its free border, so it has to leave Q 1, too, and thus, the length of this path is at least R . It consists of at
most s0 edges and hence, we can ﬁnd an edge that has length at least R/s0 and is at most s0 edges away from A — a
contradiction to the assumption that AB is locally long. So, the desired point V A has to exist. Similarly one ﬁnds a point
V B visible to B and we will have L/2  d(V A, V B)  4R + L. The shortest path in the spanner G1 connecting V A and V B
will be completely included in Q 3 and the rest of the argument follows. 
The key advantage of this second proof is that it does not make use of the hexagon property and thus, can be easily
extended to metrics that do not have a wedge-property, such as the rectilinear metric. Also, it gives us some structural
information about SMTOs in higher dimensions; in fact, it shows that SMTOs in higher dimensions have similar properties
and could potentially be handled with similar methods; but since the resulting graphs are typically not planar, our PTAS
does not apply.
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point A′ is not visible to the Steiner point A, there must be an obstacle corner P closer and visible to A.
4. Uniform orientation metrics
We ﬁrst brieﬂy discuss λ-geometries with λ  3, where we will see that the proofs above readily generalize. Then we
turn our attention to the rectilinear case that has different properties and requires other techniques. In the last part, we
prove our generalization of Arikati et al.’s [29] planar spanner result to the cases with λ 3.
4.1. The cases λ 3
Brazil et al. [23] showed that for λ 3, there always exists an SMT, such that the minimum angle at a Steiner point is
90◦  αmin  120◦ and the maximum angle is 120◦  αmax  150◦ . For these cases, we get an αmax-wedge property like
Fact 3.6 of the Euclidean case and we can use it to prove an analog of the Hexagon property (Lemma 3.8). Also, using this
αmax-wedge property one can derive the following generalization of Provan’s lemma [1]:
Lemma 4.1. Let A be a Steiner point of an SMT with an α-wedge property for an α < 180◦ and assume there is a grid with spacing δ
around A. Then there exists a grid point, terminal, or corner A′ that is visible to A, so that d(A, A′) δ/ cos α2 .
Using these two results, one can generalize both of our proofs from Section 3 straightforwardly to all λ-geometries with
λ  3, where again, the ﬁrst proof results in much better constants (but possibly different ones from the Euclidean case).
The only thing that remains is to show that the planar spanners needed for the algorithm exist and can be computed in the
required time. This is shown in the last part of this section.
4.2. The rectilinear case
In the rectilinear case, we do not have an α-wedge property for an α < 180◦; in fact, 180◦-angles can occur at any
Steiner point. But instead, the structure of rectilinear Steiner trees is well-studied. Particularly, we have the following lemma,
adapted from [38,39]:
Lemma 4.2. Let Z be a set of terminals and O a set of disjoint rectilinear obstacles in the plane, so that in any obstacle-avoiding
rectilinear Steiner minimum tree (RSMTO) of Z , all terminals are leaves and no corner is included except for corners that coincide with
terminals. Let A and B be two Steiner points in an RSMTO of Z that are connected by a horizontal line-segment. Then B cannot be
connected to a third Steiner point by a vertical line segment.
We deﬁne a full component of an RSMTO to be a subtree in which every terminal and corner is a leaf. We can decompose
a given RSMTO into its full components and do the following as long as possible: replace every full component by another
RSMTO that includes more corners or in which the terminals or corners have degree more than one. Then we will get an
RSMTO T  where we can apply Lemma 4.2 to each of its full components (counting the included corners as terminals) and
so, T  itself will have the property of the lemma (see Fig. 9(a)):
Corollary 4.3. For any given set of terminals and disjoint rectilinear obstacles in the plane, there exists an RSMTO, so that for any two
Steiner points A and B that are connected by a horizontal line-segment, B is not connected to a third Steiner point by a vertical line
segment.
Now one can use Corollary 4.3 instead of the hexagon property to prove a rectilinear version of Lemma 3.9 with even
better constants: namely, one can loosen the deﬁnition of locally long edges to include only edges that are at most 2 edges
away and so, one can choose c = 12 and κ = 4c + 2 = 50. We also have
Lemma 4.4. For a given set of terminals and disjoint rectilinear obstacles in the plane, there exists an obstacle-avoiding RSMTO that
has the property of Corollary 4.3 and each of its Steiner points A fulﬁlls: if there is a grid with spacing δ around A, then there exists a
grid point, terminal, or corner A′ that is visible to A, so that d(A, A′) 2δ.
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Proof. The RSMTO from Corollary 4.3 can be chosen so that all Steiner points lie on the Hanan grid spanned by the
terminals and corners [28,11]. Let A be a Steiner point on this grid. Then there is a terminal or corner visible to A both on
the horizontal and the vertical line passing through A. Consider the two line segments connecting A to these terminals or
corners. The grid point A′ enclosed in the 90◦-wedge built by these two line segments is either visible to A or is blocked
by an obstacle that has a visible corner to A inside the rectangle spanned by A and A′ (see Fig. 9(b)). 
With these observations, both of our proofs from the last section adapt straightforwardly to the rectilinear case with the
constants mentioned above.
4.3. Planar spanners
Consider a λ-geometry and let ω = π/λ be the smallest allowed angle. We denote the metric induced by a λ-geometry
by a λ-metric; the distance between two points in a λ-metric by the λ-distance; and a path that is constituted entirely of
edges in legal directions of the given λ-geometry, a λ-path. Before we start with the construction of our spanner, we need
the following technical lemma:
Lemma 4.5. Consider a λ-geometry with smallest allowed angle ω and let a set of disjoint polygonal obstacles be given whose edges
are parallel to the allowed directions. Consider two points A and B in the plane. Then there exists a shortest path (with respect to the
given λ-metric) between A and B that passes through A = v0, v1, v2, . . . , vk = B, so that each vi with 0 < i < k is a corner and so
that the path between each vi and vi+1 is either a straight line in an allowed direction or is comprised of two straight lines in two
consecutive allowed directions, i.e. allowed directions that build an angle of π − ω with each other.
Proof. Let d1, . . . ,dλ be the allowed directions building consecutive angles of ω. We consider a shortest path between A
and B that uses the maximum possible number of obstacle-corners and among those, one that uses the least number of
straight-line segments. If this path contains an obstacle-corner D (besides possibly A and B), we can apply our proof to
the subpaths AD and DB independently and we are done. So assume that our selected path does not contain any corners
besides possibly A and B . We distinguish three cases:
Case (i): Assume A and B are visible to each other. If AB is a legal direction, we are done. Otherwise, w.l.o.g. assume AB
lies between directions d1 and d2. Let ACB be the triangle in which AC is parallel to d1 and C B is parallel to d2. We call
this triangle the λ-triangle of AB . Clearly, the path ACB is a shortest path connecting A and B . We ﬁrst show by induction
on the number of corners inside ACB , that A and B can be connected by a shortest path using only directions d1 and
d2 inside ACB . If ACB contains no parts of an obstacle, we are done. Otherwise, since obstacle-edges are assumed to
be only in legal directions and since d1 and d2 are consecutive directions and AB is not crossed by any obstacle-edge, the
triangle must include at least one corner. Sweep a line parallel to d2 along AC until we hit an obstacle-corner (if we hit an
edge, we will also hit a corner by the preceding observation). Let D be the point where the swept line leaves AC and let E
be the point where it meets AB (see Fig. 10(a)). Then ADE is a shortest path connecting A and E and using only directions
d1 and d2. Furthermore, E and B are visible to each other and the λ-triangle of EB is contained in ACB and contains at
least one corner less. So, we get our claim by the induction hypothesis. Now we know that either A and B can be connected
by the two straight-line segments AC and C B or there exists a shortest path between A and B including another corner —
a contradiction to the selection of our path.
Case (ii): Assume A and B are not visible to each other but are connected by exactly 2 straight-line segments AC and C B
(in legal directions, of course). Since the line AB is crossed by an obstacle-edge, but no such edges cross AC and C B , the
triangle ACB must include at least one obstacle-corner. Circle a line l around A starting at AC and moving towards AB
until it hits an obstacle corner D inside ACB . Consider the parallelogram between the points C and D with lines parallel
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the d1d2-spanner shown in (c).
to AC and C B . This parallelogram is completely “swept over” by l and hence, contains no obstacles. Let P1 and P2 be the
other two corners of this parallelogram. Replacing P1C and C P2 with P1D and DP2 results in a shortest path between A
and B that includes an additional corner — again, a contradiction (see Fig. 10(b)).
Case (iii): Assume A and B are not visible to each other and the path between them is comprised of more than 2 straight-
line segments. By an argumentation similar to that in Case (ii), one can show that the ﬁrst 3 line segments can either be
replaced by a path that contains an additional obstacle-corner or they can be replaced by at most 2 line segments — in
both cases, a contradiction to the selection of our path. 
Note that Lemma 4.5 implies that if we consider the visibility graph of a given set of terminals and corners and measure
the length of each edge in the given λ-metric, then the shortest path between any two terminals or corners is included
in the visibility graph. Furthermore, given the shortest path between a pair of points in the visibility graph, one can con-
struct an obstacle-avoiding λ-path of the same length between those points. Using these observations, one can easily adapt
Clarkson’s spanner algorithm [31] to work for all λ-geometries.
But Clarkson’s spanner is not necessarily planar. Arikati et al. [29,32] show how to ﬁnd a planar rectilinear (1 + )-
spanner of the visibility graph among disjoint polygonal obstacles in the plane that uses at most O (n) Steiner points in
time O (n logn). This spanner might include obstacle-edges that are not rectilinear but their length is measured in the
rectilinear metric. We ﬁrst show that one can rotate the axes of the coordinate system to build an arbitrary angle and still
obtain such a spanner. Let d1 and d2 be two distinct directions in the plane, building an angle of ω with each other. Deﬁne
a d1d2-geometry to be the geometry where one is allowed to move only in directions d1 and d2 and call the induced metric
a d1d2-metric. We have the following lemma:
Lemma 4.6. Let a set of terminals and a set of disjoint polygonal obstacles with a total of n vertices be given. For distinct directions d1
and d2 , one can ﬁnd a planar (1+ )-spanner of the visibility graph with respect to the induced d1d2-metric in time O (n logn) and of
size O (n).
Proof. Let {e1, e2} be the standard orthonormal basis of the plane and assume d1 and d2 are unit vectors in the given
directions. Let T be the linear transformation in the plane that maps d1 to e1 and d2 to e2. For any given vector v =
v1e1 + v2e2 = v ′1d1 + v ′2d2, we know on one hand, that the length of v in the d1d2-metric is |v ′1| + |v ′2| and on the other
hand we have T v = v ′1e1 + v ′2e2, i.e. we obtain the d1d2-length of v as the rectilinear length of T v . Thus, we may apply T
to the plane, ﬁnd a rectilinear spanner of the visibility graph using the algorithm of Arikati et al. [29], and apply T−1 to the
result to obtain a d1d2-spanner of the visibility graph (see Fig. 11). 
We need one more observation before we can proceed with the main construction. The simple lemma below can easily
be shown using the law of sines and the fact that for 0 α  π/3, we have sinα  α2 :
Lemma 4.7. For λ 3, let d1 and d2 be vectors building an angle of π/λ with each other. Let d′1 and d′2 be two other vectors with the
same property (not necessarily distinct from d1 and d2). If P is a parallelogram with sides parallel to d1 and d2 and maximum side
length r, then there exists a parallelogram P ′ with sides parallel to d′1 and d′2 , so that P ′ encloses P and each of its sides has length at
most 4λπ · r.
Now we can use a similar trick to the one used by Arikati et al. to obtain their Euclidean spanner: let d1,d2, . . . ,dλ be
the allowed directions, so that two consecutive ones build an angle of π/λ with each other. For simplicity, deﬁne dλ+1 = d1.
Find (1 + )-spanners G1, . . . ,Gλ , so that Gi uses only edges parallel to di and di+1 using Lemma 4.6. Let G be the graph
obtained by superimposing all these spanners on each other, i.e. putting them on each other and adding all intersection
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the thesis of Zeh [32] — to show that G will still have O (n) vertices and is computable in O (n logn)-time. This is done
by utilizing the special structure of the spanners. Each spanner is based on a division of the plane into O (n) regions, each
containing a grid of constant size; using Lemma 4.7 and a similar argumentation as in [32], one can show that for two of
these spanners, the number of regions R ′ of one spanner that overlap with a ﬁxed region R of the other spanner, so that
the maximum side-length of R ′ is longer than the maximum side length of R , is bounded by a constant. Hence, the total
number of new vertices is linear in n and since G is planar, the same is true for the number of edges (assuming λ as a
constant, of course).
Also, by Lemma 4.5, G is indeed a (1+ )-spanner of the visibility graph: an approximate shortest path between each vi
and vi+1 of the lemma lies entirely in a spanner G j . Thus, we have
Theorem 4.8. Consider a λ-geometry and let a set of terminals and a set of disjoint polygonal obstacles whose edges are in the allowed
directions be given, so that the total number of terminals and corners is n. Then one can ﬁnd a planar (1+ )-spanner (with respect to
the metric of the λ-geometry) of the visibility graph of size O (n) in O (n logn) time that uses only edges in the allowed directions.
5. Conclusion and outlook
We have shown how recent progress in graph algorithms provides new insights and methods in geometric algorithms
by presenting a near linear time approximation scheme for a geometric version of the Steiner tree problem — namely, the
SMT problem among obstacles in the plane — using the recent PTAS of Borradaile et al. [4,5] for the Steiner tree problem
in planar graphs. To this end, we applied and modiﬁed recent techniques in the design and analysis of algorithms, most
notably from the work of Rao and Smith [20] and that of Arikati et al. [29], and introduced new ones, see Sections 2–4, to
obtain a planar graph of small size that still contains a suﬃciently good approximation of the desired solution.
One interesting open question is whether it is possible to further reduce the time complexity of this problem to obtain
an O (n logn)-approximation scheme. Note that even if the PTAS for planar graphs can be modiﬁed to run in linear time, we
still need O (n log2 n) time to construct our planar spanner. One possible way to attack this problem is trying to intertwine
the steps of the PTAS with the steps of our algorithm. Indeed, with some non-trivial modiﬁcations one can achieve a running
time of O (t log t + k log2 k), where t is the number of terminals and k is the number of obstacle corners. But achieving a
running time of O (n logn) seems more diﬃcult and is left as a subject for future work.
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