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Abstract
In many areas of science, especially geophysics, geography and meteorology, the
data are often directions or axes rather than scalars or unrestricted vectors. Direc-
tional statistics considers data which are mainly unit vectors lying in two- or three-
dimensional space (R2 or R3). One way in which directional data arise is as normals
to foliations. A (codimension-1) foliation of Rd is a system of non-intersecting (d − 1)-
dimensional surfaces filling out the whole of Rd. At each point z of Rd, any given
codimension-1 foliation determines a unit vector v normal to the surface through z.
The problem considered here is that of reconstructing the foliation from observations
(zi,vi), i = 1, . . . , n. One way of doing this is rather similar to fitting smooth splines to
data. That is, the reconstructed foliation has to be as close to the data as possible,
while the foliation itself is not too rough. A tradeoff parameter is introduced to con-
trol the balance between smoothness and closeness.
The approach used in this thesis is to take the surfaces to be surfaces of constant
values of a suitable real-valued function h on Rd. The problem of reconstructing a
foliation is translated into the language of Schwartz distributions and a deep result
in the theory of distributions is used to give the appropriate general form of the fitted
function h. The model parameters are estimated by a simplified Newton method.
Under appropriate distributional assumptions on v1, . . . ,vn, confidence regions for
the true normals are developed and estimates of concentration are given.
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Chapter 1
Introduction
1.1 Introduction
A foliation is a set of non-intersecting surfaces called leaves. Examples include fami-
lies of curves, such as magnetic field lines or solution curves of differential equations.
Many foliations have a field of vectors normal to the leaves. Points z1, . . . , zn on a fo-
liation that give unit vectors v1, . . . ,vn or axes ±v1, . . . ,±vn with vi normal to leaf
through zi for i = 1, . . . , n. The problem then arises of how to fit a model to the data
{(zi,vi), i = 1, . . . , n} or {(zi,±vi), i = 1, . . . , n} to reconstruct the foliation. The defini-
tion of foliation will be precisely given in the next chapter. The method developed
here for fitting foliations to data zi and vi lie in d-dimensional space is based on
fundamental results (Duchon (1977), Meinguet (1979)) in the theory of splines. In
most applications, the data are in three-dimensional space, so the emphasis will be
on fitting a foliation to three-dimensional data.
We start by giving a precise definition of foliation in Chapter 2, together with some
mathematical definitions. In Chapter 3 the problem of reconstructing a foliation is
given in precise mathematical terms. Some past work on fitting splines to directional
data is discussed in Chapter 4, a detailed explanation of the problem and compar-
ison with past work is carried out as well. Since a spline-like method will be used
to fit a foliation to data sets, the general background of splines is given in Chapter
6. In Chapter 7, the objective functions which arise when reconstructing foliations
from directional or axial data are given. Minimisation of these objective functions is
in Chapter 8. The choice of smoothing parameter is discussed in Chapter 9. Con-
fidence regions for the normals to the fitted foliation are proposed, and a plausible
distribution of the fitted normals will be discussed in Chapter 11. This thesis finishes
with a discussion of possible future developments.
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CHAPTER 1. INTRODUCTION
1.2 Notation
Certain notational conventions are followed unless otherwise specified. Lower case
bold roman letters, such as x, y, z etc. are used to denote random vectors. A bold
lower case roman letter with subscript i is used to denote the ith observation of the
corresponding vector, e.g. xi is the ith observation of x. Roman letters with subscript
are generally used to denote components of the corresponding vector, for example, xi
denotes the ith component of vector x, and xij denotes the jth component of xi. An
upper case bold letter, such as A, B, K, is used to denote a matrix. An upper case
bold letter with double subscript is used to denote a block of a block matrix, e.g. Kij
is the ijth block of matrix K. An upper case letter with double subscript script is
used to denote an entry of a matrix, e.g. Kij is the ijth entry of K.
2
Chapter 2
Foliations
A foliation can be regarded informally as a set of non-intersecting surfaces that fill out
the whole of some region in a Euclidean space. Two common examples of foliations
are given by an onion and a book. The layers of an onion are non-intersecting and
fill out the onion. The leaves of a book are also non-intersecting and fill out the
book. A formal definition of a foliation is given in the following sections. Firstly, some
necessary geometrical definitions are given.
2.1 Manifolds
A metric space is a set M equipped with a suitable distance function d : M ×M → R.
Function d gives a measure of the distance between any two elements in M and
satisfies
1. d(x, y) ≥ 0 for all x, y ∈M ;
2. d(x, y) = 0 if and only if x = y;
3. d(x, y) = d(y, x) for every x, y ∈M ;
4. d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈M .
Let (M,d) be a metric space. For each point x ∈M and ǫ > 0,
D(x, ǫ) = {y ∈M |d(x, y) < ǫ} (2.1)
is called an ǫ-disc (also called ǫ-neighbourhood or ǫ-ball) about x. A set A in a metric
space M is said to be open if ∀x ∈ A, there exists an ǫ-ball in A about x. On the other
hand, a set B in a metric space M is said to be closed if M \B (the complement of B)
is open.
A topological space is defined as a set X together with a collection T of open subsets
of X that satisfies the four conditions:
3
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1. The empty set φ is in T .
2. X is in T .
3. The intersection of a finite number of sets in T is also in T .
4. The union of an arbitrary number of sets in T is also in T .
One may alternatively define T to be the collection of closed subsets of X rather than
open subsets of X, in which case conditions 3 and 4 become:
3. The intersection of an arbitrary number of sets in T is also in T .
4. The union of a finite number of sets in T is also in T .
A homeomorphism is a one-to-one correspondence between two topological spaces
that is continuous in both directions. An isometry is a homeomorphism which also
preserves distances. A space X is called a locally Euclidean space of dimension n
if for every point u in X, there exists a neighbourhood U ⊂ X and U ′ ⊂ Rn and a
homeomorphism Φ : U → U ′.
A manifold M is a topological space that is locally Euclidean, i.e. for every point in
M , there is a neighbourhood topologically like an open unit ball in Rn. A space X is
said to be Hausdorff if for any pair of points a and b in X, there exist disjoint open
sets A ∈ X and B ∈ X such that a ∈ A and b ∈ B.
The formal definition of a manifold is (e.g. Boothby, 2003, pp. 6)
Definition 1 A manifold M of dimension n or n-manifold, is a topological space with
the following properties:
1. M is Hausdorff,
2. M is locally Euclidean of dimension n, and
3. M has a countable basis of open sets.
Note that, one sometimes writes ‘Let Mn be a manifold’ as shorthand for ‘Let M be a
manifold of dimension n’. A smooth manifold, also called C∞ (infinitely differentiable)
manifold or differentiable manifold, is a manifold on which one can define C∞ func-
tion. A function g on an open set U ∈ Rn is of class Cr, if g has continuous derivatives
of order 1, . . . , r on U . In particular, C∞ is used to denote the class of functions which
are infinitely differentiable. One can use Cr(U) to specify the domain of g. Let p be a
point in a smooth manifold M . One may use the notation Cr(p) to denote the collec-
tion of all Cr functions whose domains include some open neighbourhood of p.
The tangent space TpM to M at p is the set of mappings Xp : C
∞(p)→ R satisfying for
all α, β ∈ R and f, g ∈ C∞(p) the two conditions
1. Xp(αf + βg) = α(Xpf) + β(Xpg),
4
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2. Xp(fg) = (Xpf)g(p) + f(p)(Xpg),
with the vector space structure on TpM defined by
1. (Xp + Yp)(f) = Xp(f) + Yp(f),
2. (αXp)f = α(Xpf).
A tangent vector to M at p is any Xp ∈ TpM . Every smooth manifold M has a tangent
bundle TM , in which TM is the collection of all the tangent vectors at all points of
M , that is
TM =
⋃
p∈M
TpM. (2.2)
A vector field X of class Cr on M is a function assigning to each point p of M a vector
Xp ∈ TpM whose components in any local coordinates (U,ϕ) are functions of class Cr
on the domain U of the coordinates.
2.2 Foliations
A cover of a set A is the collection of sets whose union contains A. A topological
space X is pathwise-connected if and only if for every two points x, y ∈ X, there is
a continuous function f from [0, 1] to X such that f(0) = x and f(1) = y. Roughly
speaking, a space X is pathwise-connected if, for every two points, there is a path
connecting them. Foliations are defined (Rolfsen, 1976, p. 284) as follows.
Definition 2 Let Mn be a manifold and let F = {Fα} denote a partition of Mn into
disjoint pathwise-connected subsets. Then F is called a foliation of codimension c
(with 0 < c < n) if there exists a cover of Mn by open sets U , each equipped with a
homeomorphism h : U → Rn or h : U → Rn+ which sends each nonempty component of
Fα ∩ U onto Rn−c × {α} in Rn−c × Rc = Rn . Each Fα is called a leaf.
2.2.1 Representation of a Foliation
Let x = (x1, . . . , xp)
T ∈ U (open) ⊂ Rp and g : U → Rq. Then g(x) = (g1(x), . . . , gq(x))T .
If the mapping g is differentiable, then ∇gi(x) =
(
∂gi
∂x1
(x) . . .
∂gi
∂xp
(x)
)T
exists for
all i and ∇gi(x) is called the gradient of gi at x. The mth order gradient of g, ∇mg(x)
is the q × p× . . .× p array of partial derivatives
∂mgi(x)
∂xj1 . . . ∂xjm
, (2.3)
5
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for j1, . . . , jm = 1 ∈ {1, . . . , p} and ‖∇mg(x)‖2 =
∑
i,j1,...,jm
(
∂mgi(x)
∂xj1 . . . ∂xjm
)2
. One way of
representing foliations is to use level sets. If c = (c1, . . . , cq) is a point in R
q, the level
set of g, g−1(c) given by c, is
g−1(c) = {x ∈ U : g(x) = c} . (2.4)
A foliation defined by (2.4) has dimension p and codimension q.
Our interest is in foliations of codimension one, in which case q = 1 and (2.4) reduces
to
g−1(c) = {x ∈ Rp|g(x) = c ∈ R} . (2.5)
The tangent space TxR
p to Rp at x is
span
{
∂
∂x1
, . . . ,
∂
∂xp
}
. (2.6)
Along the level set g−1(c), xp can be expressed as a function of x1, . . . , xp−1. Using the
chain rule to differentiate, we have
∂g(x)
∂x1
=
∂g(x)
∂x1
· 1 + ∂g(x)
∂x2
· 0 + · · ·+ ∂g(x)
∂xp−1
· 0 + ∂g(x)
∂xp
· ∂xp
∂x1
= 0
...
∂g(x)
∂xp−1
=
∂g(x)
∂x1
· 0 + ∂g(x)
∂x2
· 0 + · · ·+ ∂g(x)
∂xp−1
· 1 + ∂g(x)
∂xp
· ∂xp
∂xp−1
= 0.
These yield
∂g(x)
∂x1
= −∂g(x)
∂xp
· ∂xp
∂x1
,
...
∂g(x)
∂xp−1
= −∂g(x)
∂xp
· ∂xp
∂xp−1
,
which provide
∂xp
∂x1
= −
(
∂g(x)
∂xp
)−1
∂g(x)
∂x1
,
...
∂xp
∂xp−1
= −
(
∂g(x)
∂xp
)−1
∂g(x)
∂xp−1
.
For i = 1, . . . , p− 1,
∂
∂xi
+
∂xp
∂xi
∂
∂xp
=
∂
∂xi
+
∂g(x)
∂xi
6
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=
(
−∂g(x)
∂xp
)−1
∂g(x)
∂xi
∂
∂xp
. (2.7)
Hence the tangent space to g−1(c) at x is
span
{
∂g(x)
∂xp
∂
∂x1
− ∂g(x)
∂x1
∂
∂xp
, . . . ,
∂g(x)
∂xp
∂
∂xp−1
− ∂g(x)
∂xp−1
∂
∂xp
}
. (2.8)
Let u = (u1, u2, . . . , up)
T be the unit normal to g−1(g(x)) at x. Then, for i = 1, . . . , p− 1,
uT
(
∂g(x)
∂xp
∂
∂xi
− ∂g(x)
∂xi
∂
∂xp
)
= 0, (2.9)
and so 

u1
∂g(x)
∂xp
− up ∂g(x)
∂x1
= 0,
...
up−1
∂g(x)
∂xp
− up ∂g(x)
∂xp−1
= 0.
(2.10)
The components u1, . . . , up−1 of u can be written in terms of up as


u1 = up
(
∂g(x)
∂xp
)−1
∂g(x)
∂x1
= −up∂xp
∂x1
,
...
up−1 = up
(
∂g(x)
∂xp
)−1
∂g(x)
∂xp−1
= −up ∂xp
∂xp−1
.
(2.11)
Hence
uT = (u1, u2, . . . , up) = up
(
−∂xp
∂x1
, . . . ,− ∂xp
∂xp−1
, 1
)
. (2.12)
Since u is a unit vector,
‖u‖ =
∥∥∥∥up
(
−∂xp
∂x1
, . . . ,− ∂xp
∂xp−1
, 1
)∥∥∥∥
=
{
u2p
[(
−∂xp
∂x1
)2
+ . . .+
(
− ∂xp
∂xp−1
)2
+ 1
]}1/2
= 1. (2.13)
Thus
up =
[(
∂xp
∂x1
)2
+
(
∂xp
∂x2
)2
+ . . .+
(
∂xp
∂xp−1
)2
+ 1
]−1/2
. (2.14)
Substituting up in (2.12) by the right hand side of (2.14) gives
uT =
[(
−∂xp
∂x1
)2
+ . . .+
(
− ∂xp
∂xp−1
)2
+ 1
]−1/2(
−∂xp
∂x1
, . . . ,− ∂xp
∂xp−1
, 1
)
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=


[(
∂g(x)
∂xp
)−1
∂g(x)
∂x1
]2
+ . . .+
[(
∂g(x)
∂xp
)−1
∂g(x)
∂xp−1
]2
+ 1


−1/2
((
∂g(x)
∂xp
)−1
∂g(x)
∂x1
, . . . ,
(
∂g(x)
∂xp
−1
∂g(x)
∂xp−1
)
, 1
)
=
[(
∂g(x)
∂x1
)2
+ . . .+
(
∂g(x)
∂xp
)2]−1/2 (
∂g(x)
∂x1
, . . . ,
∂g(x)
∂xp
)
. (2.15)
From (2.15), the normal to g−1(c) at x can be rewritten as
u =
∇g(x)
‖∇g(x)‖ , (2.16)
where ∇g(x) =
(
∂g(x)
∂x1
, . . . ,
∂g(x)
∂xp
)T
.
2.2.2 Integrability
LetM be a manifold of dimension n = p+q and assume that to each x ∈M is assigned
a p-dimensional subspace ∆x of TxM . Suppose moreover that in a neighbourhood U
of each p ∈M there are p linearly independent C∞-vector fields X1, . . . , Xp which form
a basis of ∆q for every q ∈ U . Then we shall say that ∆ is a C∞ distribution of dimen-
sion p on M , and X1, . . . ,Xp is a local basis of ∆.
It was seen in §2.2.1 that every codimension 1 foliation of Rp gives rise to a field of
(p−1)-dimensional subspaces tangent to the level sets, as in (2.8). However, not every
field of subspaces comes from a foliation. A counter-example is given in Chapter 3.
In order to determine whether or not a given field of subspaces comes from a foli-
ation, the concepts of involutive distribution and completely integrability distribution
are needed.
The distribution ∆ is completely integrable if each point p ∈ M has a cubical coor-
dinate neighbourhood (U,ϕ) such that if x1, . . . , xn denote the local coordinates, then
the p vectors Ei = ϕ
−1
∗ (∂/∂x
i), i = 1, . . . , p are a local basis on U for ∆. A foliation
∆ is integrable and a completely integrable distribution determines a foliation. The
distribution ∆ is involutive if there exists a basis X1, . . . ,Xp in a neighbourhood of
each point such that
[Xi,Xj ] =
p∑
k=1
ckijXk, 1 ≤ i, j ≤ p, (2.17)
for some smooth functions ckij. However, most distribtutions are not involutive, for
example, on R3 the distribution
X1 = x3
∂
∂x1
+
∂
∂x3
, X2 =
∂
∂x2
+
∂
∂x3
8
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is not involutive since [X1,X2] = −∂/∂x1, which is not a linear combination of X1 and
X2. Frobenius’s theorem (Boothby, 2003, p. 155) relates the concepts of complete
integrability and being involutive.
Theorem 1 (Frobenius’s Theorem) A distribution ∆ on a manifold M is completely
integrable if and only if ∆ is involutive.
As the level sets of h : Rp → R are used to represent a foliation, we need to prove that
h gives rise to integrable distributions. Given h : Rp → R such that Dh(z) 6= 0 for all z
(this is called transversality), h gives a distribution by
z 7→ △(z) = span{tangents at z to h−1(h(z))} ⊂ Tzh−1(h(z)). (2.18)
Then h−1(h(z)) is a surface through z tangent at z to △(z), so △ is involutive. Accord-
ing to Frobenius’s theorem, this yields that △ is integrable.
Note that if p = 1 then (2.17) is satisfied automatically, so that every one-dimensional
distribution is completely integrable.
9
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Chapter 3
The Problem
Suppose given a set {(zi,vi), i = 1, . . . , n} where zi ∈ Rd represent observed locations,
and vi ∈ Sd−1 (the unit sphere in Rd) represent directions observed at zi. Alternatively,
the axes ±vi ∈ RP d−1 (the projective space of lines through the origin in RP d−1)
obtained by ignoring the sign of vi may be given.
An axis field A on manifold M ∈ Rd is a function that associates to each point p ∈M
a tangent vector Xp ∈ TpM up to sign. The axis Ap = ±Xp ∈ RP (d−1). Similarly, when
d = 2, an axis field can be obtained by a set of non-intersecting curves {cu : u ∈ R},
where u is a index of the curves. Suppose each x ∈ R2 lies on one of these curves.
Let cu(t) = x, where t can be time. Differentiating cu(t) with respect to t then provides
a tangent axis field A : R2 → RP , where RP is real projective space of one dimension,
and tangent axis A(x) at each x. This implies that
A(x) = span
{
±dcu(t)
dt
}
. (3.1)
On the other hand, given a tangent axis field A : R2 → RP , the non-intersecting
curves in R2 can be obtained by ‘integrating’ A.
Now, given a set of non-intersecting surfaces {cu, u ∈ R} which fill R3, each z ∈ R3
lies on one of these surfaces. Let cu(s, t) = z, where s and t are some indices. The
tangent plane M(z) at z can be obtained by differentiating cu(s, t) with respect to s
and t. Therefore
M(z) = span
{
∂
∂s
cu(s, t),
∂
∂t
cu(s, t)
}
, where cu(s, t) = z. (3.2)
Note that M sends R3 to the space RP 2 (the real projective plane). Nevertheless, not
every axis field M : R3 → RP 2 can be integrated to obtain non-intersecting surfaces.
Briefly speaking, every foliation gives rise to a field of subspaces which are tangent
spaces to the surfaces of the foliation; it is however very rare for a field of subspaces
(of dimension greater than one) to be integrable, i.e. to be given by a foliation. The
11
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idea of integrating the field of subspaces directly to reconstruct the foliation is there-
fore inapplicable here.
Another approach is therefore sought to fit a foliation with leaves (almost) normal to
v1, . . . ,vn. Let
v = f(z) + ǫ, (3.3)
where ǫ is the random error occurred when f(z) is measured. The aim is to obtain a
function fˆ : Rp → Rq such that fˆ(xi)−vi or fˆ(xi)+vi is satisfactorily small. The vector
fˆ(x) can be thought as an estimate or approximation of some underlying function
f(x).
Among all the classes of functions, the polynomial functions are one of the most
important for fitting. Polynomials of high degree p may, however, oscillate wildly be-
tween data points. This phenomenon was discovered by Runge, and is thus named
Runge’s phenomenon. Runge’s phenomenon shows that polynomials of high degree
are not suitable for interpolation. To avoid this predicament, one has to seek an
alternative for interpolating data.
The alternative class of functions must have the property that they are quite simple
but provide sufficient flexibility. The flexibility can be provided by joining sufficiently
many pieces of polynomials in a smooth way. Therefore, one alternative class of
functions is the class of piecewise polynomial functions. Of piecewise polynomial
functions, cubic splines are probably one of the most important kinds.
We thus propose a spline-like method based on the ideas of Watson (1985), Hansen and Mount
(1990) and Mendoza (1986) to fit foliations to data sets of the form {(zi,vi), i = 1, . . . , n},
where zi ∈ Rd and vi ∈ Sd−1 or {(zi,±vi), i = 1, . . . , n}. By ‘spline-like method’, we
mean using the same criteria of fitting a spline to a data set to fit a foliation to the
data set we are interested in.
Watson (1985) stated that the mathematical simplicity of solving a spline problem
is the result of the linearity of the map from observations to the fitted values. We,
however, are interested in fitting a smooth function h : Rd → R, and the normals of
h−1(c) at z have the form
∇h(z)
‖∇h(z)‖ , (3.4)
in which neither h nor f need necessarily be linear in the observationsV = (v1, . . . ,vn)
T
or ±V = (±v1, . . . ,±vn)T . Our problem is thus non-linear, and this increases the dif-
ficulty of the problem.
We are interested in not only the fitting scheme, but also inferences on the fitted
normal vectors/axes or smooth functions.
We start by looking into some previous work related to fitting splines to unit vectors
or axes.
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Previous Work
Splines are popular for modelling scalar observations. Various spline models for
observational data which are scalars have been discussed by Wahba (1990). When
using spline models to fit observations, two important measures are involved — a
measure of distance and a measure of roughness. Let yi ∈ Rq be the data observed
at xi ∈ Rp for i = 1, . . . , n. The aim is to seek a regression function fˆ such that fˆ(xi)
is as close to yi as possible, subject to fˆ being smooth. This aim is usually put into
precise mathematical form as: fˆ is the C2 function f which minimises the objective
function
S(f) =
n∑
i=1
‖yi − f(xi)‖2 + λ
∫
‖∇2f(x)‖2dx, (4.1)
where for any vector v in Rq, ‖v‖ = 〈v,v〉1/2 and the tradeoff parameter λ controls the
balance between
n∑
i=1
‖yi− f(xi)‖2 and
∫
‖∇2f(x)‖2dx. Because
n∑
i=1
‖yi− f(xi)‖2 is used
to measure the distance and
∫
‖∇2f(x)‖2dx is used to measure the roughness, fˆ is
sought to minimise the sum of the distance measure and the roughness measure.
There is a certain arbitrariness in the measure
∫
‖∇2f(x)‖2dx. Nevertheless, fˆ , which
minimises (4.1) is linear in the observations Y = (y1, . . . ,yn)
T .
Although using splines to fit scalar observations is popular and has been extensively
applied to various applications for years, spline models for directional data have not
been widely discussed. Watson (1985) discussed the interpolation and smoothing
of directed and undirected line data, where the directed line data are unit vectors
in Rq, and undirected line data are axes in Rq. Axes are given as observations on a
unit sphere, in which directions y are considered indistinguishable from the opposite
directions −y. Watson (1985) assumed that the directed observations yi had a von
Mises–Fisher distribution about f(xi) with the concentration parameter κi > 0 known.
Details of von Mises–Fisher distributions have been discussed by Mardia and Jupp
(2000). The densities of yi are then proportional to exp
[
κiy
T
i f(xi)
]
. Thus, the closer yi
is to f(xi), the larger the inner product of yi and f(xi) is. This means that fˆ(xi) should
13
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be chosen so that
n∑
i=1
κiy
T
i fˆ(xi) is large. Furthermore, Watson (1985) interpreted
‘smoothness’ of the function f as f(x) changing ‘slowly’ with x. Thus he required the
measure ∑
j 6=i
‖f(xi)− f(xj)‖2
d(xi − xj) = 2
∑
j 6=i
1− f(xi)T f(xj)
d(xi − xj) , (4.2)
where d(x) is some smooth function of ‖x‖ that increases steadily as ‖x‖ increases, to
be small. His estimated function fˆ therefore has to maximise the objective function
n∑
i=1
κiy
T
i f(xi) + λ
∑
j 6=i
f(xi)
T f(xj)
d(xi − xj) , (4.3)
where
n∑
i=1
κiy
T
i f(xi) is used to measure the closeness between observations and fitted
values, and
n∑
i=1
j 6=i
f(xi)
T f(xj)
d(xi − xj) is used to measure the smoothness of the fitted function
fˆ(xi).
Maximisation of (4.3) subject to the constraint ‖f(xi)‖ = 1 is achieved by maximisation
of
S(f) =
n∑
i=1
κiy
T
i f(xi) + λ
∑
j 6=i
f(xi)
T f(xj)
d(xi − xj) −
n∑
i=1
µif(xi)
T f(xi), (4.4)
where µ1, . . . , µn are Lagrange multipliers.
0 = κiy
T
i + λ
∑
j 6=i
fˆj
dij
− 2µifˆTi , i = 1, . . . , n, (4.5)
where dij = d(xi − xj) and fˆj = fˆ(xj), gives
fˆi =
1
2µ

κiyi + λ∑
j 6=i

 fˆj
dij
. (4.6)
Since ‖fˆi‖ = 1, this gives
fˆ(xi) =
κiyi + λ
∑
j 6=i
fˆj/dij
‖κiyi + λ
∑
j 6=i
fˆj/dij‖
, i = 1, . . . , n. (4.7)
Equation (4.7) suggests the iterative solution
fˆ (m+1)(xi) =
κiyi + λ
∑
j 6=i
fˆ
(m)
j /dij
‖κiyi + λ
∑
j 6=i
fˆ
(m)
j /dij‖
, i = 1, . . . , n. (4.8)
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where fˆ (m) is the solution of the m-th iteration of f . The iteration stops when the
change between fˆ (m) and fˆ (m+1) is small. Watson (1985) then moved to discuss the
case in which yi are axes in R
q. By analogy with the case of unit vectors, yi were
assumed to have a Watson density, where the densities of yi are proportional to
exp
[
κi(y
T
i f(xi))
2
]
. The estimated fˆ is the maximiser of
n∑
i=1
κi(y
T
i f(xi))
2 + λ
∑
j 6=i
(f(xi)
T f(xj))
2
dij
=
n∑
i=1
fT (xi)

(κiyiyTi ) + λ∑
j 6=i
f(xj)f(xj)
T
dij

 f(xi). (4.9)
The fitted value fˆ(xi) is therefore obtained by an iterative method, where fˆ
(m+1)(xi) is
the dominant eigenvector (the eigenvector corresponding to the maximum eigenvalue)
of
κiyiy
T
i + λ
∑
j 6=i
fˆ (m)(xj)fˆ
(m)(xj)
T
dij
. (4.10)
The iteration is stopped when the change between fˆ (m+1)(xi) and fˆ
(m)(xi) is small
enough.
Hansen and Mount (1990) carried out further discussion of the methods and algo-
rithm of Watson (1985), in which they concentrated on undirected observations (i.e.
axes) yi. They introduced the weight functions dij = d(xi − xj) into (4.9). Weight
functions were introduced because by using a global weight function, i.e. one with
constant weight over Rp, areas which are dense with data may exert undue influence
on the smoothing process in areas where the data are sparse. It is therefore use-
ful to have weight functions which vary over Rp. Suitable weight functions include
d(x) = ‖x‖2 and the tri-cube weight of (10.5).
Two kinds of weight functions — local weight functions and robustness weight func-
tions — have been introduced by Cleveland (1979) and applied by Hansen and Mount
(1990). Local weight functions assign weights to the z1, . . . , zn, in such a way that the
weight of zi depends only on the neighbouring zj ’s. Robustness weight functions
are weight functions which ensure robustness of the solution to anomalous observa-
tions. On the other hand, in the approach by Watson (1985), the objective function
(4.9) uses a single weight function d, instead of local weight functions or robustness
weight functions. In order to enhance the robustness of the solution, a second set of
weights might be incorporated into the objective function. When the observed data
are unreliable, i.e. when the fitted value and observed data differ greatly, one may
want to use a robust algorithm to downweight anomalous observations or to elimi-
nate them from the analysis.
Watson (1985) applied his algorithms to directed observations in R2, and the algo-
rithm and approaches for undirected lines in R2 were applied to some real data by
Hansen and Mount (1990).
Not only did Watson (1985) and Hansen and Mount (1990) discuss fitting splines to
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directional data, but Mendoza (1986) also used thin plate splines to fit smooth unit
vector fields to two-dimensional directions observed on a two-dimensional flat sur-
face. Details of thin plate splines will be discussed in Chapter 6.
In Mendoza’s context, a data set {(xi,yi), i = 1, . . . , n}, where xi = (xi1,xi2) ∈ R2 and yi
are unit vectors in R2, is observed. It is trivial that xi can be identified with an angle
θi, where 0 ≤ θi ≤ 2π, measured from a fixed axis. That is, y1, . . . ,yn can be regarded
as points on a unit circle, where
yi = [cos(θi), sin(θi)]. (4.11)
In order to fit a smooth unit vector field to the observed data set {(xi,yi), i = 1, . . . , n},
the closeness measure and the roughness measure have to be defined.
Let u1, . . . ,un be some unit vectors in R
2. Suppose that there exists f : R2 → R such
that
ui = [cos f(xi), sin f(xi)], (4.12)
where 0 ≤ f(xi) ≤ 2π. The distance between unit vectors u and v can be measured by
the squared Euclidean norm
‖v− u‖2 = 2− 2vTu
= 2 {1− cos[θ − f(x)]} , (4.13)
where u = (cos f(x), sin f(x))
T
and v = (cos θ, sin θ)
T
. The distance measure thus can
be defined by
n∑
i=1
‖vi − ui‖2 = 2
n∑
i=1
{1− cos[θi − f(xi)]} . (4.14)
Mendoza defined a measure of roughness by
R2(f) =
∫ ∫ {(
∂2
∂x12
f(x)
)2
+ 2
(
∂2
∂x1∂x2
f(x)
)2
+
(
∂2
∂x22
f(x)
)2}
dx1dx2. (4.15)
Note that R2(f) is well-defined, even though f is defined only up to 2π. The estimated
function fˆ is therefore chosen to minimise the objective function
S(f) =
n∑
i=1
{1− cos[θi − f(xi)]}+ nλR2(f). (4.16)
The fitted unit vectors uˆi ∈ R2 are thus
uˆi = [cos fˆ(xi), sin fˆ(xi)]. (4.17)
Mendoza (1986) stated that by four well-known results in spline theory (Meinguet
(1979); Duchon (1976); Wahba and Wendelberger (1980)), the estimated fˆ(xi) has
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the form
fˆ(x1, x2) = c1 + c2x1 + c3x2 +
n∑
i=1
biEi(x1, x2), (4.18)
where Ei(x1, x2) = r
2
i ln r
2
i is a fundamental solution of the biharmonic equation that
describes deflection of the thin plate and r2i = (x1 − xi1)2 + (x2 − xi2)2. Define a matrix
Z =


1 1 1 · · · 1
x11 x21 x31 · · · xn1
x12 x22 x32 · · · xn2

 . (4.19)
Then the parameter b = (b1, . . . , bn)
T of (4.18) needs to satisfy
Zb = 0. (4.20)
Mendoza (1986) illustrated the method using a geological example. Different values
of the tradeoff parameters were applied to the objective function to seek the most
suitable fitted function.
Although Watson (1985), Hansen and Mount (1990) and Mendoza (1986) all dis-
played their fitted models using various values of the tuning parameter λ, to illustrate
how a wrong choice of λ would affect the fitted model, a systematic method of choos-
ing suitable λ was not discussed.
Since there is no parameter in the traditional sense involved thus far, spline models
for fitting are considered to be non-parametric models. For non-parametric mod-
els, the estimates depend heavily on the tuning parameter λ. Although in many
situations, one can choose the tuning parameter subjectively, it would be nicer to
choose the tuning parameter ”automatically”. Several methods have been developed
to choose a suitable value of the tuning parameter. Among these, cross-validation is
probably the most popular. Choosing the smoothing parameter by cross-validation
has been carefully discussed and developed by Wahba and co-workers.
To build confidence regions for smoothing splines, Wahba (1990) suggested using
Bayesian methods.
17
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Chapter 5
Directional Statistics
5.1 Directional Data
Directional data in p-dimensional space can be represented as unit vectors in Rp or
points on a unit sphere Sp−1. Bold letters, such as x, y, etc., are generally used to
denote vectors in p-dimensional space, where p ≥ 2. A Cartesian coordinate system
is commonly used to represent a vector in p-dimensional space, e.g. x = (x1, . . . , xp)
T .
Polar coordinate systems are sometimes used for describing vectors. The polar form
of a vector x is x = Rx0, where R = (x
2
1 + x
2
2 + . . .+ x
2
p)
1/2 and x0 is a unit vector in R
p.
When p = 2, directional data fall on S1, the unit circle. Thus directional data on S1 are
called circular data. Using a polar coordinate system, a circular datum x = (x1, x2)
T
can be represented by an angle θ or by a unit complex number z. Then x can be
described as
x = (cos θ, sin θ)T , z = eiθ = cos θ + i sin θ. (5.1)
When the directions are observed up to sign, the observations x ∈ Sp−1 and −x ∈ Sp−1
are indistinguishable, that is, ±x is observed. Observations like ±x are axes and can
be regarded as being on the real projective space RP p−1. Watson (1985) referred to
data like ±x as ‘undirected lines’. For distributions of axes ±x, the density function
of x is identical to the density function of −x, i.e.
f(x) = f(−x). (5.2)
5.2 Summary Statistics
As in conventional linear statistics, several important statistics are used to sum-
marise directional data. The most important statistics are the mean direction, the
mean resultant length and the concentration parameter. Other important statistics
can be found in Mardia and Jupp (2000, §9.2).
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5.2.1 The Mean Direction and the Mean Resultant Length
Let x1, . . . ,xn be points on S
p−1. The mean vector of x1, . . . ,xn is
x¯ = n−1
n∑
i=1
xi. (5.3)
The vector x¯ can also be represented in polar coordinates as
x¯ = R¯x¯0, (5.4)
where the unit vector x¯0 is the mean direction and R¯ ≥ 0 is the mean resultant length,
so that
R¯ = ‖x¯‖. (5.5)
It is important to note that in directional statistics with p = 2, θ¯ 6= n−1
n∑
i=1
θi. For
example, let x = (1/
√
2, 1/
√
2) = (cosπ/4, sinπ/4) and y = (1/2,
√
3/2) = (cosπ/3, sinπ/3).
The mean direction of x and y is about (cos 0.26π, sin 0.26π). That is, θ¯ = 0.26π 6=
2−1[(π/4) + (π/3)].
The population mean resultant length ρ of a random unit vector x is defined by
ρ =
{
E[x]TE[x]
}1/2
, (5.6)
and the population mean direction µ is defined by
µ = ρ−1E[x]. (5.7)
5.2.2 Measure of Concentration and Dispersion
The mean resultant length in (5.4) has the property that when the directions x1, . . . ,xn
are heavily concentrated, R ≃ 1 and when x1, . . . ,xn are widely dispersed, R ≃ 0. Let
a and x1, . . . ,xn be points on S
p−1. The average squared distance between xi and a is
measured by S(a), where
S(a) = n−1
n∑
i=1
‖xi − a‖2
= n−1
n∑
i=1
(2− 2xTi a)
= 2− 2R¯x¯0a. (5.8)
Since aTa = 1, S(a) is minimised when a = x¯0. The quantity 2(1 − R¯) is called the
sample spherical variance.
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5.3 Distributions of Unit Vectors
In this section, several directional distributions will be introduced. Various other
distributions for directional data are discussed in Mardia and Jupp (2000). Many of
the ideas in the distribution theory and data analysis on spheres are based on the
”tangent-normal” decomposition. Given a µ in Sp−1, the tangent-normal decomposi-
tion decomposes any unit vector x as
x = tµ+
√
1− t2ξ, (5.9)
where t = xTµ with ξ a unit tangent to Sp−1 at µ.
5.3.1 The Uniform Distribution
The uniform distribution on Sp−1 is the distribution in which the probability of a set
is proportional to its (p − 1)-dimensional area. The uniform distribution is invariant
under rotation and reflection. It follows that E[x] = 0 for this distribution, and so the
mean resultant length ρ = 0 and the mean direction µ is not defined.
Note that the intersection of Sp−1 with the hyperplane through tµ and normal to µ is
a (p− 2)-dimensional sphere of radius
√
1− t2. It follows that the density of t is
B
(
p− 1
2
,
1
2
)−1
(1− t2)(p−3)/2, −1 ≤ t ≤ 1, (5.10)
where B(a, b) is the Beta function defined by
B(a, b) =
Γ(a)Γ(b)
Γ(a+ b)
, (5.11)
and Γ represents the gamma function.
5.3.2 Von Mises–Fisher Distributions
Von Mises–Fisher distributions appeared in 1905 in a statistical mechanics context
(Langevin, 1905). They were not well established until Fisher (1953) applied them
to investigate certain statistical problems in palaeomagnetism. Arnold (1941) gave
the maximum likelihood estimators for Fisher distributions. Fisher distributions for
p > 3 were developed by Watson and Williams (1956).
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Definition
A unit random vector x has the (p − 1)-dimensional von Mises–Fisher distribution
Mp(µ, κ) if the probability density function of x with respect to the uniform distribu-
tion is
f(x,µ, κ) =
κ
2
1
Γ(p/2)Ip/2−1(κ)
exp{κµTx}, (5.12)
where κ ≥ 0, ‖µ‖ = 1, and Iν denotes the modified Bessel function of the first kind and
order ν. The unit vector µ is the mean direction, and κ is the concentration parameter.
For κ > 0, the distribution has a unique mode at µ, and when κ = 0, the distribution
is uniform. The reason why κ is called a concentration parameter is that the larger κ
is, the more the distribution clusters around the mode µ.
The density (5.12) depends on x only through xTµ, so the Fisher distribution is
rotationally symmetric about µ. Because (5.12) is symmetric about µ, the mean
direction of x is µ and
E[x] = ρµ. (5.13)
The marginal density of t is given by
(κ
2
)p/2−1{
Γ
(
p− 1
2
)
Γ
(
1
2
)
Ip/2−1(κ)
}−1
eκt(1− t2)(p−3)/2 (5.14)
on [−1, 1].
Concentrated von Mises-Fisher Distributions
Supppose that x ∼Mp(µ, κ). Then for large κ, the tangential part (Ip−µµT )x of x has
approximately a (p− 1)-variate normal distribution, that is,
√
κ(Ip − µµT )x .∼. N(0, Ip − µµT ), κ→∞. (5.15)
5.4 Distributions of Axial Data
5.4.1 Watson Distributions
The (Dimroth-Scheidegger-)Watson distributions model are probably the simplest
distributions for axial data. Watson distributions were studied and introduced by
Dimroth (1962), Dimroth (1963) and Watson (1965). An axis ±x is Watson distributed
W (µ, κ) if it has the probability density function
f(±x;µ, κ) =M
(
1
2
,
p
2
, κ
)−1
exp
{
κ(µTx)2
}
, (5.16)
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where the Kummer function M(a, b, ·) is defined by
M(a, b, κ) = B(a, b− a)−1
∫ 1
−1
eκt
2
t2a−1(1 − t2)b−a−1dt. (5.17)
From (5.16), one can see that the Watson density function f(x) has the form g(µTx).
The Watson distribution W (µ, κ) is thus rotationally symmetric about µ.
5.4.2 Bingham Distributions
Another important model for axial data is given by the Bingham distributions. Bing-
ham distributions have densities
f(±x;A) = 1F1
(
1
2
,
p
2
,A
)−1
exp
{
xTAx
}
, (5.18)
where 1F1
(
1
2
,
p
2
,A
)
=
∫
Sp−1
exp(xTAx)dx. Bingham distributions can be obtained by
conditioning p-variate normal distribution on ‖x‖ = 1. Let x have a Np(0,Σ) distri-
bution. Then the conditional distribution of x given that ‖x‖ = 1 is Bingham with
parameter matrix −1
2
Σ−1.
When axial data sets do not exhibit rotational symmetry, it is sensible to use a Bing-
ham distribution. Watson distributions are Bingham distributions which have rota-
tional symmetry about some axis.
5.5 Comment
The notions and concepts related to directional statistics introduced in this chapter
are only those which are relevant to the problem described in Chapter 3. Further de-
tails of directional statistics can be found in Mardia and Jupp (2000), Mardia (1972),
Fisher et al. (1993), and Fisher (1995).
In the next chapter, notions of splines will be discussed.
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Chapter 6
Splines
6.1 Preliminaries
A piecewise function is a function defined on a sequence of intervals. A piecewise
polynomial function is therefore a polynomial function defined on a sequence of in-
tervals. Splines are a class of functions that interpolate and/or smooth the data. In
interpolating problems, spline interpolation is preferred to polynomial interpolation.
This is because of Runge’s phenomenon (see Chapter 3) that occurs when one uses
high dimensional polynomials for interpolation. Nevertheless, a spline function al-
lows the degree of the polynomials to remain low while providing sufficient flexibility
by joining a sufficient number of polynomials in a smooth way. A spline is a function
that joins a sequence of polynomials. Therefore a spline is a piecewise polynomial
function.
Suppose given a sequence of numbers t1, . . . , tn on [a, b] such that a = t1 < t2 < · · · <
tn = b. The numbers t1, . . . , tn are called knots. The univariate spline fsp(t) ∈ R on
[a, b] ∈ R is a piecewise polynomial function that joins a sequence of polynomials
Pi(t), i = 1, . . . , n, that is,
fsp(t) =


P1(t), a = t1 ≤ t < t2;
P2(t), t2 ≤ t < t3;
...
Pn−1(t), tn−1 ≤ t < tn = b.
(6.1)
This definition does not give the smoothness of a spline. A spline is said to be smooth
if fsp ∈ Cri (the class of functions that are continuous and have continuous rith
derivative) at ti. That is,
P
(m)
i−1 (ti) = P
(m)
i (ti), i = 2, . . . , n;m = 0, . . . , ri, (6.2)
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where P
(m)
i (t) is the mth derivative of Pi at t.
Smoothing splines fsp are determined by minimising a weighted combination of the
squared error over the observed data and a measure of roughness. Let yi be the
datum observed at ti. The weighted combination S(fsp) can be put in mathematical
form as
S(fsp) =
n∑
i=1
(yi − fsp(ti))2 + λR(fsp), (6.3)
where R(fsp) is the measure of roughness. The term
n∑
i=1
(yi − fsp(ti))2 is used to mea-
sure the squared distance between the observed data and the spline. The most com-
monly used measure of roughness R(fsp) is probably the integral squared curvature,
that is, R(fsp) =
∫
(f ′′sp)
2, though the choice of the form of roughness measure could
vary to suit the interests of users. The constant λ is the tradeoff parameter which
controls the balance between the distance measure and the roughness measure.
Spline interpolation determines functions that minimise
S(fsp) = λR(fsp). (6.4)
That is, yi = fsp(ti) for i = 1, . . . , n and the distance measure in (6.4) is thus 0. The
interpolating smoothing spline is then a function fsp such that R(fsp) is small.
Spline interpolation is one of the most important forms of fitting splines to data. In
the next subsection, we will discuss the basic idea of interpolating piecewise polyno-
mial functions followed by cubic interpolation.
6.2 Spline Interpolation
Let (x1, y1), (x2, y2), . . . , (xn, yn) be points in a plane with
−∞ ≤ a = x1 < x2 < . . . < xn = b ≤ ∞. (6.5)
The abscissas x1, . . . , xn are knots on [a, b], and the vector x = (x1, . . . , xn) is called
a ”knot vector”. Schoenberg (1964) first considered a univariate real-valued (m − 1)-
times continuously differentiable function f in a Sobolev space such that f minimises
the function ∫ b
a
(
f (m)(x)
)2
dx. (6.6)
Sobolev spaces are spaces of functions which have a certain degree of smoothness.
Schoenberg (1964) found that a polynomial function f of degree m defined on [a, b]
with f(xi) = yi, i = 1, . . . , n is a unique minimiser of (6.6) if f has m − 1 continuous
derivatives at x1, . . . , xn. He called the f that minimises (6.6) a spline because of the
analogy with a mechanical spline.
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In order to have a better understanding of interpolating splines, we sketch the idea
of interpolating splines by introducing the interpolation by linear splines in the fol-
lowing subsection.
6.2.1 Linear Interpolating Splines
The linear interpolating spline is the simplest form of interpolating spline. The adja-
cent knots are connected by straight lines, that is, the knots are joined together by
linear functions. Lancaster (1985) indicated that the set of all linear splines f : R → R
with the knot vector X of n fixed knots is a vector space Ln−1(X) of dimension n.
Ln−1(X) is a subspace of C[a, b], the class of functions that are continuous at every
point of [a, b]. The following result is given in Lancaster (1985).
Theorem 2 Let (x1, y1), (x2, y2), . . . , (xn, yn) be points in a plane with
−∞ ≤ a = x1 < x2 < . . . < xn = b ≤ ∞. (6.7)
Then there exists a unique spline l : R → R in Ln−1(X) such that l(xi) = yi, i = 1, . . . , n.
We now consider a method of constructing the space of linear splines. Let l denote
a linear spline with knots x1, . . . , xn and denote its first derivative by l
′. Since l is in
C[a, b] but does not belong to C1[a, b], l′ is not continuous. Jumps of l′ will occur at
x2, . . . , xn−1. We define the jump function by
J(x) =
{
−1, x < 0;
1, x ≥ 0, (6.8)
which is the derivative of |x|. The jump function can be used to generate a more
general step function a+ aiJ(x− xi), where a and ai are some real numbers. The first
derivative l′ of l can be expressed as
l′(x) = A+
n−1∑
i=2
aiJ(x − xi), (6.9)
where A is some constant. Indefinite integration of l′ gives
l(x) = Ax+B +
n−1∑
i=2
ai|x− xi|, (6.10)
where B is some constant.
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6.2.2 Interpolation by piecewise cubic functions
Having introduced the idea of constructing linear interpolating splines, we now move
to discussing interpolating by piecewise cubic functions.
The linear splines discussed in the previous section are not smooth, in that the first
derivative does not necessarily exist at all x ∈ [a, b]. Let C be a piecewise cubic
function in C1[a, b]. Then by (6.2),
C(2)(x) = l(x) +
n−1∑
i=2
biJ(x − xi), (6.11)
where J(x−xi) is defined in (6.8), l(x) is the same as in (6.10), and b1, . . . , bn are some
constants. Integrating (6.11) gives the general expression of a C1 piecewise cubic
function as
C(x) =
A
6
x3 +
B
2
x2 + Cx+D +
1
6
n−1∑
i=2
ai|x− xi|3 + 1
2
n−1∑
i=2
bi|x− xi|2J(x− xi). (6.12)
There are in total 2n parameters in (6.12). Therefore, the set of all the functions of
the form (6.12) is a vector space of dimension 2n.
6.3 Cubic Splines
A cubic spline or a spline function fsp(x) of degree three with knots x1, . . . , xn, consists
of n − 1 third-degree polynomial segments joining the knots together in such a way
that fsp(x) ∈ C2[a, b], the class of functions that are continuous and have continuous
second derivative at every point of [a, b].
A cubic spline is a piecewise cubic function, therefore a cubic spline s(x) will have
the form (6.12). A cubic spline, however, is in C2[a, b], so that there will be no jumps
of the second derivative at the knots. Therefore b1, . . . , bn−1 of (6.12) are zero. A cubic
spline fsp(x) can then be expressed as
fsp(x) =
A
6
x3 +
B
2
x2 + Cx+D +
1
6
n−1∑
i=2
ai|x− xi|3. (6.13)
The concept of a cubic spline has led us to give a more general definition of splines.
Definition 3 If a set of polynomials fsp(·) of degree m defined on [a, b] are joined at
knots x1, x2, . . . , xn such that fsp(·) is (m − 1)-times differentiable at these knots, then
the function fsp is called a spline function of degree m.
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6.4 Thin-plate Splines
Thin plate splines are higher-dimensional analogues of cubic splines in one dimen-
sion. They are based on the fundamental solution Em in R
d to Green’s equation for
the m-iterated Laplacian, where
Em(r) =
{
θm,d|r|2m−d ln |r| if 2m− d is an even integer;
θm,d|r|2m−d otherwise,
(6.14)
with
θm,d =


(−1)d/2+1+m
2(2m−1)pi
d/2(m−1)!(m−2/2)!
if 2m− d is an even integer;
Γ(d/2−m)
22mπd/2(m− 1)! otherwise.
(6.15)
Duchon (1976), Duchon (1977) and Meinguet (1979) first established the theoretical
foundations of thin-plate splines. Wahba and Wendelberger (1980) then gave some
further results and applied the theory to meteorological problems. Spline theory gives
the thin-plate penalty functional
Jdm(f) =
∑
α1+...+αd=m
m!
α1! . . . αd!
∫ ∞
−∞
· · ·
∫ ∞
−∞
(
∂mf
∂zα11 . . . ∂z
αd
d
)∏
j
dzj (6.16)
on functions f : Rd → R. If we think of the graph of the function f(z), where z is any
point in the Euclidean space, as a plate of small thickness then Jdm is proportional
to the bending energy of the plate. A smoother field will have a smaller value of the
penalty functional Jdm(f). Splines obtained through this method are called thin-plate
splines, because of the physical analogy with bending a thin sheet of metal (Mendoza,
1986).
The measure of roughness in Mendoza (1986) has the form (4.15), that is
R2(f) =
∫ ∫ {(
∂2
∂x12
f
)2
+ 2
(
∂2
∂x1∂x2
f
)2
+
(
∂2
∂x22
f
)2}
dx1dx2
= J22 (f).
The smoothing unit vector fields in Mendoza (1986) were therefore modelled by thin-
plate splines.
6.5 Applications of Splines
Spline modelling has now been widely developed and applied in various fields. Appli-
cations include geology (Hansen and Mount, 1990), biology (Stock, 1975), computer
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science (Bartels et al., 1989), engineering, etc. In the next chapter, the use of a
spline-like method to fit smooth foliations to observed unit vectors or axes will be
introduced.
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The Objective Function
Following the discussion in chapter 3, a spline-like method will be used to fit a
smooth foliation to directional or axial data. As stated in chapter 6, a smoothing
spline is determined by minimising a weighted combination of the distance measure
and the roughness measure. The weighted combination is called the objective func-
tion. To allow one to fit suitable foliations to the data of interest, a suitable objective
function thus has to be chosen first. In the following sections, the objective func-
tions for fitting smooth foliation to directional data and axial data, respectively, will
be discussed.
7.1 The Objective Function for Vectorial Data
7.1.1 Data and Model
Suppose z1, . . . , zn are points in d-dimensional space, at which unit vectors v1, . . . ,vn
in Sd−1 normal to some unknown foliation at z1, . . . , zn are taken.
As discussed in §2.2.1, a foliation can be represented by level sets of a smooth func-
tion. Let z = (z1, . . . , zd)
T be an arbitrary vector in Rd, and v = (v1, . . . , vd)
T be the unit
vector in Rd normal to the unknown foliation observed at z. Let hV : R
d → R be a
smooth function. Then the level sets
h−1V (c) =
{
z ∈ Rd : hV (z) = c, c ∈ R
}
(7.1)
of hV represent leaves of the unknown foliation. The unit vectors normal to the
foliation, which is represented by the level sets of the smooth function hV , can be
given by a mapping fV from R
d to Sd−1. The unit vector normal to the level sets of hV
at z is thus given by fV (z), and from (2.16),
fV (z) =
∇hV (z)
‖∇h(z)‖ . (7.2)
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Usually the normals v1, . . . ,vn to the foliation at z1, . . . , zn are not known exactly. It is
often reasonable to assume that v1, . . . ,vn are observations on independent random
unit vectors with von Mises–Fisher distributions with mean directions fV (zi) and
common concentration parameter κ, that is,
vi ∼Md(fV (zi), κ), i = 1, . . . , n. (7.3)
7.1.2 The Objective Function
Using a spline-like method, one needs to consider two types of measures – a measure
of distance and a measure of roughness. The measure of distance, called the distance
measure, measures the distance between the mean directions fV (zi) and the observed
normals vi. The measure of roughness, called the roughness measure, measures the
roughness of a foliation.
Distance Measure
The distance between two unit vectors u and v can be measured by the square of the
Euclidean norm of the difference between u and v, that is,
‖v − u‖2 = ‖v‖2 + ‖u‖2 − 2〈v,u〉
= 2− 2vTu. (7.4)
When the value of (7.4) is small, u and v are close to one another. When the value of
(7.4) is large, u and v are further apart.
By (7.4), the measure of the ‘fidelity’ to the data {(zi,vi), i = 1, . . . , n} of some function
fV : R
d → Sd−1 is
n∑
i=1
‖vi − fV (zi)‖2. (7.5)
The measure (7.5) is called a distance measure. If the distance measure has the value
zero, then function fV interpolates the data.
Roughness Measure
A smooth function g is a function that has continuous derivatives up to some desired
order m over some domain, i.e. g ∈ Cm. The number m of continuous derivatives
necessary for a function to be considered smooth depends on the problem at hand.
The greater m is, the smoother g is. A function g for which all orders of derivatives
are continuous is called a C∞ function. In general, a smooth function g needs to be
at least in C2.
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Roughness of a function fV : R
d → Sd−1 can be quantified by a roughness measure.
The roughness measure can be defined using the mth derivative of fV as
Jdm(fV ) =
∫
‖∇mfV (z)‖2dz, (7.6)
where d denotes the dimension of z, and ∇ and ∇m are defined in §2.2.1. The smaller
Jdm(fV ) is, the smoother the graph of fV is.
The Objective Function
The objective function can be obtained by combining (7.5) and (7.6) to produce a
weighted combination of the distance measure and the roughness measure. This
weighted combination thus can be written as
SV (fV ) =
n∑
i=1
‖vi − fV (zi)‖2 + λJdm(fV ),
= 2n− 2
n∑
i=1
vTi fV (zi) + λ
∫
‖∇mfV (z)‖2dz, (7.7)
where λ is a tradeoff or tuning parameter. A tuning parameter λ > 1 will stress
roughness of the field making (7.7) place less emphasis on the fidelity to the data. A
tuning parameter λ < 1 will produce, on the contrary, a value of (7.7) that emphasises
the distance measure and pays less attention to roughness measure.
Let fˆV λ : R
d → Sd−1 be the estimate of fV the objective function (7.7) when the value λ
is taken for the tuning parameter.
By (7.2), (7.7) can be rewritten in terms of hV : R
d → R. The substitution gives the
objective function SV (hV ), where
SV (hV ) = 2n− 2
n∑
i=1
(
vTi
∇hV (zi)
‖∇hV (zi)‖
)
+ λ
∫ ∥∥∥∥∇m
( ∇hV (z)
‖∇hV (z)‖
)∥∥∥∥
2
dz
= 2n− 2
n∑
i=1
(
vTi
∇hV (zi)
‖∇hV (zi)‖
)
+ λ
∫ ∥∥∥∥∇m+1hV (z)‖∇hV (z)‖
∥∥∥∥
2
dz. (7.8)
The objective function (7.8) looks rather complicated. Furthermore, since fV has the
form (7.2), the set of fV does not form a vector space. To avoid this difficulty and to
simplify the problem, instead of looking for a smooth function hV which minimises
(7.8), one may seek instead an hV that minimises the objective function SV (hV ), where
SV (hV ) = 2n− 2
n∑
i=1
(
vTi
∇hV (zi)
‖∇hV (zi)‖
)
+ λ
∫ ∥∥∇m+1hV (z)∥∥2 dz
= 2n− 2
n∑
i=1
(
vTi
∇hV (zi)
‖∇hV (zi)‖
)
+ λRdν(hV ), (7.9)
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where ν = m+ 1 and
Rdν(hV ) =
∫
‖∇νhV (z)‖2dz. (7.10)
The minimiser hˆV λ of (7.9) is the estimated smooth function of hV . The estimated
smooth foliation for vectorial data then has leaves given by
hˆ−1V λ(c) =
{
z ∈ Rd : hˆV λ(z) = c, c ∈ R
}
. (7.11)
The estimated unit normal vector field fˆV λ : R
d → Sd−1 is thus defined by
fˆV λ(z) =
∇hˆV λ(z)
‖∇hˆV λ(z)‖
. (7.12)
As discussed in §7.1.2, the value of m varies with the problem of interest. For our
problem, it is appropriate to take m = 2. The objective function SV (hV ) for vectorial
data is thus
SV (hV ) = 2n− 2
n∑
i=1
(
vTi
∇hV (zi)
‖∇hV (zi)‖
)
+ λ
∫ ∥∥∇3hV (z)∥∥2 dz. (7.13)
7.2 The Objective Function for Axial Data
One would expect the objective function for axial data to have a similar form to (7.9).
Axial data, however, as discussed in §5.1, are unit vectors observed up to sign. The
objective function for axial data is obtained by modifying (7.9) suitably.
7.2.1 Data and Model
As in §7.1.1, data are observed in d-dimensional space, that is, the observed locations
z1, . . . , zn are in R
d. However, for all i, the observed datum corresponding to zi is an
axis ±vi ∈ RP d−1 instead of a direction vi ∈ Sd−1. Let z be an arbitrary vector in Rd
and ±v be the corresponding observed axis in Rd. As with foliations for unit vectors,
foliations for axes can be represented using level sets of some smooth function hA :
R
d → R. The level sets of hA are given by
h−1A (c) =
{
z ∈ Rd : hA(z) = c, c ∈ R
}
, (7.14)
and as in §7.1.1, the unit axis normal to hA can be represented through some func-
tion fA : R
d → Sd−1, where the normal axis at z is
± fA(z) = ± ∇hA(z)‖∇hA(z)‖ . (7.15)
It is often reasonable to assume that the observed axes ±v1, . . . ,±vn, which are ap-
proximately normal to the unknown foliation at z1, . . . , zn, have Watson distributions
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with mean axes ±fA(zi) and common concentration parameter κ, i.e.
± vi ∼Wd(±fA(z), κ). (7.16)
7.2.2 The Objective Function
Using a spline-like method to fit a foliation to axial data, the aim is then to find a
foliation with normal axis field U, whose values ui = ±fA(zi), i = 1, 2, . . . , n at observed
locations zi are close to the corresponding observed normals ±vi, subject to the con-
straint that the axial field U is not too rough.
Distance Measure
The distance measure of a function fA : R
d → Sd−1 to vector data is given by
n∑
i=1
‖vi − fV (zi)‖2 = 2n− 2
n∑
i=1
vTi fV (zi). (7.17)
For axial data, the observations ±v1, . . . ,±vn are observed up to sign. To take this in-
distinguishability into account, one would have to provide another distance measure.
Let fA : R
d → Sd−1. The distance between ±v and ±fA(z) is measured by
2− 2 (vT fA(z))2 . (7.18)
The measure of ‘fidelity’ to the data {(zi,±vi), i = 1, . . . , n} for some function fA : Rd →
Sd−1 is given by
n∑
i=1
(
2− 2〈vi, fA(zi)〉2
)
= 2n− 2
n∑
i=1
(
vTi fA(zi)
)2
. (7.19)
When the measure has the value zero, fA interpolates the data.
Roughness Measure
The roughness measure of an axis field ±fA, where fA : Rd → Sd−1 can be obtained
immediately from the roughness measure (7.6). The roughness measure of an axis
field thus also has form
Jdm(fA) =
∫
‖∇mfA(z)‖2dz. (7.20)
The Objective Function
The objective function for axial data is given by combining (7.19) and (7.20) to pro-
duce a weighted combination of the distance measure and the roughness measure.
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As in §7.1.2, the objective function can be simplified and reduced to the form
SA(hA) = 2n− 2
n∑
i=1
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2
+ λ
∫
‖∇m+1hA(z)‖2dz
= 2n− 2
n∑
i=1
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2
+ λRdν(hA), (7.21)
where λ is a tradeoff or tuning parameter, ν = m+ 1 and
Rdν(hA) =
∫
‖∇νhA(z)‖2dz. (7.22)
Once again, λ > 1 will stress the roughness measure making (7.21) place less em-
phasis on the distance measure. The tuning parameter λ < 1 will produce, on the
contrary, a value of (7.21) that emphasises the distance measure and pays less at-
tention to the roughness measure.
The estimated smooth function hˆAλ is the minimiser of (7.21) when the value of λ is
taken for the tuning parameter. The estimated smooth normal axis field is thus given
by
± fˆAλ(z) = ± ∇hˆAλ(z)‖∇hˆAλ(z)‖
. (7.23)
The leaves of the fitted smooth foliation are given by
hˆ−1Aλ(c) =
{
z ∈ Rd : hˆAλ(z) = c, c ∈ R
}
. (7.24)
As in the vectorial data case, we take m = 2. The objective function is thus
SA(hA) = 2n− 2
n∑
i=1
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2
+ λ
∫
‖∇3hA(z)‖2dz. (7.25)
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An obvious direct approach to finding the minimisers hˆV λ of (7.9) and hˆAλ of (7.21) is
to differentiate (7.9) and (7.21) with respect to hV and hA and equate the derivative
to zero. However, solving the resulting equations directly for hˆV λ and hˆAλ is too com-
plicated to be feasible. It turns out to be more efficient to use some general results
on Schwartz distributions. We therefore introduce some background on Schwartz
distributions and Sobolev spaces.
8.1 Schwartz Distributions and Sobolev Spaces
8.1.1 Schwartz Distributions
Definitions
Let X ⊂ Rn be an open set, C be the field of complex numbers, and let r be a non-
negative integer. The support of a function ϕ : X → C, suppϕ, is the closure of the set
{x|ϕ(x) 6= 0}. The set of all complex-valued functions of class Cr defined on Rn with
compact support is denoted by Crc (X). In particular, C
∞
c (X) is the set of functions in
C∞(X) having compact support. The members of the vector space C∞c (X) are called
test functions. Important operations on test functions include evaluation at some
point, evaluation of derivatives at some point, or integration of squares of derivatives
over a suitable set (as in Jdm(f)). These operations are examples of Schwartz distribu-
tions, which are defined in Definition 4.
The notation ∂iϕ will be used to denote
∂ϕ
∂xi
. For a multi-index α = (α1, . . . , αn),
∂αφ =
∂|α|φ
∂xα11 . . . ∂x
αn
n
, where |α| = α1 + . . .+ αn. The definition of (Schwartz) distribution
or generalised function is (Friendlander and Joshi, 1998)
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Definition 4 Let X ⊂ Rn be an open set. A linear form ϕ : C∞c (X) → C taking φ to
〈ϕ, φ〉 is called a (Schwartz) distribution (or generalised function) if, for every compact
set K ⊂ X, there is a real number C ≥ 0 and a nonnegative integer N such that
| < ϕ, φ > | ≤ C
∑
|α|≤N
sup |∂αφ|, (8.1)
for φ ∈ C∞c (X) with suppφ ⊂ K. The set of all distributions on X is denoted by D′(X)
(or D′).
Any function ϕ in C∞c (X) determines a linear form on C
∞
c (X) by the rule
φ 7→
∫
ϕ(x)φ(x)dx, φ ∈ C∞c (X). (8.2)
The notation ϕ(φ) is sometimes used instead of 〈ϕ, φ〉.
More generally, let X ⊂ Rn be an open set, and let ϕ ∈ C0(X), φ ∈ C∞c (X). As
|〈ϕ, φ〉| =
∣∣∣∣
∫
ϕ(x)φ(x)dx
∣∣∣∣ ≤ sup |φ|
∫
K
|ϕ|dx, (8.3)
where K ⊂ X is a compact set and
C∞c (K) = {φ : φ ∈ C∞c (Rn), suppφ ⊂ K} , (8.4)
ϕ is a distribution. This implies that C0(X) ⊂ D′(X).
Derivatives of distributions
Let ϕ ∈ D′. Note that the derivatives of test functions φ are themselves test functions.
Then the distribution given by the derivative ∂αϕ is
〈∂αϕ, φ〉 =
∫
φ(x)∂αϕ(x)dx
= (−1)|α|
∫
ϕ(x)∂αφ(x)dx, φ ∈ C∞c (X), (8.5)
by repeated partial differentiation. One can write (8.5) as
〈∂αϕ, φ〉 = (−1)|α|〈ϕ, ∂αφ〉, φ ∈ C∞c (X). (8.6)
Direc distribution (Delta function)
An important distribution is the Dirac distribution (also known as delta function) δ.
The distribution δ is given by
〈δ, φ〉 = δ(φ) = φ(0), φ ∈ C∞c (Rn). (8.7)
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More generally, if a ∈ X and X ⊂ Rn is an open set, then the distribution δa is defined
by
〈δa, φ〉 = δa(φ) = φ(a), φ ∈ C∞c (X), (8.8)
which evaluates φ at a. It follows from (8.6) that
δ′a(φ) = −φ′(a). (8.9)
Schwartz (1966) showed that there exists a distribution E satisfying the partial dif-
ferential equation
△νE =
ν∑
i1,...,iν=1
(∂i1...iν )
2E = δ. (8.10)
Such a fundamental solution of the iterated Laplacian△m in Rn is given by the Green’s
function
E(τ ) ≡ Eν,d(τ ) =
{
θν,d‖τ‖ρ if ρ /∈ 2N
θν,d‖τ‖ρ ln ‖τ‖ if ρ ∈ 2N
, (8.11)
where ρ = 2ν + 2s− d and the real constants θν,d are defined by
θν,d =


Γ(d/2− ν)
22νπd/2(ν − 1)! if ρ /∈ 2N,
(−1) ρ2+d+1
22ν−1πd/2(ν − 1)!(ν − d/2)! if ρ ∈ 2N.
(8.12)
8.1.2 Sobolev Spaces
Sobolev spaces are sets of functions which all have a certain degree of smoothness.
Let Ω ⊂ Rn, and define
Lp(Ω) =
{
f
∣∣∣∣
∫
Ω
fp(x)dx <∞
}
. (8.13)
For a nonnegative integer s and p ≥ 1, the Sobolev space of order s is
W s,p(Ω) = {f ∈ Lp(Ω)|∂αf ∈ Lp(Ω), ∀|α| ≤ s} . (8.14)
For a positive integer s, W s,2 is denoted by Hs(Ω). The space
Hs(Ω) =
{
u ∈ L2(Ω)|∂αu ∈ L2(Ω), ∀|α| ≤ s} (8.15)
is a Hilbert space equipped with the scalar product
(u, v)s =
∑
|α|≤s
∫
∂αu(x)∂αv(x)dx, (8.16)
where u, v ∈ L2(Ω). The norm ‖ · ‖s,Ω is defined by
‖u‖s,Ω =
√
(u, u)s. (8.17)
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Note that if Ω is an open subset of Rn, then Hs(Ω) is the set of restrictions to Ω of
distributions in Hs(Rn).
If K is a closed subset of Rn, HsK(R
n) ⊆ Hs(Rn) is the set of distributions whose
support is contained in K. HSK is a closed linear subspace of H
s.
Let V be a real vector space. The dual V ∗ of V is defined by
V ∗ = {f : V → R|f is linear} . (8.18)
The dual space of Hs(Ω) is denoted by H−s
Ω¯
(Rn), and
H−s
Ω¯
(Rn) = {f : Hs(Ω)→ R|f is linear} . (8.19)
A function ‖ · ‖ : X → R+ is called a semi-norm if it has the properties:
(i) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ X,
(ii) ‖αx‖ = |α|‖x‖, ∀x ∈ X,α ∈ R.
The semi-Hilbert space D−mH˜(s) is defined as
D−mH˜(s) =
{
u ∈ D′(Rn)|∂αu ∈ H˜s(Rn), ∀‖α‖ ≤ m
}
(8.20)
equipped with the semi-norm
‖u‖m,s =
(∫
Rn
|τ |2s|FDmu(τ)|2dτ
)1/2
, (8.21)
where F denotes the Fourier transform. The Fourier transform is defined by
Fu(t) =
∫
Rd
u(x)e−2piit
T
xdx. (8.22)
Since the Fourier transform is an isometry from L2(Rn) to itself,
∫
Rn
|t|2s|Dmu(t)|2dt =
∫
Rn
|τ |2s|FDmu(τ)|2dτ. (8.23)
The convolution of two functions f and g on Rn is the function
f ∗ g(x) =
∫
f(y)g(x− y)dy =
∫
f(x− y)g(y)dy, x ∈ Rn. (8.24)
The convolution of two distributions with compact support u and v on Rn is defined
by
〈u ∗ v, φ〉 =
∫
u(x)v(y)φ(x + y)dxdy (8.25)
in the case in which u and v are genuine functions and by a rather technical extension
(Friendlander and Joshi, 1998) in the general case.
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8.2 The Minimising Functions
We shall need the function Kρ, defined by
Kρ(t) =
{
|t|ρ log |t|, if ρ = 2m+ 2s− d is even;
|t|ρ, if ρ = 2m+ 2s− d is odd. (8.26)
Then Eν,d as defined in (8.11) is related to Kρ by
Eν,d(τ ) = θν,dK2ν−d(‖τ‖). (8.27)
Let PN denote the set of all polynomials p with degree not exceeding N . The functions
hˆV λ and hˆAλ which minimise (7.9) and (7.21), respectively, can be found using the
following theorem which is a version of Theorem 4 of Duchon (1976).
Theorem 3 Let Ω be bounded and M be a closed subspace of H−m−s
Ω¯
(Rd) such that if
p ∈ Pm−1 and 〈µ, p〉 = 0 for all µ in M then p = 0. Let ν ∈ M and satisfy 〈ν, q〉 = 0 for
all q in Pm−1. If f ∈ Hm+s(Ω), g = ν ∗K2m+2s−d + p for some p in Pm−1, and g satisfies
〈µ, g〉 = 〈µ, f〉 for all µ in M then
‖g‖m,s ≤ ‖f‖m,s. (8.28)
Furthermore, if −m− n/2 < s < n/2 then g is the unique element of Hm+s(Ω) with this
property.
The method has also been adopted by Wahba (1990) to find suitable spline functions
in several contexts.
Using Theorem 3 to solve our problem
To apply Theorem 3 and find the minimiser hˆV λ : R
d → R of the objective function
SV (hV ) or the minimiser hˆAλ : R
d → R of the objective function SA(hA), we first need
to prove that every smoothing function is an interpolating function.
Given data (z1,v1), . . . , (zn,vn) and a value λ of the smoothing parameter, let hV0 be
the corresponding smoothing function from Rd to R which minimises the objective
function (7.9) and hence fV0 , where
fV0(z) =
∇hV0(z)
‖∇hV0(z)‖
. (8.29)
Put wi = fV0(zi) for i = 1, . . . , n andW =
(
w1 . . . wn
)T
. Then
SV (hV0 ,W) =
n∑
i=1
∥∥∥∥ ∇hV0(zi)‖∇hV0(zi)‖ −wi
∥∥∥∥
2
+ nλRdν(hV0)
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=
n∑
i=1
‖fV0(zi)−wi‖2 + nλRdν(hV0)
= nλRdν(hV0). (8.30)
Now let hV be any C
2 function from Rd to R such that
fV (zi) = wi, i = 1, . . . , n.
Then
SV (hV ,W) =
n∑
i=1
‖fV (zi)−wi‖2 + nλRdν(hV )
= nλRdν(hV )
≥ nλRdν(hV0). (8.31)
For any hV ,
SV (hV ;V) ≥ SV (hV0 ;V),
n∑
i=1
‖fV (zi)− vi‖2 + nλRdν(hV ) ≥
n∑
i=1
‖fV0(zi)− vi‖2 + nλRdν(hV0). (8.32)
In particular, for hV satisfying
fV (zi) = fV0(zi), i = 1, . . . , n,
n∑
i=1
‖fV (zi)− vi‖2 + nλRdν(h) ≥
n∑
i=1
‖fV0(zi)− vi‖2 + nλRdν(hV0), (8.33)
so
nλRdν(hV ) ≥ nλRdν(hV0),
that is,
SV (hV ;W) ≥ SV (hV0 ;W).
So hV is an interpolating function which interpolates
∇hV0(z1)
‖∇hV0(z1)‖
, . . . ,
∇hV0(zn)
‖∇hV0(zn)‖
.
Similarly, given data (z1,±v1), . . . , (zn,±vn) and a value λ of the smoothing parameter,
let hA0 be the corresponding smoothing function from R
d to R which minimises the
objective function (7.21) and hence ±fA0, where
± fA0(z) = ±
∇hA0(z)
‖∇hA0(z)‖
. (8.34)
Put ±wi = ±fA0(zi) for i = 1, . . . , n and ±W =
(
±w1 . . . ±wn
)T
. Then
SA(hA0 ,±W) = 2n− 2
n∑
i=1
[
(∇hA0(zi))T
‖∇hA0(zi)‖
wi
]2
+ nλRdν(hA0)
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= 2n− 2
n∑
i=1
(
fA0(zi)
Twi
)2
+ nλRdν(hA0)
= nλRdν(hA0). (8.35)
Now let hA be any C
2 function from Rd to R such that
±fA(zi) = ±wi, i = 1, . . . , n.
Then
SA(hA,±W) = 2n− 2
n∑
i=1
(
fA(zi)
Twi
)2
+ nλRdν(hA)
= nλRdν(hA)
≥ nλRdν(hA0). (8.36)
For any hA,
SA(hA;±V) ≥ SA(hA0 ;±V),
2n− 2
n∑
i=1
(
fA(zi)
Tvi
)2
+ nλRdν(hA) ≥ 2n− 2
n∑
i=1
(
fA0(zi)
Tvi
)2
+ nλRdν(hA0). (8.37)
In particular, for hA satisfying
± fA(zi) = ±fA0(zi), i = 1, . . . , n,
2n− 2
n∑
i=1
(
fA(zi)
Tvi
)2
+ nλRdν(h) ≥
n∑
i=1
(
fA0(zi)
Tvi
)2
+ nλRdν(hA0), (8.38)
so
nλRdν(hA) ≥ nλRdν(hA0),
that is,
SA(hA;±W) ≥ SA(hA0 ;±W).
So hA is an interpolating function which interpolates ± ∇hA0(z1)‖∇hA0(z1)‖
, . . . ,± ∇hA0(zn)‖∇hA0(zn)‖
.
8.2.1 The Minimiser
Now let us consider the objective function. Let
M = span
{
δ0, δ
′
zir
: i = 1, . . . , n; r = 1, . . . , d
}
. (8.39)
Then M is a closed linear space. The null space of the penalty function Rdν is the M0-
dimensional space spanned by the polynomials in d variables of total degree ≤ ν − 1,
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where
M0 =
(
d+ ν − 1
d
)
− 1. (8.40)
Using Theorem 3 with s = 0, we can deduce Theorem 4 by defining the notations in
Theorem 3 as follows. Let Ω be the open disc D(0, ǫ), ν = ϑ, g = hˆλ, K = Eν,d and M is
given in (8.39), we then have the following theorem:
Theorem 4 Let φ1, . . . , φM0 be a basis of the vector space of elements p of Pν−1 with
p(0) = 0. Define the nd×M0 matrix T to have ((i− 1)d+ r, k)th entry
∂φk
∂zir
(zi). (8.41)
Let ϑ ∈M and let
ϑ = ϑ0δ0 +
n∑
i=1
d∑
r=1
dirδ
′
zir (8.42)
satisfy
〈ϑ, q〉 = 0 (8.43)
for any q ∈ Pν−1. Then the minimisers hˆλ of (7.9) and (7.21) have the form
hˆλ = ϑ ∗ Eν,d + p
= ϑ0δ0 ∗ Eν,d +
n∑
i=1
d∑
r=1
dirδ
′
zir ∗ Eν,d +
M0∑
κ=1
cκφκ (8.44)
with TTd = 0, where d = (d1, . . . ,dn) and di = (di1, . . . , did).
Differentiating ‖τ‖ρ with respect to τj, the jth component of τ , gives
∂‖τ‖ρ
∂τj
= ρ‖τ‖ρ−2τj . (8.45)
From (8.45), differentiating (8.11) with respect to τj gives
∂
∂τj
Eν,d(τ ) =
{
θν,dρ‖τ‖ρ−2τj , if ρ /∈ 2N;
θν,d [ρ ln ‖τ‖+ 1] ‖τ‖ρ−2(τ )τj , if ρ ∈ 2N.
(8.46)
Equations (8.42), (8.6) and (8.46) show that (8.44) can be re-written as
hˆλ(z) =


−θν,d
n∑
i=1
d∑
j=1
dijρ‖z− zi‖ρ−2 (z− zi)j + p(z), if ρ /∈ 2N;
−θν,d
n∑
i=1
d∑
j=1
dij [ρ ln ‖z− zi‖+ 1] ‖z− zi‖ρ−2 (z− zi)j + p(z), if ρ ∈ 2N,
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=


−θν,d
n∑
i=1
ρ‖z− zi‖ρ−2dTi (z− zi) +
M0∑
κ=1
cκφκ(z), if ρ /∈ 2N;
−θν,d
n∑
i=1
[ρ ln ‖z− zi‖+ 1] ‖z− zi‖ρ−2dTi (z− zi) +
M0∑
κ=1
cκφκ(z), if ρ ∈ 2N.
(8.47)
Partial differentiation of (8.46) gives
∂2
∂τk∂τj
Eν,d(τ ) =


θν,dρ‖τ‖ρ−4
[
(ρ− 2)τkτj + ‖τ‖2δjk
]
, if ρ /∈ 2N;
θν,d
{
ρ‖τ‖ρ−4τkτj + [ρ ln ‖τ‖+ 1](ρ− 2)‖τ‖ρ−4τkτj
+[ρ ln ‖τ‖+ 1]‖τ‖ρ−2δjk
}
, if ρ ∈ 2N,
(8.48)
where δjk = 1 if j = k and δjk = 1 if j 6= k. If ρ /∈ 2N, the gradient of (8.47) is given by
∇hˆλ(z) = −ρθν,d
n∑
i=1
‖z− zi‖ρ−4
{
(ρ− 2)dTi (z− zi) (z− zi) + ‖z− zi‖2di
}
+∇p(z)
= −ρθν,d
n∑
i=1
‖z− zi‖ρ−4
{
(ρ− 2)dTi (z− zi) (z− zi) + ‖z− zi‖2di
}
+
M0∑
κ=1
cκ∇φκ(z), (8.49)
and if ρ ∈ 2N, the gradient of (8.47) is given by
∇hˆλ(z) = −θν,d
n∑
i=1
ρ‖z− zi‖ρ−4dTi (z− zi) (z− zi)
+[ρ ln ‖z− zi‖+ 1](ρ− 2)‖z− zi‖ρ−4dTi (z− zi) (z− zi)
+[ρ ln ‖z− zi‖+ 1]‖z− zi‖ρ−2di +
M0∑
κ=1
cκ∇φκ(z). (8.50)
Define K to be the nd× nd matrix with n2 d× d blocks, the ijth block being
Kij =


θν,dρ‖zi − zj‖ρ−4
{
(ρ− 2) (zi − zj) (zi − zj)′ + ‖zi − zj‖2Id
}
, if ρ /∈ 2N;
θν,dρ‖zi − zj‖ρ−4 (zi − zj) (zi − zj)T
+θν,d[ρ ln ‖zi − zj‖+ 1](ρ− 2)‖zi − zj‖ρ−4 (zi − zj) (zi − zj)T
+θν,d[ρ ln ‖zi − zj‖+ 1]‖zi − zj‖ρ−2Id, if ρ ∈ 2N.
(8.51)
Note from (8.51) that the matrix K is symmetric and that Kij =Kji. Define T1, . . . ,Tn
to be d×M0 matrices, where
Ti =
(
∂φ1
∂zi
(zi) . . .
∂φM0
∂zi
(zi)
)
, i = 1, . . . , n. (8.52)
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From Theorem 4 and (8.52), matrix T can thus be written as T =
(
TT1 · · · TTn
)T
.
Therefore ∇hˆλ(zi) can be given in matrix form as
∇hˆλ(zi) = −KTi·d+Tic, (8.53)
where KTi· = (K1i, . . . ,Kni) = (Ki1, . . . ,Kin) and c = (c1, . . . , cM0). Note that since p is a
polynomial of order at most ν − 1, ∇νp = 0, and so
∇ν hˆλ = ∇ν

 n∑
i=1
d∑
j=1
dijδ
′
zi,j ∗ Eν,d

 . (8.54)
Applying (8.10) to (8.54) yields the distributional equation
∇2ν hˆλ = △ν hˆλ =
n∑
i=1
d∑
j=1
dijδ
′
zi,j . (8.55)
Then from (8.23) with s = 0, we have
Rdν(hˆλ) =
∫
Rd
‖∇ν hˆλ(z)‖2dz
=
〈
∇ν hˆλ,∇ν hˆλ
〉
=
〈
∇ν hˆλ,∇ν
(
n∑
i=1
dri δ
′
zi,r ∗ Eν,d
)〉
= (−1)ν
〈
∇ν∇ν
(
n∑
i=1
dri δ
′
zi,r ∗ Eν,d
)
, hˆλ
〉
= (−1)ν
〈
∇2ν hˆλ,

 n∑
j=1
dsi δ
′
zj ,s ∗ Eν,d


〉
= (−1)ν
〈
n∑
i=1
dri δ
′
zi,r,

 n∑
j=1
dsjδ
′
zj ,s ∗Eν,d


〉
. (8.56)
Using (8.48) in (8.56) gives
Rdν(hˆλ) =


(−1)νθν,d
n∑
i=1
n∑
j=1
d∑
r=1
d∑
s=1
dirdjsρ‖zi − zj‖ρ−4×
{
(ρ− 2) (zi − zj)r (zi − zj)s + ‖zi − zj‖2δrs
}
, if ρ /∈ 2N;
(−1)νθν,d
n∑
i=1
n∑
j=1
d∑
r=1
d∑
s=1
dirdjsρ‖zi − zj‖ρ−4 (zi − zj)r (zi − zj)s
+[ρ ln ‖zi − zj‖+ 1](ρ− 2)‖zi − zj‖ρ−4 (zi − zj)r (zi − zj)s
+[ρ ln ‖zi − zj‖+ 1]‖zi − zj‖ρ−2δrs, if ρ ∈ 2N,
(8.57)
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=


(−1)νθν,dρ
n∑
i=1
n∑
j=1
dTi ‖zi − zj‖ρ−4{
(ρ− 2) (zi − zj) (zi − zj)T + ‖zi − zj‖2Id
}
dj , if ρ /∈ 2N;
(−1)νθν,d
n∑
i=1
n∑
j=1
dTi
{
ρ‖zi − zj‖ρ−4 (zi − zj) (zi − zj)T
+[ρ ln ‖zi − zj‖+ 1](ρ− 2)‖zi − zj‖ρ−4 (zi − zj) (zi − zj)T
+[ρ ln ‖zi − zj‖+ 1]‖zi − zj‖ρ−2Id
}
dj , if ρ ∈ 2N,
(8.58)
= (−1)νdTKd. (8.59)
Positive-definiteness
An n× n real matrix A is called positive definite if
xTAx > 0 (8.60)
for all nonzero real vectors. A positive-definite matrix also has the following proper-
ties:
• A Hermitian (or symmetric) matrix is positive definite iff all its eigenvalues are
positive.
• The determinant of a positive definite matrix is always positive, so a positive
definite matrix is always nonsingular.
Although (−1)ν(K) is not in general positive-definite, it follows from Duchon (1977)
that if T is of rank M0 then it is ν-conditionally positive definite, i.e.
if TTd = 0 then dT (−1)ν(K)d ≥ 0. (8.61)
Let
ui(c,d) =
Tic−KTi·d
‖Tic−KTi·d‖
, (8.62)
for i = 1, . . . , n. From (7.9) and (8.57), the problem of finding the function hˆV λ : R
d → R
that minimises (7.9) can be reduced to that of finding the vectors cˆV and dˆV that
minimise
SV (c,d) = 2n− 2
n∑
i=1
vTi
Tic−KTi·d
‖Tic−KTi·d‖
+ (−1)νnλdTKd
= 2n− 2
n∑
i=1
vTi ui(c,d) + (−1)νnλdTKd, (8.63)
subject to TTd = 0. Similarly, From (7.21) and (8.57), the problem of finding the
function hˆAλ : R
d → R that minimises (7.21) can be reduced to that of finding the
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vectors cˆA and dˆA that minimise
SA(c,d) = 2n− 2
n∑
i=1
(
vTi
Tic−KTi·d
‖Tic−KTi·d‖
)2
+ (−1)νnλdTKd
= 2n− 2
n∑
i=1
[
vTi ui(c,d)
]2
+ (−1)νnλdTKd (8.64)
subject to TTd = 0.
QR decomposition
From (8.63) and (8.64), one can see that the minimisers
(
cˆV , dˆV
)
and
(
cˆA, dˆA
)
are
not linear in the data V = (v1, . . . ,vn)
T . It seems that it is not possible to find
explicit expressions for the minimisers. However, the minimisers can be obtained
numerically by using a Newton algorithm. The algorithm uses a QR decomposition
of the matrix T.
Given a matrixA, there exists an orthogonal matrixQ and an upper triangular matrix
R such that
A = QR. (8.65)
A QR decomposition is a decomposition like (8.65).
If L is a mapping from Rr to Rs, then the null space Null(L), also called the kernel
ker(L) is the set of all vectors x such that L(x) = 0, i.e.
ker(L) = {x : L(x) = 0} . (8.66)
The image of L, Im(L), is defined by
Im(L) = {L(x) : x ∈ Rr} . (8.67)
Choose e1, . . . , et to be a basis of ker(L), and choose et+1, . . . , er such that e1, . . . , et is
a basis of Rr. Then Let+1, . . . ,Ler are in Im(L), and Let+1, . . . ,Ler is a basis of Im(L).
Then
dimker(L) + dim Im(L) = r. (8.68)
Let
T =
(
Q1 Q
∗
2
)( R
0
)
, (8.69)
where
(
Q1 Q
∗
2
)
is orthogonal with Q1 and Q
∗
2 nd×M0 and nd× (nd−M0) matrices,
respectively, and R is an upper triangular M0 ×M0 matrix. Then (Q∗2)TQ∗2 = Ind−M0 .
Suppose that x ∈ ker(Q∗2). Then Q∗2x = 0, so x = (Q∗2)TQ∗2x = 0. Then ker(Q∗2) = {0}.
Thus dim ker(Q∗2) = 0.
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Let Im(Q∗2) =
{
Q∗2γ
∗,γ∗ ∈ Rnd−M0}. From (8.68),
dimker(Q∗2) + dim Im(Q
∗
2) = nd−M0. (8.70)
Since dimker(Q∗2) = 0, it follows from (8.70) that the dimension of Im(Q
∗
2) is nd−M0.
If d ∈ Im(Q∗2), then there exists some γ∗ ∈ Rnd−M0 such that d = Q∗2γ∗. Then
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TTd = TTQ∗2γ
∗
= RTQT1Q
∗
2γ
∗
= RT0γ∗
= 0.
Thus Im(Q∗2) ⊂ ker(TT ), so
dim Im(Q∗2) ≤ dimker(TT ). (8.71)
Consider TT : Rnd → RM0 . Then
dimker(TT ) + dim Im(TT ) = nd. (8.72)
Provided that T has full column rank M0, dim Im(T
T ) = M0 and then
dimker(TT ) = nd−M0
= dim Im(Q∗2),
so that
Im(Q∗2) = ker(T
T ). (8.73)
From (8.73), any d in ker(TT ) must be in the column space of Q∗2, giving d = Q
∗
2γ
∗ for
some nd−M0 vector γ, that is
d = γ∗1 (Q
∗
2)1 + . . .+ γ
∗
nd−M0(Q
∗
2)nd−M0 , (8.74)
where (Q∗2)i is the ith column of matrix Q
∗
2.
Matrix Q∗2 may be replaced by any nd × (nd − M0) matrix whose columns are an
orthonormal set perpendicular to the M0 columns of T. One therefore can choose a
sequence of orthonormal, linearly independent vectors (Q∗2)1, . . . , (Q
∗
2)nd−M0 and these
vectors span the null space of TT , that is, the column vectors of Q∗2 are a basis of
ker(TT ). Furthermore, one can choose an nd× (nd−M0) matrix Q∗2 such that the last
n columns of Q∗2 are linear combinations of the preceding columns. If one chooses Q
∗
2
like this, then
{
(Q∗2)1, . . . , (Q
∗
2)n(d−1)−M0
}
spans the null space of TT . Since the last n
columns of Q∗2 are linear combinations of the first n(d − 1) −M0 columns, (8.74) can
be written as
d = γ1(Q2)1 + . . .+ γn(d−1)−M0(Q2)n(d−1)−M0 , (8.75)
for some γ in Rn(d−1)−M0 , where Q2 is an nd× [n(d−1)−M0] matrix and the ith column
of Q2, (Q2)i = (Q
∗
2)i for i = 1, . . . , n(d− 1)−M0.
50
8.3. THE CASES OF R2 AND R3
Constraints on parameters
From §2.2.1, one way of representing a foliation is to use level sets. Let U be an open
subset of Rd, z = (z1, . . . , zd)
T ∈ Rd and h : U → R. Then a foliation can be obtained
with leaves the level sets h−1(c1) of h, where
h−1(c1) = {z|h(z) = c1, c1 ∈ R} . (8.76)
Define another function g : R → h(U). Then the composite function g ◦ h is a mapping
from U to R and the level sets of g ◦ h are
(g ◦ h)−1(c2) = {z|(g ◦ h)(z) = c2, c2 ∈ R} . (8.77)
In particular, the level sets of hv and c × hv , where c ∈ R \ {0} represents the same
foliation. Therefore, multiplying the function hv in (7.9) by a constant c does not
change the value of the distance measure (the second term on the right hand side).
However, it multiplies the roughness measure (the third term on the right hand side)
by c2. Thus (7.9) could be made arbitrarily close to zero simply by making c very small.
We therefore impose a constraint on the parameters c and d using the wrapping
approach described in Mardia and Jupp (2000, p.162, corrected). Recall that the
parameter d = Q2γ, and that c has length M0 and γ has length n(d − 1) −M0. There
are in total n(d − 1) parameters. We reparameterise the parameters (c,γ)T by taking
some vector η ∈ Rn(d−1)−1 and let ι = (0,η)T ∈ Rn(d−1). The parameters (c,γ)T are
then obtained by (
c
γ
)
= sin (‖ι‖) ι‖ι‖ + cos(‖ι‖)µ, (8.78)
where µ = (1, 0, . . . , 0)T ∈ Rn(d−1). Because of the constraint that (c,γ)T ∈ Sn(d−1)−1
and p(0) = 0 (where p is the polynomial in (8.44)), the parameters (c,d)T and the
minimising function h which minimises (8.63) and (8.64) are unique.
8.3 The Cases of R2 and R3
In practice, one would seldom obtain data (v1, z1), . . . , (vn, zn) in which vi, zi ∈ Rd with
d > 3. It is, however, not rare that the data one collects are in R2 or R3. The estimated
smooth functions hˆλ on R
2 and R3 are therefore discussed in the following subsec-
tions.
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8.3.1 The Case of R2
In the case d = 2, (8.42) and (8.43) reduce to
d0 = 0, (8.79)
n∑
i=1
di = 0. (8.80)
Then hˆλ can be represented as
hˆλ(z) = a
′z+ z′Bz− θ3,2
n∑
i=1
[4 ln ‖z− zi‖+ 1] ‖z− zi‖2‖dTi (z− zi), (8.81)
and the objective function
S(h) = 2n− 2
n∑
i=1
vTi
∇h(zi)
‖∇h(zi)‖ + nλd
TKd, (8.82)
where
K = 4θ3,2 (zi − zj) (zi − zj)T+2θ3,2[4 ln ‖z−zi‖+1]
[
(zi − zj) (zi − zj)T
]
+θ3,2[4 ln ‖z−zi‖+1]‖zi−zj‖2I2.
8.3.2 The Case of R3
In the case d = 3, (8.42) and (8.43) reduce to
d0 = 0, (8.83)
n∑
i=1
di = 0, (8.84)
n∑
i=1
zid
′
i = 0. (8.85)
Then hˆλ can be represented as
hˆλ(z) = a
′z+ z′Bz− 3θ3,3
n∑
i=1
‖z− zi‖dTi (z− zi), (8.86)
and the objective function
S(h) = 2n− 2
n∑
i=1
vTi
∇h(zi)
‖∇h(zi)‖ + nλd
TKd, (8.87)
where K = 3θ3,3‖zi − zj‖−1
{
(zi − zj) (zi − zj)′ + ‖zi − zj‖2I3
}
.
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Choice of Smoothing Parameter
λ
In general, there is no obvious a priori choice for the value of the tuning parameter λ
in the objective function SV (hV ) or SA(hA). Thus, it is sensible to let the data choose
the value of λ. One method of doing this is by cross-validation.
Cross-validation was introduced by Larson (1931). The fundamental idea of cross-
validation is to remove a portion of the data from the data set and use the reduced
data set to fit the model. The adequacy of the fitted model is then assessed by
measuring how well it fits the portion of the data that had been removed.
Mosteller and Tukey (1977) distinguish two forms of cross-validation:
• Simple cross-validation: tests the procedure on data different from those used
to fit the model.
• Double cross-validation: tests the procedure on data different both from those
used to select the model and from those used to fit it.
With either of these forms, there are various ways of dividing the data to perform the
cross-validation. In a k-fold cross-validation, the data set is divided into k subsets
of (approximately) equal size. The cross-validation is carried out in k steps. At each
step, one of the k subsets is omitted and the other k − 1 subsets are used to fit the
model. The performance of the fitted model is then assessed by measuring how well it
fits the omitted subset. Finally, the k measures of goodness-of-fit are combined into
one overall measure of performance. If k equals the sample size, the k-fold cross-
validation is called ”leave-one-out” cross-validation.
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9.1 Cross-validation for Scalar Regression Functions
9.1.1 Ordinary Cross-Validation (OCV)
Wahba (1990) clearly described two types of methods of choosing suitable smoothing
parameter values by using cross-validation. One of the well-known methods is ordi-
nary cross-validation (OCV). OCV is also known as the ‘leaving-one-out’ method. The
basic idea of OCV is to leave data points out one at a time and choose the value of λ
such that the missing data are best predicted. In more detail, suppose that interest
is in fitting a non-parameteic regression model to (x1, y1), . . . , (xn, yn) and that there is
a parameter λ, e.g. a smoothing parameter. Let fˆ
[−k]
λ be the fitted regression function
calculated from all of the data except (xk, yk), using the value λ for the parameter.
The OCV score is then defined by
OCV SC(λ) =
n∑
k=1
(
fˆ
[−k]
λ (xk)− yk
)2
. (9.1)
The OCV estimate λˆ of λ is then the minimiser of OCV SC(λ) of (9.1).
Even though ordinary cross-validation can give a good estimate of λ, it is time-
consuming. Generalised cross-validation was introduced as a quick alternative. This
method has also been used in Wahba (1990).
9.1.2 Generalised Cross-Validation (GCV)
It is shown in Craven and Wahba (1979), Golub et al. (1979) and Wahba (1977), that
from a theoretical point of view it is better to choose the smoothing parameter λ to
minimise a certain weighted version of OCV SC(λ). This is called generalised cross-
validation (GCV). The generalised cross-validation score is then defined by
GCV SC(λ) =
n∑
k=1
(
f
[−k]
λ (xk)− yk
)2
wk(λ), (9.2)
where
wk(λ) =
[1− akk(λ)]2[
1− 1
n
n∑
i=1
aii(λ)
]2 , (9.3)
with
akk(λ) =
∂fλ(xk)
∂yk
. (9.4)
This estimate has the advantage of being free from the knowledge of the statistical
properties of noise. Further, if the minimiser of GCV SC(λ) is obtained, then the esti-
mates of higher derivatives of the function fλ(x) could be obtained by differentiating
the smooth function fˆλ(x).
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9.1.3 Modified Version of Generalised Cross-Validation
Since the two types of cross-validation methods involve the model fitting and eval-
uation processes again and again, these methods are extremely time consuming.
Wahba and Wendelberger (1980) therefore introduced different, but equivalent ex-
pressions for (9.1) and (9.2), which are suitable for numerical evaluation.
Let y˜k = f
[−k]
λ (xk). Define
a∗kk(λ) =
fλ(xk)− f [−k]λ (xk)
yk − y˜k . (9.5)
Then (9.5) gives the OCV identity
yk − f [−k]λ (xk) =
yk − fλ(xk)
1− a∗kk(λ)
. (9.6)
Suppose that the fitted model is linear in the observations, so that


fλ(x1)
fλ(x2)
...
fλ(xn)

 = A(λ)Y, Y = (y1, . . . , yn), (9.7)
for some n × n matrix A(λ). The matrix A(λ) is called the influence matrix. Because
the function fλ and f
[−k]
λ are linear in y1, . . . , yn, the a
∗
kk can be replaced by
a∗kk =
∂fλ(xk)
∂yk
= akk(λ), (9.8)
where akk(λ) is the kkth entry of A(λ). The OCV score in (9.1) can then be rewritten
in the form
OCV SC(λ) =
n∑
k=1
(
f
[−k]
λ (xk)− yk
)2
=
n∑
k=1
(
fλ(xk)− yk
1− akk(λ)
)2
(9.9)
The OCV estimate of λ is the minimiser of OCV SC(λ) of (9.9).
Then the GCV identity of form (9.2) can also be rewritten as
GCV SC(λ) =
n∑
k=1
(
f
[−k]
λ (xk)− yk
)2
wk(λ)
=
n∑
k=1
(
fλ(xk)− yk
1− akk(λ)
)2
× (1− akk(λ))
2(
1− 1
n
n∑
i=1
aii(λ)
)2
=
n∑
k=1
(
fλ(xk)− yk
1− n−1tr[A(λ)]
)2
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=
n∑
k=1
(
fλ(xk)− yk
n−1tr[I −A(λ)]
)2
.
In general, the OCV can give a different value of λ from GCV. OCV gives the same
results as GCV only when Akk(λ) does not depend on k.
Since cross-validation has been an effective method for choosing suitable smoothing
parameters for splines, we would like to adopt cross-validation to choose suitable
tuning parameters for foliations.
From the discussion so far in this sub section, we can see that the modified form of
the OCV identity and the GCV identity, which simplify the computation, depend on
the fact that the fitted function f is linear in observations y. However, for foliations
we do not have fitted function f which is linear in the observations V.
Wahba (1990) mentioned that the cross-validation method can be generalised and
applied when the fitted function g is not linear in observations Y. The OCV score of
the following problem: Find g to minimise
1
n
n∑
i=1
(g(xi)− yi)2 + λJdm(g(x)), (9.10)
where g is a (possibly) nonlinear function, can be generalised to
1
n
n∑
k=1
(yk − g[−k]λ (xk))2 =
1
n
n∑
k=1
(yk − gλ(xk))2
(1 − a∗kk(λ))2
, (9.11)
where
a∗kk =
(gλ(xk)− g[−k]λ (xk))2
yk − y˜k , (9.12)
with y˜k = g
[−k]
λ (xk). Note that
∂gλ(xk)
∂yk
∣∣∣∣
yk
, if it exists, will be, in general, only an
approximation to a∗kk of (9.12).
9.2 Choosing Tuning Parameter for Vectorial Data
9.2.1 Local Influence Matrix
When using ordinary cross-validation (described in §9.1.1) or generalised cross-validation
described in (§9.1.2) to find a suitable value of tuning parameter λ, one generally
needs to find an influence matrix A(λ) such that the fitted values FˆV λ(Z) satisfy
FˆV λ(Z) = (fˆV λ(z1), . . . , fˆV λ(zn))
T = A(λ)(v1, . . . ,vn)
T . The form of the objective func-
tion (7.9) shows that the minimiser fˆV λ : R
d → R is not necessarily linear in the
observations V = (v1, . . . ,vn). Therefore the influence matrix does not exist.
Let us use the notation g(·;X) to denote a function g which depends on X. The min-
imiser hˆV λ of (7.9) depends on V and so therefore do ∇hˆV λ and fˆV λ. Cross-validation
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can be carried out using a local influence matrix, i.e. a matrix BV (λ) which satisfies
fˆV λ(zk;V)− fˆ [−k]V λ (zk;W) ≃ BV (λ)(V −W), i = 1, . . . , n, (9.13)
where W = (w1, . . . ,wn) and ‖vi − wi‖ < ǫ, for some small positive ǫ. From (9.13),
BV (λ) can be found by differentiating ∇hˆV λ with respect to V. From (8.53), ∇hˆV λ
can be written in terms of cˆV λ and dˆV λ, the values of c and d which minimise the
objective function. Since ∇hˆV λ depends on V only through cˆV λ and dˆV λ, ∂cˆV λ(V)
∂V
and
∂dˆV λ(V)
∂V
have to be calculated first to find the derivative of ∇hˆ with respect to V.
Since cˆV λ and dˆV λ depend on V, the notations cˆV λ(V) and cˆV λ(V) are used to specify
the dependence clearly.
The minimisers cˆV λ and dˆV λ of c and d need to satisfy

∂SV (c,d)
∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0,
∂SV (c,d)
∂d
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0,
(9.14)
where SV (c,d) is given in (8.63). Differentiating ui(c,d) given in (8.62) with respect to
c and d yields
∂ui(c,d)
∂c
=
∂
∂c
[‖Tic−KTi·d‖−1(Tic−KTi·d)]
= (Tic−KTi·d)
∂
∂c
‖Tic−KTi·d‖−1 + ‖Tic−KTi·d‖−1
∂
∂c
(Tic−KTi·d)
= (Tic−KTi·d)
(
−1
2
)
‖Tic−KTi·d‖−32(Tic−KTi·d)TTi
+‖Tic−KTi·d‖−1Ti
= −‖Tic−KTi·d‖−1ui(c,d)ui(c,d)TTi + ‖Tic−KTi·d‖−1Ti
= ‖Tic−KTi·d‖−1
(
I− ui(c,d)ui(c,d)T
)
Ti
= Ωi(c,d)Ti, (9.15)
where
Ωi(c,d) =
1
‖Tic−KTi·d‖
(
I− (Tic−K
T
i·d)
‖Tic−KTi·d‖
(Tic−KTi·d)T
‖Tic−KTi·d‖
)
= ‖Tic−KTi·d‖−1
(
I− ui(c,d)ui(c,d)T
)
. (9.16)
Note that Ωi(c,d), i = 1, . . . , n are symmetric matrices. Similarly,
∂ui(c,d)
∂d
=
∂
∂d
[‖Tic−KTi·d‖−1(Tic−KTi·d)]
= (Tic−KTi·d)
∂
∂d
‖Tic−KTi·d‖−1 + ‖Tic−KTi·d‖−1
∂
∂d
(Tic−KTi·d)
= (Tic−KTi·d)
(
−1
2
)
‖Tic−KTi·d‖−32(Tic−KTi·d)TKTi·
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+‖Tic−KTi·d‖−1(−KTi·)
= −‖Tic−KTi·d‖−1ui(c,d)ui(c,d)T (−KTi·) + ‖Tic−KTi·d‖−1(−KTi·)
= ‖Tic−KTi·d‖−1
(
I− ui(c,d)ui(c,d)T
)
(−KTi·)
= −Ωi(c,d)KTi· . (9.17)
The first derivatives of SV (c,d) with respect to c and d can be written as
∂SV (c,d;V)
∂c
= −2
n∑
i=1
vTi
∂ui(c,d)
∂c
= −2
n∑
i=1
vTi Ωi(c,d)Ti,
∂SV (c,d;V)
∂d
= −2
n∑
i=1
vTi
∂ui(c,d)
∂d
+ (−1)νnλ∂d
TKd
∂d
= 2
n∑
i=1
vTi Ωi(c,d)Ki· + 2(−1)νnλdTK.
Therefore, (9.14) gives
n∑
i=1
vTi Ωi(c,d)Ti
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0,
n∑
i=1
vTi Ωi(c,d)Ki· + (−1)νnλdTK
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0.
Using the chain rule, we then differentiate
∂SV (c,d;V)
∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) and
∂SV (c,d;V)
∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) with respect to V. The differentiations give


∂2SV (c,d)
∂cT ∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂cˆV λ(V)∂VT + ∂
2SV (c,d)
∂dT∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂dˆV λ(V)∂VT
+
∂2SV (c,d)
∂VT∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0,
∂2SV (c,d)
∂dT∂c
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂cˆV λ(V)∂VT + ∂
2SV (c,d)
∂cT∂d
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂dˆV λ(V)∂VT
+
∂2SV (c,d)
∂VT ∂d
∣∣∣(cˆV λ(V),dˆV λ(V)) = 0.
(9.18)
The second partial derivative of S has to be found by first differentiating Ωi with
respect to c and then with respect to d. The differentiation can be done by Taylor
expansion. Let γ be an M0 × 1 vector and ǫ be an nd× 1 vector. Then by (9.16),
Ωi(c+ γ,d) = ‖Ti(c + γ)−KTi·d‖−1
(
I− ui(c+ γ,d)ui(c+ γ,d)T
)
=
[‖Tic−KTi·d‖−1 − ‖Tic−KTi·d‖−2ui(c,d)TTiγ +O(‖γ‖2)]
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{(
I− ui(c,d)ui(c,d)T
)−ΩiTiγui(c,d)T − ui(c,d)γTTTΩi +O(‖γ‖2)}
= Ωi(c,d) − ‖Tic−KTi·d‖−2ui(c,d)TTiγ
(
I− ui(c,d)ui(c+,d)T
)
−‖Tic−KTi·d‖−1ΩiTiγui(c,d)T − ‖Tic−KTi·d‖−1ui(c,d)γTTTΩi +O(‖γ‖2)
= Ωi(c,d) − ‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi
+ΩiTiγui(c,d)
T + ui(c,d)γ
TTTΩi
]
+O(‖γ‖2).
Similarly,
Ωi(c,d + ǫ) = ‖Tic−KTi·(d+ ǫ)‖−1
(
I− ui(c,d+ ǫ)ui(c,d+ ǫ)T
)
=
[‖Tic−KTi·d‖−1 + ‖Tic−KTi·d‖−2ui(c,d)TKTi·ǫ+O(‖ǫ‖2)]{(
I− u(c,d)u(c,d)T )+ΩiKTi·ǫu(c,d)T + ui(c,d)ǫTKi·Ωi +O(‖ǫ‖2)}
= Ωi(c,d) + ‖Tic−KTi·d‖−2ui(c,d)TKTi·ǫ
(
I− u(c,d)ui(c+,d)T
)
+‖Tic−KTi·d‖−1ΩiKTi·ǫui(c,d) + ‖Tic−KTi·d‖−1ui(c,d)ǫTKi·Ωi +O(‖ǫ‖2)
= Ωi(c,d) + ‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫΩi
+ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]
+O(‖ǫ‖2).
Let S(V 1)(c,d) = −2
n∑
i=1
TTi Ωi(c,d)vi. Then
S(V 1)(c+ γ,d) = −2
n∑
i=1
TTi Ωi(c+ γ,d)vi
= −2
n∑
i=1
TTi
{
Ωi(c,d) − ‖Tic−KTi·d‖−1
[
u(c,d)TTiγΩi +ΩiTiγu(c,d)
T
+u(c,d)γTTTΩi
]
+O(‖γ‖2)}vi
= S(V 1)(c,d) + 2
n∑
i=1
TTi
{‖Tic−KTi·d‖−1 [u(c,d)TTiγΩi +ΩiTiγu(c,d)T
+u(c,d)γTTTΩi
]
+O(‖γ‖2)}vi,
which gives
S(V 1)(c+ γ,d)− S(V 1)(c,d)
= 2
n∑
i=1
‖Tic−KTi·d‖−1TTi
[
ui(c,d)
TTiγΩi +ΩiTiγui(c,d)
T + ui(c,d)γ
TTTi Ωi
]
vi
+O(‖γ‖2)
= 2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TTiγ + ui(c,d)
TviT
T
i ΩiTiγ +T
T
i ui(c,d)v
T
i ΩiTiγ
]
+O(‖γ‖2)
= 2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TTi + ui(c,d)
TviT
T
i ΩiTi +T
T
i ui(c,d)v
T
i ΩiTi
]
γ
+O(‖γ‖2)
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Thus,
∂S2V (c,d)
∂cT∂c
γ = 2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TTi + ui(c,d)
TviT
T
i ΩiTi +T
T
i ui(c,d)v
T
i ΩiTi
]
γ.
Therefore,
∂S2V (c,d)
∂c∂cT
is given by
∂2SV (c,d)
∂c∂cT
= 2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TTi + ui(c,d)
TviT
T
i ΩiTi +T
T
i ui(c,d)v
T
i ΩiTi
]
.
Similarly, we obtain the derivative of
∂SV (c,d)
∂cT
with respect to d by Taylor expansion.
S(V 1)(c,d+ ǫ) = −2
n∑
i=1
TTi Ωi(c,d+ ǫ)vi
= −2
n∑
i=1
TTi {Ωi(c,d)
+‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫΩi +ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]
+O(‖ǫ‖2)}vi
= S(V 1)(c,d)− 2
n∑
i=1
TTi
{‖Tic−KTi·d‖−1 [ui(c,d)TKTi·ǫΩi
+ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]
+O(‖ǫ‖2)}vi,
which yields
S(V 1)(c,d+ ǫ)− S(V 1)(c,d)
= −2
n∑
i=1
‖Tic−KTi·d‖−1TTi
[
ui(c,d)
TKTi·ǫΩi +ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]
vi
+O(‖ǫ‖2)
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TKTi·ǫ+ ui(c,d)
TviT
T
i ΩiK
T
i·ǫ+T
T
i ui(c,d)v
T
i ΩiK
T
i·ǫ
]
+O(‖ǫ‖2)
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TKTi· + ui(c,d)
TviT
T
i ΩiK
T
i· +T
T
i ui(c,d)v
T
i ΩiK
T
i·
]
ǫ
+O(‖ǫ‖2).
Therefore,
∂2SV (c,d)
∂d∂cT
has the form
∂2SV (c,d)
∂d∂cT
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TKTi· + ui(c,d)
TviT
T
i ΩiK
T
i·
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+TTi ui(c,d)v
T
i ΩiK
T
i·
]
.
Let S(V 2)(c,d) = 2
n∑
i=1
Ki·Ωivi + 2(−1)νnλKd. Then
S(V 2)(c+ γ,d) = 2
n∑
i=1
Ki·Ωi(c+ γ,d)vi + 2(−1)νnλKd
= 2
n∑
i=1
Ki·
{
Ωi(c,d)− ‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi +ΩiTiγui(c,d)
T
+ui(c,d)γ
TTTΩi
]
+O(‖γ‖2)}vi + 2(−1)νnλKd
= S(V 2)(c,d)− 2
n∑
i=1
Ki·
{‖Tic−KTi·d‖−1 [ui(c,d)TTiγΩi +ΩiTiγui(c,d)T
+ui(c,d)γ
TTTΩi
]
+O(‖γ‖2)}vi,
which yields
S(V 2)(c+ γ,d)− S(V 2)(c,d)
= −2
n∑
i=1
‖Tic−KTi·d‖−1Ki·
[
ui(c,d)
TTiγΩi +ΩiTiγui(c,d)
T + ui(c,d)γ
TTTΩi
]
vi
+O(‖γ‖2)
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TTiγ + ui(c,d)
TviKi·ΩiTiγ
+Ki·ui(c,d)v
T
i ΩiTiγ
]
+O(‖γ‖2)
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TTi + ui(c,d)
TviKi·ΩiTi
+Ki·ui(c,d)v
T
i ΩiTi
]
γ +O(‖γ‖2).
Therefore,
∂2SV (c,d)
∂c∂dT
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TTi + ui(c,d)
TviKi·ΩiTi
+Ki·ui(c,d)v
T
i ΩiTi
]
.
S(V 2)(c,d+ ǫ) = 2
n∑
i=1
Ki·Ωi(c,d+ ǫ)vi + 2(−1)νnλK(d+ ǫ)
= 2
n∑
i=1
Ki·
{
Ωi(c,d) + ‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫΩi +ΩiK
T
i·ǫui(c,d)
T
+ui(c,d)ǫ
TKi·Ωi
]
+O(‖ǫ‖2)}vi + 2(−1)νnλKd+ 2(−1)νnλKǫ+O(‖ǫ‖2)
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= S(V 2)(c,d) + 2
n∑
i=1
Ki·
{‖Tic−KTi·d‖−1 [ui(c,d)TKTi·ǫΩi
+ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]}
vi + 2(−1)νnλKǫ+O(‖ǫ‖2).
S(V 2)(c,d+ ǫ)− S(V 2)(c,d)
= 2
n∑
i=1
‖Tic−KTi·d‖−1Ki·
[
ui(c,d)
TKTi·ǫΩi +ΩiK
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi
]
vi
+2(−1)νnλKǫ+O(‖ǫ‖2)
= 2
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TKTi·ǫ+ ui(c,d)
TviKi·ΩiK
T
i·ǫ
+Ki·ui(c,d)v
T
i ΩiK
T
i·ǫ
]
+ 2(−1)νnλKǫ+O(‖ǫ‖2)
= 2
{
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TKTi· + ui(c,d)
TviKi·ΩiK
T
i·
+Ki·ui(c,d)v
T
i ΩiK
T
i·
]
+ (−1)νnλK} ǫ+O(‖ǫ‖2)
Thus,
∂2SV (c,d)
∂dT∂d
ǫ = 2
{
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TKTi· + ui(c,d)
TviKi·ΩiK
T
i· +Ki·ui(c,d)v
T
i ΩiK
T
i·
]
+(−1)νnλK} ǫ.
Hence,
∂2SV (c,d)
∂c∂cT
= 2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TTi + ui(c,d)
TviT
T
i ΩiTi
+TTi ui(c,d)v
T
i ΩiTi
]
,
∂2SV (c,d)
∂d∂cT
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
TTi Ωiviui(c,d)
TKTi· + ui(c,d)
TviT
T
i ΩiK
T
i·
+TTi ui(c,d)v
T
i ΩiK
T
i·
]
,
∂2SV (c,d)
∂c∂dT
= −2
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TTi + ui(c,d)
TviKi·ΩiTi
+Ki·ui(c,d)v
T
i ΩiTi
]
,
∂2SV (c,d)
∂d∂dT
= 2
{
n∑
i=1
‖Tic−KTi·d‖−1
[
Ki·Ωiviui(c,d)
TKTi· + ui(c,d)
TviKi·ΩiK
T
i·
+Ki·ui(c,d)v
T
i ΩiK
T
i·
]
+ (−1)νnλK} .
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Differentiating
∂SV (c,d)
∂cT
and
∂SV (c,d)
∂dT
with respect to V leads us to
∂2SV (c,d)
∂V∂cT
=
∂
∂V
[
−2
n∑
i=1
TTi Ωi(c,d)vi
]
=
∂
∂V
[−2(TΩ)TV]
= −2(TΩ)T
= −2
(
TT1Ω1 · · · TTnΩn
)
, (9.19)
where (TΩ) =
(
TT1Ω1 · · · TTnΩn
)T
,
∂2SV (c,d)
∂V∂dT
=
∂
∂V
[
2
n∑
i=1
Ki·Ωivi + (−1)νnλKd
]
=
∂
∂V
[
2(KΩ)TV
]
= 2(KΩ)T
= 2
(
K1·Ω1 · · · Kn·Ωn
)
, (9.20)
where (KΩ) =
(
K1·Ω1 · · · Kn·Ωn
)T
.
Writing (9.18) in matrix form gives


∂2SV (c,d)
∂c∂cT
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂
2SV (c,d)
∂d∂cT
∣∣∣(cˆV λ(V),dˆV λ(V))
∂2SV (c,d)
∂c∂dT
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂
2SV (c,d)
∂d∂dT
∣∣∣(cˆV λ(V),dˆV λ(V))




∂cˆV λ(V)
∂VT
∂dˆV λ(V)
∂VT


=

 −
∂2S
∂VT∂c
∣∣∣(cˆV λ(V),dˆV λ(V))
− ∂
2S
∂VT∂d
∣∣∣(cˆV λ(V),dˆV λ(V))

 . (9.21)
Then


∂cˆV λ(V)
∂VT
∂dˆV λ(V)
∂VT

 can be obtained by


∂cˆV λ(V)
∂VT
∂dˆV λ(V)
∂VT

 =


∂2SV (c,d)
∂c∂cT
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂S
2
V (c,d)
∂d∂cT
∣∣∣(cˆV λ(V),dˆV λ(V))
∂2SV (c,d)
∂c∂dT
∣∣∣(cˆV λ(V),dˆV λ(V)) ∂S
2
V (c,d)
∂d∂dT
∣∣∣(cˆV λ(V),dˆV λ(V))


−1
×

 −
∂2S
∂VT∂c
∣∣∣(cˆV λ(V),dˆV λ(V))
− ∂
2S
∂VT∂d
∣∣∣(cˆV λ(V),dˆV λ(V))

 . (9.22)
63
CHAPTER 9. CHOICE OF SMOOTHING PARAMETER λ
Once


∂cˆV λ(V)
∂VT
∂dˆV λ(V)
∂VT

 has been obtained, ∂∇hˆV λ(zi;V)
∂V
can be calculated by
∂ fˆ(zi;V)
∂V
=
∂
∂VT
[
‖Ticˆ(V) −KTi· dˆ(V)‖−1(Ticˆ(V)−KTi· dˆ(V))
]
= (Ticˆ(V)−KTi· dˆ(V))
(
−1
2
)
‖Ticˆ(V)−KTi· dˆ(V)‖−3
×2(Ticˆ(V)−KTi· dˆ(V))T
(
Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
+‖Ticˆ(V)−KTi· dˆ(V)‖−1
(
Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
= ‖Ticˆ(V) −KTi· dˆ(V)‖−1
(
I− fˆ(zi;V)fˆ (zi;V)T
)(
Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
.
The local influence matrix
BV (λ) =


∂ fˆV λ(z1;V)
∂V
...
∂ fˆV λ(zn;V)
∂V

 (9.23)
is thus obtained. BV (λ) is a block matrix with n× n blocks of d× d submatrices.
9.2.2 Ordinary Cross-Validation
Define the diagonal nd × nd matrix B∗(λ) with n2 d × d blocks as follows. The (j, j)th
entry B∗kk(λ)jj of the (k, k)th block is defined by the scalar equation
vkj− fˆ [−k]V λ (zk;V)j = (1−B∗kk(λ)jj)−1(vkj− fˆV λ(zk;V)j), j = 1, . . . , d, k = 1, . . . , n, (9.24)
where vTk = (vk1, . . . , vkd). Then
fˆV λ(zk;V)j − fˆ [−k]V λ (zk;V)j = B∗kk(λ)jj(vkj − v˜kj), (9.25)
where v˜kj = fˆ
[−k]
V λ (zk;V)j . Although fˆV λ is not linear in the observations V,
∂ fˆV λ
∂V
exists, so
B∗kk(λ)jj ≈ BV kk(λ)jj , (9.26)
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where BV kk(λ)jj =
∂ fˆV λ(zk)j
∂vkj
. The ordinary cross-validation score for the field f of
normals to a foliation is then defined by
CVO(λ) =
1
nd
n∑
k=1
d∑
j=1
(
vkj − f [−k]V λ (zk)j
)2
≈ 1
nd
n∑
k=1
d∑
j=1
(
[1−B∗kk(λ)jj ]−1 (vkj − fˆV λ(zk;V)j)
)2
≈ 1
nd
n∑
k=1
d∑
j=1
(
[1−BV kk(λ)jj ]−1 (vkj − fˆV λ(zk;V)j)
)2
(9.27)
The OCV estimate of λ is the value of λ that minimises of CVo(λ) in (9.27).
9.2.3 Generalised Cross-Validation
The generalised cross-validation (GCV) method can also be applied to find a suitable
value of the tuning parameter λ for unit vectorial data. As in the one-dimensional
case mentioned in §9.1.2, we replace the BV kk(λ)jj in (9.27) by their average
Z(λ) = (nd)−1
n∑
k=1
d∑
j=1
BV kk(λ)jj . (9.28)
The GCV score for vectorial data is then defined by
CVG(λ) = (nd)
−1
n∑
k=1
d∑
j=1
∣∣∣(1− Z(λ))−1(vkj − fˆV λ(zk;V))j ∣∣∣2 . (9.29)
Just as the estimate of the smoothing parameter obtained by ordinary cross-validation
is the value of λ minimising CVG(λ), so the GCV estimate of λ is the value minimising
the generalised cross-validation function CVG of (9.29).
Once the value of the tuning parameter λ has been decided via either ordinary cross-
validation or generalised cross-validation, the optimal smooth function is the func-
tion hˆV : R
d → R which minimises (7.9). The optimal vector field fˆV and smooth
foliation can thus be obtained from hˆV .
9.3 Choosing the Tuning Parameter for Axial Data
9.3.1 Local Influence Matrix
As in the vectorial case, it is sensible to choose the value of the parameter λ for the
objective function of axial data using cross-validation. For the reason given in §9.2.1,
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one has to define a local influence matrix BA(λ) such that
fˆAλ(zi;±V)− fˆV λ(zi;±W) ≃ BA(λ)(V −W), i = 1, . . . , n, (9.30)
whereW = (w1, . . . ,wn) and ‖vi−wi‖ < ǫ, for some small positive ǫ. The matrix BA(λ)
can be obtained through steps similar to those described in §9.2.1. The values cˆA of
c and dˆA of d that minimise (8.64) satisfy

∂SA(c,d)
∂c
∣∣∣(cˆAλ(V),dˆAλ(V)) = 0,
∂SA(c,d)
∂d
∣∣∣(cˆAλ(V),dˆAλ(V)) = 0,
(9.31)
that is,
∂SA(c,d)
∂c
∣∣∣(cˆAλ(V),dˆAλ(V)) = −4
n∑
i=1
vTi ui(c,d)v
T
i
∂ui(c,d)
∂c
∣∣∣(cˆAλ(V),dˆAλ(V))
= −4
n∑
i=1
vTi ui(c,d)v
T
i Ωi(c,d)Ti
∣∣∣(cˆAλ(V),dˆAλ(V))
= 0,
∂SA(c,d)
∂d
∣∣∣(cˆAλ(V),dˆAλ(V)) = −4
n∑
i=1
vTi ui(c,d)v
T
i
∂ui(c,d)
∂d
+ 2(−1)νnλdTK
∣∣∣(cˆAλ(V),dˆAλ(V))
= −4
n∑
i=1
vTi ui(c,d)v
T
i Ωi(c,d)K
T
i· + 2(−1)νnλdTK
∣∣∣(cˆAλ(V),dˆAλ(V))
= 0.
These yield


n∑
i=1
vTi ui(c,d)v
T
i Ωi(c,d)Ti
∣∣∣(cˆA(V),dˆA(V)) = 0,
2
n∑
i=1
vTi ui(c,d)v
T
i Ωi(c,d)K
T
i· + (−1)νnλdTK
∣∣∣(cˆA(V),dˆA(V)) = 0.
(9.32)
Using the chain rule, we then differentiate
∂SA(c,d;±V)
∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) and
∂SA(c,d;±V)
∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) with respect to ±V. The differentiations give


∂2SA(c,d)
∂cT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂cˆAλ(±V)∂VT + ∂
2SA(c,d)
∂dT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂dˆAλ(±V)∂VT
+
∂2SA(c,d)
∂VT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) = 0,
∂2SA(c,d)
∂dT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂cˆAλ(±V)∂VT + ∂
2SA(c,d)
∂cT ∂d
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂dˆAλ(±V)∂VT
+
∂2SA(c,d)
∂VT∂d
∣∣∣(cˆAλ(±V),dˆAλ(±V)) = 0.
(9.33)
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Let γ be an M0 × 1 vector and ǫ be an nd× 1 vector. Let
S(A1)(c,d;±V) = −4
n∑
i=1
vTi ui(c,d)T
T
i Ωi(c,d)vi.
Then
S(A1)(c+ γ,d;±V)
= −4
n∑
i=1
vTi ui(c+ γ,d)T
T
i Ωi(c+ γ,d)vi
= −4
n∑
i=1
vTi
[
ui(c,d) −Ωi(c,d)Tiγ +O(‖γ‖2)
]
TTi {Ωi(c,d)
+‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi +ΩiTiγui(c,d)
T + u(c,d)γTTTΩi
]
+O(‖γ‖2)}vi
= S(A1)(c,d;±V)− 4
n∑
i=1
vTi ui(c,d)T
T
i ‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi
+ΩiTiγui(c,d)
T + ui(c,d)γ
TTTΩi
]
vi + 4
n∑
i=1
vTi Ωi(c,d)TiγT
T
i Ωi(c,d)vi +O(‖γ‖2)
and
S(A1)(c+ γ,d;±V)− S(A1)(c,d;±V)
= −4
n∑
i=1
vTi ui(c,d)T
T
i ‖Tic−KTi·d‖−1
[
u(c,d)TTiγΩi
+ΩiTiγu(c,d)
T + u(c,d)γTTTi Ωi
]
vi + 4
n∑
i=1
vTi Ωi(c,d)TiγT
T
i Ωi(c,d)vi +O(‖γ‖2)
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωiviu(c,d)
TTiγ + v
T
i ui(c,d)ui(c,d)
TviT
T
i ΩiTi
+vTi ui(c,d)T
T
i ui(c,d)v
T
i ΩiTiγ
}− 4 n∑
i=1
TTi Ωiviv
T
i ΩiTiγ +O(‖γ‖2).
This yields
∂2SA(c,d)
∂c∂cT
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωiviu(c,d)
TTi + v
T
i ui(c,d)ui(c,d)
TviT
T
i ΩiTi
+vTi ui(c,d)T
T
i ui(c,d)v
T
i ΩiTi
}
+ 4
n∑
i=1
TTi Ωiviv
T
i ΩiTi,
S(A1)(c,d+ ǫA;±V)
= −4
n∑
i=1
vTi ui(c,dA+ǫA)T
T
i Ωi(c,d + ǫA)vi
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= −4
n∑
i=1
vTi
[
ui(c,d) +Ωi(c,d)K
T
i·ǫA +O(‖ǫ‖2)
]
TTi {Ωi(c,d)
−‖Tic−KTi·d‖−1
[
u(c,d)TKTi·ǫAΩi(c,d)
+Ωi(c,d)K
T
i·ǫAui(c,d)
T + ui(c,d)ǫ
T
AKi·Ωi(c,d)
]
+O(‖ǫ‖2)}vi
= S(A1)(c,d;±V) + 4
n∑
i=1
vTi ui(c,d)T
T
i ‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫAΩi
+Ωi(c,d)K
T
i·ǫAui(c,d)
T + ui(c,d)ǫ
T
AK
T
i·Ωi
]
vi − 4
n∑
i=1
vTi Ωi(c,d)K
T
i·ǫAT
T
i Ωi(c,d)vi
+O(‖ǫ‖2)
S(A1)(c,d+ ǫA;±V)− S(A1)(c,d;±V)
= −4
n∑
i=1
vTi ui(c,d)T
T
i ‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫAΩi(c,d) +Ωi(c,d)K
T
i·ǫui(c,d)
T
+ui(c,d)ǫ
T
AKi·Ωi(c,d)
]
vi − 4
n∑
i=1
vTi Ωi(c,d)K
T
i·ǫAT
T
i Ωi(c,d)vi +O(‖ǫ‖2)
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωi(c,d)viui(c,d)
TKTi·ǫA
+vTi ui(c,d)ui(c,d)
TviT
T
i Ωi(c,d)K
T
i·ǫA + v
T
i ui(c,d)T
T
i ui(c,d)v
T
i Ωi(c,d)K
T
i·ǫA
}
+4
n∑
i=1
TTi Ωi(c,d)viv
T
i Ωi(c,d)K
T
i·ǫA +O(‖ǫ‖2).
Then
∂2SA(c,d)
∂d∂cT
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωiviu(c,d)
TKTi· + v
T
i ui(c,d)ui(c,d)
TviT
T
i ΩiK
T
i·
+vTi ui(c,d)T
T
i ui(c,d)v
T
i ΩiK
T
i·
}
+ 4
n∑
i=1
TTi Ωiviv
T
i ΩiK
T
i· .
Let S(A2)(c,d;±V) = 4
n∑
i=1
vTi ui(c,d)Ki·Ωi(c,d)vi + 2(−1)νnλKd. Then
S(A2)(c+ γ,d;±V)
= 4
n∑
i=1
vTi ui(c + γ,d)Ki·Ωi(c+ γ,d)vi + 2(−1)νnλKd
= 4
n∑
i=1
vTi
[
ui(c,d) +Ωi(c,d)Tiγ +O(‖γ‖2)
]
Ki· {Ωi(c,d)
−‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi(c,d) +Ωi(c,d)Tiγui(c,d)
T + ui(c,d)γ
TTTΩi
]
+O(‖γ‖2)}vi + 2(−1)νnλKd
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= S(A2)(c,d;±V)− 4
n∑
i=1
vTi ui(c,d)Ki·‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi(c,d)
+Ωi(c,d)Tiγui(c,d)
T + ui(c,d)γ
TTTΩi(c,d)
]
vi
+4
n∑
i=1
vTi Ωi(c,d)TiγKi·Ωi(c,d)vi +O(‖γ‖2)
S(A2)(c+ γ,d;±V)− S(A2)(c,d;±V)
= −4
n∑
i=1
vTi ui(c,d)Ki·‖Tic−KTi·d‖−1
[
ui(c,d)
TTiγΩi(c,d) +Ωi(c,d)Tiγui(c,d)
T
+ui(c,d)γ
TTTi Ωi(c,d)
]
vi + 4
n∑
i=1
vTi Ωi(c,d)TiγKi·Ωi(c,d)vi +O(‖γ‖2)
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωiviu(c,d)
TTiγ
+vTi ui(c,d)ui(c,d)
TviKi·Ωi(c,d)Ti + v
T
i ui(c,d)Ki·ui(c,d)v
T
i ΩiTiγ
}
+4
n∑
i=1
Ki·Ωi(c,d)viv
T
i Ωi(c,d)Tiγ +O(‖γ‖2).
This yields
∂2SA(c,d)
∂c∂dT
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωi(c,d)viu(c,d)
TTi
+vTi ui(c,d)ui(c,d)
TviKi·ΩiTi + v
T
i ui(c,d)Ki·ui(c,d)v
T
i ΩiTi
}
+4
n∑
i=1
Ki·Ωiviv
T
i Ωi(c,d)Ti,
S(A2)(c,d+ ǫ;±V)
= 4
n∑
i=1
vTi ui(c,d+ ǫ)Ki·Ωi(c,d+ ǫ)vi + 2(−1)νnλK(d+ ǫ)
= 4
n∑
i=1
vTi
[
ui(c,d)−Ωi(c,d)KTi·ǫ+O(‖ǫ‖2)
]
Ki·
{
Ωi(c,d) + ‖Tic−KTi·d‖−1
[
u(c,d)TKTi·ǫΩi(c,d)
+Ωi(c,d)K
T
i·ǫui(c,d)
T + ui(c,d)ǫ
TKi·Ωi(c,d)
]
+O(‖ǫ‖2)}vi + 2(−1)νnλKd+ 2(−1)νnλKǫ
= S(A2)(c,d;±V) + 4
n∑
i=1
vTi ui(c,d)Ki·‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫΩi +Ωi(c,d)K
T
i·ǫui(c,d)
T
+ui(c,d)ǫ
TKTi·Ωi
]
vi − 4
n∑
i=1
vTi Ωi(c,d)K
T
i·ǫKi·Ωi(c,d)vi + 2n(−1)νλKǫ+O(‖ǫ‖2)
S(A2)(c,d+ ǫ;±V)− S(A2)(c,d;±V)
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= 4
n∑
i=1
vTi ui(c,d)Ki·‖Tic−KTi·d‖−1
[
ui(c,d)
TKTi·ǫΩi(c,d) +Ωi(c,d)K
T
i·ǫui(c,d)
T
+ui(c,d)ǫ
TKi·Ωi(c,d)
]
vi − 4
n∑
i=1
vTi Ωi(c,d)K
T
i·ǫKi·Ωi(c,d)vi + 2(−1)νnλKǫ+O(‖ǫ‖2)
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωi(c,d)viui(c,d)
TKTi·ǫ
+vTi ui(c,d)ui(c,d)
TviKi·Ωi(c,d)K
T
i·ǫ+ v
T
i ui(c,d)Ki·ui(c,d)v
T
i Ωi(c,d)K
T
i·ǫ
}
−4
n∑
i=1
Ki·Ωi(c,d)viv
T
i Ωi(c,d)K
T
i·ǫ+ 2nλKǫ+O(‖ǫ‖2).
Then
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∂2SA(c,d)
∂d∂dT
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωi(c,d)viu(c,d)
TKTi·
+vTi ui(c,d)ui(c,d)
TviKi·Ωi(c,d)K
T
i· + v
T
i ui(c,d)Ki·ui(c,d)v
T
i Ωi(c,d)K
T
i·
}
−4
n∑
i=1
Ki·Ωi(c,d)viv
T
i Ωi(c,d)K
T
i· + 2(−1)νnλK.
Hence
∂2SA(c,d)
∂c∂cT
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωiviu(c,d)
TTi
+vTi ui(c,d)ui(c,d)
TviT
T
i ΩiTi + v
T
i ui(c,d)T
T
i ui(c,d)v
T
i ΩiTi
}
−4
n∑
i=1
TTi Ωiviv
T
i ΩiTi,
∂2SA(c,d)
∂d∂cT
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)T
T
i Ωiviu(c,d)
TKTi·
+vTi ui(c,d)ui(c,d)
TviT
T
i ΩiK
T
i· + v
T
i ui(c,d)T
T
i ui(c,d)v
T
i ΩiK
T
i·
}
+4
n∑
i=1
TTi Ωiviv
T
i ΩiK
T
i· ,
∂2SA(c,d)
∂c∂dT
= −4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωi(c,d)viu(c,d)
TTi
+vTi ui(c,d)ui(c,d)
TviKi·ΩiTi + v
T
i ui(c,d)Ki·ui(c,d)v
T
i ΩiTi
}
+4
n∑
i=1
Ki·Ωiviv
T
i Ωi(c,d)Ti,
∂2SA(c,d)
∂d∂dT
= 4
n∑
i=1
‖Tic−KTi·d‖−1
{
vTi ui(c,d)Ki·Ωi(c,d)viu(c,d)
TKTi·
+vTi ui(c,d)ui(c,d)
TviKi·Ωi(c,d)K
T
i· + v
T
i ui(c,d)Ki·ui(c,d)v
T
i Ωi(c,d)K
T
i·
}
−4
n∑
i=1
Ki·Ωi(c,d)viv
T
i Ωi(c,d)K
T
i· + 2(−1)νnλK.
Now differentiating
∂SA(c,d)
∂cT
and
∂SA(c,d)
∂dT
with respect to V leads us to
∂2SA(c,d)
∂V∂cT
=
∂
[
−4
n∑
i=1
vTi ui(c,d)T
T
i Ωi(c,d)vi
]
∂V
(9.34)
=
∂
∂V
[
−4
n∑
i=1
TTi Ωi(c,d)v
T
i ui(c,d)vi
]
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=
∂
∂V
[
−4
n∑
i=1
TTi Ωi(c,d)ui(c,d)
Tvivi
]
= −8(TTΩUTV)T
= −8
(
TT1Ω1u
T
1 v1 · · · TTnΩnuTnvn
)
, (9.35)
where TTΩUTV =
(
TT1Ω1u
T
1 v1 · · · TTnΩnuTnvn
)T
.
∂2SA(c,d)
∂V∂dT
=
∂
∂V
[
4
n∑
i=1
vTi ui(c,d)Ki·Ωi(c,d)vi + 2(−1)νnλKd
]
=
∂
∂V
[
4
n∑
i=1
Ki·Ωi(c,d)ui(c,d)
Tvivi
]
= 8(KΩUTV)T
= 8
(
K1·Ω1u
T
1 v1 · · · Kn·ΩnuTnvn
)
, (9.36)
where KΩUTV =
(
K1·Ω1u
T
1 v1 · · · Kn·ΩnuTnvn
)T
.
Writing (9.33) in a matrix form gives


∂2SA(c,d)
∂c∂cT
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂
2SA(c,d)
∂d∂cT
∣∣∣(cˆAλ(±V),dˆAλ(±V))
∂2SA(c,d)
∂c∂dT
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂
2SA(c,d)
∂d∂dT
∣∣∣(cˆAλ(±V),dˆAλ(±V))




∂cˆAλ(±V)
∂VT
∂dˆAλ(±V)
∂VT


=

 −
∂2S
∂VT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V))
− ∂
2S
∂VT∂d
∣∣∣(cˆAλ(±V),dˆAλ(±V))

 . (9.37)
Then


∂cˆAλ(±V)
∂VT
∂dˆAλ(±V)
∂VT

 can be obtained by


∂cˆAλ(±V)
∂VT
∂dˆAλ(±V)
∂VT

 =


∂2SA(c,d)
∂c∂cT
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂S
2
A(c,d)
∂d∂cT
∣∣∣(cˆAλ(±V),dˆAλ(±V))
∂2SA(c,d)
∂c∂dT
∣∣∣(cˆAλ(±V),dˆAλ(±V)) ∂S
2
A(c,d)
∂d∂dT
∣∣∣(cˆAλ(±V),dˆAλ(±V))


−1

 −
∂2S
∂VT∂c
∣∣∣(cˆAλ(±V),dˆAλ(±V))
− ∂
2S
∂VT∂d
∣∣∣(cˆAλ(±V),dˆAλ(±V))

 . (9.38)
Once


∂cˆAλ(±V)
∂VT
∂dˆAλ(±V)
∂VT

 has been obtained, ∂ fˆAλ(zi;±V)
∂V
can be calculated by
∂ fˆ(zi;±V)
∂V
=
∂
∂VT
[
‖Ticˆ(V)−KTi· dˆ(V)‖−1(Ticˆ(V) −KTi· dˆ(V))
]
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= (Ticˆ(V)−KTi· dˆ(V))
(
−1
2
)
‖Ticˆ(V)−KTi· dˆ(V)‖−3
2(Ticˆ(V) −KTi· dˆ(V))T
(
Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
+‖Ticˆ(V)−KTi· dˆ(V)‖−1(Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
= ‖Ticˆ(V) −KTi· dˆ(V)‖−1
(
I− fˆ(zi;V)fˆ (zi;V)T
)(
Ti
∂cˆ(V)
∂V
−KTi·
∂dˆ(V)
∂V
)
.
The local influence matrix
BA(λ) =


∂ fˆAλ(z1;±V)
∂V
...
∂ fˆAλ(zn;±V)
∂V

 (9.39)
is thus obtained. BA(λ) is a block nd× nd matrix with n2 blocks of d× d submatrices.
9.3.2 Ordinary Cross-Validation
Define a diagonal nd × nd matrix B∗∗(λ) with n2 d × d blocks as follows. The (j, j)th
entry B∗∗kk(λ)jj of the (k, k)th block is defined by the scalar equation
vkj − fˆ [−k]Aλ (zk;±V)j = (1−B∗∗kk(λ)jj)−1(vkj − fˆAλ(zk;±V)j), j = 1, . . . , d, k = 1, . . . , n,
(9.40)
where vTk = (vk1, . . . ,vkd). Then
fˆAλ(zk;±V)j − fˆ [−k]Aλ (zk;±V)j = B∗kk(λ)jj(vkj − v˜kj), (9.41)
where v˜kj = fˆ
[−k]
Aλ (zk;±V)j . Although fˆAλ is not linear in the observations V,
∂ fˆAλ
∂V
exists, so
B∗∗kk(λ)jj ≈ BAkk(λ)jj . (9.42)
where BAkk(λ)jj =
∂ fˆAλ(zk)
∂vkj
. The ordinary cross validation score for the field fA of
normals to a foliation is then defined by
CVO(λ) =
1
nd
n∑
k=1
d∑
j=1
(
vkj − f [−k]Aλ (zk)j
)2
≈ 1
nd
n∑
k=1
d∑
j=1
(
[1−B∗∗kk(λ)jj ]−1 (vkj − fˆAλ(zk;±V)j)
)2
≈ 1
nd
n∑
k=1
d∑
j=1
(
[1−BAkk(λ)jj ]−1 (vkj − fˆAλ(zk;±V)j)
)2
. (9.43)
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The OCV estimate of λ is the minimiser of CVO(λ) of (9.43).
9.3.3 Generalised Cross-Validation
As in the one-dimensional case mentioned in §9.1.2, one may replace BAkk(λ)jj in
(9.43) by the average Z(λ) for k = 1, . . . , n, where
Z(λ) = (nd)−1
n∑
k=1
d∑
j=1
BAkk(λ)jj . (9.44)
The GCV score for axial data is then defined by
CVG(λ) = (nd)
−1
n∑
k=1
d∑
j=1
‖(1− Z(λ))−1(vkj − fˆAλ(zk;±V))j‖2. (9.45)
Just as the estimate of the tuning parameter obtained by ordinary cross-validation is
the value of λ minimising CVG(λ), so the GCV estimate of λ is the value minimising
the generalised cross-validation function CVG of (9.45).
Once the value of the tuning parameter has been decided via either ordinary cross-
validation or generalised cross-validation, the optimal smooth function is the func-
tion hˆA : R
d → R which minimises (7.21). The optimal vector field fˆA and smooth
foliation can thus be obtained from hˆA.
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Chapter 10
Fitting using Local Weights
10.1 Preliminaries
In Chapter 7 and Chapter 8, smooth foliations are obtained using functions hˆV that
minimise
SV (hV ) = 2n− 2
n∑
i=1
vTi
∇hV (zi)
‖∇hV (zi)‖ + λ
∫
‖∇νhV (z)‖2 dz (10.1)
if the observations are unit vectors, and functions hˆA that minimise
SA(hA) = 2n− 2
n∑
i=1
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2
+ λ
∫
‖∇νhA(z)‖2 dz (10.2)
if the observations are axes. The smoothing parameters λ in (10.1) and λA in (10.2)
are constants, that is, only global weights are considered for these objective func-
tions.
However, if the density of observations varies considerably across the region con-
sidered then the equal weighting of z1, . . . , zn implicit in (10.1) and (10.2) may be
inappropriate, since observations in an area dense with data may exert undue influ-
ence on the fitted foliation in an area where the data are sparse. For this reason, one
might consider incorporating local information into the objective function through
some non-constant weight functions. The new weighted objective function for fitting
smooth foliations to unit vectors can be written as
SV (hV ) = n
−1
n∑
i=1
wi
∥∥∥∥vi − ∇hV (zi)‖∇h(V zi)‖
∥∥∥∥
2
+ λ
∫
‖∇νhV (z)‖2 dz, (10.3)
and the new objective function for fitting smooth foliations to axial data is given by
SA(hA) = n
−1
n∑
i=1
wi
[
2− 2
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2]
+ λ
∫
‖∇νhA(z)‖2 dz. (10.4)
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The wi are weights associated with the data points zi. By choosing the weights in-
versely proportional to a high power of Euclidean distance, the problem of over-
smoothing in area where data are sparse may possibly be avoided. Choosing the
weights this way forces the fitted foliation to emphasise local information, and this
may result in a fitted foliation which is not smooth enough.
10.2 Local Weight Function
Hansen and Mount (1990) suggested using weight functions. Cleveland (1979) gives
the following properties of a weight function W : R → R:
1. W (x) > 0 for |x| < 1;
2. W (x) =W (−x);
3. W (x) is a non-increasing function for x ≥ 0;
4. W (x) = 0 for |x| ≥ 1.
To localise the information, one may assume that only the R nearest points to z
of {z1, . . . , zn} have influence on the datum at z. Let ̟(z) be the distance between
z and the Rth nearest point among {z1, . . . , zn}. In order to incorporate the local
character into a weight system, one can define the weights w(z, zi) for i = 1, . . . , n
using Cleveland (1979)’s ”tricube” weight function, where
w(z, zi) = W (̟
−1(z)‖z− zi‖3)


[
1−
(‖z− zi‖
̟(z)
)3]3
,
‖z− zi‖
̟(z)
< 1;
0, otherwise.
(10.5)
From property 3 of W , W (x) decreases when x ≥ 0 increases, so w(z, zi) decreases as
‖z− zi‖ increases. From property 4, the weights w(z, zi) = 0 for ‖z− zi‖ ≥ ‖z− zR‖.
Let F be the fraction of data points which will be used in the evaluation of the smooth-
ing function and 0 < F ≤ 1. Then the number of data points used in any evaluation
of the smoothing function is the integer R defined by
R = [Fn] , (10.6)
where n is the number of observations and [·] denotes rounding to the nearest integer.
The locally weighted objective function for unit vector data thus has the form
SV (hV ) = n
−1
n∑
j=1
n∑
i=1
2w(zj , zi)
[
1− vTi
∇hV (zi)
‖∇hV (zi)‖
]
+λ
n∑
i=1
∫
‖∇νhV (z)‖2 dz, (10.7)
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and the objective function for axial data has the form
S(hA) = n
−1
n∑
j=1
n∑
i=1
2w(zj , zi)
[
1−
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2]
+λ
n∑
i=1
∫
‖∇νhA(z)‖2 dz. (10.8)
The functions hˆV λ and hˆAλ can be obtained by minimising (10.7) and (10.8), respec-
tively. The corresponding vector/axis fields and foliations are derived from these.
10.3 Rescaling the Local Weights
If the R − 1 nearest data points are all approximately same distance from z, which
is about ̟(z), then all the R − 1 nearest data points have the approximately the
same tricube weight, which is zero, about z. This will make the first term of the
objective functions (10.7) and (10.8) approximately zero, and the fitted function will
only smooth the data points. Hansen and Mount (1990) thus considered rescaling
the tricube weights w(zi, zj) at zi by dividing w(zi, zj) by some function G, where G is
defined by
G(zi) =
∑
j 6=i
w(zi, zj)
=
n∑
j=1
w(zi, zj)− w(zi, zi)
=
n∑
j=1
w(zi, zj)− 1. (10.9)
The rescaled tricube weights w˜ are thus given by

 w˜(zi, zj) =
w(zi, zj)
G(zi)
, if j 6= i;
w˜(zi, zj) = w(zi, zj), if j = i.
. (10.10)
The sum of rescaled tricube weights of the R nearest points is always 1, and the
weight at the point itself is also 1. The rescaled weights result in the new objective
functions
SV (hV ) = n
−1
n∑
j=1
n∑
i=1
2w˜(zj , zi)
[
1− vTi
∇h(zi)
‖∇h(zi)‖
]
+λ
n∑
i=1
∫
‖∇νh(z)‖2 dz (10.11)
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and
SA(hA) = n
−1
n∑
j=1
n∑
i=1
2w˜(zj , zi)
[
1−
(
vTi
∇hA(zi)
‖∇hA(zi)‖
)2]
+λ
n∑
i=1
∫
‖∇νhA(z)‖2 dz (10.12)
for fitting unit normal directions and normal axes, respectively.
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Inference
If it is reasonable to assume (as in Chapter 7) that the observed unit vectors v1, . . . ,vn
or the observed axes ±v1, . . . ,±vn normal to the foliation at z1, . . . , zn come from con-
centrated von Mises–Fisher or Watson distributions, respectively, then we can make
inferences about the true foliation. In particular, we can make inferences about the
true normals fV (z) or normal axes ±fA(z) at any location z.
11.1 Inference on fV
11.1.1 Approximate Linearity
In this section, we show that the fitted normal field fˆV is approximately linear in V.
This is done using the implicit function theorem given in Theorem 5 .
Implicit function theorem
Theorem 5 Let E be an open subset in Rn, F be an open subset in Rm and F : E×F → F
be a function of class Cp. Suppose given (x0, y0) ∈ E× F such that
D2F(x0,y0) : F → V, (11.1)
where D2F is the partial derivative of F in the F component, is invertible. Then there
exist an open neighbourhood U ⊂ Rn about x0, a neighbourhood V ⊂ Rm about y0 and
a unique Cp function φ : U → V such that φ(x0) = y0 and
F(x, φ(x)) = F(x0, y0). (11.2)
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From (8.63), the minimiser of SV (cˆV , dˆV ) is defined implicitly by

∂SV (c,d)
∂c
∣∣∣(cˆV ,dˆV ) = 0,
∂SV (c,d)
∂d
∣∣∣(cˆV ,dˆV ) = 0.
(11.3)
To apply the implicit function theorem, we first let E be an open subset in Rnd contain-
ing V0, and F be an open subset in R
M+nd containing 0. Given V0 = (f0(z1), . . . , f0(zn))
T
and
(
cV0
dV0
)
, define the function F : E× F → F by
F :
(
V,
(
c
d
))
7→


∂SV (c,d)
cT
∂SV (c,d)
dT

 . (11.4)
Let h0 : R
d → R be the function used to represent the true foliation, ∇h0 = KdV0+TcV0 ,
and f0(z) =
∇h0(z)
‖∇h0(z)‖ be the unit vector normal to the foliation represented through
the level sets of h0 at z. Then
F
(
V0,
(
cV0
dV0
))
=


∂SV (c,d)
cT
∣∣∣(cV0 ,dV0)
∂SV (c,d)
dT
∣∣∣(cV0 ,dV0)

 . (11.5)
From the implicit function theorem, there is a unique function φ : V 7→
(
cˆ
dˆ
)
of
class Cp. The function hˆ : Rd → R is a linear combination of cˆ and dˆ, and so is ∇hˆ.
Thus
(
cˆ, dˆ
)
7→ ∇hˆ is a function of class Cp. Moreover, function fˆ = ∇hˆ
‖∇hˆ‖
. Thus the
function V 7→ fˆ is the composition of Cp functions
V 7→
(
cˆ
dˆ
)
7→ hˆ 7→ ∇hˆ 7→ fˆ , (11.6)
and so is Cp. The estimator fˆ(zi) is therefore approximately linear in V.
11.1.2 Distribution of fˆV (z)
Suppose that for v1, . . . ,vn have independent (d − 1)-dimensional von Mises-Fisher
distributions with mean directions fV0(zi) and concentration κ, κ→∞, that is,
vi ∼Md(fV0(zi), κ), κ→∞. (11.7)
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Using the tangent-normal decomposition to decompose vi gives the tangential part
(Id − fV0(zi)fV0(zi)T )vi of vi. Let yi = (Id − fV0(zi)fV0(zi)T )vi and recall that
2
[
1− vTi fV0(zi)
]
= ‖vi − fV0(zi)‖2 = ‖yi‖2 + O(‖yi‖4). (11.8)
It follows that yi has density approximately proportional to
exp
{
−κ
2
‖yi‖2
}
. (11.9)
Thus for large κ, (Id − fV0(zi)fV0(zi)T )vi has an approximately (d − 1)-variate normal
distribution. That is,


(Id − fV0(z1)fV0(z1)T )v1
...
(Id − fV0(z1)fV0(zn)T )vn

 .∼. N(0, κ−1Π), κ→∞, (11.10)
where
Π =


Π1 0
. . .
0 Πn

 (11.11)
is a diagonal nd× nd matrix with n2 d× d blocks, and
Πi = Id − fV0(zi)fV0(zi)T (11.12)
for i = 1, . . . , n. Let V0 = (fV0(z1), . . . , fV0(zn))
T . It can be shown from (11.10) that
V −V0 =


v1 − fV0(z1)
...
vn − fV0(zn)

 .∼. N(0, κ−1Π), κ→∞. (11.13)
Put Fˆ = (fˆ(z1), . . . , fˆ(zn))
T . Then
V − Fˆ ≃ H(λ)(V −V0), (11.14)
where H(λ) = BV (λ) is the local hat matrix. From (11.14),
V − Fˆ = (V −V0)− (Fˆ−V0)
= (V −V0)−H(λ)(V −V0)
= [I−H(λ)] (V −V0). (11.15)
Using (11.13) and (11.15) gives
V − Fˆ .∼. N(0, κ−1 [I−H(λ)]Π [I −H(λ)]). (11.16)
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From (11.16),
Fˆ
.∼. N(V, κ−1(H(λ) − I)Π(H(λ)− I)). (11.17)
11.1.3 Estimation of Concentration Parameter κ
As in §11.1.2, we suppose that for i = 1, . . . , n, the observation vi has a von-Mises
distribution with mean direction fV0(zi) and concentration parameter κ. The concen-
tration parameter κ is however unknown. Since the model given by (8.29) and (8.53)
can be written in the form
V = F (β) + ǫ, (11.18)
where βT = (cT ,dT ), we have
V = F (β0) +X(β − β0 + o(‖β − β0‖) + ǫ, (11.19)
where X =
∂F
∂V
|β
0
Note that H2(λ) = H(λ) and β0 is the true value of β. Equation
(11.19) is approximately of the form of a linear model Y = Xβ + ǫ, for which
Yˆ = HY (11.20)
with H = XT (XTX)−1X and so H2 = H. It follow that H2(λ) = H(λ) and so (I −
H(λ))2 = I−H(λ). As in (4.13),
2
(
n−
n∑
i=1
vTi fˆ(zi)
)
=
n∑
i=1
‖vi − fˆ(zi)‖2
= (V − Fˆ)T (V − Fˆ), (11.21)
and so from (11.21) and (11.16),
2
(
n−
n∑
i=1
vTi fˆ(zi)
)
≃ tr(κ−1 [I−H(λ)]Π[I−H(λ]))
= κ−1tr(Π[I−H(λ)]). (11.22)
Define R¯ =
1
n
n∑
i=1
vTi fˆ (zi). One can rewrite (11.22) as
2(n− nR¯) ≃ κ−1tr(Π(I−H(λ))), (11.23)
and so
κ ≃ tr {Π(I−H(λ))}
2n(1− R¯) . (11.24)
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In order to use (11.24), Π is estimated by
Πˆ =


Πˆ1 0
. . .
0 Πˆn

 (11.25)
with Πˆi = Id − fˆ(zi)fˆ (zi)T . Then the estimated κ is given by
κˆ =
tr
{
Πˆ[I−H(λ)]
}
2n(1− R¯) . (11.26)
11.1.4 Confidence Regions for the Mean Direction
As in (7.3), we assume that vi ∼ Md(fV (zi), κ). The concentration parameter κ is
unknown, so is replaced by κˆ given by (11.26). From (11.16),
V − Fˆ .∼. Nnd (0,Σ) , (11.27)
where Σ = κ−1(I − H(λ))Π(I − H(λ)). Thus an approximate 100(1 − α)% confidence
region for fV (zi) is {
u :
(
u− fˆ(zi)
)T
Σ−1ii
(
u− fˆ(zi)
)
≤ χ2d−1;α
}
, (11.28)
where Σii is the (i, i)th block of the n
2 d× d block matrix Σ.
11.2 Inference on fA
11.2.1 Distribution of fˆA(z)
Suppose that for ±v1, . . . ,±vn have independent (d−1)-dimensional Watson distribu-
tions with mean directions ±fA0(zi) and concentration κ, κ→∞, that is,
± vi ∼Wd(±fA0(zi), κ), κ→∞. (11.29)
Choose ±wi such that ±wi = ±vi and choose µi such that ±µi = ±fA(zi). Then
wi
.∼. Md(µi, 2κ), κ→∞ (11.30)
Using the tangent-normal decomposition to decompose wi gives the tangential part
(Id − fA0(zi)fA0(zi)T )wi of wi. Let yi = (Id − fA0(zi)fA0(zi)T )wi. Since yi has density
approximately proportional to
exp
{−κ‖yi‖2} , (11.31)
83
CHAPTER 11. INFERENCE
for large κ, (Id − fA0(zi)fA0(zi)T )wi has an approximately (d− 1)-variate normal distri-
bution. That is,


(Id − fA0(z1)fA0(z1)T )w1
...
(Id − fA0(z1)fA0(zn)T )wn

 .∼. N(0, (2κ)−1Π), κ→∞, (11.32)
where
Π =


Π1 0
. . .
0 Πn

 (11.33)
is a diagonal nd× nd matrix with n2 d× d blocks, and
Πi = Id − fA0(zi)fA0(zi)T (11.34)
for i = 1, . . . , n. Let A0 =
(
fA0(z1) . . . fA0(zn)
)T
andW =
(
w1 . . . wn
)T
. It can
be shown from (11.32) that


w1 − fA0(z1)
...
wn − fA0(zn)

 .∼. N(0, (2κ)−1Π), κ→∞. (11.35)
Put FˆA =
(
fˆA(z1) . . . fˆA(zn))
T
)T
. Then
W − FˆA ≃ H(λ)(W −A0), (11.36)
where HA(λ) = BA(λ) is the local hat matrix. From (11.36),
W − FˆA = (W−A0)− (FˆA −A0)
= (W−A0)−HA(λ)(W −A0)
= [I−HA(λ)] (W −A0). (11.37)
Using (11.35) and (11.37) gives
W− FˆA .∼. N(0, (2κ)−1 [I−HA(λ)]Π [I−HA(λ)]). (11.38)
From (11.38),
FˆA
.∼. N(W, (2κ)−1 [HA(λ)− I]Π [HA(λ)− I]). (11.39)
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11.2.2 Estimation of Concentration Parameter κ
From (11.38),
2
{
n−
n∑
i=1
wTi fˆ(zi)
}
≃ tr{(2κ)−1 [I−HA(λ)]Π[I−HA(λ])}
= (2κ)−1tr {Π[I−HA(λ)]} . (11.40)
Since κ is large, wTi fˆ (zi) ≃ 1, and so
2
{
1−wTi fˆ(zi)
}
≃ 1−
{
wTi fˆ (zi)
}2
. (11.41)
Define R¯2A =
1
n
n∑
i=1
{
wTi fˆA(zi)
}2
. Combining (11.40) and (11.41) gives
n(1− R¯2A) ≃ (2κ)−1tr {Π [I−HA(λ)]} , (11.42)
and so
κ ≃ tr {Π[I−HA(λ)]}
2n(1− R¯2A)
. (11.43)
In order to use (11.43), Π is estimated by
Πˆ =


Πˆ1 0
. . .
0 Πˆn

 (11.44)
with Πˆi = Id − fˆA(zi)fˆA(zi)T . Then the estimated κ is given by
κˆ =
tr
{
Πˆ[I−HA(λ)]
}
2n(1− R¯2A)
. (11.45)
11.2.3 Confidence Regions for the Mean Direction
We assume that ±vi ∼Wd(±fA(zi), κ). The concentration parameter κ is unknown, so
is replaced by κˆ given by (11.45). From (11.38),
W − Fˆ .∼. Nnd (0,ΣA) , (11.46)
where ΣA = (2κ)
−1(I −HA(λ))Π(I −HA(λ)). Thus an approximate 100(1 − α)% confi-
dence region for fA(zi) is{
u :
(
u− fˆA(zi)
)T
Σ−1Aii
(
u− fˆA(zi)
)
≤ χ2d−1;α
}
, (11.47)
where ΣAii is the (i, i)th block of the n
2 d× d block matrix ΣA.
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Chapter 12
Examples of Reconstructed
Foliation
In this chapter, we will evaluate the fitting scheme developed in the preceding chap-
ters by giving a variety of foliations reconstructed from some data sets. These data
sets were all generated from some functions h which were however unknown to the
author before the model fitting procedure.
12.1 Displaying Fitted Foliations
Once the estimated smooth function hˆ has been calculated, it would be nice to display
the fitted foliation. It may sometimes also be useful to display the fitted axis field.
One should be aware that the display methods discussed here are limited to data
which are in two- or three- dimensional space.
12.1.1 Gridded Maps
The display method using gridded maps is adapted from Hansen and Mount (1990).
Instead of displaying a set of surfaces, a gridded map can be used to display a vector
field or an axis field. Gridded maps are created by evaluating the estimated normals
at the locations lying along a grid in the region of interest. For each grid location z,
the fitted normal fˆV (z) or fˆA(z) is estimated.
A fitted vector field is displayed with fitted vectors along the grids, where arrows are
used to display the fitted vectors. The arrows are based at the grid points and the
tips of the arrows indicate the directions of the fitted vectors. An estimated axis field
is displayed with estimated axes along the grids, where short bars are used to display
the estimated axes. The short bars are centred at the grid points.
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According to Hansen and Mount (1990), the mesh size of the grid to be used should
depend, to some extent, on the smoothness of the fitted vector/axis field. In general,
the mesh size should increase with smoothness so that the plot is not cluttered with
redundant information. It is important to note that for data in three dimensional
space, it sometimes might be time consuming to work out the fitted normal fields on
a grid with large mesh size.
12.1.2 Displaying Leaves
Since we are fitting smooth foliations to data, it would be natural to display the fit-
ted result by a deck of curves or surfaces. To draw these surfaces, one may use a
method similar to the gridded maps discussed in previous section. For fitting data in
d-dimensional space, a grid in (d− 1)-dimensional space is created.
From (7.1) and (7.14), one can see that for given constant c ∈ R such that hˆV (z) = c
or hˆA(z) = c, at each grid point in (d − 1)-dimensional space, one can find out the
unknown components of z. Also, different values of c represent different surfaces of
the fitted foliation.
Given c, the corresponding leaf of the fitted foliation can therefore be obtained as a
surface.
12.1.3 Notes
Although it would always be ideal to display fitted leaves to present the fitted results,
this is sometimes not achievable. One therefore needs instead to present the fitted
results using a gridded map.
The advantage of displaying the fitted results using a gridded map is that it is always
achievable. However, the disadvantage is that it is not easy to get a good feeling of
the fitted result by just looking at the gridded map.
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12.2 Examples
In this section, we will illustrate the fitting schemes developed in Chapters 7 – 9 by
using them on some data sets (z1,v1), . . . , (zn,vn).
In the 3-dimensional case, the locations z1, . . . , zn were the same for all the data sets
and are displayed in Figure 1. To see the observed locations more clearly, we use a
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y
x
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Figure 1: Observed locations z1, . . . , zn
stem and leaf plot to show the observed locations componentwisely. One can see
from Figure 4 that these locations are clustered in three areas. It would therefore
be suitable to fit the data with local weights. However, because of limit of time, we
will only try to fit the data with global weights. Each data set was generated from
some function h giving an underlying foliation. The author was not told the functions
h until after the model fitting procedure. For each h, the author was given three
sub-data sets v1, . . . ,vn generated from h. The three sub-data sets are
1. the true unit vectors/axes normal to the level sets of h at z1, . . . , zn,
2. lightly perturbed versions of the normals observed at z1, . . . , zn,
3. heavily perturbed versions of the normals observed at z1, . . . , zn.
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The decimal point is 1 digit(s) to the right of the |
-2 | 1
-1 |
-1 | 2000
-0 | 99988
-0 | 311
0 | 0000223
0 | 5999
1 | 001122
1 |
2 | 0
Figure 2: Observed locations in x component
The decimal point is 1 digit(s) to the right of the |
-2 | 4
-1 |
-1 | 10
-0 | 987755
-0 | 111
0 | 001122334
0 | 6899
1 | 00024
1 |
2 | 1
Figure 3: Observed locations in y component
The perturbations in 2 and 3 are Fisher distributions with concentration κ = 5 and
κ = 1, respectively. The perturbed normals can be considered as the true unit vec-
tors/axes normal to the level sets of h perturbed with observation errors or measure-
ment errors.
We fitted these data sets using six different values of the tuning parameter λ. These
are 0.0001, 0.5, 1.0, 10.0, 100.0 and 1000.0, which were chosen arbitrarily. For each
value of λ, we can calculate the ordinary cross-validation score by using (9.27), and
the generalised cross-validation score by using (9.29). To save time, we will not ex-
plore other values of the tuning parameter.
Before giving the results, we introduce some conventions used in the displays. Through-
out the following sections, black arrows are used to represent the observed normals
(i.e. v1, . . . ,vn) at z1, . . . , zn. The violet arrows are used to represent the fitted nor-
mal fields. Unless otherwise stated, the red dots represent the observed locations
z1, . . . , zn.
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The decimal point is at the |
-12 | 00
-10 | 0000
-8 | 000
-6 |
-4 |
-2 |
-0 | 00
0 | 00000000000
2 |
4 |
6 |
8 | 00
10 | 000000
12 | 0
Figure 4: Observed locations in z component
91
CHAPTER 12. EXAMPLES OF RECONSTRUCTED FOLIATION
12.2.1 Trough Data Set
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(a) The foliation
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(b) A leaf of the foliation
Figure 5: The foliation: h0(z) =
[
z10 + (x+ 23)10
]1/10
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The first data set considered is the trough data set. The true foliation is displayed in
Figure 5(a). Each leaf looks like a flat surface because of the scale of the axes. Each
leaf looks like a trough (e.g. Figure 5(b)). Thus, this data set is a called a trough data
set.
Vectorial Data
Fitting a foliation and a normal vector field to true normals (Data presented
in §A-1.1.) We first look at the non-perturbed data set, that is, the true unit vec-
tors/axes normal to the level sets of h at z1, . . . , zn. The observations are displayed in
Figure 6. The cross-validation scores are given in Table 1. Both the ordinary cross-
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.0005 0.0013 0.0013 0.0013 0.0013 0.0013
GCV 0.0004 0.0011 0.0011 0.0011 0.0011 0.0011
Table 1: Cross-validation scores of λ for non-perturbed trough data set
validation score and the generalised cross-validation score suggest that one should
choose λ to be 0.0001. The fitted foliation and normals are displayed in Figure 7 and
Figure 8.
From Figure 7(a), at the observed locations z1, . . . , zn, the fitted normals fˆ(zi) are al-
most identical to the observed normals vi for all i. This is due to the fact that the
chosen tuning parameter λ was small, so the fitting scheme put more emphasis on
interpolating the data than on smoothing the data.
Figure 7(b) presents the fitted normal vectors. It seems that almost all the fitted
normal vector fields are pointing in the same direction. Figure 8(a) and Figure 8(b)
display the fitted foliation. The fitted foliation looks fairly smooth.
Figure 8 indicates that the fitted foliation fits the observations quite well and the fit-
ted foliation is smooth.
The estimated concentration parameter κˆ ≈ 1193, which is extremely large. That is,
the fitted model is highly concentrated.
Fitting a foliation and a normal vector field to perturbed normals with Fisher
errors κ = 5 (Data presented in §A-1.2.) Now, we fit the perturbed trough data sets.
The unit vectors normal to the level sets of h0(z) =
[
z10 + (x+ 23)10
]1/10
at z1, . . . , zn
are perturbed by von Mises–Fisher errors with κ = 5. The observations are displayed
in Figure 9. The cross-validation table is displayed in Table 2. If the smoothing pa-
rameter is chosen using ordinary cross-validation, λ is taken to be 1000. However, if
the smoothing parameter is chosen using generalised cross-validation, λ is 0.0001.
Although there is no reason that the generalised cross-validation score should be
the same as the ordinary cross-validation score, the difference between the ordinary
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cross-validation score and the generalised cross-validation score when λ = 0.0001
seems strikingly large when compared with other values of λ. We thus think that
λ = 0.0001 is not a reliable choice for the trough data set with von Mises–Fisher er-
rors κ = 5. The reason for the unreliability is probably that the fitted models are
too non-linear in the observations V = (v1, . . . ,vn)
T , and the local influence matrix
has been used to approximate the influence matrix. Since the values of λ = 0.0001 is
unreliable, we choose λ = 1000.
The fitted results are displayed in Figure 10 and Figure 11. From Figure 10(a), one
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.1600 0.1209 0.1216 0.1222 0.1207 0.1175
GCV 0.0554 0.1162 0.1168 0.1175 0.1167 0.1150
Table 2: Cross-validation scores of λ for trough data set with Fisher errors κ = 5
can see that the purple arrows are not as close to the black arrows as they are in
Figure 7(a). The angular differences between fitted normal and the corresponding
observed normal are judged by eye to be somewhere about 10 to 30 degrees, with
some outlying values. Figure 10(b) suggests that the fitted leaves are not parallel to
one another. From Figure 22(a) and Figure 22(b), it seems that the fitted foliation
is reasonably smooth and fits the data quite well. Even for the data with perturbed
normals, the fitted foliation still resembles quite well the true foliation given by the
level sets of h0(z) =
[
z10 + (x+ 23)10
]1/10
.
The point estimate of the concentration parameter κ is 6.05, which is considered to
be reasonably close to the true concentration κ = 5 used in constructing this data set.
The foliation and the normal vector fields fitted to perturbed normals with
Fisher errors κ = 1 (Data presented in §A-1.3.) We are now going to fit a smooth
foliation to the heavily perturbed data set. The observations are displayed in Figure
12.
The cross-validation table (Table 3) suggests that one should choose λ = 10. For the
same reason as in the case of Fisher errors with κ = 5, the cross-validation scores
obtained when λ = 0.0001 are not reliable. The fitted results are displayed in Figure
14 and Figure15. The angular differences between the fitted normals fˆ(z1), . . . , fˆ(zn)
at z1, . . . , zn in Figure 13 and the observations v1, . . . ,vn vary from slightly over 0 to
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.81 0.51 0.511 0.507 0.509 0.510
GCV 0.17 0.52 0.515 0.509 0.510 0.512
Table 3: Cross-validation scores of λ for trough data set with Fisher errors κ = 1
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around 100 degrees. This means at some locations, the fitted model does not fit the
data as well as in the previous two data sets. Figure 14(b) displays the fitted normal
axis field. When we compare Figure 14(b) with Figure 7(b) and Figure 10(b), the fitted
normal axis field displayed in Figure 14(b) does not look as neat as the axis fields
presented in the other two figures. From Figure 15(a) and Figure 15(b), it seems that
the fitted foliation fits the data quite well. However, comparing Figure 15(a) and Fig-
ure 15(b) with Figure 5(a) suggests that with the independent observations from von
Mises-Fiser distributions F (f0(zi), 1), the fitted foliation does not resemble the true
foliation given by the level sets of h0(z) =
[
z10 + (x+ 23)10
]1/10
.
The estimated concentration parameter is κˆ = 1.38, which is considered to be close to
κ = 1.
Summary Briefly speaking, the fitting scheme works quite well for the three ver-
sions of trough data sets. Comparing the three versions of data sets obtained from
h0(z) =
[
z10 + (x + 23)10
]1/10
indicates that for the heavily perturbed, the fitted foli-
ation does not resemble the true foliation. For the true normal directions or the
slightly perturbed, the fitted foliation seems close to the true foliation.
Figure 6: True normals of the foliation: h0(z) =
[
z10 + (x+ 23)10
]1/10
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(a) The fitted and the observed normals
(b) The fitted vector field
Figure 7: Fitted normals to non-perturbed normals
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(a) The fitted foliation
(b) The fitted foliation
Figure 8: Fitted foliation to non-perturbed normals
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Figure 9: Lightly perturbed observations: Fisher errors with κ = 5
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(a) The fitted and the observed normals
(b) The fitted vector field
Figure 10: Fitted normals to lightly perturbed normals: Fisher errors κ = 5
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(a) The fitted foliation
(b) The fitted foliation
Figure 11: Fitted foliation to lightly perturbed normals: Fisher errors κ = 5
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Figure 12: Heavily perturbed observations: Fisher errors with κ = 1
Figure 13: Observations and fitted normals: Fisher errors with κ = 1
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(a) The fitted normal field
(b) The fitted normal field
Figure 14: Fitted normals to heavily perturbed normals: Fisher errors κ = 1
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(a) The fitted foliation
(b) The fitted foliation
Figure 15: Fitted foliation to heavily perturbed normals: Fisher errors κ = 1
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.0002 0.0021 0.0020 0.0019 0.0019 0.0019
GCV 0.0003 0.0013 0.0013 0.0014 0.0014 0.0014
Table 4: Cross-validation scores of λ for non-perturbed trough axis data
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.06 0.18 0.18 0.19 0.19 0.19
GCV 0.03 0.15 0.16 0.16 0.16 0.16
Table 5: Cross-validation scores of λ for trough data set with Watson errors κ = 5
Axial data
As in the vectorial data case, we now fit foliations to the three versions of the trough
data set. This time, the observations are treated as axes instead of unit vectors. As
usual, we first fit a foliation to the non-perturbed data set.
Fitting a foliation and a normal axis field to true normal axes (Data presented
in §A-1.1.) The observations are displayed in Figure 16. From Table 4, both the ordi-
nary cross-validation score and the generalised cross-validation score suggest that λ
is 0.0001. The fitted foliation and normals are displayed in Figure 17 and Figure 18.
Figure 17(a) shows that the fitted normal axes are almost identical to the true nor-
mals. Also, the fitted normal axis field displayed in Figure 17(b) indicates that the
fitted smooth foliation is fairly smooth. Figure 18(a) and Figure 18(b) show that the
fitted foliation fits the data reasonably well.
Fitting a foliation and a normal axis field to perturbed normals with Watson
errors κ = 5 (Data presented in §A-1.2.) The perturbed normals with Watson error
κ = 5 are displayed in Figure 19.
From Table 5, λ = 0.0001 would be chosen to be the tuning parameter. The fitted
normal axes and the fitted foliation are displayed in Figure 21 and Figure 22.
From Figure 20, it appears that the fitted normal axes are close to the observed nor-
mal axes. From Figure 21, the normal axis field looks quite smooth and from Figure
22, the surfaces look fairly smooth and fit the observations quite well. Moreover, the
fitted foliations resembles the true foliation.
Fitting a foliation and a normal axis field to perturbed normals with Watson
errors κ = 1 (Data presented in §A-1.3.) The data set is given in Figure 23. The
cross-validation scores for this data set are given in Table 6. From Table 6, the or-
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 18.88 49.37 36.89 10.23 9.11 5.08
GCV 0.12 0.61 0.61 0.61 0.61 0.57
Table 6: Cross-validation scores of λ for trough data set with Watson errors κ = 1
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 18.88 49.37 36.89 10.23 9.11 5.08
GCV 0.12 0.61 0.61 0.61 0.61 0.57
Adjusted OCV 0.28 0.49 0.54 0.54 0.54 0.49
Adjusted GCV 0.10 0.62 0.63 0.62 0.63 0.58
Table 7: Modified cross-validation scores of λ for trough data set with Watson errors
κ = 1
dinary cross-validation scores for different values of λ seem to have a extremely wide
range with the maximum at 5.08 and minimum at 49.37. However, the generalised
cross validation scores seem to have a rather small range from 0.12 to 0.61. In partic-
ular, the generalised cross-validation score is the same for λ = 0.5, 1 and 10.
In general, because the observations and fitted vectors or axis are of length one and
by (9.27) and (9.43), the validation scores would be roughly expected to be at most
somewhere around 4.0. The ordinary cross-validation score at λ = 0.5 is 12 times the
reasonable value (4.0), and at λ = 1 is about 10 times the reasonable value. This may
be because the method used to calculate the ordinary cross-validation score involves
a local influence matrix. If the jjth entry of kkth block of the local influence matrix
is too close to 1.0, ‖vkj − fˆ [−k](z(k))j‖ will have too great a contribution to the scores.
To solve the problem, one can ignore the components which contribute more than
somewhere around 5 to the score, to obtain new approximate scores. The reason
why we choose to ignore components contributing more than 5 (instead of 4) is that
we would like to take the approximation of local influence matrix into account. The
modified validation score table is given in Table 7. From Table 7, the modified valida-
tion scores suggest that λ = 0.0001. The fitted results are displayed in Figures 17(a),
17 and 18.
From Figure 24, the angular differences between the observed axes and the fitted
axes range from 0 to 90 degrees. This suggests that at some locations the fitted nor-
mal axes are not close to the observed normals. Figures 25 and 26 indicate that the
fitted foliation is not extremely smooth.
Compare Figure 26 with Figure 5, one can see that the foliation displayed in Figure
26 does not resemble the true foliation.
Summary As in the case of vectorial data, the fitting scheme seems to work quite
well for axial data. In particular, when the data are generated from the true foliation
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or lightly perturbed, the fitted foliations resemble the true foliation. Although the fit-
ted foliation does not resemble the true foliation when the data are heavily perturbed,
the fitted foliation still seems reasonable.
Figure 16: True normal axes of the foliation: h0(z) =
[
z10 + (x+ 23)10
]1/10
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(a) The fitted and the observed normal axes
(b) The fitted axis field
Figure 17: Fitted normals to non-perturbed normal axes
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(a) The fitted foliation
(b) The fitted foliation
Figure 18: Fitted foliation to true normal axes
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Figure 19: Lightly perturbed observations: Watson errors with κ = 5
Figure 20: Observations and fitted normal axes: Watson errors with κ = 5
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(a) The fitted axis field
(b) The fitted axis field
Figure 21: Fitted normals to lightly perturbed normal axes: Watson errors κ = 5
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(a) The fitted foliation
(b) The fitted foliation
Figure 22: Fitted foliation to lightly perturbed normal axes: Watson errors κ = 5
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Figure 23: Heavily perturbed observations: Watson errors with κ = 1
Figure 24: Observations and fitted normal axes: Watson errors with κ = 1
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(a) The fitted axis field
(b) The fitted axis field
Figure 25: Fitted normals to heavily perturbed normal axes: Watson errors κ = 1
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(a) The fitted foliation
(b) The fitted foliation
Figure 26: Fitted foliation to heavily perturbed normal axes: Watson errors κ = 1
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Further Examples
In the following sections, foliations are fitted to more data sets.
As in the previous sub-sub-section, several figures related to the data sets will be
displayed. These displayed figures are:
1. The true foliation given by the function h0 : R
3 → R.
2. The observations v1, . . . ,vn of the three data sets generated using h0.
3. The fitted normals fˆ(z1), . . . , fˆ(zn) and the corresponding observations v1, . . . ,vn
at z1, . . . , zn.
4. The fitted normal vector/axis field.
5. The fitted foliation (where this is feasible).
For each data set, a cross-validation score table will be given. The table helps one to
choose a suitable value of the tuning parameter λ. In the table, for each value of λ, the
ordinary cross-validation score, the generalised cross-validation score, the modified
ordinary cross-validation score and the modified generalised cross-validation score
are given. If there is no necessity to modify the values of the scores, the modified
cross-validation scores will be the same as the original validation scores.
For each data set, the following questions are considered:
(a) What is the choice of the tuning parameter λ?
(b) How well does the model fit to the data?
(c) Is the fitted foliation reasonably smooth?
(d) How well does the fitted foliation resemble the true foliation?
(e) What is the estimate of the concentration parameter κ?
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12.2.2 Spherical
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Figure 27: The foliation: h(z) = x2 + (y + 25)2 + z2
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Vectorial Data
Fitting a foliation and a normal vector field to true normals (Data presented in
§A-2.1.)
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 25.53 0.39 11.76 4.56 0.31 0.48
GCV 0.14 0.39 3.82 33.65 0.26 0.33
Adjusted OCV 0.32 0.39 0.72 0.74 0.31 0.37
Adjusted GCV 0.14 0.39 3.75 30.15 0.26 0.33
Table 8: Cross-validation scores of λ for non-perturbed spherical data set
(a) The choice of λ is 0.0001. (See Table 8).
(b) The model fits the data quite well because even though some of the angular dif-
ferences between the fitted normals and the observations are around 45 degrees,
about 3/4 of the angular differences are less than 20 degrees. (See Figure 29.)
(c) (1) The fitted normals move slowly from west to east in the y direction and
from north to south in the z direction. Since the normals change slowly,
the fitted vector field is smooth.(See Figure 30.)
(2) The fitted leaves look quite smooth except the curvature at the edge is
slightly bigger than other part of the curve. (See Figure 31.)
The fitted foliation is considered to be smooth.
(d) The fitted foliation seems to resemble the true foliation. The displayed leaves
look like the surfaces of a concentric sphere. (Compare Figure 27 and Figure
31.)
(e) κˆ = 3.71.
Fitting a foliation and a normal vector field to perturbed normals with Fisher
errors κ = 5 (Data presented in §A-2.2.)
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.37 14.57 8.43 10.13 9.95 183.18
GCV 0.17 1.65 3078.03 0.73 0.89 0.52
Adjusted OCV 0.37 0.56 0.50 0.54 0.57 0.52
Adjusted GCV 0.17 1.47 2635.47 0.69 0.84 0.46
Table 9: Cross-validation scores of λ for spherical data set with Fisher errors κ = 5
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(a) The choice of λ is 0.0001. (See Table 9). Note that the GCV values seems strik-
ingly large for λ = 1.0 comparing with other GCV values. This may be because
that the generalised cross-validation method can sometimes fail as suggested
by Kent and Mohammadzadeh (2000).
(b) The fitted normals seem to fit the observations well. The angular differences
between the fitted normals and the observations are small. (See Figure 33.)
(c) (1) The fitted normal field appears to be smooth because there are regular
directional patterns for the normals, with an ‘explosive’ pattern in which all
arrows point away from the origin. (See Figure 34.)
(2) The fitted leaves in Figure 35 appear to be similar to the fitted leaves in
Figure 31. Only the curvatures of the leaves in Figure 35 are bigger than the
ones displayed in Figure 31. The leaves in Figure 35 still can be considered
smooth.
The fitted foliation is thus reasonably smooth.
(d) The fitted foliation seems resemble the true foliation. (Compare Figure 27 and
Figure 35.)
(e) κˆ = 3.3.
Fitting a foliation and a normal vector field to perturbed normals with Fisher
errors κ = 1 (Data presented in §A-2.3.)
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 3.10 0.46 0.39 24598.26 1.45 0.32
GCV 4.42 4.46 0.33 0.58 0.66 0.23
Adjusted OCV 0.34 0.46 0.39 0.52 0.55 0.32
Adjusted GCV 3.53 0.46 0.33 0.52 0.67 0.23
Table 10: Cross-validation scores of λ for spherical data set with Fisher errors κ = 1
(a) The choice of λ is 1000.0. (See Table 10.)
(b) The angular differences between the fitted normals and the observations do not
all appear to be small. Some of the angular differences can be as big as 180
degrees. The fitted normals are not considered to fit the data very well. This
may be because the model put more emphasis on smoothing the fitted foliation
than on closeness of the data.
(c) The fitted foliation is very smooth.
(d) The fitted foliation does not resemble the true foliation.
(e) The estimated κˆ is 2.4.
118
12.2. EXAMPLES
Summary As in the vectorial case of the trough data set, the foliation fitted to the
heavily perturbed data does not resemble the true foliation. The foliations fitted to
the true normals and to the lightly perturbed data resemble the true foliation.
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Figure 28: True normals of the foliation: h0(z) = x
2 + (y + 25)2 + z2
Figure 29: Observations and fitted normals to non-perturbed normals
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(a) The fitted normal field
(b) The fitted normal field
Figure 30: Fitted normals to non-perturbed normals
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(a) The fitted foliation
(b) The fitted foliation
Figure 31: Fitted foliation to non-perturbed normals
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Figure 32: Lightly perturbed observations: Fisher errors with κ = 5
Figure 33: Observations and fitted normals: Fisher errors κ = 5
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(a) The fitted normal field
(b) The fitted normal field
Figure 34: Fitted normals to lightly perturbed normals: Fisher errors κ = 5
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(a) The fitted foliation
(b) The fitted foliation
Figure 35: Fitted foliation to lightly perturbed normals: Fisher errors κ = 5
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 11.83 17.05 1.52 1.33 1.48 38.76
GCV 0.73 0.83 0.57 0.77 0.77 0.58
Adjusted OCV 0.70 0.44 0.74 0.49 0.54 0.64
Adjusted GCV 0.65 0.83 0.59 0.79 0.79 0.61
Table 11: Cross-validation scores of λ for non-perturbed spherical axial data set
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 8596.87 2.22 0.66 0.62 0.62 0.62
GCV 0.85 0.71 0.71 0.71 0.71 0.71
Adjusted OCV 0.54 0.66 0.66 0.62 0.62 0.62
Adjusted GCV 0.80 0.73 0.71 0.71 0.71 0.72
Table 12: Cross-validation scores of λ for spherical axial data set with Watson errors
κ = 5
Axial Data
Fitting a foliation and a normal axis field to true normals (Data presented in
§A-2.1.)
(a) Using the adjusted GCV, the choice of λ is 1.0. (See Table 11.)
(b) The fitted normals fit the observation very well. The angular differences between
the fitted normals and the observed normals range from 0 to 45 degrees.
(c) (1) The normal field has approximate reflection symmetry in the plane y = 0.
(2) The fitted leaves seems to have large curvature.
The fitted foliation is thus not too smooth.
(d) The fitted foliation does not resemble the true foliation.
(e) κˆ = 1.1.
Fitting a foliation and a normal vector field to perturbed normals with Watson
errors κ = 5 (Data presented in §A-2.2.)
(a) The choice of λ is 10.0. (See Table 12.)
(b) The fitted normals fit the observations well because the angular differences be-
tween the fitted normals and the observations are somewhere between 0 and
about 35 degrees. (See Figure 39.)
(c) (1) The fitted normals do not seem smooth. The directions of the fitted normals
vary heavily, so the fitted normal field is not very smooth. (See Figure 40.)
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 8.34 7.89 0.64 0.68 38.58 0.70
GCV 0.22 0.59 0.58 0.58 0.55 0.57
Adjusted OCV 0.50 0.53 0.53 0.52 0.50 0.53
Adjusted GCV 0.18 0.59 0.58 0.58 0.56 0.57
Table 13: Cross-validation scores of λ for spherical axial data set with Watson errors
κ = 1
(2) The fitted leaves seem reasonably smooth. The curvature of the fitted leaves
become larger towards the negative end of the y axis. (See Figure 41.)
The fitted foliation is reasonably smooth but not very smooth towards the neg-
ative end of the y axis.
(d) The fitted foliation does not resemble the true foliation. (Compare Figure 27 and
Figure 41.)
(e) κˆ = 1.9.
Fitting a foliation and a normal axis field to perturbed normals with Watson
errors κ = 1 (Data presented in §A-2.3.)
(a) The choice of λ is 0.0001. (See Table 13.)
(b) The fitted model seems to fit the data well. Most of the angular differences
between the fitted normals and the observations appear to be small. (See Figure
43.)
(c) (1) The fitted normal field seems smooth except that it is slightly rougher in the
region where −10 < y < 10 than in the rest region of interest. (See Figure
44.)
(2) The fitted leaves look almost like flat surfaces. The peaks at the edges of
two of the leaves may be due to an edge effect. (See Figure 45.)
The fitted foliation thus is reasonably smooth.
(d) The fitted foliation does not resemble the true foliation. (Compare Figure 27 and
Figure 45.)
(e) κˆ = 3.6.
Summary Using the method developed in this thesis is hard to reconstruct a folia-
tion which resembles the true foliation from the axial data.
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Figure 36: True normal axes of the foliation: h0(z) = x
2 + (y + 25)2 + z2
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(a) The fitted foliation
(b) The fitted foliation
Figure 37: Fitted foliation to non-perturbed normal axes
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Figure 38: Lightly perturbed observations: Watson errors with κ = 5
Figure 39: Observations and fitted normal axes: Watson errors with κ = 5
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(a) The fitted axis field
(b) The fitted axis field
Figure 40: Fitted normals to lightly perturbed normal axes: Watson errors κ = 5
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(a) The fitted foliation
(b) The fitted foliation
Figure 41: Fitted foliation to lightly perturbed normal axes: Watson errors κ = 5
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Figure 42: Heavily perturbed observations: Watson errors with κ = 1
Figure 43: Observations and fitted normal axes: Watson errors with κ = 1
133
CHAPTER 12. EXAMPLES OF RECONSTRUCTED FOLIATION
(a) The fitted axis field
(b) The fitted axis field
Figure 44: Fitted normals to heavily perturbed normal axes: Watson errors κ = 1
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(a) The fitted foliation
(b) The fitted foliation
Figure 45: Fitted foliation to heavily perturbed normal axes: Watson errors κ = 1
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12.2.3 Elliptical
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Figure 46: The foliation: h(z) = x2 + 2(y + 25)2 + 3z2
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Vectorial Data
Fitting a foliation and a normal vector field to true normals (Data presented in
§A-3.1.)
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 5.12 0.456 0.393 0.371 0.387 0.476
GCV 0.30 0.369 0.341 0.335 0.351 0.379
Adjusted OCV 0.59 0.366 0.393 0.371 0.387 0.367
Adjusted GCV 0.24 0.369 0.341 0.335 0.351 0.378
Table 14: Cross-validation scores of λ for non-perturbed elliptical data set
(a) Using the adjusted OCV, one would choose λ to be 0.5. Using the adjusted GCV,
one would choose λ to be 0.0001. However, compare the differences between the
adjusted OCV score and adjusted GCV score, the difference for λ = 0.0001 is a
bit bigger than the other tuning parameters. We thus thought that the adjusted
cross-validation scores are not reliable when λ = 0.0001. Ignoring λ = 0.0001 and
using the adjusted GCV score, the choice of λ is 10.0. (See Table 14.)
(b) The fitted model fits the data well because the angular differences between the
fitted normals and the observations are between about 5 and 40 degrees. (See
Figure 48.)
(c) (1) The fitted normal field appears to be smooth because there are regular
directional patterns for the normals, with an ‘explosive’ pattern in which all
arrows point away from the centre. (See Figure 49.)
(2) There are two kinds of foliation leaves – one is concave and the other one is
convex. (See Figure 50.)
The fitted foliation is thus reasonably smooth.
(d) The fitted foliation seems resemble the true foliation. (Compare Figure 46 and
Figure 50.)
(e) κˆ = 2.0.
Fitting a foliation and a normal vector field to perturbed normals with Fisher
errors κ = 5 (Data presented in §A-3.2.)
(a) The choice of λ is 0.0001. (See Table 15.)
(b) The fitted normals fit the data well because most of the fitted normals are close
to the observed normals except one or two data points. (See Figure 52.)
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.39 0.86 1.59 2.66 2.89 1.04
GCV 0.06 0.62 0.66 0.62 0.82 0.61
Adjusted OCV 0.24 0.49 0.49 0.47 0.52 0.47
Adjusted GCV 0.06 0.62 0.66 0.63 0.83 0.63
Table 15: Cross-validation scores of λ for elliptical data set with Fisher errors κ = 5
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 2.28 0.83 0.38 1.37 1337.28 2.29
GCV 0.57 0.56 0.29 0.60 1.11 0.58
Adjusted OCV 0.34 0.53 0.38 0.57 0.74 0.53
Adjusted GCV 0.51 0.52 0.29 0.54 1.00 0.54
Table 16: Cross-validation scores of λ for elliptical data set with Fisher errors κ = 1
(c) The fitted foliation is reasonably smooth. The fitted normal field ( Figure 53) and
foliation (Figure 54) appear to be similar to Figure 49.
(d) The fitted foliation resembles the true foliation. (Compare Figure 46 and Figure
54.)
(e) κˆ = 6.1.
Fitting a foliation and a normal vector field to perturbed normals with Fisher
errors κ = 1 (Data presented in §A-3.3.)
(a) The choice of λ is 1.0. (See Table 16.)
(b) The fitted normals appear to fit the observations well. (See Figure 56.)
(c) The fitted normals still show an explosive pattern, which is similar to Figures
49 and 53 except the leaves in Figure 57 have larger curvature. Thus one would
still consider the fitted foliation smooth.
(d) The fitted foliation seems resemble the true foliation. (Compare Figure 46 and
Figure 58.)
(e) κˆ = 2.0.
Summary The fitted models fit the data sets quite well and resemble the true fo-
liation except the heavily perturbed data set. Note that the estimated values of the
concentration parameter κ for both non-perturbed data and heavily perturbed data
appear to be similar values, in which both are close to 2. This may be due to the un-
avoidable inaccuracy occurs in the approximation procedure of local influence matrix
H(λ) in (11.36).
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Figure 47: True normals of the foliation: h(z) = x2 + 2(y + 25)2 + 3z2
Figure 48: Observations and fitted normals to non-perturbed normals
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(a) The fitted normal field
(b) The fitted normal field
Figure 49: Fitted normals to non-perturbed normals
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(a) The fitted foliation
(b) The fitted foliation
Figure 50: Fitted foliation to non-perturbed normals
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Figure 51: Lightly perturbed observations: Fisher errors with κ = 5
Figure 52: Observations and fitted normals: Fisher errors κ = 5
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(a) The fitted normal field
(b) The fitted normal field
Figure 53: Fitted normals to lightly perturbed normals: Fisher errors κ = 5
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(a) The fitted foliation
(b) The fitted foliation
Figure 54: Fitted foliation to lightly perturbed normals: Fisher errors κ = 5
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Figure 55: Heavily perturbed observations: Fisher errors with κ = 1
Figure 56: Observations and fitted normals: Fisher errors κ = 1
145
CHAPTER 12. EXAMPLES OF RECONSTRUCTED FOLIATION
(a) The fitted normal field
(b) The fitted normal field
Figure 57: Fitted normals to heavily perturbed normals: Fisher errors κ = 1
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(a) The fitted foliation
(b) The fitted foliation
Figure 58: Fitted foliation to heavily perturbed normals: Fisher errors κ = 1
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 0.58 0.85 0.74 0.54 0.87 0.98
GCV 0.68 0.75 0.70 0.55 0.65 0.70
Adjusted OCV 0.49 0.85 0.59 0.54 0.79 0.59
Adjusted GCV 0.65 0.75 0.68 0.55 0.65 0.68
Table 17: Cross-validation scores of λ for non-perturbed elliptical axial data set
λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 5.11 0.81 1.05 0.76 1.44 17.02
GCV 0.30 0.64 0.72 0.71 1.42 0.69
Adjusted OCV 0.59 0.66 0.80 0.76 0.54 0.71
Adjusted GCV 0.24 0.65 0.70 0.71 1.42 0.62
Table 18: Cross-validation scores of λ for elliptical axial data set with Watson errors
κ = 5
Axial Data
Fitting a foliation and a normal axis field to true normals (Data presented in
§A-3.1.)
(a) The choice of λ is 10.0. (See Table 17.)
(b) The angular differences between the fitted normals and the observations are
around 0 and 45 degrees, which suggest that the fitted model fits the data quite
well. (See Figure 60).
(c) Figure 61 suggests that the fitted foliation is smooth.
(d) The fitted foliation does not resemble the true foliation. (Compare Figure 46 and
Figure 62.)
(e) κˆ = 3.4.
Fitting a foliation and a normal vector field to perturbed normals with Watson
errors κ = 5 (Data presented in §A-3.2.)
(a) The choice of λ is 0.0001. (See Table 18.)
(b) The angular differences between the fitted normals and the observations appear
to be small, so the fitted normals fit the data well. (See Figure 64.)
(c) The fitted normal axis field suggest that the fitted foliation would be quite
smooth except the region when y is close to 0. (See Figure 65.)
(d) The fitted foliation does not resemble the true foliation. (Compare Figure 46 and
Figure 65.)
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λ 0.0001 0.5 1.0 10.0 100.0 1000.0
OCV 10.13 0.69 0.67 0.74 0.77 0.61
GCV 0.57 0.65 0.66 0.66 0.66 0.66
Adjusted OCV 0.71 0.60 0.67 0.63 0.63 0.52
Adjusted GCV 0.46 0.65 0.66 0.67 0.67 0.67
Table 19: Cross-validation scores of λ for elliptical axial data set with Watson errors
κ = 1
(e) κˆ = 3.6.
Fitting a foliation and a normal vector field to perturbed normals with Watson
errors κ = 1 (Data presented in §A-3.3.)
(a) From the adjusted OCV scores in Table 19, one would choose λ = 1000.0 From
the adjusted GCV scores in Table 19, one would choose λ = 0.0001. However,
the differences between the adjusted OCV and the adjusted GCV score for λ =
0.0001 and λ = 1000.0 seem a bit large compare with other values of λ. Ignoring
λ = 0.0001 and using the adjusted GCV score, the choice of λ is 0.5.
(b) The angular differences between the fitted normals and the observations are
around 0 and 30 degrees, which suggest that the fitted model fits the data quite
well. (See Figure 67.)
(c) Figure 68 suggests that the fitted field has different behaviour in the two half-
spaces {(x, y, z) : y > 0} and {(x, y, z) : y < 0}. The normals also indicate that the
fitted foliation is not very smooth.
(d) The fitted foliation does not resemble the true foliation.
(e) κˆ = 2.2.
Summary The fitted foliations seem to fit the data well. However, the fitted foliations
do not resemble the true foliation.
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Figure 59: True normal axes of the foliation: h0(z) = x
2 + (y + 25)2 + z2
Figure 60: Observations and fitted normals to non-perturbed normal axes
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(a) The fitted axis field
(b) The fitted axis field
Figure 61: Fitted normals to non-perturbed normal axes
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(a) The fitted foliation
(b) The fitted foliation
Figure 62: Fitted foliation to non-perturbed normal axes
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Figure 63: Lightly perturbed observations: Watson errors with κ = 5
Figure 64: Observations and fitted normal axes: Watson errors with κ = 5
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(a) The fitted axis field
(b) The fitted axis field
Figure 65: Fitted normals to lightly perturbed axes: Watson errors κ = 5
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Figure 66: Heavily perturbed observations: Watson errors with κ = 1
Figure 67: Observations and fitted normal axes: Watson errors with κ = 1
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(a) The fitted axis field
(b) The fitted axis field
Figure 68: Fitted normals to heavily perturbed normal axes: Watson errors κ = 1
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12.3 Comments
The fitting schemes developed in this thesis work quite well for fitting vectorial data.
When the models were fitted to the non-perturbed data and lightly perturbed data,
the fitted foliations resemble the true foliation. When the models were fitted to the
heavily perturbed data sets, the fitted foliations are smooth and fit the data well, al-
though the fitted foliations do not resemble the true foliation.
The fitting schemes do not work as well for axial data as for vectorial data. Although
the fitted models fit the data well and the fitted normal axis fields seem to be reason-
ably smooth, the fitted foliations seem hardly to resemble the true foliation when the
data arise from a ‘ball-like’ foliation, i.e. one in which the leaves appear to enclose a
central region, the leaves above the region being concave and those below the region
being convex.
The reason why the fitting schemes do not work well for data arising from a ‘ball-like’
foliation may be
(a) the data are dense in three separated regions,
(b) when the observations were axes, the fitting scheme measures closeness of axes
rather than directions, so that by penalising roughness the scheme may favour
foliations with the ‘wrong’ normal directions but the right normal axes.
If the fitting schemes do not work because of (a), one could use a local weight function
to fix the problem. If the fitting schemes do not work because of (b), one may consider
using different smooth functions h : Rd → R to fit a foliation.
In the previous section, global weight functions have been used to fit the foliation.
If one is interested in using local weight functions, one can refer back to Chapter
10 and fit the data sets this way. Also, in this thesis, we are particularly interested
in the case when the observations are in R3. The fitting scheme was developed and
could easily be applied to data in Rp for p = 1, . . . , n.
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Chapter 13
Discussion
This thesis has produced: a practical method of
(a) reconstructing a smooth foliation from directional information. (See Chapters
7–10.)
(b) supplying confidence regions for the normal directions (under suitable models
for the observed normals) normal to the leaves. (See Chapter 11.)
(c) displaying foliations. (See Chapter 12.)
Questions raised by this work include
how to extending method to general foliations. In general, a foliation on a set A
in Rd has leaves which are unions of level sets h−1i (c), where A1, . . . , Ak are sub-
sets of A with A = A1 ∪ . . . ∪ Ak, and hi : Ai → Rq. (For simplicity, only the case
k = 1 has been considered in this thesis.)
how to find an interval for λ It would be useful to have a sensible (short) interval
of possible values of λ in which to search for an optimal value of λ.
how to display the fitted foliation Sometimes, computer software is not able to
draw a fitted foliation by the method used in this thesis. It would be useful
to have an improved method of displaying the fitted foliation.
how to construct confidence regions for leaves A method of constructing confi-
dence regions for each mean direction/axis is given in this thesis. It would
be useful to be able to construct confidence regions for leaves.
how to construct confidence intervals for the concentration parameter In §12.2,
estimates of the concentration parameter κ are given for each data set. We did
not discuss the significance of these estimates. The meaning of the estimate
can be elucidated by using a computer-intensive method, e.g. simulation from
fitted distribution.
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The data sets used to illustrate the method introduced in this thesis have all been
artificial. It is hoped that the method will prove useful in reconstructing foliations
from real data when these become available.
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A-1 Trough Data
A-1.1 Non-perturbed Trough Data
x y z v1 v2 v3
-8 -9 -10 1.000 0.000 −0.026
0 -5 -12 1.000 0.000 −0.003
11 -8 -10 1.000 0.000 0.000
-9 4 -12 0.970 0.000 −0.242
3 3 -8 1.000 0.000 0.000
11 0 -8 1.000 0.000 0.000
-8 9 -10 1.000 0.000 −0.026
-3 8 -9 1.000 0.000 −0.001
9 10 -10 1.000 0.000 0.000
-9 -7 0 1.000 0.000 0.000
2 -10 0 1.000 0.000 0.000
10 -1 1 1.000 0.000 0.000
-12 2 1 1.000 0.000 0.000
5 -1 1 1.000 0.000 0.000
12 -1 0 1.000 0.000 0.000
-10 10 -1 1.000 0.000 0.000
2 10 0 1.000 0.000 0.000
10 14 -1 1.000 0.000 0.000
-9 -5 9 1.000 0.000 0.019
-1 -11 12 1.000 0.000 0.004
12 -7 10 1.000 0.000 0.000
-10 1 11 0.976 0.000 0.217
0 2 10 1.000 0.000 0.001
9 3 9 1.000 0.000 0.000
-10 6 10 0.996 0.000 0.094
0 12 11 1.000 0.000 0.001
9 9 11 1.000 0.000 0.000
-21 0 1 1.000 0.000 0.002
20 1 1 1.000 0.000 0.000
-1 -24 0 1.000 0.000 0.000
0 21 1 1.000 0.000 0.000
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A-1.2 Lightly Perturbed Trough Data
x y z v1 v2 v3
-8 -9 -10 0.564 0.809 0.167
0 -5 -12 0.877 −0.078 −0.473
11 -8 -10 0.844 −0.145 −0.516
-9 4 -12 0.856 0.460 0.237
3 3 -8 0.618 −0.167 −0.768
11 0 -8 0.910 0.079 −0.406
-8 9 -10 0.913 −0.370 0.173
-3 8 -9 0.444 −0.283 −0.850
9 10 -10 0.893 −0.084 −0.443
-9 -7 0 0.792 0.412 0.451
2 -10 0 0.944 0.151 −0.292
10 -1 1 0.408 −0.903 0.135
-12 2 1 0.829 −0.129 0.544
5 -1 1 0.700 −0.621 −0.351
12 -1 0 0.961 −0.199 −0.190
-10 10 -1 0.749 −0.623 −0.228
2 10 0 0.910 −0.364 −0.200
10 14 -1 0.882 −0.345 −0.321
-9 -5 9 0.910 −0.369 −0.187
-1 -11 12 0.939 −0.195 −0.283
12 -7 10 0.912 −0.360 −0.198
-10 1 11 0.941 0.009 0.338
0 2 10 0.767 0.608 0.205
9 3 9 0.977 0.139 −0.159
-10 6 10 0.846 0.278 0.454
0 12 11 0.954 −0.030 0.298
9 9 11 0.803 −0.165 0.572
-21 0 1 0.597 0.351 −0.722
20 1 1 0.823 0.257 −0.507
-1 -24 0 0.718 −0.682 −0.140
0 21 1 0.940 0.089 0.330
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A-1.3 Heavily Perturbed Trough Data
x y z v1 v2 v3
-8 -9 -10 0.942 0.289 0.172
0 -5 -12 0.248 −0.892 0.379
11 -8 -10 0.195 −0.912 0.362
-9 4 -12 0.829 −0.543 −0.130
3 3 -8 0.860 0.166 0.483
11 0 -8 0.572 0.715 −0.402
-8 9 -10 0.869 −0.319 0.378
-3 8 -9 0.255 0.062 0.965
9 10 -10 0.864 −0.326 0.384
-9 -7 0 0.653 0.693 −0.307
2 -10 0 0.531 0.718 −0.450
10 -1 1 0.954 −0.257 0.155
-12 2 1 0.510 0.256 −0.821
5 -1 1 0.729 0.407 0.550
12 -1 0 −0.005 −0.758 −0.652
-10 10 -1 −0.184 −0.894 −0.408
2 10 0 −0.636 0.584 0.504
10 14 -1 −0.956 0.030 −0.292
-9 -5 9 0.630 −0.059 0.774
-1 -11 12 −0.278 −0.730 0.625
12 -7 10 0.603 −0.174 −0.778
-10 1 11 0.459 0.876 −0.150
0 2 10 0.339 0.003 −0.941
9 3 9 0.700 −0.687 0.194
-10 6 10 0.875 −0.234 −0.424
0 12 11 −0.909 0.187 0.371
9 9 11 0.563 0.543 0.623
-21 0 1 −0.183 −0.650 0.738
20 1 1 0.799 0.425 −0.425
-1 -24 0 −0.910 0.138 0.391
0 21 1 0.209 0.612 0.763
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A-2 Spherical Data
A-2.1 Non-perturbed Spherical Data
x y z v1 v2 v3
-8 -9 -10 −0.390 0.781 −0.488
0 -5 -12 0.000 0.857 −0.514
11 -8 -10 0.487 0.753 −0.443
-9 4 -12 −0.276 0.888 −0.368
3 3 -8 0.102 0.956 −0.273
11 0 -8 0.387 0.878 −0.281
-8 9 -10 −0.220 0.936 −0.275
-3 8 -9 −0.087 0.961 −0.262
9 10 -10 0.240 0.933 −0.267
-9 -7 0 −0.447 0.894 0.000
2 -10 0 0.132 0.991 0.000
10 -1 1 0.384 0.922 0.038
-12 2 1 −0.406 0.913 0.034
5 -1 1 0.204 0.978 0.041
12 -1 0 0.447 0.894 0.000
-10 10 -1 −0.275 0.961 −0.027
2 10 0 0.057 0.998 0.000
10 14 -1 0.248 0.968 −0.025
-9 -5 9 −0.380 0.844 0.380
-1 -11 12 −0.054 0.758 0.650
12 -7 10 0.504 0.755 0.420
-10 1 11 −0.334 0.868 0.367
0 2 10 0.000 0.938 0.347
9 3 9 0.293 0.910 0.293
-10 6 10 −0.293 0.910 0.293
0 12 11 0.000 0.959 0.285
9 9 11 0.244 0.923 0.298
-21 0 1 −0.643 0.765 0.031
20 1 1 0.609 0.792 0.030
-1 -24 0 −0.707 0.707 0.000
0 21 1 0.000 1.000 0.022
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A-2.2 Lightly Perturbed Spherical Data
x y z v1 v2 v3
-8 -9 -10 −0.525 0.848 −0.072
0 -5 -12 −0.430 0.640 −0.637
11 -8 -10 0.648 0.362 −0.670
-9 4 -12 −0.554 0.474 −0.684
3 3 -8 0.118 0.957 −0.265
11 0 -8 0.617 0.783 −0.080
-8 9 -10 −0.809 0.553 −0.201
-3 8 -9 −0.793 0.609 0.020
9 10 -10 0.907 0.329 −0.264
-9 -7 0 −0.926 0.365 0.095
2 -10 0 0.347 0.886 −0.309
10 -1 1 0.896 0.444 −0.018
-12 2 1 0.074 0.643 −0.763
5 -1 1 0.567 0.819 −0.085
12 -1 0 0.905 0.391 0.164
-10 10 -1 −0.147 0.970 −0.192
2 10 0 0.055 0.814 −0.578
10 14 -1 −0.260 0.740 0.621
-9 -5 9 −0.411 0.845 −0.341
-1 -11 12 −0.252 0.231 0.940
12 -7 10 0.579 0.747 0.326
-10 1 11 −0.490 0.733 0.472
0 2 10 −0.178 0.968 0.174
9 3 9 0.699 0.333 0.633
-10 6 10 −0.845 0.520 0.125
0 12 11 −0.121 0.582 0.804
9 9 11 0.002 0.964 −0.264
-21 0 1 −0.009 0.905 0.426
20 1 1 0.341 0.638 0.690
-1 -24 0 −0.534 0.347 −0.771
0 21 1 −0.225 0.211 −0.951
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A-2.3 Heavily Perturbed Spherical Data
x y z v1 v2 v3
-8 -9 -10 −0.012 −0.846 −0.532
0 -5 -12 −0.354 0.913 −0.202
11 -8 -10 0.045 0.034 −0.998
-9 4 -12 0.640 −0.591 −0.490
3 3 -8 0.670 −0.609 0.425
11 0 -8 0.055 0.985 −0.162
-8 9 -10 0.227 0.950 −0.213
-3 8 -9 −0.865 −0.251 0.435
9 10 -10 −0.727 −0.684 −0.056
-9 -7 0 0.032 −0.997 −0.071
2 -10 0 −0.555 0.700 −0.450
10 -1 1 0.263 0.933 0.247
-12 2 1 0.901 0.126 0.416
5 -1 1 0.733 0.571 −0.369
12 -1 0 0.738 0.269 0.619
-10 10 -1 0.182 0.611 0.771
2 10 0 −0.699 0.687 −0.197
10 14 -1 0.473 0.495 −0.729
-9 -5 9 0.791 −0.046 0.610
-1 -11 12 0.396 −0.499 −0.771
12 -7 10 −0.646 0.758 0.087
-10 1 11 0.762 0.267 −0.590
0 2 10 0.584 0.183 0.791
9 3 9 −0.101 0.097 0.990
-10 6 10 0.584 0.740 −0.334
0 12 11 −0.942 0.275 −0.193
9 9 11 0.401 0.796 −0.454
-21 0 1 −0.746 0.590 0.310
20 1 1 0.074 −0.881 −0.467
-1 -24 0 0.840 −0.470 −0.271
0 21 1 0.367 0.283 0.886
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A-3 Elliptical Data
A-3.1 Non-perturbed Elliptical Data
x y z v1 v2 v3
-8 -9 -10 −0.179 0.718 −0.673
0 -5 -12 0.000 0.743 −0.669
11 -8 -10 0.236 0.729 −0.643
-9 4 -12 −0.131 0.842 −0.523
3 3 -8 0.049 0.918 −0.393
11 0 -8 0.195 0.884 −0.424
-8 9 -10 −0.107 0.910 −0.401
-3 8 -9 −0.042 0.925 −0.378
9 10 -10 0.117 0.913 −0.391
-9 -7 0 −0.243 0.970 0.000
2 -10 0 0.067 0.998 0.000
10 -1 1 0.204 0.977 0.061
-12 2 1 −0.217 0.975 0.054
5 -1 1 0.103 0.993 0.062
12 -1 0 0.243 0.970 0.000
-10 10 -1 −0.141 0.989 −0.042
2 10 0 0.029 1.000 0.000
10 14 -1 0.127 0.991 −0.038
-9 -5 9 −0.183 0.815 0.550
-1 -11 12 −0.022 0.614 0.789
12 -7 10 0.248 0.744 0.620
-10 1 11 −0.160 0.833 0.529
0 2 10 0.000 0.874 0.486
9 3 9 0.143 0.891 0.430
-10 6 10 −0.144 0.891 0.431
0 12 11 0.000 0.913 0.407
9 9 11 0.118 0.893 0.434
-21 0 1 −0.387 0.921 0.055
20 1 1 0.358 0.932 0.054
-1 -24 0 −0.447 0.894 0.000
0 21 1 0.000 0.999 0.033
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A-3.2 Lightly Perturbed Elliptical Data
x y z v1 v2 v3
-8 -9 -10 −0.298 0.580 −0.759
0 -5 -12 0.279 0.722 −0.634
11 -8 -10 0.514 0.627 −0.585
-9 4 -12 −0.057 0.735 −0.676
3 3 -8 −0.548 0.836 0.003
11 0 -8 0.240 0.963 −0.127
-8 9 -10 −0.258 0.722 −0.642
-3 8 -9 −0.628 0.608 −0.486
9 10 -10 0.280 0.727 −0.627
-9 -7 0 −0.037 0.897 −0.441
2 -10 0 −0.255 0.959 −0.124
10 -1 1 −0.541 0.837 0.081
-12 2 1 −0.256 0.918 −0.302
5 -1 1 −0.159 0.948 −0.277
12 -1 0 0.108 0.937 −0.332
-10 10 -1 −0.344 0.906 0.246
2 10 0 −0.103 0.994 0.041
10 14 -1 0.471 0.882 0.022
-9 -5 9 0.229 0.551 0.803
-1 -11 12 0.386 0.722 0.575
12 -7 10 −0.478 0.801 0.360
-10 1 11 −0.787 0.505 0.355
0 2 10 −0.257 0.815 0.519
9 3 9 −0.625 0.704 0.338
-10 6 10 0.124 0.987 0.100
0 12 11 0.542 0.832 0.117
9 9 11 0.019 0.637 0.771
-21 0 1 0.070 0.997 0.031
20 1 1 −0.397 0.917 −0.051
-1 -24 0 −0.590 0.790 0.167
0 21 1 −0.684 −0.011 0.730
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A-3.3 Heavily Perturbed Elliptical Data
x y z v1 v2 v3
-8 -9 -10 0.168 0.860 −0.481
0 -5 -12 −0.318 −0.791 −0.522
11 -8 -10 0.992 0.075 0.100
-9 4 -12 −0.720 0.467 0.514
3 3 -8 0.611 0.342 −0.714
11 0 -8 0.904 0.075 0.422
-8 9 -10 −0.148 0.241 −0.959
-3 8 -9 0.506 0.666 −0.548
9 10 -10 −0.481 0.703 0.524
-9 -7 0 0.309 0.273 0.911
2 -10 0 −0.839 0.544 −0.027
10 -1 1 0.268 0.354 −0.896
-12 2 1 0.229 0.609 −0.759
5 -1 1 0.959 0.138 0.248
12 -1 0 −0.155 0.830 −0.536
-10 10 -1 0.973 0.042 0.226
2 10 0 0.402 0.252 0.880
10 14 -1 −0.027 0.439 0.898
-9 -5 9 −0.748 0.285 0.599
-1 -11 12 −0.587 0.724 0.362
12 -7 10 0.129 −0.893 −0.432
-10 1 11 −0.707 −0.531 −0.467
0 2 10 0.117 −0.064 0.991
9 3 9 0.469 0.524 0.711
-10 6 10 0.514 0.140 0.846
0 12 11 −0.871 −0.287 −0.399
9 9 11 −0.371 0.874 0.315
-21 0 1 0.149 0.981 0.122
20 1 1 0.859 0.369 −0.355
-1 -24 0 −0.807 0.580 −0.115
0 21 1 0.495 0.867 −0.054
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Appendix B
Computational Aspects
Minimisation of the objective functions wa performed using the ”non-linear minimi-
sation” (nlm) function in R (http://www.r-project.org/). Details of ”nlm” can
be found in http://finzi.psych.upenn.edu/R/library/stats/html/nlm.html.
Typical times for fitting foliation to data sets with each specified tuning parameter
were approximately three to four hours.
The fitted foliations and the fitted normals in Chapter 12 were produced using Matlab
to plot the figures. The command ”surf”, which was used to draw the foliations. The
relevant information can be found in http://www.mathworks.co.uk/.
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List of Notation
C[a, b] class of functions that are continuous on [a.b] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
C1[a, b] class of functions that have continuous derivative on [a, b] . . . . . . . . . . . . . . .27
Cr class of functions with continuous derivatives of order 1, . . . , r . . . . . . . . . . . . 4
Crc class of C
r functions on Rn with compact support. . . . . . . . . . . . . . . . . . . . . . . .37
f underlying function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .12
fˆ estimate of f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
g−1(c) level sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
H−s
Ω¯
(Rn) dual of Hilbert space Hs(Ω). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .40
Hs(Ω) Hilbert space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
J(x) jump function .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Jdm(f) smoothness penalty function of C
m function f in d variables . . . . . . . . . . . . 29
Ln−1(X) space of piecewise linear functions of dimension n . . . . . . . . . . . . . . . . . . . . . . . 27
M manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
TpM tangent space to M at p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
TM tangent bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
R
d d-dimensional real space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
RP d−1 projective space of lines in Rd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
SA objective function for axial data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .36
SV objective function for directional data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Sp−1 unit sphere in Rp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .19
uˆi fitted value at the ith observed data point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .16
W (µ, κ) Watson distribution with mean µ and concentration parameter κ . . . . . . . 22
W s,p(Ω) Sobolev space of order s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
λ smoothing parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
△ Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
∗ convolution of distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
∇ gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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axis, 13, 19
axis field, 11
Bingham distributions, 23
density, 23
circular data, 19
closed set, 3
completely integrable, 8
convoluion
of distributions, 40
convolution
of functions, 40
cover, 5
cross-validation, 17, 53
general, 54
ordinary, 54
delta function, see Dirac distribution
Direc distribution, 38
directional data, 19
Cartesian coordinates, 19
polar coordinates, 19
distance function, 3
distance measure, 32
distribution, 8
distribution (Schwartz), 37
derivatives, 38
dual, 40
foliation, 3, 5
leaf, 5
generalised function, 37
gradient, 5
Green’s function, 39
Hausdorff, 4
Hilbert space, 39
dual space, 40
homeomorphism, 4
involutive distribution, 8
isometry, 4
iterated Laplacian, 39
jump function, 27
kernel, 48
knot, 25, 26
knot vector, 26
Kummer function, 23
level set, 6
local hat matrix, 81, 84
locally Euclidean space, 4
manifold, 4
C∞, 4
differentiable, 4
smooth, 4
mean direction, 20
mean resultant length, 20
mean vector, 20
metric space, 3
neighbourhood, 3
null space, 48
objective function, 31
open set, 3
piecewise function, 25
piecewise polynomial function, 25
population mean resultant length, 20
population mean direction, 20
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INDEX
positive definite, 47
QR decomposition, 48
roughness measure, 32
Runge’s phenomenon, 12
sample spherical variance, 20
semi-norm, 40
Sobolev space, 39
spline, 25, 26
cubic, 28
interpolation, 26
linear, 27
thin-plate, 29
squared distance, 26
support, 37
tangent bundle, 5
tangent space, 4
tangent vector, 5
test function, 37
topological space, 3
uniform distribution, 21
vector field, 5
von Mises-Fisher distribution
density, 22
Watson distribution, 22
Watson distributions
density, 22
weights, 15
local, 15
rescaled local, 77
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