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Bilayer structureAlthough lipid force ﬁelds (FFs) used inmolecular dynamics (MD) simulations have proved to be accurate, there
has not been a systematic study on their accuracy over a range of temperatures. Motivated by the X-ray and neu-
tron scattering measurements of common phosphatidylcholine (PC) bilayers (Kučerka et al. BBA. 1808: 2761,
2011), the CHARMM36 (C36) FF accuracy is tested in this work with MD simulations of six common PC lipid
bilayers over a wide range of temperatures. The calculated scattering form factors and deuterium order param-
eters from the C36 MD simulations agree well with the X-ray, neutron, and NMR experimental data. There is
excellent agreement between MD simulations and experimental estimates for the surface area per lipid, bilayer
thickness (DB), hydrophobic thickness (DC), and lipid volume (VL). The onlyminor discrepancy between simula-
tion and experiment is a measure of (DB− DHH) / 2 where DHH is the distance between the maxima in the elec-
tron density proﬁle along the bilayer normal. Additional MD simulations with pure water and heptane over a
range of temperatures provide explanations of possible reasons causing theminor deviation. Overall, the C36 FF is ac-
curate for use with liquid crystalline PC bilayers of varying chain types and over biologically relevant temperatures.
© 2014 Elsevier B.V. All rights reserved.1. Introduction
Membrane lipids function as boundaries to cells and internal organ-
elles and regulate the molecular trafﬁc across the boundaries [1]. To-
gether with sterols, phospholipids are the main structural components
of membranes [1], and their studies are necessary to understand the
role and mechanisms on how membrane lipids regulate molecular
transport aswell as protein function [2]. Phosphatidylcholine (PC) lipids
(GP0101 according to the lipidomics classiﬁcation [3]) are neutral
zwitterionic glycerophospholipids in which two fatty acids are attached
through a phosphodiester linkage to the third carbonwith choline as its
polar head group (Fig. 1). When amphipathic PC lipids are mixed with
water at the correct water to lipid ratio, bilayers spontaneously form,
in which the nonpolar acyl chains remain in the center and the outer
polar head groups interact with the aqueous phase [1].
Cell membrane bilayers are usually in the liquid crystalline phase
(Lα) [2]. As the temperature decreases below a certain melting temper-
ature, a phase transition from Lα to the gel phase (Lβ) occurs [4]. Even
though the physiological temperature of the human body is nearly con-
stant, microorganisms live in varying temperatures, which inﬂuences
cell membrane properties, such as ﬂexibility [5,6], cell adhesion [7],
metabolism [8], permeability [8], and also membrane structure. Thevariation of these properties is commonly related to the change inmem-
brane ﬂuidity. As the temperature increases, the membrane ﬂuidity
increases [7]. Many properties of pure phospholipid bilayers mimic
the cell membranes effectively even though they do not provide all
the complexities [9]. Thus, this model is often used to study various
biomembrane topics when the biological membrane is too complex
for experimentation [9].
Biomembrane functionalities strongly depend on their structures.
Therefore, considerable efforts have been made to estimate the mem-
brane structural parameters, such as surface area per lipid (SA/lipid),
volume per lipid (VL), hydrophobic thickness (DC), overall bilayer thick-
ness (DB), and deuterium order parameters (SCD). Atoms in the ﬂuid
bilayer phase are muchmore disordered than crystals, so that the tradi-
tional crystallographic analysis is not adequate to obtain the structural
information [10]. However, small angle X-ray and neutron scattering
(SAXS/SANS) can be applied to determine the lipid structural parame-
ters, such as the overall bilayer thickness and molecular volume, from
which the surface area and area compressibility modulus can be deter-
mined [10]. The partially dehydrated bilayer lipids (at a certain relative
humidity) are not appropriate samples for the measurement because
the lipid bilayers are distorted and structural properties are changed,
but this issue can be avoided if fully hydrated liquid crystalline bilayers
or unilamellar vesicles are used [11]. Unfortunately, signiﬁcant discrep-
ancies always exist between the SA/lipid of phospholipids determined
by the X-ray and neutron scattering methods [12]. Instead of analyzing
Fig. 1. Chemical structures of six phosphatidylcholine (PC) lipids simulated in this study: 1,2-dilauroyl-sn-glycero-3-PC (DLPC), 1,2-dimyristoyl-sn-glycero-3-PC (DMPC), 1,2-dipalmitoyl-
sn-glycero-3-PC (DPPC), 1-palmitoyl-2-oleoyl-sn-glycero-3-PC (POPC), 1-stearoyl-2-oleoyl-sn-glycero-3-PC (SOPC), and 1,2-diphytanoyl-sn-glycero-3-PC (DPhPC).
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lyze both X-ray and neutron scattering data. By this method, experi-
mental data on a few common PC lipid bilayers were measured to
estimate their SA/lipid and thicknesses by ﬁtting the scattering density
proﬁle (SDP) model [13] to the scattering data.
Due to the experimental constraints, molecular dynamics (MD)
simulation is also extensively used to determine the lipid membrane
structural properties. The all-atom CHARMM36 force ﬁeld (C36 FF) de-
veloped by Klauda et al. [14] allows for accurate constant molecule
number, pressure, and temperature (NPT) simulations of pure lipid
bilayers. Moreover, it is capable of matching various structural and dy-
namical properties of lipid membranes, which results in more realistic
membrane models, including lipid molecules containing branched
chains [15]. MD simulations with the C36 FF have been used to study
the lipid bilayers with cholesterol [16], membrane proteins [17], and
micelles [18]. However, it has not been applied to examine the temper-
ature dependent bilayer properties systematically. In this paper, to fur-
ther verify the accuracy of the C36 FF, we provideMD simulation results
of six common PC lipid bilayers (Fig. 1) over a wide range of tempera-
tures and comparisons with experimental data obtained by Kučerka
et al. [19] We also calculated SCD of the PC lipids from simulations and
compared them to the experimental NMR SCD values at varied temper-
atures. Overall, our results indicate that the C36 FF is accurate for use
with liquid crystalline PC bilayers of varying chain types and over
biologically relevant temperatures.
2. Methods
2.1. System setup and MD simulation protocol
Simulations were performed on six common PC lipids of varying
lipid chains (Fig. 1). A set of three lipids that contain fully saturated (un-
branched) chains were simulated with chain lengths of 12, 14, and 16:
1,2-dilauroyl-sn-glycero-3-PC (DLPC), 1,2-dimyristoyl-sn-glycero-3-PC
(DMPC), 1,2-dipalmitoyl-sn-glycero-3-PC (DPPC). Twomonounsatured
lipids on the sn-2 chain were studied: 1-palmitoyl-2-oleoyl-sn-glycero-
3-PC (POPC) and 1-stearoyl-2-oleoyl-sn-glycero-3-PC (SOPC). A quad-branched chain lipid, 1,2-diphytanoyl-sn-glycero-3-PC (DPhPC), was
also simulated. Among all six lipids, POPC is the only lipid with unequal
chain lengths between sn-1 and sn-2.
CHARMM-GUI Membrane Builder [20–22] was used to build these
lipid membrane systems. Each bilayer system was built in a tetragonal
box containing a total of 72 lipid molecules (36 per leaﬂet) and about
30 water molecules per lipid to make sure that lipids were fully hydrat-
ed without ions (Table 1). These simulations used the standard TIP3P
water model [23,24] with the C36 lipid parameter set [14]. The van
der Waals interactions were smoothly switched off between 8 and 12
Åby a forced-based switching function [25]. All the bond lengths involv-
ing hydrogen atoms were constrained using the RATTLE algorithm [26].
ParticlemeshEwald fast Fourier transform [27]wasused for electrostat-
ic interactions with an interpolation order of 6 and a direct space toler-
ance of 10−6. The NAMD program [28] was used to equilibrate the lipid
bilayer systems using the standardMembrane Builder six-step equilibra-
tion process [20,29] of gradually turning off restraints on the lipids over
200 ps at a temperature of 30 °C. The lipids were further thermally
equilibrated for 750 ps without any restraints. For each lipid, the 30 °C
equilibrated systemwas used to perform the production run at different
target temperatures (Table 1). The temperature choices of the simula-
tions depend on gel-transition temperatures of individual lipids
(Table S1 in Supplementary material section). All simulations were
run for 50–200 ns (Table 1) and equilibration was determined based
on the SA/lipid. The simulation time-step was 2 fs, and the data was
collected every 1 ps. All simulations were run in the NPT ensemble in
tetragonal cell (X = Y ≠ Z) with a pressure set to 1 bar. Langevin
dynamics was used to maintain constant temperature for each system,
while the Nosé-Hoover Langevin-piston algorithm [30,31] was used to
maintain constant pressure. The Visual Molecular Dynamics (VMD)
[32] program was used to create snapshots of the bilayers.
MD simulations were also performed on neat water and n-heptane
to compare the temperature dependence of lipidswith that of represen-
tative simple small molecules. Packmol [33] was used to build 300
water molecules and 80 heptane molecules. Cubic boxes were used for
bulk water and n-heptane systems, which were both thermally equili-
brated for 1 ns. The simulations were also run with NAMD with the
Table 1
Molecular dynamics simulation system information.
Lipid # lipids # waters # atoms # waters
per lipid
Simulation
temperatures (°C)
Simulation
time (ns)
DLPC 72 2900 14,112 40.3 20, 30, 40, 50 180
60 70
DMPC 72 3071 14,976 42.7 30, 50, 60 50
DPPC 72 2364 15,840 32.8 50, 60 150
POPC 72 2476 16,128 34.4 10 200
20, 30, 40, 50, 60 100
SOPC 72 2540 16,560 34.0 10 200
20, 30, 40, 50, 60 100
DPhPC 72 2953 17,568 41.0 20, 30 160
40, 50, 60 100
2522 X. Zhuang et al. / Biochimica et Biophysica Acta 1838 (2014) 2520–2529same simulation protocols as for the PC lipid systems. The production
runs for both water and heptane were simulated for 100 ns at temper-
atures ranging from 20 to 60 °C.2.2. Analysis
The exact timewithwhich themembrane systems are considered to
be at equilibriumdiffers for different systems, depending on the conver-
gence of the SA/lipid. Even for the same lipid, as the temperature varies,
the systemmay reach equilibrium at different simulation times. All MD
simulations were equilibrated by 50 ns. Therefore, the averages of all
calculated propertieswere taken from50ns to the end of the simulation
(except DMPC for which we used 26–50 ns). Block averages were used
to obtain the statistical errors. The SA/lipid was based on the area of the
simulation box divided by the number of lipids per leaﬂet.
While the SA/lipid provides information in the lateral lipid density,
the electron density proﬁles (EDPs) can give information on how the
density changes along the membrane normal. Calculating EDPs of
every lipid atom is computationally demanding (required for compari-
son with scattering data); therefore, only the last 20–30 ns were used
for the calculation using the CHARMMprogram [34]. The SIMtoEXPpro-
gram [35] was used to convert the EDPs to form factors (|F(q)|) by com-
bining the atomic electron densities and including their individual q
dependence where q is the total scattering vector. For the trajectory
analysis (EDPs, form factors, and volume probabilities), each atomic
electron density (calculated by CHARMM) was combined into the
following groups: choline, phosphate, glycerol, carboxyl, methylene
(CH2), methine (CH) (if there is any double bond), methyl (CH3), and
water [36]. This grouping differs slightly from that used by Kučerka
et al. (the SDP structural model) to ﬁt experimental scattering data
in order to obtain the SA/lipid and other structural properties (see
below) [19]. However, for our simulation data, no structural model is
required, since we are able to calculate the SA/lipid directly.
Unlike other structural parameters, robust values of the lipid
headgroup-to-headgroup distance (DHH) and the overall bilayer thick-
ness (DB) can be directly estimated from scattering data without any
structural model. DHH can be obtained by measuring the distance be-
tween the peaks in the EDPswhich are best resolved fromX-ray scatter-
ing. Neutron scattering provides a high contrast between protonated
lipid and deuteratedwater, fromwhichDB can be obtained [19]. Howev-
er, as mentioned above, Kučerka et al.'s interpretation of scattering data
requires a structural model to ﬁnd more accurate DB, DHH, and hydro-
phobic thickness (DC), from which the SA/lipid is obtained.
For MD simulations, DHH is still deﬁned as the distance between the
peaks in the EDPs, however, DB is deﬁned as the distance between the
midpoints of water based on their volume probabilities; DC is deﬁned
as a half of the distance between themidpoints of bilayer's hydrocarbon
acyl chains based on their volume probabilities [19]. There are more
uncertainties involved in determining DHH than DB and DC since the
plateau may exist near the maximum EDPs instead of sharp peaks.Experimentally, lipid volume VL is measured, the thicknesses are ob-
tained from a (SDP)model ﬁt to both X-ray and neutron scattering data,
and then the SA/lipid (or A in Eq. (1)) and other structural parameters
can be estimated. However, in MD simulation studies, the SA/lipid can
be directly obtained, and VL can be calculated based on the following
relation [11],
VL ¼
1
ρw
nL−0:5AF 0ð Þð Þ ð1Þ
where nL is the number of electrons of lipid, A is the SA/lipid, F(0) is the
X-ray scattering form factor values at q = 0, and ρw is the electron
density of water. The values of ρw and F(0) are obtained from analysis
of the EDPs in SIMtoEXP.
The slope (thermal coefﬁcient) and its standard error for the area
and thicknesses were calculated by a linear regression. The propagation
of error method was used to obtain the standard errors of the area
thermal expansivity (αA = (∂A/∂T)/A) and the thickness contractivities
(αDB =− (∂DB/∂T)/DB and αDC =− (∂DC/∂T)/DC) [19].
A ﬁnal measure of lipid structure compared in this study is the
deuterium order parameter (SCD), which is experimentally measured
by nuclear magnetic resonance (NMR). It can also be calculated from
our simulation data by the following equation [37,38]:
S ið ÞCD ¼
3
2
cos2θi−
1
2
 
 ð2Þ
where θi is the angle between the CH-bond on the ith carbon and the
bilayer normal and the angular bracket denotes a time and ensemble
average.
3. Results and discussion
Some example snapshots at the end of the MD simulations are
shown in Fig. 2. The results presented in the following subsections are
ordered as: 1. comparison of MD-based form factors and experimental
X-ray/neutron form factors (XFF/NFF) [19], which is the most reliable
and direct comparison among all analyses; 2. comparison of MD-based
data to experimentally estimated SA/lipid, DB and DC [19], and VL [11,
13,39,40], and also the discussion about the temperature dependence
of each structural parameter; 3. analyses of the EDPs resulted from
simulations; 4. comparison of MD-based SCD to NMR SCD [41,42];
5. qualitative comparison of estimated ΔDB−HH (i.e., (DB− DHH) / 2)
to the experimental data [11,13,19,39,40,43,44]; 6. comparison of the
simulated densities to experimental values of neat water [45] and
heptane [46] at varied temperatures to elucidate minor deviation in
scattering form factors and discrepancies in structural parameters
between simulations and experiments.
3.1. Form factors |F(q)|
Experimental XFF and NFF are obtained from the measured
scattering intensities. MD-based form factors are obtained by Fourier
transformation of the electron/neutron density data considering the q
dependence of atomic scattering functions via the SIMtoEXP program
[35]. MD-based form factors provide a direct comparison with experi-
mental data without any model assumption and ﬁts [19]. Therefore,
compared to other metrics obtained from scattering experiments,
form factor comparison is themost persuasive method to test the accu-
racy of force ﬁelds [36]. XFFs of all the lipids in H2O are obtained from
reference [19]. For certain temperatures, experimental form factors
of oriented bilayer stacks are provided in addition to the extruded
unilamellar vesicles (ULVs) with a diameter of ~600 Å [47]. As shown
in Fig. 3b, the XFF from ULV shows high resolution in the ﬁrst two
lobes, while the oriented sample results in high resolution in the second
Fig. 2. Lipid bilayer system snapshots at the end of the simulations: DMPC at 30 °C, 50 ns (left), SOPC at 50 °C, 100 ns (middle), and DPhPC at 30 °C, 160 ns (right). The traditional color
scheme is applied: cyan for carbon, blue for nitrogen, red for oxygen, and orange for phosphate. Yellow represents the double bond in SOPC and pink is for branch and terminal methyl
groups in DPhPC. The hydrogen atoms and water molecules are not shown for clarity.
2523X. Zhuang et al. / Biochimica et Biophysica Acta 1838 (2014) 2520–2529and third lobes; these two sets of data overlap well in the second lobe,
so the structural difference caused by curvature stress is considered
negligible [11]. Moreover, the undulation correction was made to the
oriented bilayer sample to avoid the differences of structural parame-
ters caused by the ﬂuctuation of bilayers [11].
Fig. 3 shows that the MD-based form factors of POPC generally
match well with the experimental XFF in the ﬁrst lobe. However, for
the second lobe, the MD-based form factors shift slightly to the left
and have a higher peak compared to experiments. Moreover, although
the MD-based and experimental form factors agree well at 30 °C,
minor discrepancy appears in the higher temperatures (see Supplemen-
tary Figs. S1–5 for other lipid types). The degree of deviation increases
as the temperature increases, indicating the different temperature de-
pendence of the MD-based and experimental electron densities. These
behaviors are also observed in DLPC (Fig. S1), DMPC (Fig. S2), and
SOPC (Fig. S4). The form factors agree well for DPPC at 50 °C (Fig. S3),
while the most deviation in the ﬁrst lobe among all lipids is observed
in DPPC at 60 °C. In the case of DPhPC (Fig. S5), however, the MD-
based and experimental XFF match very well in all three lobes and all
temperatures.
According to Kučerka et al. [11], for the ﬁrst lobe in the small q range,
the overall scattering intensity is much greater than that of the back-
ground water signal, meaning that the electron density of water barely0 0.2 0.4 0.6 0.8
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[19].affects the ﬁrst lobe. Therefore, the difference between the MD-based
and experimental XFF for the ﬁrst lobe is caused by deviation of lipid
properties only. However, for the second lobe, the overall scattering in-
tensity is close to the water intensity, meaning that the form factors
strongly depend on the electron density of water. This implies that the
deviation in the second lobe may be caused by inaccuracies in either
the lipid or water density. For all lipids, theMD-based and experimental
data of all the crossing points (i.e., F(q) = 0)matchwell, indicating that
the thicknesses are in good agreement [11]. However, except for DPhPC,
the minor differences exist in the second lobe for other lipid types at
temperatures besides 30 °C. Since TIP3P deviates from the experimental
density at these temperatures (see below), the electron density ofwater
in the simulation is likely the cause for this (minor) second lobe
discrepancy.
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Themodel-free C36MD-based SA/lipid and bilayer and hydrophobic
thicknesses (DB andDC) are compared to Kučerka et al.'s experimentally
estimated data [19] based on the SDP model [13]. Overall, the C36
MD simulation data result in good agreement with the experimental
SA/lipid (Table 2), DB (Table 3), andDC (Table 4), which are also plotted
in Fig. 5. At the same temperature, the SA/lipid of POPC and SOPC are
larger than the saturated DLPC, DMPC, and DPPC, because the cis double
bond produces a permanent kink in the hydrocarbon chains that force
the chain to occupy more cross-sectional area [9]. Though DPhPC has
the same backbone hydrocarbon chain length as DPPC (16:0/16:0),
the SA/lipid of the branched DPhPC is much greater at the same tem-
perature. For DMPC (Fig. 5b), the SA/lipid, DB, and DC from the C36
simulations are almost superimposed on the experimental values
at all temperatures. The SA/lipid of DPPC, SOPC, and DPhPC are
underestimated at all temperatures. The MD-based DB and DC tend
to agree better with experiment at the higher temperature of 60 °C,
but are underestimated at lower temperatures. The simulated DHH
data are shown in Table S2,which are excluded in ourmajor discussions
as there are very few available experimental DHH values to support the
analysis.Table 2
Surface area (SA) per lipid (Å2) at different temperatures.
Lipid 20 °C 30 °C 50 °C 60 °C
DLPC 62.3 ± 0.3 63.1 ± 0.3 64.3 ± 0.3 66.0 ± 0.2
(59.6 ± 1.2) (60.8 ± 1.2) (64.8 ± 1.3) (65.9 ± 1.3)
DMPC Gel 60.2 ± 0.6 63.1 ± 0.3 65.0 ± 0.4
(59.9 ± 1.2) (63.3 ± 1.3) (65.7 ± 1.3)
DPPC Gel Gel 61.8 ± 0.3 63.4 ± 0.4
(63.1 ± 1.3) (65.0 ± 1.3)
POPC 63.7 ± 0.3 65.5 ± 0.3 67.8 ± 0.3 68.7 ± 0.3
(62.7 ± 1.3) (64.3 ± 1.3) (67.3 ± 1.3) (68.1 ± 1.4)
SOPC 62.9 ± 0.3 65.2 ± 0.3 65.9 ± 0.2 68.0 ± 0.2
(63.8 ± 1.3) (65.5 ± 1.3) (68.1 ± 1.4) (69.4 ± 1.4)
DPhPC 77.5 ± 0.2 79.3 ± 0.1 81.4 ± 0.2 83.0 ± 0.2
(78.0 ± 1.6) (80.6 ± 1.6) (83.6 ± 1.7) (84.8 ± 1.7)
Thedata in theﬁrst row areMD-based valueswith standard errors, and in the second rows
with parentheses are the experimentally-estimated valueswith uncertainties obtained by
Kučerka et al. [19].A distinct temperature effect is observed for these structural param-
eters (Tables 2–4, S2, and Fig. 5). Consistent with thermal expansion, as
the temperature increases, the SA/lipid increases. Except for DB
of DPhPC, the thickness decreases as the temperature increases. The
MD-based SA/lipid slope, kA, is either equal to or slightly smaller than
experimental values (Table S3). The MD-based thickness slopes, kDB
and kDC, have a smallermagnitude than experiment (Tables S4–5), indi-
cating that the temperature effect is relatively weaker for the C36 simu-
lations but are all negative in agreement with experiment (except for
kDB of DPhPC). All the kA are much larger than kD in terms of its magni-
tude, which indicates stronger temperature dependence of the SA/lipid
than the thicknesses. The absolute values of slopes kA, kDB, and kDC of
POPC and SOPC are smaller than those of DMPC and DPPC, implying
that the temperature dependence of the SA/lipid and thicknesses of
monounsaturated PC lipids are weaker than saturated lipids.
Compared to other lipids, DPhPC bilayers show slightly different
temperature dependence. Both DB and DC of DPhPC from simulations
show very weak temperature dependence. This is consistent with
experiment as the slopes are close to zero and the kDC can be either
positive or negative statistically (Table S5). Unlike the experimental kA
of DPhPC, which is between monounsaturated and saturated lipids,
the MD-based kA of DPhPC is similar to the monounsaturated PC lipids.
Consistent with experiments, the simulated DPhPC has smaller kA, kDB,
and kDC than DPPC, indicating that branched PC lipids haveweaker tem-
perature dependence than lipids with linear acyl hydrocarbon chains.
Besides the SA/lipid and thicknesses, theMD-based volume per lipid
(VL) was calculated based on Eq. (1). Fig. 6a and Table S6 summarize the
comparison betweenMD-based and experimental VL [11,13,40,48]. The
MD-based VL of DPPC, POPC, and SOPC show excellent agreement
with experimental data, while the simulated VL of DLPC and DMPC are
overestimated, and DPhPC shows a slightly lower value than experi-
mental VL. The slopes kVL of the saturated lipids range from 0.91 (for
DLPC) to 1.59 (for DPPC), showing that the temperature effect of VL is
stronger for lipids with longer acyl chains. Additionally, unlike model-
dependent experimentally estimated SA/lipid and thicknesses, the VL
of PC lipids are measured more accurately [19] by the experimental
method [48–50]. Therefore, VL comparisons provide better experimen-
tal evidence than the SA/lipid and thicknesses.
The discrepancy between simulated and experimental SA/lipid, DB,
and DC as well as their slopes may be due to minor C36 and TIP3P FF
Table 3
Overall bilayer thickness (DB) of lipids (Å) at different temperatures.
Lipid 20 °C 30 °C 50 °C 60 °C
DLPC 30.9 31 31.1 30.4
(33.0 ± 0.7) (32.6 ± 0.7) (31.0 ± 0.6) (30.7 ± 0.6)
DMPC Gel 36.2 35.3 34.3
(36.7 ± 0.7) (35.2 ± 0.7) (34.2 ± 0.7)
DPPC Gel Gel 39.6 38.9
(39.0 ± 0.8) (38.1 ± 0.8)
POPC 38.3 37.4 37.3 37.0
(39.8 ± 0.8) (39.1 ± 0.78) (37.9 ± 0.8) (37.7 ± 0.8)
SOPC 40.9 39.6 40 38.9
(40.8 ± 0.8) (40.0 ± 0.8) (39.0 ± 0.8) (38.5 ± 0.8)
DPHPC 33.5 34.1 34.1 33.7
(36.3 ± 0.7) (35.4 ± 0.7) (34.7 ± 0.7) (35.2 ± 0.7)
The data in theﬁrst row areMD-based values, and in the second rowwith parentheses are
the experimental values with uncertainties obtained by Kučerka et al. [19].
2525X. Zhuang et al. / Biochimica et Biophysica Acta 1838 (2014) 2520–2529inaccuracies or, as mentioned above, due to the inaccuracy of the SDP
model used to ﬁt XFF and NFF to obtain these experimental values. It
is possible as we and others have shown that multiple solutions to the
SDP model parameters can provide decent ﬁts to the form factor data
[51–53]. This is also supported by the fact that MD-based form factors
match NFF excellently (Fig. 4), but there are some minor discrepancies
in MD-based and SDP model-based experimental DB. Therefore, the
overall agreement between experiment and MD simulations with the
C36 FF is excellent considering these limitations in interpretation of
experimental data.3.3. Electron density proﬁles (EDPs)
The EDP is calculated by averaging the electron density over the
course of the data collection period (see the Methods section). Since
our lipid bilayer systems are symmetric and centered at z= 0, an addi-
tional averaging is used for positive and negative z EDP. The z=0 point
contains the terminal methyl groups of the hydrocarbon chains and has
the lowest total electron density. As shown in Fig. 6b for POPC and other
lipids in Fig. S11, the highest total electron density is at z between 16
and 20 Å. The strongest temperature dependence is in the head group
and near the terminal methyl group regions, but the hydrocarbon
chain region between the head group and tail (10–18 Å) is temperature
invariant. In the temperature dependent regions of all PC lipids, the total
EDPs indicate that the ED is lower at higher temperature due to expan-
sion of lipid. As the temperature increases, the peaks shift to the left,
which is consistent with the reducing bilayer thicknesses.
The simulated component group densities of lipids at 50 °C are
shown in Fig. S12. The DHH is estimated based on the total electron den-
sity peak distances instead of phosphate group distances [19], because,Table 4
Hydrocarbon region thickness (2DC) of lipids (Å) at different temperatures.
Lipids 20 °C 30 °C 50 °C 60 °C
DLPC 20.9 20.9 21 20.7
(21.9 ± 0.4) (21.7 ± 0.4) (20.8 ± 0.4) (20.6 ± 0.4)
DMPC Gel 25.6 24.9 24.4
(25.7 ± 0.5) (24.8 ± 0.5) (24.1 ± 0.5)
DPPC Gel Gel 28.9 28.5
(28.5 ± 0.6) (27.9 ± 0.6)
POPC 28.7 28.1 28 27.8
(29.2 ± 0.6) (28.8 ± 0.6) (28.1 ± 0.6) (28.0 ± 0.6)
SOPC 30.7 29.9 30.4 29.6
(30.4 ± 0.6) (29.9 ± 0.6) (29.3 ± 0.6) (29.0 ± 0.6)
DPhPC 27.6 27.8 27.7 27.3
(27.8 ± 0.6) (27.2 ± 0.5) (26.7 ± 0.5) (26.6 ± 0.5)
The data in the ﬁrst row are MD-based values, and in the second rows with parentheses
are the experimental values with uncertainties obtained by Kučerka et al. [19].even though the total electron density peak is often very close to the
electron-dense region of the PC phosphate group, they are not always
the same [9]. However, the total electron density peak is overlapping
with the electron density of the phosphate group in all lipids within sta-
tistical errors in the “peak” determination. Moreover, the carbonyl
group is near the interface between the hydrophilic and hydrophobic
regions, so it has been used as a quick method to obtain DC. Here, we
provide the comparison between the DC obtained from carbonyl group
distance and that from the volume probabilities (i.e., half of the distance
between the midpoints of bilayer's hydrocarbon acyl chains' volume
probabilities) in different lipids. Fig. S12 shows that DPhPC has smallest
distance between DC and the carbonyl group electron density peak, and
DMPC has the largest distance. The carbonyl location is consistently
farther away from the center of the bilayer and estimates of the DC
based on carbonyl group electron density peak will be higher than
that based on the chain volume. However, this error is rather small as
the distance between the DC location and carbonyl maximal density is
0.45–1.05 Å.3.4. Deuterium order parameter SCD
Order parameter SCD calculated based on Eq. (2) is compared to
available experimental SCD of DLPC, DMPC, and DPPC obtained by
Douliez et al. [41] and POPC by Seelig et al. [42].a The comparison
plots of DMPC are shown in Fig. 7. The remaining comparison of DLPC,
DPPC, and POPC, as well as the temperature dependence of the SCD of
all six lipids are shown in Figs. S13–18. The SCD of each carbon is related
to the conformational ensemble average and can be interpreted as a
measure of the overall order of bilayer lipids, i.e., a higher value indi-
cates more order in the chain. As the temperature decreases, SCD of al-
most all carbons increases, therefore the degree of order of the lipid
increases, which is consistent with the increase in the bilayer thickness.
Compared to the fully saturated PC lipids, unsaturated PC lipids are less
linear and the overall bilayer is less ordered (lower SCD). By comparing
the SCD of DPhPC to DPPC, the branches decrease the SCD of the attached
and neighbor carbons, specially the carbons following the branched
carbons.
The MD-based and NMR SCD [41] of DLPC (Fig. S13c) and DPPC
(Fig. S15c) match very well at low temperature, while the MD-based
SCD is slightly higher than the NMR SCD at higher temperature. For
DMPC, the MD-based SCD is slightly greater than the NMR experiments
for temperatures at 30, 50, and 60 °C (Fig. 7). For DLPC, DMPC, andDPPC
(Figs. S13–15), the C36MD simulation always givesmaximum SCD at C5,
while the NMR SCD is nearly constant for C3–C7. The ﬂat values are the
consequence of a single signal for these carbons from NMR, which is
due to the inability of the experiment to detect the minor variations
among them [41]. For POPC (Fig. S16), the MD-based SCD of C12 match
NMR SCD [42] very well, but substantial deviation exits at the double
bonded C9.
The sn-1 chain of POPC and SOPC at 10 °C, and sn-2 DMPC at 30 °C
show relatively higher SCD than the other temperatures, and more
elevated SCD are observed in SOPC in sn-2. All these higher SCD may
arise from the fact that the simulation temperature is close to their
gel-transition temperature: 23 °C for DMPC,−2 °C for POPC, and 6 °C
for SOPC. These results suggest that DMPC at 30 °C, POPC at 10 °C, and
SOPC at 10 °C may be close to the Lα/Lβ phase transition. As shown in
Fig. 7, the MD-based SCD at 30 °C are almost identical to the NMR SCD
at its gel transition temperature of 23 °C. This result also demonstrates
a possibility that the gel-transition temperature DMPC may be slightly
higher than 23 °C in the C36 FF. This is likely similar to the other transi-
tion temperatures of POPC and SOPC with the C36 FF.a Wewould like tomake a correction that reference [42] is also the proper source refer-
ence for POPC SCD data used in a previously published paper (reference [14]).
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Fig. 5. Comparisons of the SA/lipid and thicknesses (DB and 2DC) from our simulation with Kučerka et al.'s experimentally-estimated data [19]: a) DLPC, b) DMPC, c) DPPC, d) POPC, e)
SOPC, and f) DPhPC. Error bars show the uncertainty of experimental values.
2526 X. Zhuang et al. / Biochimica et Biophysica Acta 1838 (2014) 2520–25293.5. Discussion on discrepancies between experiment and MD simulations
with C36 FF
The previous experimental data and the simulation results from a
united atom FF 43A1-S3 [52] indicate that (DB− DHH) / 2 or ΔDB−HH
remains constant in the range of 0.5 − 1.2 Å at varied SA/lipid [54],10 20 30 40 50 60 70 80 90
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performance of a lipid FF. However, as shown in Fig. 8, C36 MD-based
data show that as the SA/lipid increases, ΔDB−HH decreases. Besides
the discrepancy in the SA/lipid dependence, MD simulations with the
C36 FF result in smaller ΔDB−HH compared to experimental values.
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value of ΔDB−HH in reference [54] appear not to be the case. As shown
in Fig. 8, we re-collected the experimental ΔDB−HH of DLPC, DMPC
[11], DPPC [13], and DOPC [13,39,43], and also include additional exper-
imental data for POPC [39], DPhPC [40], and SDPC [44]. Fig. S19 demon-
strates the data points that John Nagle used [54] and the ones that we
added by including more previous experimental data and more lipids
that cause the slope change. The decreasing trend is observed in the ex-
perimental data with a slope of −0.056. The C36 MD-based ΔDB−HH
shows a similar SA/lipid dependence with a slope of−0.092.55 60 65 70 75 80 85 90
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Fig. 8. Comparison of C36 MD-based (DB − DHH) / 2 to experimental values
[11,13,39,40,43,44] as a function of the SA/lipid. The slopes of the ﬁtted lines
are −0.092 ± 0.009 (simulation) and −0.056 ± 0.021 (experiment).DB and DHH strongly depend on the amount of water molecules
located in the head group region. For the same temperature, as the
SA/lipid increase, the bilayer is more loosely packed. Therefore, more
watermolecules are located near the polar head groups inside the bilay-
er, whichmakes both DB and DHH smaller. However, since DB is directly
determined by the center ofwater electron densitywhileDHH is affected
by water as well as the electron dense head group components, DB
would decreases more than DHH. Therefore, ΔDB−HH decrease as the
SA/lipid increases. Moreover, whether DB or DHH is greater than each
other depends on the SA/lipid and bilayer internal hydration level.
There is no reason that ΔDB−HH should remain positive in all
circumstances, which is supported by the fact that the experimental
ΔDB−HH for POPC is −0.1 Å [39] and for DPhPC is −0.5 Å [40]. It is
worth noting that except DPPC (at 50 °C), the SA/lipid and the experi-
mental ΔDB−HH values of PC lipids shown in Fig. 8 are measured at
30 °C. Therefore, their difference ismainly caused by intrinsic structural
differences of different lipids and also the different analysis method,
while the trend of MD-based ΔDB−HH values includes both lipid struc-
tural differences and the temperature effect.
There are a few reasons for the discrepancy between the C36
MD-based and experimental form factors and ΔDB−HH. Experimen-
tal errors may be one possibility. The ULV sample used in reference
[19] are obtained by an extrusion method, in which phospholipid
multilamellar vesicles (MLVs) are freeze–thawed and then extruded
through ﬁlters under high pressure until the vesicles become
unilamellar [55]. This method may result in the same issue as in
the preparation of the partially-hydrated bilayer crystalline sample,
because the pressure applied for extrusion could slightly distort the
shape of the ULVs [9]. Such possible distortion of curved LUVs may
not be as easy to detect as in the ﬂat bilayer.
Besides the potential experimental errors, the discrepancy could
arise from the C36 FF. As mentioned in Section 3.1, MD simulations
with the C36 FF agree well with XFF at 30 °C. However, its accuracy
decreases as the temperature increases, especially for the second lobe
(Figs. 3 and S1–5). We hypothesized that the difference of the form
factors and possibly the ΔDB−HH values may be caused by inaccurate
density of water and hydrocarbon acyl chains at relatively high temper-
atures. Therefore, we simulated pure water and heptane systems to
trace the temperature dependence of water and heptane density. The
comparisons between the MD-based and experimental densities of
water [45] and heptane [46] are shown in Fig. 9 and Table S7. At
40 °C, theMD-based density of water is almost same as the experimen-
tal values, while at lower temperatures (20 and 30 °C), the MD-based
density is slightly higher than experimental values, while it is slightly
lower at higher temperatures (50 °C and 60 °C). The density of heptane
in MD simulation is smaller than experimental values at all tempera-
tures. Moreover, the density of heptane also decreases faster than ex-
perimental data. The consistent accurate representation of the second
lobe at 30 °C (which comes from the lipid and water [45,46]) is likely
due to cancelation of errors with the water density being slightly high
and the hydrocarbon density being consistently low. As the tempera-
ture increases, the deteriorated agreement for the second lobe is the re-
sult of the combined inaccuracy of the water model and hydrocarbon
density.
Since we believe that the water model is the cause of the devia-
tion of the structural parameters, instead of using TIP3P, other
water models have the potential to improve the accuracy of the sim-
ulation effectively, such as TIP4P/2005 [56]. However, this would re-
quire a re-parameterization of the additive CHARMM force ﬁeld.
Another possible reason for these small inaccuracies is that accurate
models forwater and its interactionwith the PC head group require po-
larizable FFs. C36 is a pairwise additive FF, in which molecules are
assigned to ﬁxed charges based on the mean induced dipole in the liq-
uid phase. The dipole moments of water molecules varied greatly in
the environment of bulk water and inside the PC lipid head group,
even the induced polarization of hydrocarbon tails can affect the dipole
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are not distinguished in the pairwise additive C36 FF. Therefore, as
proposed by Chowdhary et al. [58], the polarizable FF may show better
accuracy in the lipid membrane system and improve the agreement
with experiment. However, the temperature dependence of the overall
density disagrees with experiment for polarizable SWM4-NDP and
SWM6 outside 300 K [59,60]. Therefore, we propose that including
polarizability might improve water hydration but will likely require
improvement beyond that of the Drude water models available in
CHARMM.
More importantly, the experimental component density distribution
strongly depends on the structural model ﬁts to XFF and NFF [51–53].
The SA/lipid as well as DB, DC, and DHH are estimated based on the
SDP model applied. Therefore, the model-based experimental value of
ΔDB−HH does not provide a reliable tool to justify the accuracy of C36
FF since these data are directly affected by the experimentally-based
model(s). The focus should be on the direct comparison between MD
simulations and the experimental measures, such as XFF, NFF, NMR,
and VL. It is clear from this work that MD simulations with the C36 FF
agree well with the raw X-ray/neutron scattering data, the SCD from
NMR experiments, and the experimental VL.
4. Conclusions
Scattering form factors and SCD calculated fromMD simulationswith
the C36 FF over a range of temperatures match experimental data
well, which further proves the general validity of the C36 lipid FF. The
MD-based SA/lipid, DB, DC, and VL also show good agreement with
model-based experimental values. Both the simulation and experimen-
tal data show very similar temperature dependence of structure param-
eters. As the temperature increases, the SA/lipid and VL increase, while
the bilayer thicknesses and the SCD decrease. Our MD simulations of
neat water and heptane suggest that inaccuracies in thewater and hep-
tane densities with the C36 FF might be partially a cause for the slight
discrepancies between simulation and experiment. Overall, the C36 FF
is well suited for studies of Lα bilayers at varying temperatures and is
likely appropriate for studies of liquid disordered (Ld) membranes at
varying temperatures as seen in biology.
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