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Hui Zhou
Recent advances in high-throughput sequencing technologies enable us to study
a large number of biomarkers and use their information collectively. Based on high-
throughput experiments, there are many genome-wide networks constructed to char-
acterize the complex physical or functional interactions between the biomarkers. To
identify outcome-related biomarkers, it is often advantageous to make use of the
known relational structure, because graph structured inference introduces smooth-
ness and reduces complexity in modelling. In this dissertation, we propose models for
high-dimensional epigenetic and genomic data that incorporate the network structure
and update the network structure based on empirical evidence.
In the first part of this dissertation, we propose a penalized conditional logistic
regression model for high dimensional DNA methylation data. DNA methylation of
CpG sites within genes are often correlated and the number of CpG sites typically far
outnumbers the sample size. The new penalty function combines the truncated lasso
penalty and a graph fuse-lasso penalty to induce parsimonious and consistent models,
and to incorporate the CpG sites network structure without introducing extra bias.
An efficient minorization-maximization algorithm that utilizes difference of convex
programming and alternating direction method of multipliers is presented. Extensive
simulations demonstrated superior performance of the proposed method compared to
several existing methods in both model selection consistency and parameter estima-
tion accuracy. We also applied the proposed method to a matched case-control breast
invasive carcinoma methylation data from the Cancer Genome Atlas (TCGA), gener-
ated from both Illumina Infinium HumanMethylation27 (HM27) and HumanMethyla-
tion450 (HM450) Beadchip. The proposed method identified several outcome-related
CpG sites that have been missed by the existing methods.
In the latter part of this dissertation, we propose a Bayesian hierarchical graph-
structured model that integrates a priori network information with empirical evi-
dence. Empirical data may suggest modifications to the given network structure,
which could lead to new and interesting biological findings when the prior knowledge
on the graphical structure among the variables is limited or partial. We present the
full hierarchical model along with the Markov Chain Monte Carlo sampling inference
procedure. Using both simulations and brain aging gene pathway data, we showed
that the new method can identify discrepancy between data and a prior known graph
structure and suggest modifications and updates.
Motivated by methylation and gene expression data, the two models we propose
in this thesis make use of the available structure in the data and produce better
inferential results. The proposed methods can be applied to a wider range of problems.
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Chapter 1
Thesis overview
Recent advances in high-throughput sequencing technologies enable us to study a
large number of biomarkers and use their information collectively. Based on high-
throughput experiments, there are many genome-wide networks constructed to char-
acterize the complex physical or functional interactions between the biomarkers. To
identify important biomarkers, it is often advantageous to make use of the known
relational structure, because graph structured inference introduces smoothness and
reduces complexity in modelling. The central theme of this thesis is the identification
of outcome-related biomarkers utilizing network structure in the biological data.
The general methodology of regularization has been widely used to deal with high-
dimensional biological data. In chapter 2, we review the existing penalized regression
methods especially the penalty functions that incorporate the network information
among variables. And we go over the Bayesian formulation of penalized regression
by choosing suitable priors. We also provide the biological background on epigenetic
and genomic data.
In chapter 3, we propose a penalty function that combines truncated lasso penalty
(Shen et al., 2012, 2013b) and a fuse-lasso (Tibshirani et al., 2005) type penalty over a
graph. The proposed penalty function can induce consistent models and incorporate
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the network structure of the variables without introducing extra bias. A computa-
tional efficient minorization-maximization algorithm that utilizes difference of convex
programming and alternating direction method of multipliers is presented. In the
simulation studies, we applied the penalty function to conditional logistic models,
and showed the proposed method is superior in both model selection consistency and
coefficient estimation accuracy. We also applied the proposed method to a matched
case-control breast invasive carcinoma methylation data from the Cancer Genome At-
las (TCGA), generated from both Illumina Infinium HumanMethylation27 (HM27)
and HumanMethylation450 (HM450) Beadchip. The proposed method identified sev-
eral outcome-related CpG sites that have been missed by the existing methods.
The frequentist approach in chapter 3 relies on a fixed known network structure.
Empirical data may suggest modifications to the given network structure, which could
lead to new and interesting biological findings when the prior knowledge on the graphi-
cal structure among the variables is limited or partial. A Bayesian framework provides
a natural way of utilizing empirical evidence to update prior network information. In
chapter 4, we develop a Bayesian random graph-constrained model, rGrace, an ex-
tension from the Grace (Li and Li, 2008, 2010) model, to combine a priori network
information with empirical evidence. The full hierarchical model is presented along
with the Markov Chain Monte Carlo sampling inference procedure. The simulation
studies showed that the new method provides both inference on the regression coef-
ficients and posterior distribution of the network structure. We also applied rGrace
to human brain ageing gene pathway data measured using the Affymetrix arrays.
The proposed method had better predictive performance and identified discrepancies
between data and a prior known graph structure. This work has been accepted by
Statistical Applications in Genetics and Molecular Biology.
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Chapter 2
Background
2.1 Epigenetic and genomic data
2.1.1 Epigenetic data
There has been a lot of interest in understanding the contributions of DNA methy-
lation to cancer development. DNA methylation is an epigenetic process in which
a methyl group is added to a CpG (C-phosphate-G) dinucleotides. Through vari-
ous mechanisms, presence or absence of the methly group controls gene expression.
Abnormal hypermethylation at CpG islands, regions of clustered CpG dinucleotides,
in the promoter region leads to transcriptional silencing or gene inactivation during
all phases of the cancer process, including tumour initiation, progression and drug
resistance. Anomalous hypomethylation induces genomic instability and may leads
to suppression of tumours suppressor genes (Laird, 2003; Portela and Esteller, 2010).
There are several different platforms used to quantify DNA methylation levels where
bead types are designed to measure target methylation sequences. Common plat-
forms including Roche NimbleGen, Affymetrix, Agilent and Illumina, where Illumina
Infinium array is the most popular one (Gupta et al., 2010). Two probe pairs are
used to determine methylation level of one CpG site, with one probe pair capturing
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fluorescent signal intensity from the methylated state of the CpG sites (M) and the
other capturing the unmethylated state (U). For each CpG site, a numerical score of
methylation status β is calculated as the ratio of the methylated intensity to the sum
of both the methylated intensity and the unmethylated intensity, i.e
β =
M
M + U + 100
.
The constant 100 prevents extreme β values. The numerical score β ranges from
0 (unmethylated) to 1 (completely methylated) (Bibikova et al., 2006; Siegmund,
2011). The Infinium Human Methylation 27 BeadChip can measure 27,578 CpG
sites per sample while Infinium Human Methylation 450 BeadChip measures more
than 485,000 sites per sample. Both bead types allow up to 12 samples per ar-
ray. Figure (2.1) gives an example of methylation array showing methylated and
unmethylated intensities (using the methylation data to be analysed in Chapter 3
). Cancer specific DNA hypermethylation or hypomethylation are frequently ob-
served, and such epigenetic patterns have important implications in disease detection
and clinical diagnostics (Laird, 2010). Based on methylation profile, Melnikov et al.
(2009) advocated biomarker of a panel of 56 genes to detect ovarian cancer. Ob-
serving human embryonic stem cells undergo cancer-specific DNA hypermethylation,
Teschendorff et al. (2010) proposed a stem cell origin model of cancer. Walker et al.
(2011) demonstrated a clear distinction in methylation pattern between malignant
myeloma plasma cells and non-malignant cells. Mahapatra et al. (2012) identified
differentially hypermethylation genes in prostate tumours tissues, most of which are
functional associated with protection of cells from oxidative damage. All these genes
show very high sensitivity and specificity in prostate cancer detection.
DNA methylation status is known to be sensitive to many factors including gender,
age, smoking status, drinking level, etc. (Liu et al., 2010). To minimize their influence,
matched case-control designs using tumour tissues and adjacent normal tissues have
been widely used in DNA methylation studies (DeCarvalho et al., 2012; Shen et al.,
2012a,b, 2013a; Wang et al., 2010). Appropriate statistical models, such as conditional

















Figure 2.1: Normalized methylation values.
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logistic regression models that take matching into account are usually applied (Levin
and Paik, 2001; Hansson and Khamis, 2008; Sun and Wang, 2013).
The Cancer Genome Atlas (TCGA) (http://cancergenome.nih.gov/) hosts a va-
riety of cross-platform data for over 20 tumour types that facilitates large scale ge-
nomic and epigenomics studies (Gaire et al., 2010; Network, 2012). TCGA contains
methylation level measurements for cancer patients, both from tumor tissues and
from matched adjacent non-tumour tissues. In Chapter 3, we will analyze breast in-
vasive carcinoma (BRCA) matched methylation data for 119 cancer patients from
TCGA, measured using both HumanMethylation27 (HM27) and HumanMethyla-
tion450 (HM450) arrays (http://tcga-portal.nci.nih.gov/tcga-portal).
2.1.2 Genomic data
In genomics, there are many genome-wide networks constructed based on high-
throughput experiments, such as protein-protein interaction networks (Franke et al.,
2006) and gene synergy networks (Watkinson et al., 2008). For gene expression anal-
ysis, there are publicly available genomic network databases that provide information
on whether an edge, representing physical or functional relations, exists between two
nodes (genes). Kyoto Encyclopedia of Genes and Genomes (KEGG) is one of such
databases. In Chapter 4, we will analyze gene expression data which utilizes the
KEGG regulatory network information associated with the ageing of human brain.
Biological studies have shown that gene networks consist of modules defined as
genes that are regulated together as a group (Segal et al., 2003). Bar-Joseph et
al. (2003) suggested that gene modules that partition the genetic network aid in
the reduction of graph complexity without significant loss of explanatory power and
interpreted genes within a same module as having a common biological function.
Langfelder and Horvath (2008) advocated analyzing highly connected modules as a
biologically motivated data reduction approach. Gene modules can be formed based
on expression profiles (Kim et al., 2011; Langfelder and Horvath, 2008; Segal et al.,
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2003). However, Ravasz et al. (2002) suggested that topological similarity can be used
to define more stable gene modules and Bar-Joseph et al. (2003) argued that genes
with similar expression patterns could be governed by distinct regulatory mechanisms.
Multiple approaches have been proposed to discovery gene modules directly based
on adjacency matrix of the genes (Newman, 2006; Ruan and Zhang, 2008; Yip and
Horvath, 2007). In particular, Yip and Horvath (2007) developed a node dissimilarity
measure to identify nodes that have high topological overlap.
2.2 Penalized regression for high dimensional data
2.2.1 Penalized regression
For high-throughput epigenetic or genomic data, for example DNA methylation and
gene expression data, the traditional regression models fail to meet some of the emerg-
ing need. In particular, the number of biomarkers as variables far exceeds the sample
size, and predicting the response with individual variable is inadequate because vari-
ables might be highly correlated. The general methodology of regularization has been
widely used to deal with high-dimensional data. Regression coefficients are obtained
by minimizing the sum of the negative log likelihood and a penalty term. For linear
regresssion, the least angle regression and shrinkage estimator (lasso) (Tibshirani,
1996) utilizes L1 penalty to select important variables and estimate their coefficients
simultaneously. Despite its popularity, lasso has two major drawbacks.
First, lasso tends to over-shrink coefficients and has a large estimation bias. As a
result, lasso can be underpowered for detecting important biomarkers while having a
high false discovery rate (FDR). In fact, L1 penalty only selects the true model con-
sistently under strong irrepresentable condition (Meinshausen and Buhlmann, 2006;
Zhao and Yu, 2006), which is quite restrictive. To improve the over-shrinkage prob-
lem, Fan and Li (2001) proposed the smoothly clipped absolute deviation penalty
(SCAD) and Zhang (2010) developed the minimax concave penalty (MCP) that re-
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duces penalization on large non-zero coefficients. MCP is selection consistent under
the sparse Riesz condition, which is weaker than the irrepresentable condition (Zhang,
2010). With the same rationale, Shen et al. (2012) recently introduced a computation-
ally efficient surrogate to the L0 penalty, the truncated lasso penalty (TLP). TLP has
superior selection performance with unbiased parameter estimations in high dimen-
sional settings. TLP is selection consistent under a weakest ”degree-of-separation”
condition (Shen et al., 2012).
Secondly, it has been shown that with a group of highly correlated variables, lasso
tends to select only one variable from the group. If there is high correlation between
variables, empirical evidence suggests that the prediction performance of lasso is often
dominated by ridge regression. To mitigate this issue, elastic net (Zou and Hastie,
2005) was developed as a weighted sum of L1 and L2 penalty to encourage a grouping
effect, meaning that highly correlated variables tend to enter or leave the model
together. In the presence of a natural grouping or hierarchy of variables, Zhao et al.
(2009) proposed composite absolute penalty family that combines an overall norm
and a group norm, which includes group lasso (Yuan and Lin, 2006) as a special
case. Xiang et al. (2013) investigated sparse group truncated lasso penalty (Shen
et al., 2012, 2013b) that induces sparsity both on a group and within group level.
If variables have a certain serial order, Tibshirani et al. (2005) developed fuse lasso
to encourage sparsity in coefficients differences. However none of these methods are
designed to account for prior network information about variables, often depicted
by graphs where nodes are genes or CpG sites and edges indicate their functional
relation.
Relatively less progress has been made on incorporating network structure in
penalty functions. Li and Li (2010) proposed adapted graph-constrained estimation
procedure (aGrace) which utilizes a combination of L1 penalty and a graph-Laplacian
penalty to achieve both sparsity and smoothness of coefficients with respect to the
graph structure. The graph-Laplacian penalty in aGrace, which is a weighted L2
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penalty, requires the estimates of coefficient signs. These signs were introduced to
improve coefficient estimation and model selection for negatively correlated CpG sites
(Li and Li, 2010), and are usually estimated using ordinary regressions. These esti-
mates may lead to additional estimation bias (Yang et al., 2012) especially in high-
dimensional settings where variables are highly correlated. To mitigate the limitation
of the graph-Laplacian penalty, Pan et al. (2010) proposed a weighted Lγ regulariza-
tion over a graph that uses the network information among genes, which do not require
estimates of coefficient signs. This method has good variable selection performance
but unsatisfactory prediction results since large coefficients are double penalized. Luo
et al. (2012) studied fused-lasso (Tibshirani et al., 2005) type penalties over a graph
that also do not require sign estimates and avoid the double penalization issue.
Penalized likelihood methods have been adapted to general parametric models,
including generalized linear models (Breheny and Huang, 2009; Park and Casella,
2008), Cox regression (Tibshirani, 1997; Yang and Zou, 2013), logistic regression
(Meier et al., 2008; Sun and Wang, 2012; Wu et al., 2009; Zhou et al., 2010) and
conditional logistic regression (Sun and Wang, 2013).
2.2.2 Bayesian formulation of penalized regression
Frequentist penalized regression methods optimize the penalized likelihood to get a
single point estimate of the regression coefficients. The sandwich estimator is widely
used to compute standard error estimates for the estimated coefficients (Fan and Li,
2001; Zou and Hastie, 2005), but only for the non-zero coefficients. Knight and Fu
(2000) proposed a bootstrap procedure to approximate the asymptotic distribution
of lasso estimates, but Chatterjee and Lahiri (2010) argued that such a procedure is
consistent only if all regression coefficients are non-zero. Chatterjee and Lahiri (2011)
proposed a modified bootstrap procedure, which provides standard error estimates
for both non-zero and zero regression coefficients. To estimate the finite sample
distribution of the coefficients, it is more natural to take a probabilistic approach by
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reformulating the penalized regression models in a Bayesian framework.
Penalized regression models have been adapted to a Bayesian framework by choos-
ing suitable priors. Bayesian lasso (Park and Casella, 2008; Yi and Xu, 2008) assumes
double-exponential prior for the regression coefficients so that posterior mode coincide
with the usual lasso estimates. This model has a hierarchical representation allowing
a Gibbs sampler implementation. Bayesian lasso naturally provides credible intervals
for regression coefficients. Extensions of Bayesian lasso include Bayesian adaptive
lasso (Griffin and Brown, 2007; Sun et al., 2009), Bayesian elastic net (Li and Lin,
2010), and Bayesian group lasso (Raman et al., 2009). Kyung et al. (2010) gave an
overview of the Bayesian formulation of penalized regression methods and also gave
full conditionals for Bayesian fused lasso. Bayesian formulation of penalized regres-
sion models provides certain inferential benefits, such as a joint posterior distribution
of the coefficients, better estimation of residual variance (Kyung et al., 2010), and
potential generalization to broader model classes.
A Bayesian framework provides a natural way of utilizing empirical evidence to up-
date prior knowledge. Network information can be introduced using a suitable prior.
Werhli and Husmeier (2007) constructed priors over network structures to combine
different sources of the prior knowledge in a Bayesian network framework. Li and
Zhang (2010) imposed an Ising prior on indicators of whether individual covariates
should be included in the model and related this prior to a known network structure of
the covariates. Stingo et al. (2011) incorporated network information through priors
on latent indicators, which determine the inclusion of variables. Such priors lead to
graph-structured dependence in variable selection. Liu and Lozano (2011) proposed
a Bayesian regularization method with a graph Laplacian prior, which characterizes
the dependence between variables. In this way, the structure among the variables can






In this chapter, we propose the graph fused truncated lasso penalty (GFuseTLP)
procedure for high dimensional variable selection. The proposed procedure com-
bines truncated lasso penalty and a graph fused-lasso type penalty to induce con-
sistent models, and to incorporate the network structure of the variables without
introducing additional bias. An efficient minorization-maximization algorithm that
utilizes difference of convex programming and alternating direction method of mul-
tipliers is presented. We investigated the performance of this new penalty using
high dimensional matched case-control DNA methylation data with sparse signals.
Extensive simulation studies demonstrated advantages of our GFuseTLP method
with improved coefficient estimation accuracy and model selection consistency over
several existing methods. We also applied GFuseTLP to a matched case-control
DNA methylation data of breast invasive carcinoma from The Cancer Genome At-
las (TCGA) (http://cancergenome.nih.gov/). The proposed method identified some
outcome-related CpG sites that have been missed by existing methods.
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3.2 GFuseTLP
Denote the likelihood associated with n observations l(β) where β is the parameter
vector of interest. Correlation structures among variables are often depicted by a
network where each variable corresponds to one node. A network is represented by
an undirected graph G = (V,E), where V = {1, . . . , p} is the set of nodes/variables
and E is the set of edges.
We consider the penalized conditional likelihood
Q(β) = l(β) + P (β),
where P (β) is a penalty function. Some of the more notable penalty functions include
the lasso penalty (Tibshirani, 1996),
P (β) = λ‖β‖1,
the graph constrained estimation (Grace) method (Li and Li, 2008)












and the adaptive version (aGrace) (Li and Li, 2010)












where du is the degree of nodes, i.e. the number of connected edges for node (variable)
u, and su ∈ {−1, 1} is an initial estimate of the sign for node/variable u.
We propose the graph fused truncated lasso penalty (GFuseTLP):












∣∣∣∣ |βu|√du − |βv|√dv
∣∣∣∣ ,
where λ > 0, τ > 0 and 0 < α ≤ 1 are tuning parameters. Essentially, GFuseTLP is a
weighted sum of the TLP and the graph fused-lasso penalty, and it takes advantages of
the strength of both penalty terms to build a consistent model. The first penalty term
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TLP has no penalization on large coefficients with a small τ as shown in Figure (3.1),
which yields unbiased coefficient estimates and avoids overfitting (Shen et al., 2012,
2013b). The second penalty term incorporates network information and encourages
same absolute regression coefficients for connected nodes normalized by degree of
nodes. This fused-lasso type penalty does not require estimates of coefficient signs
(Luo et al., 2012; Yang et al., 2012).
It is of interest to know how each of the two penalty terms in GFuseTLP con-
tributes to its performance. We consider penalized conditional likelihood with TLP,
a special case when fixing α = 1 in the GFuseTLP,







We also consider GFuseLasso penalty defined as






∣∣∣∣ |βu|√du − |βv|√dv
∣∣∣∣ .
















Figure 3.1: Truncated lasso penalty min( |β|
τ
, 1) when τ = 1 and lasso penalty |β|.
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3.3 Computational algorithms
In this section, we present a computationally efficient algorithm with a closed-form
solution that solves GFuseTLP. Our algorithm constructs a majorization function of
the conditional log-likelihood then solves the majorized penalized log-likelihood using
Difference of Convex (DC) programming (An and Tao, 2005) and the Alternating
Direction Method of Multipliers (ADMM) algorithm (Boyd et al., 2011). We also
present how to choose the tuning parameters
3.3.1 Algorithms
To solve our penalized conditional logistic regression problem, we can iteratively solve
a penalized reweighted least squares problem through a quadratic approximation to
the conditional log-likelihood in a neighborhood of the current coefficient estimates β̃.
The algorithm presented in Simon et al. (2011) and Sun and Wang (2013) minimizes
Q(β|β̃) = l(β̃) + (β − β̃)ᵀl′(β̃) + 1
2
(β − β̃)ᵀl′′(β̃)(β − β̃) + P (β), (3.1)
where l′(β) is the gradient and l′′(β) is the Hessian matrix of the scaled conditional
likelihood. In the above Taylor series expansion, off-diagonal elements in the Hessian
matrix are replaced by 0 to speed up the algorithm and promote closed-form solutions
(Simon et al., 2011; Sun and Wang, 2013). However, the Hessian matrix needs to be
updated at each iteration since it depends on β̃. To improve computational efficiency,
we want to find a surrogate function that majorizes (3.1) such that an update of β
which decreases the majorizing surrogate also decreases the original objective function
(3.1). Minorization maximization schemes have been applied to the penalized logistic
regression models with the group Lasso penalty (Meier et al., 2008; Simon et al.,
2012), the generalized linear models with the MCP penalty (Jiang and Huang, 2013)
and the Cox’s model with the elastic net penalty (Yang and Zou, 2013) to promote
closed-form solutions and to achieve computational efficiency.
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We consider a majorization function that replaces the (diagonalized) Hessian ma-
trix in (3.1) by another diagonal matrix denoted as D, i.e., in each iteration we
minimize
Q(β|β̃) = l(β̃) + (β − β̃)ᵀl′(β̃) + 1
2
(β − β̃)ᵀD(β − β̃) + P (β). (3.2)
If D does not involve β, we only need to compute it once at the beginning of the
algorithm which greatly speeds up the procedure.
Although direct minimization of (3.2) is still difficult due to the complicated form
of GFuseTLP, we could make use of the DC programming. The DC programming
decomposes each of the two penalty terms in GFuseTLP into a difference of two
convex functions, where negative convex functions are subsequently replaced by their
affine minorization (Kim et al., 2013; Shen et al., 2012, 2013b; Yang et al., 2012;
Zhu et al., 2013). The DC programming effectively approximates both non-convex
penalty functions in GFuseTLP by convex functions at each iteration.





































to decompose (3.2) into the difference of two convex functions,
Q(β|β̃) = Q1(β|β̃)−Q2(β|β̃),
where
Q1(β|β̃) = l(β̃) + (β − β̃)ᵀl′(β̃) +
1
2
(β − β̃)ᵀD(β − β̃) +
αλ
τ
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Replace Q2(β) by its affine minorization at β̃,


















(β − β̃)ᵀD(β − β̃) + λα
τ
‖β‖1 + λ(1− α)‖Tβ‖1 − C(β̃)ᵀβ, (3.3)









, 1 ≤ j ≤ p,
and T2|E|×p is a sparse matrix constructed from set of edges E. For any edge (u, v) ∈






, and Trow2,u =
1√
du
, Trow2,v = − 1√dv .
Because of the form of the fuse-lasso type penalty in GFuseTLP, these approx-
imating convex functions are neither differentiable nor separable in β. Hence it is
impossible to optimize via coordinate-wise descent (Friedman et al., 2007). Although
a generic convex optimization problem can be solved by two-phase active set solver
SQOPT (Gill et al.) or interior-point solver CVX (Grant and Boyd, 2011), we adopt
ADMM algorithm (Yang and Zhang, 2011; Yang et al., 2012) which produces closed
form iterative solution. ADMM is a form of augmented Lagrangian scheme that intro-
duces additional slack variables and reformulates a problem as an equality constrained
minimization problem. That is, the ADMM algorithm transforms our objective func-
tion which is smooth in β (Yang et al., 2012), and then solves the reformulated
problem via an iterative block coordinate optimization procedure.
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(β − β̃)ᵀD(β − β̃)λα
τ
‖q1‖1 + λ(1− α)‖q2‖1
s.t. β − q1 = 0,Tβ − q2 = 0.








(β − β̃)ᵀD(β − β̃) + λα
τ
‖q1‖1 +
λ(1− α)‖q2‖1 + µᵀ1(β − q1) + µ
ᵀ
2(Tβ − q2) +
ρ
2




In each iteration of ADMM, alternating minimize the augmented Lagrangian over
one variable given the rest. At iteration (k + 1),















(β − β̃)ᵀD(β − β̃)+
µ
(k)ᵀ





‖β − q(k)1 ‖22 +
ρ
2
‖Tβ − q(k)2 ‖22
}
.
We can find the solution by setting the first derivative to zero,
β(k+1) ← F−1
(















D1 + ρ+ 2ρI(d1 > 0)
, . . . ,
1
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The solution is
q1








where ST (z, ν) is the element-wise soft-thresholding operator
ST (z, ν) = sign(z)(|z| − ν)+.
(3) Compute q2




























































(k+1) − q2(k+1)). (3.7)
The initial values for all parameters are set to 0 and let ρ = 0.1. Return q1 after
convergence.





(β − β̃)ᵀD(β − β̃) + λα‖β‖1 + λ(1− α)‖Tβ‖1 − C(β̃)ᵀβ,
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, 1 ≤ j ≤ p.











βjsign(β̃j)I(|β̃j| ≥ τ), (3.8)
a special case when fixing α = 1 in (3.3). Since the approximating convex function
(3.8) is separable in β, coordinate-wise descent algorithm (Friedman et al., 2010b)
can efficiently optimize (3.8), with the form
βj ←






where ST (z, γ) is the soft-thresholding operator
ST (z, ν) = sign(z)(|z| − ν)+.
3.3.2 Tuning parameters
The tuning parameter τ is fixed at 0.1 assuming a modest to small individual effect
size. The parameter α is fixed at 0.9 since strong overall sparsity is expected. We
compute the solutions at a grid of decreasing λ. The maximum grid value λmax is
determined similarly as in Kim et al. (2013) and let the minimum grid value λmin =
0.01λmax. The optimal tuning parameter λ is chosen by the Akaike Information
Criteria (AIC) (Akaike, 1973). The performance of all penalized likelihood methods
relies on the choice of tuning parameters.
3.3.3 Selection probability
However when the primary focus is pinpointing nonzero variables, we can apply the
stability selection procedure (Meinshausen and Buhlmann, 2006) to effectively miti-
gate the effect of the choice of the tuning parameters. Meinshausen and Buhlmann
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(2010) proved that combine stability selection and L1 penalty can achieve consistent
variable selection with very weak assumption on the design matrix. This procedure
allows us to choose a number of top ranked variables by selection probabilities, or
variables with selection probabilities larger than a predefined threshold (He and Lin,
2011; Sun and Wang, 2012, 2013). The procedure is to refit the model repeatively on
many resampled copies of the true data and choose variables that are selected most
frequently across the refitted models. More specifically, for a fixed tuning parameters
λ, we first draw a fraction of the total samples without replacement, then fit the vari-
able selection algorithm on this subsample. We then repeat the sampling precedure
100 times (Meinshausen and Buhlmann, 2006). For each variable xj, compute the
proportion of times it is selected, which is denoted as Πλj . The selection probability





We denote the tuning parameter associated with the selection probability as λ
(ss)
j ,
and we define stability selection coefficient estimates as the regression coefficients for
xj corresponding to λ
(ss)
j , denoted as β̂
(ss)
j .
3.4 GFuseTLP penalized conditional logistic re-
gression model
DNA methylation status is known to be sensitive to many factors including gender,
age, smoking status, drinking level, etc. (Liu et al., 2010). To minimize their influence,
matched case-control designs using tumour tissues and adjacent normal tissues have
been widely used in DNA methylation studies (DeCarvalho et al., 2012; Shen et al.,
2012a,b, 2013a; Wang et al., 2010). Conditional logistic regression models are widely
used to analyze matched case-control data.
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For high dimensional matched case-control DNA methylation data, the number of
methylation CpG sites are far greater than the sample size and CpG sites in a gene
are usually correlated, making it difficult to fit the conventional conditional logistic
models. Sun and Wang (2013) proposed a penalized conditional logistic regression
(GraphNet) using a L1 penalty and a graph-Laplacian penalty to select outcome re-
lated methylation sites out of a large number of candidates while maintaining the
smoothness of coefficients for CpG sites in the same gene. However, their approach
has two limitations. First, due to its use of the L1 penalty for selection, GraphNet
tends to over-shrink coefficients, which is a common problem shared by the least angle
regression and shrinkage estimator (lasso) method (Tibshirani, 1996). As a result,
GraphNet can be underpowered for detecting true causal sites, especially those with
smaller effect sizes, and have a high false discovery rate (FDR). Secondly, the graph-
Laplacian penalty in GraphNet requires the estimates of coefficient signs. These signs
were introduced to improve coefficient estimation and model selection for negatively
correlated CpG sites (Li and Li, 2010), and are usually estimated using ordinary re-
gressions. Thus, the estimates may lead to additional estimation bias (Yang et al.,
2012) especially in high-dimensional settings where variables are highly correlated.
To improve the over-shrinkage problem, methods have been proposed to reduce pe-
nalization on large non-zero coefficients (Fan and Li, 2001; Zhang, 2010; Shen et al.,
2012, 2013b). To mitigate the limitation of the graph-Laplacian penalty, penalty
functions have been proposed which do not require estimates of coefficient signs (Pan
et al., 2010; Luo et al., 2012; Kim et al., 2013). We propose the GFuseTLP penalized
conditional logistic regression model to circumvent both limitations. The proposed
procedure substitutes the L1 penalty in GraphNet with TLP and substitutes the
graph-Laplacian penalty with a graph fused-lasso type penalty.
Consider a study of n subjects in K matching strata with n1k cases and n0k
matched controls in stratum k, k = 1, . . . , K. Data are given in the form (yi, δi,xi)
for individual i = 1, . . . , n, where yi is the disease status (1 = case, 0 = control),
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δi ∈ {1, . . . , K} indicates the stratum index, and xi = (xi1, . . . , xip)ᵀ represents the
DNA methylation measurements at p CpG sites. We assume that logit transformed
measurements at all CpG sites are normalized to zero mean and unit variance. To
simplify the problem but without loss of generality, we assume there is one case and













where ∆k = j ≤ n : δj = k (Fleiss et al., 2003). If the number of subjects is sufficiently






























































∣∣∣∣ |βu|√du − |βv|√dv
∣∣∣∣ .
In the computational algorithm, we replace the Hessian matrix of the conditional













, 1 ≤ l ≤ p, (3.13)
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∣∣∣∣ |βu|√du − |βv|√dv
∣∣∣∣ .
This choice of D satisfies the descent property (Yang and Zou, 2013) and consequently
the majorization-minimization principle (Lange et al., 2000; Wu and Lange, 2010).
This ensures a decrease in the original objective function (3.1) in each iteration when
we update β that decreases the majorization function (3.2). Since D does not involve
β, we only need to compute it once at the beginning of the algorithm which greatly
speeds up the procedure.
To optimize the majorization function, we apply the DC programming that ap-
proximates the non-convex penalty functions in GFuseTLP by convex functions at
each iteration, which are then solved utilizing ADMM algorithm. Penalized condi-
tional logisitic regression with GFuseTLP can be solved using iterative block coor-
dinate update (3.4), (3.5), (3.6) and (3.7) with (3.11), (3.12) and (3.13) plugged in.
GFuseLasso can be solved similarly.
Penalized conditional logistic model with TLP can be solve using the coordinate-
wise update (3.9) with (3.13) plugged in. When we execute this coordinate-wise
descent algorithm, the majority of the time is spent on updating the gradient of the
scaled log-likelihood. As suggested by Jiang and Huang (2013), more efficiency can be









We studied the performance of the proposed GFuseTLP procedure applied to condi-
tional logistic model for methylation data. We considered a number of sparse high
dimensional situations where the number of candidate CpG sites far exceeds the
number of causal sites. In all simulation scenarios, we assume that each gene has 10
CpG sites that are fully connected where every pair of distinct sites are connected
by an edge. Although we ranged the total number of candidate CpG sites p from
low (p = 500) to high (p = 5000), we fixed causal sites to be 60 while the rest are
non-causal sites. Methylation measurements of the 10 CpG sites in a given gene
were generated from a multivariate Gaussian distribution N(0,Σ) where covariance
structure Σ is diagonal 1 compound symmetry. Following Breslow and Day (1987)
and Chamberlain (1980), we simulated two responses in each stratum separately from
an unconditional logistic distribution, but only kept stratum with one case and one
control. Details of such generative model is given in appendix. For all settings, we
simulated case-control pairs until there are 100 pairs.
We considered three simulation scenarios. Scenario 1 was designed to evaluate
the proposed method in a broad range of parameter settings. In this scenario, the
total number of CpG sites, the correlation between CpG sites within a gene and the
effect sizes of those causal methylation sites were varied. Scenario 2 is similar to the
first one but we increased the number of outcome-related genes while keeping the
number of causal CpG sites fixed at 60. This scenario was designed to evaluate the
robustness of GFuseTLP against the violation of the assumption that connected CpG
sites share similar effect sizes. In Scenarios 1 and 2, tuning parameters were selected
based on AIC and we investigated coefficient estimation accuracy and model selection
consistency. In scenario 3, we evaluated the proposed method based on the selection
probability for all sites including those with true nonzero coefficients and those with
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true zero coefficients. In all simulation settings, we generated 200 replicates.
Scenario 1. We considered (1) the total number of CpG sites p = 500, 2000,
5000, (2) the correlation between CpG sites within a gene ρ = 0.3, 0.5, 0.7, and
(3) the absolute value of nonzero coefficient at causal methylation sites δ = log(1.4),
log(1.6), log(1.8), log(2.0), log(2.7). We let the first 60 CpG sites, that is, all 10
CpG sites for each of the first 6 genes to be causal with nonzero δ. For a given true
coefficient vector, we flip the signs of all even number elements so that coefficients
have alternating signs.
Scenario 2. In this scenario, the settings are similar to the Scenario 1 except
that the 60 causal sites are scattered over 10, 12, 15 or 20 genes equally such that
only a subset of the 10 CpG sites in an outcome-related gene are causal. For example,
when there were 20 outcome-related genes, only 3 out of 10 CpG sites were causal
for each of these 20 genes. We fixed the number of total CpG sites at p = 2000 and
considered ρ = 0.3, 0.5, 0.7, and δ = log(1.4), log(1.6), log(1.8), log(2.0), log(2.7).
Again, we alternate the signs for the nonzero coefficients.
Scenario 3. We considered p = 2000, ρ = 0.3, 0.5, 0.7, and δ = log(1.4) with
alternating signs. Similarly as in Scenario 1, 60 causal sites were distributed in 6
genes with all 10 CpG sites of these 6 genes being causal. The selection probability
for each replicate was calculated based on 100 resamplings.
In Scenarios 1 and 2, we investigated the performance by plotting averaged nor-
malized Mean Square Error (MSE), Matthews Correlation Coefficient (MCC), True
Positive Rate (TPR) and FDR which measure the accuracy of coefficients estimate
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and the consistency of model selection respectively. These statistics are defined as,
Normalized MSE =




True Positive(TP) + False Negative(FN)
MCC =
TP× TN− FP× FN√




where β̂ is the estimated coefficients and X is the methylation measurements matrix.
We presented the normalized MSE rather than MSE since MSE increases with both
signal strength and correlation which makes the comparison across three methods
difficult.
In Scenario 3, we examined the performance of the stability selection procedure.
We also presented the average regression coefficients over 200 replicates to investigate
the estimation accuracy.
To measure the contribution of each penalty term in GFuseTLP, we calculated
TLP and GFuseLasso coefficients. We also compared to the GraphNet procedure
using the R package pclogit (Sun and Wang, 2013). For GraphNet, tuning parameter
α is fixed at 0.9 and maximum λ grid value λmax is determined by Karush-Kuhn-
Tucker condition.
3.5.2 Simulation results
The normalized MSE and MCC for the Scenario 1 are shown in Figures 3.2. and
3.3. Across all settings, GFuseTLP coefficient estimates are the closest to the true
coefficients with the smallest normalized MSE. As the correlation among CpG sites
in a gene increases, the performance of GFuseTLP improves drastically, validating
the advantage of a fused-lasso type penalty over the graph weighted L2 penalty in
GraphNet. TLP performs a little worse than GFuseTLP, however their difference is
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only prominent when the correlation is high. GFuseLasso offers only slight improve-
ment over GraphNet since both use biased L1 penalty. The comparisons between
GraphNet, GFuseLasso to TLP and GFuseTLP confirm the advantages of truncated
lasso penalty. When the number of non-causal sites increases, all methods select more
zero-coefficient variables as a result. When the signal strength increases, one may nat-
urally expect the normalized MSE to decrease. However, our simulation results shows
an opposite trend. This trend is known to be common for likelihood-based estimators
of a conditional logistic model for matched case control studies, where the estima-
tors suffer from a non-ignorable estimation bias with a small sample size (Greenland,
2000; Heinze and Puhr, 2010; Sun et al., 2011). Here we use an univariate logistic
model Pr(Y = 1) = logistic(α + βx) as an example to illustrate. For a small sam-
ple size and a sufficiently large β, we can attain the perfect prediction (‘separation‘)
of the case-control label within a matched pair with an estimated β̂ < β when the
log-likelihood flattens, and increasing β̂ further does not increase the log-likelihood.
Therefore, the likelihood-based estimate of β may exhibit downward bias from the
true β, and the bias size increases as β increases. One stylized example showing the
shape of the log-likelihood is given in the Appendix. In terms of model selection
consistency, summarized by MCC, GFuseTLP also performs the best. It selects the
most number of true nonzero variables especially when the signals are strong. The

































































































































































Figure 3.2: Averaged normalized MSE for GraphNet, GFuseLasso, TLP and
GFuseTLP over 200 replicates. The number of total CpG sites is set at 500 for
the top row of panels, 2000 for the second row, and 5000 for the third row. Correla-
tion among CpG sites per gene is set at 0.3 for the left column of panels, 0.5 for the
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Figure 3.3: Averaged MCC for GraphNet, GFuseLasso, TLP and GFuseTLP over
200 replicates. The number of total CpG sites is set at 500 for the top row of panels,
2000 for the second row, and 5000 for the third row. Correlation among CpG sites
per gene is set at 0.3 for the left column of panels, 0.5 for the middle column, and 0.7
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Figure 3.4: Averaged True Positive Rate (TPR) for GraphNet, GFuseLasso, TLP
and GFuseTLP over 200 replicates. The number of total CpG sites is set at 500 for
the top row of panels, 2000 for the second row, and 5000 for the third row. Correlation
among CpG sites per gene is set at 0.3 for the left column of panels, 0.5 for the middle
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Figure 3.5: Averaged False Discovery Rate (FDR) for GraphNet, GFuseLasso, TLP
and GFuseTLP over 200 replicates. The number of total CpG sites is set at 500 for
the top row of panels, 2000 for the second row, and 5000 for the third row. Correlation
among CpG sites per gene is set at 0.3 for the left column of panels, 0.5 for the middle
column, and 0.7 for the right column.
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For Scenario 2, we plotted the normalized MSE and MCC in Figures 3.6. and
3.7. where the first rows are copied from Figure 3.2. and 3.3. for easier comparisons.
When more than a third of the CpG sites within an outcome-related gene are causal,
GFuseTLP still performs better than all other methods. But when fewer CpG sites
per outcome-related gene are causal, the proposed method does not improve much
over GraphNet. In contrast, TLP is more robust against the situation where causal
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Figure 3.6: Averaged normalized MSE over 200 replicates. The number of total CpG
sites is set at 2000. The 60 causal sites are spread over 6 genes (10 causal sites over 10
sites per gene) for the top row, 10 genes (6 causal sites per gene) for the second row,
12 genes (5 causal sites per gene) for the third row, 15 genes (4 causal sites per gene)
and 20 genes (3 causal sites over 10 sites) for the bottom row. Correlation among
CpG sites in a gene is set at 0.3 for the left column of panels, 0.5 for the middle
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Figure 3.7: Averaged MCC over 200 replicates. The number of total CpG sites is set
at 2000. The 60 causal sites are spread over 6 genes (10 causal sites over 10 sites per
gene) for the top row, 10 genes (6 causal sites per gene) for the second row, 12 genes
(5 causal sites per gene) for the third row, 15 genes (4 causal sites per gene) and 20
genes (3 causal sites over 10 sites) for the bottom row. Correlation among CpG sites
in a gene is set at 0.3 for the left column of panels, 0.5 for the middle column, and
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Figure 3.8: Averaged True Positive Rate (TPR) over 200 replicates. The number
of total CpG sites is set at 2000 for all setups. The 60 causal sites are spread over 6
genes (10 causal sites over 10 sites per gene) for the top row, 10 genes (6 causal sites
per gene) for the second row, 12 genes (5 causal sites per gene) for the third row,
15 genes (4 causal sites per gene) and 20 genes (3 causal sites over 10 sites) for the
bottom row. Correlation among CpG sites per gene is set at 0.3 for the left column
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Figure 3.9: Averaged False Discovery Rate (FDR) over 200 replicates. The number
of total CpG sites is set at 2000 for all setups. The 60 causal sites are evenly spread
over 6 genes (10 causal sites over 10 sites per gene) for the top row, 10 genes (6 causal
sites per gene) for the second row, 12 genes (5 causal sites per gene) for the third row,
15 genes (4 causal sites per gene) and 20 genes (3 causal sites over 10 sites) for the
bottom row. Correlation among CpG sites per gene is set at 0.3 for the left column
of panels, 0.5 for the middle column, and 0.7 for the right column.
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For Scenario 3, boxplot of the average selection probabilities across 200 repli-
cates are shown in Figure 3.10. Compared to GraphNet, both TLP and GFuseLasso
improve selection probabilities. Combining TLP and graph fused-lasso penalties,
GFuseTLP has the lowest selection probability for variables with true zero coeffi-
cients and the highest for causal sites especially when correlation among CpG sites
ρ is high. This is consistent with what we have seen from MCC and FDR results
in Scenario 1. For each variable xj, we averaged the stability selection coefficient
estimates β̂
(ss)
j over all subsamples in each replicate and further averaged over all
replicates, shown in Figure 3.11. It echoes the pattern of normalized MSE in Figure







































































































Figure 3.10: Averaged selection probability for GraphNet, GFuseLasso, TLP and
GFuseTLP over 200 replicates, each with 100 resamplings. The number of causal
sites is set at 60 (6 genes, 10 causal sites over 10 sites per gene) and odds ratio for
these causal sites is set at 1.4 for all setups. Correlation among CpG sites per gene































































































































































































































Figure 3.11: Averaged estimated β coefficients for GraphNet, GFuseLasso, TLP and
GFuseTLP over 100 resamplings and 200 replicates. The number of causal sites is
set at 60 (6 genes, 10 causal sites over 10 sites per gene). Odds ratio for these causal
sites is set at 1.4 for all setups, i.e absolute value of the true β = log(1.4) = 0.34.
Correlation among CpG sites per gene is set at 0.3 for the left panel, 0.5 for the
middle panel, and 0.7 for the right panel.
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3.6 Application to breast invasive carcinoma methy-
lation data
We applied the proposed GFuseTLP method to a real breast invasive carcinoma
(BRCA) data from TCGA using both HumanMethylation27 (HM27) and Human-
Methylation450 (HM450) arrays (http://tcga-portal.nci.nih.gov/tcga-portal). We re-
trieved level 3 tumor and adjacent nontumor DNA methylation data for 119 subjects
normalized by Robust Multi-chip Average (RMA) method (Irizarry et al., 2003a,b)
across all samples. There are three steps in the RMA normalization procedure: back-
ground adjustment, quantile normalization and summarization, which produces more
accurate measurement of absolute methylation levels (Irizarry et al., 2003a,b).
Overlapping probes from both HumanMethylation27 and HumanMethylation450
arrays were kept in the analyses. Probes were dropped if there is no corresponding
gene information. We ended up with 18,255 overlapping CpG sites from 11,061 genes.
Out of the 11,061 genes, 4,558 genes have one CpG site; 6,339 genes have two CpG
sites; 143 genes have 3 to 9 CpG sites; and the remaining 21 genes have 10 to 20 CpG
sites. Maximum pairwise correlation between CpG sites for genes with more than one
CpG sites is shown in Figure 3.12. We can see that maximum correlations are larger
than 0.5 for most genes.
We assumed a fully connected network structure and fitted GraphNet, GFuse-
Lasso, TLP, and GFuseTLP regularized conditional logistic regression models to this
dataset. Top ranked CpG sites with selection probabilities greater than 0.5 were
listed, where selection probabilities were computed based on 200 resampled subsets
of individuals. The probe ID, gene name, selection probability as well as results from
the paired t-test for these top ranked CpG sites are shown in Tables 3.1, 3.2, 3.3, and
3.4 for GraphNet, GFuseLasso, TLP and GFuseTLP, respectively. We also reported
the average stability selection coefficient estimates calculated the same way as in
Simulation Scenario 3. Using the cut of selection probability 0.5, GFuseTLP selected
3. APPLICATION TO BREAST INVASIVE CARCINOMA METHYLATION
DATA 40
























Figure 3.12: Histogram of maximum pairwise correlation (Cor) and average coeffi-
cient of variation (CV) between CpG sites, for genes with more than one CpG sites.
Gene index is sorted according to ascending order of correlation.
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the most CpG site. All four methods selected three common CpG sites: cg08047907,
cg07651914 and cg15154229. Moreover, GFuseTLP identified eight genes that were
missed by the other three methods. Five genes out of eight have absolute coefficients
smaller than 0.2, showing that GFuseTLP could identify modest signals. Comparing
genes discovered by GFuseTLP and at least one other method, the averaged coeffi-
cients by GFuseTLP are usually larger in absolute value, similar to what we observed
in Simulation Scenario 3. Among the eight genes, gene RASSF5 belongs to RASSF
gene family and is known to be associated with breast, lung, and kidney tumour
cell lines (Djos et al., 2012). Gene FGFR1 amplification and NOX4 overexpression
have been observed in breast tumour cells (Elsheikh et al., 2007; Graham et al., 2010).
Methylation of gene NR2E1 is found to be highly correlated with breast cancer clinical
outcomes (Hartmann et al., 2009; Tommasi et al., 2009).
To validate the prediction power of the selected sites, we randomly partition the
data into training and testing sets, where the training set has 60 subjects and the test-
ing set has 59 subjects. We then fit a multivariate conditional logistic model based on
the training set with only selected methylation sites as predictors and calculated the
classification error based on the testing data. Given tumor and adjacent non-tumor
samples from the same subject, we computed the conditional likelihood and classified
the sample with higher conditional probability as tumor. As a benchmark, we carried
out the same procedure but randomly selected 50 sites from the 500 sites with the
smallest p-value from the pairwise t-test statistics. We then compared the classifica-
tion errors of randomly selected sites and top selected sites. Note that although AUC
is commonly used as the prediction performance measurement for binary outcome, it
is not suitable for matched case-control design. And the explanation is given in Ap-
pendix. All penalized methods reduced the classification error from the benchmark
10% to around 1%, and GFuseTLP gives the lowest classification error (Table 3.5). If
we repeat the above procedure for GFuseTLP but without the genes RASSF5, NOX4,
ATP8A2, NR2E1 and LEFTY2, the classification error rate increases to 0.011.
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Table 3.1: CpG sites selected with GraphNet procedure with selection probability
≥ 0.5.
Rank IlmnID Gene Sel.prob β Paired t-stat p-value p-value rank
1 cg11172423 CLDN19 1.000 0.130 21.7 4.9×10−43 29
2 cg08047907 C1orf114 0.975 0.054 23.1 1.1×10−45 11
3 cg22881914 NID2 0.915 0.024 15.9 3.8×10−31 289
4 cg07763768 C9orf45 0.880 0.089 19.1 6.2×10−38 75
5 cg16428251 SOX14 0.875 0.031 22.7 8.2×10−45 16
6 cg03506489 KCNA4 0.875 0.034 15.5 3.3×10−30 331
7 cg16254309 CNTNAP2 0.845 0.046 15.1 2.1×10−29 379
8 cg19466563 SPARCL1 0.845 0.021 16.0 1.9×10−31 265
9 cg11750883 CRCT1 0.800 -0.110 -19.2 5.0×10−38 74
10 cg14679230 LIPE 0.710 0.036 14.7 2.1×10−28 439
11 cg20903926 C1orf177 0.710 0.132 22.3 3.9×10−44 18
12 cg07651914 CLDN15 0.710 0.088 25.0 5.8×10−49 3
13 cg04598121 PENK 0.705 0.046 22.7 6.4×10−45 15
14 cg03557698 C1orf177 0.685 0.166 17.1 1.0×10−33 170
15 cg11394785 LTC4S 0.665 0.036 24.6 3.0×10−48 5
16 cg18462653 DEFB119 0.635 -0.103 -16.6 1.0×10−32 204
17 cg15154229 CPA1 0.575 0.076 25.5 8.7×10−50 1
18 cg10667970 FBXO6 0.555 -0.098 -24.4 5.8×10−48 6
19 cg09847584 RIMBP2 0.510 -0.044 -21.9 2.5×10−43 27
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Table 3.2: CpG sites selected with GFuseLasso procedure with selection probability
≥ 0.5.
Rank IlmnID Gene Sel.prob β Paired t-stat p-value p-value rank
1 cg08047907 C1orf114 1.000 0.033 23.1 1.1−45 11
2 cg22980079 FAM193A 0.980 -0.196 25.1 3.9−49 2
3 cg05828624 REG1A 0.975 -0.035 -20 1.1−39 53
4 cg07703401 HBQ1 0.960 -0.096 20.1 5.6−40 51
5 cg10667970 FBXO6 0.940 -0.049 -24.4 5.8−48 6
6 cg07651914 CLDN15 0.935 0.053 25 5.8−49 3
7 cg15700197 OR10J1 0.920 0.127 -21.3 2.8−42 35
8 cg19264571 APCDD1 0.915 0.047 24.4 6.8−48 7
9 cg15154229 CPA1 0.900 0.046 25.5 8.7−50 1
10 cg13030582 MFAP4 0.890 0.044 14.4 8.4−28 482
11 cg23207990 SFRP2 0.885 0.014 21.8 2.8−43 28
12 cg21504624 IL11RA 0.885 0.059 24.2 1.2−47 8
13 cg14652095 HIST1H1A 0.860 -0.134 15.7 1.1−30 307
14 cg21458907 CADPS 0.840 0.034 18.2 4.7−36 111
15 cg00662556 GALR1 0.840 0.039 18.9 1.7−37 81
16 cg05656364 VAMP8 0.835 -0.029 -14.6 4.2−28 459
17 cg18788940 HTATIP2 0.805 -0.033 -15 3.4−29 387
18 cg13348944 SCN2B 0.790 -0.199 15.9 5.0−31 293
19 cg00548268 NPTX2 0.780 -0.173 20.8 2.6−41 43
20 cg15787039 SCG5 0.745 -0.151 20.9 1.7−41 41
21 cg11003133 AIM2 0.665 0.130 -20.5 1.3−40 47
22 cg21815667 HOXD8 0.620 0.025 16.3 5.2−32 228
23 cg10303487 DPYS 0.590 0.014 16.2 7.9−32 240
24 cg19948393 ANKRD33 0.545 0.036 16.9 3.0−33 190
25 cg18055007 DDAH2 0.505 0.021 16.1 1.8−31 264
26 cg13288195 FBXL22 0.500 0.040 17.4 2.0−34 149
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Table 3.3: CpG sites selected with TLP procedure with selection probability ≥ 0.5.
Rank IlmnID Gene Sel.prob β Paired t-stat p-value p-value rank
1 cg08047907 C1orf114 1.000 0.183 23.1 1.1×10−45 11
2 cg15154229 CPA1 0.985 0.187 25.5 8.7×10−50 1
3 cg21504624 IL11RA 0.985 0.104 24.2 1.2×10−47 8
4 cg10011232 FKBP8 0.985 -0.114 -16.7 8.9×10−33 202
5 cg09847584 RIMBP2 0.975 -0.034 -21.9 2.5×10−43 27
6 cg11394785 LTC4S 0.975 0.057 24.6 3.0×10−48 5
7 cg16428251 SOX14 0.97 0.027 22.7 8.2×10−45 16
8 cg04598121 PENK 0.960 0.046 22.7 6.4×10−45 15
9 cg15700197 OR10J1 0.950 -0.036 -21.3 2.8×10−42 35
10 cg13631913 SLC25A33 0.915 -0.053 -18.9 1.8×10−37 82
11 cg07651914 CLDN15 0.895 0.171 25 5.8×10−49 3
12 cg13262687 POU4F2 0.875 0.027 16.3 6.5×10−32 235
13 cg02622316 ZSCAN12 0.845 0.016 20.6 5.6×10−41 45
14 cg27342801 REG3A 0.825 -0.044 -17 2.0×10−33 182
15 cg26186727 NETO1 0.810 0.044 22.8 5.5×10−45 14
16 cg07703401 HBQ1 0.750 0.030 20.1 5.6×10−40 51
17 cg11003133 AIM2 0.735 -1.434 -20.5 1.3×10−40 47
18 cg23207990 SFRP2 0.710 0.016 21.8 2.8×10−43 28
19 cg19264571 APCDD1 0.660 1.323 24.4 6.8×10−48 7
20 cg25691167 FERD3L 0.645 0.038 21.4 2.4×10−42 33
21 cg08572611 ACTL6B 0.630 1.581 18.5 1.4×10−36 101
22 cg05828624 REG1A 0.615 -0.037 -20 1.1×10−39 53
23 cg07763768 C9orf45 0.615 0.386 19.1 6.2×10−38 75
24 cg25720804 TLX3 0.550 0.016 17.4 2.7×10−34 151
25 cg08519905 CD9 0.545 0.108 17.3 4.7×10−34 157
26 cg22730004 SPTA1 0.545 -0.025 -17.1 1.1×10−33 173
27 cg22980079 FAM193A 0.530 0.153 25.1 3.9×10−49 2
3. APPLICATION TO BREAST INVASIVE CARCINOMA METHYLATION
DATA 45
Table 3.4: CpG sites selected with GFuseTLP procedure with selection probability
≥ 0.5. Genes selected by GFuseTLP but not by Lasso or GraphNet are bolded.
Rank IlmnID Gene Sel.prob β Paired t-stat p-value p-value rank
1 cg15895197 EMILIN1 1.000 1.616 23.0 2.2×10−45 13
2 cg15154229 CPA1 0.995 1.138 25.5 8.7×10−50 1
3 cg09847584 RIMBP2 0.995 -0.924 -21.9 2.5×10−43 27
4 cg21815667 HOXD8 0.995 0.114 16.3 5.2×10−32 228
5 cg22980079 FAM193A 0.990 0.319 25.1 3.9×10−49 2
6 cg08572611 ACTL6B 0.985 0.137 18.5 1.4×10−36 101
7 cg07651914 CLDN15 0.985 1.353 25.0 5.8×10−49 3
8 cg19264571 APCDD1 0.975 1.273 24.4 6.8×10−48 7
9 cg00548268 NPTX2 0.965 1.290 20.8 2.6×10−41 43
10 cg02589695 RASSF5 0.940 -0.198 -18.3 2.8×10−36 106
11 cg16361890 LTC4S 0.935 1.316 24.7 1.6×10−48 4
12 cg17063929 NOX4 0.910 0.042 15.6 1.5×10−30 317
13 cg11172423 CLDN19 0.875 1.582 21.7 4.9×10−43 29
14 cg18236477 ATP8A2 0.870 0.010 16.9 2.3×10−33 184
15 cg20903926 C1orf177 0.865 1.001 22.3 3.9×10−44 18
16 cg07660236 ZSCAN12 0.850 0.169 20.9 1.9×10−41 42
17 cg19697981 NR2E1 0.790 0.117 18.7 4.9×10−37 91
18 cg11394785 LTC4S 0.785 1.444 24.6 3.0×10−48 5
19 cg22462235 LEFTY2 0.760 0.097 17.2 4.9×10−34 159
20 cg10667970 FBXO6 0.720 -1.261 -24.4 5.8×10−48 6
21 cg12111714 ATP8A2 0.705 0.053 19.8 2.8×10−39 59
22 cg26687173 WDR88 0.685 0.619 22.2 6.0×10−44 21
23 cg04598121 PENK 0.685 0.860 22.7 6.4×10−45 15
24 cg08047907 C1orf114 0.650 0.869 23.1 1.1×10−45 11
25 cg03557698 C1orf177 0.645 0.044 17.1 1.0×10−33 170
26 cg15700197 OR10J1 0.615 -0.696 -21.3 2.8×10−42 35
27 cg23207990 SFRP2 0.570 0.482 21.8 2.8×10−43 28
28 cg16428251 SOX14 0.565 1.224 22.7 8.2×10−45 16
29 cg15791248 FGFR1 0.560 1.811 22.3 4.9×10−44 20
30 cg11750883 CRCT1 0.515 -0.649 -19.2 5.0×10−38 74
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Table 3.5: Classification error (CE) of multivaraite conditional logistic model with
top CpG sites with selection probability ≥ 0.5 as variables, averaged over 200 repli-
cates. The model using randomly selected 50 sites from the 500 sites with the biggest









In this chapter, we introduced a penalty function GFuseTLP and applied to a pe-
nalized conditional logistic regression procedure for matched case-control high di-
mensional sparse data with complex correlation structure. We presented a computa-
tionally efficient algorithm suitable for this problem. The proposed method improves
GraphNet in terms of both parameter estimation and model selection through replac-
ing L1 penalty by truncated lasso penalty and replacing graph weighted L2 penalty by
graph fused-lasso type penalty. Simulation studies suggested superior performance
of GFuseTLP compared to GraphNet especially when signals are strong and CpG
sites are highly correlated. In analysis of a real breast tumour DNA methylation
data, the proposed method selected more potentially causal CpG sites with modest
signals when many of them are known to be associated with breast cancer. Note that
GFuseTLP can be directly extended and applied to (unmatched) case-control design
or general correlated high-dimensional data. We have not considered graph structure
other than fully connected within a gene for CpG sites. Nonetheless we can easily
incorporate gene pathway information or prior graphical knowledge of CpG sites. It
is also possible to construct the graphical structure among CpG sites using existing






In this chapter, we develop a multilevel Bayesian regression model that incorporates
prior network structure of the variables, based on a variation of the Grace penalized
regression model (Li and Li, 2010, 2008). Instead of using a fixed known graph struc-
ture as in Grace, we allow the graph structure to be random and adopt an informative
prior centered at that a priori graph. Such a Bayesian formulation of penalized regres-
sion provides certain inferential benefits, such as a joint posterior distribution of the
coefficients, better estimation of residual variance (Kyung et al., 2010), and poten-
tial generalization to broader model classes. More specifically, in addition to results
on individual covariates’ coefficients and their predictive performance, our method
is able to combine prior knowledge with empirical information in the data into a
posterior distribution of graph structures. This posterior distribution may suggest a
different graph as the most probable relational structure among the covariates and
will also indicate the probabilities of the interaction states between two covariates
(positive, negative, or no interaction). We call the new method the random graph
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constrained (rGrace) model. To overcome computational complexity due to the large
number of possible random graphs, we further consider possible grouping structure
among the covariates. To encourage a grouping structure, in our penalized regression
model (rGrace), instead of using the conventional L1 plus weighted L2 penalty, we
use a group lasso penalty (Friedman et al., 2010a; Meier et al., 2008; Yuan and Lin,
2006) plus a weighted L2 penalty with grouping decided by the connected subgraphs.
The full hierarchical model is presented along with the Markov Chain Monte Carlo
(MCMC) sampling inference procedure. Furthermore, we provide a simulation study
that compares our method to the Grace/aGrace procedures, followed by a real data
application to brain ageing gene expression data.
4.2 Methods
4.2.1 Notation
Let X = [xij] ∈ Rn×p denote the matrix of variables, with xij being the jth variable
for the ith individual, while Y = (y1, . . . , yn)
T ∈ Rn denotes the response vector for
n individuals. Assume the following model:
Y = Xβ + ε,
where ε ∼ N(0, σ2I) and β = (β1, . . . , βp)T . Throughout the chapter, we assume
that the response vector Y is centered at zero, and the measurement matrix X is




ij = n − 1 for j =
1, . . . , p. If X can be naturally partitioned into J groups, corresponding to a certain
graph structure, we assume X = (X1,X2, . . . ,XJ), where Xj is an n × pj matrix,∑J
j=1 pj = p. The coefficient corresponding to Xj is denoted βj.
Consider a labeled and unweighted graph G = (V,E) with p nodes, representing
a known fixed graph based on prior knowledge, where V = {1, . . . , p}, each node
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corresponding to one variable, and E = {u ∼ v} is the set of edges, representing the
relational structure among the covariates. Two nodes are considered adjacent if they
are connected by an edge in the graph. Let A be the p × p adjacency matrix such
that Au,v equals one if and only if u and v are adjacent and zero otherwise. Let du be
the degree for node u, i.e., the number of edges incident to u, and let D be the p× p
diagonal matrix with Du,u = du. Define the Laplacian matrix L̃ = D−A of G as
L̃u,v =

du if u = v and du 6= 0,
−1 if u and v are adjacent,
0 otherwise.
The normalized Laplacian matrix L (Chung, 1997) is defined as follows:
Lu,v =

1 if u = v and du 6= 0,
−1/
√
dudv if u and v are adjacent,
0 otherwise.
Both the Laplacian and the normalized Laplacian matrix are semi-positive definite.
4.2.2 Random graph constrained (rGrace) model




















where, an L1 penalty is used for sparseness and a weighted L2 penalty is used to
introduce smoothness in the coefficients along the edges of the graph, for better
generative performance in prediction. In addition, Li and Li (2010) proposed another
procedure, adaptive Grace (aGrace), which allows the regression coefficients of linked
covariates to take opposite signs. The signs were determined by an initial step of
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ordinary least-square or elastic net regression (Zou and Hastie, 2005) that produces




||Y −Xβ||22 + λ1||β||1 + λ2βTSLSβ
}
,
where S = diag(sign(β̃1), . . . , sign(β̃p)).
For a large graph that is partitioned into several connected components, a natural





















The grouping based on connected subgraphs automatically leads to a block diagonal
Laplacian matrix L̃ = diag(L̃1, . . . , L̃J). It is expected that connected genes share
related biological functions as well as similar regression coefficients (Liu et al., 2013;
Zhang and Horvath, 2005). Therefore, in this chapter, we use the Laplacian matrix
L̃ in our model instead of the normalized Laplacian matrix L, since we found the
results from the former easier to interpret biologically. Our method is not affected by
this choice.
Penalized regression models have been adapted to a Bayesian framework by choos-
ing suitable priors, as for the Bayesian lasso (Park and Casella, 2008), Bayesian adap-
tive lasso (Griffin and Brown, 2007; Sun et al., 2009), Bayesian elastic net (Li and
Lin, 2010), and Bayesian group lasso (Raman et al., 2009). Kyung et al. (2010) gave
an overview of the Bayesian formulation of penalized regression methods and also
gave full conditionals for Bayesian fused lasso.
We now introduce the random graph constrained model (rGrace) as a multilevel
model extension of Grace under a Bayesian framework. Following Park and Casella
(2008) and Li and Lin (2010), we consider a fully Bayesian hierarchical model (con-
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ditioning on X is implicit):
Y|β, σ2 ∼ N(Xβ, σ2I),







pj||βj||2 + λ2βT L̃β)},
σ2 ∼ Gamma(α, θ),
λ21 ∼ Gamma(α1, θ1),





The form of L̃ is
∑
j 6=1 |A1j| −A12 · · · −A1p
−A21
∑









with Aij = Aji.
The gamma prior on σ2 is proper but vague with a small positive α and a large
θ. In addition, gamma priors on λ21 (not λ1) and λ2 permit easier implementation
via the Gibbs sampler shown in the next section. Hyperparameters α1, θ1, α2, and
θ2 are set such that during the MCMC procedure the ranges of sampled λ1, λ2 are
comparable to the range of the searching grid when solving group-Grace or group-
aGrace. We also examine the sensitivity of the inference results to the value of
these hyperparameters, including α and θ, by running a parallel analysis on a few
combinations of hyperparameters in the simulation study later on. Through imposing
a prior on each element of the adjacency matrix corresponding to a graph G with p
nodes, independent of σ2, we may overcome the drawback of a fixed graph structure
based on an incomplete knowledge on the prior graph structure.
The aGrace estimator of Li and Li (2010) was motivated by the fact that two adja-
cent genes might have opposite effects on Y . Furthermore, gene regulatory networks
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explain the causality of gene expression regulation via activators and suppressors.
Mason et al. (2009) also reported the advantage of allowing positive and negative
signs in gene co-expression networks. We allow the regression coefficients, β, of two
linked variables to show identical or opposite signs, depending on the underlying
functional relation. For each edge in the graph, we allow the corresponding entry
in the adjacency matrix to have a sign. Specifically, between any two nodes, there
might be a positive edge (Aij = 1), a negative edge (Aij = −1), or no edge (Aij = 0).
The Laplacian matrix equals D−A, as previously defined, and remains semipositive-
definite.
The prior network structure for the variables may only provide information on
whether an edge exists between two nodes/variables. However, the sign for an edge
is usually not provided and is treated as positive by default. Denote the initial graph
structure as G0 with adjacency matrix A0. Define a scaled beta distribution as two
times beta distribution minus one, so that it ranges from negative one to one. The




(1 + y)α−1(1− y)β−1,−1 ≤ y ≤ 1.
We aim to update a graph structure using information from empirical data, while
maintaining high confidence in the prior knowledge. We achieve this by adopting
the following informative prior on Aij. Given two cut off value −1 < cl < 0, and
0 < cu < 1, if A
0
ij = 0, then
Aij|b0 =

−1 with prob. P (Z0 ∈ [−1, cl)) ,
0 with prob. P (Z0 ∈ [cl, cu)) ,
1 with prob. P (Z0 ∈ [cu, 1]) ,
where Z0 follows a scaled beta distribution with parameters (b0, b0).
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Or if A0ij = 1,
Aij|b1 =

−1 with prob. P (Z1 ∈ [−1, cl)) ,
0 with prob. P (Z1 ∈ [cl, cu)) ,
1 with prob. P (Z1 ∈ [cu, 1]) ,
where Z1 follows a scaled beta distribution with parameters (b1, b1). Hyperpriors are
distributed as
b0 ∼ Unif(1, B0),
b1 ∼ Unif(B1, 1),
given hyperparameters B0 > 1 and B1 < 1. Essentially, we assume Aij is the trunca-
tion of a continuous latent variable following a scaled symmetric beta distribution. If
A0ij = 0, then the latent beta distribution has a shape parameter b0 larger than one
with the mode at zero; otherwise the latent beta distribution has a shape parameter
b1 smaller than one, with two peaks at negative one and one. This idea is depicted in
Figure 4.1. Such a prior structure discourages removing or adding an edge between
any two nodes and induces equal probabilities for the edge sign. Hyperpriors B0 and
B1 control the informativeness of the prior.
4.2.3 MCMC procedure for rGrace model inference
Motivated by the connection between the Laplace distribution and scale mixture of
normal distributions (Andrews and Mallows, 1947), Park and Casella (2008) con-
nected the lasso to the Bayesian paradigm. Also making use of this connection, we
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p(β|σ2, s, G)p(s|σ2, G)ds, where





























and wjl is the lth eigenvalue of matrix L̃j. The derivation is given in the Appendix.
Note that p(β|s, σ2, G) is proper since Ds + λ2σ2 L̃ is positive definite. In addition,





























Hence, p(s|σ2, G) is proper, and the same is so for the prior
p(β, s, σ2, G) = p(β|s, σ2)p(s, σ2)p(σ2)p(G).
In fact,























































The MCMC algorithm for the rGrace computation contains the following two main
steps:
(1) Update parameters given a fixed graph structure G.
Given a graph structure G, it is straightforward to compute the full conditional
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distributions.
• Sample β, given other parameters:
β|Y, σ2, s, λ1, λ2, G, b0, b1 ∼ N(U−1XTY, σ2U−1),
where U = XTX + Dsσ
2 + λ2L̃.
• Sample σ2, given other parameters:




























To sample from σ2|Y,β, s, λ1, λ2, G, b0, b1, we apply the Metropolis-Hastings al-
gorithm given an appropriate proposal density and evaluate (4.1) by numerical
integration. For simplicity, we use a normal density with modest variance (al-
ways rejecting negative samples) as proposal densities. Computationally, with
the block diagonal structure of the network, we are able to accurately evaluate
(4.1) as a product of J integrals of one-dimensional functions. Without this
assumption, we would have to deal with a single p-dimensional integral, which
is usually numerically infeasible.
• Sample s, given other parameters:













































where GIG(a,b,p) stands for the generalized inverse Gaussian distribution with
the density










)), x > 0








To sample from s|Y,β, σ2, G, b0, b1, the product of generalized inverse Gaussian
distributions, we make use of the R function rgig in the package HyperbolicDist.
• Sample λ21 given other parameters


















) to sample λ21.
• Sample λ2 given other parameters











Similarly, it is sampled via the Metropolis-Hastings algorithm with proposal




(2) Update graph structure G.
When updating the graph structure, or equivalently the adjacency matrix, we
constrain the model space to all graphs with the same group membership as
the initial structure by allowing any deletion of edges but only the addition of
edges within each group. Deletion of edges may result in isolated vertices or
unconnected components within a group.
• Sample A, given other parameters:
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Direct sampling from a conditional posterior is difficult. To obtain an efficient
Gibbs sampler, we first augment the parameter space by defining the latent vari-
able aij corresponding to Aij, where aij follows the scaled beta distribution with
parameter b0 or b1, depending on whether A
0
ij equals zero or one. Consequently,
Aij =

−1 if −1 ≤ aij ≤ cl,
0 if cl < aij < cu,
1 if cu ≤ aij ≤ 1.
Update {aij} block by block: for the jth group



















b0−1I(−1 ≤ ail ≤ cl) if A0ij = 0, Aij = −1,
(1 + a2il)
b0−1I(cl < ail < cu) if A
0
ij = 0, Aij = 0,
(1 + a2il)
b0−1I(cu ≤ ail ≤ 1) if A0ij = 0, Aij = 1,
(1 + a2il)
b1−1I(−1 ≤ ail ≤ cl) if A0ij = 1, Aij = −1,
(1 + a2il)
b1−1I(cl < ail < cu) if A
0
ij = 1, Aij = 0,
(1 + a2il)
b1−1I(cu ≤ ail ≤ 1) if A0ij = 1, Aij = 1.
In the Metropolis-Hastings algorithm, conditioning on the value of A0ij, we pro-
pose new aij from the truncated scaled beta distribution, with parameter b0 or
b1, truncated depending on the value of Aij. Once aij is accepted, it is truncated
to get Aij.
• Sample b0, given other parameters:
P (b0|Y,β, σ2, s, λ1, λ2, G, b1)
























#{(i, l) in group j: A0il = 0, Ail = K},
whereK = {0,−1, 1}. We simply pick the proposal distribution to be Unif(1, B0)
in the Metropolis-Hastings algorithm to sample b0.
• Sample b1, given other parameters:
P (b1|Y,β, σ2, s, λ1, λ2, G, b0)























#{(i, l) in group j: A0il = 1, Ail = K},
whereK = {−1, 0, 1}. Choose proposal distribution Unif(B1, 1) in the Metropolis-
Hastings algorithm to sample b1.
4.2.4 Variable selection
Following Kang and Guo (2009), with a series of posterior draws after a burn-in pe-
riod, we first choose the optimal tuning parameters (λ1, λ2) that minimize prediction
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error based on the tuning data. We then draw samples from the conditional posterior,
given the fixed optimal (λ∗1, λ
∗
2), and make inferences, including variable selection.
In the Bayesian framework, variable selection can be dealt with by a Bayesian spike
and slab approach (Ishwaran and Rao, 2005; Li and Zhang, 2010) with a suitable prior
or treated as a hypothesis-testing problem based on posterior samples. One can simply
apply a hard-threshold rule with a pre-specified number δ so that βj is regarded as
zero if its posterior mode is located in [−δ, δ] (Kang and Guo, 2009; Yi and Xu, 2008).
Li et al. (2002) and Bae and Mallick (2004) explicitly parameterized the variance of
each βj with prior distribution as Λj and deleted the predictor if posterior Λj fell
below a threshold. Alternatively, we can exclude a covariate if its posterior variance
has a value below a small number c (Li and Lin, 2010). In this chapter, we employ
three selection approaches:
(1) M-cut: Select a coefficient whose absolute posterior mean exceeds δ = 0.05,
(2) S-cut: Select a coefficient whose posterior standard deviation exceeds c = 0.05,
(3) Z-cut: Select a coefficient whose absolute Z statistics exceeds z = 1.96, which





4.3 Gene expression toy example
Prior knowledge on gene pathway may lead to gains in statistical efficiency in gene
expression data analysis. Indeed, there is an emerging class of methods that per-
form analysis based on prevailing knowledge of gene sets or modules. Baranzini et
al. (2009) proposed to first identify gene subnetworks and then search for significant
modules that are related to multiple sclerosis, an approach that can recover genes
with a modest signal. Elbers et al. (2009) studied significantly overrepresented gene
pathways using different pathway classification tools. Emily et al. (2009) searched
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for SNP interactions, but focusing only on those located near genes that have inter-
actions, physically or functionally. However, such approaches completely rely on the
quality of the a priori biological knowledge, which is incomplete and constantly be-
ing updated. Another limitation of current biological databases is that they usually
indicate deterministic relations between variables (e.g., genes) that do not reflect the
stochastic, highly inter-dependent, and conditional nature of biological interactions
(Rzhetsky et al., 2006). It is therefore desirable to update such information accord-
ing to data under study. In this section, we apply rGrace to a hypothetical gene
expression pathway data with both the correct and incorrect network priors.
We consider a hypothetical graph that consists of only four nodes {A,B,C,D},
representing four genes, with the causal relationship depicted in upper left panel of
Figure 4.2. For a healthy individual, D is suppressed while A is activated, which in
turn activates B and suppresses C; otherwise, A is suppressed and D is activated,
which in turn activates C, but the status of B is unregulated. The status of each
gene is shown in the upper middle panel of Figure 4.2. To model this relationship,
depending on gene’s on/off status, we generate the expression level of each gene u,




2) if u is on,
N(µ0, σ
2) if u is off,
τN(µ1, σ
2) + (1− τ)N(µ0, σ2) if u is unregulated.
For the following examples, we take µ1 = 1, µ0 = −1, σ2 = 0.08, and τ = 0.1.
For an individual with disease, response Y is set to one and otherwise negative one.
We simulate datasets that consist of 100 cases and 100 controls. For each simu-
lated trial, we generate a training dataset, a tuning dataset, and a testing dataset,
each with equal sample size 200 from the same model. The tuning parameters (λ1
for lasso, and λ1, λ2 for Grace/aGrace) are chosen to minimize the residual sum of
squares based on the tuning dataset. For all the methods, the corresponding regres-
sion coefficients are used to compute prediction errors based on the testing dataset.
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The regression coefficients for rGrace are taken as the posterior mean of the coeffi-
cients generated after we determine the optimal tuning parameters. Given a training
set, rGrace starts from lasso estimates of the regression coefficients and after 5000
burn-in iterations, runs the MCMC procedure for 10,000 iterations to select optimal
tuning parameters. Given the selected tuning parameters, draw another 10,000 sam-
ples from the conditional posterior. Set hyperparameters (α, θ, α1, θ1, α2, θ2, B0, B1)
to (0.1, 10, 2, 0.1, 2, 0.1, 10, 0.1). The sensitivity of the inference to the specification of
the hyperparameter is formally investigated in the next section.
In the first example, correct network structure is provided for Grace, aGrace and
rGrace, but without signs. With a correct initial network structure, we compute the
maximum a posteriori probability (MAP) graph structure (the graph structure that
occurs most frequently among the posterior draws) for each replicate. The MAP
graph for 92 replicates out of 100 equals the assumed causal graph structure, in other
words, the positive edges between A and B, and between C and D, and the negative
edge between A and C. The second column of Figure 4.2 shows the most frequent
MAP graphs among the 100 replicates. Based on the posterior MAP samples using
rGrace, we compute for each edge the probability of being positive, negative, or no
edge. The third column of Figure 4.2 shows these probabilities of each edge with a
color reflecting the inferred sign and strength for rGrace. As indicated in the upper
right panel in Figure 1, red represents a positive edge (corresponding to +1 in the
adjacency matrix A), blue represents a negative edge (−1 in A), and gray denotes no
edge. Given the correct structure, rGrace is able to recover the true signs with great
certainty.
In the second example, we provide an incorrect network structure with two edges
connecting A to B, and C to D. The positive signs for these two edges can be
recovered successfully as shown Figure 4.2, but it is uncertain where the negative
edge is between the groups {A,B} and {C,D}. Such uncertainty comes from the
lack of prior information. If a correct initial graph structure was given as a prior,
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Figure 4.2: Simulation model and identified MAP graphs under different priors. The
simulation model is based on causal relationships between genes {A,B,C,D} (upper-
left panel). We consider two initial graph structures for setting up the informative
priors. The most common MAP graphs and the probability distributions of each edge
status identified in the MAP graph using the proposed methods are plotted (see the
upper right panel for the color legend).
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with the prior in Section 2, we would prefer the edge AC over the other three edges,
BC, AD and BD. In this example, however, both edges are equally penalized. The
causal relationships between these four genes only imply similar regression coefficients
for A and B, similar coefficients for C and D, and distinct signs for the two groups. In










































































Figure 4.3: Top five structures based on Bayes factors under two priors. The rank-
ing is based on average rank (shown in parentheses) among 729 models, using 50
simulations.
To better understand the effects of different priors, we directly calculate, under
both the correct and incorrect network priors, the Bayes factors of all 729 (each edge
has three possible signs, yielding a total of 36 = 729) graph structures. We run 729
MCMC chains on the same simulated data set, one for each structure, and use the
posterior samples to calculate the Bayes factor. We then rank all graph structures
by their Bayes factors. We repeat this procedure for 50 independently generated
samples and add the ranks for each graph structure across these 50 samples. Figure
4.3 shows the top five models based on the sum of ranks and any plotted edge takes
a positive (red) or negative (blue) value. When the correct graph structure (without
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Table 4.1: Mean prediction error and standard error (std. err) based on 100 replicates
of a simulated dataset, using lasso, Grace, aGrace, and rGrace.
Graph lasso Grace aGrace rGrace
Example 1 1.283 1.025 1.022 0.992
std.err 0.0302 0.0117 0.0117 0.0095
Example 2 - 1.029 1.028 1.005
std.err - 0.0118 0.0118 0.0103
signs) is used as the prior, rGrace is able to recover the assumed causal structure.
In example 1, where the correct graph structure is provided, each of the top five
structures contains the AC edge. In example 2, all top five structures contain the AB
and CD edges, consistent with the prior. However, since there is no prior information
about the AC edge, the top five graphs include all four possible ways of connecting
{A,B} and {C,D} by adding one edge.
Based on 100 replicates, Table 4.1 shows the estimated prediction errors (with
standard errors) using lasso, Grace, aGrace, and rGrace. Using the proposed methods,
we observe a notable reduction of mean prediction errors under both correct and
incorrect prior specifications.
4.4 Simulation studies
In this section, the data are generated based on the linear regression model Y =
XTβ+ε. The size of the dataset n equals 100. We assume predictorsX form 10 groups
(X1, . . . ,X10), each consisting of 21 variables; hence p = 210. Predictors within each
group are marginally standard normal, with compound symmetry correlation ρ = 0.2.
The significant variables are chosen to be the first two groups. The true coefficient
vector β is given by (β1,β2,0, . . . ,0). Vector β1 is of length 21 with all elements
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equal to three, and all elements in β2 equal to -2. The correct graph structure consist
of 10 separate connected components, each a fully connected subgraph with 21 nodes
and 210 edges. The initial graph structure has the same grouping as the true graph,
but with a ring-shaped network with 21 edges in each group. The independent and
identically distributed error term ε follows a normal distribution with zero mean and
variance βTβ/4. As mentioned in the previous section, after 5,000 burn-in iterations,
rGrace runs for 10,000 iterations to select optimal tuning parameters, and then runs
another 10,000 iterations to make inferences. The Grace/aGrace solution is computed
via the coordinate-descent algorithm provided by Li and Li (2010). We use the SGL()
function in the SGL R package (Simon et al., 2011) to get the group-Grace/aGrace










To examine how the choice of hyperparameters affects the inference results, we con-
sider the three combination of hyperparameters (α, θ, α1, θ1, α2, θ2, B0, B1) shown in
Table 4.2.
In setting the hyperparameters (B0, B1) for the distribution of the scale param-
eters (b0, b1), a smaller B1 (larger B0) leads to a curvier scaled beta distribution,
concentrating on the initial graph. On the other hand, a larger B1 (smaller B0) in-
duces a flatter scaled beta distribution. To evaluate the performance of each method,
we calculate the number of true positives (TP), true negatives (NP), false positives
(FP), and false negatives (FN) and report the average false positive rate (FPR) and
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Table 4.2: Three combination of hyperparameters.
C1 C2 C3
α 0.1 0.1 2
θ 10 10 50
α1 2 2 5
θ1 0.1 0.1 0.05
α2 2 2 5
θ2 0.1 0.1 0.05
B0 10 3 3
B1 0.1 0.3 0.3









respectively. Moreover, the proportion of selected edges relative to the number of true
edges (%Edge) together with the proportion of selected edges with the correct sign
(%Sign-Edge) for each MAP graph will be reported. For a particular dataset, the sam-
ple trace plots of two significant regression coefficients, an instrumental variable and
a tuning parameter for the last 5,000 iterations (before the optimal tuning parameters
are chosen) are shown in Figure 4.4. Table 4.3 gives the means of the four selected
nonzero coefficients (β1,β21,β22,β42), TPR, TNR, %Edge, and %Sign-Edge, where the
hyperparameter combination (C1) is used. Compared to competing methods, rGrace
exhibits promising performance in terms of smaller prediction errors, more accurate
parameter estimates and larger TNR values. Although the initial graph structure
contains only 10% of the actual edges, rGrace is able to recover about one-fourth of
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the total edges. With a less informative prior, if choose the hyperparameter combi-
nation (C2), rGrace is capable of discovering around half of the true edges, as shown
in Table 4.4. As suggested by Table 4.4, a different choice of (α, θ, α1, θ1, α2, θ2) does
not have a significant impact on the inference results.























































Figure 4.4: Sample trace plots of two significant regression coefficients, an instrumen-
tal variable, and a tuning parameter.
4.5 Application to a gene expression study of brain
ageing
Li and Li (2010) analyzed gene expression data measured in the human brain (Lu et
al., 2004), with the logarithm of the individual age as the response and log10 of the
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Table 4.3: Prediction errors (PE), the means of four nonzero coefficients
(β1, β21, β22, β42), the true positive rate (TPR), the true negative rate (TNR), the
proportion of selected true edges (%Edge), and the proportion of selected true edges
of correct sign (%Sign-Edge), based on 100 replicates.
lasso Grace aGrace group- group- bGrace rGrace
Grace aGrace M-cut S-cut Z-cut M-cut S-cut Z-cut
PE 50.3 11.3 10.3 8.2 8.6 7.2 - - 4.4 - -
std.err (17.6) (3.3) (3.0) (1.8) (2.0) (1.6) - - (1.3) - -
β1 = 3 2.33 2.76 2.80 2.90 2.83 2.83 - - 2.87 - -
std.err (0.95) (0.52) (0.55) (0.20) (0.36) (0.19) - - (0.18) - -
β21 = 3 2.29 2.81 2.82 2.91 2.86 2.82 - - 2.85 - -
std.err (0.83) (0.52) (0.60) (0.20) (0.26) (0.20) - - (0.17) - -
β22 = −2 -1.28 -1.67 -1.73 -1.81 -1.77 -1.84 - - -1.85 - -
std.err (0.76) (0.46) (0.48) (0.25) (0.32) (0.17) - - (0.18) - -
β42 = −2 -1.28 -1.72 -1.71 -1.85 -1.76 -1.82 - - -1.84 - -
std.err (0.59) (0.44) (0.52) (0.29) (0.35) (0.18) - - (0.15) - -
TPR 98.2% 99.1% 99.0% 100% 100% 99.2% 99.3% 99.4% 100% 99.4% 99.0%
std.err (0.06) (0.01) (0.01) (0.00) (0.00) (0.01) (0.01) (0.04) (0.00) (0.05) (0.01)
TNR 45.6% 52.1% 52.3% 54.6% 52.7% 55.6% 46.8% 84.8% 63.7% 57.2% 88.9%
std.err (0.11) (0.06) (0.07) (0.06) (0.08) (0.07) (0.12) (0.16) (0.09) (0.11) (0.17)
%Edge 10% 10% 10% 10% 10% 10% - - 26.4% - -
std.err - - - - - - - - (2.23%) - -
%Sign-Edge 10% 10% 10% 10% 10% 10% - - 26.3% - -
std.err - - - - - - - - (2.41%) - -
expression levels as covariates. Using the same network structure as for Li and Li
(2010) and applying the default algorithm of Yip and Horvath (2007), we identified
174 separate gene modules with a total of 1237 genes and 3478 intra-modular edges.
The largest module contains 76 genes. To estimate the regression coefficients, the
tuning parameters are chosen based on a five-fold cross validation (CV) applied to
the entire dataset for lasso, Grace/aGrace, and group-Grace/aGrace. For rGrace,
instead of choosing the tuning parameters that minimize CV-error, we compute the
average of the optimal tuning parameters in each fold. With selected tuning pa-
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Table 4.4: Prediction errors (PE), the means of four nonzero coefficients
(β1, β21, β22, β42), the true positive rate (TPR), the true negative rate (TNR), the
proportion of selected true edges (%Edge), and the proportion of selected true edges
of correct sign (%Sign-Edge), for bGrace and rGrace (use the Z-cut method for vari-
able selection) with three sets of hyperparameters based on 100 replicates.
bGrace rGrace
C1 C2 C3 C1 C2 C3
PE 7.2 - 7.1 4.4 3.8 4.0
std.err (1.6) - (1.6) (1.3) (1.2) (1.3)
β1 = 3 2.83 - 2.81 2.87 2.87 2.82
std.err (0.19) - (0.18) (0.18) (0.16) (0.19)
β21 = 3 2.82 - 2.80 2.85 2.83 2.83
std.err (0.20) - (0.19) (0.17) (0.17) (0.18)
β22 = −2 -1.84 - -1.82 -1.85 -1.82 -1.86
std.err (0.17) - (0.16) (0.18) (0.17) (0.20)
β41 = −2 -1.82 - -1.82 -1.84 -1.87 -1.82
std.err (0.18) - (0.17) (0.15) (0.15) (0.17)
TPR 99.4% - 98.9% 99.0% 97.9% 98.9%
std.err (0.04) - (0.04) (0.01) (0.09) (0.03)
TNR 84.8% - 84.3% 88.9% 95.2% 93.3%
std.err (0.16) - (0.14) (0.17) (0.06) (0.06)
%Edge 10% - - 26.4% 55.0% 55.4%
std.err - - - (2.23%) (4.45%) (6.19%)
%Sign-Edge 10% - - 26.3% 54.8% 55.5%
std.err - - - (2.41%) (4.46%) (6.30%)
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Table 4.5: Prediction errors based on brain ageing gene expression data, using lasso,
Grace, aGrace, group-Grace, group-aGrace and rGrace.
lasso Grace aGrace group-Grace group-aGrace rGrace
PE 0.099 0.081 0.080 0.107 0.107 0.067
#Genes 19 61 84 99 105 58
#Edges 0 4 22 58 61 38
rameters, rGrace runs MCMC for 100,000 iterations to sample from the posterior
distribution (total computing time 270 hours on an Inteli5-2320, 3 GHz processor, 6
GB RAM). To estimate the prediction errors, we apply a nested CV procedure, with
an outer three-fold CV loop and an inner five-fold CV loop (Varma and Simon, 2006).
Table 4.5 shows the prediction errors, and the number of genes and edges based on
the regression coefficients for various methods. Our proposed methods achieve bet-
ter prediction performance than Grace/aGrace without using information about the
potential signs of the regression coefficients. Table 4.6 displays the nonzero edges
among significant genes selected by rGrace using Z-cut. The identified genes CAV1
and CAV2 are associated with progressive optic nerve degeneration (Wiggs et al.,
2011). Gene CD247 is reported to be significantly enriched in neurological disease
(de Jong et al. 2012) and gene CDK5 is related to adult-onset neuro-degeneration,
as the lack of CDK5 within the nervous system leads to abnormalities in neuron
development (Trunova and Giniger 2012). Among discovered edges, it is interesting
to note that physical interaction was confirmed between gene pairs (CD247, NCR3),
(CD247, SHC1), (CAVA1, YES1), and (DVL1, DVL3) based on iRefIndex (Razick
et al., 2008). Genes PLAT and SERPINF2 share protein domains based on InterPro
(Hunter et al., 2009). Also, gene pairs (F12, SERPINF2) are colocalized (Schadt et
al., 2004). This biological evidence supports the validity of rGrace.
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Table 4.6: Edges among significant genes obtained by rGrace based on brain ageing
gene expression data.
Gene pair Sign Sign in initial graph
NCR2 TYRPOBP 1 1
CDC25B YWHAB 1 1
CDC25B YWHAE 1 1
PLAT PLG 1 1
MPZ MPZL1 1 1
NLGN1 NRXN1 1 1
DVL1 FRAT2 -1 1
DVL3 FRAT2 -1 1
F12 PLG -1 1
PLG SERPINF2 -1 1
MLLT4 SSX2IP -1 1
CAV1 CD247 1 0
CAV1 NCR3 1 0
CAV1 SHC1 1 0
CAV2 CD247 1 0
CAV2 CDK5 1 0
CAV2 LCK 1 0
CAV2 SHC1 1 0
CD247 SHC1 1 0
CDK5 SHC1 1 0
LCK NCR3 1 0
NCR2 YES1 1 0
DVL1 DVL3 1 0
F12 SERPINF2 1 0
CAMK2A PPP3CB -1 0
CAV1 NCR2 -1 0
CAV1 YES1 -1 0
CAV2 NCR2 -1 0
CAV2 YES1 -1 0
CD247 NCR3 -1 0
CD247 TYROBP -1 0
CDK5 NCR2 -1 0
CDK5 TYROBP -1 0
LCK NCR2 -1 0
NCR2 NCR3 -1 0
NCR2 SHC1 -1 0
TUBB2C TUBB4 -1 0
PLAT SERPINF2 -1 0
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4.6 Discussion
We have proposed a Bayesian hierarchical model, rGrace, that incorporates the net-
work (graph) structure of covariates and produces posterior inference of regression
coefficients and a graph structure. Compared to Grace/aGrace, rGrace can discover
different gene-gene relations by allowing random graph structure. A simulation study
and real data analysis demonstrated that the estimated coefficients have lower pre-
diction error. The MCMC procedure also facilitates the estimation of the posterior
probability of the graph structure.
Our prior for the graph structure encourages similar structures as the initial graph.
To further induce sparseness or fewer groups, the prior can, for instance, take the form
P (G) ∝ exp(−λG#{edges}),
or
P (G) ∝ exp(−λG#{groups}).
In general, as suggested by Mukherjee and Speed (2008), one can take a log-linear
network prior,




where each fi(G) maps certain feature of the graph to a real value that increases if the
graph deviates more from prior belief, with weight wi. Such a feature can also include
edges within each group, degree distribution, the number of two-stars, triangles, and
so forth. This general class of informative network priors is also consistent with
exponential random graph models (Robins et al., 2006). However, more equivalent
graphs may arise with such specification.
In this chapter, we use the MCMC procedure to sample graphs. Alternatively,
for a moderate number of possible models (graphs), the Metropolized Carlin-Chib
(Carlin and Chib, 1995) method can be adopted by setting up pseudopriors. If the
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number of graph structures of interest is small, one can even run a Gibbs sampler for
each fixed graph structure and directly compare the Bayes factor, which is possible
since the prior is proper. Other Bayesian model selection methods can be found in
the survey of Han and Carlin (2001) and Dellaportas et al. (2002).
The linear model in this chapter can be extended to generalized linear models.
Holmes and Held (2006) discussed Bayesian logistic regression and multinomial regres-
sion based on auxiliary variable methods. Yang and Song (2010) studied a Bayesian
probit regression model for disease classification, utilizing a latent variable represen-
tation. Intercept and regression coefficients are integrated out to avoid convergence
problems in the MCMC algorithm. With suitable implementation, the rGrace proce-
dure can be extended to generalized linear models.
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Chapter 5
Conclusion and future work
5.1 Conclusion
In summary, we proposed two graph structured inferential models. In chapter 3,
we introduced a penalized conditional logistic regression procedure GFuseTLP for
matched case-control DNA methylation data. Combining truncated lasso penalty
and graph fused-lasso penalty, this procedure can be applied to high dimensional
sparse data with complex correlation structure. We presented a computationally effi-
cient algorithm that combines minorization-majorization principle, difference of con-
vex programming and alternating direction method of multipliers. Using extensive
simulation studies, we showed that GFuseTLP has superior performance in select-
ing outcome-related CpG sites compared to existing methods especially when signals
are strong and CpG sites are highly correlated. In analysis of a real breast tumour
DNA methylation data, the proposed method selected more potentially causal CpG
sites with modest signals when many of them are known to be associated with breast
cancer. In chapter 4, we introduced rGrace, a Bayesian hierarchical model that in-
corporates the network structure of variables and produces posterior inference of re-
gression coefficients and a graph structure. The full hierarchical model was presented
along with the Markov Chain Monte Carlo sampling inference procedure. Simulations
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and real data analysis illustrated that rGrace can produce more accurate coefficients
with lower prediction error and discover different gene-gene relations that refines the
network prior.
5.2 Future work
CpG sites network structure. In chapter 2, we assumed a fully connected network
structure for CpG sites within a gene. Other commonly used network structures
include a ring network (Sun and Wang, 2012) and a network consists of a few highly
connected hubs and many poorly connected nodes (Li and Li, 2008, 2010). Therefore
developing penalty functions that are robust to the CpG sites network structure serves
as one direction of our future work. Alternatively, we may apply rGrace to the data
assuming fully connected network structure for CpG sites within a gene as the prior
and estimate the posterior distribution of the network structures. Then we can fit
the penalized conditional logistic model to get the selection probabilities assuming
each of the posterior network structure, and aggregate those selection probabilities
by the posterior weight of the network structures. For example, we assume there are
only two posterior graphs G1 and G2 with posterior probability p and 1 − p. Fit
penalized conditional logistic regression model to the data assuming G1 and G2 to
calculate selection probabilities S1 and S2 respectively. Then aggregate S1 and S2 to
a single vector of selection probabilities by weighting them according to the posterior
probability of the assumed graph structure, i.e S = S1 ∗ p + S2 ∗ (1 − p). It is of
interest to investigate the performance of the aggregated selection probabilities.
Bayesian variable selection. In chapter 3, we selected variables according to a
hard-threshold rule on posterior mean or standard deviation. One future direction
is to adopt a fully Bayesian spike and slab variable selection approaches (Ishwaran
and Rao, 2005; Li and Zhang, 2010) by imposing a continuous bimodal prior on the
variance of β. Such prior is usually a mixture of a uniform flat distribution (the slab)
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and a degenerate distribution at zero (the spike).
Joint analysis of DNA methylation and gene expression. DNA methylation analy-
sis alone is insufficient to study tumour development, since not all methylation changes
are causal to cancer. Expression array technologies are much more mature compared
to methylation. Gene expression profiles offer another source of prognostic informa-
tion to cancer as they measure the functional consequences of tumours. However a
separate gene expression analysis ignores its relationship with DNA methylation. To
improve systematic identification of critical oncogenes, integrated examinations of ge-
netic and epigenetic data are becoming more common. Chari et al. (2010) proposed
a multiple concerted disruption (MCD) analysis, investigating concordant changes
in gene copy number, allelic status, DNA methylation and gene expression. In the
MCD strategy, differentially expressed genes are identified first, and a subset of genes
having concordant changes in one or all DNA dimensions are selected. Loss et al.
(2010) related gene expression and methylation by fitting an exponential curve be-
tween them. These two approaches are first attempts without sophisticated statistical
models. Jeong et al. (2010) used an empirical Bayes model to combine gene expres-
sion and methylation, and makes inference based on posterior. They model marginal
gene expression and marginal methylation by a mixed model then correlate the co-
efficients in marginal models through multivariate Gaussian distribution. However,
this method relies on lognormal distribution assumption of both gene expression and
methylation values. One future direction is to conduct a joint analysis of these two
types of data to evaluate whether it provides more power to map cancer related genes
than gene expression analysis or methylation analysis alone. One possible solution is
to fit the penalized conditional logistic regression model on the combined data with a
suitable network structure. Another solution is to construct a Bayesian hierarchical
model with appropriate prior on the connectivity of genes and CpG sites.
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Appendix A
Appendix for chapter 3
A.1 Generative and conditional model for matched
case-control data
Consider a study of KJ subjects in K matching strata with n1k cases and n0k =
J − n1k matched controls in stratum k, k = 1, . . . , K. For the kth stratum, let
Yk = (Yk1, . . . , YkJ) denote the dichotomous outcomes, and let Xk = (Xk1, . . . ,XkJ)
denote the associated variables. For each stratum, we assume there is a stratum-
specific confounder or a matching variable Z.
The generative model is





, k = 1, . . . , K, j = 1, . . . , J. (A.1)
To get rid of the nuisance parameter Z, Breslow and Day (1987) and Chamberlain
(1980) proposed a conditioning argument, conditional on the total number of nonzero
outcomes in a stratum. If J = 2, we only need to include strata with one case and
one control, since strata with two cases or two controls do not affect conditional
likelihood. This is because conditioning on Yk1 + Yk2 = 2(0) we can already infer
that both outcomes equal to 1(0). Therefore, we can simulate one-to-one matched
case-control data by generating from (A.1) and selecting strata with one case and one
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control.
Assuming that a given stratum k is composed of one case and one control with
known unordered values {Xk1,Xk2}, the conditional probability that Xk1 is associ-
ated with the case is
P (Yk1 = 1|Yk1 + Yk2 = 1,Xk1,Xk2, Zk)
=
P (Yk1 = 1, Yk2 = 0|Xk1,Xk2, Zk)





































Hence we can also generate data from the conditional model where we first simulate
Bernoulli random variable Yk1 with success probability (A.2) then let Yk2 = 1− Yk1,
for k = 1, . . . , K.
Fleiss et al. (2003) presented a slightly different argument that takes sampling
into account. With unbiased sampling assumption,






where S is the selection indicator and g(Z) is a function of Z. And the conditional
probability (A.2) can be similarly derived.
A.2 Shape of conditional likelihood










For finite samples, small samples in particular, conditional likelihood as a function of
β may reach a plateau before β reaches the true β (Heinze and Puhr, 2010). To verify
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this stylized fact, we generate 50 case-control pairs from (A.6) fixing dimension p = 1,
unit variance for X, σZ = 0 and β = 10. The log conditional likelihood is shown in
Figure A.1. The likelihood ceases to increase when β is around 3 although the true
β is 10. And this shape of likelihood may lead to estimation bias for likelihood based
estimators (Greenland, 2000; Heinze and Puhr, 2010; Sun et al., 2011).

















Figure A.1: Stylized plot for log conditional likelihood.
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A.3 AUC
Area under the receiving operator characteristic (ROC) curve is a popular measure of
the classification performance for binary outcomes (Bradley, 1997; Pepe et al., 2004,
2006). AUC effectively summarizes the probability of making the correct prediction of
case and control. For finite samples, AUC is the non-parametric two-sample Mann-
Whitney U test statistics. Before proceeding to the AUC for conditional logistic
model, we briefly review the AUC for (unconditional) logistic regression model.
A.3.1 AUC for (unconditional) logistic regression model
For n unmatched case control data generated from





, i = 1, . . . , n,
we assume that the first n1 observations are cases and the next n2 observations are
















Assuming both {Xi} and {Ŷi} are i.i.d, AUC is an empirical estimate of its expectation
P (X1
ᵀβ > X2
ᵀβ|Y1 = 1, Y2 = 0).





ᵀβ|Y1 = 1, Y2 = 0)






P (Y1 = 1, Y2 = 0|W1,W2)P (W1,W2)dW1dW2∫∞
−∞
∫∞
−∞ P (Y1 = 1, Y2 = 0|W1,W2)P (W1,W2)dW1dW2
(A.3)
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A.3.2 AUC for conditional logistic regression model
Now we consider a matched case-control data with K strata. Assuming there is one






{I( ˆYk11 > ˆYk12) +
∑
k2 6=k1
I( ˆYk11 > ˆYk22)}.
Let Wkj = X
ᵀ




ᵀβ|Y11 = 1, Y22 = 0)












h(W11,W22) = P (Y11 = 1, Y12 = 0, Y21 = 1, Y22 = 0|W11,W22)P (W11,W22).
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1 + exp(Xᵀkjβ + Zk)
)
, (A.6)
and stratum k is selected only if Yk1 + Yk2 = 1. Under this assumption,
h(W11,W22)
= P (Y11 = 1, Y12 = 0|W11)P (Y21 = 1, Y22 = 0|W22)P (W11,W22)
=
(∫ ∫
P (Y11 = 1, Y12 = 0|W11,W12, Z1)P (W12, Z1|W11)
)
(∫ ∫






1 + exp(W11 + Z1)
1













1 + exp(W21 + Z2)
1






















In particular, when σ2Z = 0, AUC for conditional logistic regression (A.5) with (A.7)
plugged in is identical to the AUC for logistic regression (A.4).
















= (P (Y11 = 1|W11)P (W11))(P (Y21 = 1|W22)P (W22))
=
(∫
P (Y11 = 1|W11,W12)P (W12|W11)P (W11)dW12
)
(∫




P (Y11 = 1|W11,W12)P (W12)P (W11)dW12
)
(∫






























To visualize AUC for conditional logistic regression model, we set the number of
variables to 10 and let Σ be the 10 by 10 diagonal matrix. The coefficient β for
all variables are equal to δ and we consider δ = log(1.2), log(1.4), log(1.6), log(1.8),
log(2.0), log(2.7), log(5), log(10.0). When data comes from the generative model,
we also consider the standard deviation for the stratum-specific confounding variable
σZ = 0, 5, 25. AUC curves are shown in Figure A.2. For generative models, the AUC
curve varies significantly with different levels of σZ . However, stratum-specific con-
founder is unobservable or quantifiable in general, and estimating its actual variance
is difficult. When data is generated from the conditional model, AUC flattens quickly
and does not increase to 1 with increasing β. In fact, AUC remains less than 0.85
when δ = log(5000). Hence AUC is a not a suitable measure to judge conditional
logistic regression models, regardless of whether the data is generated from generative














































Figure A.2: Expected AUC for conditional logistic regression model when data is
generated from either the generative model or the conditional model.
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ᵀβ|Yk1 = 1, Yk2 = 0).
On the contrary to AUC, AUCstrata only makes within stratum comparisons, which
makes it much less sensitive to the stratum-specific confounding variables. AUCstrata
is en empirical estimate to
P (X11
ᵀβ > X12
ᵀβ|Y11 = 1, Y12 = 0)











where W̃1j = W11 + Z, j = 1, 2, and
g(W̃11, W̃12) = P (Y11 = 1, Y12 = 0|W̃11, W̃12)P (W̃11, W̃12).


































When σ2Z = 0, AUCstrata (A.8) is identical to logistic regression AUC (A.4).
Using the same setup as in Figure A.2., AUCstrata curves are shown in Figures
A.3. Compared to AUC, AUCstrata is much less affected by σZ values, and when δ
is sufficiently large, AUCstrata approaches 1 as expected. Note that AUCstrata is 1
minus the classification error if within each stratum we classify the observation with





































Figure A.3: Expected AUCstrata for conditional logistic regression model when data
is generated from the generative model.
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Appendix B
Appendix for chapter 4
B.1 Derivation of sampling scheme
We will now derive the sampling scheme for β|σ2. According to Andrews and Mallows




















































































































pjsj)ds1 . . . dsJ .



































































pjsj)ds1 . . . dsJ , (B.1)













































where each Oj is an orthogonal matrix and ∧j is a diagonal matrix, that is ∧j =
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As a result, we can treat β|σ2 alternatively as:







 I(sj > 0)
√
sj
∏pj
l=1(
√
1
sj
+
λ2wjl
σ2
)
exp(−λ
2
1pj
8σ4
sj)
 .
