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Abstract
Anticipating human motion depends on two factors: the
past motion and the person’s intention. While the first fac-
tor has been extensively utilized to forecast short sequences
of human motion, the second one remains elusive. In this
work we approximate a person’s intention via a symbolic
representation, for example fine-grained action labels such
as walking or sitting down. Forecasting a symbolic repre-
sentation is much easier than forecasting the full body pose
with its complex inter-dependencies. However, knowing the
future actions makes forecasting human motion easier. We
exploit this connection by first anticipating symbolic labels
and then generate human motion, conditioned on the human
motion input sequence as well as on the forecast labels. This
allows the model to anticipate motion changes many steps
ahead and adapt the poses accordingly. We achieve state-
of-the-art results on short-term as well as on long-term hu-
man motion forecasting.
1. Introduction
Anticipating human motion is highly relevant for many
interactive activities such as sports, manufacturing, or navi-
gation [25] and significant progress has been made in fore-
casting human motion [5, 7, 8, 12, 18, 23, 26]. Con-
ceptually, human motion anticipation depends on two fac-
tors: the past motion and the intention of the person. The
first factor naturally lends itself to being modelled recur-
sively, which has been successfully exploited by many re-
cent works [8, 18, 21, 23]. These models achieve impres-
sive results in forecasting short time horizons less than a
half second but exhibit common issues such as converging
to mean poses and noise accumulation for longer time hori-
zons. While one emerging solution to this problem is the
use of adversarial training strategies [9, 18, 29] to regular-
ize the model output, we propose to model the intent of the
person as a complementary approach to solve this problem.
The motivation behind this is that for longer time horizons
it is easier to forecast the intention or actions rather than
the full body pose with all its intricacies. However, if one
Figure 1. Given a human motion input sequence, represented as
blue-red skeletons, our model forecasts the future human motion,
represented as yellow-green skeletons. However, instead of pre-
dicting the future poses directly from the past poses (bottom), we
additionally anticipate a symbolic representation for the motion
(top). The human poses are forecast based on the past human poses
and the forecast symbolic labels.
knows the future actions, forecasting the human motion be-
comes an easier task.
In order to approximate the intention of a person, we
use a symbolic representation. This symbolic representa-
tion can be considered as fine-grained actions like walking
or standing that on one hand abstracts the human motion by
a categorical representation and on the other hand is fine-
grained enough such that each symbol represents a motion
that is not too diverse. Given such symbolic representation,
our model forecasts the human motion not directly from the
past human poses, but it first forecasts the high-level sym-
bolic representation from which it then generates the future
human poses, conditioned on the past motion, as it is il-
lustrated in Figure 1. This means that the forecast human
poses depend not only on the past motion sequence but also
on the past, current and future symbolic labels. This allows
the model to anticipate motion changes many steps ahead
resulting in smooth transitions. Furthermore, it allows an-
ticipation of longer time horizons as the categorical labels
help the model to generate realistic poses instead of degen-
erating to a mean pose. Qualitative results of anticipating
long time horizons can be seen in Figure 2 while Figure
3 provides an example of generating smooth transitions by
forecasting future labels.
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Figure 2. Qualitative results of our model: the blue-red skeletons represent the model input while the yellow-green skeletons are the model
output. The top row represents a sequence which was generated without symbolic labels. After 1 second the motion freezes into a mean
pose. The bottom row represents a sequence generated with symbolic labels where sensible motion is retained for several seconds.
Figure 3. Qualitative results of our model with action anticipation:
the middle row represents the ground truth data with the associ-
ated human-labeled action labels below. The sequence captures a
person in the process of standing up. The top row sequence was
generated without action labels: instead of initiating the stand-up
motion it remains sitting on a chair. The bottom row was generated
with action label forecasting: the model correctly detects the initi-
ation of standing up and forecasts action labels and poses. Errors
in the label forecasting are marked with a red x.
Our model is trained end-to-end and consists of several
components. It first extracts from the observed human poses
the symbolic labels. These are then forecast by a sequence-
to-sequence module. Finally, the poses are forecast by a
recurrent network that takes the past observed human poses
and the past and future symbolic labels as input. This means
that the network already knows when forecasting the first
pose what actions will happen next.
We evaluate our approach for human motion forecasting
on the Human 3.6M [11] dataset. On this dataset, our ap-
proach achieves state-of-the-art results for time horizons up
to four seconds. We also thoroughly evaluate the impact of
the symbolic representation.
2. Related Work
In recent years deep neural networks have been used to
synthesize and anticipate 3D human poses from motion cap-
ture data. Significant progress has been made in synthesiz-
ing human motion from data [16, 19, 20, 30]. However,
these models require control input and do not forecast hu-
man motion. Holden et al. [10] show that autoencoders can
be utilized to learn a human motion manifold. Bu¨tepage et
al. [3] extend this idea by embedding the skeletal hierarchy
structure of the data into the model. Similarly, structural
RNNs [12] encode the hierarchy utilizing RNNs. Encoder-
Recurrent-Decoder (ERD) [5] auto-regressively forecasts
human motion by utilizing an encoder-decoder structure for
modeling human poses and an LSTM for temporal mod-
elling. ERD suffers from error accumulation and requires
careful training by adding Gaussian noise to the input data.
Auto-conditioned recurrent networks [32] extend the learn-
ing procedure by not relying on teacher forcing but by feed-
ing back the network output to the next time step prediction
in fixed interval steps, making the model less susceptible
to error accumulation. Residual sequence-to-sequence ar-
chitectures [23] model first-order motion derivatives using
a sequence-to-sequence model [31] popularized in machine
translation, however, with shared weights between encoder
and decoder. QuaterNet [27] replaces the exponential map
representation of previous works by a quaternion represen-
tation, which does not suffer from common 3D rotational
problems such as gimbal locks. The loss is calculated in
3D Euclidean space by using forward kinematics and joints
are weighted according to their importance in the kinematic
chain. A similar approach is utilized in Hierarchical Motion
Recurrent networks [21] where a novel RNN structure is
proposed which better represents skeletal structures. Graph-
convolutional neural networks [22] can be utilized to learn
human motion in trajectory space rather than in pose space,
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Figure 4. Network overview: (1) The symbolic label extraction module fL takes the observed human poses xt1 as input and predicts frame-
wise probabilities for the symbolic labels cˆt1. (2) For each frame, the probabilities cˆτ are concatenated with the human pose vector xτ . A
sequence-to-sequence module then forecasts the symbolic labels cˆTt+1. It consists of a recurrent encoder eF , which maps the sequence to a
vector, followed by a recurrent decoder dF , which predicts cˆTt+1. (3) Past and future symbolic labels cˆT1 are mapped to a single vector vL
by the recurrent label encoder eL. (4) Similarly, the past poses xˆt1 are mapped to a single vector vP by the recurrent pose encoder eP . (5)
The hidden states vL and vP are concatenated and passed to the recurrent pose generator fG. It recurrently estimates the poses xˆTt+1 from
the previous estimated pose and the current symbolic label.
Figure 5. Graphical representation of the symbolic label extrac-
tion module fL and its residual block.
which enables the network to model long-range dependen-
cies beyond that of the kinematic tree.
Recently, models based on adversarial training gained
some attention: Convolutional Sequence-to-Sequence mod-
els [18] utilize a convolutional encoder-decoder structure
with adversarial loss to prevent overfitting. Adversar-
ial Geometry-Aware encoder-decoder (AGED) [8] utilize
two adversarial losses: one to tackle motion discontinu-
ity, which is a common problem in previous models, and
one to ensure that realistic motion is generated. On top of
that, the geodesic rather than the Euclidean distance is used
as reconstruction loss. Spatio-Temporal Motion Inpainting
(STMI-GAN) [29] frames human motion anticipation as in-
painting problem which can be solved using a GAN. The
model learns the joint distribution of body poses and mo-
tion, enabling it to hypothesize large portions of missing
data.
Recently, anticipating future actions from data [15, 17]
has seen growing interest: Abu Farha et al. [1, 4] utilize an
RNN to forecast action labels from videos. Ke et al. [13]
and Gammulle et al. [6] build on this by utilizing temporal
convolutions with time-variable and memory networks, re-
spectively. These models are capable of forecasting action
labels several minutes into the future.
3. Model
In this work we address the task of forecasting human
motion. This means that we observe 3d human skeletons for
t frames, which are denoted by xt1 = (x1, . . . , xt) ∈ Rt×d
and where d is the feature dimension that represents the hu-
man pose, and our goal is to forecast the future pose se-
quence xTt+1. While previous approaches use a network to
anticipate the future poses directly from the past poses, we
propose to use a symbolic representation, which abstracts
human poses on a higher level, and forecast the symbolic
representation as it is illustrated in Figure 1. The forecast
poses depend then on the forecast symbolic representation
of the motion and the observed human poses in the past.
In our experimental evaluation, we will show that the sym-
bolic representation substantially improves the quality of
the forecast human motion for time horizons beyond one
second in the future.
Figure 4 illustrates the network, which consists of three
components. The pose label predictor fL, which is de-
scribed in Section 3.1, infers from the observed poses xt1
the symbolic labels cˆt1. The network component fF , which
is described in Section 3.2, uses the observed poses and in-
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ferred symbolic labels to forecast the symbolic labels for
the future frames cˆTt+1. The last component fG, which is
described in Section 3.3, forecasts the human poses xˆTt+1
based on the inferred and forecast symbolic labels cˆT1 and
the observed poses xt1.
3.1. Pose Label Predictor
For the pose label predictor fL, we use a temporal con-
volutional network which takes as input a human motion
sequence xt1 and infers the respective symbolic labels c
t
1,
i.e.,
ct1 = fL(x
t
1). (1)
The model has a kernel size of 3, with exponentially in-
creasing dilation factors, similar to WaveNet [24]. We
utilize 5 layers which results in a receptive field of 65
frames. Each layer is composed of the standard TCN resid-
ual block [2] without Dropout, which is shown in Figure 5.
A 1 × 1 convolution is added to the first layer to match the
number of hidden units in the residual block. As intermedi-
ate loss for fL, we use the categorical cross-entropy:
LfL =
1
t
t∑
τ=1
n∑
j=1
cτj log(cˆτj) (2)
where n is the total number of discrete symbolic labels, cτj
denotes the ground-truth value of the j-th class at time step
τ , and cˆτj denotes the predicted probability of the j-th class
at time step τ .
3.2. Label Forecasting
For label forecasting, we use a sequence-to-sequence
model, which consists of a recurrent encoder eF and a re-
current decoder dF , as shown in Figure 4. The recurrent en-
coder consists of GRU units that take the previous estimated
hidden state vτ−1 and the current pose xτ concatenated with
the probabilities of the symbolic labels cˆτ as input:
vτ = GRU(vτ−1, xτ ⊕ cˆτ ). (3)
For τ = t, the entire sequence information is then encoded
by the vector
vt = eF (x
t
1, cˆ
t
1). (4)
The decoder dF also consists of GRU units that start with
vt and forecast for t < τ ≤ T the symbolic labels, i.e.,
(vτ , cτ ) = GRU(vτ−1) (5)
where an additional softmax layer is applied to cτ to ob-
tain the probabilities for the symbolic labels cˆτ . The label
forecasting component fF is thus the combination of the
recurrent encoder and decoder:
cˆTt+1 = fF (x
t
1, cˆ
t
1) = dF (eF (x
t
1, cˆ
t
1)). (6)
Similar to fL, the intermediate loss is defined as follows:
LfF =
1
T − t
T∑
τ=t+1
n∑
j=1
cτj log(cˆτj) (7)
where cˆτj is the forecast probability of label j at time step
τ .
3.3. Forecasting Human Motion
For human motion forecasting, we also use a recurrent
network fG, as shown in Figure 4. The hidden state of the
network pτ is initialized by two recurrent encoders eL and
eP , which use GRU units as all encoders in the network.
The encoder eL takes as input the inferred and forecast sym-
bolic labels cˆT1 and encodes the entire sequence information
in a single vector. The motivation behind this is that fG then
already knows the sequence of abstract motion it needs to
generate, allowing for smooth transitions between different
motions. The second encoder eP takes as input the human
motion input sequence xt1 and encodes the observed human
pose sequence in a single vector. The vectors of both en-
coders are then concatenated to obtain
p = eL(cˆ
T
1 )⊕ eP (xt1). (8)
The recurrent network fG consists of GRU units and
recursively forecasts the human poses for the frames
t < τ ≤ T . It takes for each frame τ the previous estimated
pose xˆτ−1 concatenated with the forecast symbolic label cˆτ
as input:
(pτ , xˆτ ) = GRU(pτ−1, xˆτ−1 ⊕ cˆτ ). (9)
For τ = t + 1, pτ−1 = p and xˆτ−1 = xt. We train our
network with the L2 loss
LfG =
1
J · (T − t)
T∑
τ=t+1
J∑
j=1
||xτj − xˆτj ||2 (10)
where J is the number of joints in the pose and xτj and
xˆτj denote the ground truth and model prediction of joint
j at time frame τ , respectively. To obtain a smooth tran-
sition between the observed and forecast poses, we use a
warm-up phase for fG. This means that the network does
not directly start to forecast xˆt+1, but it also estimates the
latest w observed poses xˆtt−w+1.
3.4. Implementation Details
We train our model using the Adam optimizer with a
learning rate of 0.0005 and a batch size of 16. After the op-
timizer converges, we switch to SGD with a learning rate of
0.0001 [14]. We also found that using hard-labels (one-hot
encoding) works best for pose forecasting. During training,
we thus feed the ground-truth labels to fG as well as to fF .
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Figure 6. Samples for all 11 action labels obtained by human
labeling. When a person is Standing, the legs are firmly placed on
the ground. Walking is a directed forward-motion while Steps are
undirected backwards or side-steps. Persons may also Squat, Sit
on the floor, Sit on a chair or Kneel. We also provide transitional
labels. We distinguish between Sitting down and Kneeling down
as they are visually distinct in the mocap sequences.
During evaluation, argmax is applied to the softmax outputs
and the model operates end-to-end. For all our experiments,
we set the number of hidden units per convolution in fL to
256, the number of hidden units in GRUs eF , dF and eP
to 512, the numbers of hidden units in GRU eL to 256, and
the numbers of hidden units in GRU fG to 768 to match
the concatenation of eL(cˆT1 ) and eP (xt1). If not otherwise
stated, our model uses a warm-up period of w = 24. The
effect of w is evaluated in Section 4.6.
4. Experiments
4.1. Data Representation
For training and evaluation we utilize Human3.6M
(H3.6M) [11], a large-scale human mocap dataset with
seven actors performing 15 different actions such as walk-
ing and smoking. The dataset is sampled at 50Hz and has in
total 527.599 frames. The dataset consists of 210 sequences
which are between 20 and 127 seconds long with an aver-
age length of 50 seconds. As it was proposed in [22], we
utilize 3D joint positions rather than an angular represen-
tation. To make our model comparable with models that
where trained on rotational representations [18, 21, 23, 26],
we map an Euler angle representation to 3D joint coordi-
nates using actor S1, as it was done in [22]. Global rotation
and translation are removed for this step.
4.2. Frame-wise Symbolic Labels
For obtaining frame-wise symbolic labels, we apply two
approaches: First, we annotate all 527.599 frames with one
of 11 action labels: kneeling, kneeling down, leaning down,
sitting on chair, sitting down, sitting on floor, squatting,
standing, standing up, steps, walking. The labels were cho-
sen as they are easy to identify in motion capture data and as
occur in all actor sequences. Figure 6 describes all human-
annotated action labels. Second, we generate symbolic la-
bels: For a single frame, we concatenate the pose with the
next 10 poses and apply PCA to reduce the dimension of
the feature vector to 32. We then use k-means to cluster k
symbolic labels. To obtain labels for the test set, we extract
PCA features in the same way and assign them to the label
of the closest center.
4.3. Comparison to State-of-the-art
We compare our model to several recent state-of-the-art
methods for which we use their available open-sourced im-
plementations. For QuaterNet [26, 27] we use the weights
provided by the authors while we retrained the other meth-
ods based on the best-performing setups. The method pro-
posed by Mao et al. [22] (TD) is set apart from the other
methods by not being recurrent but instead working with
fixed sized input and output sequences. We thus trained
the model to predict 1 second into the future and recur-
sively apply its full output sequence back as input to fore-
cast longer time horizons. For works that utilize rotational
data [18, 21, 23, 27], we apply forward kinematics with ac-
tor S1 to obtain the 3D positions of the joints. The Zero
Velocity baseline as well as the trajectory dependency (TD)
model [22] utilize 3D pose data directly.
4.4. Short-term Motion Prediction
To evaluate short-term motion prediction, we follow the
same protocol as described in [22] where the L2 distance
between ground-truth and predicted 3D joint coordinates
are calculated. For each of the 15 actions of the Human
3.6M dataset, 8 random sub-sequences are used. Our results
can be seen in Table 1 where we achieve highly competi-
tive results. The highly competitive trajectory dependency
(TD) model [22] achieves better results in Walking while
we perform best on the Eating sequences. For the Smok-
ing and Discussion sequences, our model ties with [22] but
performs better for longer forecast horizons, i.e. 1 second.
Pavllo et al. [26] note that evaluating on 8 random sub-
sequences per action produces high variance when choos-
ing different sequences. To better represent the test distri-
bution, we also adapt their evaluation protocol where 256
random sub-sequences per action are chosen. Under this
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Walking Eating
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000
ResSup [23] 21.7 38.1 58.9 68.8 79.4 91.6 15.1 28.6 54.8 67.4 82.6 110.8
CNN [18] 21.8 37.5 55.9 63.0 69.2 81.5 13.3 24.5 48.6 60.0 71.8 91.4
CNN (3D) [18] 17.1 31.2 53.8 61.5 59.2 71.3 13.7 25.9 52.5 63.3 66.5 85.4
TD [22] 8.9 15.7 29.2 33.4 42.3 51.3 8.8 18.9 39.4 47.2 56.5 68.6
Ours (k=4) 10.1 21.0 37.4 40.3 42.7 59.6 8.2 17.1 34.2 42.1 54.2 76.9
Ours 10.4 19.8 31.6 35.1 43.7 54.1 7.6 15.0 30.1 38.2 43.9 60.2
Smoking Discussion
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000
ResSup [23] 20.8 39.0 66.1 76.1 89.5 122.6 26.2 51.2 85.8 94.6 121.9 154.3
CNN [18] 15.4 25.5 39.3 44.5 50.3 85.2 23.6 43.6 68.4 74.9 101.0 143.0
CNN (3D) [18] 11.1 21.0 33.4 38.3 42.0 67.9 18.9 39.3 67.7 75.7 84.1 116.9
TD [22] 7.8 14.9 25.3 28.7 32.3 60.5 9.8 22.1 39.6 44.1 70.5 103.5
Ours (k=4) 8.3 15.9 30.0 38.2 49.5 62.8 15.8 32.8 69.7 86.7 106.6 128.2
Ours 8.2 14.6 24.2 27.6 33.2 56.8 10.6 21.7 54.1 65.5 83.3 93.2
Table 1. 3D positional error in millimeters for 8 sub-sequences per action, as defined in the evaluation protocol [12]. The numbers are
taken from [22].
Walking Eating
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 27.2 50.8 86.7 100.1 117.3 120.0 9.7 18.4 33.2 40.1 52.1 73.8
ResSup [23] 24.6 44.9 73.3 82.6 92.3 105.2 18.6 35.1 60.5 70.3 85.8 112.7
Lie [21] 28.9 43.5 74.3 82.7 91.7 127.2 16.7 29.6 51.4 59.4 73.0 112.0
CNN [18] 23.1 42.2 68.9 77.1 86.8 95.6 13.7 25.8 44.7 52.6 66.3 94.2
QuaterNet [26] 13.7 27.5 50.7 59.0 71.0 89.5 9.3 19.6 39.4 48.6 66.3 101.2
TD [22] 12.8 23.8 38.7 43.6 50.1 58.2 8.1 16.9 32.7 39.8 52.1 74.9
Ours (k=4) 12.0 22.6 39.0 44.9 52.2 59.4 9.3 17.7 33.7 40.9 52.5 76.3
Ours 11.4 20.3 31.8 35.9 41.6 51.8 7.9 15.5 28.9 35.3 46.6 67.3
Smoking Discussion
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 21.0 40.0 69.5 80.7 96.1 115.9 27.1 51.3 88.7 103.1 124.4 154.0
ResSup [23] 22.0 41.9 73.2 85.1 102.9 132.6 30.2 56.8 97.2 112.7 139.5 179.0
Lie [21] 16.6 30.5 55.0 64.8 80.9 116.4 25.8 47.4 80.3 92.4 112.8 146.3
CNN [18] 16.1 29.7 51.0 59.5 72.6 99.3 23.8 43.5 73.7 86.0 107.2 139.0
QuaterNet [26] 9.5 19.6 38.8 47.3 61.9 91.2 14.9 31.0 63.8 78.5 102.5 138.4
TD [22] 8.6 17.5 32.9 39.5 50.4 71.6 12.9 27.5 56.1 68.6 88.7 117.8
Ours (k=4) 9.4 17.9 34.1 41.5 54.0 76.0 17.6 35.0 66.8 79.7 100.3 131.0
Ours 10.1 18.6 31.8 37.0 45.2 64.9 18.3 35.7 66.0 78.3 96.3 123.6
Table 2. 3D positional error in millimeters for 256 sub-sequences per action to better represent the test distribution, as defined in the
evaluation protocol [26].
protocol we achieve state-of-the-art results as can be seen
in Tables 2 and 3. Our model is very strong on sequences
with repeating patterns such as Walking, Eating or Smoking
but also achieves state-of-the-art results on some sequences
with high variation such as Greeting, Waiting or Sitting. As
expected, our model outperforms all other methods for time
horizons longer than 400 milliseconds, when averaged over
all sequences.
4.5. Long-term Motion Prediction
Finding good evaluation metrics for long-term human
motion forecasting is an open research problem due to its
stochasticity. Recently, phase-based metrics [7, 29] have
been introduced to evaluate longer time horizons. They rep-
resent the predicted sequences as samples from a probabil-
ity distribution by casting the them as a pseudo probabil-
ity using Fourier transform. However, the data format in
these works [7, 29] is in Euler angles which we argue is sub-
optimal for this approach as the Fourier transform requires
its base to be continuous while Euler angles are discontinu-
ous. For this reason we utilize the 3D joint coordinates, as
described in Section 4.1, in our experiments.
To evaluate long-term motion prediction, we utilize the
normalized power spectrum similarity (NPSS) [7]. It com-
pares a ground-truth sequence with its forecast prediction
in the power spectrum, obtained by the Fourier transform.
Under NPSS, periodic motions such as walking will spike at
certain frequencies while aperiodic actions such as discus-
sion will show a more uniform spread in the frequency do-
main. NPSS normalizes the frequencies so that they sum to
6
Directions Greeting Phoning
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 15.2 28.9 50.7 59.6 74.5 105.8 23.5 44.0 77.1 91.0 113.0 149.0 24.5 46.4 82.5 97.0 119.8 140.4
ResSup [23] 24.6 47.1 82.8 96.8 117.6 154.0 36.0 67.1 112.6 129.5 156.7 200.2 24.0 45.1 77.4 89.3 108.6 142.4
Lie [21] 19.6 37.8 69.0 81.8 99.8 133.3 30.6 57.5 99.5 114.7 137.5 173.1 19.5 37.1 65.9 75.9 92.2 131.7
CNN [18] 19.4 36.8 64.7 76.7 94.5 128.7 29.8 55.3 91.7 105.4 126.9 161.0 18.1 33.5 59.0 69.5 88.5 126.5
QuaterNet [26] 11.8 26.5 56.0 68.8 87.0 122.5 20.0 41.9 79.4 94.0 118.2 158.2 12.0 24.2 47.6 58.4 78.3 120.2
TD [22] 9.8 22.4 48.9 60.0 77.3 107.5 17.9 36.7 70.4 83.2 103.7 134.7 10.1 20.8 41.2 50.6 68.0 104.6
Ours (k=4) 14.0 28.2 56.7 69.3 89.2 119.6 21.5 43.1 83.2 98.2 118.8 147.4 12.2 23.4 44.9 54.5 69.8 102.7
Ours 11.6 22.5 41.8 50.5 66.2 97.4 16.0 30.4 56.3 68.2 87.0 124.3 12.8 24.0 43.7 51.9 65.4 93.2
Posing Purchases Sitting
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 25.4 48.8 88.4 103.9 129.6 188.3 30.5 56.2 92.0 104.9 126.2 172.2 18.5 35.5 63.6 75.6 97.0 142.4
ResSup [23] 33.7 65.3 117.1 137.2 169.3 224.7 33.0 60.6 101.6 116.5 139.8 175.8 28.7 53.7 91.8 106.0 128.8 174.6
Lie [21] 26.1 50.2 93.1 110.9 141.5 204.6 27.6 52.2 88.8 102.9 125.6 164.0 18.5 35.0 62.6 74.5 95.7 138.3
CNN [18] 24.1 46.5 85.9 103.0 133.3 193.6 27.0 49.0 81.5 94.6 117.2 156.4 18.5 34.2 60.5 72.0 92.6 133.3
QuaterNet [26] 15.5 34.2 74.3 92.8 126.1 193.4 20.3 40.1 76.1 91.6 116.1 159.9 13.2 27.0 55.6 69.2 93.0 140.3
TD [22] 13.1 30.0 66.0 82.4 112.9 175.6 16.5 35.1 66.9 80.1 99.7 132.1 10.7 22.6 45.6 57.0 77.5 120.6
Ours (k=4) 17.2 34.6 69.5 85.6 113.1 172.4 20.6 39.8 74.8 90.6 115.8 151.9 13.2 25.4 49.5 61.1 81.7 126.5
Ours 19.2 38.0 73.8 89.3 116.0 169.6 23.8 44.7 76.6 84.1 110.3 159.1 14.2 27.2 49.2 56.3 73.9 113.1
Sitting Down Taking Photo Waiting
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 25.5 47.8 83.4 100.3 134.0 187.8 17.9 34.2 63.5 76.9 99.4 150.6 19.1 36.3 64.1 74.8 91.0 119.1
ResSup [23] 41.3 76.1 127.2 146.7 180.4 239.3 28.2 53.2 94.0 110.6 137.5 188.5 27.4 51.8 91.2 106.4 129.0 168.9
Lie [21] 26.4 50.3 86.8 102.6 131.1 182.7 20.8 37.9 68.6 82.2 106.9 155.3 22.8 42.9 76.7 89.8 110.3 149.5
CNN [18] 26.3 48.2 79.8 93.4 119.2 166.6 18.6 33.9 59.5 71.1 93.0 140.6 20.9 39.1 70.0 82.4 102.1 138.7
QuaterNet [26] 18.9 38.5 74.1 89.6 117.4 173.7 11.4 23.9 50.7 63.0 84.4 128.3 12.4 26.6 56.3 69.8 92.9 130.2
TD [22] 17.0 34.3 63.4 76.5 101.9 148.0 10.1 21.3 43.6 54.1 74.9 117.8 11.2 23.7 48.9 60.4 79.2 108.5
Ours (k=4) 25.9 49.3 89.8 111.8 146.9 212.8 12.9 25.8 52.2 65.8 90.7 143.8 12.9 25.4 50.6 62.0 82.3 113.4
Ours 19.3 37.5 65.6 78.4 104.5 150.1 14.3 27.7 54.5 67.5 90.5 144.2 13.2 25.2 46.1 54.6 67.8 101.0
Walking Dog Walking Together Average
milliseconds 80 160 320 400 560 1000 80 160 320 400 560 1000 80 160 320 400 560 1000
Zero Velocity [23] 52.9 98.2 153.5 165.3 170.5 201.7 21.9 41.8 73.5 85.0 100.2 103.0 24.0 45.2 78.0 90.6 109.7 141.6
ResSup [23] 41.2 74.8 119.1 134.4 157.0 195.1 22.4 41.7 68.8 78.6 93.2 113.9 29.1 54.3 92.5 106.8 129.2 167.1
Lie [21] 38.2 66.7 106.1 121.4 146.1 180.6 24.6 41.8 68.6 78.3 92.9 129.9 24.2 44.0 76.5 89.0 109.2 149.7
CNN [18] 36.2 63.7 98.7 111.1 130.6 171.7 20.3 37.9 63.7 72.7 84.9 101.7 22.4 41.3 70.2 81.8 101.0 136.5
QuaterNet [26] 25.5 49.0 85.1 98.5 123.7 176.0 11.3 23.8 45.0 53.7 67.7 89.8 14.6 30.2 59.5 72.2 93.8 134.2
TD [22] 24.2 47.4 80.9 93.5 109.0 147.8 11.3 22.3 40.2 47.0 56.6 66.5 13.0 26.8 51.8 62.4 80.1 112.4
Ours (k=4) 28.6 52.9 92.8 110.1 134.9 169.0 10.4 19.9 35.9 41.4 49.3 61.7 15.8 30.7 58.2 70.5 90.1 124.3
Ours 37.0 66.7 101.4 112.4 132.9 172.3 9.6 17.8 29.9 34.1 39.2 48.8 15.9 30.1 53.2 62.3 78.9 112.0
Table 3. 3D positional error in millimeters for 256 sub-sequences per action to better represent the test distribution, as defined in the
evaluation protocol [26].
Model Short-Term (0− 1s)
Walking Eating Smoking Discussion
ResSup [23] 0.161 0.214 0.265 0.703
vGRU-r1 (SA) [7] 0.120 0.091 0.052 0.258
GRU-d [7] 0.127 0.095 0.126 0.185
vGRU-d [7] 0.117 0.121 0.084 0.194
Ours (exp) 0.107 0.076 0.053 0.120
Medium-Term (1− 2s)
ResSup [23] 0.237 0.160 0.405 0.477
vGRU-r1 (SA) [7] 0.194 0.093 0.079 0.375
GRU-d [7] 0.170 0.096 0.083 0.258
vGRU-d [7] 0.179 0.080 0.067 0.331
Ours (exp) 0.185 0.110 0.033 0.240
Long-Term (2− 4s)
ResSup [23] 0.549 0.754 1.403 1.245
vGRU-r1 (SA) [7] 0.544 0.764 0.948 2.720
GRU-d [7] 0.406 0.332 0.723 0.785
vGRU-d [7] 0.359 0.288 0.577 1.001
Ours (exp) 0.488 0.305 0.708 0.858
Table 4. NPSS [7] at 3 different time horizons i.e short-term: (0-
1 seconds), medium-term (1-2 seconds) and long-term (2-4 sec-
onds). NPSS is reported for 8 test sequences per action in Euler
space as in [7].
1, resulting in a form of pseudo probability. To compare the
two distributions, the Wasserstein distance [28] is used. For
completeness, we also evaluate our model in Euler angles to
compare with the results reported in [7]. To do so, we train
our model with exponential maps as rotational representa-
tion and achieve competitive results, as can be seen in Table
4. Although our network is still trained to minimize the 3D
Euclidean error and not the Euler angle error, we outper-
form the other methods for most sequences in case of short
and medium term forecasting. Even for long-term forecast-
ing, our model performs consistently well, while vGRU-d,
the best-performing model from [7], struggles when fore-
casting Discussion sequences.
Table 5 compares our model with other state-of-the art
models. As seen in our experiments in Section 4.4, we
observe that the trajectory dependency (TD) model [22] is
highly competitive for short-term prediction. However, for
longer time horizons its performance drastically decreases
while our model performs consistently well and achieves
state-of-the-art results for long-term motion prediction. As
expected, CNN [18] also achieves good results over long
time horizons, due to its adversarial training.
4.6. Effects of Warm-up Parameter w
Figure 7 evaluates various warm-up periods w, with the
left plot focusing on short-term and the right plot on long-
term performance. No warm-up results in a strong discon-
tinuity on the first few frames but even the setting w = 1
provides smooth transitions. In fact, w ≥ 1 does not have
a large influence on short-term motion anticipation perfor-
mance. However, long-term prediction seems to improve
with largerw. We assume that the warm-up helps the model
to reach a desired state faster as it can be seen as a form of
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Model Short-Term (0− 1s)
Walking Eating Smoking Discussion Average
ResSup [23] 0.164 0.058 0.080 0.145 0.143
CNN [18] 0.159 0.050 0.054 0.113 0.105
QuaterNet [26] 0.120 0.050 0.047 0.117 0.109
TD [22] 0.086 0.036 0.042 0.096 0.096
Lie [21] 0.167 0.055 0.060 0.113 0.119
Ours 0.045 0.035 0.042 0.120 0.092
Ours (k=4) 0.068 0.037 0.038 0.124 0.108
Ours (k=8) 0.063 0.037 0.038 0.117 0.102
Ours (k=32) 0.060 0.040 0.039 0.123 0.103
Ours (k=64) 0.065 0.039 0.041 0.128 0.125
Ours (gt) 0.045 0.034 0.041 0.114 0.102
Medium-Term (1− 2s)
ResSup [23] 0.218 0.062 0.103 0.143 0.154
CNN [18] 0.220 0.077 0.075 0.135 0.130
QuaterNet [26] 0.185 0.080 0.082 0.148 0.162
TD [22] 0.356 0.155 0.205 0.248 0.298
Lie [21] 0.253 0.087 0.085 0.151 0.170
Ours 0.064 0.040 0.077 0.147 0.134
Ours (k=4) 0.103 0.051 0.058 0.138 0.136
Ours (k=8) 0.110 0.054 0.064 0.140 0.135
Ours (k=32) 0.097 0.049 0.062 0.136 0.138
Ours (k=64) 0.108 0.051 0.062 0.139 0.147
Ours (gt) 0.064 0.040 0.073 0.141 0.133
Long-Term (2− 4s)
ResSup [23] 0.714 0.281 0.312 0.507 0.512
CNN [18] 0.695 0.310 0.301 0.509 0.505
QuaterNet [26] 0.804 0.422 0.369 0.565 0.638
TD [22] 0.700 0.655 0.871 1.074 1.293
Lie [21] 0.915 0.513 0.685 0.721 0.864
Ours 0.193 0.185 0.296 0.520 0.497
Ours (k=4) 0.371 0.250 0.301 0.518 0.532
Ours (k=8) 0.406 0.246 0.325 0.536 0.522
Ours (k=32) 0.336 0.233 0.335 0.529 0.517
Ours (k=64) 0.380 0.252 0.327 0.533 0.535
Ours (gt) 0.193 0.180 0.249 0.514 0.478
Table 5. NPSS [7] at 3 different time horizons i.e short-term: (0-
1 seconds), medium-term (1-2 seconds) and long-term (2-4 sec-
onds). NPSS is reported for 256 test sequences per action in Eu-
clidean space.
Figure 7. Evaluation of various warm-up periods w: When w =
0, we observe a strong discontinuity in the first few frames, as
can be seen in the left plot. We also observe that the long-term
performance increases slightly with increasing w.
partial teacher forcing.
4.7. Clustering
Our model performs best when the 11 human-labeled
action labels are used. The classification performance be-
tween human-labeled and automatically extracted symbols
is almost identical. The pose label predictor fL has an accu-
Figure 8. The full model with all submodules is represented as
red dotted line. a) We can see that the unsupervised labels perform
worse with increasing k. b) When removing the label concate-
nation during pose generation in fG (red line), the label encoder
eL (orange line) or the pose encoder eP (green line) the forecast
performance drops. The blue line represents the base model fG
without any label or pose encoding and without label concatena-
tion.
racy of 88% for the 11 human-labeled classes and an accu-
racy of 87% for unsupervised symbolic representation ex-
traction with k = 11. However, the forecasting model fF
achieves a forecast accuracy of 78% for 25 frames antici-
pation with hand-labeled labels while this number drops to
67% when using k = 11. On the left plot in Figure 8, we
compare several k clustered labels and it becomes evident
that the performance decreases with increasing k. This is
not so clear for long-term prediction, as can be seen in Table
5, where k = 32 performs best for long-term anticipation.
4.8. Ablation Studies
We evaluate the importance of the various submodules
in our human anticipation model. Removing the concate-
nation of labels during pose generation or the label encod-
ing both reduce the forecast performance. Removing the
pose encoding especially hinders the early predictions. Our
model performs worst when no labels are used during the
generation process and when no label and pose encoding is
performed. The results can be seen in Figure 8 b).
5. Conclusion
In this work, we presented an approach that forecasts hu-
man motion for time horizons between one and four sec-
onds. Instead of forecasting human motion directly from
the observed poses, the network forecasts symbolic labels
that abstract human motion and uses the observed poses to-
gether with the extracted and forecast symbolic labels to
forecast the human motion. We evaluated the approach
for several protocols on the Human 3.6M dataset where it
achieves state-of-the-art results for long-term human mo-
tion forecasting. Since our approach is complementary to
adversarial training, both ideas can be combined.
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