Abstract. We establish the central limit theorem and non-central limit theorems for maps admitting indifferent periodic points (the so-called intermittent maps). We also give a large class of Darling-Kac sets for intermittent maps admitting infinite invariant measures. The essential issue for the central limit theorem is to clarify the speed of L 1 -convergence of iterated Perron-Frobenius operators for multi-dimensional maps which satisfy Renyi's condition but fail to satisfy the uniformly expanding property. Multi-dimensional intermittent maps typically admit such derived systems. There are examples in section 4 to which previous results on the central limit theorem are not applicable, but our extended central limit theorem does apply.
Introduction
Let T be a noninvertible nonsingular transformation on a nonatomic probability space (X, F , ν). We assume that there exists a countable generating partition Q = {X a } a∈I of X such that for each X a ∈ Q, T | Xa : X a → T X a is invertible and nonsingular. Nonhyperbolic maps that we shall consider admit indifferent periodic points (see the definition in section 3) and do not necessarily satisfy the Markov property with respect to Q but satisfy the FRS condition (see the definition in section 2) from which we can obtain nice countable state symbolic dynamics which provide natural Markovization of (T, X, Q) ( [29] ). The purpose of this paper is to study for such intermittent maps the limiting behaviour of ergodic sums n−1 i=0 f T i of observables f with respect to T -invariant measures µ ≤ ν and the asymptotic behaviour of Perron-Frobenius operators. Failure of hyperbolicity causes interesting statistical phenomena. In fact, µ is not necessarily finite and admits an unbounded density dµ/dν ([28, 29, 33] ). Also we can easily find multi-dimensional intermittent maps T which do not expand distances (i.e., d(T x, T y)/d(x, y) can be strictly smaller than 1 on an open neighbourhood of the indifferent periodic points) even if Q is generating. The failure of the uniformly expanding property causes crucial difficulties in applying previous results on the CLT. In this paper we shall prove an extended central limit theorem in such a nonhyperbolic situation. More specifically, our method is based on the existence of a derived system (T * , Q * , µ * ) which satisfies Renyi's condition (see section 2) and the Markov property. To establish the central limit theorem for (T, µ), we clarify the speed of L 1 -convergence of the iterated Perron Frobenius operator for (T * , µ * ). Then applying [14] and [16] gives the CLT for the derived system (T * , µ * ) which allows us to establish the CLT for (T, µ) by using the method in [7] . The standard approach for getting exponential convergence and exponential decay of correlations which is based on the IonescuTulcea-Marinescu (ITM) theorem ( [15] ) appeals to the decay of Lipschitz constant of local inverses. On the other hand, our result on L 1 -convergence does not require this property. This is the point of departure from previous results for piecewise C 2 -expanding maps, and for Gibbs Markov maps (see [3, 5] ; cf. [9] , [20] ). The central limit theorem result of Aaronson, Denker and Urbanksi (ADU) in [7] relied on the high rates of continued fraction mixing for (T * , µ * ) obtained from the ITM theorem, and so is not applicable to a two-dimensional intermittent map which we shall consider in section 4. In fact, the map admits (T * , µ * ) for which we have no evidence of decay of Lipschitz constant of local inverses. This is the reason we need the extended CLT, and our results on L 1 -convergence give stretched exponential mixing coefficients for (T * , µ * ), which is enough for the extended CLT. We should remark that our rates of L 1 -convergence for (T * , µ * ) are similar to Kuzmin's rates of unifrom convergence for the Gauss transformation.
The paper is organized as follows. In section 2, we collect preliminary results for T satisfying Renyi's condition, and by applying [18] we establish an L 1 -convergence theorem of {P n µ f } for piecewise Lipschitz continuous functions f with reasonable rates. In section 3, we establish the extended central limit theorem in case µ(X) < ∞. In case µ(X) = ∞ we obtain non-central limit theorems by applying [7] and give a large class of Darling-Kac sets. Proofs are postponed to the Appendix. Furthermore, for T admitting infinite invariant measures we shall give the rates of uniform convergence of the normalized sum of {P n µ 1 A } for Darling-Kac sets A ([1]- [3] ). In section 4, our results in sections 2-3 apply to three examples admitting indifferent periodic points. The first example is a two-dimensional number theoretical transformation which admits an infinite absolutely continuous invariant measure and is not a Markov map. Our observation allows us to obtain a large class of Darling-Kac sets and non-central limit theorems. The second example is a local skew product map related to the Diophantine approximation problem in the inhomogeneous linear class which admits a finite absolutely continuous invariant measure with unbounded density. The Lipschitz constant of local inverses does not necessarily decay so that the previous results on the CLT are not applicable, i.e., we have a crucial difficulty in establishing high rates of decay of mixing coefficients for (T * , µ * ), which was assumed in the Aaronson-Denker-Urbanski CLT ( [7] ). On the other hand, our extended CLT is applicable to this example. The last example is a one-parameter family of maps of an interval with an indifferent fixed point at which the order of tangency determines their statistical properties.
Piecewise invertible systems with FRS satisfying Renyi's condition
Let (X, F , ν) be a nonatomic probability space. Suppose that T : X → X is a nonsingular transformation with respect to ν (i.e., νT −1 ∼ ν) and that there exists a countable measurable partition Q = {X a } a∈I of X, generating F and satisfying the local invertibility property, i.e., for every X a ∈ Q, ν(X a ) > 0 and In [7] the piecewise invertible system was called a Markov fibred system if Q is a Markov partition. Let V be a finite partition generated by U. Proposition 2.1. Let (T, X, Q, U) be a piecewise invertible system with FRS satisfying the following condition.
Proof. It follows from Theorem 10.1 in [29] that Q ∨ V is a Markov partition for T and
, where σ(V) denotes the σ-algebra generated by V. Aperiodicity of Q ∨ V easily follows from (C-1).
For each (a 1 . . . a n ) ∈ A, we denote the local inverse (
Definition. If there exists a constant C > 1 such that R(C, T ) = L, then we say that T satisfies Renyi's condition.
Definition. The piecewise invertible system (T, X, Q, U) is called continued fraction mixing with respect to the T -invariant measure µ ∼ ν, if ∃0 < C < ∞ such that
and
Theorem 2.1. Let (T, X, Q, U) be a piecewise invertible system with FRS satisfying Renyi's condition and the condition (C-1). Then
1.
There exists an ergodic, exact T -invariant probability measure µ equivalent to ν with dµ/dν
) is a continued fraction mixing with respect to µ.
Proof. The proof of 1 can be found in [17] . Since (C-1) gives aperiodicity, the Markov condition and Renyi's condition allow us to apply [8] to establish 2 (cf. [7] ).
be the Perron-Frobenius operators with respect to ν, µ respectively, i.e.,
is bounded from above uniformly in a(n) ∈ A n , n > 0 and
Then h ≡ dµ/dν is piecewise Lipschitz continuous with respect to V, i.e.,
Proof. The condition (C-2) allows us to have Renyi's condition and further uniformly boundness and uniformly Lipschitz continuity of {P n ν 1} n>0 with respect to V. The standard argument allows us to establish (H).
Definition. We say that a sequence {A n } n≥1 decays stretched exponentially if
Theorem 2.3 (Rates of L
1 -convergence to the equilibrium state). Let (T, X, Q, U) be a Markov fibred system with FRS satisfying (C-1), (C-2). Assume further that
Let f ∈ L 1 (µ) with f dµ = 0 satisfy the following condition.
(C-4) There exist 0 < L f < ∞ and θ > 0 such that
Then there exist 0 < γ < 1 and 0 < n 0 < ∞ such that for n ≥ n 0
In particular, if σ(n) decays exponentially, then ||P n µ f || 1 decays stretched exponentially. (Cf. [21] , [32] .) Corollary 2.1.
Lemma 2.1. There exist 0 < γ < 1 and m 0 > 0 such that for ∀g ∈ L 1 (µ) with
denotes the conditional expectation of g corresponding to Q (m) with respect to µ.)
Then it is easy to see that
where y a(m) ∈ X a(m) . Then Renyi's condition allows us to have 
Proof. First we note that
Next we see that for all
and so
Combining the above facts gives for
These inequalities allow us to have
Proof of Theorem 2.3.
Since
we have
, then we have the desired bound.
Proof of Corollary 2.1. We note that h ≥ G −1 > 0 (see Theorem 2.1) and that
which gives the desired bound.
Theorem 2.4 (Strongly mixing rates). Let (T, X, Q, U) be a Markov fibred system with FRS satisfying (C-1), (C-2), (C-3). Then we have a constant
Thus f satisfies the condition (C-4) with θ = 1. Applying Theorem 2.3 gives the desired bound. 
1
Proof of Theorem 2.5. Suppose that (2.5-1). Then it follows from Theorem 2.4 that {f T
n } n>0 is a functional of a strongly mixing sequence satisfying all conditions of Theorem 18.6.2 in [16] which are sufficient for CLT.
Suppose that (2.5-2). Then we have
Then applying Theorem 2.3 and [14] allows us to establish the CLT.
Limit theorems for nonhyperbolic piecewise invertible systems with FRS
In this section, we establish limit theorems for piecewise invertible systems admitting indifferent periodic points. Our method is based on the existence of a derived system (Jump transformation) to which the previous results can apply. Let (T, X, Q, U) be a piecewise invertible system with FRS. We define inductively, for n ≥ 1,
In particular we define D 0 = X. Define a map T * :
} and let V * be a finite partition generated by U * . Suppose that the following conditions are satisfied. (1) (The local Renyi condition). 
) is a continued fraction mixing with respect to µ * ( [8] , [7] ). To obtain a T -invariant measure µ equivalent to ν, we need to assume (3) lim n→∞ ν(D n ) = 0. Then the following formula gives an ergodic σ-finite T -invariant measure µ equivalent to ν.
- [25] , [27] .)
Furthermore, we have exactness of µ ( [27] , [29] ). The next condition gives a criterion of finiteness of µ.
Remark (A). Denote the stopping time with respect to R(C, T ) by φ(x) = inf{n ∈ N : X a1...an (x) ∈ R(C, T )} where X a1...an (x) denotes the unique cylinder of rank n containing x. Then (4) implies finiteness of the first moment of φ : E ν (φ) = X φ(x)dν(x) < ∞. We will see that finiteness of the second moment of φ is important for getting a large class of functions in which the CLT holds.
Remark (B). The invariant density dµ/dν is unbounded at periodic points x 0 (with period q) satisfying
. We call such a periodic point x 0 indifferent with respect to ν. In particular, for piecewise C 1 maps T and for ν the Lebesgue measure, the definition coincides with the usual one (i.e., | det DT q (x 0 )| = 1).
Even if we weaken the transitivity condition in (2) to
we still have a σ-finite ergodic T * -invariant measure µ * equivalent to ν (see Theorem 1* in [17] ) and (T * , µ * ) is exact (see [27] ).
For each α ∈ I * and α
..αn . First we establish the central limit theorem in the case µ(X) < ∞. We put µ 0 = µ/µ(X) and write an integral X gdµ as E µ (g).
Theorem 3.1 (The central limit theorem). Let (T, X, Q, U) be a Markov fibred system with FRS satisfying (1), (2), (4) and either of the next two conditions.
and f ∈ L ∞ (µ) satisfies
Assume further either of the next two conditions.
We use the following sequence of lemmas.
Lemma 3.1. (3-3) implies that
Applying Theorem 2.5 allows us to have the following two results.
Lemma 3.4. Suppose that (3-3)
is satisfied and T * satisfies (C-2) and
Lemma 3.5. Suppose that (3-3) is satisfied and T * satisfies (C-2) and
Let σ(F m 0 )(∃m > 0) denote the σ-algebra generated by cylinders of rank m. The next theorem is obtained by applying Corollary 7.3 in [7] immediately. (3-1-a) or (3-1-b) .
Theorem 3.2. Let (T, X, Q, U) be a Markov fibred system with FRS satisfying (1),(2),(4) and either
If E ν (φ 2 ) < ∞ and f ∈ L ∞ (µ) is measurable with respect to σ(F m 0 )(∃m > 0), then lim n→∞ Var n (f * ) = ∞ implies Var n (f * ) = nρ(n),
where ρ(n) is a slowly varying function, and we have for any
Remark (D). Under the condition (3-1-a), E ν (φ 2 ) < ∞ implies finiteness of the second moment of the return time function to B 1 defined by φ B1 (x) = inf{n ≥ 1 :
Proposition 3.1 (Failure of the square integrability). Let
In most cases, multi-dimensional number theoretical transformations admitting indifferent periodic points satisfy
Without finiteness of the second moment of φ, we may have a crucial difficulty in establishing the CLT for f because of non-hyperbolicity. Now we ask:
be a piecewise Hölder continuous function satisfying either µ(f ) = 0 or (suppf )∩ n≥0 D n = ∅. Then do we still have the central limit theorem? In [5] , the domain of attraction of stable laws had been obtained for Gibbs Markov maps. Under our weaker assumptions, nothing is known. Question (2) Suppose that E ν (φ 2 ) = ∞. Can we determine the class of functions in the domain of attraction of a stable law? We recall that the following characterization of the stable law: if {X i } i.i.d. random variables obey a stable law G α with index α ∈ (0, 2), then the normalizing sequence should be a n = n 1/α ρ(n), where ρ is a slowly varying function. We will see some relation between the index α of the normalizing sequence a n and the degree of nonhyperbolicity in section 4.
In the rest of this section, we discuss statistical properties in the case µ(X) = ∞. For A ∈ F with 0 < µ(A) < ∞, φ A denotes the return time function of T on A. It follows from the conservativity and ergodicity (see [29] ) that we can define the induced transformation T A on A by T A x = T φA(x) x. We denote the Markov partition Q ∨ V by M.
Definition. A set A ∈ F with 0 < µ(A) < ∞ is called a Darling-Kac set for T if there exists {a n (T )} n≥1 such that lim n→∞
First we state limit theorems: , where b n is the asymptotic inverse of a n Γ (1 + α) .
Theorem 3.3. Let (T, X, Q, U) be a piecewise invertible system with FRS satisfying the conditions (1)-(3). Suppose that φ(x)dν(x)(=
(3.3-3) When α = 1 and a n (T ) ∼ nρ(n),
Remark (E). Since ML 1 is concentrated in 1, (3.3-1) for the case α = 1 implies that the system is homogeneous in the sense of Aaronson ([1]).
As we have already shown in section 2, the Markovization of (T, X, Q, U) satisfying (C-1) is an aperiodic Markov fibred system. Furthermore, we can easily verify the following.
Lemma 3.6. Let (T, X, Q, U) be a piecewise invertible systems satisfying (1)-(3). Then (T, X, M, T M) is an aperiodic Markov fibred system with FRS satisfying the local Renyi condition.
Proof of Theorem 3.3. Using Lemma 3.6, we can apply Theorem 3.1 in [7] to (T, X, M, T M) so that any A ∈ R(C, T ) ∩ M is a Darling-Kac set for T whose return time process is continued fraction mixing and T is pointwise dual ergodic, i.e., for any f ∈ L 1 (µ) lim n→∞ [2] ). Then (3.3-1)-(3.3-2) follow from the results which were established in [1] , [4] and [34] (cf. [7] ).
The main contribution to infinite invariant measure case is the following result which gives a large class of Darling-Kac sets.
Proposition 3.2. Suppose that A is a union of finitely many cylinders belonging to R(C, T )∩M over which the induced system satisfies (2) * . Then A is a Darling-Kac set.

Proof of Proposition 3.2. Define a countable partition Q A of A by
We can easily see that {T A , A, Q A , U A } is a piecewise invertible system with FRS satisfying Renyi's condition, the Markov condition and further aperiodicity. Then the bounded metric distortion (Lemma 4.1 in [29] ) allows us to apply [8] which gives continued fraction mixing property for T A . The desired results follows from [2] immediately.
The most difficult point in applying the limit theorems (3.3-1)-(3.3-3) to practical examples is to show that a n (T ) is regularly varying. It can be done by computing the asymptotic rate explicitly. It was shown in [2] that a n (T ) is given by a n (A)/µ(A) 2 with a Darling-Kac set A and Theorem 6.1 in [29] insists that there is an increasing sequence W (n) such that µ(
where F 0 denotes the ring generated by R(C, T ). Combining the asymptotic renewal equations (see [2] ) and the Karamata Tauberian Theorem gives the next relation between a n (T ) and W (n) in the case when W (n) is regularly varying with index α ∈ [0, 1],
as n → ∞.
The next result was proved in [7] (Lemma 5.2), which will be used in section 4.
Proposition 3.3. Under (3-1-a) we have
Remark (F). Examples (1) and (3) 
Theorem 3.4. Let (T, X, Q, U) be a piecewise invertible system with FRS satisfying the conditions (1)-(3). Suppose that
where
and i is the continued fraction mixing coefficient for (T A , µ A ). (Here [y] denotes the integer part of y.) In particular, we have the following: (3-4-2) Denote the maximum of ranks of the cylinders
then e n (A, δ 1 , δ 2 ) is bounded by a sequence (
In the case of (3-4-2) , the last term of RHS of (3-4-1) decays faster than any polynomial decay. If n decays stretched exponentially, then we have c n (A) ≤ a n (T )
Remark (G). As we will see later in section 4, in most cases, n decays at least stretched exponentially. For a Bernoulli (L = 1) linear (C J = 1) map, (3-4-2) is valid for all A with 0 < ν(A) which is a finite union of cylinders belonging to M ∩ R(C, T ).
Remark (H). Theorem 3.4 can be used to obtain a log-averaged ergodic theorem, i.e., almost sure convergence of
, if a n (T ) is regularly varying with positive index, one of the sufficient conditions for establishing the theorem can be described as c n (A) ≤ O( 
In fact, if not i.e., ∀k, φ A (T k x) < q/p and
we have a contradiction immediately. Furthermore, it is easy to see that
.
because of the ergodicity. Combining these observations we come to the desired inequality. To see (3-4-2), first we shall show for the case when A = X a . Then noting
gives (3-4-2) . Even if A is not a single cylinder, the similar argument allows us to have the desired result.
Examples and applications
We apply our results in previous sections to piecewise C 1 intermittent maps for which reference measures ν are the normalized Lebesgue measures.
Example (1).
(A two dimensional map related to uniform distribution of a cylinder flow) Let X = {(x, y) : 0 < x ≤ 1, 0 ≤ y ≤ 1} and T is defined by
The first component of T is known as a map related to negative continued fraction which admits a σ-finite infinite absolutely continuous invariant measure with respect to the Lebesgue measure ( 
The partition Q = {X (a,b) } (a,b)∈I is defined as follows:
It is easy to see that U consists of U 0 = X and U 1 = {(x, y) ∈ X : x + y ≤ 1} and that Q is not Markov but satisfies the FRS condition. In [17] , (1)- (3) were verified so that T admits a σ-finite infinite ergodic invariant measure equivalent to ν the Lebesgue measure and it was shown that D n is the set of cylinders touching {1} × [0, 1] which consists of indifferent fixed points (| det DT (x, y)| = 1), i.e.,
or b i = 1(∃i) and b j = 0 (∀j = i)}. The validity of (3-1-a) is verified immediately. By Theorem 9.1 in [29] these indifferent fixed points are s-singular points of dµ dν so that µ(X) = ∞. In fact the invariant density was given in [17] :
By Propositions 3.2-3.3 we have the wandering rate (cf. [29] ) W (n) = log(n + 1) which is slowly varying and a n (T ) ∼ n log(n+1) as n → ∞. Hence (3.3-1)-(3.3-3) in Theorem 3.3 can be applied to this example.
Example (2).
(A local skew product two-dimensional map which is related to Diophantine approximation in inhomogeneous linear class) It is well-known that Gauss transformation induces a best approximation to an irrational number x ∈ (0, 1), i.e., for any N > 0, min 0≤q≤N |qx − p| = |q n x − p n | where n is chosen as q n ≤ N ≤ q n+1 and (q n , p n ) are the principal convergents of
The local skew product map T induces a best approximation to irrational numbers (x, y) ∈ X for the inhomogeneous linear form, min (u,v),1<|u|<N |u||ux + y − v| (see [23] ). We denote
T is a Bernoulli map. Let us define inductively T n (x, y) = (X n , Y n ) and q n = a n q n−1 + q n−2 (q 0 = 1, q −1 = 0), p n = a n p n−1 + p n−2 (p 0 = 0, p −1 = 1). Then we obtain the following formulas:
The above formulas give the following inequalities which will be used later:
Observe that
and that
Then we can choose 3 3 as the local Renyi constant, and D k and B k as follows (cf. [28] ):
In [27] - [28] , (1), (2), (4) were verified and the density of the finite T -invariant measure with respect to the Lebesgue measure ν was given by:
h admits singular points (1, 0) and (−1, 1) which are indifferent periodic points with period 2 (i.e., | det DT 2 (1, 0)| = | det DT 2 (−1, 1)| = 1). It is easy to see that T does not expand distances on neighbourhoods of the indifferent periodic points, e.g., let (x, y) = (1 − , 0) and (x , y ) = (1 − /2, /2). Then X (a1,b1) ,...(an,bn) ∈ R(C, T ) implies |a n | ≥ 3 or a n−1 a n > 0 with |a n | = 2 and so |q n |/|q n−1 | ≥ 2. Then (5) and the following observations allow us to have the fact:
Inductively we have
The fact (6) together Theorem 2.4 allows us to establish the CLT for f satisfying (3-3),(3-4-a) and strongly mixing coefficients for T * which decays stretched exponentially. As we have mentioned in section 1, applying Corollary 2.1 with α = 1/2 gives the similar rates to Kuzmin's rates of uniform convergence for Gauss trtansformation. The condition (3-4- 
. We let L (a1,b1),... , (an,bn) denote the Lipschitz constant of ψ (a1,b1),... , (an,bn) . Then we can observe that for each X (a1,b1),... ,(an,bn) ∈ B n , L (a1,b1),... , (an,bn) ≤ O(n −1 ). It follows from this fact that if f is a piecewise Hölder continuous function with exponent θ, then (3-3) is valid when θ > 1. Next we suppose that f is not Hölder continuous but satisfies the following conditions: ∃0 < θ < ∞ such that for each X (a1,b1),... ,(an,bn) ∈ B n , ∃0 < Γ f ((a 1 , b 1 ((a 1 , b 1 ) , . . . , (a n , b n ))(diamX (a1,b1),... ,(an,bn),(c1,d1) 1 ,b 1 ) ,... ,(an ,bn ) ∈Bn Γ f ((a 1 , b 1 ) , . . . , (a n , b n )) ≤ O(n θ−(1+α) )(∃α > 0).
Then taking L f ((a 1 , b 1 ) , . . ., (a n , b n )) = Γ f ((a 1 , b 1 ) , . . ., (a n , b n ))(L (a1,b1) Then 2 1+1/β can be taken as the local Renyi constant and T admits a σ-finite conservative exact invariant measure µ equivalent to the Lebesgue measure ν ([27]- [29] ). In case 0 < β < 1,
1/β < ∞ which implies that µ is finite. Several statistical properties were established in [27] - [30] . For β ≥ 1, ∞ n=0 ν(D n ) = ∞, which implies µ(X) = ∞. In this case, T β (0) is finite and so T β belongs to the class of one-dimensional maps with infinite invariant measures which Thaler studied in [24] - [25] . Since dµ dν (x) ∼ constant × x −β near 0 (cf. [22] ), Proposition 3.3 allows us to estimate the wandering rates W (n) and the return time sequence a n (T ) (up to constants) as follows:
(β = 1) W (n) ∼ log n, a n (T ) ∼ n/ log n. (β > 1) W (n) ∼ n 1−1/β , a n (T ) ∼ n 1/β .
Thus for β = 1, a n (T ) is regularly varying with index 1, and for β > 1, a n (T ) is regularly varying with index 1/β(< 1). Hence we can apply (3.3-1)-(3.3-3) in Theorem 3.3 to this example. Next we study the central limit theorem for 0 < β < (1+1/β) ). These observations allow us to have the following: (0 < β < 1/2) E ν (φ 2+ ) < ∞(∃ > 0) and so we can apply Theorem 3.1. (1/2 ≤ β < 1) E ν (φ 2 ) = ∞ and so we can establish the CLT for f satisfying (3-3) and (3-4-a).
Appendix. Proofs of the results in section 3
Proof of Lemma 3.1. First we note that for x, y ∈ X α1...αn ∈ L * (n) 
