A number of simplified models have been proposed for the fiber-optical channel and have been extensively used in the literature. Although these models are mainly developed for the low-power regime, they are used at moderate or high powers as well. It remains unclear to what extend the capacity of these models is affected by the simplifying assumptions under which they are derived.
a novel upper bound that confines the capacity of this channel to a much narrower range than the previously known upper bound. Since all three models represent the same physical channel, the fact that each model yields a different capacity pre-log highlights that care must be exercised in using simplified channel models in the high-power regime.
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I. Introduction
The vast majority of the global Internet traffic is conveyed through fiber-optical networks, which form the backbone of our information society. To cope with the growing data demand, the fiber-optical networks have evolved from regenerated direct-detection systems to coherent wavelength division multiplexing (WDM) systems [1] . Newly emerging bandwidth-hungry services, like internet-of-thing applications and cloud processing, require even higher data rates. Motivated by this ever-growing demand, an increasing attention has been devoted in recent years to the analysis of the capacity of the fiber-optical channel.
Finding the capacity of the fiber-optical channel that is governed by the generalized nonlinear Schrödinger (NLS) equation [2, Eq. (1) ], which captures the effects of Kerr nonlinearity, chromatic dispersion, and amplification noise, remains an open problem. The informationtheoretic analysis of the NLS channel is cumbersome because of a complicated signal-noise interaction caused by the interplay between the nonlinearity and the dispersion. Using the mismatch-decoding framework [3] , a number of lower bounds on the capacity of this channel have been developed (see, for example, [4] and [5] ). To establish an upper bound, Kramer et al. [6] used the split-step Fourier (SSF) method, which is a standard approach to solve the NLS equation numerically [7, Sec. 2.4.1] , to derive a discrete-time channel model. They proved that the capacity of this discrete-time model is upper-bounded by that of an DRAFT August 11, 2017 equivalent AWGN channel. In contrast to the available lower bounds, which fall to zero or saturate at high powers, this upper bound, which is the only one available for a realistic fiber channel model, grows unboundedly.
Since the information-theoretic analysis of the NLS channel is difficult, to approximate capacity one can resort to simplified models, a number of which have been studied in the literature (see [8] and references therein for a recent review). Two approaches to obtain such models are to use the regular perturbation or the logarithmic perturbation methods. In the former, the effects of nonlinearity are captured by an additive perturbative term [9] , [10] .
This approach yields a discrete-time channel with input-output relation y l = x l + ∆x l + n l [8, Eq. (5)], where x l and y l are the transmitted and the received symbols, respectively; n l is the amplification noise; and ∆x l is the perturbative nonlinear distortion. This model holds under the simplifying assumption that both the nonlinearity and the signal-noise interaction are weak, which is reasonable at low power.
Regular perturbative fiber-optical channel models, with or without memory, have been extensively investigated in the literature. In [11] , a first-order perturbative model for WDM systems with arbitrary filtering and sampling demodulation and coherent detection is proposed. Using this model, the authors of [11] show that the impairments in a single WDM channel are highly affected by the modulation used on the neighboring channels. In [12] , the influence of four-wave-mixing interference on the capacity of a memoryless simplified perturbative WDM channel is studied for three different statistical models of the nonlinear crosstalk. The authors show that for different behavioral models the capacity may go to infinity or zero. The capacity of a perturbative multiple-access channel is studied in [13] . It is shown that the nonlinear crosstalk between channels does not affect the capacity region when the information from all the channels is optimally used at each detector. However, if joint processing is not possible, the channel capacity is limited by the inter channel distortion.
Another class of simplified models, which are equivalent to the regular perturbative August 11, 2017 DRAFT ones up to a first-order linearization, is that of logarithmic perturbative models, where the nonlinear distortion term ∆x l is modeled as a phase shift. This yields a discretetime channel with input-output relation y l = x l e j∆x l + n l [8, Eq. (7)]. In [14] and [15] , a memoryless logarithmic perturbative optical channel for a two-user WDM transmission system is developed and its capacity region is studied in the high-power regime. It is shown that the capacity pre-log pair (1,1) is achievable, where the capacity pre-log is defined as the asymptotic limit of C/ log P for P → ∞, where P is the input power and C is the capacity.
Despite the fact that the aforementioned simplified channels are valid in the low-power regime, these models are often used also in the moderate-and high-power regimes. Currently, it is unclear to what extend the simplifications used to obtain these models influence the capacity at high powers. To find out, we study the capacity of two memoryless perturbative models, namely, a regular perturbative channel (RPC), and a logarithmic perturbative channel (LPC). To assess accuracy of these two perturbative models, we investigate also the capacity of the memoryless NLS channel (MNC), which is obtained from the zero-dispersion NLS equation without further approximations, and whose capacity serves as benchmark.
A number of results are available on the capacity of this channel model. In [16] , a lower bound on the per-sample capacity of the memoryless NLS channel is derived, which proves that the capacity goes to infinity with power. In [17] , the capacity of the same channel is evaluated numerically. Furthermore, it is shown that the capacity pre-log is 1/2. The only known nonasymptotic upper bound on the capacity of this channel is log(1 + SNR) (bits per channel use) [6] , where SNR is the signal-to-noise ratio. This upper bound holds also for the general case of nonzero dispersion.
The novel contributions of this paper are as follows: First, we tightly bound the capacity of the RPC model and prove that its capacity pre-log is 3. Second, the capacity of the LPC is readily shown to be the same as that of an AWGN channel with the same input and noise power. Hence, the capacity pre-log of the LPC is 1. Third, we establish a novel upper bound [18] on the capacity of the MNC. Our upper bound improves the previously known upper bound [6] on the capacity of this channel significantly and together with the available lower bounds allows one to characterize the capacity of the MNC accurately.
Although all three models represent the same physical optical channel, their capacities behave very differently in the high-power regime. This result highlights the profound impact of the simplifying assumptions on the capacity at high powers, and indicates that care should be taken in translating the results obtained based on these models into guidelines for system design.
The rest of this paper is organized as follows. In Section II, we introduce the three channel models. In Section III, we present upper and lower bounds on the capacity of these channels and establish the capacity pre-log of the perturbative models. Numerical results are provided in Section IV. We conclude the paper in Section V. The proofs of all theorems are given in the appendices.
Notation: Random quantities are denoted by boldface letters. We use CN (0, σ 2 ) to denote the complex zero-mean circularly symmetric Gaussian distribution with variance σ 2 .
We write R(x), |x|, and x to denote the real part, the absolute value, and the phase of a complex number x. All logarithms are in base two. The mutual information between two random variables x and y is denoted by I(x; y). The entropy and differential entropy are denoted by H(·) and h(·), respectively. Finally, we use 1(·) for the indicator function.
II. Channel Model
The fiber-optical channel is well-modeled by the NLS equation, which describes the propagation of a complex baseband electromagnetic field through a lossy single-mode fiber as
Here, a = a(t, z) is the complex baseband signal at time t and location z. The parameter γ is the nonlinear coefficient, β 2 is the group-velocity dispersion parameter, α is the attenuation
is the gain profile of the amplifier, and n = n(t, z) is the white Gaussian amplification noise. The third term on the left-hand side of (1) is responsible for the channel memory and the fourth term for the channel nonlinearity.
To compensate for the fiber losses, two types of signal amplification can be deployed, namely, distributed and lumped amplification. The former method compensates the fiber loss continuously along the fiber, whereas the latter method boosts the signal power by dividing the fiber into several spans and using an optical amplifier at the end of each span.
With distributed amplification, which we focus on in this paper, the noise can be described by the autocorrelation function
Here, n sp is the spontaneous emission factor, h is Planck's constant, and ν is the optical carrier frequency. Also, δ(·) is the Dirac delta function and
where W N is the noise bandwidth. In this paper, we shall focus on the ideal distributed-
Next, two perturbative channel models are introduced to approximate the solution of the NLS equation (1) . Both of these models have been used extensively in the literature to describe the fiber-optical link under some simplifying assumptions. We shall focus on the nondispersive case β 2 = 0.
Regular perturbative channel (RPC) :
In the regular perturbation method, the output of the NLS channel (1) is approximated as [8, Eq. (5)]
where a L (z, t) is the solution of the NLS equation for γ = 0, ∆a(z, t) is the nonlinear perturbation term, and n(z, t) is the amplification noise. One approach to compute ∆a(z, t)
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where the signals a i (z, t) can be determined by substituting (4) into (1) [19] , [20] . Proceeding as in [20, Sec. 3] and setting β 2 = 0 (zero-dispersion assumption), one obtains a 0 (z, t) = a(0, t) and
where L is the fiber length. By keeping only the first two terms in the infinite sum in (4) and sampling the signal at the receiver at the symbol rate, we derive the discrete-time memoryless channel
Here, n ∼ CN (0, P N ),
is the total noise power, and
We refer to (5) as the RPC.
Logarithmic perturbative channel (LPC):
Another method for approximating the solution of the NLS equation (1) is to use logarithmic perturbation, where the output signal is written as
Here, the signals a lp i (z, t) can be determined by substituting (8) in the NLS equation (1).
By setting β 2 = 0 and by using [21, Eq. 10b], one obtains a
Keeping only the first term in the infinite sum in (8) and sampling the output signal at the receiver, we obtain the discrete-time memoryless channel
where n ∼ CN (0, P N ), P N is defined in (6) , and η is defined in (7) . We note that channels (5) and (9) are equal up to a first-order linearization.
Memoryless NLS Channel (MNC):
To assess the accuracy of the simplified channels (5) and (9), we shall also study the underlying NLS channel in (1) for the case β 2 = 0. Let r 0 and θ 0 be the amplitude and the phase of a transmitted symbol x and r and θ be those of the received samples y. When dispersion is ignored, the discrete-time channel input-output relation can be described by the conditional probability density function (pdf) [22, Ch. 5 ]
The conditional pdf f r|r 0 (r | r 0 ) and the Fourier coefficients C m (r) in (10) are given by
Here, I m (·) denotes the mth order modified Bessel function of the first kind. Also, we have
In the next section, we study the capacity of the channel models given in (5), (9) , and (10).
Since all of these models are memoryless, their capacities under a power constraint P is given
where the supremum is over all probability distributions of x that satisfy the average-power
III. Analytical Results
In this section, we study the capacity of the RPC, the LPC, and the MNC models. All these models represent the same fiber-optical channel and share the same set of parameters.
Bounds on the capacity of the RPC in (5) are provided in Theorems 1-3. Specifically, in Theorem 1 we establish a closed-form lower bound, which, together with the upper bound provided in Theorem 2, tightly bounds capacity (see Section IV). A different upper bound is provided in Theorem 3. Numerical evidence suggests that this alternative bound is less tight than the one provided in Theorem 2 (see Section IV). However, this alternative bound has a simple analytical form, which makes it easier to characterize it asymptotically. By using the bounds derived in Theorem 1 and Theorem 3, we prove that the capacity pre-log of the RPC is 3. In Theorem 4, we present for completeness the (rather trivial) observation that the capacity of the LPC in (9) coincides with that of an equivalent AWGN channel. Hence, the capacity pre-log is 1. Finally, in Theorem 5, we provide an upper bound on the capacity of the MNC in (10), which improves the previous known upper bound [6] significantly, and, together with the available capacity lower bounds, yields a tight characterization of capacity (see Section IV).
A. Capacity Analysis of the RPC Theorem 1. The capacity C RPC of the RPC in (5) is lower-bounded by
where λ is positive and satisfies the constraint
Furthermore, the maximum in (18) is achieved by the unique real solution of the equation
Proof: See Appendix I.
Theorem 2.
The capacity of the RPC in (5) is upper-bounded by
Here,
Proof: See Appendix II.
Note that, given |x| 2 = s, the random variable |y| 2 /P N is conditionally distributed as a noncentral chi-squared random variable with 2 degrees of freedom and noncentrality parameter (s + η 2 s 3 )/P N . This enables numerical computation of U RPC (P ).
Theorem 3. The capacity of the RPC in (5) is upper-bounded by
where
Furthermore, the minimum in (22) is achieved by the unique real solution of the equation
Proof: See Appendix III.
Pre-log analysis: By substituting µ = 1/P into (22), we see that
Furthermore, since
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It follows from (25) and (28) that the capacity pre-log of the RPC is 3.
B. Capacity Analysis of the LPC
Theorem 4. The capacity of the LPC in (9) is
Proof: We use the maximum differential entropy lemma [23, Sec. 2.2] to upper-bound C LPC by log(1 + P/P N ). Then, we note that we can achieve this upper bound by choosing
C. Capacity Analysis of the MNC
A novel upper bound on the capacity of the MNC in (10) is presented in the following theorem [18] .
Theorem 5. The capacity of the MNC in (10) is upper-bounded by
= min λ>0, α>0
where Γ(·) denotes the Gamma function and The upper bound U MNC (P ) can be calculated numerically using the expression for the conditional pdf f r,θ|r 0 ,θ 0 (r, θ|r 0 , θ 0 ) given in (10).
Proof: See Appendix IV.
IV. Numerical Examples
We evaluate the bounds derived in Section III for a fiber-optical channel whose parameters are listed in Table I . Using (7), we obtain η = 6350 W −1 . Fig. 1 depicts the upper and lower bounds on the capacity of the RPC in (5) and the MNC in (10). The capacity (29) of the LPC in (9), which is equal to that of an equivalent AWGN channel, is plotted as well.
As can be seen from Fig. 1 , the capacity of the RPC is tightly bounded between the upper bound U RPC (P ) in (21) and the lower bound L RPC (P ) in (18) . The maximum relative gap between these two bounds is 0.8% (it occurs at −16 dBm). Furthermore, one can observe that although the alternative upper boundŨ RPC (P ) in (22) is loose at low powers, it becomes tight in the moderate-and high-power regimes. The relative gap between this upper bound and L RPC (P ) is less than 0.5% at P = 0 dBm and this gap becomes smaller at higher powers.
We also plot the upper bound U MNC (P ) on the capacity of the MNC together with two capacity lower bounds. It can be seen that U MNC (P ) improves substantially on the upper bound given in [6] , i.e., the capacity of the corresponding AWGN channel (29) (which coincides with C LPC ). The two lower bounds are evaluated by calculating numerically the mutual information in (16) for a fixed input distribution. The first lower bound is obtained by considering a circularly-symmetric input distribution with half-Gaussian amplitude r 0
It has been shown in [17] that (33) is capacity-achieving in the high-power regime. The second lower bound is based on a circularly-symmetric Gaussian input distribution, which achieves capacity whenever the nonlinearity is negligible, i.e., in the low-power regime. As is evident from Fig. 1 , in the high-power regime, the half-Gaussian lower bound is tighter than the Gaussian lower bound, while in the low-power regime the latter provides a tighter bound. Fig. 1 suggests that C MNC experiences changes in slope at about 0 and 30 dBm. This can be explained as follows. Because of the nonlinearity, the signal experiences a phase shift that is a nonlinear function of the signal and the noise. In the moderate-power regime, the noise variance increases rapidly with the signal power, which reduces the information rate that can be transmitted through the signal phase. In the high-power regime, the phase of the received samples converges to a uniform distribution over the interval [0, 2π) and essentially becomes independent of the transmitted signal. Hence, the information rate that can be transmitted through the signal phase is a unimodal function of the power that vanishes in the high-power regime, which explains the changes in the slope of C MNC .
As a final observation, we note that C RPC diverges from C MNC at about −15 dBm, whereas C LPC diverges from C MNC at about −5 dBm. Since the MNC describes the nondispersive NLS channel without any simplifying assumptions, this result shows that the perturbative models are grossly inaccurate in the high-power regime.
V. Discussion and Conclusion
The capacity of three memoryless optical channel models, namely, the RPC, the LPC, and the MNC were investigated. Two of these models, i.e., the RPC and the LPC, are based on perturbation theory and ignore signal-noise interaction, which makes them accurate only in the low-power regime. The third model, i.e., the MNC, describes accurately a memoryless fiber-optical channel governed by the NLS equation. By tightly bounding the capacity of the RPC, by characterizing the capacity of the LPC, and by developing a tight upper bound on the capacity of the MNC, we characterized the impact of the simplifying assumptions used to derive the RPC and the LPC on capacity. Our results indicate that the capacity of the perturbative channels (i.e., the RPC and the LPC) is significantly different from that of the MNC at moderate and high powers. Specifically, the capacity pre-log is proved to be 3 for the RPC and 1 for the LPC, whereas the capacity pre-log of the MNC is 1/2. This result shows that the two perturbative models are grossly inaccurate at high powers.
Appendix I Proof of Theorem 1
The capacity of the regular perturbative channel can be written as
where the supremum is over all the probability distributions on x that satisfy the power constraint (17) . Let
We have that 
Substituting (40) into (38), and using again the Gaussian entropy formula [24, Th. 8.4 .1], we obtain
We take x circularly symmetric. It follows from (35) that w is also circularly symmetric.
Using [25, Eq. (320) ] to compute h(w), we obtain
Substituting (42) into (41), we get
Next to evaluate the right-hand side (RHS) of (43), we choose the following distribution for the amplitude square s = |x| 2 of x:
The parameters λ > 0 and ζ > 0 are chosen so that (44) is a pdf and so that the power constraint (17) is satisfied. We prove in Appendix I-A that by choosing these two parameters so that
and so that (20) holds, both constraints are met. In Appendix I-B, we then prove that
Substituting (46) and (45) into (43), we obtain (18). Although not necessary for the proof, in Appendix I-C, we justify the choice of the pdf in (44) by showing that it maximizes h(w).
A. Choosing ζ and λ
We choose the coefficients ζ and λ so that (44) is a valid pdf and E[s] ≤ P . Note that
Therefore, choosing ζ according to (45) guarantees that f s (s) integrates to 1. We next compute E[s] :
Substituting (45) into (51), we obtain
We see now that imposing E[s] ≤ P is equivalent to (19) . Observe that the RHS of (52) and the objective function on the RHS of (18) are decreasing functions of λ. Therefore, setting the RHS of (52) equal to P , which yields (20) , maximizes the objective function in (18) .
Finally, we prove that (20) has a single positive root. We have
Note that f (λ) → ∞ as λ → ∞ and that the RHS of (54) is negative when λ < 1/P . Fur-
This yields the desired result.
B. Proof of (46)
To compute the differential entropy of t = |w| 2 , we first determine the pdf of t. By definition,
Let now g(
we conclude that g(x) is monotonically increasing for x ≥ 0. Hence, g(x) is one-to-one when x ≥ 0 and its inverse
is well defined. Thus, the pdf of t is given by [26, Ch. 5]
Here, (62) holds because of (44). Using (63), we can now compute h(t) as
where in (66) we used the change of variables r = q(t). This proves (46).
C. f s (s) maximizes h(w)
We shall prove that the pdf f s (s) = ζ (3η 2 s 2 + 1) e −λs , s ≥ 0, maximizes h(w). It follows from (42) that to maximize h(w), we need to maximize h(t). We assume that the power constraint is fulfilled with equality, i.e., that
Using the change of variables s = q(t), where q(t) was defined in (60), we obtain
Substituting (61) into (69) and using that q (t) = 1/g (q(t)), we obtain
It follows now from [24, Th. 12.1.1] that the pdf that maximizes h(t) is of the form f t (t) = e λ 0 +λ 1 q(t) , t ≥ 0, where λ 0 and λ 1 need to be chosen so that (70) is satisfied and f t (t)
integrates to one. Using (61), we get
By setting ζ = e λ 0 and λ = λ 1 , we obtain (44).
Appendix II Proof of Theorem 2
Fix λ ≥ 0. It follows from (16) and (17) that
where the supremum is over the set of probability distributions that satisfy the power constraint (17) . Next, we upper-bound the mutual information I(x; y) as
where in (76) we used [25, Lemma 6.16] and in (77) we used [25, Lemma 6.15] . We fix now an arbitrary input pdf f x (·) that satisfies the power constraint and define the random variables v = |y| 2 and w = x + jη|x| 2 x. Next, we shall obtain an upper bound on h(v) that is valid for all f x (·). Letf
for some parameters κ > 0 and µ > 0. The function q(·) is defined in (60). We next choose κ so thatf v (v) is a valid pdf. To do so, we set z = q(v), which implies that g(z) = v, and that
Therefore, integratingf (v) in (80), we obtain
We see from (83) that the choice
makesf v (v) a valid pdf. Using the definition of the relative entropy, we have
Since the relative entropy is nonnegative [24, Thm. 8.6 .1], we obtain
Substituting (79) and (88) into (73), we obtain
The final upper bound (21) is obtained by minimizing (90) over all λ ≥ 0 and µ ≥ 0.
Appendix III

Proof of Theorem 3
It follows from (88) and (79) that
where v = |y| 2 . Moreover,
Next, we analyze the function q(x). We have
Furthermore,
Therefore, q(x) is a nonnegative concave function on [0, ∞). Thus, for every real numbers
x ≥ 0 and y ≥ −x,
Using (97) in (93), with x = |w| 2 + |n| 2 and y = 2R(wn * ), we get
Using (97) once more with x = |w| 2 and y = |n| 2 , we obtain
= E q |w|
We shall now bound each expectation in (100) separately. Since |w| 2 = g(|x| 2 ), we have that
where the last inequality follows from (17) . It also follows from (95) that
Furthermore, (95) and (96) imply that the function q (x) is positive and decreasing in the interval x ≥ 0. Therefore,
where (107) 
where the last step follows by some standard algebraic manipulations that involve finding the roots of the derivative of the objective function on the RHS of (110). Substituting (111) into (109), we obtain
Substituting (102), (103), and (112) into (100), and the result into (91), we obtain
Finally, we obtain (21) by substituting (84) into (113). Since the upper bound (113) on mutual information holds for every input distribution that satisfies the power constraint, it is also an upper bound on capacity for every µ > 0. To find the optimal µ, we need to
where B was defined in (24) . Observe now that the function inside logarithm on the RHS of (114) goes to infinity when µ → 0 and when µ → ∞. Therefore, since this function is positive, it must have a minimum in the interval [0, ∞). To find this minimum, we set its derivative equal to zero and get (24) . Note finally that since (20) has exactly one real root, which was proved in Appendix I-A, (24) also has exactly one real root.
Appendix IV Proof of Theorem 5
The proof uses similar steps as in [ 
In (118) we used [25, Eq. (317) ] and that h(θ | r) ≤ log(2π). Let nowf r 2 (·) denote an arbitrary pdf for r 2 . Following the same calculations as in (85)- (87), we obtain h(r 2 ) ≤ −E r 2 log(f r 2 (r 2 )) .
We shall takef r 2 (·) to be a Gamma distribution with parameters α > 0 and β = (P +P N )/α, i.e.,f 
where the supremum is over the set of input probability distributions that satisfy (17) . We complete the proof by noting that the supremum in (131) is less or equal to max r 0 >0 {g λ,α (r 0 , P )}, where g λ,α (r 0 , P ) is defined in (32).
