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Abstract
Pildistamise simulaator ja geomeetriline pildito¨o¨tlus maa-la¨hedase orbiidi ja suure
po¨o¨rdesagedusega satelliidil
ESTCube-2 on maa-la¨hedase orbiidiga satelliit mille po˜hieesma¨rgiks on elektrilise pa¨ikesepurje
tehnoloogia traadi va¨lja kerimine ja katsetamine. Ko˜rvaline missioon on pinnase taimestiku
pildistamine. Traadi va¨lja kerimine ja alal hoidmine vajab a¨a¨rmiselt suurt po¨o¨rdesagedust, mis
esitab mitmeid va¨ljakutseid olemasolevale pildistamise alamsu¨steemile. Selle probleemi la-
hendamiseks on va¨lja toodud uus pildimoondus ja -o˜mblus algoritm, mis kasutab geomeetriat
piltide kaardistamiseks. Estitatud meetodit katsetati spetsiaalselt loodud simulatsioonikeskon-
nas, mis ja¨ljendab kaamera parameetreid. So˜ltumata suurest po¨o¨rdesagedusest tingitud moonu-
tustustest, to¨o¨tas pildito¨o¨tlus algoritm soovitud vahemikus.
CERCS: P520 Astronoomia, kosmoseuuringud, kosmosekeemia; P150 Geomeetria, algebra-
line topoloogia; T111 Pilditehnika; T320 Kosmosetehnoloogia;
Ma¨rkso˜nad: geomeetria, transformatsioon, satelliit, kiire suunamine , kaamera, pilt, simulat-
sioon, moonutus, sa¨riaeg, sulgur, o˜mblus
Imaging Simulator and Geometric Image Stitching for a Low Earth Orbit Satellite with
High Spin Rates
ESTCube-2 is a low-earth orbit satellite with the main mission of deploying and testing an
electrically charged tether and a secondary mission of photographing ground vegetation. The
tether deployment and maintaining its separation from the satellite requires a very high spin
rate, which poses too many challenges to the imaging system for it to be viable in its current
state. In an attempt to resolve this issue, a novel image morphing and stitching algorithm was
developed that uses geometric mapping for reconstruction. The proposed method was tested
on a specifically made simulation environment that mimics predefined camera parameters. The
stitching algorithm was verified to perform within acceptable margins even when expected high
spin distortion models were applied.
CERCS: P520 Astronomy, space research, cosmic chemistry; P150 Geometry, algebraic topol-
ogy; T111 Imaging, image processing; T320 Space technology;
Keywords: geometry, transformation, satellite, ray-casting, camera, image, simulation, distor-
tion, exposure, shutter, stitching
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1 Introduction
Satellite based optical surface mapping produces a considerable amount of raw image data
which needs to be mapped together. There are numerous well known methods of image stitch-
ing already in use that perform well and complete the task as intended. Some of the most well
known methods use feature detection and feature matching techniques either based on or sim-
ilar to Scale-invariant feature transform (SIFT) or Speeded-Up Robust Features (SURF) [41].
These methods work by detecting specific points of interest or landmarks in an image, such as
gradients, color transitions or angled corners, which need to be well defined. The landmarks are
then matched against points of interest detected on the second target image and a transform can
be calculated to map the two feature sets so they are overlaid on top of one another.
Methods based on simple feature matching and image transformations are already used for
traditional earth monitoring satellite image stitching, but they contain a flaw. Feature match-
ing based stitching cannot be applied when there are not enough matching features or if the
transformations are non-linear [11]. In traditional use cases where photos are taken in series
and transmitted continuously or as continuous image arrays, it is generally not an issue. How-
ever the nature of the ESTCube-2 mission limits this in several different ways. Photos are not
only taken completely separately due to on-board camera buffer limitations, but the images
themselves can and will exhibit different types of distortions that reduce the quality of feature
matching significantly [32, 39].
As a way of combating this shortcoming, this thesis presents a novel method which uses well
known parameters of a satellite orbit and image timestamps to approximate the image locations
on a obloid surface using ray-casting techniques. These images are further applicable for tra-
ditional stitching methods and allow for a full buildup of an image over several orbital passes.
As there currently is not enough properly defined and varied data to create the method purely
on real data, simulated images had to be generated. Unfortunately there is a lack of commer-
cially available satellite imaging simulation tools that provide high enough resolution images
with the types of distortions that will be present in the ESTCube-2 mission. For this purpose a
completely new simulation software had to be created. This allowed the distortions to be com-
pletely customized during the generation phases and allowed for better performance reviews of
the final system.
The thesis is structured in a way that the opening sections go over the technical difficulties and
constrains defined by the ESTCube-2 mission and how they would affect the imaging of the
mission. Chapters three and four give a detailed overview of the simulation software including
its design difficulties as well as the stitching software itself. The final section in this work re-
views the results of the proposed method on simulated satellite imagery. In order to gauge the
quality of the simulated images, they are compared against pictures taken by ESTCube-1 from
orbit.
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2 Challenges
The previous ESTCube mission, ESTCube-1, performed image capture by aiming the camera
based on approximate calculations and then taking photos. In order to preserve bandwidth,
images were filtered by histogram of pixel values before downlinking. These pictures were then
manually referenced and stitched based on the satellites’ position in orbit. For a low number of
images with proper camera aiming, this is generally not an issue. [44, 45, 53, 56]
It was loosely based on the more common method of planning the attitude of a spacecraft so it
would be aimed directly at the target location while flying over it [29, 42].
The same method will be again applied to the ESTCube-2 mission for the brief duration before
tether deployment. After tether deployment, this method can no longer be used as several new
factors come into play. In addition to gyroscopic effects that will be experienced during a high
spin only a limited tilt angle is allowed to avoid tether touching the walls of the deployment
tunnel.
For the on board camera, this means the satellite camera will always be pointing perpendicular
to the earths equator with a direction from the north pole to the south. This will severely hamper
any method of aiming the on board camera as the angle will be locked in 2 axis. The second
major issue will be caused by the spin itself as this can cause several different camera distortions
to occur. [32, 39]
2.1 Orbital Parameters
The largest hurdle in creating an image stitching system for a satellite are the constraints im-
posed on the cameras’ motion due to orbital mechanics. Best case scenarios for image stitching
require either linear rotation or linear motion [25, 55]. A combination of the two impose added
complexity but with sufficient image overlap and slow motion this can be easily overcome. In
the case of a camera in orbit the dynamics are different, the motion is no longer linear and
follows a complex trajectory over the surface of a separately rotating body. This coupled with
the linear rotation vector of the satellite itself create complex systems that cannot be directly
stitched using conventional methods.
2.1.1 Keplerian Coordinate System
A traditional Keplerian orbit can be described using 6 distinct elements [26, 57]. This allows
for the mapping of distinct trajectories of an orbiting body in motion. A body in orbit can
be described with an ellipse with the center of mass of the system in one of its focuses. The
shape of the ellipse itself can be described using two parameters, Eccentricity (ε) the parameter
describing the elongation of the ellipse, and Semi-major axis (α) the sum of the periapsis and
8
apoapsis distances divided by two.
The second two parameters define the orbital plane of the ellipse. The first of these is the
Inclination (i) which defines the tilt of the ellipse relative to the reference plane, which in the
case of the earth is the equatorial plane. The second parameter is the Longitude of the ascending
node (Ω) and it defines the horizontal orientation of the ellipse relative to the Vernal Point or the
First Point of Aries for the Earth [23]. Argument of periapsis (ω) describes the angle between
the ascending node and the periapsis, essentially defining the ellipse’s orientation.
The final element called True anomaly (ν) is a variable relative to time and it defines the exact
position of an orbiting body in an elliptical orbit. There are two more elements which define
the same orbital descriptor called Eccentric anomaly (E) and Mean anomaly (M ), the latter
being preferred in mathematical notation due to its linear variation with time [40]. All of the
aforementioned parameters apart from eccentricity, eccentric anomaly, and mean anomaly are
also shown in Fig. 2.3, with True anomaly being shown as θ.
Figure 2.1: Traditional Keplerian orbital parameters [28].
2.1.2 Low Earth Orbit
ESTCube-2 is a Low Earth Orbit (LEO) satellite, meaning the radius of the orbit is going to
be below 2000 km, approximately 670 km for a sun-synchronous orbit [24, 32]. This creates
a problem of the satellite being relatively close to the surface, which limits the area taken by
each image capture. The sparse image captures and the relatively small photographed areas
mean that traditional image stitching methods are difficult to implement because of little to no
overlap between different images. A way to circumvent this would have been the use of a fish-
eye lens, but then the benefits of a telescopic lens with good ground resolution would have been
lost.
2.1.3 High Spin Satellite
ESTCube-2’s mission statement clarifies that the satellite’s main mission is to test the E-sail
technology [32]. Deployment of the sail is achieved by spinning the satellite up to near 1 rps
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Figure 2.2: Sun-Synchrounous path of ESTCube-1 as of 2019/05/13 from HEAVENS ABOVE
[6].
and with the help of a motor wheel, the very fine tether is reeled out. In order to keep the tether
taut, the satellite needs to maintain a constant spin with a spin axis perpendicular to Earth’s
equator. Normally a spinning satellite does not pose a lot of added difficulty to sensors, but
in the case of ESTCube-1 and 2, the spin is high enough to affect attitude sensors and visibly
influence traditional image capture [31]. This thesis in turn focuses on the problems caused by
a spinning optical instrument with a limited image capture rate.
2.1.4 ESTCube Expected Orbit
ESTCube-1 experienced very high controlled spin when the E-sail was being reeled and this is
expected to be repeated during ESTCube-2 own tether deployment. The maximum rotational
speed recorded during deployment was 841 ◦/s, but during most of the deployment the speed did
not exceed 260 ◦/s [31]. Even though the spin rate for ESTCube-2 should stay near the 260 ◦/s
during spin-up, it is still fast enough to be considered a controlled high spin satellite. [52]
As the satellite for the second mission has not been launched yet, the final orbital parameters are
not know. Ideally ESTCube-2 will also be launched into a near-earth sun-synchronous circular
orbit just like ESTCube-1 orbit in Fig. 2.2 [24]. The orbit will be at an altitude of about 670 km
with a very high inclination of about 98 ◦. This will mean that the satellite is never eclipsed by
the earth and will perform a full revolution around the earth every 90− 100 min [2].
2.2 ESTCube Camera
Based on the nature of the problem, a lot of importance is placed on the actual camera specifi-
cations. For raycasting the camera Field of View (FOV) determines the angle of pixel vectors
while parameters like shutter speed and exposure time determine the impact of both reversible
and irreversible distortions.
2.2.1 ESTCube-1: Camera Specifications
The camera setup used on ESTCube-1 serves as a great baseline for tuning the simulation soft-
ware. The similarity of the mission statement to that of ESTCube-2 allows for great compar-
isons of what the satellite might experience in orbit and with what sort of hardware.
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Figure 2.3: Common radial distortion models. From left to right, no distortion, barrel distortion
and pincushion distortion [3].
The ESTCube-1 camera used a MT9V011 1/4” VGA color CMOS image sensor with a ground
resolution of 1 pixel per 1 − 2 km. At the mentioned resolution the recommended maximum
frame-rate is 30 fps at 27MHz which translates to a rolling shutter of 33.33ms. The exposure
time may be varied and is dependant on outside lighting conditions but for typical CMOS appli-
cations, it varies from 0.1 to 20mswith the highest exposure times ranging up to 500ms. [1,44]
For the optical setup, the sensor gained an aprture with an Edmund Optics NT57-908 lens that
provided a 65.8 ◦ FOV for a 1/3” sensor. This meant that the 1/4” sensor gained a resolution
of about 262 per pixel [5, 44]. These parameters were enough in order to create a baseline for
simulated images.
2.2.2 ESTCube-2: Camera Specifications
ESTCube-2 will house 2 primary cameras, the cameras will be covered by 2 different wave-
length filters, namely red (660 λ / 30 ∆λ) and Near-Infrared (NIR) (860 λ / 30 ∆λ). These
bands enable the calculation of Normalized difference vegetation index (NDVI) which shows
the amount of chlorophyll in plants. [36]
As of writing this thesis, the chosen bands are based off of Sentinel-2 camera bands and are not
likely to change before launch. The camera specifications are based off of the European Student
Earth Orbiter (ESEO) primary camera which employs similar requirements for their imaging
optics. [7, 47, 54]
2.2.3 Camera Distortions
Photographs taken with a rolling shutter camera in motion will be governed by 2 distinct dis-
tortions, the speed of the shutter and the exposure time. Depending on the camera hardware,
each of these parameters could have a profound effect on any motion during capture. Both of
these have to be considered as the mission statement defines a high spin satellite. Other camera
based distortions such as lens distortion, FOV, background noise, hot pixel correction, aber-
rations, vignetting, linearity, and spectral responsivity, coupled with physical distortions like
atmospheric distortion and atmospheric discoloration to name a few will still be encountered by
ESTCube-2 but will not be covered in the scope of this thesis as they have their own existing
solutions [35, 38] .
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Rolling Shutter Speed
A rolling shutter can cause an effect by the same name on a captured image. A rolling shutter
works by sampling each pixel in a row and then moving on to sample the next row. Normally this
effect is quite fast and with stationary photographs there is little difference if the first pixel was
sampled a fraction of a second before the very last pixel. In the case of high speed motion and
a slow shutter, a target may move while sampling pixel rows, resulting in a skewed image. [46]
For the case of ESTCube-2 this can cause the bottom edge pixels to be very heavily rotated
resulting in significant but geometrically reversible distortions.
Exposure Time
A bigger problem with a camera in motion, especially in relation to images taken in orbit is
the exposure time. If the target, in our case the Earth, is rotating during exposure, then pixels
will be exposed to locations that might have been the initial exposure targets of neighbouring
pixels. With a long exposure time and a very high spin, the resulting distortion will blur the
edges of the captured image in a rotating smudge pattern. This effect cannot be fully restored
and might only be circumvented by either lowering the resolution of the images at its edges or
by discarding the heavily distorted regions entirely. [21, 48] There are de-blurring methods that
do reconstruct images with camera shake but they assume linear or very simple motion paths
and cannot function in the above conditions [34].
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3 Simulation Software
In order to first evaluate the stitching software, a lot of specific data images were needed. As
ESTCube-1 has already finished its mission and ESTCube-2 is yet to be launched, this proposed
a very difficult problem. In order to alleviate this, research of available imaging simulation soft-
ware packages was carried out. The criteria for such a software included in-orbit aimed high
resolution image capture with added distortion models. The most notable simulation tools found
were NASA Visualization Explorer’s Earth From Orbit, Space Engine, and Celestia [4,8,13] but
they posed problems with orbital image capture. A closer candidate was VSSGS by TAITUS
Software, which provides clear ground segment imaging from a Two-line element set (TLE)
sun-synchronous orbit, but the software is not open-source and does not provide image distor-
tion models as needed by this thesis [19].
Figure 3.1: View of the simulation environment with a mock ESTCube-2 satellite after spin-up.
Open-source programs which could produce potentially distortable orbital photography resem-
bling the necessary images proved to be generally inadequate for this use-case. Instead of
trying to reverse-engineer already existing software, a conclusion was made to produce new
simulation software specifically for distorted image capture on a definable orbit. The simu-
lation environment with a mock satellite of ESTCube-2 can be seen in Fig. 3.1. In order to
assist future endeavours regarding orbital photography simulation, the proposed program will
be made open-source.
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3.1 Unity
In order to create the simulation software, the Unity3D Engine was chosen [15]. Not only is
the engine well optimized and can produce very high quality data but it is also really easy to
work in. The main simulation as well as the data saving components of the simulation had
to be hand-made for the purpose, which provided a lot of freedom for distortion and camera
based modifications. Because of the optimized engine, all of the 3D rendering, ray-casting and
lighting systems themselves did not have to be implemented by hand, it additionally allowed
for very fast data generation.
3.1.1 Cartesian Coordinate System
Unity is a general use case 3D Engine, primarily meant for Virtual Reality and Gaming applica-
tions. As a result of computer graphics history and how the axis are represented, the coordinate
system used in the system is Cartesian, with a Y denoting height [43]. This is important because
in astronomical systems the primary coordinate system is Keplerian. A secondary coordinate
system sometimes used when converting Keplerian to general physics coordinate systems is a
Cartesian system with Z denoting height.
3.1.2 Cartesian to Keplerian Conversion
In order to properly simulate orbital trajectories for image capture, a Keplerian to Cartesian
space conversion was needed. This conversion allows for continuous Cartesian location calcu-
lation as well as stable orbit propagation in time.
The specifics of this conversion are covered in equations 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7.
3.1.3 Simulation Assets
In order to properly create the simulation environment, a couple of Unity assets had to be cre-
ated. The most notable among these assets was the animated model of the earth, with textures
for the Earth albedo and cloud layers created with images from NASA’s image catalogue in
Visible Earth [17, 18].
Other notable assets included a satellite placeholder that would follow orbital trajectories and
provide image capture with configurable camera parameters and finally a true star-map back-
drop for image debugging as well as providing data samples for the ESTCube-2 Star Tracker
team [10]. Smaller resolution images of the asset textures, that were used to create the simula-
tion, are provided in Fig. 3.2.
3.2 Simulating Distortions
A considerably important part of the simulated data is to keep it as realistic as possible. Because
of this, the software includes ways of not only generating ideal images from fixed point loca-
tions, it also contains the ability to induce realistic distortions that can occur given the nature of
the final application. Only the most significant distortions present with high spin were included
in the simulation, namely rolling shutter, exposure, and atmospheric discoloration.
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Figure 3.2: Texture maps used to create the planetary surface, cloud layer and background
cosmic background for the simulation. The first two images were obtained from NASA: Visible
Earth and the skymap from Scientific Visualization Studio [16].
Other common distortion models like salt and pepper-, random background-, fixed pattern- and
banding noise to name a few were excluded due to too little of an affect on the stitching al-
gorithm or their irrelevance in the scope of the thesis. Atmospheric refraction effects were
excluded due to a combination of the complexity of replicating it as well as how little of an
effect it should have on the imaging process.
3.2.1 Camera Based Defects
The distortions could be categorized into two groups based on the nature of the distortion. The
first group describes distortions caused by the physical properties of the imaging device and
are primarily defined by the specifications of the device itself. This group of defects include
radial distortion, exposure time, rolling shutter speed, background-, and salt and pepper noise
to name a few. For the current use case the distortion types that could have the largest impact
considering the nature of the mission are shutter speed and exposure time. Generated examples
of the aforementioned distortions can be seen in Fig. 3.3.
Shutter Speed
A simulated shutter speed is achieved by taking several images over a period of time and com-
bining them as by their separate pixel rows. This method provided an ideal case rolling shutter
type distortion. It did not however provide a realistic distortion as there should also be separate
delays within each strip that go along the width. This was not included as the effect of such a
distortion would only become apparent in very unrealistic conditions. Furthermore the exposure
of a frame can and in most cases will have a larger impact than the distortions caused by a rolling
shutter. While simulating extreme cases with spins far exceeding 250 ◦/s and a shutter speed
similar to the actual camera, distortions below 25 ◦/s only became apparent perpendicular to
the spin vector. This can be seen in Fig. and 3.4 where the former is taken perpendicular to the
spin vector and with a 10 slower shutter rate and the latter near perpendicular. As the camera of
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Figure 3.3: Simulated images of Iceland taken from a sun-synchronous orbit. The images on
the top row are the original, white- , and salt and pepper noise. The second row shows examples
of distortions caused by a slow rolling shutter and long exposure.
ESTCube-2 will be pointing almost parallel to the spin vector, it is apparent that shutter speed
will not have any noticeable effect on the imaging system.
Exposure Time
Exposure time was simulated using a similar manner as the rolling shutter example. The dif-
ference comes from combining and averaging entire images instead of combining raw sampled
pixel rows. The combination of the two distortions was more complicated as each strip needed
its own exposure distortion applied to it with the end result being just one of the two distortions.
After simulating exposure in Fig. 3.4, it became apparent that lower exposure times provided
no visible distortions for the resolution level of the intended camera. Even with higher exposure
times, imaging parallel to the spin vector only provided noticeable distortions at exposure times
close to 50 ms.
3.2.2 Astronomical Defects
The second group of distortions are caused by fundamental physical properties and cannot be
improved by the selection of the imaging device nor its aperture. This group contains visual de-
fects caused by the position of the sun, the thickness of the earths atmosphere and combinations
of the two. For the simulation software, both a general lighting and reflection based effects, and
a color based effect caused by an atmospheric layer were implemented.
Day/Night Cycle
A day/night cycle as well as different material reflections were relatively easy to implement
given Unity3Ds’ extensive lighting engine. The reflections were thus created using different
reflection and normal maps layered on top of the albedo color map, which described the Earth’s
surface. Materials with very strong reflections like the sea, had larger amounts of specular
shading, thus causing very bright areas where the Sun’s rays were directly reflected. However,
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Figure 3.4: Simulated distortions of a sun-synchronous orbit with a 250 ◦/s rotation. Top
images have a rolling shutter distortion of 69.4375 µs/row and 694.375 µs/row. The bottom
images have an exposure distortion of 1 ms and 20 ms respectively.
17
Figure 3.5: Example of Cook-Torrance shading with different light intensity- and material hard-
ness levels [27].
landmass scatters more light so the shading used was a more diffuse variant of Cook-Torrance
shading. An example of Cook-Torrance shading can be seen in Fig. 3.5 [27].
Atmosphere
For the first implemented versions of the simulation, the atmosphere was defined to be a very
basic gradient extending outward from the surface of the planet. The gradient only effects
the color gradient in images taken with a high angle relative to the surface normal but does
not recreate any atmospheric refraction distortions [51]. These were not added due to their
minuscule relevance compared to the expected camera distortions.
3.3 Optical Navigation
The simulation software was created with the intention of being general purpose and very ro-
bust, so it could be later expanded upon and implemented elsewhere. As of writing this thesis,
the program is already being employed for other notable developments both for ESTCube-2
and ESTCube-3. The high attention to detail and photo-realism of the simulation allows for
near-life image capture in a very controlled and configurable environment. The added cam-
era defect models and the adjustable orbital parameters also make theoretical edge case testing
very simple. Two of the most notable projects which employ this software are the ESTCube-2
star-tracker and ESTCube-3 inter-planetary optical navigation system.
3.3.1 Data for Star-Tracker
The created simulation software was most notably used to generate high quality testing images
as can be seen in Fig. 3.6 for the star-tracker team. As these images were captured via camera
simulation, the camera type could be configured to follow the same FOV and capture parameters
as the actual star-tracker. Not only that but the direction of the camera in the star map could be
converted and returned as either Euler rotation vectors or as a full quaternion with any definable
reference point.
As the backdrop texture in the simulation was 163848192, which is relatively very high quality,
the simulated star-tracker camera could perform without any aliasing defects posed by a lower
resolution image target.
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Figure 3.6: Cosmic background image samples for the Star-tracker development. The first row
contains the original high resolution images sent to the star-tracker team and the bottom row is
of the images highlighted
3.3.2 Planetary Course Correction
Similarly to the star-tracker use case, the simulation will also be further expanded for planetary
optical navigation. A proposed method, currently in development as of releasing this thesis,
will use expected planetary locations in order to extrapolate and error-correct the position of an
interplanetary satellite.
Due to the stability of planetary orbits in a Keplerian system, the same Keplerian to Cartesian
conversion will be used to simulate planetary motion in our solar system. This can then be
recorded with the high resolution cosmic background in order to provide data for a method of
course correction that will be developed for ESTCube-3.
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4 Image Stitching Software
The image stitching is the main application part of the work. This chapter defines how it was
created and what methods were used to do so. The chapter itself is divided into 3 main sections.
The first deals with mathematical coordinate conversions between Keplerian and Cartesian coor-
dinate systems. The next section explains how 3D ray-casting techniques are used to transform
the images into the correct space. The final section shows how conventional techniques are
applied to the transformed images so they could be properly stitched together.
4.1 Keplerian to Cartesian Conversion
All of the orbital parameters for a satellite are generally defined using a Keplerian coordinate
system. This system defines a particular orbit and the time variable defines the exact position
an orbiting body is in space. The Keplerian coordinate system is very useful for very accurately
approximating the location of an orbiting body after a period of time. For computer systems
however, this coordinate system cannot be directly used to display objects in 3D space. Because
of this the coordinates must be converted into Cartesian space which gives a rough estimate of
a quantifiable location.
4.1.1 Orbital Position
The orbital position algorithm is comprised of the final set of equations that use inclination (i),
argument of periapsis (ω), true anomaly (ν), longitude of ascending node (Ω) and semi-major
axis (α) along with specific radius (r) to generate the actual (x, y, z) Cartesian vector.
OP (t) :

x = r · (cos(Ω) · cos(ω + ν)− sin(Ω) · sin(ω + ν) · cos(i))
z = r · (sin(Ω) · cos(ω + ν) + cos(Ω) · sin(ω + ν) · cos(i))
y = r · (sin(i) · sin(ω + ν))
(4.1)
4.1.2 Mean Anomaly
Mean anomaly or the fraction from period of an elliptical orbit is calculated by multiplying the
gravitational parameter (n) by the elapsed time. The elapsed time is adjusted against epoch time
which aligns the orbit to a general reference point.
M(t) = n · (t− epoch) (4.2)
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4.1.3 Eccentric Anomaly
Eccentric anomaly is an angular parameter, it defines the position of a body on an elliptic Kepler
orbit and it can be used to convert to and from the true anomaly [12]. In the case of Keplerian
to Cartesian conversions, the eccentric anomaly is conversely used to convert a mean anomaly
into a true anomaly.
For the following equations eccentricity will be designated as ε. As the calculation for an ec-
centric anomaly from a mean anomaly is more akin to an optimization problem, the calculation
follows the pattern described in 4.1. The variable initialization for the eccentric anomaly is
defined as,
δE =
{
M, if ε < 0.8
pi, else
(4.3)
As the optimization requires the use of a cycle to improve the accuracy of the calculation, an
error coefficient F is used to determine the validity of the result.
F = δE − ε ∗ sin(M)−M (4.4)
The value dp is the optimization coefficient which determines the number of decimal places,
for my case I have set it to 10 in order to keep an acceptable accuracy while not significantly
reducing calculation time.
Finally the actual eccentric anomaly can be approximated as,
E(t) =
round(E∗180
pi
· 10dp)
10dp
(4.5)
4.1.4 True Anomaly
True anomaly is the angular parameter that defines the position of an orbiting body in a Kep-
lerian orbit. The true anomaly can be directly calculated from the eccentric anomaly through
a simple relation and it can be later used to calculate the Cartesian coordinates for an orbiting
body.
δν =
arctan2(
√
(1.0− ε2) · sin( pi
180
· E), cos( pi
180
· E)− ε) · 180
pi
(4.6)
The final true anomaly still contains an approximation step which uses the same optimization
coefficient dp that specifies the number of decimal places.
ν(t) =
round(δν · 10dp)
10dp
(4.7)
4.2 Coordinate Image to Spheroid Mapping
After the location and view angle of a satellite have been mapped, can an image be projected in
3D space. There are methods like LSD-SLAM that can then combine the images to create a 3D
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Figure 4.1: Loop for approximating the eccentric anomaly.
point cloud of the resulting space, but the point-cloud generated will have some drawbacks [33].
Namely because of the nature of the data and the intent of capturing high definition images and
preserving all of the captured data, the images cannot be converted into a single large point-
cloud. Only a couple of images can be used at a time and this would make surface estimations
with existing systems either very inaccurate or impossible. [22, 30]
In order to solve this issue, the proposed method uses 3D ray-casting to map individual pixel
locations onto an obloid surface as seen in Fig. 4.2. The mapping can be done individually
for each image, meaning O(M) memory usage, instead of conventional methods which require
O(N ·M) coupled with large enough image groups so there would be guaranteed image overlap.
As a bonus, the manipulation considers each pixel whether it is of the planetary surface or of
the cosmic background, reducing the likelihood of stitching occurring based on the background
stars. This also enables individual manipulation of the images in case there are small distortions.
Because the resulting images are still complete images with only planetary surface data, they
can be stitched together with more traditional methods.
4.2.1 Orbital Rotation
In order to account for the orientational motion of an orbiting body, a simple set of equations
can be used to determine the orientation in time. The orientation is defined via pitch, yaw and
roll but a single quaternion can also be used. For simplicity, the rotation vector is defined with
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Figure 4.2: Results of image mapping to an obloid surface. The image on the left is the origi-
nal raw satellite image while the two following it are the 1
10
resolution and original resolution
mapping.
Euler angles as,
R(t) :

pitch = pi
180
·mod360(pitchspeed · t+ ∆pitch)
yaw = pi
180
·mod360(yawspeed · t+ ∆yaw)
roll = pi
180
·mod360(rollspeed · t+ ∆roll)
(4.8)
4.2.2 Transformation Matrix
A series of quaternion multiplications is not particularly efficient for calculating the new angular
vectors for each pixel, this is why a 3D transformation matrix must be created. A separate matrix
Φx can be constructed for each axis of rotation,
Φyaw =
cos(yaw) −sin(yaw) 0sin(yaw) cos(yaw) 0
0 0 1
 (4.9)
Φpitch =
 cos(pitch) 0 sin(pitch)0 1 0
−sin(pitch) 0 cos(pitch)
 (4.10)
Φroll =
1 0 00 cos(roll) −sin(roll)
0 sin(roll) cos(roll)
 (4.11)
and then matrix multiplied to form the final rotation matrix Φ.
Φ = Φpitch × Φroll × Φyaw (4.12)
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Figure 4.3: Two example images from an image series ray-casted onto an obloid surface as a
point cloud. The captured images are of the Baltic region.
4.2.3 Image Ray-casting
A vital part of mapping individual pixel values to an obloid surface is to first find the individual
vectors for each of those pixels. A series of computations can be formed on each pixel in image
IW,H of dimensions (W,H). In order to reduce confusion in the following operations, W and
H will denote the width and height of IW,H . A single pixel will be denoted as ix,y, with its pixel
position being ix and iy and relative position in screen space being rx and ry.
rx = (ix − W − 1
2
)/(H − 1) · 2 (4.13)
ry = −(iy − H − 1
2
)/(H − 1) · 2 (4.14)
The equations are not symmetric because they are defined relative to a vertical FOV. The FOV
of the camera is taken into account when generating the final pixel direction vector, it is a
hardware parameter of the on-board camera and will be denoted as θFOV . FOV is required to
calculate the final parameter h of the relative vector of pixels ϑx,y and it is not dependant on
pixel or camera location.
h =
1
tan( pi
180
· θFOV
2
))
(4.15)
Thus the relative pixel vector for each pixel in the camera space can be defined as,
ϑx,y =
[
rx ry h
]∥∥rx ry h∥∥ (4.16)
This then needs to be multiplied by the transformation matrix to apply the rotation of the orbiting
body in question. This will produce the final pixel vectors that can be applied to the obloid
intersection algorithm as seen in Fig. 4.2 and 4.3.
γx,y = Φ× ϑx,y (4.17)
4.2.4 Obloid Intersection
For the following equations we define the semi-major axis as α with the the semi-minor axis
being β for an obloid shape. The vector (x, y, z) defines the origin of the raycast and γx,y =
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(u, v, w) is the directed pixel vector itself.
In order to compute the intersection of the parameterized line with an obloid surface and com-
pute the vector magnitude t, the following equation must be equated,
(x/α)2 + (y/α)2 + (z/β)2 − 1 (4.18)
using the zero set of the function as,
(x, y, z) + t · (u, v, w) (4.19)
This gives a quadratic equation that can be summarized as,
t = − 1
γ1
· (γ2 + 1
2
·
√
(4 · (γ2)2 − 4 · (γ1) · (β2 · (−α2 + x2 + y2) + α2 · z2))) (4.20)
Where γ1 and γ2 are simplifications of,
γ1 = β
2 · (u2 + v2) + (α2 · w2) (4.21)
and,
γ2 = β
2 · (u · x+ v · y) + α2 · w · z (4.22)
Computing for t gives 2 possible answers, one is the magnitude at which the vector enters the
obloid and the second when it exits. In this case, the exiting distance can be discarded as only
the first intersect is required for pixel mapping. Plugging in the newly calculated t value into
the original line function,
Po ∈ (Xo, Yo, Zo) = (x, y, z) + t · (u, v, w) (4.23)
the actual location of the ray-cast intersection can be calculated. [9]
4.2.5 Earth Rotation
In order to account for the apparent rotation of the earth, a rotational motion vector is used to
describe the apparent movement of the surface in time. This is crucial for stitching together
images over a long time span as the the motion of the orbiting body and the celestial body itself
are independent.
T is the rotational period of the earth in seconds, as this needs to be converted into an angular
parameter, it is inverted and converted to radians per second. The time parameter t is used to
calculate the final rotational angle of the earth φ⊕.
φ⊕ = pi · (−t) · 2
T
(4.24)
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Figure 4.4: Application of 2 different overlapping methods. The first two are the low and high
resolution images of mean overlap and the last two are the same for median overlap.
The calculated angle is then applied to the previously calculated obloid intersection points Po ∈
(Xo, Yo, Zo) in order to convert them to mapped points on the the earths surface P⊕.
P⊕ ∈ (X, Y, Z) =

Xo · cos(φ⊕)− Zo · sin(φ⊕)
Yo
Zo · cos(φ⊕) +Xo · sin(φ⊕)
(4.25)
4.3 Image Mapping Corrections
The images created are still individual images of the planetary surface. These images can be
roughly stitched together using the aforementioned location approximations, in order to create
a higher quality image.
When stitching the images, there are 3 main methods that can be used for merging overlapped
areas of uneven images: pixel overwriting, -mean and -median. Due to the nature of the data in
this work, only the latter two methods are explored. Overlapping using mean values allows for
greater control over the color values, but the resulting image becomes more blurred with each
misaligned pixel. Using a median retains the image sharpness, but creates single pixel value
defects that are not as easy to remove and space requirements expand linearly with each added
image. The results of the two methods can be seen in Fig. 4.4 along with a higher resolution
versions of the two overlapping methods.
4.3.1 Image Matching with Feature Points
Because of the perspective transform and rough estimates of the planetary surface coordinates
generated by the previous steps, traditional stitching can be utilized for specific areas in order
correct image misalignment. There are several well known and used methods as well as open-
source solutions that perform general image stitching.
Feature point based image matching can be divided into 3 main steps: feature detection, feature
matching and image transformation. Feature matching works by dividing an image into very
simple regions of interest. These are different types of corners, color gradient directions and
sharp transitions. Each image matching technique uses its own feature extraction method and
this usually defines their use case. Some of the most common methods for feature detection are
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SIFT, SURF, ORB [20, 41, 50].
The second step in the process is feature matching. This is a well known optimization problem
and there are different solutions that give different results depending on the importance of accu-
racy vs speed. The most common methods here are FLANN and KNN mathing algorithms [37].
The third and final step is the application of a system of equations that generate the transforma-
tion matrix. This transformation matrix not only describes the morphological operations needed
to translate the feature coordinates from the target to the base image, but they can be used on
every single pixel in the target image.
In case of image matching, a base image first has its features detected. These are then compared
and matched against the detected features of a target image. These detected and matched fea-
tures then form a system which can be equated to find the transformation matrix that describes
the relation between the two. This transformation matrix can be multiplied with the coordinate
of each pixel in the target image in order to transform it into the reference frame of the original
image. This transformation will not only consider 2D morphological operations like scale and
translation but also 3D operations which enable rotation and shear in three axis.
A downside of this method is the requirement of continuous images with more than 1
4
overlap
with the given resolution, due to these issues the method was explored but the resulting image
stitching did not produce any meaningful results. The nature of the mission generates too few
images for proper overlap. Even if there are images with enough overlap, the camera distortions
cause too many false features, making the feature matching unusable.
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5 Experimental Results
5.1 Stitching Simulated Images
The proposed stitching method was evaluated on images generated by the aforementioned sim-
ulation program. Throughout the development process, several different iterations of stitching
complexities were applied to test the limits of the program before any distortions were applied
to the images themselves. The proposed algorithm for stitching performed well in all simulated
cases. Proper continuous ground coverage was achieved early on with simpler high altitude
orbits as seen in the top images of Fig. 5.1. This was then expanded to low earth orbits and
even high spin low earth orbits. For both cases the stitching remained visually accurate. As long
as the approximate orbital location and accurate rotational vector could be restored, the images
could be stitched without the need of external image alignment methods.
5.2 Photo-realism Comparison with ESTCube-1 Images
As a way of verifying images taken by the simulation, they had to be compared against real life
data samples. ESTCube-1 was launched in May 2013 and took photos all the way up to Jan-
uary 2015. During its mission, a lot of high quality images were taken from space that can be
replicated in simulation. Unfortunately as the orbital parameters of ESTCube-1 varied through-
out the mission, full propagation from the first orbit will not be very accurate over a long time
period. Secondly as the orbital period of the satellite was about 98 min, and time-stamps were
properly provided for only a few images, there were not enough images in order to perform
proper stitching. [53]
The actual images from ESTCube-1 can thus only be used for image resolution verification and
to confirm that the provided image angles actually exist in the simulated orbit. For direct com-
parisons, three images were recreated in the simulation based on approximate orbital locations
during that time frame. The recreated images were also given a randomized cloud layer and
color corrections using the Color Transfer between Images algorithm [14, 49] and can be seen
in Fig. 5.2-5.3. As can be seen in the images, the results are very similar especially when con-
sidering the orbital positions were not a perfect match and any distortions caused by the lens
itself were not corrected for.
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Figure 5.1: Stitching results for 3 different difficulty levels. From top to bottom, fully circular
orbit with no inclination, ESTCube-1 orbit with no spin, ESTCube-1 orbit with 250 ◦/s spin.
The center and right column images are zoomed in and true images of lake Victoria, Italy and
the British Isles.
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Figure 5.2: Simulated images compared against real ESTCube-1 images. From left to right,
simulated image without cloud cover, with clouds, color corrected and a real color corrected
photo of the same location. The real photos from top to bottom were taken 2013.10.10 of the
Gulf of Oman, 2013.12.08 of the Red Sea, and 2014.04.28 of the Baltic Sea
Figure 5.3: Zoomed in sections of actual and simulated images for quality comparison with
smaller details. Top image is of Muscat, Oman and the bottom image is of Hiiumaa, Estonia.
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6 Conclusion and Future Work
This thesis outlines a geometric image stitching algorithm that relies on attitude logging instead
of image overlap in order to produce properly surface-mapped and stitched images. As the
proposed stitching algorithm requires adequately logged orbital parameters and precise time-
stamps, previous images generated by ESTCube-1 could not be used for mapping verification.
Instead a separate photo-realistic method for simulating orbital image capture with properly
definable camera and orbital parameters was developed for image data generation.
The first half of the thesis describes the simulation environment, its creation and the types of
distortion models considered for image stitching. Due to the use of photo-realistic albedo maps
from NASA images together with easily definable camera and orbital parameters to create the
simulation, it is very flexible as an application.
The second half goes over the exact algorithms created and used to apply geometric image
mapping and later stitching for overlapping images. Similar and competing image stitching
methods are analyzed and outlined for the case of ESTCube-2. The proposed image stitching
method was verified to work on simulated data and performs within acceptable margins even
when the expected high spin distortion models are added.
6.1 Future Work
The simulation program has already found use cases outside the scope of this project, namely
for data generation in verifying new optical navigation systems for ESTCube-2 and -3. Current
uses being star-tracker algorithm verification and a new planet based optical navigation system.
The image stitching method can be further improved to include more varied and noisy attitude
data and to reconstruct images afflicted by atmospheric refraction. It can also be used to validate
attitude determination by judging the accuracy of the stitching.
Both the simulation software and the stitching algorithm can still have other optic-related use
cases for ESTCube-2, ESTCube-3 and other satellite missions with similar imaging or orbital
constraints.
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