Abstract. Expander graphs have many interesting applications in communication networks and other areas, and thus these graphs have been extensively studied in theoretic computer sciences and in applied mathematics. In this paper, we use reversible difference sets and generalized difference sets to construct more expander graphs, some of them are Ramanujan graphs. Three classes of elementary constructions of infinite families of Ramanujan graphs are provided. It is proved that for every even integer k > 4, if 2(k + 2) = rs for two even numbers r and s with s ≥ 4 and 2s > r ≥ s, or r ≥ 4 and 2r > s ≥ r, then there exists an k-regular Ramanujan graph. As a consequence, there exists an k-regular Ramanujan graph with k = 2t 2 − 2 for every integer t > 2. It is also proved that for every odd integer m, there is an (2 2m−2 +2 m−1 )-regular Ramanujan graph. These results partially solved the long hanging open question for the existence of k-regular Ramanujan graphs for every positive integer k.
Introduction
A graph X = (V, E) consists of a vertex set V with |V | = n, an edge set E, and a relation that associates with each edge an pair of vertices. A graph is finite if its vertex set and edge set are finite. The adjacency matrix A(X ) of a graph X is the matrix with rows and columns indexed by the vertices of X with the uv-entry equal to the number of edges from vertex u to vertex v. Notice that when X is undirected, A is symmetric which implies the eigenvalues of X are real. The spectrum of a graph is the (multi)set of its eigenvalues. We denote by λ 1 (X ) ≥ λ 2 (X ) ≥ · · · λ n (X ) the eigenvalues of an undirected graph A(X ) and we also call them the eigenvalues of the graph X . Spectral graph theory is the study of the eigenvalues of graphs and it has a long history. In the early days, matrix theory and linear algebra were used to analyze adjacency matrices of graphs. Algebraic methods have proven to be especially effective in treating graphs which are regular and symmetric. Sometimes, certain eigenvalues have been referred to as the "algebraic connectivity" of a graph. There is a large literature on algebraic aspects of spectral graph theory, such as Biggs [2] , Cvetkovic, Doob and Sachs [7] and Feng and Li [9] .
Suppose that X = (V, E) is a simple graph (without loops and multiple edges), for a fixed vertex v in V , let Γ(v) denote the set of neighbors of v, that is, the set of all vertices adjacent to v. The number of neighbors of v is called the valency of v. For a subset Ω ⊆ V , its neighborhood is defined as the set Γ(Ω) = {u ∈ V \ Ω : u is adjacent to some vertex v ∈ Ω}.
If the valencies of all vertices are equal, say k, then X is called an k-regular graph. Definition 1.1. An (|V |, k, c)-expander is a k-regular graph X = (V, E) on |V | vertices such that every subset Ω ⊆ V with |Ω| ≤ |V |/2 is connected by edges of X to at least c|Ω| vertices outside the set Ω, that is, |Γ(Ω)| ≥ c|Ω| for all Ω ⊆ V with |Ω| ≤ |V |/2. Interestingly, the difference k − λ 2 (known as the spectral gap) between the degree k of a k-regular graph and its second-largest eigenvalue λ 2 gives us a lot of information about the expansion properties of the corresponding graphs. For example, the larger this difference is, the better expansion properties the graph has since we have the following Expander Crossing Lemma. 2) Let X = (V, E) be an k-regular graph with the second largest eigenvalue λ 2 and let X = Ω 1 ∪ Ω 2 be a partition of X . Then
where e(Ω 1 , Ω 2 ) is the number of edges between Ω 1 and Ω 2 .
From this lemma, we know that the bigger the spectral gap in which a communication network has, the less bottlenecks hide in it. Definition 1.3. A connected k-regular graph is called a Ramanujan graph if λ ≤ 2 √ k − 1 for all eigenvalues λ of X with |λ| = k. Examples of Ramanujan graphs include the clique, the biclique, and the Petersen graph. As Murty's survey paper [22] notes, Ramanujan graphs "fuse diverse branches of pure mathematics, namely, number theory, representation theory, and algebraic geometry". As an example of this, a regular graph is Ramanujan if and only if its Ihara zeta function satisfies an analog of the Riemann hypothesis [22] . Ramanujan graphs have good expansion properties. However, the known constructions of infinite families of Ramanujan graphs are rare. The only known integers k for the existence of infinite families of k-regular Ramanujan graphs are:
(1) k = p + 1, p an odd prime, [17] ; (2) k = 3, [6] ; (3) k = q + 1, q a prime power, [21] . So an open challenging problem is to find more infinite families of Ramanujan graphs. Particularly, "can we construct k-regular Ramanujan graphs for every positive integer k? Currently no one seems to know. k = 7 is the first unknown case," see http://www.cs.huji.ac.il/ ∼ nati/PAPERS/nips04 − talk.pdf. Strongly regular graphs are also closely related to two-weight codes, two-intersection sets in finite geometry, and partial difference sets. For these connections, we refer the reader to [3, 18] . It is known that one can construct strongly regular graphs by using partial difference sets and cyclotomic cosets, see for example, [10, 18] . In [4] , we defined the so called generalized difference sets (in short, GDS) as follows. Definition 1.5.
[4] Let C be a k(> 1)-subset of an Abelian group G, S be a subset of G, S = ∅. Suppose that for every element g( = 1 G ),
where µ g is defined by the number of unordered pairs (c 1 , c 2 ) ∈ C × C such that g = c 1 c
. Then C is called a (n, |S|, k, µ 1 , µ 2 ) generalized difference set related to S. If G is a cyclic group, then C is called a cyclic generalized difference set (in short. CGDS). For an integer t, let C(t) be the image of C under the map c → c t . If C(t) is a translation of C, then t is called a multiplier of C.
GDS is a generalization of difference set. For example.
S is a subgroup of G, and |µ 1 − µ 2 | = 1, then C is called an almost difference set, see for example, [8, 1] .
Difference sets and almost difference sets have many applications in coding theory and cryptography, the reader is referred to [13, 23, 1] (1) If S contains the identity of G, then
In this paper, we aim to provide more expander graphs and strongly regular graphs. We will use difference sets and generalized difference sets to construct more expander graphs, strongly regular graphs and some infinite families of Ramanujan graphs in Section 2. In Section 3 and Section 4, we will construct three infinite families of Ramanujan graphs. An example is presented to illustrate the efficiency of our method. The example shows that one can obtain a strongly regular graph which is also a Ramanujan graph, more over, the constructed graph may be distance transitive. It is also shown that for every integer t > 2, there exists an k-regular Ramanujan graph with k = 2t 2 − 2. It is also proved that for every odd number m, there is an (2 2m−2 +2 m−1 )-regular Ramanujan graph. These results partially solved the long hanging open question for asking the existence of k-regular Ramanujan graphs for every positive integer k. An algorithm is presented for finding Cayley graphs which are also Ramanujan graphs by searing suitable subset in the groups.
strongly regular graphs and expander graphs arising from GDSs
Let X = (V, E) be a simple graph and let A be its adjacency matrix. Let Λ(X ) be the set of eigenvalues of A. For the regular graph, one has the following well known facts:
Lemma 2.1. [12] Suppose that X is k-regular. Then
(1) k is a eigenvalue of A with the associated eigenvector 1 n = (1, 1, · · · , 1) t ; (2) The number of components of X = (V, E) is equal to the algebraic multiplicity of the eigenvalue k of the characteristic polynomial of X = (V, E); 
is a bigraph if and only if the eigenvalues of X = (V, E) are symmetric about zero; (7) λ s = max ||x||=1,x⊥U,dim(U)=s−1 x t Ax for all s, 1 ≤ s ≤ n. (8) X is connected if and only if λ 2 < k. Notice that graphs with few distinct eigenvalues have some interesting applications in communication networks and theoretic computer sciences, see for example [7] .
In what follows, we use GDSs to construct some graphs with some good expanding properties.
Let C be a (n, |S|, k, µ 1 , µ 2 )-GDS in an Abelian group G of order n related to S and suppose that C (−1) = C. Then we define a Cayley graph C(G; C, S) as the graph with vertices set G and two points u and v are adjacent if and only if uv −1 ∈ C. Define C G be the set of all complex functions from G to the complex field C. For f, g ∈ C G , define the inner product of f and g by
Then C G is a unitary space with the set of characters of G as a standard orthogonal basis. For any complex matrix M = (m ij ) of size n × n, one can view f as a |G|-dimensional vector with its i-th coordinate f (v i ), and view M as an operator on C G in the usual way. To say it explicitly, for any function f in C G , we define
Thus for every characters χ of G, we have
here we define χ(C) = c∈C χ(c). Thus, the set of eigenvalues of C(G; C, S) is {χ(C) : χ ∈ G}, where G is the character group of G.
is a real number for all χ ∈ G. Moreover, by Theorem 1.6, we know that χ(S) is a a real number for all χ ∈ G, and
In the next sequel, we always assume that 1 G ∈ S, and the case of 1 G ∈ S can be discussed similarly.
By [12] , Proposition 15.3, also Lemma 2.1 (8), we know that a k-regular graph with second-largest eigenvalue λ 2 is connected if and only if λ 2 < k. It is obvious that the second largest eigenvalue of C(G; C, S) is
is the corresponding Cayley graph, then all nontrivial eigenvalues of C(G; C, S) are in the set
When S is a subgroup of G, we know that for every nontrivial character χ of G, it holds that χ(S) = |S|, if χ is principal on S, 0, otherwise. Thus, in this case, we have
Thus the second largest eigenvalue of C(G; C, S) is
Hence, we have the following result.
Moreover, C(G; C, S) is connected if and only if
It should be noted that there are plenty of GDSs in some Abelian groups in general. Below, we provide an algorithm for finding the GDSs in the cyclic group Z n = Z/(n). Algorithm 1: An algorithm for finding the GDSs in the cyclic group Z n Input: a positive integer n; Output: c(x) and S.
Step 1. For every positive integer s, 1 < s < 2 n − 1, express s as the 2−adic number, s = n−1 i=0 a i 2 i ; Step 2. Generate the Hall polynomial
Step 3. Calculate c(x)c(x n−1 ) mod (x n − 1); Step 4. If there are two integers µ 1 , µ 2 such that
where k = n−1 i=0 a i , S corresponds to a subset of G, then print c(x) and S; Step 5. If s < 2 n − 1, then go to Step 1; Step 6. END. Now we provide some examples to illustrate that our method works well.
Then it is easy to verify that Below, we also provide an algorithm for finding a subset C in the cyclic group Z n such that the Cayley graph (Z n , C) is a Ramanujan graph. Algorithm 2: An algorithm for finding Ramanujan graphs from Cayley graph corresponding to a subset C in the cyclic group Z n .
Input: a positive integer n; Output: the subset C.
Step 1. For every positive integer s, 1 < s < 2 ⌈n/2−1⌉ , express s as the 2−adic number, s = ⌈n/2−1⌉ i=0
Step 2. Generate the Hall polynomial
Step 3. For every integer a, 1 ≤ a ≤ n − 1, calculate C a := c(ξ a n ), where ξ n is a primitive n-th root of unity;
Step 4. If C a > 2 wt(s) − 1, then go to Step 1;
Step 5. print C = {i, n − i :
Step 6. END. Using this algorithm, we obtain the following Table 1 of pairs (n, s) which correspond to the subset in the cyclic group Z n , 15 ≤ n ≤ 30, the associated Cayley graph related to each subset is a Ramanujan graph. Note that for each number s in the table, we expand it in 2-adic numbers, for example, for n = 20, and s = 973, we have 973 = 10110011112 , thus the corresponding subset is C = {1, 3, 4, 7, 8, 9, 11, 12, 13, 16, 17, 19} (remove the number 10 since ξ 10 = −1 for any primitive 20th root of unity ξ). It can be verified that C is a reversible difference set in G, and C(G, C) is a Ramanujan graph.
It is obvious that if
Recall that there are some difference sets both in Abelian groups and non-Abelian groups with minus one as a multiplier. For example, we have the following result due to Kraemer [14] , Jedwab [11] and Turyn [25] :
2t+2 has a Hadamard difference set, i.e., with parameters (2 2t+2 , 2 2t+1 ± 2 t , 2 2t ± 2 t ), if and only if the exponent of the group is less than or equal to 2 t+2 . It is obvious that if C is a difference set in an elementary abelian 2-group, then −1 is a multiplier of C. Thus by Lemma 2.5 and Theorem 2.2, we have the following infinite family of Ramanujan graphs. Proposition 2.6. For every positive integer t, there is a Hadamard difference set in the group Z t 2 (the direct product of t copies of Z 2 ), and the corresponding Cayley graph is a Ramanujan graph.
Let q be a prime power and let s be a positive integer. In [19] , McFarland constructed difference sets with the parameters
. He also provided a sufficient and necessary conditions for −1 being a multiplier of this difference set. Thus by Lemma 2.4 and Theorem 2.1 again, we have Proposition 2.7. Let q be a prime power and let s be any positive integer. If E is an elementary Abelian group of order q s+l and K is a suitable group of order q s+1 −1 q−1 + 1, then there is a difference set C in the group E × K with −1 as a multiplier. As a consequence, the Cayley graph associated to C (or a translation of C) is a Ramanujan graph.
For any even number s ≥ 2, let F 3 s+1 be the finite field with 3 s+1 elements and let F * 3 s+1 be the multiplicative group of F 3 s+1 . Then since s is even, F * . Note that in [24] , an infinite family of reversible Hadamard difference sets were presented, thus, one can also construct some Ramanujan graphs using such Hadamard difference sets. We omit the details.
An elementary construction of an infinite family of Ramanujan graphs
In this section, we will provide a construction of an infinite family of Ramanujan graphs.
Let E = Z s and K = Z r be the cyclic group of order s and order r respctively, where s, r ≥ 4 is an even number. Let G = E × K and let C = {x 1 , · · · , x s ′ } which forms a proper subgroup of E and let C(G, C) be the Cayley graph corresponding to the set C. In order to remove the loops, we should delete the element zero from C. Let C 0 = C \ {0}. Then C(G, C 0 ) has sr/s ′ connected components, each one is a complete graph. Let A be the adjacent matrix of C(G, C 0 ), then there exists a permutation matrix P such that (3.1)
where J 1 = J − I. Hence the eigenvalues of C(G, C 0 ) are s ′ − 1 with multiplicity sr/s ′ and −1 with multiplicity sr − sr/s ′ . Indeed, for each non-trivial character χ of G, we have
Putting C 1 = {2a|a ∈ Z r } \ {0}, and
we can show that the Cayley graph C(G, D) is a Ramanujan graph under the some hypothesis. That is: Proof. Without lose of generality, we assume that r ≥ s. It is obvious that
in order to compute the eigenvalues of C(G, D), we only need to evaluated the exponential sums on A, B. For any χ ∈ G, there exists χ 1 ∈ E and χ 2 ∈ K such that χ = χ 1 χ 2 . Thus we have
If χ is the principal character of G, then χ(D) = sr/2 − 2. Let χ be a nontrivial character of G.
(1) If χ 1 is the principal, χ 2 is not the principal and trivial on C 1 , then
(2) If χ 1 is the principal, χ 2 is nontrivial on C 1 , then
(3) If χ 1 is not the principal and trivial on C 0 , and χ 2 the principal, then
(4) If χ 1 is nontrivial on C 0 , and χ 2 the principal, then
(5) If χ 1 is not the principal and trivial on C 0 , and χ 2 the not principal and trivial on C 1 , then
(6) If χ 1 is nontrivial on C 0 , and χ 2 is not the principal and trivial on C 1 , then
(7) If χ 1 is not the principal but trivial on C 0 , and χ 2 is nontrivial on C 1 , then Thus, we know that X is a Ramanujan graph if and only if max{r − 2, s − 2} < 2 sr/2 − 3. Now, it is easy to see that (1) Our construction is similar to Menon's method (see [20] ) to produce Hadamard difference sets. However, the set D in above theorem is not a Hadamard difference set in general.
(2) Theorem 3.1 indicates that for every even integer k > 4, we can find even numbers r and s satisfying rs = 2(k + 2), then the resulting graph is an k-regular Ramanujan graph if s ≥ 4 and 2s > r ≥ s or if r ≥ 4 and 2r > s ≥ r. Particularly, Letting r = s = 2t 2 , we get that there exists an k-regular Ramanujan graph with k = 2t 2 − 2 for every integer t. Below, we give an example to illustrate the efficiency of our method. Example 2 Let s = r = 4. Then E = K = Z 4 . In this case, we have C 0 = {2}, C 1 = {2}, and D = {(2, 0), (0, 2), (1, 2), (2, 1), (3, 2), (2, 3)}. In order to present the graph, we label the elements of G = E × K as follows: ,1) (0,2) (0,3) (1,0) (1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,0) (3,1) (3,2) (3,3) (0,0) The associated Cayley graph C(G, D) has the vertices as the set G and the neighbors of each point are listed in the following Table 3 : The graph C(G, D) is primitive, i.e., the automorphism group of C(G, D) is primitive. C(G, D) is also distance transitive which means that if two pairs of vertices in C(G, D) share the common distance, then there exists an automorphism sending one pair to another. The intersection array of C(G, D) is [6, 3, 1, 2] . Therefore, the graph has a very strongly symmetry. And note that the set D is not constructed by the product of two Paley difference sets.
two more classes of expander graphs arising from finite fields
In this section, we will present more construction of expander graphs and investigate their expander properties.
4.1. The first class. Let q = 2 m be a power of 2 and let F q be the finite field with q elements. Let Tr : F q → F 2 be the trace map. Before we going to define the graphs, we recall the definition and properties of an exponential sum-the Kloosterman sum:
It is easy to check that k m (a, b) = k m (ab, 1) = k m (1, ab) =: k m (ab). Moreover, The Kloosterman sum k m (a, b) can be calculated recursively; that is: if we define
where we put k
see [16] for details. Using the recursive relation, one can obtain the formulae for k m (1) as follows:
, where ω 1 , ω 2 are the (complex) roots of the equation x 2 + x + 2 = 0. Moreover, one has that k 1 (1) = 1, k 2 (1) = 3 and
Note also that the values of Kloosterman sums over F 2 m were determined by Lachaud and Wolfmann in [15] . We define a subset D ∈ F q as D = {z ∈ F q |z = 0 and Tr(z) = Tr(z −1 ) = 1}.
Obviously, the cardinality of D is
Now, let G be the additive group of F q . Then the Cayley graph C(G, D) has F q as the vertices set and two points u, v are adjacent if and only if u − v ∈ D. Following the discussion as in Section 2, we know that the eigenvalues of C(G, D) are in the set {χ(D) : χ is a additive character of F q }.
Every additive character of F q can be written as χ a (x) = (−1) Tr(ax) for some a ∈ F q . When a = 0, χ 0 is the trivial character. For a = 0,
Since |k m (a)| ≤ 2 √ q for all a ∈ F q , we see that the second largest eigenvalue of the graph C(G, D) is less than √ q. If k m (1) > 3, then we find that 2 |D| − 1 > √ q, thus, in this case, C(G, D) is a Ramanujan graph. Moreover, when a = 1, one has that χ a (D) = −χ a+1 (D), thus, the eigenvalues is symmetric about zero, and then C(G, D) is a bipartite graph. In summary, we have 
These identities come from the following computation:
One can also use the sets D i,j to construct Cayley graphs. We find that C(G, D 1,0 ) has the same structure as C(G, D 1,1 ), but the graph C(G, D 0,1 ) and C(G, D 0,0 ) both has two connected components. All these facts can be proven by using the same method applied in the proof of Theorem 4.4, we omit the details. It is known that some bipartite graphs yield good error-correcting codes. A bipartite graph X = (A, B, E) that's a good expander, yields a good error-correcting code that comes with efficient encoding and decoding algorithms. Roughly speaking, if A has n vertices, there is a one-to-one correspondence between subsets of A and n-bit messages. The vertices in B correspond to parity check bits. It turns out that if X is a good expander, then not only is the resulting (linear) code good, it can be provably corrected by a simple belief-propagation scheme applied to X . Theorem 4.4 shows that the above constructed graphs are good candidates for constructing good error-correcting codes.
4.2.
The second class. Before we going to introduce our next graph, we need to define some notations.
Let q = 2 n , n = 2m and let F q be the finite field with q elements. Denote the subgroup of 2 m + 1-th roots of unity in F q by S, i.e., S = {z ∈ F q |z 2 m +1 = 1}. For every x ∈ F q , there is a unique polar decomposition of x as x = yz where y ∈ F 2 m and z ∈ S. Denote x 2 m by x. Then for every x ∈ F * q , x ∈ F 2 m if and only if x = x and x ∈ S if and only if x = x −1 . it is evident that for every x ∈ F * q , one has that
We define a subset D in F q by
where
Let x = yz, y ∈ F 2 m and z ∈ S. Then
Since z ∈ S, we know that z + z −1 = 0 if and only if z = 1. Thus
For the number U 2 , we have
Similarly, for the number W , one has that
Since z ∈ S, z + z When m is even, (4.5) has no solution. When m is odd, (4.5) has 2 distinct roots. Thus, we have
Therefore, we have
For every nontrivial additive character χ a of F q , we have
It is easily seen that χ 1 (D) = −χ 0 (D). Thus, in the next sequel, we assume that a = 0, 1. Now
and if a = 1, then
For the next sum,
If az + az −1 + 1 = 0 for some z in an extension of F q , then putting z = In summary, we have the following Theorem 4.5. Let q = 2 n , n = 2m and let F q be the finite field with q elements. Define D = {x ∈ F * q |Tr F 2 m /F2 (x + x) = Tr F 2 m /F2 (xx) = 1}. Then the Cayley graph C(F q , D) is a connected bipartite graph which has only five eigenvalues, the eigenvalues of it are: ±2 n−2 if m is even, and ±(2 n−2 +2 m−1 ) if m is odd, and zero and ±2 m−1 . As a consequence, C(F q , D) is a Ramanujan Graph. Below we present an example to illustrate that one can obtain some nice graphs using Theorem 4.5. Example 4.6 Let m = 2 and q = 2 n , n = 2m and let F q be the finite field with q elements. Let γ be a primitive element of F q and C(F q , D) the Cayley graph defined in Theorem 4.5. Then the neighbors of each vertex are listed in the following Table  4 : The spectral of C(F q , D) are ±4 with multiplicity 1, and ±2 with multiplicity 4 and 0 with multiplicity 6, the diameter of C(F q , D) is 4. Moreover, C(F q , D) is a distance transitive graph, the intersection array of it is [4, 3, 2, 1, 1, 2, 3, 4] . The automorphism group of C(F q , D) has order 384.
Conclusion
In this paper, we investigate the constructing for expander graphs, especially for Ramanujan graphs. Some infinite families of Ramanujan graphs are presented. It should be noted that the methods applied in this paper can be extend to more broader cases, for example, The subsets C 0 and C 1 in Theorem 3.1 may be any subgroup (delete the element 0) in related groups, the resulting graphs may have some good properties, and the subset D in Theorem 4.4 or in Theorem 4.5 may be some algebraic varieties. If one can determine the character sum (a kind of Weil sums) of the set, then he can determine some parameters of the graph. Some further combinatorial and cryptographic properties of the constructed graphs in this paper will be discussed in another paper.
