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Abstract. This article considers a new discretization scheme for conservation laws. The discretization setting is based
on a discontinuous Galerkin scheme in combination with an approximation space that contains high-order polynomial
modes as well as piece-wise constant modes on a sub-grid. The high-order modes can continuously be suppressed with
a penalty function that is based on a sensor which is intertwined with the approximation space. Numerical tests finally
illustrate the performance of this scheme.
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1. Introduction. While discontinuous Galerkin (DG) and related high-order methods [7] are
getting sufficiently mature to handle realistic problems, they are still suffering from the lack of nonlinear
stability and their high sensitivity to under-resolved features. This directly affects the solution of
important problems involving shocks and turbulence models, but it has also turned out to be a problem
for simpler problems such as laminar or inviscid flows, if the meshes are not well adapted to the solution
fields. This lack of robustness is one of the main challenges remaining for the wide adoption of high-order
methods.
Several approaches have been proposed to address the issue. One simple method is to calculate
some sort of sensor that identifies the elements in the shock region and reduce the degree of approxi-
mating polynomials [3, 5]. This is usually combined with h-adaptivity to better resolve the shocks [8],
and it can be quite satisfactory for in particular steady-state problems. Related more sophisticated ap-
proaches include limiting, for example based on weighted essentially non-oscillatory (WENO) concepts
[10, 16, 14]. These schemes have been demonstrated to handle very strong shocks with no robustness
issues, however, for various reasons that have not been widely employed to large-scale 3D problems on
unstructured meshes, which typically require implicit solvers.
Alternatively, in [19] it was demonstrated how a strategy inspired by the early artificial viscosity
methods can be very effective in the context of high-order DG methods. Based on the early stabiliza-
tion proposed by Neumann [23] and used for discontinuous Galerkin methods in an element-wise way
[2, 3, 11], the method combines a highly selective spectral sensor, based on orthogonal polynomials,
with a consistently discretized artificial viscosity added to the equations. The goal is to smooth the
discontinuities in the solution to a width that is appropriately resolved by the mesh and the polynomial
approximations, which means in particular that the method obtains sub-cell resolution for high-order
discretizations, which gives a number of important benefits. The continuous nature of the scheme al-
lowed for Newton methods to produce fully converged solutions to steady-state problems or to implicit
time-stepping problems. The method has been widely employed and improved, e.g. in [15, 1, 20]. A re-
lated class of schemes uses so-called physics-based sensors and viscosities [13, 4, 17]. Although popular,
the artificial viscosity approaches still suffer from spurious oscillations and parameter sensitivities.
In the present work, we are proposing a new approach, based on a combination of the excellent
shock-capturing properties of the finite volume method and the high-order accuracy of the DG method.
We define an approximation space that contains both, high-order polynomial modes and low-order
piece-wise constant functions on a sub-grid, to design an approximation space. The fundamental idea
is that the discontinuous Galerkin scheme, being a projection-based scheme, can use both modes for
defining the approximation and the polynomial modes can be continuously suppressed by penalty if
needed. Appropriate numerical dissipation is automatically introduced by the jumps of the solution.
The penalty, which is based on a sensor function is a delicate issue. However, the richness of the
approximation space allows for a powerful construction of such a sensor function which not only allows
the detection of shocks but also indicates efficiently recovery in an element where penalization should
be removed. Our approach is related to [12], where a mixed sub-grid finite volume space was combined
with the high-order DG space using the shock detector from [19]. The method proposed in [9] also
employed piecewise constant solutions on a fine subgrid, with an a posteriori approach for detection
and reconstruction.
The outline of this article is as follows. The second section introduces the approximation space
as well as several L2-projections used within this framework. Section three considers space and time
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2discretization of (generally non-linear) conservation laws and Section four presents various numerical
results and tests in one and two spatial dimensions. Section five is devoted to some conclusions.
2. The approximation setting. Here, we first introduce the approximation space and propose
some basis functions considered within this framework. Further, we will introduce different projections
that will be used in the following.
2.1. Polynomials with subcell components. Our approach is a standard discontinuous Galerkin
method with a particular choice of approximation space. Consider a partition T = {K1, . . . ,KNT } of
a domain Ω ⊂ Rd, d ≥ 1. Let hK denote the diameter of the element K ∈ T . In each element K`, we
define a sub-grid TK` = {k`1, . . . , k`n} of size n. Note that n can in principle vary with `, this is how-
ever omitted for sake of a simple presentation. For a 1D line segment, this sub-grid could for example
be a uniform partition of each element. Then, for each element K ∈ T , we first define the space of
polynomials of at most degree p with zero average:
Vp(K) =
{
v ∈ Pp(K) :
∫
K
v dx = 0
}
, (2.1)
where Pp(K) denotes a space of polynomials of total degree p on K, as well as the space of piece-wise
constant functions in each element k on the sub-grid triangulation TK :
Vn(K) = {v ∈ L2(K) : v|k ∈ P0(k) ∀k ∈ TK}. (2.2)
Note that again, the polynomial degree p can also vary locally in the partition T . We then combine
these spaces to obtain the approximation space that will be considered in this framework:
Vδ(K) = Vp(K)⊕ Vn(K). (2.3)
Here, the two discretization parameters p and n are compactly denoted as δ := (p, n). We note that
the condition on the integral of the functions in the polynomial space is necessary to avoid duplicating
the constant function on K. Clearly, the space Vδ(K) reproduces the DG and the FVM methods in the
extreme cases:
• If the sub-grid equals the original element (n = 1 and thus TK = {K}), the space is simply the
polynomials of degree p and the resulting space is the standard DG space.
• If the polynomial degree is p = 0, the space consists of the piece-wise constant functions on the
sub-grid and the resulting space is the standard space that is used for the FVM method.
However, for a non-trivial combination of n and p, we obtain a new space with interesting properties.
Discontinuities can be handled efficiently by the piece-wise constants, while the asymptotic high-order
convergence rates for smooth solutions are obtained by the polynomials.
Finally, we now consider the global space given by
Vδ =
⊕
K∈T
Vδ(K).
Therefore, any function vδ ∈ Vδ lies locally in Vδ(K), i.e. vδ|K ∈ Vδ(K) for all K ∈ T .
2.2. Basis functions. Within each element K ∈ T , we introduce the following basis functions for
the space Vδ(K). Let L
`
i , i = 0, . . . , N(p) be a set of orthogonal polynomials up to total degree p on
K` such that L
`
0 = 1. In one spatial dimension, we use the Legendre polynomials. Then, we define the
following N(p) + n basis functions for Vδ(K) by
ϕ`i =
{
L`i i = 1, . . . , N(p),
1k`j
j = 1, . . . , n, i = N(p) + j,
(2.4)
where we use the characteristic function
1k(x) =
{
1 x ∈ k,
0 otherwise.
(2.5)
Note that while both, the polynomial components and the low order piece-wise constant components,
are orthogonal w.r.t the L2-norm, the combined basis is in general not orthogonal.
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Fig. 2.1: Projection piKp f of two smooth example functions f on the space Vδ(K) for p = 4 and n = 6
where the two components in Vn(K) and Vp(K) of pi
K
p f are also indicated.
2.3. Projections onto approximation spaces. Let us first introduce three L2-projections on
the spaces we have defined. First, consider the projection piKp : L
2(K) → Vp(K) on the polynomial
modes: for any f ∈ L2(K), find piKp f ∈ Vp(K) such that
(piKp f, vp)K = (f, vp)K , ∀vp ∈ Vp(K). (2.6)
Next, define the projection piKn : L
2(K) → Vn(K) on the piecewise constant sub-grid space: for any
f ∈ L2(K), find piKn f ∈ Vn(K) such that
(piKn f, vn)K = (f, vn)K , ∀vn ∈ Vn(K). (2.7)
Finally, define the projection on the combined space piKδ : L
2(K)→ Vδ(K) given by: for any f ∈ L2(K),
find piKδ f ∈ Vδ(K) such that
(piKδ f, vδ)K = (f, vδ)K , ∀vδ ∈ Vδ(K). (2.8)
Note that since the spaces Vp(K) and Vn(K) are in general not orthogonal with respect to L
2(K), the
projection piKδ is not simply the sum of pi
K
p and pi
K
n . Also, all of these projections can be defined on
the global spaces in a straight-forward way. The elementwise extension of piKδ to Ω is simply denoted
by piδ. Figure 2.1 illustrate the projection of pi
K
δ f of two functions f as well as the components of pi
K
δ f
lying in Vn(K) and Vp(K).
Since the L2-approximation is the best-approximation in the discrete space with respect to the
L2-norm and since the space Vδ(K) contains the polynomial space Pp(K) we obtain immediately the
following estimate for the L2-projection: Let f ∈ Hk(K), then
‖f − piKδ f‖K ≤ C
(
hK
p
)s
|f |Hs(K)
for all 1 ≤ s ≤ min(p + 1, k) for some constant C independent of hK , p and n. Similar results can be
obtained for other Sobolev norms of the error, see [22, 6]. Therefore, exponential convergence can be
obtained for analytic solutions under p-refinement. On the other hand, since the space contains the
piece-wise functions on the sub-grid TK , one obtains the following estimate
‖f − piKδ f‖K ≤ C
hK
n
|f |H1(K).
Finally, we note that piKδ (and pi
K
n ) preserves local averages on the sub-cells k
`
i since one can test
in (2.8) with each sub-cell piece-wise constant basis function.
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Fig. 2.2: L2-approximation of a heaviside-function using the approximation space Vδ(K) introduced
here with δ = (p = 4, n) (top) and a polynomial approximation space (bottom), i.e. δ = (p, n = 1).
Figure 2.2 illustrates the L2-projection of the Heaviside-function onto the considered approximation
space, as well as the projection onto a pure polynomial space. As one can see, the presence of the piece-
wise low order components does reduces the overshoot only for very (too) large n. However, in the
asymptotic limit n → ∞ the overshoots are reduced with a rate of 1/n. Since this is not satisfactory,
we explain in the next sub-section a strategy to project only on the low-order modes if necessary.
2.4. Projections with penalized High-Order Componenents. We note that the projections
of monotonic functions on the Vδ-space are in general not monotonic, which can cause severe problems
for the solution of non-linear PDEs. Here, we propose a penalization approach in order to suppress the
polynomial modes within elements flagged by an indicator function.
Given a constant element penality parameter γ ≥ 0 (see the upcoming Section 2.5 for an explicit
construction), we extend the projection (2.8) by adding a penality term, to define the local penalized
projection piKδ,γf of f in element K according to: for any f ∈ L2(K), find piKδ,γf ∈ Vδ(K) such that(
piKδ,γf, vδ
)
K
+ γ
(
piKp (pi
K
δ,γf), pi
K
p vδ
)
K
=
(
f, vδ
)
K
, ∀vδ ∈ Vδ(K). (2.9)
The motivation behind this projection is that the polynomial modes will be continuously suppressed
for increasing values of γ.
In Figure 2.3 we present the penalty-based L2-projection for a sequence of increasing values of γ of
the Heaviside-function as well as a smooth sin-function. As we can see, as is theoretically justified, the
result converges to the monotonic L2-projection using only the low-order modes.
2.5. Indicator. Having an indicator for the penalty-based L2-projection at hand is an essential
ingredient. A number of different sensors or indicators have been proposed in the literature, to identify
so-called “trouble cells” where some kind of additional stabilization procedure is required to avoid
oscillations in the solution. In our setting, we find it natural to define such an indicator directly in
terms of the spaces and projectors we use.
In particular, we define a sensor function sK that measures the ability to represent a function uδ
within an element K by a pure polynomial function while still maintaining the local average on the
sub-cells. Now, the pure polynomial function that we mention above could in practice be taken as the
L2-projection (2.6) onto V̂p(K) := Vp(K) ⊕ span{1}, i.e. where in addition Vp(K) is augmented with
the constant functions in order to obtain the full polynomial space. However, this projection is not the
best polynomial function that minimizes the local average of the original function. This motivates to
introduce another projection piKp,n : Vδ(K)→ V̂p(K) given by: for any uδ ∈ Vδ(K), find piKp,nuδ ∈ V̂p(K)
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Fig. 2.3: Penalty-based L2-projection (p = 4, n = 9) for an increasing sequence of γ of the Heaviside-
function (top) and the sin-function (bottom).
such that
〈piKp,nuδ, vp〉K = 〈uδ, vp〉K , ∀vp ∈ V̂p(K), (2.10)
where 〈·, ·〉K is defined by
〈wδ, vδ〉K := (piKn wδ, piKn vδ)K , ∀wδ, vδ ∈ Vδ(K).
Indeed, the projection piKp,nuδ is the solution to the following minimization problem
inf
vp∈V̂p(K)
‖piKn (uδ − vp)‖K .
Of course, this projection is in general not well-posed, in particular if N(p) + 1 > n, i.e. if there are
more degrees of freedom than conditions so that uniqueness is not given.
Lemma 2.1. Consider a uniform partition of the unit simplex into n = (r + 1)d simplices of
edge-length 1/(r + 1). If r ≥ p, then the mapping piKn : Vp(K)→ Vn(K) is injective.
The proof is presented in the appendix.
Remark 2.1. Numerical results indicate that Lemma 2.1 does not provide a sharp condition on
the solvability for large values of p. For example, for d = 2 and p = 4, the mapping is injective even
for r = 3 which generates a subgrid of 16 triangles whereas N(4) + 1 = 15. In practise, it is easy to
check solvability on the unit simplex by numerical computation for any given parameters p and n in
given dimension d once and for all.
It is easy to see that the injectivity of piKn : Vˆp(K) → Vˆn(K) implies that ‖piKn · ‖K is a norm on
Vp(K) and that the projection pi
K
p,n defined by (2.10) is in consequence uniquely determined.
Now, having clarified the well-posedness of the projection piKp,n, we are now ready to state the
indicator function
sK = ‖piKn (uδ − piKp,nuδ)‖∞,K , (2.11)
with ‖ · ‖∞,K being the L∞(K)-norm. Therefore, the sensor sK can be viewed as the maximal error if
one would replace the current approximation uδ by the (pure) polynomial that best preserves the local
averages on the sub-cells.
We also define a local normalization factor for this sensor, which is given by
s0K = ‖piKn uδ‖∞,K + sε, (2.12)
6F
u
n
ct
io
n
u
δ
-1 -0.5 0 0.5 1
0
0.5
1
-1 -0.5 0 0.5 1
0
0.5
1
-1 -0.5 0 0.5 1
0
0.5
1
-1 -0.5 0 0.5 1
0
0.5
1
S
en
so
r
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
-1 -0.5 0 0.5 1
0
0.1
0.2
0.3
Fig. 2.4: Illustration of the sensor function |piKn (uδ − piKp,nuδ)| over one element K = (0, 1) (bottom) for
p = 4, n = 9 applied to four different functions (top).
where sε is a small number to avoid zero division.
In terms of this sensor sK , we now define the penalty function
γK = Cpen max
(
0,
sK
s0K
− τ
)
(2.13)
where Cpen is a problem and discretization dependent parameter, which we empirically set to Cpen = 10
7
in all our examples. The threshold τ is used to ensure zero penalization for smooth solutions and small
perturbations, and we set it empirically to τ = 0.01/p.
Figure 2.4 illustrates the sensor function |piKn (uδ − piKp,nuδ)| for four different functions using the
discretization parameters p = 4 and n = 9. We observe that the sensor indicates the first two functions
as they can not be represented accurately by the L2-projection onto polynomials only. We finalize this
section with listing some properties of the sensor:
• If uδ ∈ Vˆp(K), then sK = 0 since piKp,nuδ = uδ. Figure 2.4 (third column) illustrates this
property: this function is a pure polynomial function (with p = 4) so that piKp,nuδ = uδ.
The relatively small error should not impact the sensor which motivates a positive threshold
parameter τ = 0.01/p.
• If uδ ∈ Vˆn(K), then sK is in general positive. It can nevertheless be zero or very small if
the function can be nicely represented by a polynomial while keeping the local averages in the
sub-cells, which is an important feature to allow for recovering the high-order representation,
e.g. after a shock-transition. This is illustrated in Figure 2.4 (fourth column) which does not
sense this function (although it is a piecewise constant function).
3. Discontinuous Galerkin formulation for conservation laws. We devote now our attention
to the discretization of conservation laws using the previously introduced approximation space Vδ.
3.1. Governing equations. Consider a general system of first-order conservation laws
∂u
∂t
+∇ · F (u) = 0 in Ω, (3.1)
with prescribed initial condition u(x, t = 0) = u0 and appropriate boundary conditions on ∂Ω (more
details will be provided in the results section). Here u = (u1, . . . , um) is the solution vector function
and we will consider the following equation:
[1] Convection: We consider m = 1 and F (u) = βu for a given velocity field β (possibly space and
time varying).
[2] Inviscid Burgers’ equation: The spatial dimension is limited to d = 1 only; with m = 1 and
F (u) = u2/2.
7[3] Euler’s equations of gas dynamics: Here, m = d + 2 and the system of conservation laws is
given by
∂ρ
∂t
+
∂
∂xi
(ρui) = 0, (3.2)
∂
∂t
(ρui) +
∂
∂xi
(ρuiuj + p) = 0 for i = 1, 2, 3, (3.3)
∂
∂t
(ρE) +
∂
∂xi
(uj(ρE + p)) = 0 (3.4)
where ui, i = 1, . . . , d are the velocity components, ρ is the fluid density and E is the total energy,
thus the unknown vector function consists of u = (u1, u2, u3, ρ, E). Further, we assume an ideal
gas with pressure p of the form
p = (γa − 1)ρ
(
E − 1
2
ukuk
)
, (3.5)
where γa is the adiabatic gas constant.
3.2. Spatial Discretization. Our discretization is a standard (discontinuous) Galerkin form on
our space Vδ, with the optional penalization of the polynomial modes as described above. Define
the multi-component spaces V mδ (K) = [Vδ(K)]
m and V mδ = [Vδ]
m. For all t ∈ (0, T ), find uδ(t) =
(uδ,1(t), . . . , uδ,m(t)) ∈ V mδ such that∫
K
∂tuδ(t) vδ −
∑
k∈TK
∫
k
F
(
uδ(t)
) · ∇vδ + ∑
k∈TK
∮
∂k
F̂
(
u+δ (t), u
−
δ (t), nk
)
vδ (3.6)
+γK
∫
K
(
piKp uδ(t)
)
(piKp vδ) = 0, ∀vδ ∈ V mδ (K),
on each element K ∈ T . We are using a compact notation to handle the multi-component system. Here,
F̂
(
u+δ (t), u
−
δ (t), nk
)
is a numerical flux function involving the solution on each side of the boundary ∂k
and the outward normal vector nk.
Next, write the global uδ approximation in terms of the basis functions φi:
uδ(t) =
NT∑
`=1
N(p)+n∑
i=1
U `i ϕ
`
i (3.7)
where U is the vector of all components U `i = (U
`
i,1, . . . , U
`
i,m), ` = 1, . . . , NT , i = 1, . . . , N(p) +n. Note
that the dimension of U is m×NT × (N(p) + n). Imposing equation (3.7) for each basis function leads
to a semi-discrete system of the form
M U˙(t) + Γ(U(t)) Mpp U(t) = R(U(t)) (3.8)
Here, M is a block-diagonal mass matrix, Mpp is a (singular) block-diagonal mass matrix for the poly-
nomial components only, Γ(U(t)) is a diagonal matrix with the values of the penalty parameter γK for
each element, and R(U(t)) contains the remaining terms (which is in general non-linear).
The initial condition, denoted by U0, is obtained by projecting the initial function u0 onto the
discretization space Vδ.
3.3. Time integration by Implicit-Explicit Runge-Kutta methods. The system (3.8) can
be integrated by a number of different ODE solvers, including fully implicit and fully explicit or combined
implicit-explicit (IMEX) schemes. Since the penalty term Γ(U(t)) Mpp U(t) is very stiff we apply an
IMEX scheme using the splitting
M U˙(t) = f(U(t)) + g(U(t)),
with
f(U(t)) = R(U(t)), g(U(t)) = −Γ(U(t)) Mpp U(t).
8In particular, we use the approach presented in [20] where we freeze however the penalty function Γ
during the different stages. One time-step from Un ≈ U(tn) to Un+1 ≈ U(tn+1) reads as:
Set Γn = Γ(Un)
for i = 1 to s
Un,i = Un + ∆t
i−1∑
j=1
[ai,j rj + aˆi,j rˆj ]
Evaluate (M + ∆t ai,i Γn Mpp) ri = −Γn Mpp Un,i
Evaluate M rˆi = R(Un,i + ∆t ai,i ri)
end for
Un+1 = Un + ∆t
s∑
i=1
[
bjrj + bˆj rˆj
]
.
The coefficients ai,j , aˆi,j , bj , bˆj are given by the matrices A, Aˆ and vector b, bˆ:
A =
0 0 00 α 0
0 1− α α
 Aˆ =
0 0 0α 0 0
δ 1− δ 0
 b = bˆ =
 01− α
α
 ,
with fixed parameters α = 1− 1√
2
, δ = −2
√
2
3 .
4. Results. We present here a collection of numerical results in one and two spatial dimensions
with increasing complexity.
4.1. Linear convection. We start with the most simple case of scalar linear convection in one
spatial dimension, see Section 3.1 [1] with β = 1, on Ω = (0, 1) in order to illustrate some basic
approximation properties. We consider two initial conditions u0 = u(t = 0), a Gaussian function
and a Heaviside function, that are evolved under periodic boundary conditions for one cycle to obtain
uδ(t = 1). The polynomial degree p = 1, 2, 3, 4 and the number of sub-cells n = 8 per element is fixed
while the number of elements NT is increased to generate convergence rates as h→ 0 where h = 1/nT
denotes the diameter of the elements. The time-step ∆t is kept small enough so that the error is
dominated by the spatial discretization.
In Figure 4.1 (left) we illustrate the L2(Ω)-norm of the error piδu0 − uδ(t = 1) for the different
values of p under mesh-refinement h → 0 for the Gaussian function while 4.1 (right) plots the same
errors in the L1(Ω)-norm, which is standard for discontinuous solutions, for the Heaviside function.
Finally, in Figure 4.2 we activate artificially the penalty parameter in one element and plot the
solution of the transported Gaussian before, during and after it passes this element. We observe that
the solution can qualitatively be recovered with the polynomial modes after the Gaussian traveled
through the marked element, but that the shape suffers from the high dissipation that occurred during
the piecewise constant representation in the marked element.
4.2. Inviscid Burgers’ equation. We now consider the inviscid Burgers’ equation, see Section
3.1 [2], on Ω = (0, 1) with smooth initial condition u0(x) = 1/2 + sin(2pix). We illustrate in Figure 4.3
the solution and the indicator γ with p = 4, n = 8 on nT = 9 elements at various times. The time-step
is set to ∆t = 10−3. We observe that the indicator starts to be activated when the strong gradient
appears even before the shock is formed since a polynomial representation with p = 4 of the solution
would yield oscillations. Second, it also can be seen that the indicator can deal with the moving shock
and that the solution is recovered in polynomial representation after the shock left an element. We
also note that the standard discontinuous Galerkin method with high order elements will not lead to
an approximation since over- and undershoots are amplified and the simulation aborted.
4.3. Transonic Quasi-1D flow through nozzle. We now shed our attention to a nozzle flow-
problem under quasi-1D assumptions. The resulting equations are similar to the one-dimensional Euler
equations, see Section 3.1 [3], with minor modifications. For the variable-area A(x), this leads to the
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Fig. 4.1: Accuracy of the method for linear convection for a Gaussian (left) and Heaviside (right) initial
condition with p = 1, 2, 3, 4 and n = 8 under mesh refinement.
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Fig. 4.2: Solution before, during and after it passes the marked element in which the penalization
parameter is artificially activated.
equations
∂
∂x
(Aρu) = 0,
∂
∂x
(A[ρu2 + p]) =
p
A
∂A
∂x
,
∂
∂x
(A[ρE + p]u) = 0
(4.1)
where ρ is the fluid density, u is the fluid velocity, and p is the thermodynamic pressure. The total
energy is given by ρE = ρe + ρu2/2, and the pressure is related to ρE by the equation of state for a
perfect gas, p = (γa − 1)
(
ρE − ρu2/2), where the ratio of specific heats γa = 1.4. The Mach number is
the ratio between the speed of the flow and the speed of sound M = u/c, where c =
√
γap/ρ.
We solve on the domain Ω = (0, 1), and prescribe the nozzle area by
A(x) =
{
1− (1− Tn) cos
(
pi x−0.50.8
)2
for 0.1 ≤ x ≤ 0.9
1 otherwise,
(4.2)
where Tn = 0.8 is the height of the nozzle throat. At x = 0 we impose the farfield conditions ρ = ρi = 1.0,
u = ui = 1.0, M = Mi = 0.40 weakly, and at x = 1 we impose the conditions ρ = ρo = 1.0, u = uo = 1.0,
M = Mo = 0.45 using Roe’s Riemann solver.
This problem is a challenging problem for high-order methods since small densities occur and
thus small undershoots lead to very large relative undershoots. Figure 4.4 presents the first solution
component Aρ at various times with p = 4, n = 8 on nT = 9 elements. The time-step is set to
∆t = 2 · 10−4. We observe that the steady-state is reached and that the indicator is activated in the
element containing the shock.
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Fig. 4.3: Evolution of the solution to the inviscid Burgers’ with p = 4, n = 8 and nT = 9 elements at
various times.
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Fig. 4.4: Transonic flow through a quasi-1D nozzle. The plots show the weighted density Aρ(x) at
various times. Discretized using p = 4 and n = 8. Note the sharp resolution of the shock on the sub-cell
grid.
4.4. The Woodward-Colella forward facing step. We finally apply our method to the forward
facing step problem of Woodward and Colella [24], in the context of Euler’s equations in two dimensions.
The freestream Mach number is 3, and we discretize the high-order space using polynomials of degree
p = 3, and create a sub-grid by refining each triangle into n = 42 = 16 cells uniformly. We integrate in
time using a stepsize of ∆t = 2·10−4 until a final time 5.0. The solution never reaches a steady-state due
to transient effects and instabilities, but it serves as a good test case for our shock capturing technique.
Figure 4.5 shows the results on a coarse and on a finer mesh, visualized by a density plot as well as
the sensor and the mesh. First, we note that our sensor is highly selective and that only a single element
layer of elements needs to be flagged for stabilization. The singularity at the convex corner causes some
problems, as the oscillations due to under-resolution are convected downstream and results in an entire
layer of elements along the wall being flagged by the sensor. This could likely be avoided by a finer
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Fig. 4.5: The Woodward-Colella forward facing step problem [24]. The problem is discretized on a
coarse mesh (top) and on a finer mesh (bottom), using polynomial degrees p = 3 and a sub-grid of
n = 42 = 16 cells in each triangle. The plots show the density (left) and the sensor on the mesh (right).
In the sensor plots, gray color indicated no stabilization is applied. Note that most of the shocks are
captured using only a single layer of low-order elements. The numerical oscillations are due to the
low-order scheme (the so-called “carbuncle effect”, [21, 18]).
resolution at the corner (as in [20]), different parameters for the sensor, or by special treatment of the
corner as in the original work [24]. We also note numerical oscillations behind the shocks, in particular
for the coarse mesh. This is due to the low-order finite volume scheme and known as the “carbuncle
effect” [21], which can be remedied using a wide range of techniques [18].
5. Conclusions. In this article, we have introduced a new numerical scheme to solve non-linear
conservation laws with a discontinuous Galerkin method based upon a non-standard (discontinuous)
approximation space. This space includes on each element both high-order polynomials and piecewise
constant functions on a sub-grid. The set-up of the method is very general so that it can be applied to
unstructured meshes consisting of simplex elements in any dimension.
Since a Galerkin method is a projection method which minimizes the residual over the approxima-
tion space, we argue that the method intrinsically has a tendency to choose a good balance between
using low- or high-order features of the approximation space. This, however, only reduces, but does
not cure, the problem of overshooting which is fundamental for non-linear problems. The particular
structure of the approximation space allows to define a sensor with some nice properties which allows
to define a local penalty parameter that suppresses the high order modes whenever the sensor is ac-
tivated in a smooth way. The method also allows for recovering a polynomial representation once a
shock has quit an element, however with an accuracy that is reduced due to the temporary low-order
representation of the solution.
Several numerical tests illustrate the characteristics of the method. From our prototypical imple-
mentation, it is difficult to guess how expensive the method really is. We judge it however satisfying that
we obtain a qualitatively correct solution in regard that a typical high-order method crashes without
any sort of shock-capturing and that the high-order modes are only suppressed locally where needed.
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7. Appendix.
7.1. Proof of Lemma 2.1. We first introduce some appropriate notation. Consider the set of
multi-indices of total degree p in d = 1, 2, 3 dimensions given by
Np := {α ∈ Nd0 | |α| ≤ p},
where |α| = ∑di=1 αi and define
xα :=
d∏
i=1
xαii ,
(
α
β
)
:=
d∏
i=1
(
αi
βi
)
for any monomial x = (x1, . . . , xd) ∈ Rd. Here, we assume that
(
n
k
)
= 0 for any k > n so that
(
α
β
)
= 0
if there exists i such that αi < βi. The corresponding space of d-variate polynomials of total degree at
most p given by
Pp := span{xα | α ∈ Np},
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is of dimension dim(Pp) =
(
p+d
d
)
where the set of monomials xα consists of a basis.
We consider the case r = p since the result follows immediately from the case r = p for r > p.
Without loss of generality, we scale the unit simplex by a factor p+ 1 and therefore introduce
Sp = {x ∈ Rd | ∀i = 1, . . . , d : xi ∈ [0, p+ 1] and |x| ≤ p+ 1}.
Then, the subgrid is given by the uniform partition of Sp into (p+ 1)
d simplices that are congurent to
the unit simplex Sˆ := S0. Indeed, d! unit simplices fit into the unit cube in d dimensions. Further,
the cube [0, p+ 1]d consists of (p+ 1)d unit cubes which can be divided into d!(p+ 1)d unit simplices.
Among all these unit simplices, there are (p+ 1)d unit simplices contained in Sp.
We consider the subset of simplices
Sα = {xˆ+α | xˆ ∈ Sˆ}
generated by different α ∈ Np. There are therefore also |Np| = dim(Pp) simlicies and they all belong to
Sp. We then consider the matrix
Aαβ =
∫
Sα
xβ dx =
∫
Sˆ
(xˆ+α)β dxˆ =
∑
γ∈Np
(
β
γ
)
αγ
∫
Sˆ
xˆβ−γ dxˆ =
∑
γ∈Np
(
β
γ
)
αγf(β − γ)
for all α,β ∈ Np and where f(α) =
∫
Sˆ
xˆα dxˆ. Here we have employed a change of variable from Sα
to Sˆ and the binomial formula. Note that we use the convention
(
β
γ
)
= 0 if there exists i such that
βi < γi. Now, introduce the two additional matrices
Mαβ = α
β, and Bαβ =
(
β
α
)
f(β −α),
so that A = MB. The matrix M is indeed the interpolation matrix of the monomials xβ on the grid
α ∈ Np, which is invertible. Second, the matrix B is upper triangular with constant and non-zero
diagonal
Bαα =
(
α
α
)
f(0) = |Sˆ|,
and thus also invertible. In turn, A is invertible.
Let us now conclude the proof. Indeed, we consider any polynomial vp ∈ Pp given by vp(x) =∑
β∈Np vβ x
β with vβ ∈ R. We now assume that vp has zero average on each subcell of the subgrid.
Among those n = (p+1)d subcells, we only consider the set Sα with α ∈ Np and the conditions become:
for all α ∈ Np, there holds∫
Sα
vp(x) dx = 0 ⇔
∑
β∈Np
vβ
∫
Sα
xβ dx =
∑
β∈Np
Aαβvβ = 0.
Since A is invertible, it follows that vβ = 0 for all β ∈ Np and the mapping piSpp,n is injective.
