A normalized holomorphic family (depending on λ ∈ C 3 ) of conformally invariant trilinear forms on the sphere is studied. Its zero set Z is described. For λ / ∈ Z, the multiplicity of the space of conformally invariant trilinear forms is shown to be 1, except perhaps for a denumerable subset.
Introduction
The present paper is a continuation of the study of conformally invariant trilinear forms for three representations belonging to the scalar principal series of the conformal group G = SO 0 (1, n). More precisely, the representations are realized on C ∞ (S), where S ≃ S n−1 is the unit sphere in a n-dimensional Euclidean space E, and trilinear forms are required to be continuous for the natural topology on C ∞ (S) × C ∞ (S) × C ∞ (S).
In the reference [4] , co-authored with B. Ørsted, the generic case was studied. The trilinear forms K λ are formally defined by an integral formula, depending on a parameter λ = (λ 1 , λ 2 , λ 3 ) in C 3 , each λ j indexing a representation of the scalar principal series of G. The domain of convergence is described, and the meromorphic extension is obtained, showing simple poles along four families of parallel equally spaced planes in C 3 . A generic multiplicity one theorem (valid for λ not a pole) is proved for trilinear conformally invariant forms.
The second article [1] , coauthored with R. Beckmann deals with the explicit determination of residues along the planes of poles, at least generically.
The planes of poles are partitioned in two types, those of type I and those of type II. Viewed as a distribution on S × S × S, the residue of K λ at a pole of type I is a singular distribution, supported on a submanifold of codimension (n − 1), its expression uses covariant differential operators on S, while the residue at a pole of type II is supported on a submanifold of codimension 2(n − 1) (the diagonal D ⊂ S × S × S) and its expression requires covariant bi-differential operators (mapping functions on S × S to functions on S).
In the present paper the normalized holomorphic family K λ (obtained from K λ by multiplication by appropriate inverse Γ factors) is introduced and studied. The first result is the determination of the zero set Z of the holomorphic function λ → K λ . The set Z is contained in the set of poles, is of codimension 2 (Z is a denumerable union of lines in C 3 ). The determination of Z uses K-harmonic analysis on S × S × S, where K ≃ SO(n) is the maximal compact subgroup of G. The explicit computation of some integrals (called Bernstein-Reznikov integrals) (see [2, 6, 4, 5] ) plays a major role in this approach.
The second main result is an extension of the generic multiplicity one theorem. For λ ∈ C 3 , let T ri(λ) be the space of conformally invariant trilinear forms with respect to the three representations indexed by λ. We propose the following conjecture λ ∈ C 3 \ Z =⇒ dim T ri(λ) = 1 .
An equivalent formulation is that T ri(λ) = C K λ for λ / ∈ Z. The conjecture is shown to be valid for "most" cases : there is only a denumerable set of values of λ ∈ C 3 \ Z for which dim T ri(λ) remains unknown.
A seemingly stronger conjecture is λ ∈ C 3 \ Z ⇐⇒ dim T ri(λ) = 1 .
T. Oshima (personal communication) observed that this second conjecture reduces to the first, by using a general result on the closure of a meromorphic family of distributions (Lemma 6.3 in [13] ). Throughout this paper, we assume that n ≥ 4. The methods of the present paper could be (to the price of slight modifications) developed also for n = 2 or n = 3, but these two cases are special. This can be observed already in Liouville's theorem on local conformal diffeomorphisms, for which S 1 and S 2 stand apart. Perhaps a deeper insight into the difference can be obtained from the geometric structure of spheres when viewed as symmetric R-spaces. Recall that a symmetric R-space is a homogeneous space S = G/P where G is a semi-simple Lie group, and P a parabolic subgroup, such that, denoting by K a maximal compact subgroup of G, the space S, viewed as S ≃ K/(K ∩ P ) is a compact Riemannian symmetric space. As a major result, a symmetric R-space is a real from of a compact Hermitian space. Now observe that S 1 is a real form of P 1 (C), which is a Hermitian compact symmetric space of rank 1, S 2 ≃ P 1 (C) is a compact Hermitian symmetric space (hence a real form of P 1 (C) × P 1 (C), a product of two
Hermitian symmetric spaces of rank 1), whereas, for d ≥ 3, S d is a real form of the complex projective quadric Q d (C), which is an irreducible compact Hermitian symmetric space of rank 2 (see [3] for more details on the geometry and analysis of symmetric R-spaces). For n = 3, which corresponds to the Riemann sphere S 2 ≃ P 1 (C) as a homogenous space for SL 2 (C), the conformally invariant trilinear forms where studied by Oksak in [11] (even more generally for any representations of the principal series, not necessarily scalar). He obtained fairly complete results, making heavy use of the complex nature of S 2 , and his techniques do not seem to be transposable to higher dimensional spheres.
In an appendix, a recurrence relation for the K-coefficients of a Ginvariant distribution on S × S × S is proved, which might be of some interest for further study.
Let us mention connections to two other problems. First, the space T ri(λ) is isomorphic to the space Hom G (π λ 1 ⊗ π λ 2 , π −λ 3 ) (consequence of a lemma due to Poulsen, see [15] ). From this point of view, the present study is a special case of the restriction program designed by T. Kobayashi and collaborators, where the "big group" is G × G and the "small group" is diag(G) ≃ G, the representations are π λ 1 ⊗ π λ 2 as a representation of G × G, and π −λ 3 as a representation of G. In this respect, the reference [10] was a source of inspiration for the present paper. A second problem concerns those invariant trilinear forms, which, when viewed as distributions on S × S × S, are supported in the diagonal. They are expressed by covariant bi-differential operators, and vice versa. The investigation of covariant bi-differential operators can be translated in an equivalent problem about generalized Verma modules. Both questions have been investigated, with partial answers (see [14, 16] Let S ≃ S n−1 be the unit sphere in a Euclidean space E of dimension n. The Euclidean distance is denoted by |x − y|. Let G = SO 0 (n, 1) be the connected component of the neutral element in the Lorentz group. The action of G on S is by conformal transformations. For g ∈ G and x ∈ S, the conformal factor κ(g, x) of g at x is defined by the relation
for any vector ξ in the tangent space T x (S) of S at x. The restriction to the sphere of the Euclidean distance satisfies an important covariance relation under the action of G, namely
The subgroup K ≃ SO(n) can be identified with a maximal compact subgroup of G. It acts transitively on S. Let dx be the Lebesgue measure on S, induced by the Euclidean structure. It transforms under the action of G by the rule d(g(x)) = κ(g, x) n−1 dx, for g ∈ G.
1.2 The principal series of representations and the Knapp- Stein intertwining operators
For λ ∈ C, let π λ be the representation (spherical principal series) realized on C ∞ (S) by
where ρ = n−1 2 . Recall the duality relation for π λ and π −λ given by
where ϕ, ψ ∈ C ∞ (S), g ∈ G.
Let λ ∈ C. The formula
where f ∈ C ∞ (S) defines (at least formally) an operator (Knapp-Stein intertwining operator ) which satisfies
For ℜλ > 0, the integral (4) is absolutely convergent and hence the operator J λ is well defined on C ∞ (S). The integral can be meromorphically continued to the complex plane, with simple poles at λ = −k, k ∈ N. Therefore, introduce the normalized Knapp-Stein intertwining operator
Then λ −→ J λ is a entire (operator-valued) function. The value at −k is a differential operator on S given by
where
, ∆ being the usual Laplacian on the sphere.
A simple calculation yields
The following relation is satisfied :
The representation π λ is irreducible, unless λ ∈ − ρ − N ∪ ρ + N . Let P k ⊂ C ∞ (S) be the space of restrictions to S of polynomials of degree ≤ k on E. For λ = ρ + k for some k ∈ N, −(n − 1) + 2λ = 2k is an even integer, and for x, y ∈ S,
Hence, for f ∈ C ∞ (S), J ρ+k f belongs to P k and in fact the image of J ρ+k can be shown to be equal to P k . By the intertwining property (5), the subspace P k is invariant under π −ρ−k , and the restriction of π −ρ−k to P k is irreducible. Moreover, the quotient representation on Q k = C ∞ (S)/P k is irreducible. Let H k = P ⊥ k be the orthogonal of P k in C ∞ (S). By the duality relation (3), H k is invariant under π ρ+k . Moreover, the restriction of π ρ+k to H k is irreducible. The quotient representation is equivalent to the finite dimensional representation of G on P k .
1.3
Geometry of orbits in S × S × S
The action of G can be extended "diagonally" to S × S × S by g(x, y, z) = g(x), g(y), g(z) . The next proposition recalls the structure of G-orbits for this action. Proposition 1.1. There are five orbits in S × S × S under the action of G. Denoting by (x, y, z) a generic element of S × S × S, they are given by
The orbit O is open and dense in S × S × S, D is closed, and for j = 1, 2, 3,
for all f 1 , f 2 , f 3 ∈ C ∞ (S) and g ∈ G. To alleviate notation, let π λ = (π λ 1 , π λ 2 , π λ 3 ), and just say that T is invariant w.r.t. π λ .
By Schwartz's theorem, a trilinear form can also be viewed as a distribution on S × S × S. If the trilinear form T is invariant w.r.t. π λ , we also say simply that T (viewed as a distribution) is λ-invariant.
For λ ∈ C 3 , let T ri(λ) be the space of λ-invariant distributions on S × S × S.
The construction of the generic family
In [4] , B. Ørsted and the present author constructed trilinear invariant forms for the family of representations (π λ ) λ∈C . Given λ = (λ 1 , λ 2 , λ 3 ) ∈ C 3 , let α = (α 1 , α 2 , α 3 ) be given by
Relations (9) can be inverted to yield
In the sequel, α = (α 1 , α 2 , α 3 ) (the geometric parameter ) and λ = (λ 1 , λ 2 , λ 3 ) (the spectral parameter ) will be considered as two associated parameters on the same space C 3 , related by the relations (9) or (10).
Let λ ∈ C 3 and let α be its associated geometric parameter. For
The formula defines (formally) a trilinear map on
for any g ∈ G and f 1 , f 2 , f 3 ∈ C ∞ (S), whenever the integral makes sense. The integral (11) is absolutely convergent for all f 1 , f 2 , f 3 ∈ C ∞ (S) if and only if
The integral can be meromorphically continued to C 3 , with simple poles along four families of planes in C 3 ,
for j = 1, 2 or 3 and
A pole α is said to be • of type I j if α j ∈ −(n − 1) − 2N (and in general of type I if it is of type I j for some j ∈ {1, 2, 3})
• of type II if
• of type I+II if α is at the same time a pole of type I and a pole of type II.
A pole α is said to be generic if α belongs to a unique plane of poles. Introduce the normalized trilinear invariant functional K α defined by
or similarly,
)Γ(
) .
Both these definitions define entire (distribution-valued) functions in C 3 , as the poles along the planes of poles of K α are simple (use Harnack's prolongation principle).
The Bernstein-Reznikov integrals
The following calculation was achieved in [4] (see also [5, 6] ), extending an earlier result in the case n = 2 (see [2] ).
and assume it is not a pole. Then
This formula can be equivalently written as
or, in terms of the spectral parameter λ = (λ 1 , λ 2 , λ 3 )
A polynomial function function on S is by definition the restriction to S of a polynomial on E. Similarly, a polynomial function on S × S × S is the restriction to S × S × S of a polynomial on E × E × E.
Proof. Let P be a polynomial on E × E × E, and assume that its restriction to S × S × S, say p = P |S×S×S is K-invariant. Then let for x, y, z ∈ E Q(x, y, z) = K P (kx, ky, kz) dk , where dk is the normalized Haar measure on K. Then Q is a K-invariant polynomial. When x, y, z belong to S, Q(x, y, z) = K p(kx, ky, kz) dk = p(x, y, z) by the K-invariance of p, hence p = Q |S×S×S .
With some abuse, we will often use the same notation for a polynomial on E × E × E and its restriction to S × S × S.
Lemma 3.2. The space of K-invariant polynomial functions is dense in the space of K-invariant functions in C ∞ (S × S × S).
Proof. By K × K × K-Fourier analysis, the space of polynomial functions on S × S × S is dense in C ∞ (S × S × S). As the topology on C ∞ (S × S × S) can be defined by K-invariant semi norms (e.g. the Sobolev semi norms
Lemma 3.3. The algebra of K-invariant polynomial functions on S × S × S is generated (as an algebra) by the polynomial functions
Proof. By the first fundamental theorem (see e.g. [8] ), the algebra of Kinvariant polynomials on E × E × E is generated by the polynomials
Hence, by Lemma 3.1, the algebra of K-invariant polynomial functions on S × S × S is generated by the restrictions to S × S × S of the previous polynomials, that is to say by 1, < x, y >, < y, z >, < z, x > .
But for x, y ∈ S, < x, y >= 1 − 1 2 |x − y| 2 , so that {|x − y| 2 , |y − z| 2 , |z − x| 2 } is also a generating family.
Remark. The assumption n ≥ 4 is important for this lemma. When n = 3, the algebra of polynomials on E × E × E which are invariant under SO (3) is generated by |x| 2 , |y| 2 , |z| 2 , < x, y >, < y, z >, < z, x > and det(x, y, z). For n ≥ 4, the algebra of SO(n) invariant polynomials is the same as the algebra of O(n) invariant polynomials.
which shows that the condition is sufficient for the K-invariance of T . As the necessity is obvious, the statement follows.
K-analysis of
Proof. The proposition is a consequence of Lemma 3.3 and Lemma 3.4.
Recall the Pochhammer symbol (x) n defined for x ∈ C and n ∈ N by
Observe that (x) n = 0 if and only if x ∈ −N and n > −x.
Proposition 3.2. Let α ∈ C 3 , and let a 1 , a 2 , a 3 ∈ N.
Proof. Suppose first that α is not a pole of K α . Then
which value is known by (13) . Then take into account the normalizing factor, to get (3.1) for α not a pole. The two handsides of (15) being holomorphic on C 3 are equal for all α in C 3 .
For further use, we also give the same result formulated in terms of the spectral parameter.
.
Proof. The support of any λ-invariant distribution is a closed G-invariant subset of S × S × S. If λ is not a of pole, then K λ is a non zero multiple of K λ and hence has the same support. The restriction of K λ to O 0 is certainly not 0, and hence Supp(K λ ) = S × S × S. Hence i) is verified. Let λ 0 be a generic pole, either of type I or of type II. The normalizing factor in the definition of K λ is a product of three Γ factors which are non singular at λ 0 and only one Γ factor which has a simple pole at λ 0 . Hence, K λ 0 is equal (up to a non zero scalar) to the residue of K λ at λ 0 . The residues are computed in [1] , at least generically. More precisely, in each plane of poles, the residues are computed for λ in an open dense subset. From the formulae for the residues, it is easy to deduce the inclusion of their support as indicated in the proposition. The general result follows by analytic continuation in each plane of poles. Hence ii) and iv) hold true.
Assume now that λ is a generic pole of type I, e.g. of type I 3 . As
The zero set Z of K λ Proposition 4.1. For α ∈ C 3 , the trilinear form K α is identically 0 if and only if I α (a 1 , a 2 , a 3 ) = 0 for any a 1 , a 2 , a 3 ∈ N.
Proof. Viewed as a distribution on S × S × S, K α is K-invariant. Hence we may apply Proposition 3.1.
The rest of this section is devoted to the (rather long) proof of the following theorem. 
for some k 1 , k 2 ∈ N, or
for some k, l 3 ∈ N.
This theorem can be translated in terms of the spectral parameter λ. 
Proof of the equivalence of the two formulations.
• First case. Let α 1 = −(n − 1) − 2k 1 and α 2 = −(n − 1) − 2k 2 where k 1 , k 2 ∈ N. Then, by (10)
, and |m| ≤ l. Conversely, if λ satisfies (19), set
• Second case. Let α 1 + α 2 + α 3 = −2(n − 1) − 2k and α 3 = 2l 3 , for some k, l 3 ∈ N. Then, by (10)
. Then k, l 3 ∈ N and the statement follows.
The first vanishing situation
Proposition 4.2. Let α be such that
Proof. The assumptions on α imply that
so that, for a 1 , a 2 , a 3 ∈ N, (15) can be rewritten as
The second vanishing situation
Proposition 4.3. Let α be such that
so that for a 1 , a 2 , a 3 ∈ N, (15) can be rewritten as
Hence, in any case, I α (a 1 , a 2 , a 3 ) = 0.
Necessary conditions for the vanishing
We now prove that the conditions of Theorem 4.1 are necessary to have K α ≡ 0.
Step 1. Reduction of the problem Proposition 4.4. Let α be such that K α ≡ 0. Then either α belongs to Z or, up to a permutation of the indices,
for some k, l ∈ N, k > l.
Proof. If α is not a pole, then K α is a (non zero) multiple of K α , and the restriction of K α to the open orbit O 0 is non identically 0. Hence K α ≡ 0 implies that α is a pole.
Next, K α ≡ 0 implies I α (0, 0, 0) = 0. Hence some Γ factor in (13) has a pole, or explicitly
for some 1 ≤ i = j ≤ 3.
Hence for α a pole of type II, up to a permutation of the indices, there exist k, l ∈ N, such that
Let α be a pole of type I, say of type I 1 , i.e. α 1 = −(n − 1) − 2k 1 , for some k 1 ∈ N. For a 2 and a 3 sufficiently large, (15) implies
In the first case, α is also a pole of type I 2 (or I 3 ), hence α belongs to Z by (17). In the second case, we are back to the case of a pole of type II.
Summing up, and up to a permutation of the indices, it remains to consider the situation where
for some k, l ∈ N. The two conditions imply α 3 = −2k + 2l. If k ≤ l, then α is in Z. So, only the case where k > l remains open, and this is the content of the proposition. 
for some k, l ∈ N, k > l. Then either α belongs to Z or there exists a 1 , a 2 , a 3 such that K α (p a 1 ,a 2 ,a 3 ) = 0.
Proof. By (15) I α (a 1 , a 2 , a 3 ) can be written as
Choose a 3 = 0 and a 1 , a 2 such that l < a 1 + a 2 ≤ k. Then (−k) a 1 +a 2 +a 3 = 0 and Γ(−l + a 1 + a 2 ) is finite, so that I α (a 1 , a 2 , a 3 ) is = 0 unless (perhaps) one of the following is true :
Up to a permutation of the indices 1 and 2, we are reduced to examine the following cases:
• case (A)
for some k, l, m ∈ N, k > l.
• case (B)
In each case, we have to prove that either α is in Z or there exists a 1 , a 2 , a 3 such that I α (a 1 , a 2 , a 3 ) = 0.
Step 2. Case (A) From the assumptions, we get
If l ≥ m, then α is in two planes of poles of type I, hence is in Z. So assume that l < m. Conditions (A) imply
• Suppose that n − 1 is odd. Then
(NVT = non vanishing term). As l < k and l < m, it is possible to choose a 1 ∈ N such that a 1 > l and a 1 ≤ k, a 1 ≤ m. Let a 2 = a 3 = 0. Then (−k) a 1 +a 2 +a 3 = 0, (−m) a 1 = 0, and Γ(−l + a 1 + a 2 ) is finite, thus I α (a 1 , a 2 , a 3 ) = 0.
• Suppose that n − 1 is even. Now α 3 = −(n − 1) + 2(
If p ≤ 0, then α lies in two planes of poles of type I and hence belongs to Z. Assume that p > 0. Now,
First choose a 1 such that m − p < a 1 ≤ m and l ≤ a 1 . Now choose a 2 such that l < a 1 + a 2 ≤ k, and let a 3 = 0. It follows that I α (a 1 , a 2 , a 3 ) = 0.
Step 3. Case (B) We now assume that α satisfy the conditions
where l < k and m < k. We may further assume that α j / ∈ −(n − 1) − 2N, j = 1, 2, 3, otherwise we are in case A.
• Assume first that 2k − m − l < (n − 1). Then
For a 1 = sup(l, m) + 1, a 2 = a 3 = 0, the Γ factors are finite and the factor in the numerator is not 0 because l, m < k.
• Assume now that 2k − m − l ≥ (n − 1), so that altogether
Let us exhibit three nonnegative integers a 1 , a 2 , a 3 such that
because for such a choice, I α (a 1 , a 2 , a 3 ) = 0. Recall that k > l and k > m. Now the condition l+m+(n−1) ≤ 2k can be rewritten as (k −l)+(k −m) ≥ n − 1. Hence there exist integers p, q ≥ 1 such that
As n ≥ 4, either p or q is greater than or equal to 2. Up to a permutation of the indices, we may assume that p ≥ 2. Now let
The three coefficients are ≥ 0. Moreover
and conditions (22) are satisfied as (n−1)−q−1 = p−1 ≥ 1 and (n−1)−p = q ≥ 1.
The multiplicity one conjecture
In [4] , the following result was obtained.
Theorem 5.1 (generic multiplicity 1 theorem). Assume that λ ∈ C 3 is not a pole. Then K λ is, up to a scalar, the unique λ-invariant distribution on S × S × S.
In other words, when λ is not a pole, dim T ri(λ) = 1 or, more precisely, T ri(λ) = C K λ . This leads to the following conjecture
or equivalently, T ri(λ) = C K λ if λ / ∈ Z. The conjecture will be discussed in the rest of the paper.
We now present some preparatory material for the results to come.
Proof. Consider the left hand side of (24) as a continuous trilinear form on
. Thanks to the intertwining relation satisfied by J λ 1 , it is invariant under the action of π λ 1 ⊗ π λ 2 ⊗ π λ 3 , hence, for generic λ, it has to be proportional to K λ . The constant of proportionality is then computed by evaluating both sides of (24) on the functions 1, 1, 1, with the help of (7) and (14) . The relation is then extended to all of C 3 by analytic continuation.
The next result although elementary, will be of much use later.
Proof. Under the assumptions, the operators J λ 1 and J −λ 1 are isomorphisms. Let T be a λ-invariant distribution. Let T ′ be the trilinear form defined by
Then T ′ is λ ′ -invariant. Symmetrically, let S be a λ ′ -invariant trilinear form, and let ′ S be the trilinear form defined by
Although we won't use the next result in the sequel, it is worth to notice another consequence of the functional equation (24).
, and hence K −ρ−l 1 ,λ 2 ,λ 3 defines, by passing to the quotient, a continuous trilinear form on
Proof. Let λ 1 = ρ + l 1 . Then, as ρ − λ 1 = −l 1 is a pole of Γ, the right hand side of (24) is 0 for any f 1 , f 2 , f 3 ∈ C ∞ (S). Hence K −ρ−l 1 ,λ 2 ,λ 3 (f 1 , f 2 , f 3 ) = 0 for any f 2 , f 3 ∈ C ∞ (S) and f 1 in the image J ρ+l 1 which is equal to P l 1 (see subsection 2.2). The proposition follows easily.
The general strategy for proving the conjecture is following. The conjecture has been verified for λ not a pole (Theorem 5.1). Hence, we may assume that λ is a pole. This leaves three (disjoint) possibilities :
• λ is a generic pole of type I (which implies that λ / ∈ Z)
• λ is a generic pole of type II and λ / ∈ Z
• λ belongs to (exactly) one plane of pole of type I and to a plane of type II ("type I+II") and λ / ∈ Z. In each case, the conjecture will be verified for "most" λ, more precisely to the possible exception of a denumerable subset of λ's.
The multiplicity 1 theorem for a generic pole of type I
Let λ be a generic pole of type I. Then λ / ∈ Z, as λ is not a pole of type II and λ does not belong to two planes of poles of type I. Up to a permutation of the indices, we may assume that λ is of type I 1 , i.e. satisfies
for some k 1 ∈ N. The genericity is equivalent to
Then dim T ri(λ) = 1.
Proof. The assumption (29) allows to use the intertwining trick (Proposition 5.2) to change λ to λ ′ = (λ 1 , −λ 2 , λ 3 ). Then
Hence λ ′ is not a pole, so that by the generic uniqueness theorem 5.1 dim T ri(λ ′ ) = 1. By Proposition 5.2, this implies dim T ri(λ) = 1.
Theorem 5.2. Let λ satisfy the conditions (25) to (28). Then dim T ri(λ) = 1, except perhaps if
Proof. If λ does not belong to the exceptional set, then either λ 2 or λ 3 satisfies (29). Hence the conclusion follows.
Remark. The set of λ's which satisfy (25) and (30) is denumerable.
5.2
The multiplicity 1 theorem for a generic pole of type II Lemma 5.1. Assume that λ satisfies
for some k ∈ N, and moreover assume λ / ∈ Z. Then λ j / ∈ −ρ − k − N, for j = 1, 2, 3.
Proof. Assume the contrary, i.e. (say)
Proposition 5.5. Let λ be a generic pole of type II and assume further that λ / ∈ Z. Assume moreover that
Proof. Let
for some k ∈ N. The assumption allows to use the intertwining trick twice and change λ to λ ′ = (−λ 1 , −λ 2 , λ 3 ). Then
by Lemma 5.1,
both by the genericity of λ,
Hence λ ′ is not a pole. The conclusion follows as in Proposition 5.4
Theorem 5.3. Let λ be a generic pole of type II, which moreover does not belong to Z. Then dim T ri(λ) = 1 except (perhaps) if there exists a pair of λ j 's which belong to (−ρ − N) ∪ (ρ + N).
Proof. If there is no such pair, then at most one λ j belongs to (−ρ − N) ∪ (ρ + N). Hence Proposition 5.5 can be used to get the conclusion.
Remark. The set of λ's which are poles of type II and such that a pair of λ j 's belong (−ρ − N) ∪ (ρ + N) is denumerable.
5.3
The multiplicity 1 theorem for a pole of type I + II Proposition 5.6. Let λ satisfy
for some k, k 1 ∈ N, and assume further that λ / ∈ Z. Assume moreover that
Proof. Remark that the condition λ / ∈ Z implies that λ does not belong to any other plane of poles, beyond the two planes to which it belongs. Use the intertwining trick to change λ to λ ′ = (λ 1 , −λ 2 , −λ 3 ). Then
the two last lines as a consequence of the remark. So λ ′ is not a pole and hence dim T ri(λ ′ ) = 1, which by the intertwining trick implies dim T ri(λ) = 1.
Theorem 5.4. Let λ satisfy
for some k, k 1 ∈ N, and assume further that λ / ∈ Z. Then dim T ri(λ) = 1, except(perhaps) if
Proof. This is merely a rephrasing of Proposition 5.6.
Remark. The set of λ ′ s which satisfy (32) for some k, k 1 ∈ N and such that λ 2 ∈ (−ρ − N) ∪ (ρ + N) or λ 3 ∈ (−ρ − N) ∪ (ρ + N) is a denumerable set, so that dim T ri(λ) = 1 for λ a pole of type I+II which is not in Z, except (perhaps) for a denumerable subset.
Complementary results
Theorem 5.5. Let λ ∈ C 3 and assume that the three representations π λ j are irreducible. Then dim T ri(λ) = 1.
Proof. The assumption of irreducibility amounts to
for j = 1, 2, 3. These conditions guarantee that λ is not in Z. If λ is either not a pole, or a generic pole of type II, or a pole of type I+II, Theorem 5.1, Theorem 5.5 and Theorem 5.6 allow to conclude. It remains only to consider the case where λ is a generic pole of type I. So, let assume
In this case, use the intertwining trick to change λ to λ
So λ ′ is not a pole, and the multiplicity one result follows.
The final result is a remark by T. Oshima (personal communication).
Proof. (Sketch) It is a consequence of Lemma 6.3 in [13] , of which we follow notation. Let U = C 3 and let
(this is nothing but the normalizing factor for K λ ). Let U r = {λ, r(λ) = 0}. If λ ∈ U r , then λ is not a pole and V λ = T ri(λ) is of dimension 1. For µ ∈ U \ U r , let V µ be the closure of the holomorphic family V λ (see precise definition in [13] ). Then V µ ⊂ T ri(µ). Now, by [13] , dim V µ ≥ dim λ∈Ur V λ = 1, and there is a necessary and sufficient condition for having equality (in which case µ is said to be a removable point). Now Z is contained in U \ U r . Let µ be in Z. The fact that K µ = 0 implies that µ does not satisfy the criterion for removability, so that dim V µ > dim V λ . All together, dim T ri(µ) > 1.
Appendix. A recurrence relation for the K-coefficients of an invariant trilinear form
Let e 1 , e 2 , . . . e n be an orthonormal basis of E, so that E can be identified with R n . Choose 1 = (1, 0, . . . , 0) as origin in S. The stabilizer of 1 in G is a parabolic subgroup P of G. It admits a Langlands decomposition P = M AN . The subgroup M is the stabilizer of 1 in K and is isomorphic to SO(n − 1). The action on S of the one-parameter subgroup A = {a t , t ∈ R} is given by
. .
The unipotent radical is the Abelian subgroup N = {n ξ , ξ ∈ R n−1 }, where We will also need the opposite nilpotent subgroup N , which is given by N = {n ξ , ξ ∈ R n−1 }, where The Lie algebra g of G is given by
The Cartan decomposition is g = k ⊕ p, where
The vector space p can be identified with R n . Let (e j ) 1≤j≤n be the standard basis of R n , and let X j be the corresponding element of p. Let a (j) t , t ∈ R be the one parameter group generated by X j . Then the action of a (j) t on S is given by a (j)
t (x 1 , x 2 , . . . , x n ) = (y 1 , . . . , y j , . . . , y n ) where y k = x k cosh t + sinh t x j for k = j, y j = sinh t + cosh t x j cosh t + sinh t x j .
Moreover, κ(a
t , x) = (cosh t + sinh t x j ) −1 .
Let U(g) be the universal envelopping algebra of g and let D p = n j=1 X 2 j .
Proposition 5.7. Let a 1 , a 2 , a 3 ∈ N, and λ 1 , λ 2 , λ 3 ∈ N. For g ∈ G,
(π λ 1 ⊗ π λ 2 ⊗ π λ 3 )(g) p a 1 ,a 2 ,a 3 (x, y, z)
where β 1 = λ 1 + ρ + a 2 + a 3 , β 2 = λ 2 + ρ + a 3 + a 1 , β 3 = λ 3 + ρ + a 1 + a 2 .
Proof. This is a consequence of the covariance property (2) of the Euclidean distance on S.
Proposition 5.8. Let λ = (λ 1 , λ 2 , λ 3 ) ∈ C 3 and let a 1 , a 2 , a 3 ∈ N. Then 
where A = λ 1 + λ 2 + λ 3 + 2(a 1 + a 2 + a 3 ) + 3ρ × λ 1 + λ 2 + λ 3 + 2(a 1 + a 2 + a 3 ) + ρ , A 1 = − (λ 2 + ρ + a 3 + a 1 )(λ 3 + ρ + a 1 + a 2 )
A 2 = − (λ 3 + ρ + a 1 + a 2 )(λ 1 + ρ + a 2 + a 3 )
A 3 = − (λ 1 + ρ + a 2 + a 3 )(λ 2 + ρ + a 3 + a 1 ) .
Proof. Let 1 ≤ j ≤ n be fixed, and, for t ∈ R, set a t = a where A = 2(β 1 β 2 +β 2 β 3 +β 3 β 1 )+β 1 (β 1 −(n−1))+β 2 (β 2 −(n−1))+β 3 (β 3 −(n−1)) = (β 1 + β 2 + β 3 )(β 1 + β 2 + β 3 − (n − 1))
which is the main assertion.
Proposition 5.9. Let T be a trilinear form on C ∞ (S) which is invariant under (π λ 1 , π λ 2 , π λ 3 ). For a 1 , a 2 , a 3 ∈ N, let T a 1 ,a 2 ,a 3 = T (p a 1 ,a 2 ,a 3 ). Then the coefficients T a 1 ,a 2 ,a 3 satisfy the following relation A T a 1 ,a 2 ,a 3 + A 1 T a 1 +1,a 2 ,a 3 + A 2 T a 1 ,a 2 +1,a 3 + A 3 T a 1 ,a 2 ,a 3 +1 = 0 ,
where A, A 1 , A 2 , A 3 are given by (35) .
Proof. The G-invariance of T implies that (T , dπ λ (D)f ) = 0 for any function f ∈ C ∞ (S × S × S) and any D ∈ U(g). Apply this to D = D p and f = p a 1 ,a 2 ,a 3 and use Proposition 5.8 to get the result.
