A new shorter proof of the existence of index pairs for discrete dynamical systems is given. Moreover, the index pairs de ned in that proof are stable with respect to small perturbations of the generating map. The existence of stable index pairs was previously known in the case of di eomorphisms and ows generated by smooth vector elds but it was an open question in the general discrete case.
Introduction
Index pairs constitute a basic tool in the construction of the Conley index, which is a topological invariant used in qualitative studies of dynamical systems. The original construction of the Conley index by Charles Conley and his students (c.f. 1]) concerned ows but in the recent years it was generalized to discrete dynamical systems 6, 7] and discrete multivalued systems 2]. This opened the way to many new applications, in particular to a computer assisted proof of chaos in the Lorenz equations 3, 4, 5].
The Conley index is associated with an isolated invariant set, i.e. an invariant set which is maximal in some its compact neighborhood called an isolating neighborhood. The construction of the Conley index for a discrete dynamical system consists of two steps that di er by the techniques employed. The rst step, based on pure set-theoretical topology, is to construct a pair of subsets (P 1 ; P 2 ) of the isolating neighborhood, called an index pair. The second step consists in extracting algebraic information from the topology of the index pair by means of algebraic topology tools and certain purely algebraic functors.
The fundamental fact in the Conley index theory is that both the isolating neighborhood and the Conley index are preserved under a small perturbation. This is almost straightforward for isolating neighborhoods but required a rather complicated proof until recently, because the index pairs need not be stable under perturbations in general.
In a recent paper 2], the de nitions of isolating neighbourhood, index pair, and the Conley index, together with the proof of homotopy and additivity property of the index, were generalized for discrete multivalued dynamical systems.
The main motivation of that paper was to provide a theoretical background of numerical computation used by Mischaikow and Mrozek 3] in their computer assisted proof of chaos in the Lorenz system, where nitely represented multivalued maps appear as a tool for discretisation. However, the consequences of that generalization surpassed the authors' initial expectations. The multivalued mapping approach not only is a convenient model for certain numerics but also permits to simplify certain proofs and to obtain new results concerning single-valued continuous maps.
The aim of this short report is twofold: First, we provide a new proof of the existence of index pairs for continuous maps which is shorter and, as we believe, more intuitive than the previous ones given in 6] and 2]. Second, the index pairs we get in the proof are stable under small perturbations of the map generating the dynamical system. The existence of stable index pairs was previously known in the case of di eomorphisms and ows generated by C 1 vector elds, c.f. 7] and 10], but is was an open question in the case of a general discrete dynamical system (i.e. iterates of a homeomorphism) and a fortiori, in the case of a discrete semidynamical system (i.e. positive iteratives of a continuous map).
We refer the reader to 9] for another interesting application of multivalued dynamical systems to single-valued ones. It is proved there that, in the case of a dynamical system on R n , there always exist index pairs P = (P 1 ; P 2 ) such that P i are nite polyhedra.
Basic concepts
In this section, we recall from 2] basic de nitions. We use the notation F n (x) := F(x; n). Note that F n coincides with a superposition of F 1 : X ! P(X) or its inverse (F 1 ) ?1 . This justi es that we will call F 1 the generator of the dmds F. We will usually denote the generator simply by F and identify it with the dmds. This will cause no misunderstanding unless a value of F is considered but in that case the meaning will be clear from the number of arguments.
We do not assume that the values of F are non-empty. Thus, the de nition of dmds extends, to the multivalued case, not only the de nition of a discrete dynamical system f : X Z! X (generated by a homeomorphism) but also the de nition of a discrete semidynamical system f : X Z + ! X (generated by a continuous map) since one may de ne negative-time values by the property (iii). More precisely, an u.s.c. map F : X ! P(X) with compact values generates a dmds if and only if it is proper, i.e. F ?1 (K) is compact for any compact K X. If X is compact (and problems are often reduced to that case) then any continuous map f : X ! X generates a dmds by F(x; 1) = ff(x)g; F(x; ?1) = f ?1 (x); for x 2 X. De nition 2.2 Let I be an interval in Zwith 0 2 I. A single valued mapping : I ! X is a solution for F through x 2 X if (n + 1) 2 F( (n)) for all n; n + 1 2 I, and (0) = x. The following result was proved in 2]: Theorem 2.5 Let F be a dmds, N an isolating neighbourhood for F and W a neighbourhood of invN. Then there exists an index pair P for N with P 1 nP 2 W.
In the next section, a new proof of the above theorem will be provided in the case when F is generated by a continuous map. We shall need two lemmas from 2] on parametrised families of dmds. For the sake of completeness we shall also recall their proofs.
Let
R be a compact interval and F :
X Z! P(X) an usc mapping with compact values such that, for each 2 ; F : X Z! P(X)
given by F (x; n) := F( ; x; n) is a dmds. Given a compact subset N X and 2 , the sets inv ( ) N with respect to F are denoted by inv ( ) (N; ). Lemma 2.6 Let N X be compact. Then the mappings ! inv + (N; ); ! inv ? (N; ), and ! inv(N; ); 2 , are usc.
Proof. We prove the assertion for the rst mapping, since the other two proofs are by extending the same argument to negative integers. Suppose that ! inv + (N; ) is not usc at 0 2 . Then there exists an open U and a sequence n ! 0 such that inv + (N; 0 ) U but inv + (N; n ) \ NnU 6 = ;. Let x n 2 inv + (N; n ) \ (NnU). Since NnU is compact, we may assume that x n ! x 2 NnU. In order to achieve a contradiction, we have to show that x 2 inv + (N; 0 ). Indeed, let n : Z + ! N be a solution for F n with n (0) = x n . Then n (k) inv + (N; n ) NnU for all k = 1; 2; : : :
We construct a solution : Z + ! NnU for F by induction on k. Let (0) = lim n n (0) = x. Let (k) be constructed for a given k, so that (k) = lim i n i (k), where f n i (k)g i is a subsequence of f n (k)g n convergent in NnU. Passing again to a subsequence, we may assume that f n i (k + 1)g i is convergent. De ne (k + 1) to be its limit. Since n (k + 1) 2 F( n (k)) for all n, the closed graph property of F implies that (k + 1) 2 F( ; (k)). 3 Existence of stable index pairs
Another way of stating Lemma 2.7 is by saying that isolating neighbourhoods are stable with respect to small perturbations of generators of dmds. That would not be true about index pairs, as pointed out in 7] and the goal of this paper is to show that there exist ones which are stable. Let us start from the following simple but important observation.
Proposition 3.1 Let F : X ! P(X) be a generator of a dmds, N an isolating neighbourhood for F, and P an index pair for N and F. If G : X ! P(X)
is an u.s.c. proper map which is a selector of F, i.e. G(x) F(x) for all x 2 X, then N is an isolating neighbourhood for G, inv (N; G) inv (N; F) and P also is an index pair for G.
Proof is a routine veri cation. is an index pair for all F with 0 < . In particular, it is an index pair for F 0 = ffg. Moreover, if G : X ! P(X) is an u.s.c. map satisfying (3.1)
for " < ; found above, then G is a selector of F for " < and the conclusion follows from Proposition 3.1. Remarks.
1. The arguments in the proof remain correct if we replace a single-valued map f : X ! X by a map F : X ! P(X) with compact values which is continuous (i.e. both u.s.c. and l.s.c. or, equivalently, continuous with respect to the Hausdor distance between compact sets). That hypothesis is still more restrictive than the hypothesis of Theorem 2.6 in 2] but a shorter proof based on a di erent idea makes stating the theorem this way worthwhile. 2. The conclusion about the stability of P remains valid even if we consider a general u.s.c. proper map F : X ! P(X) and G(x) B " (F(x)); x 2 X:
Indeed, on may de ne F (x) = B (F(x)) as in (3.2) and use Theorem 2.6 in 2] to conclude the existence of an index pair P for F with 0 < . Then one may refer to Proposition 3.1, as previously. Example Let f : R 2 ! R 2 be a time-one map of a downward ow with two stationary points and a connecting trajectory as in Fig. 1 . The set S = invN consists of the two stationary points and the connecting interval. We assume that f is downward with a constant speed v, i.e. f(x; y) = (x; y ? v), on outside of some small neighbourhood of S.
If F (x; y) = B (f(x; y)), then inv (N; ) are two cones with "rounded vertices\ as on Fig. 2 . The angle of the slope of each cone far from S is given by sin = =v. 6 .43in by 3.60in (no1 scaled 750)
