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Abstract 
This thesis presents an optimization model which helps retailers to reduce 
product costs by taking advantage of parts commonality in manufacturing and 
production areas, when selling similar units with uncertainty in demands. The 
concept of component commonality can be often found in the assemble-to-order 
system, which is the foremost concept used by prominent manufacturing 
companies in the global market. The method developed uses genetic algorithm 
(GA) to solve real world optimization problems that contain integer values for 
parts and finished items, and uncertain information.  
   Numerical examples are solved using generated stochastic scenarios to show 
the impact of uncertainty on solutions. This impact is verified using two 
important criteria, Expected Value of Perfect Information (EVPI) and Value of 
Stochastic Solution (VSS). The obtained solutions present significant monetary 
benefits for the manufacturer illustrating the importance of the model presented 
here for retailers. 
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Chapter 1 
Introduction 
Globalization of product manufacturing has new challenges. There are new 
strategic, tactical and operation plans to be made to maximize profits, follow 
new trade zones, and consider socio-environmental-economic factors. In 
addition, uncertainty cannot be avoided due to multiple countries and complex 
transportation needs, but optimization models for retailers manufacturing items 
considering risk from uncertainty in supply chain management is continuing to 
be rare as suggested by Mentzer et al. in [18]. 
   The models for the use of manufacturers require optimization, which involves 
the selection of an appropriate or best element from some set of existing 
choices. We consider two types of models; deterministic model and stochastic 
model for comparison of the final results, in other words, comparing the final 
results of models without uncertainty and the model where uncertainty is 
explicitly considered with a risk factor. The role of uncertainty comes (i) in time 
to produce when several companies and different transportation facilities are 
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required in the manufacturing and selling of an item, (ii) prices, and (iii) 
demand for products.  
   To try to win in international markets, short manufacturing lead time is 
necessary; this can be achieved through component commonality and assemble-
to-order strategies which are a part of the supply chain management system. 
There are various definitions for the term supply chain, which has been an area 
of research for more than a decade.  
   After examining the works of Mentzer et al. of [18] supply chain is defined as 
a set of three or more organizations openly involved in the upstream (supply) 
and downstream (distribution) movement of products, amenities and data from a 
source to a customer. 
1.1 Problem Statement 
The thesis focuses on analyzing the impact of the solutions obtained using the 
mathematical model for any manufacturer who manufactures items using 
common parts or components. For example consider Figure 1.1, which shows 
the different levels involved in manufacturing an item based on the two 
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important strategies used in this thesis; component commonality and assemble-
to-order system. 
Level 1 contains the parts supplies, which includes three different parts P1, P2 
and P3. The term parts and components is used as synonyms over the entire 
thesis. Level 2 is the stage for assembling, where the assemble-to-order 
conception takes place. In Figure 1.1, the parts P1 and P2 are assembled 
together to produce item 1. Some of which are sold and some of which are sent 
to the next level to add part 3 to make another item. Level 4 is where the 
finished items are transported to the retailer or vendor for sale.  
Levels 1, 2 and 4 shown in the figure need not be in one location, each entity 
can be in different regions. For instance the raw materials can be available in 
one region which might get transported to another region to do the assembling 
and finally transported to the destination to reach the customers. Thus there is a 
possibility for uncertainty in each of these levels while manufacturing an item. 
  4 
 
 
Figure 1.1: Problem statement description   
   The main objective of this study is to develop models that can be used by any 
original equipment manufacturer (OEM) to gain maximum profit by minimizing 
the equipment assembling cost while using the two strategies: component 
commonality and assemble-to-order systems.  
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1.2 Contribution 
The main contribution of the thesis is a stochastic programming model that 
solves difficult integer variable problems using genetic algorithm. 
Demonstrating the significance of the model using Expected Value of Perfect 
Information (EVPI) and Value of Stochastic Solution (VSS), both terms 
explained in detail later, is a novel contribution. 
1.3 Content Organization 
The thesis is composed of six chapters. The first chapter was an introduction 
giving an overview of the problem statement and a brief outline of the thesis 
contribution. 
Chapter 2 deals with the literature review. It starts with the background 
summary of the research on the related works of supply chain management and 
contains a brief explanation about the two main streams focused in the thesis, 
component commonality and the assemble-to-order systems. This chapter also 
includes a short description about stochastic programming and global 
optimization methods used in the study. 
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Chapter 3 presents the mathematical model explanation, followed by Chapter 
4 comprising the methodology used in the thesis. This methodology is explained 
using a numerical example in Chapter 5, which also deals with a case study of a 
real world problem in a new section under the same chapter. 
The last chapter presents the summary and conclusion of the thesis work done 
and also contains the expected future works in the field. 
 
  
  7 
Chapter 2 
Literature Review 
2.1 Supply Chain Management 
 
Supply chain management is a growing and vibrant area of research in recent 
years. There are various definitions given by researchers and authors for the 
term supply chain management. The thesis of Mentzer et al. of [18] provides a 
good review of the definitions of supply chain and supply chain management. 
Ultimately, a supply chain is a system of activities, resources or organizations 
involved in moving a product or service from seller to customer.  Supply chain 
management may include all movements and loadings of raw supplies, work-in-
process inventories, and completed goods from starting point to the point of 
consumption.  
   As per Lambert et al. [13], the eight procedures involved in supply chain 
management as classified by the Global Supply Chain Forum (GSCF) are 
“manufacturing flow management, order fulfilment, demand management, 
supplier relationship management, product development and commercialization, 
returns management, customer service management and finally customer 
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relationship management”. Each process plays a vital role in the structure of 
supply chain. 
All the above mentioned eight processes can be categorized under five entities 
as in Figure 2.1. The preliminary entity, suppliers, is the one who supplies the 
basic commodities and resources for a product, which is followed by the 
manufacturer who completes the work of manufacturing the desired product. 
The distributor follows the manufacturer with distributing the finished goods to 
various places by making the items reach the retailer, who in turn sells it to the 
customers, who are the final entity of the chain. 
 
Figure 2.1: Supply chain management entities 
 
    Managing the supply chain is a complex task, from the point of origin to the 
point of consumption, it is a challenging work. In most of the developed 
industries there may be multiple elements in each entity. For instance, a leading 
manufacturing company like Hyundai or Honda would have more than one 
supplier who might deliver different needed merchandises to manufacture a car. 
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   It is also possible that these suppliers can be from different parts of the world 
and similarly the distribution and sales of these cars happen in multiple 
countries all over the world.  
   Being an extensive field of research and implementation, there are different 
areas that are related to supply chain by using organizational theories. For 
instance, the organizational theories such as Materials Requirement Planning 
(MRP), Total Quality Management (TQM) play a vital role in managing an 
industry. Some of the problems addressed by supply chain management are 
distribution network configuration, inventory management, logistics, cash flow 
and transportation strategies. 
   In order to have an effective supply chain, Liberti [14] suggested three closely 
inter related elements in a supply chain management framework: the 
organization of supply chain, the supply chain business process and lastly, the 
supply chain management components. 
   The supply chain include the networks of members and the connection 
between the members, while the business process are the actions that yield an 
explicit productivity and significance to the consumer. Finally the management 
components are the managerial components such as planning and control, work 
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structure, product flow and other components that are related to the process of 
management in an organization. 
2.2 Component Commonality 
 
In order to achieve world–class manufacturing and to compete well in 
international markets, companies try to attain short manufacturing lead time; the 
lead time is predicted as the main factor for on-time delivery, quality and 
productivity, as suggested by Song and Yao [23].  All these elements influence 
the success of a company in the long run. The manufacturing lead time denotes 
the time between the beginning and completion of a production process.    
The process that most of the leading manufacturers follow is parts 
propagation, which is an upsurge of the number of divergent part type that a 
product might require for manufacturing. Hence every time a new product is 
planned, new parts are designed and added on with the existing parts to launch a 
seemingly newer product for the consumers in the market.  
The practice of following parts propagation in engineering terms is referred to 
as parts-commonality or component commonality. As proposed by Baker [2], 
parts commonality refers to a state where one component is common to more 
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than one end item. Many enterprises benefit from parts commonality as it 
streamlines the process of engineering design of products and it also leads to 
more economical manufacturing. 
For example, consider Figure 2.2, where there are two products; Product A and 
Product B and the requirement of parts for each product is also shown. On 
comparing the products, it can be clearly seen that part 1 and part 4 are 
commonly used in the manufacturing of both A and B. Hence parts 1 and 4 are 
referred to as common components and the process of using such method is 
identified as component commonality. 
 
Figure 2.2: Component commonality 
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   It can also be inferred from Figure 2.2, that parts 2 and 3 are used specifically 
for the manufacturing of product A and hence they are called product specific 
components. It has been suggested by previous studies that the introduction of 
component commonality in the shop floor has profitable effects on aspects such 
as planning and development, lower safety stock and order quantity 
improvement are some factors as suggested by Song and Yao in [23]. 
   Some literature explain the effects of combining certain product specific 
components with common parts of an item to study the qualitative influences on 
components and common parts stock. For example, the Gerchak et al. of [7] 
proposed that the stock of product specific components constantly rises when 
other components are joined into common parts.  
   The set capacities for low level components are based on demand anticipation 
rather than on industry orders. If this expectancy turns out to be mistaken, 
strategies may have to be adjusted. The consequential scheduling, speed up and 
predictable inventory accumulation are expensive and time consuming and 
significantly delay the accomplishment of a smooth movement through the 
industrial system. 
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   Therefore commonalities significantly reduce the costs of increased product 
lines and moderates the properties of product production and process difficulty. 
It decreases the cost of safety stock. Ultimately, taking commonality into 
consideration can decrease the inventory level of a product, condense the time 
for getting in market, and decline the set-up time, increase efficiency, and 
advance flexible manufacturing. 
2.3 Assemble-to-order systems 
 
In manufacturing units where many finished products are assembled from a set 
of regular components, the process of assemble-to-order (ATO) is followed.  It 
is a method in which assembling of the components is done based on the order 
received from the customers. The subassemblies of parts are done based on 
predictions and estimations attained while the final assembly of components for 
a finished product is done at a later stage. 
As suggested by Mula et al. in [20], the ATO system proves to be beneficial 
in conditions where the assembling time of products is substantially shorter than 
the manufacturing time of its respective parts and components. This method 
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also provides a positive difference in the holding cost, variation of product 
design and on-time delivery of products. 
In industries it is also a known factor that customer satisfaction is the key 
result of the satisfaction gained through on-time delivery of the products leading 
to a company’s growth. One of the main reasons that inhibits timely delivery of 
items is the shortage of components; which in turn brings a manufacturing 
capacity loss that brings down the rate of the industry growth in a global market. 
This problem of on-time delivery can be resolved by ATO system.   
Another factor that influences the assembling of system is component 
commonality. Since all products do not need most of the features and every 
single product require only a subset of the design structures, the commonality of 
parts speeds up the assembling process. 
 
Figure 2.3: ATO process flow 
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   Figure 2.3, illustrates a simple ATO process where the assembling of 
components is done based on a customer order, however manufacturing of 
components is done prior to the assembling stage. The manufacturing and 
assembling process are together referred to as the production process. As 
discussed by Mentzer et al. in [17], another important aspect that should be well 
thought out is that the inventory and the manufacturing capacity of items must 
be mutually monitored and managed at the same time.  
   The stock-out of one item might delay the delivery of different products since 
products use common parts for the manufacturing of an end item. Moreover 
demands are not considered to be independent of the items ordered, which will 
be described in the next chapter. 
   The ATO system also makes it possible for items to be assembled in a 
different country by transporting the components manufactured from multiple 
countries based on profitable   prices. This provides an opportunity for 
industries to collaborate in the global market and furthermore provide a huge 
variety of products. 
   Also the ATO approach is a fusion of a make-to-stock approach, where end 
items are completely manufactured in advance; and the make-to-order strategy, 
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where products are contrived once the customer order is received. The ATO 
approach tries to take advantages of both approaches by making products reach 
customers more speedily while letting the product to be modified.  
2.4 Uncertainty and Stochastic Programming   
 
The Oduguwa et al. in [21] refer uncertainty as the difference between the total 
information required to complete a task and the total info already attained. Jing 
et al. in [9] classify uncertainty into two sets, environmental uncertainty and 
system uncertainty. The former includes uncertainties such as demand and 
supply which are beyond the production processes while the latter involves 
uncertainties inside the production processes like lead time. 
   There are various measures of uncertainty that have been suggested in 
previous studies.   In a problem, numerous parameters can be considered 
uncertain, which are represented as random variables. For example, in any 
manufacturing unit the production and distribution costs depend on the fuel 
cost, which is meant to be random. Uncertain market conditions is a dynamic 
factor for future demands.  
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   Oduguwa et al. in [21] suggest that one way of measuring uncertainty is by 
finding the variance of the output. In this thesis we consider the uncertainties in 
demand and supply, however, because of the stochastic programming model we 
use it is easy to extend it to cost uncertainties by simply including such 
uncertainties in the generated scenarios. Hereafter, we will consider only 
demand uncertainty in the proposed models.   
   Though various methods have been used to model uncertain quantities in 
optimization, stochastic programming is used for their flexibility and 
effectiveness in various fields. In a stochastic model, the uncertainty 
(randomness) is described by probability distributions. Uncertainty can be 
introduced in one or many points of the model, for example, objective function 
coefficients, right-hand side values of constraints, or coefficients in the 
constraint left-hand sides. 
   Stochastic programming models take advantage of the fact that probability 
distribution of the data are known or can be predicted from historic data 
analysis. The objective is to find some strategy that is feasible for almost all the 
conceivable data occurrences and maximizes or minimizes the expectancy of 
some function of the decisions considering the random variables. King et al. in 
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[11] explain that stochastic programming offers modelling and solution 
procedures that connect the supremacy of optimization to resolve models that 
are sensitive to uncertainty. 
   Linear programming (LP or linear optimization) is a mathematical method for 
determining the best outcome (of maximization or minimization) in a 
given mathematical model containing only linear relations. LP is used in this 
study, however, when risk is considered the model becomes nonlinear and is a 
nonlinear optimization problem.  
   The two stage stochastic optimization supports the dual purpose of obtaining 
an (approximately) optimal first stage solution, usually a small set of design 
variables in the first stage, appropriate to the optimization problem, then the 
second stage optimization is constrained by the solution of the first stage design 
variables and determines an optimal solution for the second stage for a given 
random scenario.  
   Hence in a two stage stochastic programming method, the decision maker 
takes some action in the first stage, and later a random event follows affecting 
the result of the first-stage decision. An alternative decision can then be made in 
the second stage that recompenses for any drawbacks that might have occurred 
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as a result of the first-stage decision. Two stage stochastic programming 
considers both these stages simultaneously allowing for any number of random 
scenarios and this method is adopted in the thesis of Brandimarte [3]. 
2.5 Global Optimization Methods 
 
Global optimization is a division of mathematics and numerical analysis that 
deals with the optimization of a function or a set of functions and are especially 
suitable for discrete optimization and non-smooth optimization. It is recalled 
that supply chain optimization models have a large number of integer variables 
and therefore global optimization methods are useful for solving such problems. 
Usually, a set of bound and other common constraints also exist and the 
decision variables are optimized considering the constraints. There are various 
methods of global optimization which are broadly classified into the following 
sections: deterministic methods, stochastic methods, heuristic and metaheuristic 
methods.  
   The goal of global optimization is to discover the best solution of the modeled 
design problem, subject to various constraints. Smooth methods depending upon 
derivatives, such as quadratic programming, can give only locally optimal 
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solutions. Also, when there are integer variables finding the solution becomes 
extremely hard and global optimization methods are some of the best methods 
to solve such problems as suggested by Oduguwa et al. [21]. 
   A small number of application areas of global optimization methods comprise 
malignancy treatment forecasting, chemical process modeling, data analysis, 
organization and conception, financial plus economic forecasting, ecological 
hazard controlling, manufacturing invention, laser apparatus plan, portfolio 
management, development mechanism, robot design and operations as 
suggested by Whitney [28]. 
   The approaches that were initially used in global optimization were 
deterministic techniques, generally grounded according to the divide-and-
conquer principle. The principle is built upon the impression that, as an 
alternative of trying to find a minimum by solving a set of equations by 
algebraic methods, making a sequence of estimated solutions for the problem 
which has been divided into smaller sub-problems.  
   Brandimarte [3] states one usual algorithm which symbolizes the divide-and-
conquer principle is the Branch-and-Bound algorithm (BB). And the ﬁrst 
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applications of BB to global optimization problems was in discrete problems 
such as the Travelling Salesman Problem (TSP). 
   Stochastic methods are centered on an element of random choice. Due to this, 
the chance of complete guarantee of achievement within a ﬁnite amount of 
computation is not possible. Stochastic optimization methods 
are optimization methods that create and use randomly generated candidate 
solutions. The stochastic optimization method that is used in this thesis is the 
genetic algorithm (GA), which comes under the type heuristic methods and is an 
evolutionary algorithm.   
2.6 Genetic Algorithm 
 
The evolutionary techniques heuristically imitate organic evolution: that is, 
selection, mutation, recombination, and reproduction. The selection may be 
guided by a fitness criteria. As explained by Whitney [28] an adaptive 
exploration process for generation of new populations is used.  
   Repetitions include an uncertain range that reduces the chance of having less 
significant solutions. The enduring group of candidates with advanced 
suitability rate are then recombined with further results by trading components 
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with another; they can furthermore be transformed by creating a small alteration 
to a candidate solution.  
   The recombination and mutation changes are applied successively; the goal is 
to produce fresh results that are influenced towards subsets. Several alternatives 
of this general strategy based on diverse evolution guidelines can be created. 
The different types of evolutionary search methods consist of methods that are 
targeted towards solving combinatorial problems, called as genetic algorithms 
(GA). 
   An implementation of a GA begins with a population of typically random 
chromosomes, which refers to a set of properties of each candidate result. These 
structures are then evaluated and the reproductive chances are assigned, in a 
way that those chromosomes which signify a better result to the target problem 
are given more opportunities to produce offspring than those chromosomes 
which give lower results. A good result is usually identified with respect to the 
current solution. 
   The two main elements of most GAs are problem encoding and the definition 
of evaluation function. Consider a constraint optimization problem, where a set 
  23 
of variables need to be optimized either to maximize some objective such as 
profits or to minimize costs.  
   The only output is a value given back by an evaluation function signifying 
how good a specific combination of constraint setting solves the optimization 
problem. Constraint violations are added to the evaluation function as penalties. 
    GA is mostly used for nonlinear, non-smooth and integer programming 
problems. The main objective of GA in the thesis is to reduce the fitness 
function value, which is otherwise referred to as the penalty value of the model. 
The fitness function value is similar to the objective function, which gets 
modified in the model when solutions change. In later chapters the term penalty 
value is used in the graphs, which represents the fitness function value. An 
important idea in GA is that variables can be denoted by bit strings. This 
signifies that the variables are discretized that the basis of the discretization is 
some power of 2.  
   The evaluation function must also be comparatively quick to solve. This is 
normally true for any optimization method, but it may be a problem. Since GA 
works with a population of potential solutions usually large in number, the cost 
of evaluating this population could be very large. Moreover the population is 
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swapped entirely or partially on a generational basis. However, in our problem, 
described in detail later, the evaluation is quick and hence is not a serious 
problem. 
2.7 Summary 
 
 In this chapter, a brief review of the key concepts such as component 
commonality, assemble-to-order and the genetic algorithm that will be 
eventually used have been presented. Combining these tools and using various 
criteria of impacts of uncertainty to demonstrate the proposed methodology will 
be the major contribution of this thesis.  
   The next chapter describes the mathematical model, which contains the 
explanation of deterministic and stochastic models. These models are used to 
find solutions for both the continuous variable problem and the integer variable 
problem. 
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Chapter 3 
Mathematical Model 
3.1 Model Description 
 
In this chapter, the deterministic model for optimizing the total revenues of a 
retailer considering various manufacturing constraints is presented followed by 
the description of the extensions made to this model for stochastic demands.  
    A manufacturing process for the production of n end items with relevant 
processing times, component cost, the selling price, the machine capacity and 
the demand for each product are considered in this research. The overview of 
this problem was presented in Chapter 1. The average demand for each product 
is also taken into consideration for the deterministic model. The production of 
an item containing more than one part may require different types of machine to 
manufacture the parts based on the requirement such as thickness, length, type 
of material and etc. Hence all the end items or the finished products considered 
are made up of more than one component or part. The finished product may use 
mutual components or can be product specific based on the individual 
manufacturing requirement as in Figure 2.2. A deterministic model for the 
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optimal manufacturing of systems with common components (as described in 
Chapters 1 and 2) that will maximize the revenues of a retailer is first 
developed.  
 Indices 
i:  Index of components for each item ( i = 1,…., I ) 
j:  Index of end item/ finished product ( j = 1,…., J ) 
m: Index of machine types ( m = 1,…., M ) 
t:  Index of processing time ( t = 1,……, T) 
s: Index of the scenarios ( s = 1,……,S) 
3.1.1 Problem Assumptions 
 
The assumptions of the problem are as follows: 
1. We have items with i components to be manufactured. 
2. The component cost includes the raw material costs. 
3. The assembly is not a bottleneck. 
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4. Production of components is planned before knowing the demand, but 
final assembly of the finished products is delayed depending upon the 
customer order. 
3.1.2 Parameters 
 
Tim:   Processing time for each component i at each machine type m. 
Lm:   Available capacity of each machine type m. 
Gij:  Number of components i required for each end item j. 
dj:   demand for each end item j. 
dj:  average demand for each end item j. 
xi:   quantity of component  i to be produced in the first stage before knowing 
the demand for the finished product j 
yj:   produced quantity of the finished product j. 
3.1.3 Costs and Decision Variables 
 
Ci:  Ci is unit production cost for each component i. 
Pj:  Pj is unit selling price for each end item j and quantity yj is sold.  
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3.1.4 Objective Function for Deterministic Model 
 
Maximization of revenue is done by:    
 
Equation 3-A: Maximization of revenue 
 
  Minimization of component costs: 
 
Equation 3-B: Minimization of component cost 
 
3.1.5 Constraints   
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   (3-C) denotes the constraint for the total processing time of each component to 
be less than the machine capacity. (3-D) states the unit requirement of the 
components for each end item (assembly constraint) and finally (3-E) indicates 
the average demand of each end items. Hence the deterministic model 
considered in this study is represented as follows: 
 
Model 3-1: Deterministic model 
3.1.6 Objective Function for Stochastic Model 
 
The equation for maximization of revenue is same as in Equation 3-A of the 
deterministic model. The stochastic model contains different demand scenarios 
for the end items, while in the deterministic model the average demand of the 
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end items is used. And due to the different scenarios in the stochastic model, 
there is uncertainty present in each scenario.  
   Maximization of revenue with respect to the uncertainty in each scenario 
modifies the Equation 3-B as maximizing the expected revenues:    
 
Equation 3-F: Maximization of selling price with uncertainty 
   The probability of random scenario (scenario contains a single instant of all 
the random variables) is represented by πs for each scenario s. For simplicity we 
show in the model only the random demand. The probability may come from 
either a uniform distribution or a non-uniform distribution. 
   For clarification of the term scenario, each scenario may refer to the following 
situation, for example consider Table 3.1, which shows two end items y1 and y2 
with their respective demand values. For ease of explanation just two end items 
are considered. 
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Table 3.1: Demand of end items y1 and y2 
   In order to use the stochastic model, scenarios need to be formed. Table 3.2 
shows the four possible demand scenarios for the end items y1 and y2. 
 
Table 3.2: Stochastic scenarios of end items y1 and y2 
   The constraints for the stochastic model contain the same parameters as the 
deterministic model but for each of the scenarios being considered. Hence the 
model is as follows: 
 
Model 3-2: Stochastic Model 
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   (3-G) is similar to constraint (3-C) of the deterministic model with no 
changes. (3-H) denotes the unit requirement of the component for the end items 
at each scenario s, while   (3-I) represents the demand of the end items at each 
scenario. Hence the decision variables associated with assembly and sales are 
scenario dependent. We adopted the approach discussed by Brandimarte in [3] 
for this thesis by extending to real world problems which also require integer 
variables. The comparison of the solution from both the models and the use of 
integer values along with GA is experimented in the further chapters. 
 
3.2 Summary 
 
This chapter described the mathematical model for both the deterministic and 
stochastic type that is used to illustrate how these models can increase expected 
revenues of the retailer. The role of scenarios in stochastic models was also 
explained briefly. The following chapter explains the methodology implied with 
the defined models in detail.  
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Chapter 4 
Methodology 
 
The supply chain optimization problem considered in this thesis has the 
following problem; the component manufacturing has to start before knowing 
the demand for the finished product. However, the retailer can use the concept 
of component commonality to distribute and optimize the assembly of finished 
products to maximize revenues. For these two reasons, we proposed the two 
stage stochastic programming model in Chapter 3, where the first stage decision 
variables corresponded to the ordering of parts and the second stage variables 
corresponded to the assembling of finished products whose demands are 
uncertain. In this chapter, we propose some criteria to compare results of the 
proposed stochastic programming model with deterministic models commonly 
used today. 
   The commonly used deterministic model is executed first and the results are 
obtained, followed by the stochastic model is solved. Initially, linear 
programming, a continuous variable optimization method which is significantly 
faster to solve is used to develop and demonstrate the criteria for comparing 
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before the problems with discrete variables are solved. In order to compare both 
the solutions, the model that is the deterministic model, is repeatedly run with 
the generated scenarios (the same scenarios used in the stochastic model) and 
the expected cost weighted by their respective probabilities is evaluated. The 
result is used for defining Expected Value of Perfect Information (EVPI) and 
Value of Stochastic Solution (VSS). Lastly, mean, variance, and coefficient of 
variation of the maximized revenues are used to compare the effect of the shape 
of probability distributions on the solution. 
4.1 Criteria for Comparing Stochastic Solutions with Deterministic 
Solutions  
 
This section presents the definition of two significant factors that determine the 
importance of modelling uncertainties in optimization models, namely, EVPI 
and VSS. EVPI is the measure in determining the cost significance of 
uncertainties in the optimization problem. This quantity represents the 
maximum amount one would be willing to pay in order to gain the perfect 
information as suggested by Galbraith in [5]. Perfect information refers to the 
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situation in which one has all the relevant information with which to make a 
decision and there are no uncertainties. 
   This value is calculated by finding the difference between the objective 
function value of the deterministic model which has perfect information and the 
stochastic model. The value thus obtained is assumed as the amount one would 
be willing to pay to gain the perfect information. 
 
   Situations in which one cannot gather more data about the future and in order 
to know how well the deterministic model solutions perform compared to 
solutions from stochastic programs, a quantity called the value of stochastic 
solution is used. This value is calculated using the objective function value of 
stochastic model and the objective function value of the deterministic solution 
in stochastic situation.  
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      The EVPI helps us understand the cost of uncertainty and VSS helps us 
understand the significance of using a stochastic programming model. The 
calculation of these values is explained further in this thesis. 
   Also the mean, variance and coefficient of variation of the total revenues are 
calculated. In order to understand the sensitivity of probability distribution 
shapes, we compare the results of a numerical example using both uniform and 
non-uniform distribution values.  
   The coefficient of variation, in general is defined as the standardised amount 
of scattering of random value knowing only its mean and standard deviation; in 
other words it represents the relative uncertainty in the model.  
   However in the real world the data consists of only integer decisions, in order 
to get suitable results for integer values, a global optimization method such as 
the genetic algorithm is used. When using this algorithm the results are run a 
few times to get a better variability in optimal solutions. The model is made to 
run for several generations in order to perceive the changes in the output 
perceived. 
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4.2 Taxonomy of Methodologies 
 
Figure 4.1 shows a diagrammatic representation of the entire methodology 
process followed in the thesis. 
   To summarise the methodology discussed above consider Figure 4.1, which 
shows the diagrammatic representation of the methods applied. Both the 
deterministic model and the stochastic model may obtain either integer solution 
or continuous real number solution based on the type of data given. When the 
values are real numbers, with the attained solution, the EVPI and VSS value 
using both the models are calculated which is represented as A1 in the figure. 
The EVPI value is the amount that a retailer would be willing to pay to reduce 
the uncertainty while the VSS value is the value of proposed model for the 
retailer. These two amounts are calculated in dollars which is the unit of the 
objective function. 
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Figure 4.1: Methodology 
 
   In addition the stochastic model contains different demand scenarios with 
uncertainty present in each scenario and all scenarios are used in stochastic 
distribution. Also from the stochastic model based on the type of distribution 
(uncertainty) used, the mean, variance and the coefficient of variation values are 
calculated and compared to observe the importance of the distribution type, 
which is represented as B1 and B2 in the figure. The coefficient of variation 
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gives the uncertainty factor present in the model. The genetic algorithm is used 
to find the best solution for both the models to get integer values.   
4.3 Summary 
 
 The methodology that is used in the thesis is discussed in this chapter and in the 
next chapter through a numerical example we use GA to calculate the best mean 
value and observe the difference in the results obtained. A case study is also 
included in the next chapter that deals with the real world data obtained for the 
purpose of this study. 
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Chapter 5 
Numerical Analysis and a Case study 
 
In Chapters 3 and 4, the methodology for solving the supply chain management 
optimization problem, when there is parts commonality, was presented while 
considering uncertainty in demand.  In this chapter, a numerical example is 
considered first to demonstrate the various results for evaluating the 
methodology presented. Finally, results from applying the methodology in a real 
world case study is presented. 
   Consider that six end items, finished products, (y1, y2, ….., y6) are assembled 
using eight different component types (x1, x2, ………, x8) as shown in Table 
5.1. From the data in the table, which corresponds to the matrix G in equation 3-
H, it can be seen that components x1 and x2 are used as common components 
for all the six end items. While component 8 is used only in the manufacturing 
of item y6 which makes it a product-specific-component [23]. 
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Table 5.1: Component (x) requirement for end items (y) 
   We assume that three machine types (M1, M2, and M3) with the processing 
times matrix (T), equation 3-G, and the components cost (C), equation part 3-B, 
including raw material costs are given in Table 5.2. The last row gives the 
available capacity (L) of each machine type. 
 
Table 5.2: Processing time (t), component cost (c) & machine capacity (l) 
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5.1 Example 1 – Uniform Probability 
 
Four equally likely demand scenarios are considered which is shown in Table 
5.3 with the average demand for each finished product. In each column (either 
S1, S2, or S3 or S4), the demand for each finished product is presented. The 
entire scenario (column) is assumed to have equal probability of occurring.  
  
Table 5.3: Four equal demand scenarios with the selling price of the end items 
 
   Using Model 3-1 which comprises of the deterministic model and solving the 
model using the above data, the objective function value of the optimal 
deterministic solution obtained is  f = $625. It is to be noted that the average 
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demand values are used in the model and at the moment all decisions are real 
values. Solutions for integer decisions will be described later. 
   In in the stochastic model 3-2, the four demand scenarios in Table 5.3 are used 
along with equal probability. The four demand scenario values are implemented 
as constraints connecting the first stage and second stage variables in the model 
along with their probabilities in the objection function.  
   The optimal objective function value, which is the maximum total expected 
revenues, of the stochastic model is, f = $305, which is comparatively less than 
the deterministic model solution which assumed perfect information. In order to 
compare the objective function values of both the models the EVPI and the VSS 
values are calculated.  
   Along with the objective function values, the results also contain the quantity 
of the components (x) and the amount of end items (y) as part of the output. The 
value of the end items obtained in the deterministic model plays a significant 
role for the calculation of VSS. The entire output values for the deterministic 
model are given in Table A 1 of the Appendix. 
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5.1.1 EVPI and VSS 
 
The Expected Value of Perfect Information (EVPI) is given as follows: 
Objective Function Value of Deterministic Model = $625 
Objective Function Value of Stochastic Model       = $305 
EVPI   = $625 – $305   =    $320 
   In this example, the maximum amount the retailer would be willing to pay in 
order to reduce uncertainty and gain the perfect information would be $320. 
   The Value of Stochastic Solution (VSS) is given by the following calculation: 
Objective Function Value of Stochastic Model                   = 305 
 
 
 
 
VSS                                                                       =  305 – 258.98  
                                                                                       258.98                
                                                                       = 0.1776  = 17.76% 
                                      
   From this example, the relative improvement from using the stochastic 
optimization model instead of solutions from a deterministic model is 17.76%. 
    = 258.98 
Objective Function Value of the Deterministic  
Solution in Stochastic Situation                                          
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If the retailer estimates developing the stochastic model costs significantly less 
than the VSS, then the retailer may choose the stochastic model. 
 
5.1.2 Coefficient of Variation of Demands for Finished Products 
 
Consider all the scenarios from Table 5.3, for the given demand values and the 
scenarios the coefficient of variation is calculated as standard deviation/mean. It 
is assumed that each product has the same coefficient of variation which is 
about 0.40. The objective of finding the coefficient of variation is for the 
comparison of the results with a non-uniform distributed demands to show the 
importance of the effect of the distribution type on VSS. 
   These obtained values are used for the comparison of the results attained for a 
non-uniform probability in the later part of this chapter. Until now the solution 
determined are of real number values, to obtain integer solutions, GA is 
implemented with the same set of data. 
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5.1.3 Integer Solution using GA 
 
In the real world, the decision variables x and y are integers. This integer 
optimization problem, using the deterministic model 3-1, is solved by genetic 
algorithm (GA). Because the GA uses statistical samples for integer solutions, it 
is run several times to get the best output. Each iteration gives a different best 
penalty value (objective function value minus penalties for violations). Final 
chosen solution is more or less close to the value obtained without GA (that is, 
as in Example 5.1 when considering continuous variables).  
    With the same data as in Example 1, GA is implemented to get integer 
solutions. In GA the fitness function value includes the objective function value 
including the penalty for violating the constraints. So taking the solutions from 
GA the actual objective function value is calculated. Taking the GA solution the 
actual objective function value is calculated. The GA solution chosen is shown 
below: 
 
Table 5.4: GA solution used for the objective function calculation 
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   Using the values of the above solution the actual objective function value was 
calculated to be f = 465. The comparison of the result for the deterministic 
model got without GA and using GA is shown in Table 5.5. 
   In a similar way, GA is implied for the stochastic model and the actual 
objective function value calculated was f = 248. By knowing the objective 
function value of both the deterministic and stochastic model, the EVPI and 
VSS values can be calculated, which results in EVPI = $220 and VSS = 
12.21% . All the obtained results are lower when compared to the results that 
were obtained without GA which is to be expected because of the requirement 
for integer solutions. 
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Table 5.5: Deterministic model solution comparison 
 
5.2 Example 2 – Non-uniform probability 
 
Now assume different probability values of 0.2, 0.6, 0.14 and 0.06 for each of 
the scenarios in Table 5.3, respectively. These distribution values are chosen to 
provide a non-uniform distribution. Using the same data as in Table 5.3, the 
coefficient of variation values is calculated as 0.45.  
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   As explained earlier, the EVPI and VSS value for the non-uniform distribution 
values is also calculated in a similar way and is compared with the uniform 
distribution to see the difference between the values. The comparison between 
the distributions is shown in Table 5.7. 
 Uniform 
Distribution 
Non-uniform 
Distribution 
Deterministic Solution 625 625 
Stochastic Solution 305 612.99 
EVPI 320 12.01 
VSS 17.76% 33.53% 
Table 5.6: Impact of uniform distribution versus non-uniform distribution on 
results 
   Table 5.7 shows the comparison between uniform probability and non-
uniform probability. The EVPI and VSS value shows the impacts of using 
correct distributions.  
 Uniform 
Distribution 
Non-Uniform 
Distribution 
Coefficient of 
Variation 
0.40 0.45 
VSS in % 17.76% 33.53% 
 
Table 5.7: Importance of the effect of distribution type for the demand data  
  50 
    The coefficient of variation gives the uncertainty factor for comparison 
purposes. It can be seen that there is not a huge difference between the 
coefficients of variation, but when comparing the VSS value a bigger difference 
is found. This shows the importance of the distribution type used in the model.  
5.3 Case Study 
 
In order to experiment with real world data, we pursued real world data from 
different wireless company products. The products are high speed broadband 
wireless products, and are produced as numerous products based on the 
assemble-to-order approach with component commonality. The data was 
collected from published data in the internet (many sources and the data here are 
reflective of the true data but not actual data as prices and costs are kept 
confidential by various companies) in such a way that the products that were 
chosen had similar characteristics with common parts involved in their 
production.  
 Therefore, Table 5.10 and Table 5.11 contain the data that were made up based 
on some broadband wireless products that are active in market and which uses 
the strategies of ATO and component commonality in their manufacturing. 
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   Table 5.9 gives the details of the components (x1,...., x12) used to produce 
end items (y1,…,y6). It can be seen that the table contains both the concepts of 
common components as well product specific components as discussed in the 
literature review. The product y4 in the table uses only x10 component, which 
makes it a product specific component. 
 
Table 5.8: Component requirement for end items 
   Table 5.10 gives the machine types, processing times, component costs and 
the available machine capacity. 
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Table 5.9: Processing time, component cost and machine capacity 
 
   And finally Table 5.11 gives the three scenario requirements, average demand 
and the selling price of each product. 
 
Table 5.10: Three equal demand scenarios with the selling price of the end items 
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   Using Model 3-1 comprising the deterministic model, the objective function 
value (total revenues) of the deterministic solution is calculated, which is f = 
$951500. Then by using Model 3-2 containing the stochastic model, the 
stochastic solution is computed which is given by f = $117380. Using these 
values the EVPI and VSS are calculated. The Expected Value of Perfect 
Information (EVPI) is given as follows: 
 Objective Function Value of Deterministic Model = $951500  
Objective Function Value of Stochastic Model       = $117380 
EVPI   =$951500 - $117380     = $834120 
   Hence the maximum amount the manufacturer would be willing to pay in 
order to gain the perfect information would be $834120. This may suggest that 
it may be prohibitively expensive to try to obtain perfect information and hence 
using stochastic models may be the only practical possibility. 
   The Value of Stochastic Solution (VSS) is given by the following calculation: 
             Objective Function Value of Stochastic Model          = 117380  
 
 
                                          
                       
=  73817 
Objective Function Value of the Deterministic  
Solution in Stochastic Situation                                          
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  VSS                                                                    =  117380 - 73817  
                                                                                       73817 
                                                                             = 0.590 = 59% 
   Thus the relative improvement from optimization models when uncertainty is 
considered explicitly is 59%.  
5.3.1 Solution using GA 
 
As experimented with Example 1 previously, GA is used for the case study 
problem consisting of integer variables to examine the results. Using the outputs 
for the deterministic model with GA, the actual objective function value is 
calculated. Considering the least solution from the iterations, the calculated 
result is f = 48500.  
   Similarly the actual objective function value for the stochastic model with GA 
is calculated to be f = 33916. Knowing both the values of the deterministic and 
the stochastic solution, the EVPI can be calculated: 
Objective Function Value of Deterministic Model = $48500 
Objective Function Value of Stochastic Model       = $33916 
EVPI   =$48500 - $33916     = $14584 
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When compared to the EVPI value obtained without GA, the above result f = 
$14584 is lower. Thus it can be inferred that in integer solutions in this case 
study, the cost of uncertainty given by the EVPI value reduces.  
5.4 Summary 
 
This chapter presented a generated numerical example experimenting the 
methodology explained in the previous Chapter. The EVPI and VSS value 
calculations were done. A comparison between modelling the demand with 
uniform distribution and non-uniform distribution was also shown in the 
example. GA was used in the example for solving integer problems. 
Furthermore a case study was also done based on real data obtained.  
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Chapter 6 
Summary & Conclusion 
6.1 Summary 
 
In this thesis, deterministic optimization models and stochastic optimization 
models for solving supply chain optimization problems when there are parts 
commonality and uncertainty in demand are presented. EVPI and VSS to 
demonstrate the usefulness of the stochastic models are proven. 
   In Chapter 2, a brief literature review of some essential topics such as supply 
chain management, component commonality and assemble to order system that 
is related to this thesis was done.  The significance of component commonality 
is that it delivers a way to deal with high variability in finished product demands 
while retaining low variation in manufacturing tasks and to reduce lower costs. 
It also helps to reduce manufacturing lead time which could be one of the 
uncertainties. Increasing commonality advances material usability and decreases 
system complexity.  
   High commonality makes a better percentage of the product structure 
appropriate for repetitive manufacturing, which in turn helps in shortened 
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planning and scheduling time. This commonality reduces setup and holding 
costs, reduces lead time and risk throughout product development. 
   A short review about uncertainty and stochastic programming techniques was 
also done and a brief discussion on global optimization related to the thesis is 
reviewed was also done in Chapter 2. 
   A detailed description of the mathematical model comprising both the 
deterministic and stochastic model was explained in Chapter 3, followed by the 
explanation of the methodology in Chapter 4. The criteria, EVPI and VSS, to 
use to evaluate the impact of stochastic model when scenarios are introduced are 
also discussed in Chapter 4.  
   In Chapter 5, the methodology was illustrated using numerical examples and 
was applied to solve the optimization problem in a case study. The difference in 
impacts due to the shape of distributions was demonstrated using uniform 
distribution and non-uniform distribution distributions. 
6.2 Conclusion 
 
Further research is continuously being carried on component commonality and 
assemble-to-order strategy to produce finished products with reduced costs and 
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lead times. However the Expected Value of Perfect Information (EVPI) and the 
Value of Stochastic Solution (VSS) when considering also the risk (or variance 
of the objective functions) are topics that can be explored further in the future. 
   The effect of risk pooling on component commonality can also be studied. 
Moreover extending and implementing stochastic programming to consider both 
tree and fan based generations can also be done in the future.  
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Appendix A 
Deterministic Model Solution 
 
 
Table A 1: Example 1 deterministic model solution
 60 
Bibliography 
 
1. Aliev RA, Fazlollahi B, Guirimov BG, Aliev RR. Fuzzy-genetic approach to 
aggregate production–distribution planning in supply chain management. 
Information Sciences.2007. 177(20):4241-4255.  
2.  Baker KR. Safety stocks and component commonality. Journal of 
Operations Management. 1985; 6(1):13-22.  
3. Brandimarte, P. Stochastic Programming Models for Production Planning, 
http://staff.polito.it/paolo.brandimarte.  Quantitative Methods. 
4. Davis T. Effective supply chain management. Sloan Manage Rev. 1993; 
34(4):35.  
5. Galbraith J. Designing Complex Organizations. Addison Wesley 1973, 
Reading.MA. 
6. Gerchak Y, Henig M. An inventory model with component commonality. 
Operations Research Letters. 1986; 5(3):157-160.  
7. Gerchak Y, Magazine MJ, Gamble AB. Component commonality with 
service level requirements. Management Science. 1988; 34(6):753-760.  
  61 
8. Ho., C, Evaluating the impact of operating environments on MRP system 
nervousness. International Journal of Production Research 1989; 27:1115-
1135. 
9. Jing S, Xu SH, Liu B. Order-fulfillment performance measures in an 
assemble-to-order system with stochastic lead-times. Operations Research. 
1999; 47(1):131-149.  
10. Jolai F, R, Rostami N. A fuzzy goal programming and meta heuristic 
algorithms for solving integrated production: Distribution planning problem. 
Central European Journal of Operations Research.2011. 19(4):547-569.  
11. King AJ., Stein W. Wallace, Modelling with Stochastic Programming, 
Journal for operations research and financial engineering, 2012. 
12. Ko M, Tiwari A, Mehnen J, Ko M, Tiwari A, Mehnen J. A review of soft 
computing applications in supply chain management. Applied Soft 
Computing Journal. 2010. 10(3):661-674.  
13. Lambert DM, Cooper MC, Pagh JD. Supply chain management: 
Implementation issues and research opportunities. International Journal of 
Logistics Management. 1998; 9(2):1.  
  62 
14. Liberti, L Introduction to Global Optimization(2008), retrieved from 
http://www.lix.polytechnique.fr/~liberti/teaching/globalopt-lima.pdf 
15. Lu Y, Jing S. Order-based cost optimization in assemble-to-order systems. 
Operations Research. 2005; 53(1):151-169.  
16.  Ma S, Wang W, Liu L. Commonality and postponement in multistage 
assembly systems. European Journal of Operations Research. 2002; 
142(3):523-538.  
17. Maione G, Naso D, Maione G, Naso D. A soft computing approach for task 
contracting in multi-agent manufacturing control. Computers in 
Industry.2003. 52(3):199-219.  
18. Mentzer JT, DeWitt W, Keebler JS, et al. Defining supply chain 
management. Journal of Business Logistics. 2001; 22(2):1-25.  
19. Mohebbi E, Choobineh F. The impact of component commonality in an 
assemble-to-order environment under supply and demand uncertainty. 
Omega. 2005; 33(6):472-482. 
20. Mula J, R. Poler, J.P. Garcia-Sabater, F.C. Lario. Models for Production 
Planning under uncertainty. International Journal of Production Economics 
2006; 103: 271-285. 
  63 
21. Oduguwa V, T., Oduguwa V, Tiwari A, Roy R. Evolutionary computing in 
manufacturing industry: An overview of recent applications. Applied Soft 
Computing Journal.2005; 5(3):281-299.  
22. Sheu C, Wacker JG. The effects of purchased parts commonality on 
manufacturing lead time. International Journal of Operations & Production 
Management. 1997; 17(8):725-745.  
23. Song J, Yao DD. Performance analysis and optimization of assemble-to-
order systems with random lead times. Operations Research. 2002; 
50(5):889.  
24. Song J, Zipkin P. Supply chain operations: Assemble-to-order systems. In: 
Handbooks in operations research and management science. 2003. Vol 11. : 
561-596.  
25. Taleb KN, Gupta SM, Brennan L. Disassembly of complex product 
structures with parts and materials commonality. Production Planning & 
Control. 1997; 8(3):255-269.  
26. Tan KC. A framework of supply chain management literature. European 
Journal of Purchasing and Supply Management. 2001; 7(1):39-48.  
  64 
27. Vakharia AJ, Parmenter DA, Sanchez SM. The operating impact of parts 
commonality. Journal of Operations Management. 1996; 14(1):3-18.  
28. Whitley D. A genetic algorithm tutorial. Statistics and Computing. 1994; 
4(2):65-85. 
 
