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We construct an iterative procedure for finding a change of variables to 
reduce the linear system. 
x’ = Ax + I’(& 
p’ = 0, 
where P(~I) is E times differentiable, to a system with constant coefficients. 
Under certain conditions on w and the eigenvalues of A we use the technique 
of accelerated convergence to overcome the difficulty of small divisors and 
show that this sequence of transformations converges to a quasiperiodic 
transformation. As is always the case in such problems, there is an inevitable 
loss of derivatives. The best previous result, due to Mitropol’skii and 
SamoIlenko required 
z ’ (K - 1;(2 - K) 
[K(m + 7) -t 2m + 21, 
where K is the exponent of the accelerated convergence (1 < K < 2), and r is 
a constant occurring in the relationship between the eigenvalues of A and w. 
Our result requires only that 
1 > 7. 
1. INTRODUCTION 
In this paper we are concerned with the quasiperiodic linear system 
x’ = Ax + P(rp)x 
p’ = w (1) 
where x E Rn, q~ E Rm, A is a constant n x n matrix, w is a constant vector 
in Rm and the n x 12 matrix P(v) is periodic in P)~ with period 27r for i = 1 ,...,m. 
Moreover, we assume that A is a real diagonal matrix with distinct eigenvalues, 
A = diag(A, ,..., A,) 
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and that the nonresonance condition, 
is satisfied for all integral m vectors k # 0. 
We have already considered the case where P(q) is holomorphic, [5j and 
the purpose of this paper is to extend these results to the differentiable case. 
To this end we assume that P(QI) is 2 times differentiable. For noninteger I we 
adopt the usual convention that the derivatives of order [Z] be Holder 
continuous with exponent 1 - [I]. W e will use a technique suggested by 
Moser [3] and [4], where, instead of truncating the Fourier series for P(v) 
as in [2], we approximate P(v) by a sequence of holomorphic functions. This 
method has been used by Riissmann [6’j to obtain a significant improvement 
in the differentiability condition for the Moser twist theorem. 
Provided 1 P(y)\ is sufficiently small we obtain a quasiperiodic transformation 
where I U(wt)l is small, which transforms (1) into the system with constant 
coefficients 
Y’ = BY, 
‘p’ =w, 
where ] A-B I is also small. This entails a sequence of such transformations 
and the presence of “small divisors” obscures the convergence. This difficulty 
is overcome by using accelerated convergence and there is a loss of 7 deriva- 
tives. This is a significant improvement over the best previous result [I] 
and [2] where 
I’ (K - I;(2 - K) [~(m + 7) + 2m + 21 
with K the exponent in the accelerated convergence. 
2. PRELIMINARY RESULTSFOR HOLOMORPHIC SYSTEMS 
In the course of finding such a reduction of the given system of differential 
equations we will be led to consider, at each step, matrix equations of the form 
(XJ/a~, w) + UA - AU = C(v) 
50512212-6 
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where (aUj+, W) represents Cz=“=, (aU/+&, . We will do this by trying 
to find a solution with Fourier series 
and by equating coefficients we obtain equations of the form 
(i(k, w)l - A)U, + up4 = c, . 
That is we have the general matrix equation 
A,X + XB, = c, . 
This equation has a unique solution if and only if A, and B, do not have 
any common eigenvalues. 
We define the norm of a column vector x = (x1 ;... ; xm) by 
We define the norm of a row vector k = (k, ,..., k,) by 
IkI =maxIk,I. ol 
Then for the scalar product 
(k, x) = k,x, + ... + k,x, 
we have the obvious inequality 
I@, 41 < I k I . I x I. 
Finally, we define the norm of a matrix A = (uii) by 
IAI ==m,ax~I~aaIe 
OL 
We need the following preliminary result. 
THEOREM 1. Suppose 
(i) A = diag(X, ,..., A,) is a real diagonal matrix with distinct eigenvalues; 
(ii) P(v) is an n x n matrix function of the m-vector go which is real for 
real y, has period 27~ in each coordinate ‘pII and which is Mowphic and satisfies 
the inequality 
I P(v4 G M 
in thestrip 1 Imp, / <p; 
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(iii) w is a real m-vector such that for all integral m-vectors k # 0 
I@, w>l 2 Y I k I-- 
wherer>mandy>O. 
Then the partial difzrential equation 
(Xl/&p, co) + UA - AU = P(p) (2) 
has a solution which is real for real v, has period 2~ in each coordinate va and 
which is holomorphic and satisjies the inequality 
inthestripjIm~1 <p--S (S<l),where 
is the mean value of U(v) and c = c(m, T) > 0. 
Proof. Let 
P(v) = C Pkei(k*mJ 
k 
be the Fourier expansion of P(p), so that 
By shifting the lines of integration to Im ya = fp, , where C, pa < p, 
we obtain 
1 Pk 1 < &fe-“ikl. 
We look for a solution of (2) with the Fourier expansion 
U(p) = C Ukei(km@). 
k 
Substituting in (2) and equating coefficients we obtain 
uk(A + i(k, w)) - AU, = Pk . 
Thus if we write 
pk = (Pith u, = (t‘(f) (I 1 
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then 
&) - PCS’ 
lTR - A, - A, + i(k, co) ’ a, p = I)...) n. 
Since Pek = pk it follows that UP, = uk. Also for k # 0 
I 4:’ I < IP$’ Ill(k w)I, a,/3=1 ,***, n, 
and hence 
It follows that for I Imp, I < p - 6 
It remains to establish the convergence of the series on the right and obtain 
a sharp estimate for its sum. 
Let & denote the set of all integral vectors k such that 
2-i-2 < j(k, w)I < 2-j-l (j = 0, l,...), 
2-l < I@, w)I (j = -1). 
Every nonzero integral vector belongs to one and only one set q . Hence 
+ c 
l(k,w)‘>1/2 
,(k,‘w)/ e-8’k’ 
e--8lkl . 
keXj 
For kEX$ andj = 0, l,... 
and hence 
y I k p G I(k, w)I < 2-i-l < 2-j 
1 k 1 > uj = (29)‘l’. 
For distinct k, , k, E S$ 
Y I k, - k, I- < I& - k, 3 w)l 
< I(k, 3 w)l + I& 9 w>l 
< 2-i 
hence 1 kl - k, I > aj . 
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For any k E 4 let Wk denote the open cube with center k and sides 
parallel to the axes of length aj . These cubes are disjoint since y E Wk, n Wkp 
implies 
aj < I kl - k2 I < I Y - kl I + I Y - k2 I < ha, + 4aj = aj. 
Let viz denote the number of k E 4 such that 
Zaj < [ k 1 < (1 + 1)~~ (1 = 1, 2,...). 
The corresponding cubes “/lr, lie in the set 
(I - *>ai <: I Y I < (1 + ithi 
which has volume 
[(2Z + 3)” - (2Z- l)“]C$“. 
Since each cube has volume a,” this gives 
vjl < (2Zf 3)” - (2Z- 1)” < 4m(2Z + 3)“-l 
by the mean value theorem. Since 2 + (3/Z) < 5 it follows that 
vjl < 5mmZm-1. 
Therefore 
Put q = e--60j. Since tm-lqt12 takes its maximum value for & log( l/q) = m - 1 
we have 
g1 Zm-‘qZ = g1 (Zrn--lqZ/2) ql/2 
<" ( 1 
m-1 * 
log $ 
c 
qw 
Z=l 
m 
i 1 
m-1 
= 
log f 
(q-112 - 1)-l 
and hence 
,g e--81kl < (5m)m (Saj)l- (e”j” - 1)-l. 
* 
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The number of k with 1 K 1 = Y is 
nk < (2r + 1)“’ - (2r - 1)” 
< 4m(2r + 1),-l 
< 4 .3+lrn ym--l. 
Therefore, when j = - 1, 
Se1 = 2 C e-“lkl 
IW*w)l>2 
< 8m * 3+lf ym-le-8T 
7=1 
< 8m31n-1(m/6)m-1 (efa - 1)-l. 
It follows from the definition of uj that 
S - S-, < (5m)m f 2i+2(6aj)1--m (e8aj’2 - 1)-l 
i-o 
= (5m)m f 2i+2g(2f+1), 
j=o 
where 
g(t) = [a(yt/2)1/‘]1-m [eWYt/2)“’ _ 11-l. 
Since 2j+2 = 4(2j+l - 2j) and g is a decreasing function this implies 
s - S, < 4(5m)m Im g(t) dt 
1 
< 8(5m)m q+6-~ Jam g (2yl (9’) ~-1 dv 
= 8(5m)” T~-V~-~ 
s 
m qpm(ez’P - 1)-l de, 
0 
since 7 > m. 
Similarly 
= cly-la-+, 
sdl < $ (+-)” (+)‘-“” (es/2 - 1)-l 
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Thus, for 8 < 1 it follows that 
This proves that U(v) is holomorphic and establishes the estimate for 
U(v) - &I * 
3. APPROXIMATION OF DIFFERENTIABLE FUNCTIONS 
A (matrix or vector-valued) function P(x) is said to be of class 9’hK if it 
satisfies the following conditions: 
(i) P is defined for all x E Rn”, has period 27r in each xi, i = l,..., m 
and satisfies the inequality 
I P(x)1 < M, XER~. 
(ii) P is [Z]-times differentiable with respect to xi, i = l,..., m, and 
satisfies the inequalities 
) @“‘P(x) - .@P(y)j < K 1 1 xi - yi p, (X,YEfl,Xj =Yj,j#i), 
1 > VI, 
1 S$‘P(x)l < K, 1 = [Z] 
for i = 1, 2 ,..., m. 
In this case we have the following theorem and its corollary due to Riissmann 
[6]. We quote these results without proof. 
THEOREM 2. Let f E.cPkK and {fK} be a monotone sequence of positive real 
numbers decreasing to zero, with pO < 1. Then there exists a sequence of functions 
fti in the m complex variables x1 ,..., x,,, with the properties 
(i) fk is holomorphic in the region 1 Im x 1 < #, is real valued for real 
x and has period 2r in xi , i = I,..., m. 
(ii) fk satis$es the following inequalities 
I f&I < 34mM, / Im x I < pi”, h = 0, l,... 
I f&j - fk&)I d 34”+3 - mJhl , I Im x I -=c pl”, h = 1, 2,... 
If (4 - X(x>1 < 31n+2 - mKpti , x E w, h = 0, I,... 
1 LPfk(x)I < (2~,ll~)~ 34mM, x E R”, h = 0, l,... . 
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Theorem 2 has the following converse. 
THEOREM 3. Let (p*} be a monotone sequence of positive real numbers 
decreasing towards zero such that the series 
converges for at least one q > 0. Let q,, be the least upper bound of such q. 
For each k = 0, I,... let there be given a holomorphic function, fk(x) which is 
defined for 
1 Im x 1 < pilh, 
is real for real x and has period 29~ in x1 ,. .., x, such that 
I fo(x)l G 4 2 
Ifdx) - f7&)I G LIP/c-I > 
for positive constants, L, and L, . 
Then 
I Im x I < ptlh, 
I Im x I < pYh, 
f(x) = kz X(x) 
is a real function with period 277 in x1 ,..., x,,, which possesses continuous partial 
derivatives @f(x) of all orders s = (s, ,..., s,,J with 
I s 1 = f sj < hq, . 
j-1 
Furthermore, for such s 
I -WWl < s&I s l/h) 
where s! = s,! -a* s,! and 
w =J%P* +JG 2 Px-IPiT 
k-1 
when 
CPf(x) is Hiilder continuous in each variable x, with exponent (Y and Hiilder 
constant 
s!(s,$-2)L( a+h’s’). 
QUASIPERIODIC LINEAR SYSTEMS 323 
In Theorem 2 we set 
pk = 2-k. 
Then the estimates in the statement of the theorem become 
Ifk@)l < 34”M~ IImxI 
1 f&) - fk&)I < 2 ’ 34m+SmK ’ 2-k, 
1 f(X) - f&)1 < 3m+zmK2-k, 
1 @f&)1 < 2834m - ik? - 2ks/z, 
< 2+, 
1 Im x I < 2-k/z, 
XERm, 
(3) 
XElF. 
For integral vectors r, I we will use the abbreviation C:-, (L) for 
For convenience we recall that if 
then 
I gkg I < K and Igl GM 
I Bag I < f M (g)“‘“, a = 0, 1,. . . , K. 
4. THE REDUCIBILITY THEOREM 
Consider now the system of ordinary differential equations 
x’ = Ax + P(ql),>x, 
cp’ = w, 
where A, w satisfy the hypotheses of Theorem 1 and P(v) ~9Lx. From 
Theorem 2 there is a holomorphic functionfK((P) satisfying the estimates (3). 
Therefore, Theorem 1 guarantees that the partial differential equation 
(W/&p, w) - AU + UA = fk - D, 
where 
D = diag(jJr, ,..., P-,,) 
with j&s , the (ar, /3)-th entry of the matrix 
has a unique solution U(q). 
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This solution 1 U(y)1 is holomorphic in the strip 
and satisfies there 
] Im v 1 < 2Plz - 6, 
I wd - uo I < CY-ls-’ I flc I- 
From the construction of fk in Theorem 2 
then the equation 
has the solution 
fk = P 
U,A- AU, =H--D 
Thus 
0 
%!3 = 
F&s - u, for 01 # B, 
0, for 01 = j?. 
I Uol <W)IPI. 
Take S = 2-(“1’)-1. Then 
j U(p))1 < (r-1 + ,934” .2-729 * M, 
for 1 Im v I < 2--(lc/z)-1. 
The change of variables 
transforms (4) into a system 
4’ = A3;; + &)a, 
ip’ = w, 
of the same form, where 
(5) 
It also follows from Theorem 2 that fk(v), and hence U(v) are trigonometric 
polynomials of order no greater than 2 ((kl*)+1). Therefore from Bernstein’s 
inequality 
1 .Pu I < 2s”~ir’+r’ 1u I. 
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From the second of (5) it follows that fz has the same order of differentiability 
as P. In particular LPp exists and we have 
Therefore 
1 azp" 1 < i (f) I(1 + U)--r--l 1 * I9'U 1 ]I .9z--rp 1 + I W-TU 1 * I q 
T=0 
+ILdz-rf,I+~(~~y)la~Pl.laz-~-~ul~, 
that is, 
< i (f, I(I+ u)-r--lI2' * 2kllZ 1 u 1 1; 1 p [l--r/Z 1 gzp I?/& 
r=o 
+ 2Z-r2(k/Z)(Z-r) I u I . I p I + 2Z-r . 2(klZ)(Z-r)34m 1 p 1 
+ z [ (’ ; ‘) + 1 p Il-(s/Z) 2Z-r-s2(k/Z (Z-s-s) 1 u I] I, 
with the convention that inside the summation I = [Z], Y = [Y] and s = [s]. 
Nowif] UI <$ 
I p I < IV + V-l I * (I u I 0 p I + I B I> + I lJ -x I> 
< 2(2MU+ 3"+2mK2-k). 
Moreover if LY # /3 
r” = I XI - $ I 3 I 4T - 43 I - I PWY - A38 I 
3r-2M. 
w e put 
cl = 8~y-l3~"'2-~. 
c2 = 4rn3"Q 
c2 = 64 i (f) 22r+1 ]$ 
T=O 
L + 271 + 34”) + i (’ ; ‘) $2’4-4 
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where 
L = max(K, 1) 
and write 
2V = 4, 6 = *-“. 
Then provided that 0 < 6’ < 1, 1 < K < 2, b > T/K and 2 > K~/(K - 1) 
we can choose 8 so small that 
02-- < r/16, 
&-(7/.e) < c;l, 
t9w-K < [c2K]-1, 
It follows that for M < 0 
1 u 1 d p-1 + clq]e < e-1/8 for IImqI <#-’ 
1 P 1 G (eq2) + c,K+-1 d es 
and 
Let E be any number such that 0 < E < min(1, &). Choose 0 (0 < 0 < 1) 
so small that all of (6) are satisfied and that, if ej = &‘, 
and 
where 
i el;-* < $ , 
j=o 
p = fi (1 + ie;-1). 
j-0 
Put rj Y - 2(tp + -.. + ei,“) > 0 and suppose that the above system 
satisfiesThe above conditions with M, K, r replaced by 6, , I,& , rj then we 
will show if we set & = 2*/l the transformed equation satisfies the same 
conditions with il4, K, r replaced by 0j+l , &‘, rifl . 
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Thus 1 U,,, 1 < t and hence 
I pj+l I G (et/2) + c!&Ll*T’ < ej 
and 
Moreover 
y$ 1 X, - $1 > Yj - 28, > I, - 2e;-K = rj+l . 
It follows that if in the original system (4), M < 8 the above transformation 
can be repeated indefinitely. We will now prove the existence of a limit 
system. We have 
x9’ = 4% + Pj(V,)Xj , 
qJ’ = w, 
where 
Since 1 P,(v)1 < 0, for all real p it is obvious that P,(v) + 0 uniformly for 
real q. Since Df < 0, the existence of the limit 
is also assured and I B - A I < E. Finally we have x = Tjxj where 
Tj = (I + UJ .*a (I + U”). 
Suppose that for some j 
J-1 
I Tj I S n (1 + V:-Y 
.4=0 
with the convention To = I this is certainly true for j = 0. Since 
T,+I = TiV + U,,,) 
it follows that 
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that is, for 1 Im q~ ] < 0, “6. Thus we can apply Theorem 3 with pj = 4-l 
and we obtain L, = 1, L, = Qp and h = $C(K - l)& It follows from a 
consideration of the convergence of C pk-rp;’ that qa = I/K (see Theorem 3). 
Hence 
is a real function with period 271 in qr ,..., pm which possesses continuous 
partial derivatives of all orders s = (sr ,..., sm) with 
1 S 1 = f Sj = &(K - 1)fi. 
j=l 
Moreover the estimates on 1 9y(x)l, L(q), s and the Hijlder constant from 
Theorem 3 hold. 
From 
we obtain 
Tj+l-I= Tj-I+TJJ,,, 
I 2’ - I I < f I T, I I Vi+, I < &P f q-l < E. 
j=O I=0 
Hence the matrix T(y) is invertible and 
xj -f y = T”(p))x as j+co. 
The partial derivatives aTj/apm converge to aT/&pa uniformly for real cp. 
Differentiating the relation x = Tjxi we obtain 
x’ = (aTJi%p, w)xj + TjXj’. 
Hence letting j -+ co 
x’ = (aT/arp, w)y + TBy. 
Differentiating the relation x = Ty we obtain 
x’ = (arrjav, + + 7-y 
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Comparison of these two expressions for x’ gives y’ = By. Thus the 
change of variables x = T(v) y transforms the sytem (4) into the autonomous 
system 
Y' = By, 
q’ = w. 
Summarizing the above we have proved. 
THEOREM. Suppose 
(i) A = [h, ,..., &] is a real diagonal matrix with 
(ii) P(v) is a n x n real matrix function of the real m-vector 9 of class 
em ; 
(iii) w is a real m-vector such that for all integral m-vectors k # 0 
I& w>I 3 Y I k I--, (T > m, y > 0). 
Then provided that 1 > T, for any E such that 0 < E < min(l, &r) there exists 
an absolute constant M,, = M,(m, r, y, E, K) with the property that if M < MO 
the quasiperiodic linear system 
x’ = [A + P(wt)]x 
has a fundamental matrix of the form 
X(t) = [I + U(wt)]etB 
where, 
(i) B = [pFL1 ,..., CL,,] is a real diagonal matrix with I B - A 1 < E and 
hence 
(ii) U(v) is an n x n real matrix function of the m-vector y which has 
period 27 in each coordinate vu , and which satisfies the inequality 
I U(v)1 < E for all ‘p. 
Moreover U(~J) possesses continuous partial derivatives of all orders s = (sl ,. . ., s,) 
with 
where K is the exponent chosen for the accelerated convergence. 
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