Global well-posedness and polynomial bounds for the defocusing
  $L^{2}$-critical nonlinear Schr\"odinger equation in $\R$ by De Silva, Daniela et al.
ar
X
iv
:m
at
h/
07
02
70
7v
2 
 [m
ath
.A
P]
  1
3 M
ar 
20
07
GLOBAL WELL-POSEDNESS AND POLYNOMIAL BOUNDS FOR THE
DEFOCUSING L2-CRITICAL NONLINEAR SCHRO¨DINGER EQUATION
IN R
DANIELA DE SILVA, NATASˇA PAVLOVIC´, GIGLIOLA STAFFILANI, AND NIKOLAOS TZIRAKIS
Abstract. We prove global well-posedness for low regularity data for the one dimensional
quintic defocusing nonlinear Schro¨dinger equation. Precisely we show that a unique and
global solution exists for initial data in the Sobolev space Hs(R) for any s > 1
3
. This
improves the result in [21], where global well-posedness was established for any s > 4
9
. We
use the I-method to take advantage of the conservation laws of the equation. The new
ingredient in our proof is an interaction Morawetz estimate for the smoothed out solution
Iu. As a byproduct of our proof we also obtain that the Hs norm of the solution obeys
polynomial-in-time bounds.
1. Introduction
In this paper we study the global well-posedness of the following initial value problem
(IVP) for the L2-critical defocusing nonlinear Schro¨dinger equation (NLS):
iut +∆u− |u|
4u = 0,(1.1)
u(x, 0) = u0(x) ∈ H
s(R), x ∈ R, t ∈ R,(1.2)
where Hs denotes the usual inhomogeneous Sobolev space of order s.
We adopt the standard notion of local well-posedness, that is, we say that the IVP above
is locally well-posed in Hs if for any initial data u0 ∈ H
s there exists a positive time
T = T (‖u0‖Hs) depending only on the norm of the initial data, such that a solution to the
initial value problem exists on the time interval [0, T ], is unique in a certain Banach space
of functions X ⊂ C([0, T ],Hsx), and the solution map from H
s
x to C([0, T ],H
s
x) depends
continuously on the initial data on the time interval [0, T ]. If T can be taken arbitrarily
large we say that the IVP is globally well-posed.
Local well-posedness for the initial value problem (1.1)-(1.2) in Hs for any s > 0 was
established in [3], see also [4]. A local solution also exists for L2 initial data [4], but the
time of existence depends not only on the Hs norm of the initial data, but also on the
profile of u0. For more details on local existence see, for example, [2], [4] and [18].
Local in time solutions of (1.1)-(1.2) enjoy mass conservation
(1.3) ‖u(·, t)‖L2(Rn) = ‖u0(·)‖L2(Rn).
Moreover, H1 solutions enjoy conservation of the energy
(1.4) E(u)(t) =
1
2
∫
R
|∂xu(t)|
2dx+
1
6
∫
R
|u(t)|6dx = E(u)(0),
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which together with (1.3) and the local theory immediately yields global in time well-
posedness for (1.1)-(1.2) with initial data in H1. On the other hand the L2 local well-
posedness and the conservation of the L2 norm do not immediately imply global well-
posedness as in the case of the finite energy data since in this case T = T (u0). It is
conjectured though that (1.1)-(1.2) is globally well-posed for initial data in Hs, s ≥ 0.
Existence of global solutions to (1.1)-(1.2) corresponding to initial data below the energy
treshold was first obtained in [6], [7] by using the method of “almost conservation laws”,
or “I-method” (for a detailed description of this method see section 3 below). The gap
between known local and global well-posedness was further filled out in [21], where global
well-posedness was obtained in Hs(R) with s > 4/9. The question of global well-posedness
below the energy space H1 we described above can also be formulated in Rd, where the
equivalent L2 critical problem has nonlinearity |u|4/du. For d = 2 the I-method was also
partially successful in [8], and in [13], where global well-posedness was obtained in Hs
for s ≥ 1/2 . This last paper is particularly interesting since it combines the I-method
with a local in time Morawetz type estimate. In [12] this idea was then extended to all
dimensions d ≥ 3. Still none of these results reached the space L2. Recently in [20] the
authors proved global well-posedness in L2 and scattering for the L2-critical NLS problem
in all dimensions d ≥ 3, assuming spherically symmetric initial data. The proof relies upon
a combination of several sophisticated tools among which compensated compactness and a
frequency-localized Morawetz estimate. These tools seem not to be enough when d = 1, 2
or when the data are no longer radial.
In this paper we only consider the case d = 1 and we prove the following result:
Theorem 1.1. The initial value problem (1.1)-(1.2) is globally well-posed in Hs(R), for
any 1 > s > 13 . Moreover the solution satisfies
sup
t∈[0,T ]
‖u(t)‖Hs(R) ≤ C(1 + T )
s(1−s)
2(3s−1)
where the constant C depends only on s and ‖u0‖L2 .
We prove Theorem 1.1 by combining the I-method with an interaction Morawetz-type
estimate for the smoothed out version Iu of the solution. Such a Morawetz estimate for
an almost solution, that below we call “almost Morawetz”, is the main novelty of this
paper. As mentioned above, the approach of combining the I-method with an interaction
Morawetz estimate was described in [13] where the L2-critical NLS in 2d was treated; see
also [9]. However in order to obtain global well-posedness for (1.1)-(1.2) corresponding to
initial data in Hs with s ≤ 4/91 it was not enough to obtain an interaction Morawetz
estimate for the solution u itself (as in the case of [9], [12], [13]).
Before giving an outline of the proof we say a few words about the above mentioned
tools: the I-method and the “almost Morawetz” estimate.
The I-method was first introduced by Colliander et al (see, for example, [6, 8, 9]). It is
based on the almost conservation of a certain modified energy functional. The idea is to
replace the conserved quantity E(u), which is no longer available for s < 1, with an “almost
conserved” variant E(Iu), where I is a smoothing operator of order 1−s, which behaves like
the identity for low frequencies and like a fractional integral operator for high frequencies.
However Iu is not a solution to (1.1) and hence one expects an energy increment. This
increment is quantifying E(Iu) as an “almost conserved” energy. The key is to prove
that on intervals of fixed length, where local well-posedness is satisfied, the increment of
1 Note that global well-posedness for initial data in Hs with s > 4/9 was established in [21].
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the modified energy E(Iu) decays with respect to a large parameter N (for the precise
definition of I and N we refer the reader to Section 3). This requires delicate estimates on
the commutator between I and the nonlinearity. When d = 1, hence the nonlinearity is
algebraic, one can write the commutator explicitly using the Fourier transform, and control
it by multi-linear analysis and bilinear estimates. The analysis above can be carried out
in the Xs,b spaces setting, where one can use the smoothing bilinear Strichartz estimate
of Bourgain (see e.g. [1]) along with Strichartz estimates, to demonstrate the existence of
global rough solutions (see [6, 7] and [21]).
We now turn to our second tool: the “almost Morawetz estimate”, that is an a priori
interaction Morawetz-type estimate for the “approximate solution” Iu to the initial value
problem
iIut +∆Iu− I(|u|
4u) = 0,(1.5)
Iu(x, 0) = Iu0(x) ∈ H
1(R), x ∈ R, t ∈ R.(1.6)
For the original problem (1.1) one can prove that solutions satisfy the following a priori
bound (see [5])
‖u‖8L8
t∈[0,T ]
L8x
. sup
t∈[0,T ]
‖u‖H˙1‖u‖
7
L2 .
For initial data below H1 this estimate is not useful anymore since u is not in H1. We
introduce the I-operator with the aim of getting an a priori estimate of the form
‖Iu‖8L8
t∈[0,T ]
L8x
. sup
t∈[0,T ]
‖Iu‖H˙1‖Iu‖
7
L2 + Error,
where the Error terms are negligible in some sense. To achieve this, we work with mixed
Lebesgue spaces that we denote by SI(J) and define
2 as
SI(J) := {f | sup
(q,r) admissible
‖〈∂x〉If‖LqtLrx(J×R) <∞},
where the pair (q, r) is said to be admissible if 2q +
1
r =
1
2 and 2 ≤ q, r ≤ ∞.
We show that inside the interval where the local solution exists, the error term is very
small. The proof of this fact relies on harmonic analysis estimates of Coifman-Meyer type
and is given in Section 43. Because of the fact that we work with local-in-time solutions we
restrict the above a priori bounds to local intervals of the form [t0, t1].
Now we give an outline of the proof to show how to combine our two tools. Fix a
large value of time T0. If u is a solution to (1.1) in the time interval [0, T0], then u
λ(x) =
1
λ
1
2
u(xλ ,
t
λ2
) is a solution to the same equation in [0, λ2T0]. We choose the parameter λ >
0 so that E(Iuλ0 ) = O(1). Using Strichartz estimates we show that if J = [t0, t1] and
‖Iuλ‖6
L6tL
6
x(J×R
n)
< µ, where µ is a small universal constant, then for b close to 1/2
‖uλ‖SI (J) . ‖Iu
λ(t0)‖H1 ,
and
‖uλ‖
Xs,bI (J)
. ‖Iuλ(t0)‖H1 ,
2See Section 2 for a definition of the operator 〈∂x〉.
3Here we were not able to use the Xs,b spaces machinery. However the approach that we pursue creates
no additional difficulties, since we can iterate our solutions in the intersection of the spaces SI and X
s,b,
see Proposition 3.4 for details.
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where
Xs,bI (J) = {f | ‖If‖Xs,b(J×R) <∞}.
Moreover in this same time interval where the problem is well-posed, we can prove the
following “almost conservation law”, provided that4 s > 1/4.
(1.7) |E2(uλ)(t1)− E
2(uλ)(t0)| . N
−2‖Iuλ‖10Xs,b([t0,t1]×R) . N
−2‖Iuλ(t0)‖
10
H1 . N
−2,
where E2(uλ) denotes the second modified energy (for the definition see Section 3). Of
course, for the arbitrarily large interval [0, λ2T0] we do not have
‖Iuλ‖6L6tL6x([0,λ2T0]×Rn)
< µ.
However we can interpolate the a priori information that we have about the L8tL
8
x norm of
Iu with the following a priori bound
‖Iuλ‖L2
t∈[0,T ]
L2x
≤ T
1
2‖Iuλ‖L∞
t∈[0,T ]
L2x
≤ T
1
2 ‖uλ‖L∞
t∈[0,T ]
L2x
= T
1
2 ‖uλ0‖L2x = T
1
2 ‖u0‖L2x ,
obtained using Ho¨lder’s inequality, the definition of the I, mass conservation and the fact
that the problem is L2-critical. Then we get an L6tL
6
x bound valid for J = [t0, t1] and we
use this bound to partition the arbitrarily large interval [0, λ2T0] into L intervals where the
local theory uniformly applies. L = L(N,T ) is finite and defines the number of the intervals
in the partition that will make the Strichartz L6tL
6
x norm of Iu less than µ in each interval.
The next step is to prove that the second modified energy E2(uλ) is just an approximation
of the first modified energy E1(uλ) = E(Iuλ) in the sense that
(1.8) E2(uλ) ∼ E1(uλ) +O(
1
N ǫ
),
for s > 1/3 and N ≫ 1. Since E(Iuλ) controls the H1 norm of Iu we have by (1.7)
‖Iuλ‖H1 . LN
−2.
To maintain the bound ‖Iuλ‖H1 . 1 we must have that
L(N,T ) ∼ N2,
and this condition will require s > 1/3. One should notice already that the restriction
s > 1/3 appears in two separate parts of our proof: in (1.8) and in the last step recorded
above. So this regularity is a threshold to the method, at least if one wants to use the
second modified energy. For a more detailed proof the reader should check Section 5.
We conclude this introduction by announcing that work in progress of the fourth author
in collaboration with J. Colliander and M. Grillakis, shows that a similar approach can be
used in the L2-critical case when d = 2.
Organization of the paper. In Section 2 we introduce some notation and state important
propositions that we will use throughout the paper. In Section 3 we review the I method,
prove the local well-posedness theory for Iu and obtain an upper bound on the increment
of the second modified energy. In Section 4 we prove the “almost Morawetz” inequality
which is the heart of our argument. Finally in Section 5 we give the details of the proof of
global well-posedness stated in Theorem 1.1.
Acknowledgements. We would like to thank Jim Colliander for helpful conversations
and suggestions.
4We use the second modified energy approach as in [7] and [21].
GLOBAL WELL-POSEDNESS FOR DEFOCUSING L2-CRITICAL NLS IN 1D 5
2. Notation and preliminaries
2.1. Notation. In what follows we use A . B to denote an estimate of the form A ≤ CB
for some constant C. If A . B and B . A we say that A ∼ B. We write A≪ B to denote
an estimate of the form A ≤ cB for some small constant c > 0. In addition 〈a〉 := 1 + |a|
and a± := a ± ǫ with 0 < ǫ << 1. The reader also has to be alert that we sometimes do
not explicitly write down constants that depend on the L2 norm of the solution. This is
justified by the conservation of the L2 norm.
2.2. Definition of spaces. We use Lrx(R) to denote the Lebesgue space of functions f :
R→ C whose norm
‖f‖Lrx :=
(∫
Rn
|f(x)|rdx
) 1
r
is finite, with the usual modification in the case r =∞. We also use the mixed space-time
Lebesgue spaces LqtL
r
x which are equipped with the norm
‖u‖LqtLrx :=
(∫
J
‖u‖qLrxdt
) 1
q
for any space-time slab J × R, with the usual modification when either q or r are infinity.
When q = r we abbreviate LqtL
r
x by L
q
t,x.
As usual, we define the Fourier transform of f(x) ∈ L1x by
fˆ(ξ) =
∫
R
e−2πiξxf(x)dx.
For an appropriate class of functions the following Fourier inversion formula holds:
f(x) =
∫
R
e2πiξxfˆ(ξ)dξ.
We define the fractional differentiation operator |∂x|
α for any real α by
|̂∂x|αu(ξ) := |ξ|
αuˆ(ξ),
and analogously
〈̂∂x〉αu(ξ) := 〈ξ〉
αuˆ(ξ).
The inhomogeneous Sobolev space Hs is given via
(2.1) ‖u‖Hs = ‖〈∂x〉
su‖L2x ,
while the homogeneous Sobolev space H˙s is defined by
‖u‖H˙s = ‖|∂x|
su‖L2x .
Let U(t) denote the solution operator to the linear Schro¨dinger equation
iut +∆u = 0, x ∈ R,
that is
U(t)u0(x) =
∫
e2πiξx−(2πξ)
2itû0(ξ)dξ.
We denote by Xs,b = Xs,b(R×R) the completion of S(R×R) with respect to the following
norm
‖u‖Xs,b = ‖U(−t)u‖HsxHbt = ‖〈ξ〉
s〈τ + 4π2ξ2〉bu˜(ξ, τ)‖L2τL2ξ
,
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where u˜(ξ, τ) is the space-time Fourier Transform
u˜(ξ, τ) =
∫
R
∫
R
e−2πi(ξ·x+τt)u(x, t)dxdt.
Furthermore for a given time interval J , we define
‖f‖Xs,b(J) = inf
g=f on J
‖g‖Xs,b .
Often we will drop J .
2.3. Some known estimates. Now we recall a few known estimates that we shall need.
First, we state the following Strichartz estimate [15], [17]. We recall that a pair of exponents
(q, r) is called admissible in R if
2
q
+
1
r
=
1
2
, 2 ≤ q, r ≤ ∞.
Proposition 2.1. Let (q, r) and (q˜, r˜) be any two admissible pairs. Suppose that u is a
solution to
iut +∆u−G(x, t) = 0, x ∈ J × R,
u(x, 0) = u0(x).
Then we have the estimate
(2.2) ‖u‖LqtLrx(J×R) . ‖u0‖L2(R) + ‖G‖Lq˜
′
t L
r˜′
x (J×R)
with the prime exponents denoting Ho¨lder dual exponents.
Since
Û(t)u0(ξ) = e
−(2πξ)2itû0(ξ)
we have that
‖U(t)u0‖L∞t L2x . ‖u0‖L2 .
Hence
(2.3) ‖u‖L∞t L2x = ‖U(t)U(−t)u‖L∞t L2x . ‖U(−t)u‖L∞t L2x . ‖u‖X0,1/2+ ,
where in the last inequality we applied the definition of the Xs,b spaces, the basic estimate
‖u‖L∞ ≤ ‖uˆ‖L1 , and the Cauchy-Schwartz inequality. The estimate (2.3) combined with
the Sobolev embedding theorem implies that
(2.4) ‖u‖L∞t L∞x . ‖u‖X1/2+,1/2+ .
The Strichartz estimate gives us
(2.5) ‖u‖L6tL6x . ‖u‖X0,1/2+ .
If we interpolate equations (2.4) and (2.5) we get
(2.6) ‖u‖LptL
p
x
. ‖u‖Xα1(p),1/2+ ,
with α1(p) = (
1
2 −
3
p)+ and 6 ≤ p ≤ ∞.
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3. The I-method and the local well-posedness for the I-system
3.1. The I-operator and the hierarchy of energies. Let us define the operator I. For
s < 1 and a parameter N >> 1 let m(ξ) be the following smooth monotone multiplier:
m(ξ) :=
{
1 if |ξ| < N ,
( |ξ|N )
s−1 if |ξ| > 2N .
We define the multiplier operator I : Hs → H1 by
Îu(ξ) = m(ξ)uˆ(ξ).
The operator I is smoothing of order 1− s and we have that:
(3.1) ‖u‖Xs0,b0 . ‖Iu‖Xs0+1−s,b0 . N
1−s‖u‖Xs0,b0 ,
for any s0, b0 ∈ R.
We set
(3.2) E1(u) = E(Iu),
where
E(u)(t) =
1
2
∫
|ux(t)|
2dx+
1
6
∫
|u(t)|6dx = E(u0).
We call E1(u) the first modified energy5. Since we base our approach on the analysis of a
second modified energy, we collect some facts concerning the calculus of multilinear forms
used to define the hierarchy, see, for example [21].
If n ≥ 2 is an even integer we define a spatial multiplier of order n to be the function
Mn(ξ1, ξ2, . . . , ξn) on Γn = {(ξ1, ξ2, . . . , ξn) ∈ {R
n : ξ1 + ξ2 + . . .+ ξn = 0} which we endow
with the standard measure δ(ξ1+ ξ2+ . . .+ ξn). If Mn is a multiplier of order n, 1 ≤ j ≤ n
is an index and l ≥ 1 is an even integer, the elongation X lj(Mn) of Mn is defined to be the
multiplier of order n+ l given by
X lj(Mn)(ξ1, ξ2, . . . , ξn+l) =Mn(ξ1, . . . , ξj−1, ξj + . . .+ ξj+l, ξj+l+1, . . . , ξn+l).
Also if Mn is a multiplier of order n and f1, f2, ..., fn are functions on R we define
Λn(Mn; f1, f2, ..., fn) =
∫
Γn
Mn(ξ1, ξ2, . . . , ξn)
n∏
i=1
fˆj(ξj),
and we adopt the notation Λn(Mn; f) = Λn(Mn; f, f¯ , ..., f, f¯). Observe that Λn(Mn; f) is
invariant under permutations of the even ξj indices, or of the odd ξj indices.
If f is a solution of (1.1) the following differentiation law holds for the multilinear forms
Λn(Mn; f):
(3.3) ∂tΛn(Mn) = iΛn(Mn
n∑
j=1
(−1)jξ2j )− iΛn+4(
n∑
j=1
(−1)jX4j (Mn)).
Observe that in this notation the first modified energy (3.2) can be written as follows:
E1(u) =
1
2
∫
R
|∂xIu|
2dx+
1
6
∫
R
|Iu|6dx = −
1
2
Λ2(m1ξ1m2ξ2) +
1
6
Λ6(m1...m6)
where mj = m(ξj).
5One can actually informally define a hierarchy of modified energies for different nonlinear dispersive
equations, see [6, 8, 9] .
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Now we define the second modified energy
E2(u) = −
1
2
Λ2(m1ξ1m2ξ2) +
1
6
Λ6(M6(ξ1, ξ2, ..., ξ6)),
where M6(k1, k2, ..., k6) is the following multiplier:
(3.4) M6(ξ1, ξ2, ..., ξ6) = −
1
3
m21ξ
2
1 −m
2
2ξ
2
2 +m
2
3ξ
2
3 −m
2
4ξ
2
4 +m
2
5ξ
2
5 −m
2
6ξ
2
6
ξ21 − ξ
2
2 + ξ
2
3 − ξ
2
4 + ξ
2
5 − ξ
2
6
.
We remark that the zero set of the denominator corresponds to the resonant set for a six-
waves interaction. Also M6 contains more “cancellations” than the multiplier m1...m6 that
appears in E1.
The differentiation rules (3.3) together with the fundamental theorem of calculus implies
the following Lemma, which will be used to prove that E2 is almost conserved.
Lemma 3.1. Let u be an H1 solution to (1.1). Then for any T ∈ R and δ > 0 we have
(3.5) E2(u(T + δ)) − E2(u(T )) =
∫ T+δ
T
Λ10(M10;u(t))dt,
with M10 = −
i
5!6!
∑
{M6(ξabcde, ξf , ξg, ξh, ξi, ξj)−M6(ξa, ξbcdef , ξg, ξh, ξi, ξj) +
M6(ξa, ξb, ξcdefg, ξh, ξi, ξj)−M6(ξa, ξb, ξc, ξdefgh, ξi, ξj) +
M6(ξa, ξb, ξc, ξd, ξefghj, ξj)−M6(ξa, ξb, ξc, ξd, ξe, ξfghij)},
where the summation runs over all permutations {a, c, e, g, i} = {1, 3, 5, 7, 9} and {b, d, f, h, j}
= {2, 4, 6, 8, 10}. Furthermore if |ξj| ≪ N for all j then the multiplier M10 vanishes.
As it was observed in [21] one has
Proposition 3.2. The multiplierM6 defined in (3.4) is bounded on its domain of definition.
3.2. Modified Local Well-Posedness. In this subsection we shall prove a local well-
posedness result for the modified solution Iu and some a priori estimates for it.
Let J = [t0, t1] be an interval of time. We denote by ZI(J) the following space:
ZI(J) = SI(J) ∩X
1,b
I (J)
where b = 1/2+ and
SI(J) = {f | sup
(q,r) admissible
‖〈∂x〉If‖LqtLrx(J×R) <∞},
X1,bI (J) = {f | ‖If‖X1,b(J×R) <∞}.
Proposition 3.3. Let s > 0. and consider the IVP
iIut +∆Iu− I(|u|
4u) = 0,(3.6)
Iu(x, t0) = Iu0(x) ∈ H
1(R), x ∈ R, t ∈ R.(3.7)
Then for any u0 ∈ H
s there exists a time interval J = [t0, t0+ δ], δ = δ(‖Iu0‖H1) and there
exists a unique u ∈ ZI(J), solution to (3.6) and (3.7). Moreover there is continuity with
respect to the initial data.
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Proof. The proof of this proposition proceeds by the usual fixed point method (see [9] ) on
the space ZI(J). Since the estimates are very similar to the ones we provide in the proof of
Proposition 3.4 below, in particular (3.18) and (3.26), we omit the details. We only remark
that the smallness of δ will be used once one compares (3.18) and (3.26) with the fact that
for any v ∈ ZI(J)
‖Iv‖L6tL6x(J×R) ≤ δ
1/6‖Iv‖H1 .

Proposition 3.4. Let s > 0. If u is a solution to the IVP (3.6)-(3.7) on the interval
J = [t0, t1], which satisfies the following a priori bound
‖Iu‖6L6tL6x(J×R)
< µ,
where µ is a small universal constant, then
(3.8) ‖u‖ZI (J) . ‖Iu0‖H1 .
Proof. We start by obtaining a control of the Strichartz norms. Applying 〈∂x〉 to (3.6) and
using the Strichartz estimate in Proposition 2.1, for any pair of admissible exponents (q, r)
we obtain
(3.9) ‖〈∂x〉Iu‖LqtLrx . ‖Iu0‖H1x + ‖〈∂x〉I(|u|
4u)‖
L
6
5
t L
6
5
x
.
Now we notice that the multiplier 〈∂x〉I has a symbol which is increasing as a function of
|ξ| for any s ≥ 0. Using this fact one can modify the proof of the Leibnitz rule for fractional
derivatives and prove its validity for 〈∂x〉I. See also Principle A.5 in the appendix of [18].
This remark combined with (3.9) implies that
‖〈∂x〉Iu‖LqtLrx . ‖Iu0‖H1x + ‖〈∂x〉Iu‖L6tL6x‖u
4‖
L
3
2
t L
3
2
x
. ‖Iu0‖H1x + ‖u‖ZI (J)‖u‖
4
L6tL
6
x
,(3.10)
where to obtain (3.10) we used Ho¨lder’s inequality and the definition of ZI(J).
In order to obtain an upper bound on ‖u‖L6tL6x we perform a Littlewood-Paley decompo-
sition along the following lines. We note that a similar approach was used in [9], Lemma
3.1. We write
(3.11) u = uN0 +
∞∑
j=1
uNj ,
where uN0 has spatial frequency support for 〈ξ〉 ≤ N , while uNj is such that its spatial
Fourier transform is supported for 〈ξ〉 ∼ Nj = 2
hj with hj & logN and j = 1, 2, 3, .... Let
ǫ > 0. The triangle inequality applied on (3.11) gives
‖u‖L6tL6x ≤ ‖uN0‖L6tL6x +
∞∑
j=1
‖uNj‖L6tL6x
= ‖IuN0‖L6tL6x +
∞∑
j=1
‖uNj‖
ǫ
L6tL
6
x
‖uNj‖
1−ǫ
L6tL
6
x
.(3.12)
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On the other hand, by using the definition of the operator I, the definition of the uNj ’s and
the Marcinkiewicz multiplier theorem we observe the following:
‖IuN0‖L6tL6x . ‖Iu‖L6tL6x ,(3.13)
‖uNj‖L6tL6x . N
1−s
j N
s−1‖IuNj‖L6tL6x , j = 1, 2, 3, ...(3.14)
‖uNj‖L6tL6x . N
−s
j N
s−1‖〈∂x〉IuNj‖L6tL6x , j = 1, 2, 3, ...(3.15)
Now we use the estimates (3.13) - (3.15) to obtain the following upper bound on (3.12)
‖u‖L6tL6x . ‖Iu‖L6tL6x +
∞∑
j=1
N−s+ǫj N
s−1‖IuNj‖
ǫ
L6tL
6
x
‖〈∂x〉IuNj‖
1−ǫ
L6tL
6
x
,
which after noticing that N s−1 ≤ 1 implies
(3.16) ‖u‖L6tL6x . ‖Iu‖L6tL6x +
∞∑
j=1
N−s+ǫj ‖IuNj‖
ǫ
L6tL
6
x
‖〈∂x〉IuNj‖
1−ǫ
L6tL
6
x
.
Now using the cheap Littlewood-Paley inequality
sup
j
‖uNj‖Lp . ‖u‖Lp
for 1 ≤ p ≤ ∞, and summing (3.16), we have that for any s > ǫ
(3.17) ‖u‖L6tL6x . ‖Iu‖L6tL6x + ‖Iu‖
ǫ
L6tL
6
x
‖〈∂x〉Iu‖
1−ǫ
L6tL
6
x
,
which combined with (3.10) implies
(3.18) ‖〈∂x〉Iu‖LqtLrx . ‖Iu0‖H1x + ‖u‖ZI (J)‖Iu‖
4
L6tL
6
x
+ ‖u‖5−4ǫZI (J)‖Iu‖
4ǫ
L6tL
6
x
.
Now we shall obtain a control of the Xs,b norm. We use Duhamel’s formula and the
theory of Xs,b spaces (for details, see, [14], [16]) to obtain
(3.19) ‖〈∂x〉Iu‖
X0,
1
2+
≤ ‖Iu0‖H1x + ‖〈∂x〉I(|u|
4u)‖
X0,−
1
2+
.
However interpolating between
‖u‖L6tL6x . ‖u‖X0,
1
2+
and
‖u‖L2tL2x . ‖u‖X0,0
we obtain
‖u‖L6−t L
6−
x
. ‖u‖
X0,
1
2−
,
which by duality gives
‖u‖
X0,−
1
2+
. ‖u‖
L
6
5+
t L
6
5+
x
.
Hence (3.19) implies
(3.20) ‖Iu‖
X1,
1
2+
. ‖Iu0‖H1x + ‖〈∂x〉I(|u|
4u)‖
L
6
5+
t L
6
5+
x
.
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As we noticed earlier when obtaining an upper bound on the Strichartz norms, the Leibnitz
rule for fractional derivatives can be proved for 〈∂x〉I. Therefore after applying the Leibnitz
rule to (3.20) we obtain:
‖Iu‖
X1,
1
2+
. ‖Iu0‖H1x + ‖〈∂x〉Iu‖L6tL6x‖u
4‖
L
3
2+
t L
3
2+
x
. ‖Iu0‖H1x + ‖u‖ZI (J)‖u‖L6+t L
6+
x
‖u‖3L6tL6x
,(3.21)
where to obtain (3.21) we used Ho¨lder’s inequality and the definition of ZI(J). An upper
bound on ‖u‖L6tL6x is given by (3.17). In order to obtain an upper bound on ‖u‖L6+t L
6+
x
we
proceed as follows. First, we perform a dyadic decomposition and write u as in (3.11). The
triangle inequality applied on (3.11) gives
‖u‖L6+t L
6+
x
. ‖uN0‖L6+t L
6+
x
+
∞∑
j=1
‖uNj‖L6+t L
6+
x
= ‖IuN0‖L6+t L
6+
x
+
∞∑
j=1
N δ−sj N
s−1‖〈∂x〉
1−δIuNj‖L6+t L
6+
x
,(3.22)
where in order to obtain (3.22) we used the following inequality which can be verified by
recalling the definition of the operator I, the definition of the uNj ’ and the Marcinkiewicz
multiplier theorem:
‖uNj‖L6+t L
6+
x
. N δ−sj N
s−1‖〈∂x〉
1−δIuNj‖L6+t L
6+
x
, j = 1, 2, 3, ...
In order to further bound the right hand side of (3.22), first we notice that N s−1 ≤ 1. Then
we apply the cheap Littlewood-Paley inequality as before and sum (3.22) to obtain for any
s > δ
(3.23) ‖u‖L6+t L
6+
x
. ‖Iu‖L6+t L
6+
x
+ ‖〈∂x〉
1−δIu‖L6+t L
6+
x
.
However
(3.24) ‖〈∂x〉
1−δIu‖L6+t L
6+
x
≤ ‖Iu‖
X1,
1
2+
,
which follows from interpolating
‖u‖L6tL6x ≤ ‖u‖X0,
1
2+
and
‖u‖L∞t L∞x ≤ ‖u‖X
1
2+,
1
2+
.
Now we combine (3.23) and (3.24) to obtain
(3.25) ‖u‖L6+t L
6+
x
. ‖Iu‖
X1,
1
2+
.
By applying the inequalities obtained in (3.17) and (3.25) to bound the right hand side
of (3.21), we obtain
(3.26) ‖Iu‖
X1,
1
2+
. ‖Iu0‖H1x + ‖u‖
2
ZI (J)
‖Iu‖3L6tL6x
+ ‖u‖5−3ǫ
ZI (J)
‖Iu‖3ǫL6tL6x
.
The desired bound (3.8) follows from (3.18) and (3.26). 
3.3. E2(u) is a small perturbation of E1(u). Now we shall prove that the second energy
E2(u) is a small perturbation of the first energy E1(u).
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Decomposition remark. Our approach to prove that the second energy is a small per-
turbation of the first energy as well as to prove a decay for the increment of the second
energy is based on obtaining certain multilinear estimates in appropriate functional spaces
which are L2-based. Hence, whenever we perform a Littlewood-Paley decomposition of a
function we shall assume that the Fourier transforms of the Littlewood-Paley pieces are
positive. Moreover, we will ignore the presence of conjugates. At the end we will always
keep a factor of order N−ǫmax, where Nmax is the largest frequency of the different pieces, in
order to perform the summations. The details for both the Propositions 3.5 and 3.6 can be
found in [21], but we choose to present the main points of the argument to make the paper
as self-contained as possible.
Proposition 3.5. Assume that u solves (1.1) with s > 1/3. Then
E2(u) = E1(u) +O(N−ǫ)‖Iu‖6H1 .
Moreover if ‖Iu‖H1 = O(1) then ‖∂xIu‖
2
L2 . E
2(u).
Proof. By the definition of the first and second modified energy we have
(3.27) E2(u) = −
1
2
Λ2(m1ξ1m2ξ2) +
1
6
Λ6(M6) = E
1(u) +
1
6
Λ6(M6 −
6∏
i=1
mi).
Hence it suffices to prove the following pointwise in time estimate
(3.28) |Λ6(M6 −
6∏
i=1
mi)|(t) . O(N
−ǫ)‖Iu(·, t)‖6H1x .
Combining theDecomposition Remark with the fact thatM6 is bounded (by Proposition
3.2) and that m is bounded (by its definition) it is enough to show that∫
Γ6
6∏
j=1
uˆ(ξj) .
1
N ǫ
‖Iu(·, t)‖6H1x .
Towards this aim, we use again a dyadic decomposition and one can easily check that it
suffices to show the following:
(3.29)
∫
Γ6
6∏
j=1
ûNj (ξj) .
1
N ǫ
(N1...N6)
0−
6∏
j=1
‖IuNj (·, t)‖
6
H1x
where we recall that uNj is supported around 〈ξ〉 ∼ Nj .
We can rearrange the sizes of the frequencies so that N∗1 ≥ N
∗
2 ≥ N
∗
3 ≥ N
∗
4 ≥ N
∗
5 ≥ N
∗
6
and for simplicity set uNj = uj and uN∗j = u
∗
j .
We may assume that N∗1 & N , otherwise M6 −
∏6
i=1mi ≡ 0 and (3.28) follows trivially.
We have that∫
Γ6
6∏
j=1
ûj(ξj) .
1
(N∗1 )
ǫ
∫
̂(N∗1 )
ǫu∗1
6∏
j=2
û∗j .
1
N ǫ
(‖|∇|ǫu∗1‖L6−x )
6∏
j=2
‖u∗j‖L6+x
by reversing Plancherel and applying Ho¨lder’s inequality. Moreover by Sobolev embedding
‖|∇|ǫu∗1‖L6−x . ‖u
∗
j‖H1/3+x
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and thus ∫
Γ6
6∏
j=1
ûj(ξj) .
1
N ǫ
‖u∗j‖
6
H
1/3+
x
In addition for s > 1/3 we have
‖u∗j‖H1/3+x
. ‖Iu∗j‖
H
1+ 13+ǫ−s
x
. ‖Iu∗j‖H1x .
Thus (3.29) follows. 
Remark. As mentioned in the introduction, we obtain global well-posedness for s > 1/3,
which is exactly the restriction on s of the previous proposition. So this regularity is a
threshold to the method, at least if one wants to use the second modified energy.
3.4. An upper bound on the increment of E2(u). In Lemma 3.1 we proved that an
increment of the second energy can be expressed as
E2(u(T + δ)) − E2(u(T )) =
∫ T+δ
T
Λ10(M10;u(t))dt.
Hence in order to control the increment of the second energy we shall find an upper bound
on the Λ10 form, which we do in the following proposition.
Proposition 3.6. For any Schwartz function u, and any δ ∼ 1, we have that∣∣∣∣∫ δ
0
Λ10(M10;u(t))
∣∣∣∣ . N−2+‖Iu‖10X1,1/2+ ,
for s > 1/4.
Proof. We observe thatM10 is bounded as an elongation of the bounded multiplierM6. We
perform a dyadic decomposition as in Proposition 3.5, and we borrow the same notation.
Since we are integrating over Γ10, we have that N
∗
1 ∼ N
∗
2 , and we may assume that N
∗
1 & N
otherwise M10 ≡ 0. Thus we consider N
∗
1 ∼ N
∗
2 & N .
Since 1m(N∗1 )m(N∗2 )(N∗1N∗2 )1−
. 1N2− we have
|
∫ δ
0
∫
M10
10∏
j=1
uˆj| .
(N∗1 )
0−
N2−
‖〈∂x〉
1−Iu∗1‖L6tL6x‖〈∂x〉
1−Iu∗2‖L6tL6x
10∏
j=3
‖u∗j‖L12t L12x
.
(N∗1 )
0−
N2−
‖Iu‖2
X1,1/2+
‖u‖8
X(
1
2−
3
12 )+,1/2+
(3.30)
. (N∗1 )
0−N−2+‖Iu‖10
X1,1/2+
(3.31)
where in order to obtain (3.30) we use (2.5) and to obtain (3.31) we use the fact that for
s > 14 the following inequality holds
‖u‖
X(
1
2−
1
4 )+,1/2+
= ‖u‖X1/4+,1/2+ . ‖Iu‖X1,1/2+ .

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4. The almost Morawetz estimate
In this section we shall prove an interaction Morawetz estimate for the smoothed out
solution Iu, hence the name “almost Morawetz” estimate. Our estimate reads as follows:
Theorem 4.1. Let u ∈ S be a solution to the NLS
(4.1) iut +∆u = |u|
4u, (x, t) ∈ R× [0, T ].
Then, there exists a convex function a : R4 → R with ∇a ∈ L∞(R4), such that
‖Iu‖8L8tL8x([0,T ]×R
. sup
[0,T ]
‖Iu‖H˙1x
‖Iu‖7L2x
(4.2)
+
∣∣∣∣∫ T
0
∫
R4
∇a(x1, x2, x3, x4) · {Nbad, Iu1Iu2Iu3Iu4}pdx1dx2dx3dx4dt
∣∣∣∣ ,
where
Nbad =
4∑
k=1
(I(Nk(u))−Nk(Iu))
4∏
j=1,j 6=k
Iuj ,
N (f) = |f |4f , fk = f(xk, t), Nk(f) = N (fk), and {·}p is the momentum bracket defined by
{f, g}p = ℜ(f∇g − g∇f).
Moreover in a time interval J = [t0, t1] where the solution u belongs to the space ZI(J) we
have that
(4.3)∣∣∣∣∫ t1
t0
∫
R4
∇a(x1, x2, x3, x4) · {Nbad, Iu1Iu2Iu3Iu4}pdx1dx2dx3dx4dt
∣∣∣∣ . 1N− ‖u‖12ZI (J).
Remark 4.2. In all of our arguments we will work with smooth (Schwartz) solutions. This
will simplify the calculations and will enable us to justify the steps in the subsequent
proofs. Then the local well-posedness theory and the perturbation theory that have been
established (see, for example, [4]) for this problem can be applied to approximate the Hs
solutions by smooth solutions.
We prove the above almost Morawetz estimate inspired by the idea of the proof of the
interaction Morawetz estimate for the defocusing nonlinear cubic Schro¨dinger equation
on R3, [9] and the one that recently appeared in [5]. However we establish a Morawetz
estimate for the almost solution, i.e for Iu itself, which is the main novelty of our approach.
In order to make our presentation complete, first we recall a general approach of obtaining
interaction Morawetz estimates [10]. Then we present our derivation of the interaction
Morawetz estimate for the almost solution Iu.
4.1. Towards interaction Morawetz estimates. In this subsection we follow [10]. Note
that here we work in general dimension d.
Let u ∈ S be a solution to the NLS
(4.4) iut +∆u = N (u), (x, t) ∈ R
d × [0, T ].
We say that N corresponds to a defocusing potential G (meaning G positive) if
{N , u}jp = ∂jG.
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Here we are denoting by {f, g}p the vector whose components are given by
{f, g}jp = ℜ(f∂jg − g∂jf).
For example, in the case when N (u) = |u|4u we have that {N , u}jp = −∂jG, where G =
2
3 |u|
6.
Now let us define the momentum density via
(4.5) T0j = 2ℑ(u¯∂ju)
and the linearized momentum current
(4.6) Ljk = −∂j∂k(|u|
2) + 4ℜ(∂ju∂ku).
An easy computation shows that
(4.7) ∂tT0j + ∂kLjk = 2{N , u}
j
p ,
where we adopt Einstein’s summation convention. Thus by integrating in space we have
that in the case when N corresponds to a potential, then the total momentum is conserved
in time, ∫
R
T0j(x, t)dx = C.
Finally, if a : Rd → R is convex then we define the Morawetz action associated to u by the
formula
(4.8) Ma(t) = 2
∫
Rd
∇a(x) · ℑ(u(x)∇u(x))dx.
We now recall a classical result. The first step in the proof of the estimate (4.2) is
obtained by a slight modification of the argument in the following Proposition, in the case
when the forcing term N does not correspond to a defocusing potential. We will state this
result in the form of a corollary.
Proposition 4.3. Let a : Rd → R be a convex function and u be a smooth solution to
equation (4.4) on Rd × [0, T ] with a defocusing potential G. Then, the following inequality
holds
(4.9)
∫ T
0
∫
Rd
(−∆∆a)|u(x, t)|2dxdt . sup
t∈[0,T ]
|Ma(t)|.
Proof. Without loss of generality, we can assume that a is smooth. Then, a standard
approximation argument concludes the proof for the general case.
According to (4.5) the Morawetz action can be written as
Ma(t) =
∫
Rd
∂ja T0j .
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Then thanks to (4.7),
∂tMa(t) =
∫
Rd
∂ja ∂tT0j(4.10)
=
∫
Rd
∂ja
(
−∂kLjk + 2{N , u}
j
p
)
=
∫
Rd
∂ja (−∂kLjk − 2∂jG)
=
∫
Rd
(∂j∂ka)Ljkdx+ 2
∫
Rd
∆a G dx,(4.11)
where in the last equality we used integration by parts. Now (4.11) combined with the
definition of Ljk (4.6) implies
∂tMa(t) =
∫
Rd
(−∂j∂ka)∂j∂k(|u|
2) dx+ 4
∫
Rd
(∂j∂ka)ℜ
(
∂ju∂ku
)
dx+ 2
∫
Rd
∆a G dx
= −
∫
Rd
(∆∆a)|u|2dx+ 2
∫
Rd
∆a G dx+ 4
∫
Rd
(∂j∂ka)ℜ
(
∂ju∂ku
)
dx.
Since ∂j∂ka is weakly convex we have that
4(∂j∂ka)ℜ
(
∂ju∂ku
)
≥ 0
and the trace of the Hessian of ∂j∂ka, which is ∆a, is positive. Thus
−
∫
Rd
(∆∆a)|u|2dx ≤ ∂tMa(t).
Hence by the fundamental theorem of calculus we have that
(4.12)
∫ T
0
∫
Rd
(−∆∆a)|u(x, t)|2dxdt . sup
t∈[0,T ]
|Ma(t)|.

In the case of a solution to an equation with a nonlinearity which is not associated to a
defocusing potential, we immediately obtain the following corollary.
Corollary 4.4. Let a : Rd → R be convex and v be a smooth solution to the equation
(4.13) ivt +∆v = N˜ , (x, t) ∈ R
d × [0, T ].
Then, the following inequality holds
(4.14)
∫ T
0
∫
Rn
(−∆∆a)|v(x, t)|2dxdt+ 2
∫ T
0
∫
Rd
∇a · {N˜ , v}pdxdt . sup
t∈[0,T ]
|Ma(t)|,
where Ma(t) is the Morawetz action corresponding to v.
Now we are ready to derive the main inequality in obtaining interaction Morawetz esti-
mates. Let uk, k = 1, 2, be solutions to (4.4) with nonlinearity N˜k in dk−spatial dimensions.
Assume N˜k has a defocusing potential Gk. Define the tensor product u := (u1 ⊗ u2)(x, t)
for x in Rd1 × Rd2 by the formula
(u1 ⊗ u2)(x, t) = u1(x1, t) u2(x2, t).
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Then, it can be easily verified that u1 ⊗ u2 solves (4.4) with forcing term N = N˜1 ⊗ u2 +
N˜2 ⊗ u1. Since
{N˜1 ⊗ u2 + N˜2 ⊗ u1, u1 ⊗ u2}p =
(
{N˜1, u1}p ⊗ |u2|
2, {N˜2, u2}p ⊗ |u1|
2
)
we have the important fact that the tensor product of defocusing semilinear Scho¨dinger
equations is also defocusing in the sense that
{N˜1 ⊗ u2 + N˜2 ⊗ u1, u1 ⊗ u2}p = −∇G,
where∇ = (∇x1 ,∇x2) and G = G1⊗|u2|
2+G2⊗|u1|
2, thus G ≥ 0. Since u1⊗u2 solves (4.4)
and obeys momentum conservation with a defocusing potential, we can apply Proposition
4.3 to obtain
(4.15)
∫ T
0
∫
Rd1×Rd2
(−∆∆a)|u1 ⊗ u2|
2(x, t)dxdt . sup
t∈[0,T ]
|M⊗2a (t)|,
where ∆ = ∆x1 + ∆x2 is the d1 + d2 Laplacian, a is any real-valued convex function on
Rd1 × Rd2 , and M⊗2a (t) is the Morawetz action that corresponds to u1 ⊗ u2.
Clearly, this argument can be generalized to an arbitrary number of solutions uk to (4.4)
with nonlinearity N˜k with a defocusing potential Gk. Indeed one obtains
(4.16)
∫ T
0
∫
Rd1×...×Rdk
(−∆∆a)|v|2(x, t)dxdt . sup
t∈[0,T ]
|M⊗ka (t)|,
with x := (x1, . . . , xk), v(x) :=
⊗k
i=1 ui(xi), N˜ :=
∑k
i=1 N˜i
⊗
j 6=i uj, andM
⊗k
a (t) the Morawetz
action corresponding to v.
Moreover, in the case when N˜k does not have a defocusing potential, then according to
Corollary 4.4 we get,
(4.17)∫ T
0
∫
Rd1×...×Rdk
(−∆∆a)|v|2(x, t)dxdt+2
∫ T
0
∫
Rd1×...×Rdk
∇a·{N˜ , v}pdxdt . sup
t∈[0,T ]
|M⊗ka (t)|.
We will use (4.17) in the proof of Theorem 4.1.
4.2. Interaction Morawetz estimates. Estimate (4.16) turns out to be very useful, as
a careful choice of the function a allows one to obtain bounds on a particular Lebesgue
norm of a solution to equation (4.4) with defocusing potential. For example, let u be a
solution to (4.4) with a defocusing potential, in dimension d = 3. Let k = 2, d1 = d2 = 3,
u1 = u2 = u, and choose
a(x) = a(x1, x2) = |x1 − x2|.
Then an easy calculation shows that −∆∆a = Cδ(|x1 − x2|), and equation (4.16) gives∫ T
0
∫
R3
|u(x, t)|4dx . sup
t∈[0,T ]
|M⊗2a (t)|.
It can be shown using Hardy’s inequality (for details see [9]) that when d = 3
sup
t∈[0,T ]
|M⊗2a (t)| . sup
t∈[0,T ]
‖u(t)‖2
H˙
1
2
and thus
‖u(x, t)‖4L4
t∈[0,T ]
L4x
. sup
t∈[0,T ]
‖u(t)‖2
H˙
1
2
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which is the interaction Morawetz estimate that appears in [9].
Analogously, in the case d = 1, let u be a solution to (4.4) with a defocusing potential,
and let k = 4, d1 = . . . = d4 = 1, and u1 = . . . = u4 = u. Then (4.16) reads
∫ T
0
∫
R4
(−∆∆a)
4∏
i=1
|u(xi, t)|
2dx1dx2dx3dx4dt . sup
t∈[0,T ]
|M⊗4a (t)|.(4.18)
In order to proceed as in the case d = 3 and obtain a bound on a Lebesgue norm of u, we
need to choose an appropriate function a, and get an upper bound on the right hand side.
An elegant idea to obtain the desired bound can be found in [5]. Precisely, one performs
an orthonormal change of variables z = Ax with A orthonormal matrix, and writes (4.18)
with respect to the z-variable. Notice that ∆z = ∆x and also the orthonormal change of
variables leaves invariant the inner product which appears in the Morawetz action on the
right hand side of (4.18). Choosing the convex function a(z) to be a(z) = (z22 + z
2
3 + z
2
4)
1/2
(hence −∆z∆za(z) = 4πδ(z2, z3, z4)), it is possible to estimate quickly the right hand side,
and then going back to the x-variable one obtains the following estimate
(4.19) ‖u‖8L8
t∈[0,T ]
L8x
. sup
t∈[0,T ]
‖u‖H˙1‖u‖
7
L2 .
For the details we refer the reader to [5]. We will use the same orthonormal transformation
and the same choice of function a in the proof of our almost Morawetz estimate.
4.3. Almost Morawetz estimate. Proof of Theorem 4.1. Recall that u ∈ S is a
solution to the NLS
(4.20) iut +∆u = N (u), (x, t) ∈ R× [0, T ],
with N (u) = |u|4u. Let us set
IU(x, t) = I ⊗ I ⊗ I ⊗ I(u(x1, t)⊗ u(x2, t)⊗ u(x3, t)⊗ u(x4, t)) =
4∏
j=1
Iu(xj , t).
If u solves (4.20) for d = 1, then IU solves (4.20) on R4 × [0, T ], with right hand side NI
given by
NI =
4∑
k=1
(I(Nk)
4∏
j=1,j 6=k
Iuj).
Here and henceforth we set uk = u(xk, t), and Nk = N (uk). Hence, according to (4.17), we
have the following estimate:
(4.21)
∫ T
0
∫
R4
(−∆∆a)|IU |2(x, t)dxdt + 2
∫ T
0
∫
R4
∇a · {NI , IU}pdxdt . sup
[0,T ]
|M Ia (t)|,
with M Ia (t) the Morawetz action associated to IU, and a : R
4 → R convex function.
Now let us decompose,
NI = Ngood +Nbad,
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where
Ngood =
4∑
k=1
(N (Iuk)
4∏
j=1,j 6=k
Iuj),
Nbad =
4∑
k=1
(I(Nk)−N (Iuk))
4∏
j=1,j 6=k
Iuj.
The first summand Ngood creates a defocusing potential and thus
∫ T
0
∫
R4
∇a · {Ngood, IU}pdxdt ≥ 0.
Therefore, (4.21) yields,
(4.22)
∫ T
0
∫
R4
(−∆∆a)|IU |2(x, t)dxdt . sup
[0,T ]
|M Ia (t)|+
∣∣∣∣∫ T
0
∫
R4
∇a · {Nbad, IU}pdxdt
∣∣∣∣ .
After performing a change of variables as in Subsection 4.2, and using the same weight
function a we obtain the following estimate:
‖Iu‖8L8JL8x
. sup
[0,T ]
‖Iu‖H˙1‖Iu‖
7
L2
+
∣∣∣∣∫ T
0
∫
R4
∇a · {Nbad, Iu1Iu2Iu3Iu4}pdx1dx2dx3dx4dt.
∣∣∣∣(4.23)
Notice that the dot product on the right hand side is left invariant under the change of
variables. Also, |∇za(z)| = 1 and hence, since the matrix A is orthonormal, |∇xa(x)| = 1.
Thus we immediately obtain the L∞ bound on ∂xia, |∂xia(x)| ≤ 1, i = 1, 2, 3, 4, that we
strongly use in the following calculations.
This concludes the proof of the first part of our Theorem. We now proceed to prove the
estimate (4.3), which is the core of this theorem.
We restrict on a time interval J = [t0, t1] on which the solution u belongs to the space
ZI(J). We wish to compute the dot product under the sign of integral in (4.23). First we
observe that ∇a is real valued, thus
∇a · ℜ(f∇g − g∇f) = ℜ
(
∇a · (f∇g − g∇f)
)
.
Hence, the desired dot product equals
(4.24) ℜ
 4∑
i=1
∂xia
Nbad ∂xi(Iu1Iu2Iu3Iu4)− ( 4∏
j=1
Iuj)∂xiNbad
 .
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We start by computing the first summand. Using the definition of Nbad, and the fact that
∂x1 acts only on Iu1 we obtain the following,
Nbad ∂x1(Iu1Iu2Iu3Iu4)−
 4∏
j=1
Iuj
 ∂x1Nbad
=
 4∑
k=1
(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh
 (∂x1Iu1)(Iu2Iu3Iu4)
−
 4∏
j=1
Iuj
 ∂x1
 4∑
k=1
(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh

=
 4∑
k=1
(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh
 (∂x1Iu1)(Iu2Iu3Iu4)
−
4∏
j=1
Iuj
 4∑
k=1
∂x1(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh

−
4∏
j=1
Iuj
 4∑
k=1
(I(Nk)−N (Iuk))∂x1(
4∏
h=1,h 6=k
Iuh)

=
 4∑
k=1
(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh
 (∂x1Iu1)(Iu2Iu3Iu4)
−
4∏
j=1
Iuj
(
∂x1(I(N1)−N (Iu1))
4∏
h=2
Iuh
)
−
4∏
j=1
Iuj
 4∑
k=2
(I(Nk)−N (Iuk))(∂x1Iu1)(
4∏
h=2,h 6=k
Iuh)

= (I(N1)−N (Iu1))(∂x1Iu1)(Iu2Iu3Iu4)
2
+
 4∑
k=2
(I(Nk)−N (Iuk))
4∏
h=1,h 6=k
Iuh
 (∂x1Iu1)(Iu2Iu3Iu4)
−
4∏
j=1
Iuj
(
∂x1(I(N1)−N (Iu1))
4∏
k=2
Iuk
)
−
4∏
j=1
Iuj
 4∑
k=2
(I(Nk)−N (Iuk))(∂x1Iu1)(
4∏
h=2,h 6=k
Iuh)

Now notice that the 2nd and 4th term in the last expression cancel each other, hence
Nbad(∂x1(Iu1Iu2Iu3Iu4))−
 4∏
j=1
Iuj
 ∂x1Nbad
GLOBAL WELL-POSEDNESS FOR DEFOCUSING L2-CRITICAL NLS IN 1D 21
= (I(N1)−N (Iu1))(∂x1Iu1)(Iu2Iu3Iu4)
2
−
4∏
j=1
Iuj
(
∂x1(I(N1)−N (Iu1))
4∏
k=2
Iuk
)
= [(I(N1)−N (Iu1))∂x1Iu1 − ∂x1(I(N1)−N (Iu1))Iu1] (Iu2Iu3Iu4)
2.
Hence the first summand in (4.24) is given by,
ℜ
(
∂x1a [(I(N1)−N (Iu1))∂x1Iu1 − ∂x1(I(N1)−N (Iu1))Iu1] (Iu2Iu3Iu4)
2
)
.
Analogously one can see that the ith summand, i = 1, 2, 3, 4 is given by:
ℜ
∂xia [(I(Ni)−N (Iui))∂xiIui − ∂xi(I(Ni)−N (Iui))Iui] ( j=4∏
j=1,j 6=i
Iuj)
2
 .
Thus, our error term
E =
∫ t1
t0
∫
R4
∇a ·
Nbad(∇(Iu1Iu2Iu3Iu4))− 4∏
j=1
Iuj∇Nbad

reduces to
E = ℜ(
∫ t1
t0
∫
R4
4∑
k=1
{∂xka [(I(Nk)−N (Iuk))∂xkIuk − ∂xk(I(Nk)−N (Iuk))Iuk]
× (
4∏
j=1,j 6=k
Iuj)
2}dx1dx2dx3dx4dt).
Hence, by symmetry,
(4.25) |E| . |E|,
where
E =
∫ t1
t0
∫
R4
{∂x1a [(I(N1)−N (Iu1))∂x1Iu1 − ∂x1(I(N1)−N (Iu1))Iu1]
× (
4∏
j=2
Iuj)
2}dx1dx2dx3dx4dt.
We have,
(4.26) |E| ≤ E1 + E2
where
E1 =
∫ t1
t0
∫
R4
|∂x1a||I(N1)−N (Iu1)||∂x1Iu1|
4∏
j=2
|Iuj |
2dx1dx2dx3dx4dt
and
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E2 =
∫ t1
t0
∫
R4
|∂x1a||∂x1(I(N1)−N (Iu1))||Iu1|
4∏
j=2
|Iuj |
2dx1dx2dx3dx4dt.
Since |∂x1a| ≤ 1, after applying Fubini’s theorem we have
E1 ≤
(∫ t1
t0
∫
R
|I(N1)−N (Iu1)||∂x1Iu1|dx1dt
)
‖Iu‖6L∞t L2x
,
and
E2 ≤
(∫ t1
t0
∫
R
|∂x1(I(N1)−N (Iu1))||Iu1|dx1dt
)
‖Iu‖6L∞t L2x
.
Since the pair (∞, 2) is admissible, we then obtain (rename x1 = x ):
E1 ≤
(∫ t1
t0
∫
R
|I(N )−N (Iu)||∂xIu|dx dt
)
‖u‖6ZI (J),
and
E2 ≤
(∫ t1
t0
∫
R
|∂x(I(N )−N (Iu))||Iu|dx dt
)
‖u‖6ZI (J).
Therefore,
E1 ≤ ‖I(N )−N (Iu)‖L1tL2x‖∂xIu‖L∞t L2x ‖u‖
6
ZI (J)
,
and
E2 ≤ ‖∂x(I(N )−N (Iu))‖L1tL2x‖Iu‖L
∞
t L
2
x
‖u‖6ZI (J).
Again, since (∞, 2) is admissible we obtain:
E1 ≤ ‖I(N )−N (Iu)‖L1tL2x ‖u‖
7
ZI (J)
,
and
E2 ≤ ‖∂x(I(N )−N (Iu))‖L1tL2x ‖u‖
7
ZI (J)
.
Therefore, from (4.26) and the bounds above, we deduce that
(4.27) |E| ≤
(
‖I(N )−N (Iu)‖L1tL2x + ‖∂x(I(N ) −N (Iu))‖L1tL2x
)
‖u‖7ZI (J).
We proceed to estimate ‖∂x(I(N )−N (Iu))‖L1tL2x , which is the hardest of the two terms.
Toward this aim, let us observe that since N (u) = |u|pu with p = 4, we will be able to work
on the Fourier side to estimate the commutator I(N )−N (Iu).
We compute,6
̂∂x(I(N )−N (Iu))(ξ) =
∫
ξ=ξ1+...+ξ5
iξ[m(ξ) −m(ξ1) · · ·m(ξ5)]uˆ(ξ1) . . . uˆ(ξ5)dξ1 . . . dξ5.
6We ignore complex conjugates, since our computations are not effected by conjugation.
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We decompose u into a sum of dyadic pieces localized around Nj in the usual way. In all
the estimates that follow we obtain a factor of order N−ǫmax in order to be able to perform
the summations at the end. We omit this technical detail. Then,
‖∂x(I(N ) −N (Iu))‖L1tL2x = ‖
̂∂x(I(N )−N (Iu))‖L1tL2ξ
(4.28)
≤
∑
N1,...,N5
‖
∫
ξ=ξ1+...+ξ5;|ξi|∼Ni
ξ[m(ξ)−m(ξ1) · · ·m(ξ5)]û1 . . . û5dξ1 . . . dξ5‖L1tL2ξ
=
∑
N1,...,N5
‖
∫
ξ=ξ1+...+ξ5;|ξi|∼Ni
ξ
[m(ξ)−m(ξ1) · · ·m(ξ5)]
m(ξ1) · · ·m(ξ5)
Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
.
Without loss of generality, we can assume that the Nj’s are rearranged so that
N1 ≥ . . . ≥ N5.
Set,
σ(ξ1, . . . , ξ5) = (ξ1 + . . .+ ξ5)
[m(ξ1 + . . .+ ξ5)−m(ξ1) · · ·m(ξ5)]
m(ξ1) · · ·m(ξ5)
.
Then,
σ(ξ1, . . . , ξ5) =
6∑
j=1
σj(ξ1, . . . , ξ5),
with
σj(ξ1, . . . , ξ5) = χj(ξ1, . . . , ξ5)σ(ξ1, . . . , ξ5),
where χj(ξ1, . . . , ξ5) are smooth characteristic functions of the sets Ωj defined as follows:
• Ω1 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1 ≪ N}.
• Ω2 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1 & N ≫ N2}.
• Ω3 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1 ≥ N2 & N ≫ N3.}
• Ω4 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1 ≥ N2 ≥ N3 & N ≫ N4}.
• Ω5 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1 ≥ N2 ≥ N3 ≥ N4 & N ≫ N5}.
• Ω6 = {|ξi| ∼ Ni, i = 1, . . . , 5;N1, . . . , N5 & N}.
Hence, from (4.28) we get,
‖∂x(I(N ) −N (Iu))‖L1tL2x
(4.29)
.
∑
N1,...,N5
6∑
j=1
‖
∫
ξ=ξ1+...+ξ5
σj(ξ1, . . . , ξ5)Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
=
∑
N1,...,N5
6∑
j=1
Lj.
We proceed to analyze the contribution of each of the integrals Lj .
Contribution of L1. Since σ1 is identically zero, L1 gives no contribution to the sum
above.
Contribution of L2. We have,
‖
∫
ξ=ξ1+...+ξ5
σ2(ξ1 + . . .+ ξ5)Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
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=
1
N
‖
∫
ξ=ξ1+...+ξ5
N
ξ1ξ2
σ2(ξ1, . . . , ξ5) ̂〈∂x〉Iu1 ̂〈∂x〉Iu2 . . . Îu5 dξ1 . . . dξ5‖L1tL2ξ
.
1
N
‖〈∂x〉Iu1‖L5tL10x ‖〈∂x〉Iu2‖L5tL10x
5∏
j=3
‖Iuj‖L5tL10x
where in the last line we used the Coifman-Meyer multiplier theorem, and Ho¨lder in time.
The application of the multiplier theorem is justified by the fact that the symbol
a2(ξ1, . . . , ξ5) =
N
ξ1ξ2
σ2(ξ1, . . . , ξ5)
is of order zero. The L∞ bound follows after an application of the mean value theorem.
Indeed,
|a2(ξ1, ..., ξ5)| ≤
N
N1N2
|ξ1 + . . .+ ξ5|
|∇ξ1m(ξ1)(ξ2 + . . . + ξ5)|
m(ξ1)
. N1
N
N1N2
N2
N1
. 1.
Contribution of L3. We have,
‖
∫
ξ=ξ1+...+ξ5
σ3(ξ1 + . . . + ξ5)Îu1 . . . Îu5 dξ1 . . . dξ5‖L1tL2ξ
=
1
N
‖
∫
ξ=ξ1+...+ξ5
N
ξ1ξ2
σ3(ξ1, . . . , ξ5) ̂〈∂x〉Iu1 ̂〈∂x〉Iu2 . . . Îu5 dξ1 . . . dξ5‖L1tL2ξ
.
1
N
‖〈∂x〉Iu1‖L5tL10x ‖〈∂x〉Iu2‖L5tL10x
5∏
j=3
‖Iuj‖L5tL10x
where in the last line we used the Coifman-Meyer multiplier theorem, and Holder in time.
The application of the multiplier theorem is justified by the fact that the symbol
a3(ξ1, . . . , ξ5) =
N
ξ1ξ2
σ3(ξ1, . . . , ξ5)
is of order zero. The L∞ bound follows from the following chain of inequalities,
|a3(ξ1, . . . , ξ5)| .
N
N1N2
|ξ1 + . . . + ξ5||(
m(ξ1 + . . .+ ξ5)
m(ξ1)m(ξ2)
+ 1)
.
N
N1N2
(
N1
m(N2)
+N1) . 1.
We have used the fact that |ξ|m(ξ) is monotone increasing and thus
|(ξ1 + . . .+ ξ5)m(ξ1 + . . .+ ξ5)| . N1m(ξ1).
It is now evident what is the contribution of the remaining cases.
Contribution of L4.
‖
∫
ξ=ξ1+...+ξ5
σ4(ξ1 + . . . + ξ5)Îu1 . . . Îu5 dξ1 . . . dξ5‖L1tL2ξ
.
1
N2
‖〈∂x〉Iu1‖L5tL10x ‖〈∂x〉Iu2‖L5tL10x ‖〈∂x〉Iu3‖L5tL10x
5∏
j=4
‖Iuj‖L5tL10x
where in this case the symbol to which we apply the multiplier theorem is:
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a4(ξ1, . . . , ξ5) =
N2
ξ1ξ2ξ3
σ4(ξ1, . . . , ξ5).
Contribution of L5.
‖
∫
ξ=ξ1+...+ξ5
σ5(ξ1 + . . .+ ξ5)Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
.
1
N3
4∏
j=1
‖〈∂x〉Iuj‖L5tL10x ‖Iu5‖L5tL10x
where in this case the symbol to which we apply the multiplier theorem is:
a5(ξ1, . . . , ξ5) =
N3
ξ1ξ2ξ3ξ4
σ(ξ1, . . . , ξ5).
Contribution of L6.
‖
∫
ξ=ξ1+...+ξ5
σ6(ξ1 + . . . + ξ5)Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
.
1
N4
5∏
j=1
‖〈∂x〉Iuj‖L5tL10x ,
where in this case the symbol to which we apply the multiplier theorem is:
a6(ξ1, . . . , ξ5) =
N4
ξ1ξ2ξ3ξ4ξ5
σ6(ξ1, . . . , ξ5).
In all the cases above, we proved the L∞ bound for the symbols ai(ξ1, . . . , ξ5), i = 2, . . . , 6.
We proceed here to determine the bound on ∂ξ1a2. The remaining bounds are left to the
reader. Recall that
a2(ξ1, . . . , ξ5) =
N
ξ1ξ2
σ(ξ1, . . . , ξ5)χ2(ξ1, . . . , ξ5).
Hence,
|∂ξ1a2| . |∂ξ1(
N
ξ1ξ2
σ(ξ1, . . . , ξ5))χ2(ξ1, . . . , ξ5)|+
|∂ξ1(χ2(ξ1, . . . , ξ5))
N
ξ1ξ2
σ(ξ1, . . . , ξ5)|.
The bound on the second summand, follows as the L∞ bound on a2. We proceed to
bound the first summand, that in turn is bounded by the sum of the following two terms:
(4.30) |N
ξ1ξ2 − ξ2(ξ1 + . . . + ξ5)
ξ21ξ
2
2
[
m(ξ1 + . . .+ ξ5)−m(ξ1)
m(ξ1)
]|
(4.31) |N
ξ1 + . . .+ ξ5
ξ1ξ2
[
∂ξ1m(ξ1 + . . .+ ξ5)
m(ξ1)
−m(ξ1 + . . .+ ξ5)
∂ξ1m(ξ1)
m2(ξ1)
]|.
Again, an application of the mean value theorem gives that
(4.30) .
N
N1N2
N2
N1
. 1.
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As for (4.31), it is easy to see that
|(ξ1 + . . .+ ξ5)
∂ξ1m(ξ1 + . . .+ ξ5)
m(ξ1)
| . 1
while, using also the monotonicity of |ξ|m(ξ) in the form
|(ξ1 + . . . + ξ5)m(ξ1 + . . .+ ξ5)| . N1m(ξ1)
one gets
|(ξ1 + . . . + ξ5)m(ξ1 + . . . + ξ5)
∂ξ1m(ξ1)
m2(ξ1)
| . 1.
Thus,
(4.31) . 1,
and we obtain the desired bound on ∂ξ1a2.
Finally, since the pair (5, 10) is admissible, we obtain that in all of the cases above
‖
∫
ξ=ξ1+...+ξ5
σi(ξ1 + . . . + ξ5)Îu1 . . . Îu5dξ1 . . . dξ5‖L1tL2ξ
.
1
N
‖u‖5ZI (J).
Therefore, we deduce from (4.29) that
‖∂x(I(N )−N (Iu))‖L1tL2x .
1
N−
‖u‖5ZI (J).
Analogously,
‖I(N )−N (Iu)‖L1tL2x .
1
N−
‖u‖5ZI (J).
Hence, in view of (4.27) we obtain the following estimate for the error term,
|E| .
1
N−
‖u‖12ZI (J).
Thus, (4.25) implies∣∣∣∣∣∣
∫ t1
t0
∫
R4
∇a ·
Nbad(∇(Iu1Iu2Iu3Iu4))− 4∏
j=1
Iuj∇Nbad
∣∣∣∣∣∣ . 1N− ‖u‖12ZI (J),
which concludes the proof.
5. Proof of Theorem 1.1
Suppose that u(x, t) is a global in time solution to (1.1) with initial data u0 ∈ C
∞
0 (R
n).
Set uλ(x) = 1
λ
1
2
u(xλ ,
t
λ2
). We choose the parameter λ so that ‖Iuλ0‖H1 = O(1), that is
λ ∼ N
1−s
s .
Next, let us pick a time T0 arbitrarily large, and let us define
S := {0 < t < λ2T0 : ‖Iu
λ‖L6tL6x([0,t]×R) ≤ Kt
1
18N
1
9 },
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with K a constant to be chosen later. We claim that S is the whole interval [0, λ2T0].
Indeed, assume by contradiction that it is not so, then since
‖Iuλ‖L6tL6x([0,t]×R)
is a continuous function of time, there exists a time T ∈ [0, λ2T0] such that
‖Iuλ‖L6tL6x([0,T ]×R) > KT
1
18N
1
9(5.1)
‖Iuλ‖L6tL6x([0,T ]×R) ≤ 2KT
1
18N
1
9 .(5.2)
We now split the interval [0, T ] into subintervals Jk, k = 1, ..., L in such a way that
‖Iuλ‖6L6tL6x(Jk×R)
≤ µ,
with µ as in Proposition 3.4. This is possible because of (5.2). Then, the number L of
possible subintervals must satisfy
(5.3) L ∼
(2KT
1
18N
1
9 )6
µ
∼
(2K)6T
1
3N
2
3
µ
.
From Proposition 3.4 and Propositions 3.5 and 3.6 we know that, for any 1/3 < s < 1
sup
[0,T ]
E(Iuλ(t)) . E(Iuλ0 ) +
L
N2
and by our choice of λ, E(Iuλ0 ) . 1. Note that if we restrict to s > 1/3 we can apply the
previous Propositions. Hence, in order to guarantee that
E(Iuλ) . 1
holds for all t ∈ [0, T ] we need to require that
L . N2.
Since T ≤ λ2T0, according to (5.3), this is fulfilled as long as
(5.4)
(2K)6(λ2T0)
1
3N
2
3
µ
∼ N2.
From our choice of λ, the expression (5.4) implies that
T
1
3
0
(2K)6
µ
∼ N
4
3
−
2(1−s)
3s = N
2(3s−1)
3s .
Thus if s > 1/3, we have that N is a large number for T0 large.
Now recall the a priori estimate (4.23)
‖Iu‖8L8TL8x
. sup
0,T
‖Iu‖H˙1‖Iu‖
7
L2+∣∣∣∣∫ T
0
∫
R4
∇a · {Nbad, Iu1Iu2Iu3Iu4}pdx1dx2dx3dx4dt
∣∣∣∣ .
Set
Error(t) :=
∫
R4
∇a · {Nbad, Iu1Iu2Iu3Iu4}pdx1dx2dx3dx4.
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By Theorem 4.1 and Proposition 3.4 on each interval Jk we have that∣∣∣∣∫
Jk
Error(t)dt
∣∣∣∣ . 1N ‖u‖12ZI . 1N ‖Iuλ(t0)‖12H1 . 1N .
Summing all the Jk’s we have that∣∣∣∣∫ T
0
Error(t)dt
∣∣∣∣ . L 1N ∼ N2N ∼ N.
Therefore,
‖Iuλ‖8L8TL8x
. sup
t∈[0,T ]
‖Iuλ‖H˙1‖Iu
λ‖7L2 +
∣∣∣∣∫ T
0
Error(t)dt
∣∣∣∣ . 1 +N ∼ N,
which implies
(5.5) ‖Iuλ‖L8TL8x
. N
1
8 .
On the other hand Ho¨lder inequality in time together with the definition of the I operator
and conservation of mass gives
(5.6) ‖Iuλ‖L2
t∈[0,T ]
L2x
≤ T
1
2‖Iuλ‖L∞
t∈[0,T ]
L2x
. T
1
2‖uλ‖L2x = T
1
2‖u0‖L2x ∼ T
1
2 .
Interpolation between (5.5) and (5.6) gives that
‖Iuλ‖L6
t∈[0,T ]
L6x
≤ CT
1
18N
1
9 .
This estimate contradicts (5.1) for an appropriate choice of K. Hence S = [0, λ2T0], and
T0 can be chosen arbitrarily large. In addition, we have also proved that for s > 1/3
‖Iuλ(λ2T0)‖H1x = O(1).
Then,
‖u(T0)‖Hs . ‖u(T0)‖L2 + ‖u(T0)‖H˙s = ‖u0‖L2 + λ
s‖uλ(λ2T0)‖H˙s
. λs‖Iuλ(λ2T0)‖H1x . λ
s . N1−s . T
s(1−s)
2(3s−1)
0 .
Since T0 is arbitrarily large, the a priori bound on the H
s norm concludes the global well-
posedness of the the Cauchy problem (1.1)-(1.2).
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