The memory of Hopfield-type neural nets is understood as the ground state of the net -a set of configurations providing a global energy minimum. The use of thresholds allows good control over the ground state. It is possible to build multiplicative networks with the degeneracy of the ground state exceeding considerably the dimensionality of the problem (that is, the net memory can be much greater than the dimensionality of the problem). The paper considers the potentials and limitations of the approach.
INTRODUCTION
The set of fixed points changes significantly if we define the dynamics of the same matrix by using thresholds i T , which are not only non-zero, but also proportional to coordinates i u : determining the state of the net at time  . The arrangement of the set of fixed points of this sort of net is more complicated and more interesting. It turns out to be possible to determine fully the configuration sets that bring the energy functional to a global minimum. Such configurations are usually called the ground state of the net (the term is borrowed from physics). It is the ground state that is regarded as the memory of a net: it is also the case with the Hebb matrix and projection connection matrix (Hertz et al., 1991) .
Given model (1), it is possible to determine analytically the dependence of the ground state on external parameters f , g , x and u . It is possible to control the ground state by varying external parameters. In short, the findings are as follows. Generally speaking, the whole set of 2 p configurations s falls into sets of configurations that are equally distant from vector u . Let us call such sets equidistant classes. It proves that only equidistant classes can serve as the ground state of the net: under particular conditions all configurations of one class (and no other) provide a global minimum to the energy functional. The composition and the number of equidistant classes are defined by vector u . The conditions that make one or another class become the ground state are determined by ( ) f x and ( ) g x . The possibility to make the ground state multiply degenerate by choosing vector u is a valuable advantage of the approach. The ground state can hold a great deal of configurations: the number of configurations is a polynomial function of the dimensionality p . That is to say, it becomes possible to build networks of very large memory.
The disadvantage of the method is that not any set of configuration can serve as the ground state. This state can't consist of fully random configurations because the configurations must be equally distant from vector u . Equidistant configurations are located around vector u symmetrically. And that is the limitation of the whole approach. How we can overcome this restriction is considered at the end of the paper.
In the next section we give the main results of the work and their short explanations, and consider one specific example. In the final section we analyze the potentials and limitations of the approach.
MAIN RESULTS
The energy of state s of network (1) is equal to
where ( ) u,s is the scalar product of p -dimensional normalized vectors u and s :
. In further consideration it will be better to seek maxima of ( ) 
and the k -th class holds the configurations that have exactly k negative coordinates. Let us introduce a special notification for such classes:
The number of configurations in class
Further one or another σ -configuration will be often used as vector u . Basing on classes ( ) k  e it is simple to understand the structure of equidistant classes in this case. Clear that both the number of different cosines and their values remains the same as with  u e (see (6)). Coordinatewise multiplication of all configurations from class
by σ -configuration is used to obtain class
Functions f(x) and g(x)
Now let us consider the role of functions ( ) f x and ( ) Of course, the transition point is defined by forms of functions ( ) f x , ( ) g x and cosines (3). However, something about the way the ground state changes can be understood from the general considerations.
Let us rearrange formula (5) by taking ( ) f x out of the brackets and completing the expression in the brackets to the square. Accurate to insignificant items, the formula we get is
Let us first assume that ( ) 0 f x  . In this event it is necessary to maximize the modulus of the bracketed expression with respect to k to find the largest k F :
If ( ) x  is negative, the maximum of modulus (9) is ensured by the greatest value of the cosine, and the solution of (9) is 0 k  . In this case, the ground state is associated to class 0  . Conversely, if ( ) x  is positive, the maximum of modulus (9) is ensured by the smallest value of the cosine. The solution of (9) is k t  in this event, and the ground state is attributed to class Let us now examine what happens if ( ) 0 f x  . In this case it is necessary to minimize the modulus of the bracketed expression (8) with respect to k to find the largest k F . Generally speaking, to do it is not at all difficult: it is just necessary to define cos k w that is closest to the current value of ( ) x  . The corresponding class k  will be the ground state of the net. Let us look at Figure 1 to understand collisions that occur in this case.
In Figure 1 
