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Abstract
Autism Spectrum Disorders (ASDs) are a class of heterogenic neu-
rodevelopmental pathologies. At present their diagnosis is based
only on behavioral tests and interviews and no effective cure is avail-
able. Researchers argue that new approaches are required to over-
come the standard clinical diagnostic methods and it is necessary to
tailor the therapy for each child.
In the last decade the convergence between clinical science and bio-
engineering is providing new ways to investigate the nature of ASDs,
such as highly precise measurement of brain structure and connec-
tivity, behavior and physiology, not otherwise measurable, or highly
precise control over experimental stimuli. The goal of these studies
is to develop novel bioengineering tools such as imaging methodolo-
gies, informatics tools, experimental models and algorithms, for the
analysis of the neurological basis of ASDs.
Analysis of the information processing units in the autistic brain
indicates that abnormalities of neural connectivity are present at
global or local levels. Based on this hypothesis, a multiscale and
multimodal approach for the study of ASDs was followed.
At a microscale level neuronal growth and connectivity were ana-
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lyzed to demonstrate how neurodevelopmental alterations in cerebral
circuitry confer vulnerability to ASDs, an area of investigation which
is still largely unexplored. To this end a non-invasive procedure
of imaging neurons in-vitro following their growth was set up and
a software for neuronal morphology analysis called NEMO (NEu-
ron MOrphological analysis tool) was developed. The focus of the
analysis was on Purkinje neurons as their morphology is completely
altered in ASDs. Purkinje neurons extracted from GFP (Green Flu-
orescent Protein) expressed wild-type mice and animal models of
ASDs were analyzed and compared. This software allows automatic
and quantitative extraction of features related to the morphology
and organization of neurons. Moreover it is efficient in character-
izing the effect of the genetic background and the environment on
neuronal morphology.
At a higher level, brain structure in ASDs was analyzed using the
Diffusion Tensor Imaging (DTI) technique. DTI is a recent nonin-
vasive magnetic-resonance-based method sensitive to the presence
of subtle white matter abnormalities in the absence of volumetric
changes detectable by conventional MRI. DTI studies in ASDs are
based on the hypothesis that the disorder involves aberrant brain
connectivity and disruption of white matter which tracts between
regions are implicated in social functioning. Therefore a case-control
study was performed in order to analyze white matter abnormalities
in children with ASDs. The influence of echolalia on white matter
structure in ASD children was also analyzed. This is one of the very
few studies in very young ASD children and the first DTI investiga-
tion on echolalia.
Additionally, the functionality of the brain areas was analyzed through
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fMRI experiments. A novel task that included presentation of hu-
man and robotic faces was developed to analyze dynamics in face
processing both in ASD children and normal matched controls. The
state-of-the-art confirms the usefulness of robots in ASD therapy
to act as social mediators to increase the social interaction skills
of ASD children. Thus, fMRI was used to analyze the cortical re-
sponse during facial processing of robotic faces with different levels
of anthropomorphism (mechanical robots and androids). This study
helped to understand how the face processing network is altered in
ASDs and how robots are differently processed in ASDs and control
groups.
Finally global features characterizing behavioral and physiological
condition of the child were also collected. These measurements can
be correlated with structural and functional abnormalities of the
autistic brain.
An integrated system consisting of a specially equipped room in
which the child, wearing unobtrusive devices for recording physio-
logical and behavioral data as well as gaze information, can interact
with an android (FACE, Facial Automaton for Conveying Emotions)
and a therapist was set up. Experimental sessions in which the reac-
tions of ASDs subjects and controls were monitored were compared.
In particular the focus of this work was the collection of behavioral
measurements and the analysis of ECG signals. Scores relative to
specific aspects of behavior and time and frequency domain features
of ECG signals were extracted and analyzed.
These studies provide new insights on the study of ASDs using new
multimodal and multiscale methodologies. The study of neural cir-
cuitry in animal models of autism leads to insights on autistic brain
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connectivity at a local level, and how this influences abnormal early
brain development. DTI and fMRI protocols allow the analysis of
specific anatomical and social deficits not yet addressed in ASDs.
Finally the investigation of the interaction of ASDs and controls
with an android provides new ways to characterize behavioral and
physiological parameters that will yield new knowledge on brain-
behavior/physiology relationships.
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Introduction
Autism Spectrum Disorders (ASDs) are a set represented by a con-
tinuum of early-onset neurodevelopmental disorders that disrupt the
development of intersubjectivity and have several cascading effects
on neurocognitive functions. Despite the currently accumulating
knowledge on brain structure and brain function in ASDs, current
findings on links between behavioral or neuropsychological measures
and neurofunctional findings are still limited.
Investigations of structural or functional brain abnormalities, within
what has been termed ”the social brain”, have described a set of pu-
tative underlying frontal, limbic, and temporal lobe circuitry [23].
New procedures for studying brain connectivity include diffusion
tensor imaging (DTI), a recently developed, non-invasive magnetic-
resonance-based method that can detect the presence of subtle white
matter abnormalities in the absence of volumetric changes detectable
by conventional MRI [24]. DTI studies in ASDs are based on the hy-
pothesis that the disorder involves aberrant brain connectivity. Dis-
ruption of white matter tracts between regions implicated in social
functioning, i.e., ventromedial prefrontal cortices, anterior cingulate
gyri, and temporoparietal junctions have been described [25]. Others
1
Introduction
findings have emphasized anomalies in the superior temporal gyrus
and temporal stem [26]. All these brain abnormalities can have im-
portant effects on social and intersubjective behaviors. Researchers
have traditionally focused on deficits in imitation, emotional recogni-
tion, gaze processing, and joint attention by using a model incorpo-
rating the identification of disrupted processing dynamics and abnor-
mal neural connectivity, proposing a distorted information transfer
model characterized by local over-connectivity and long-range under-
connectivity [27]. This research is typically conducted on adolescents
or adults with ASDs, but it is important to explore brain-behavior
connections in younger children with ASDs, that is, at earlier stages
of the neurodevelopmental disorder. Evidence that signs of ASDs
are apparent within the first 2 years of life has emerged from sev-
eral studies [28], such that one of the chief goals of ASD research
is to identify and validate screening instruments for infants and to
develop early intervention programs. Indeed, early diagnosis and
treatment are considered crucial steps for improving the outcomes
of children with ASDs: intensive and specialized early treatment can
have a beneficial impact by enhancing these children’s language abil-
ities, cognitive skills, and peer relations and by lightening the overall
burden on their families.
At present ASDs are usually defined on the basis of behavioral
symptoms through gold-standard instruments; nevertheless, numer-
ous researchers have argued that new approaches, which go beyond
the standard methods and focus on social, cognitive and linguistic
aspects of the phenotype, will be needed for identifying subtypes,
within ASDs, which may be useful for new knowledge on brain-
behavior relationships and for genetic studies.
2
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In the past decade, novel engineering technologies have opened up
new opportunities in ASD research.
These new methodologies investigate ASDs at different scales us-
ing different modalities. Indeed to study this complex disorder it
is necessary to combine our knowledge at the single cell level with
knowledge on human physiology and behavior. The interaction be-
tween biologists, clinicians and engineers is essential not just to find
structure in the vast quantities of data flowing from experiments but
also to integrate this information into models that explain at multi-
ple scales of time and space how this disease works.
This PhD contributed to ASD research in three correlated fields at
three different scales. First, given that ”connectivity” is defective
in autism and is the basis of the behavioral symptoms manifested
in patients, through the development and testing a software tool
dedicated to the analysis of neuron connectivity in animal models
of ASDs at a microscopic level. The second aspect is highly corre-
lated to the first because it is the analysis of brain anatomical and
functional connectivity but at a higher scale as it considered the
whole brain in-vivo. Finally the physiological response and behavior
of ASD subjects was investigated using new technologies for explor-
ing emotions and imitation. The aim was to develop and test a
novel instrument, called FACET (Facial Automation for Conveying
Emotions Therapy), that consists of: a) FACE, an interactive and
biomimetic android consisting of an anthropomorphic body equipped
with a believable face based on biomimetic principles and a facial
tracking and expression recognition device; b) a specially equipped
room, provided with two remotely orientable video cameras. In ad-
dition, children were requested to wear a biomimetic wearable suit
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(BWS) for the unobtrusive acquisition of physiological and behav-
ioral signals and a hat able to record the gaze of the child on the
scene.
In order to study and model brain anatomy and function in ASDs it
is important to start from the analysis of single neurons and neural
networks. Connectivity can be defined in terms of network structure
evaluating the dendrite connections and/or bifurcations, the neuritic
segments, the orientation and the spatial extent of the arborizations
and density of possible synaptic pathways. Courchesene [29] relates
connectivity to both an excess or a lack of neurons. The density
of the neuron population affects the geometry of the synaptic con-
nections of the network both in terms of number of arborization
processes emerging from single soma and in terms of the number
of synapses formed. Both pertain to a wider framework where con-
nectivity of a network results from the synergic interplay between
structure (structural connectivity) and function (functional connec-
tivity). Geometrical constraints may affect network activity (func-
tionality) and vice-versa: the network dynamics (activity) by plas-
ticity of neurons/synapses, modifies the topology [30]. This bilateral
relation between activity and topology gives rise to networks whose
function follows form and whose form drives dynamics [31]. The
study of the morphology and topology of network connectivity can
thus provide fundamental cues on functionality. 2D-cultured neural
networks have been studied by Ben-Jacobs group [32, 33, 34, 35]. 2D
cultured neural networks develop organotypic synaptic connections
similar to those observed in-vivo [34].
The use of animal model of ASDs can be very useful to study in-vitro
morphology and connectivity. One of the candidates gene of interest
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is the Engrailed 2 gene (En2). Both an En2 knockout (loss of func-
tion) as well as a transgenic mouse that causes the misexpression of
the gene have been generated. Both mutants display a phenotype
reminiscent of the cerebellar anatomical abnormalities reported in
autism.
Part of the activity of this PhD was the development and comparison
of imaging analysis methods for quantitative measurements of single
cell neuronal morphology, neuronal clustering and connectivity, in
cerebellar tissue derived from knock-out transgenic mice (Engrailed
2 and Reeler) models for autism. In particular a software for the
semi-automatic quantitative assessment of cell number, density, and
morphology (NEMO - Neuron Morphological Analysis Tool) was de-
veloped. Using this tool it is possible to model neuron morphol-
ogy and connectivity and identify alterations at a microscale level
[36, 37]. Although is evident that connectivity is defective in ASDs,
besides the very recent paper by Lewis and Elman [38], in which local
neural network models have been modulated to show that functional
modifications of connectivity during development leads to a reduc-
tion in global anatomical (structural) connectivity, specific studies
on the evolution of microscale neurostructural abnormalities during
development of the autistic brain have not been undertaken. So this
study is the first attempt at addressing this critical question and can
hopefully also help in performing an early diagnosis, and in design-
ing new strategies for circuitry remodeling before the establishment
of permanent networks.
To study in-vivo brain anatomy a powerful tool is Diffusion Tensor
Imaging (DTI). DTI is a recent non-invasive magnetic resonance-
based method (first clinical application in 1996) sensitive to the
5
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presence of subtle white matter abnormalities in the absence of vol-
umetric changes detectable by conventional MRI. DTI provides in-
formation about white matter tracts and their organization based
on water diffusion.
This technique was used in this work to study white matter struc-
tures in ASD children together with its relation to a a specific lan-
guage disorder, that is echolalia (the automatic repetition of vocal-
ization made by another person).
This study is the first DTI study that analyze this kind of disturb
related to ASDs, moreover it is one of the few Italian studies and
one of the very few on very young children.
At the same scale it’s possible to analyze also brain function us-
ing Functional Magnetic Resonance Imaging (fMRI). Various studies
have been performed that relate autism with functional activation
in the brain while the patient performs certain cognitive processes.
This non-invasive, in-vivo method allows changes in the organiza-
tion of these processes to be documented. Functional MRI provides
a way of investigating the neuropsychological basis of the deficits in
social cognition (e.g. the processing of emotional cues or facial ex-
pressions) [39] and executive functioning (e.g. flexibility in generat-
ing situation-appropriate actions, rather than exhibiting stereotyped
behavior) [40] that constitute the principal characteristic of autism.
This study focused on one of the functions that has been found to
be altered in ASDs: face processing. In this work an fRMI study on
ASD children was performed. This study is the first one in which
not only human faces are presented to ASD subjects but also robotic
faces. In fact there is quite recent evidence in the literature of how
robots elicit some functions (such as emotional process or imitation)
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in ASDs that are not activated in interactions with humans.
Finally to correlate anatomical and functional connectivity with be-
havior and physiology of ASD children, it is necessary to use tech-
nological tools that allow to investigate the autistic phenotype more
precisely. Humanoid robots are currently being used in research on
imitation, learning and social responsiveness. The employment of
robotic systems to engage proactive interactive responses in children
with ASDs has been suggested in order to allow the experimenter to
correlate responses observed in subjects to precise and measurable
stimulus-events. This approach could also lead to the understanding
and subsequent teaching of the processing of socio-emotional abili-
ties. Several reports underline the usefulness of the interaction of a
robot in ASDs within a highly structured environment where it is
possible to recreate social and emotive scenarios which can be used
to enhance and anticipate actions of a subject and provide important
insights for the comprehension of human-robot interaction in ASDs
[41]. At the Interdepartmental Research Center ”E. Piaggio” and
at the Scientific Institute Stella Maris, an integrated system was set
up to assess the use of a humanoid robot on social and emotional
training in ASDs and validate an evaluation and treatment protocol
based on robotic and advanced engineering technology [42]. The in-
tegrated sensing, monitoring, processing and emotionally responsive
android-based therapeutic platform is termed FACE-T (FACE Ther-
apy). Firstly, the impact of human-like robots in assessment and
treatment in ASDs is evaluated using a methodological approach,
in which psychological, physiological and behavioral data are ana-
lyzed in parallel. Secondly, given the naturalistic therapeutic setting,
emotional and social variables which may confuse and stress subjects
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with ASDs, can be limited and controlled; the platform enables the
efficacy of the socio-emotional-cognitive training approach to be as-
sessed.
In Chapter 1 an overview of ASDs is given highlighting the neu-
rological deficits underlining this disorder. Moreover it presents a
panorama of the novel methodologies for diagnosis and treatment
of ASDs. These methodologies cover many critical aspects of ASDs
and range from biological methods to high level technologies. Bio-
logical methods explore genetic and microsctructural abnormalities
in ASDs especially through the use of animal models. Several imag-
ing techniques have been successfully used to investigate structural
and functional abnormalities in disorders with neurological bases like
ASDs. Moreover a number of assistive technologies with different de-
grees of complexity have been developed and used in the attempt to
improve the diagnosis and the social dysfunction of ASDs.
In Chapter 2 NEMO, the morphological analysis tool for the study
of neuronal circuitry in cultures and histological sections developed
in this work, is presented. First a non-invasive procedure to photo-
graph the evolution of cultures or organotypic slices in-vitro was set
up. Then the application of NEMO to the pictures obtained allows
automated and quantitative extraction of all the metrical features of
interest. In this work this tool was applied: i) to the study of the
differences in morphology of Purkinje neurons cultured in the ab-
sence and in presence of glia, ii) to the study of branching of L7GFP
Purkinje neurons from wild-type mice, iii) to the analysis of topo-
logical organization of L7GFP organotypic slices of cerebellum of
Reeler mice and iv) to the study of the differences in morphology of
L7GFP Purkinje neurons extracted from wild-type mice and animal
8
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models of ASDs (Engrailed 2).
In Chapter 3 the basic principles of DTI and the applications de-
veloped in this work to the study of ASDs are described. First
this technique was applied in a multicenter study in order to com-
pare data acquired in different centers with different MR scanners.
Then a methodological approach was set up to perform a DTI case-
control study in order to analyze the differences in the global white
matter and in specific tracts in ASD children and controls. ASD
subjects were then subdivided according to the presence or absence
of echolalia. The two subgroups were compared using the same DTI
methodological approach as in the case-control study. Moreover a
phantom with different fiber crossing configurations, PIVOH (Phan-
tom with Intra-Voxel Orientation Heterogeneity), was developed in
collaboration with a physics researcher. This phantom allows to test
sophisticated algorithms that overcome the limits of DTI such us the
reconstruction of crossing fibers.
Chapter 4 describes the application of fMRI to the analysis of the
cortical response in ASDs. First a brief explanation of fMRI princi-
ples and an overview of the state of the art of fMRI in studying face
processing in ASDs are given. Then the case-control study performed
in this work is described. A face processing task in which human,
android and robotic faces were presented to ASDs and controls was
developed. Data acquired were then analyzed with standard fMRI
analysis methods.
In Chapter 5 the platform FACE-T is described and the first tests
performed on ASDs and controls are reported. The FACE-T plat-
form consists of a robot and an ensemble of signal and video ac-
quisition equipment. In the first application of this tool, sessions
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of interaction with ASD children and controls were performed and
behavioral and physiological signals were acquired and analyzed. In
particular this work was focused on the behavioral performance of
the children and on the analysis of ECG signals. Dedicated tools
were used for ECG pre-processing, temporal and frequency analy-
ses.
10
Chapter 1
Overview on Autism Spectrum
Disorders (ASDs) and
methodologies for their diagnosis
and treatment
Dustin Hoffman’s portrayal in the movie Rain Man may have turned
public focus to autism but scientists have been scrutinizing it for
years. Following decades of research, significant advances have con-
firmed that biology is behind this brain disorder, which is marked by
deficits in the higher order cognitive abilities involved in social, com-
munication and problem-solving. New findings on the genetic and
anatomical roots of autism are helping researchers piece together
how the disorder evolves, which could lead to new treatments.
The present chapter describes the most important aspects of autism,
or Autism Spectrum Disorders (ASDs), in order to give a general
idea of this disease and to report the state of the art of the novel
methodologies for its diagnosis and treatment.
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Overview on Autism Spectrum Disorders (ASDs) and
methodologies for their diagnosis and treatment
1.1 What are ASDs?
According to the Autism Society of America the prevalence of autism
is of 1-2 per 1,000 and close to 6 per 1,000 for ASDs [43].
Leo Kanner first gave a name to this disorder in 1943 after a study
on eleven children: early infantile autism. In the same period Hans
Asperger, described the milder form of the disorder, named Asperger
syndrome. Nowadays these disorders are cataloged in the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM) as the five
Pervasive Developmental Disorder (PDD). The other two disturbs
belonging to this group are Rett syndrome and the Childhood dis-
integrative disorder (CDD). All this disturbs are characterized by
disabilities of different degrees in the development of multiple basic
functions including socialization and communication as well as by
repetitive, restricted and stereotyped behaviors. The number of re-
ported cases of autism increased dramatically in recent years. This
increase is largely attributable to changes in diagnostic practices, re-
ferral patterns, availability of services, age at diagnosis, and public
awareness, though unidentified environmental risk factors cannot be
ruled out [44].
The first symptoms of autism start in early childhood and evolve dur-
ing development [45]. It is a very heterogeneous disease as no two
children or adults with the same profile can be found so it is very dif-
ficult to extract some general characteristics [46]. To consider this
diversity and to underline the absence of clearly detectable symp-
toms, the proper term to indicate this disease is Autism Spectrum
Disorders (ASDs) rather than autism.
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1.2 Symptoms
All ASDs have deficits in the following areas, known as ”core symp-
toms”:
• Social interaction;
• Verbal and non verbal communication;
• Repetitive behaviors and interests.
Most of children with ASDs have a difficulties in learning so-
cial interaction in everyday life [47]. Some evident aspects of these
social interaction problems are difficulties in non verbal communica-
tion such as eye contact, facial mimics, posture and communicative
gestures, difficulties in developing relations with other children, lack
of spontaneous sharing of experiences with others and lack of social
and emotional reciprocity. These features are always present within
ASDs but can change during life and in different situations and also
have different level of intensity in different subjects in accordance
with the degree of disability.
Another characteristic is language retardation or even its absence
[48]. In subjects able to speak there are often difficulties in start-
ing a conversation or a stereotyped, repetitive and eccentric use of
language. Tone, volume, speed, rhythm and emphasis of language
are often abnormal (for example interrogative tones in affirmative
sentences).
The presence of stereotyped behaviors that often recur during the
day is also characteristic of ASD subjects [49]. They are apparently
not targeted and sometimes become the only activity of the day.
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Moreover ASD subjects have a narrow range of interests and are
concentrated on single aspects or details. The resistance to change
sometimes can have the characteristics of a phobic terror so that
the subject can explode in fit of crying or laughter or become self-
mutilating and aggressive towards others and objects. On the con-
trary, other ASD subjects show an excessive passivity and hypotonia
so that they seem to be impassive to every stimulus.
In addiction to the symptoms described above, other less specific
symptoms are often present such as abnormal postures, coordination
and motor organization deficits, perceptive alteration (for example
hyper acusia) that brings to abnormal response to sensorial stimuli
of normal intensity, eating mannerisms, disturbed sleep, anxiety, odd
emotional relationships and moodiness [50].
1.3 The causes
The causes of ASDs are only hypothesized and the concatenation
of events that generate such complex and variegated disease is still
a topic of intense study. Due to the high number of structures in-
volved both from an anatomical and functional point of view, the
hypothesis is that there is multisystemic impairment.
Almost all the researchers agree on the presence of a biological cause
of the disease, such as the dysfunction or a lesion of a system, and
the hypothesis of a psychosocial or psychodynamic origin has almost
been abandoned. Indeed there is a clear evidence of genetic, neu-
ronal, sensorial, biochemical and immunological cause. There are a
lot of cues that suggest the importance of genetics in ASDs. For ex-
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ample the higher incidence in men than in women can be explained
as an alteration of sexual chromosomes; indeed in women symptoms
are more serious [51]. Moreover studies on couples of twins show
that an identical twin of a subject with autism has a higher proba-
bility to be affected than a heterozygous twin [52]. Studies on twins
show how ASDs should be considered as a strongly genetic disorder
while linkage studies and chromosomic abnormalities seems to imply
specific chromosome regions.
Genetics of autism are complex due to interactions among multiple
genes, the environment and epigenetic factors. Numerous candidate
genes have been located, with only small effects attributable to any
particular gene.
In addition to genetic alterations, neuronal and sensorial abnormal-
ities are also at the basis of ASDs. An abnormal development of
the brain causes deficits in the most important areas of the central
nervous system.
Several lines of evidence point to synaptic dysfunction as a cause of
autism [53]. Some rare mutations may lead to autism by disrupting
some synaptic pathways, such as those involved with cell adhesion
[54]. Gene replacement studies in mice suggest that autistic symp-
toms are closely related to later developmental steps that depend
on activity in synapses and on activity-dependent changes [55]. All
known teratogens (agents that cause birth defects) related to the risk
of autism appear to act during the first eight weeks from conception,
and though this does not exclude the possibility that autism can be
initiated or affected later, it is strong evidence that autism arises
very early in development [56].
15
Overview on Autism Spectrum Disorders (ASDs) and
methodologies for their diagnosis and treatment
1.4 Methodologies for diagnosis and treat-
ment of ASDs
Due to the complexity and herogenity of ASDs the diagnosis and
treatment are very complicate. So far no effective cure for ASDs
is available and the diagnosis is often confused. This is especially
because the deeply social aspect of the disease does not lend itself to
simple treatment using physical apparatus or trivial clinical meth-
ods. Therefore is easy to understand how important novel tools can
be useful to increase the power of diagnosis and treatment. In the
past decade considerable effort has gone into the exploration of tech-
nology to aid in the diagnosis and treatment of the disease, resulting
in innovative tools and methods that can improve the everyday life of
an autistic person and also answer some of the open questions about
the nature of the disease [57]. The principal methods of diagnosis
and of treatment of ASDs are described in the following sections and
summarized in Table 1.1.
1.4.1 Traditional methods
At present, there is no a medical test for autism; a diagnosis is based
on observed behavior and educational and psychological testing [58].
To make an ASDs diagnosis it is necessary that problems in at least
one of the following areas appears in the first three years of life ap-
pear: communication, socialization and limited behaviors.
Diagnosis requires a two step procedure: in the first step a screening
of the development during regular pediatric control is performed, in
the second step a comprehensive evaluation is realized by a multi-
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disciplinary team.
During the first step developmental screening tools are used. They
consist in short tests to tell if children are learning basic skills when
they should, or if they might have delays. During developmental
screening the doctor might ask the parent some questions or talk
and play with the child during an examination to see how it learns,
speaks, behaves and moves. A delay in any of these areas could be
a sign of a problem.
The second step allows experts to confirm or exclude autism by the
analysis performed by a a multidisciplinary team. This thorough
review may include looking at the child’s behavior and development
and interviewing the parents. It may also include a hearing and vi-
sion screening, genetic testing, neurological testing, and other med-
ical testing. In some cases, the primary care doctor might choose
to refer the child and family to a specialist for further assessment
and diagnosis. Specialists who can do this type of evaluation include
developmental pediatricians, child neurologists, child psychologists
or psychiatrists.
There is no single best treatment for all children with ASDs. How-
ever, well-planned, structured teaching of specific skills is very im-
portant. Some children respond well to one type of treatment while
others have a negative response or no response at all to the same
treatment. Before deciding on a treatment program, it is important
to talk with the child’s healthcare providers to understand all the
risks and benefits. Research shows that early intervention treatment
services can greatly improve a child’s development [59, 60].
Common methods of treatment include behavior and communica-
tion approaches. According to reports by the American Academy of
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Pediatrics and the National Research Council, the treatments that
help children with ASDs are those that provide structure, direction,
and organization for the child in addition to family participation.
There are several methods of behavior modification that are used
to treat inappropriate, repetitive, and aggressive behavior and to
provide autistic patients with skills necessary to function in their
environment.
Other treatments include dietary modifications and medication. Re-
searchers have found elevated levels of proteins in wheat, oats and
rye (gluten) and casein (protein in dairy products) in patients with
ASDs, suggesting that the incomplete breakdown or excessive ab-
sorption of these substances may affect brain function. Eliminating
foods that contain gluten and casein from the diet may cause side
effects and should not be done without the advice of a health care
practitioner [61].
There are no medications that can cure ASDs or even treat the
main symptoms. But there are medications that can help some peo-
ple with related symptoms. For example, medication might help
manage high energy levels, inability to focus, depression, or seizures.
Also, the U.S. Food and Drug Administration approved the use of
risperidone (an antipsychotic drug) to treat 5- to 16-year-old chil-
dren with ASDs who have severe tantrums, aggression, and cause
self-injury [62].
1.4.2 Biological and genetic methods
The importance of finding early indicators of ASDs, makes the re-
search in biology and genetics very important. The hope is that
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the human body exhibits some biological features very early on in
development (perhaps prenatally or at birth) that predicts autism.
An earlier diagnosis allows earlier intervention, which is crucial in
developmental disorders.
Szatmari and Jones, in [63], argue that autism is a strongly genetic
disorder. There are many efforts currently under way to map autism
genes using the gene analysis technology made available over the
last years. The fact that a large number of genes may be involved
in autism and the mystery of autism’s exact mode of transmission
makes genetic research in autism a challenging endeavor.
In light of these ambiguities, hope is held that an animal model of
autism may help elucidate matters. The fundamental neurobiology
approach posits that basic mechanisms are conserved among organ-
isms and are expanded on or modified through evolution. By defining
molecular and cellular mechanisms that regulate brain region devel-
opment or mediate cognitive functions, we can identify molecular
targets whose disruption may contribute to an ASDs-related abnor-
mality.
Other current research takes a different approach. Instead of trying
to identify the genetic expression indicative of autism, researchers
have found that certain peptides are elevated in children with autism
from birth [64]. Mass spectrometry in proteins is used to detect cer-
tain characteristics in samples and compare them to find differences
specific to autism [65]. The aim is to find a biomarker for autism.
The technology being employed is in the early stages of development,
but might be quick and accurate enough for biomarkers to hold some
promise as a method for early autism diagnosis.
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1.4.2.1 Animal models of ASDs
Given the multifactorial etiology of ASDs there is no single animal
model that captures all of the molecular, cellular, or organismic fea-
tures of ASDs. Many mouse mutants show Purkinje cell deficits,
although Engrailed 2 (En2) has been of particular interest for sev-
eral reasons. Specifically, En2 deletion or overexpression produces
Purkinje cell deficits; the diminished posterior cerebellar vermis and
lobules in mice are also seen in some human autism neuropathology,
and human EN2 localizes close to the chromosomal 7 region iden-
tified by several ASDs genome linkage scans. Studies of En2 gene
overexpression [66, 67] as well as gene deletion have been performed
in-vivo and in-vitro [68, 69]. Overexpression of En2 in neural pre-
cursors in culture maintains precursor proliferation and reduces neu-
ronal differentiation, mechanisms that could conceivably contribute
to ASDs cerebellar neuropathology. Both En2 knockouts (loss of
function) as well as a transgenic mouse that causes the misexpres-
sion of the gene have been generated. Deficits in social behavior were
reported in En2-/- mice across maturation that included decreased
play, reduced social sniffing and allogrooming, and less aggressive
behavior. Deficits in two spatial learning and memory tasks were
also observed [70]. Adult mice for both mutants are non-ataxic, but
their cerebella are hypoplastic, with a reduction in the number of
PNs and other cortical neurons [68, 71].
One of the molecules that are under examination as a risk factor in
autism is Reelin, a protein of the extracellular matrix, with a key
role in migration and positioning of neurons [72, 73]. Reelin mRNA
and protein are down-regulated in cortical GABAergic neurons of
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patients with ASDs [74, 75]. The gene coding for reelin is highly
conserved between mice (Reln) and humans (RELN) [76]. Because
of reelin (haplo) insufficiency, the heterozygous reeler mouse is of
wide interest. The reeler mutation arose spontaneously, showing au-
tosomic recessive transmission. The homozygous reeler mouse com-
pletely lacks the protein, presenting an impaired phenotype charac-
terized by striking neurological signs (dystonia, ataxia, tremor) and
severe alterations in the architecture of laminar structures like the
cerebral cortex, the cerebellum and the hippocampus [77, 78]. Lev-
els of Reelin are reduced by 50% in heterozygous mutants which,
compared to wild-type animals, do not show lamination defects in
the SNC nor the classical reeler phenotype. It has been documented
that, in the first weeks of life, heterozygous mice show progressive
loss of PNs [79]. The phenotype also shows subtle neuro-anatomical
and behavioral abnormalities [80, 81, 82, 83, 84] that are similar to
those found in post-mortem brain tissue from autistic patients.
1.4.2.2 Treatment with neuromodulators
Genetic discoveries allow scientists to focus attention on a num-
ber of developmental regulators and processes, neurotransmitter and
synaptic components and, potentially, novel genetic mechanisms that
contribute to ASDs susceptibility in the context of specific environ-
mental factors. Hopefully, animal models studies will allow addi-
tional definition of the molecular pathways in human ASDs popu-
lations. For example, the oxytocinvasopressin receptor studies have
led to new human genetic studies, and the association of EN2 with
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ASDs raises questions about the relationships of genotype to brain
morphology, on the one hand, and the range of clinical symptoms,
on the other.
Among all neurochemical investigations in autism, serotonin
(5-hydroxytrypamine or 5-HT) has stimulated the most research and
investigation. Early studies of blood serotonin in autism consistently
found hyperserotonemia in one third of people with autism; this has
been replicated in more than 25 published studies [85]. The magni-
tude of this elevation is usually expressed as 5-HT in whole blood,
and has typically been about 50% above normal levels [86]. Subse-
quent research has established that more than 99% of whole blood
serotonin is contained in the platelets [87] and that platelet sero-
tonin accounts for the hyperserotonemia in autism [88]. However,
the cause and significance of these elevated levels of blood serotonin
in autism remain unclear.
1.4.3 Imaging neurobiological aspects of ASDs
Neuroimaging techniques such as magnetic resonance imaging (MRI)
or positron emission tomography (PET) are one of the most promi-
nent examples of recently developed technology that allows some
analysis of the structure and functioning of the brain. MRI and
PET studies have been carried out in a variety of contexts, includ-
ing post-stroke damage assessment and recovery or the study of brain
activity during linguistic, numerical or social task learning, among
many others.
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Figure 1.1: Increase of brain volume in ASD subjects [1].
1.4.3.1 Neuropathological and structural imaging
These studies are based both on postmortem tissue analysis and
on non-invasive imaging technique in order to establish which brain
areas are involved in ASDs.
Many studies show an increase of brain volume in ASD subjects with
respect to controls (Figure 1.1).
For example Chiu et al. [89] concluded that head circumference
was normal at 1 year of age, but at 30 months the size was 27%
above the norm and then returned to normal again at 5 years of age.
Courchesne indicated that ASDs are linked to two phases of head
growth abnormality: a lightly reduced head circumference at birth
and a sudden and excessive increase in head circumference in later
development (Figure 1.2). This growth pattern may be one biological
indication that, together with other behavioral signs, may lead to
early detection of risk for autism [2].
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Figure 1.2: Average growth of head circumference in male infants with
autism [2].
Neuropathological studies showed alterations in encephalic trunk,
cerebellum and in limbic structures such as hippocampus, amygdala
or anterior cingulate cortex [90].
Kemper and Barman examined postmortem brain tissues of almost
30 ASD subjects and showed that limbic neurons are small, packed
and immature, in fact they have a lower complexity of the dendritic
tree then cells of normal subjects [91].
Aylward et al. [92], using MR imaging, showed a reduction of amyg-
dala volume while Dager et al. [93] reported, in some patients with
autism, an alteration of the hippocampal shape with an inward de-
formation of the subiculum and Haznedar et al. observed a reduction
of volume of anterior cingulate cortex [94].
Bauman and Kemper showed also abnormalities in cerebellum of
children and adults with ASDs: a significant decrease in the number
25
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Figure 1.3: a) Purkinje cells of a normal cerebellum b) Reduction of
Purkinje cells number in an ASD subject [3].
of Purkinje cells, primarily effecting the posterolateral neocerebellar
cortex and adjacent archicerebellar cortex of the cerebellar hemi-
spheres (Figure 1.3) [91].
Fatemi and colleagues showed that in addiction to a reduction of
Purkinje cells number there is also a reduction of their dimensions
while density is the same [75]. Purkinje neurons inhibit excitatory
stimuli from the deep cerebellar nucleus so that a reduction of their
number and dimension cause an abnormal over-connectivity along
the cerebellum-thalamus-cortex circuitry (Figure 1.4).
This abnormal connectivity may contribute to a variety of func-
tional and anatomic abnormalities, including variable functional to-
pography in the cerebral cortex; excessive growth of cerebro-cortical
areas, impaired modulation of frontal event-related potentials, and
over excitation of thalamocortical projections, increasing central ner-
vous system ”noise” and decreasing efficient information processing
[3].
Although abnormalities of cerebellar Purkinje cells are the most evi-
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Figure 1.4: Increase of connectivity along the cerebellum-thalamus-
cortex circuitry shown in a MR study [3].
dent, neuropathological studies show other abnormalities within the
cerebellum. For example Bauman and Kemper reported a reduction
of granular cells and an increase of dimension of deep cerebellar nu-
clei neurons [91]. In terms of cerebellar sub-regions, reduced size of
one or more regions in the cerebellar vermis, which is predominantly
gray matter, is frequently reported in autism MRI studies (Figure
1.5). Courchesne observed a localized reduction in the size of cere-
bellar vermis lobules VI-VII, sometimes associated with a reduced
size of the cerebellar hemispheres, apparently proportionally corre-
lated to the seriousness of the disease. Since ASD subjects need
longer times than controls to move their attention, he concluded
that lobules VI-VII could have had a role in this function, causing
an information loss on contest and content.
Cerebellar pathology in the context of a developing brain may
influence the behaviors and symptoms of autism via at least two
paths. Through a direct route, the pathology will lead to cerebellar
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Figure 1.5: Midsagittal T1-weighted MR images from a representative
normal control subject and an individual with autism. Superimposed trac-
ings highlight the difference in midsagittal vermis area between these two
individuals [3].
dysfunction, which, due to the cerebellar role in diverse cognitive, so-
cial, and emotional functions, is a likely contributor to some of the
hallmark symptoms of autism. Additionally, through an indirect
route, cerebellar pathology is hypothesized to influence the abnor-
mal development of anatomic and functional connections between
the cerebellum and other brain regions and thereby impact func-
tioning in diverse brain systems.
Other abnormalities are present at the level of minicoloumns of the
neocortex. Minicolumns are the fundamental processing units and
are made of pyramidal cells and interneurons vertically assembled.
Casanova [95] and Courchesne [96] showed a reduction in dimensions
and an increase in number of minicoloumns in ASD subjects. The
reason why minicoloumns are underdeveloped could be a defect in
migration of neurons so that they distribute unequally in the differ-
ent levels.
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1.4.3.2 Diffusion tensor imaging
Diffusion tensor imaging (DTI) is a non-invasive method for mapping
the diffusion properties of tissue water [97]. DTI is extremely sensi-
tive to subtle differences in the architecture of white matter (WM)
at the microstructural level. The white matter contains pathways
known as fiber tracts that connect functional areas of the brain. It
is also possible to realize a diffusion tensor tractography (DTT) that
allows estimation of the trajectories of the white matter fiber tracts.
Several indices can be used to characterize WM structure like the
fractional anisotropy (FA) that is a measurement of the integrity of
the tracts. Details on this imaging technique will be given in Chap-
ter 3.
There are some studies in which diffusion tensor imaging indices have
been analyzed in ASD subjects. These studies have found lower FA
in individuals with autism, compared with controls, in the corpus
callosum [98, 25], [99], the anterior cingulate, ventromedial and sub-
genual prefrontal areas, temporoparietal junction, and in the supe-
rior temporal gyrus (STG) white matter and temporal stem [25, 26].
Studies that have employed Diffusion Tensor Tractogaphy (DTT)
to examine the integrity of specific WM tracts in individuals with
autism relative to typically developing individuals have focused pri-
marily on intra-hemispheric tracts. For example, one study reported
alterations in the structural integrity of long-range fibers in the
frontal cortex in children within the autism spectrum [100], while an-
other reported significant reductions in the micro-structural integrity
of the right superior cerebellar peduncle and short intra-cerebellar
fibers in adults with Asperger syndrome (Figure 1.6) [4].
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A more recent study revealed a significant increase in the number of
streamlines (i.e., the lines that depict the fibers in a tract) in bilat-
eral inferior longitudinal fasciculus (ILF) and the cingulum bundle,
as well as a reduction in streamlines in the right uncinate fasciculus
(UF) [101]. Importantly, these tracts are associated with behavioral
functions that are known to be impaired in autism. For example,
the ILF and the inferior fronto-occipital fasciculus (IFOF) are critical
for higher-level visual and emotion processing [102], [103], domains
shown to be atypical in individuals with autism [104], [105], [106],
[107].
All these results are from studies on late childhood subjects or on
adults. More recent studies investigated children under 3 years old.
For example in 2008 Ben-Bashet and colleagues realized a DTI study
on young children and found an FA increase in a lot of brain areas
(in particular in the left hemisphere and frontal lobe) [5] (Figure
1.7). These results are in agreement with the finding of abnormal
brain growth and connections in the first years of life.
1.4.3.3 Functional neuroimaging
Various studies have been performed that relate ASDs with func-
tional activation in the brain while the patient performs certain cog-
nitive processes [108, 109]. This noninvasive, in-vivo method allows
changes in the organization of these processes to be documented.
Functional MRI provides a way of investigating the neuropsycholog-
ical basis of the deficits in social cognition (e.g. the processing of
emotional cues or facial expressions) and executive functioning (e.g.
flexibility in generating situation-appropriate actions, rather than
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Figure 1.6: Tract-specific measurements of fractional anisotropy for
short and long cerebellar pathways. A) Compared to controls the As-
perger syndrome group shows lower fractional anisotropy values in the
right short intracerebellar connections, with a trend towards significant
difference in the left short intracerebellar connections. B) Reduced frac-
tional anisotropy values in the short intracerebellar connections are likely
to reflect changes in the parallel fibers (dotted cyan fibers) and Purkinje
(PC) axons (dotted dark cyan lines). C) Detail of the tractography re-
construction of the parallel and Purkinje fibers. D) Overall the Asperger
syndrome group shows reduced fractional anisotropy values in the long
cerebellar pathways with significant differences in the right superior cere-
bellar peduncle (scp) compared to controls. E) Overall these results sug-
gest a specific involvement of the main cerebellar outflow tract within the
cerebello-thalamic network and intracerebellar connections (dotted lines
indicate affected pathways) (cpc, red lines; scp, green lines; icp, yellow
lines; short intracerebellar connections, black lines) [4].
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Figure 1.7: DTI data obtained studying brain development of left
brain hemispheres of ASD subjects under 3 years old. Development
curves obtained through minimum squares regression analysis: fractional
anisotropy (FA) value, probability and regions displacement in ASDs and
control subjects [5].
exhibiting stereotyped behavior) that constitute the prime charac-
teristic of autism. For example attention deficits are related to
an activity reduction within the posterior superior temporal sul-
cus [110], deficits in face processing, social perception or in emo-
tions are related with an activity reduction within the amygdala
[111, 112, 29, 113, 114].
Functional Magnetic Resonance Imaging (fMRI) studies also allow
brain connectivity to be studied and show how it is altered in ASD
subjects. Many studies, amongst which that of Courchensne and
Pierce [27], show that ASDs are associated with a reduction of con-
nectivity between different local neural networks specialized for dif-
ferent functions in the brain, this means a low long-range connectiv-
ity, on the other hand, there is a high connectivity inside single local
networks, meaning a high degree of local connectivity. Anatomi-
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cal evidences of this theory are first of all the increase in brain size
during the first steps of development in which synaptogenesis, apop-
tosis and myelinization are at the top of their level and this infer
on normal development of connection at a cortical level. Moreover
abnormal cellular growth and differentiation or altered synaptogen-
esis, compromise many neuropsychological or behavioral functions,
in particular abnormalities in information integration.
The increase of local connectivity and the of global connectivity com-
promise discrimination of signal from noise. Such evidence can be
confirmed by fMRI studies. In a low-connected network sensorial
input should evoke an abnormal over-connectivity both for expected
stimuli and for unexpected stimuli, generating an abnormal increase
of activation but a reduction of sensitivity in the sensorial regions.
On the contrary, regions dedicated to functional integration, should
show a reduction of activation and in functional correlation with
sensorial regions. Belmonte’ studies, during a visuo-spatial atten-
tion task, show exactly this pattern (Figure 1.8) [6].
1.4.4 Assistive technology
According to the Technology-Related Assistance for Individuals with
Disabilities Act of 1988 (Public Law 100-407), an assistive technol-
ogy means any item, piece of equipment, or product system, whether
acquired commercially, off-the-shelf, modified or customized, that is
used to increase, maintain, or improve functional capabilities of in-
dividuals with disabilities. Various types of technology from ”low”
tech to ”high” tech, have been used to try to improve social dysfunc-
tion of ASD subjects [57], [115]. The following sections are meant to
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Figure 1.8: Potential effects of network connectivity patterns on brain
activation. Top: In the network on the left, a combination of strong
local connectivity within delimited groups of neural units and selective
long-range connectivity between local groups allows easy discrimination of
signal (double arrows) from noise (single arrow). In the network on the
right, strongly connected subregions are not appropriately delimited and
differentiated, and computationally meaningful long-range connections fail
to develop. Bottom: The brain images from a visual attention task, dis-
play distributed patterns of functional activation in the normal brain (left)
and abnormally intense and regionally localized activation in the autistic
brain (right) [6].
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give an overview of the different approaches that have been taken to-
wards building useful assistive technology that can be used in coping
with autism.
1.4.4.1 Low technology
Low technology approaches do not involve any type of electronic or
battery operated device and are easy to use equipment. They treat
ASD disabilities focusing on comprehension skills [116], communica-
tion skills [117] or social skills [118].
A variety of low tech strategies can be used to increase an individ-
ual’s understanding of his or her environment and the expectations
surrounding that environment. These technology are mainly based
on visual systems. Other low-tech approaches focus on expanding
a child’s expressive communication skills, especially crucial for non-
verbal patients [119]. One of the more famous and successful ap-
proaches is the Picture Exchange Communication System (PECS)
(Figure 1.9), described in [117]. The child can communicate the
desire to obtain particular objects by giving the partner a card de-
picting that object.
Yet other low-tech measures focus on social skills, helping to teach
children appropriate behavior in social settings and generalizing the
behavior.
1.4.4.2 Mid technology
Mid technology approaches are battery operated devices or ”simple”
electronic devices requiring limited advancements in technology and
mostly, this concerns Voice Output Communication Aids (VOCAs)
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Figure 1.9: The Picture Exchange Communication System.
[120]. These devices produce synthetic or digitized speech when a
symbol is selected from the VOCAs display and have been found
to be easily adopted by autistic children. Their main benefit lies
in their ability to facilitate natural interpersonal interactions and
socialization due to the speech output they generate. VOCAS also
constitute a crucial component in aiding language development.
An example of this kind of technology is the the VoicePod [121] (Fig-
ure 1.10). It is a digital recording and playback system ideal for pho-
tos, language cards and communication symbols. It features thirty-
six reusable, two-sided sleeves with an ID strip to access recordings.
The VoicePod provides a motivating and novel alternative for focus-
ing on sequence stories, which are typically difficult for the student
with ASDs. The student listens to the sentence on the card, which
describes a picture that is part of a story sequence. The student can
then put the appropriate picture in sequential order for the story,
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Figure 1.10: The VoicePod.
according to the message given on the VoicePod. It can also be used
to practice spelling words, math facts, history dates, and any key
concepts from subject area classes.
1.4.4.3 High technology
More recently several computer technology tools used in teaching
and therapy of ASDs have been developed. There is a lot of evidence
that the use of computers with autistic children led to increases in
focused attention, attention span, in-seat behavior, fine motor skills,
generalization skills, etc. probably due to their predictability and
consistency, their controllability by the child and their lack of con-
fusing social messages [122]. Various computer-based solutions have
been developed for example for language, talking word processing
[123] or mind reading [124].
There are hundreds of software programs that can assist ASD sub-
jects with receptive language skills. Talking word processing software
[123] has also been developed to support spelling and general commu-
nication in disabled children. Such software, together with similarly
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functioning speech generating devices [125] have been shown to be
helpful in supporting the learning of spelling by providing children
with instantaneous text and speech feedback.
Mind Reading [124] helps children learn about emotions and their ex-
pression, especially in human faces. It provides an interactive guide
and a library of videos of people expressing emotions, together with
quizzes and games to check the child’s progress.
Most of these computer-based solutions aim at a teaching environ-
ment. Although they make use of some of the benefits afforded by
computer technology, they are often based on exactly the same con-
cepts as lower-tech solutions. Most recently innovative technological
tools based on new key concept have been developed and are de-
scribed in the following paragraphs.
Virtual reality Virtual Environment (VE) is a computer gener-
ated, 3D environment that aims to surround, or immerse the user so
that he or she becomes part of the experience in a simulated environ-
ment, and potentially allowing the transfer of skills from the virtual
to the real world. There are several levels of VE, the most sophis-
ticated of which is called immersion. In this version the user wears
sensorized systems that tracks the person’s movement and uses that
to reposition the user’s location in the scene.
The application of virtual environments to ASDs has several advan-
tages. It can be used to rehearse problematic real-life situations and
simulate different scenarios in a safe learning environment in which
the individual may make mistakes which might be physically or so-
cially hazardous in the real world. In addition, the environment can
be altered gradually to teach generalization and cross-recognition.
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Figure 1.11: The Virtual Reality Hypnosis System [7].
Strickland [126] presents several games that teach children diagnosed
with autism about a range of social situations. In a study of two
children with mild to moderate degrees of autism, Strickland et al.
[127] found that they accepted the VR equipment (headset), and
responded to the computer-generated world by verbally labeling the
names and colors of objects.
More recently Austin et al. [7] experienced the use of virtual real-
ity hypnotherapeutic (VRH) procedure for feasibility as a possible
treatment modality for autism with two teenage boys. The VRH
method uses a head mounted display (Figure 1.11) to create a non-
threatening, virtual reality environment, where the hypnotherapeu-
tic process can be implemented.
Robotics In recent years, in treatment and rehabilitation of peo-
ple with cognitive disorders, traditional instruments have been sup-
ported by a variety of robotic technologies. The merging between
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Figure 1.12: The PETS robot prototype [8].
psychology and robotics, epigenetic, is an emerging discipline of par-
ticular importance. The basis of this discipline is the development of
epigenetic processes by which the cognitive system grows as a result
of interaction with social and physical environment.
Recent studies show that subjects with this kind of disorders per-
ceive and treat the robots not as machines, but as their artificial
partners [128], [129]. Based on this theory several robotic artifacts
have been used to engage proactive interactive responses in children
with ASDs. This approach could also lead to the understanding and
teaching the processing of socio-emotional abilities.
Interesting studies are carried out by Plaisant, who introduces the
Pet Robot [8] (Figure 1.12), a storytelling robot technology for ther-
apeutic play with the hope that it will provide a richer environment
useful for children with a variety of challenges.
Franois Michaud and his team are investigating the use of mobile
robots (Figure 1.13) and characters with an engineering approach
as their research is focused on testing several robots with different
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Figure 1.13: Michaud’s mobile robotic platform (left) and its application
in a playing setting with an ASD child (right) [9].
Figure 1.14: Three Robota robots [10].
shape, color and behavior [9].
Dautenhahn’s group [130], [131], [132] in the Project AURORA
(Autonomous mobile Robot as a Remedial tool for Autistic children;
[133]), use robotic dolls as therapeutic or educational toys specifically
for children with autism. Robota [10], developed within this project,
is a doll-shaped robot toy that allows researchers to systematically
assess the child’s social skills (Figure 1.14).
Kozima et al. built a child-like humanoid, Infanoid, and a small
creature-like robot, Keepon, (Figure 1.15) by which they investigate
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Figure 1.15: Keepon (left) and Infanoid (right) robot [11].
human social development, especially of interpersonal communica-
tion [11], [134]. The objective is to help children with ASDs establish
a mapping between the feelings and actions of the robot, and their
own feelings and actions. Similar to the AURORA project, they
propose engaging the child in imitation play, gradually increasing
the complexity of the interaction.
Affective Computing Picard’s group [135] is working on a new
discipline called affective computing with the aim of realizing new
technologies that people with communication challenges, like ASD
subjects, can use to improve their abilities to communicate emotion.
The technology-mediated interaction created by this group is capa-
ble of recording actions, timing and various expressive parameters.
The field draws its inspiration from the increasing literature that
emphasizes the interplay of emotion and reason: brain is no longer
considered as a purely cognitive information processing system but
is seen instead as a system in which affective and cognitive functions
are inextricably integrated with one another [136]. Accordingly, re-
searchers in affective computing argue that an accurate model of the
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Figure 1.16: a)The Galvactivator: a skin-conductance sensing glove that
converts level of skin conductance to the brightness of a glowing LED [12],
b)The PalmPilot: a PDA that can be used without obscuring the user’s
vision [13], c) The pressure mouse: the physical pressure applied is asso-
ciated with frustration, caused by poor usability in a computer interface
[14], d) The Expression glasses: discriminate facial expressions of interest
or surprise from those of confusion or dissatisfaction [15].
user would have to incorporate the affective as well as the cognitive
processes that drive the user’s reasoning and actions.
Since the inception of this field, a number of researchers have charged
ahead with building machines that have affective abilities. The
Expression-Glasses [15], the Galvactivator [12], the PalmPilot [13]
and the pressure mouse [14] (Figure 1.16) are just a few examples
of the different approaches that have been implemented to detect
emotion from nonverbal cues.
Open research problems include making these affect-sensing systems
more robust to variations in interaction contexts, applying them to
spontaneous human-computer and human-human interaction con-
texts, and building more intelligence in the systems with regards to
the range of mental states that are sensed.
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Wearable computers There has been an increasing surge of in-
terest in developing wearable devices with the goal of applying them
in applications of augmented reality and perceptual interfaces, espe-
cially vision-based interfaces.
For example the emotional hearing aid, which was first introduced
in el Kaliouby and Robinson [137], is a portable assistive computer-
based technology designed to help children with Asperger Syndrome
read and react to the facial expressions of people they interact with in
real-life situations. The emotional hearing aid is made up of two com-
ponents: an automated mind-reading system that infers the mental
states of people by analyzing their facial expressions [138], [139] and
a reaction advisor, which suggests appropriate reactions for the child
to take based on the inferences made by the mind-reading system.
The system’s software goes beyond tracking simple emotions like
sadness and anger to estimate complex mental states like agreeing,
disagreeing, thinking, confused, concentrating and interested.
It is possible to extend the function of the emotional hearing aid
to incorporate information about the context in which an interac-
tion occurs since many people diagnosed with ASDs have problems
integrating mental state concepts from facial expression into wider
contexts [140].
An innovative technology used in ASD research, the eye tracking
technology, which has mostly found applications in the military do-
main, for example in visually guided targeting systems, enabled the
researchers to give a quantitative meaning to the degree of social
competence an autistic person exhibits.
Eye-tracking studies have been performed monitoring the eye move-
ments of ASDs and controls whilst they performed a test of emo-
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Figure 1.17: Typical still frame used during coding of visual fixation
patterns. Points of regard for an autistic viewer as well as a control are
superimposed on the image, as is coordinate data of a control [16].
tion recognition from photographs of facial expressions. The sub-
jects with autism spend a smaller percentage of time examining the
core features of the face (eyes, nose and mouth; subsequent analysis
showed this effect to be driven by less gaze time to the eyes and nose
[141, 142]).
Eye-tracking can also be used with video clips, as exemplified in a
study by Klin et al. [16] (Figure 1.17).
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Chapter 2
Development of a morphological
analysis tool for the study of
neuronal circuit in cultures and
in slices: NEMO
2.1 Introduction
The cerebellum is one of the most common sites of anatomic ab-
normality in ASDs as described in section 1.4.3.1. Moreover genetic
and MRI behaviour correlation studies [143] suggest that cerebellar
abnormality plays a central role in ASDs, and the related motor,
cognitive and social deficits [6].
The cerebellum is a large structure located at the roof of the hind-
brain that helps control the coordination of movement by making
connections to the pons, medulla, spinal cord, and thalamus. It may
also be involved in aspects of motor learning. Like the cerebral cor-
tex, the cerebellum is comprised of white matter and a thin, outer
layer of densely folded grey matter. The folded outer layer of the
cerebellum (cerebellar cortex) has smaller and more compact folds
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than those of the cerebral cortex. The cerebellum contains hundreds
of millions of neurons for processing data.
The cerebellar cortex is histologically homogeneous and divided into
three distinct cellular layers (Figure 2.1a). These layers overly an
inner core composed of white matter and three pairs of symmetrical
clusters of deep cerebellar nuclei (DCN). Bordering the white matter
core and lying immediately above it is the granule cell (GC) layer.
The small GCs (the most numerous neuronal cell type in the brain)
comprise the great majority of this layer. The somata of the Golgi
cell and Lugaro cell interneurons as well as the unipolar brush cells
(UBCs), recognized only recently as a distinct neuronal type, also
reside in the granular layer. The next layer is called the Purkinje cell
(PC) layer because it is primarily a monolayer of PC somata; it also
contains the somata of Bergmann glia and candelabrum cells, which
are both wedged between the much larger PC soma. The molecular
layer is most superficial and is made up primarily of PC dendrites
and GC axons (parallel fibers) but also contains stellate and basket
cell interneurons in addition to palisades of Bergmann glia fibers.
Three classes of afferents project to the cerebellum and provide a
multitude of signals to all lobules (Figure 2.1b). The first class,
mossy fibers, originates from many locations in the brain and spinal
cord, and the terminals of each axon are located within the granular
cell layer. The second class of afferents, climbing fibers, originates
solely from the various nuclei of the inferior olive, located within
the medulla oblongata of the brainstem. Climbing fibers terminate
only in the molecular layer of the mature cerebellar cortex, where
each climbing fiber interacts with the dendritic tree of one PC. In
addition to climbing fibers and mossy fibers, a third class of afferents
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projects to the cerebellum. This last class consists of a diffuse set of
afferents, including noradrenergic afferents from the locus coeruleus,
cholinergic afferents from the pedunculopontine nucleus, and sero-
tonergic afferents from the raphe nucleus. The terminals of the third
class of afferents are mapped within all layers of the cerebellar cortex
and do not appear to be localized to particular lobules.
In the adult cerebellum, mossy and climbing fiber afferents termi-
nate in stripes that are similar to the patterns set up by ZebrinII
(brain-specific respiratory isoenzyme strongly expressed in Purkinje
cell parasagittal domains) PC stripes (Figure 2.1b).
Maybe the most interesting neurons of the cerebellum, both for
their elaborate dendritic structure as well as for their role in cerebel-
lar development and function, are the PCs. PCs represent the only
output of the cerebellar cortex. Moreover, they are involved in the
first stage of cerebellar development and it has been suggested that
PC electrophysiological and morphological properties may influence
the growth and connections of cells which develop successively [144].
The study of the evolution of morphology of PC is very important
to understand how it influences the connectivity of the cerebellum.
The morphology of a neuronal tree is characteristic of the neuronal
cell type. Morphometric analysis of tree structures is demanded in
studies of, for instance, lifespan alterations in the dendritic/axonal
field of neurons and time points of major changes; of neuronal mor-
phological correlates of diseases; of the morphological implications
of neurons under experimental conditions; and of structure-function
relationships in dendritic trees. The size of neuronal trees depends
upon their maturational state. Many conditions can induce changes
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Figure 2.1: a) Cytology in the cerebellum. Abbreviations: ml, molecular
layer; pcl, Purkinje cell layer; gcl, granule cell layer; wm, white matter;
M, medial; L, lateral; V, vermis; H, hemisphere, PC, Purkinje cell, b)
Mossy (black) and climbing (red) fibers. Their terminal fields are or-
ganized into parasagittal domains that align with ZebrinII Purkinje cell
(PC) parasagittal domains. M, medial; L, lateral. [17]
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in neuronal tree structures, such as learning, ’enriched’ environment,
hormonal fluctuations and levels of neuronal bioelectric activity. To
answer these kinds of questions, well-defined metrics are needed
for assessing quantitatively the morphological characteristics of neu-
ronal branching patterns.
Several studies describe Purkinje cell microstructural morphol-
ogy in great detail [145], [146], [147], [148]. The most common
methods employed for the analysis of microscale neuronal structure
in-vitro are based on optical imaging [149]. In fact, optical images
can be analyzed with computational methods to quantitatively mea-
sure and assess morphological characteristics of neuronal branching
patterns [150]. A powerful imaging technique is that of fluorescence
microscopy and several reports describe neural growth dynamics and
network organization using fluorophores [35], [151], [152].
In order to discriminate PCs from the other cells of the culture, it is
necessary to use specific dyes. However, most of these specific dyes
are cytotoxic, which makes it impossible to evaluate the dynamics
of a network.
Moreover most of these have been conducted on tissue fixed slices.
On the other hand only a limited number of studies report on the
quantification of PC morphology in dissociated cultures. Since the
PC is essentially a planar cell, dissociated cultures allow single cell
architecture to be studied free from interactions with other cells, in a
topological context which is similar to that in-vivo. Moreover, many
morphometric features are easier to quantify and extract, because
the cells are easier to distinguish from their neighbours.
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The first aim of this work was to tune a non-invasive method
that allows to follow the evolution of the PCs in dissociated culture.
A further aim was to develop a method for the extraction of mor-
phological characteristics of PCs. An automated quantitative tool
for microstructural analysis called NEMO (NEuron MOrphological
analysis tool) was developed.
In this work the principal application of this tool was the evaluation
the morphological differences in PCs associated to ASDs.
In the first step of the work the tool was tested on PCs extracted
from wild-type mice [37] and L7GFP wild-type mice in order to ver-
ify its efficiency. The use of GFP (Green Fluorescent protein) in such
a way that is expressed only by PCs increase the ability to recognize
these cells and improve the pre-processing of the images.
In the second step PCs were analyzed in presence and in absence of
glial cells in order to evaluate the effect of glia on PC morphological
growth.
The role of of glial cells is still unclear. Recent discoveries indi-
cate that astrocytes are an active in neuronal signaling, suggesting
that information processing is based on multiple cells rather than
only neurons [153], [154], [155], [156]. In fact, one of the roles of
astrocytes is to sense and modulate synaptic activity. So, the net-
work of information processing is not made up only by neurons but
it is the result of a dialogue between two parallel networks: one
consisting of neurons and one consisting in astrocytes. Moreover,
there is wide ranging evidence that a bilateral relation between ac-
tivity and topological or geometrical constraints may affect network
activity and vice versa: networks dynamics due to plasticity of neu-
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Figure 2.2: Effects of astrocytes on neuronal morphology.
rons/synapses modifies this topology [30]. Astrocytes in particular
can modify neuronal morphology in order to influence the functional
processing of neural networks. For example, it has been shown that
astrocytes change the number of synaptic connections of neurons.
This change can occur in two ways 2.2. First, astrocytes change the
number of synaptic connections directly via synaptogenic signals:
they release factors that enhance or inhibit synaptic transmission.
Zhang et al. demonstrate that ATP released by glial cells act as
activity-dependent signaling molecules in neuron-glia communica-
tion, resulting in astrocyte Ca2+ wave and synaptic modulation in
hippocampal slices [157].
Astrocytes also act indirectly by modifying the morphology of
axons and dendrites and thus the potential for synapse formation.
These modifications are due to the secretion of factors such as laminins
[158], neurotrophins [159], S100B [160], [161] and activity-dependent
neurotrophic factors [162] that act on neuronal morphology. From
this prospective, investigations on neuronglia interactions as the ba-
sis of human brain information processing are currently taking off. So
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far, there are no extensive mathematical studies on the effect of neu-
ronglia interactions on neuronal morphology. Morphometric analy-
ses are relevant for the study of alterations in the dendritic/axonal
field of neurons or neuronal morphological correlates of diseases that
can be due to inappropriate functionality of glial cells [150]. Exper-
iments on organotypic cultures show a crucial role of astrocytes in
the structural maturation of cerebellar cells [163] and in their pro-
cess of migration [164]. It can be supposed that if the function of the
glia is compromised, the maturation and migration of PCs is abnor-
mal. Indeed, there is wide-ranging evidence to show that loss and
abnormalities in both PCs and their associated glia compromise cere-
bellar development and outputs in autism spectrum disorder [165],
[91], [75]. For example, the absence of gliosis (the proliferation of
neuroglial tissue that can follow neural damage) has been observed
in postautopsy tissue from autistic subjects [166].
The analysis of PC morphology in absence and in presence of glial
can help to clarify the role of this cells in PC development.
The following step was the application of NEMO to the evalua-
tion of morphological differences between PCs extracted from GFP
wild-type mice and Engrailed 2 mice. As described in section 1.4.2.1
these mice have abnormalities at the cerebellar level similar to that
found in ASD human subjects.
Moreover in this work algorithms for the analysis of organotyipic
slices of cerebellum were developed. These slices keep alive in cul-
ture so it is possible to follow their evolution in time. The analysis
of slices allows to extract other features with respect to dissociated
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cultures that are important for this study. For example the number
of neurons that is an indicator of cell loss and topological features
characterizing the organization of PCs in the cerebella cortex. In
this study the algorithms developed for slice analysis were tested on
organotypic slices from the cerebellum of L7GFP wild-type mice and
L7GFP Reeler mice.
In this chapter first NEMO features are described in details, then
the applications of the tool performed in this work are presented.
2.2 NEMO implementation and Usage
NEMO is a tool implemented in Matlab R© code (The MathWork-
sTM, Inc., USA). The Matlab GUIDE tool was used to create a
graphical user interface (GUI) environment (Figure 2.3). The GUI
was provided with the following capabilities:
• Image pre-processing;
• Morphological Analysis;
• Topological Analysis;
• Neuron count;
• PCA or 3way-PCA;
• Plot variables.
Images of neurons or slices must be loaded in the Software before
starting the analysis. In order to organize images it is convenient to
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Figure 2.3: NEMO GUI.
rename them in a proper way. Image type is indicated by the first
letter of the name: letter ”p” stands for photograph, letter ”b” for
binary image and letter ”s” for skeleton. The following part of the
name is made up of four numbers: the number indicated the culture,
the number of the neuron or slice belonging to the culture, the day
in which the photograph was made (numeration starts from the first
day in which the first photograph was made) and finally the number
of cell divisions. Both the last two numbers are needed because
usually cells are not photographed from the first day of culture as
they are too vulnerable.
In the following sections all these features will be explained in detail.
2.2.1 Image pre-processing
The aim of the image pre-processing is to obtain a suitable image for
the subsequent analyses. If the analyses are performed on a single
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neuron to study morphology, the aim is to obtain the skeleton of the
cell, that is a binary image reduced to one pixel thick lines. In the
case of the analysis of topology of neurons in a slice or of the count
of neurons, the purpose of the pre-processing is to obtain a binary
image in which neurons are white and the background is black.
Neuron images can be processed using an editor, which allows the
user to perform a semi-automatic procedure to obtain the skeleton,
or a more complicated GUI, that gives more freedom in the choice
of parameters but is less automatic. The choice is a compromise
between automation and integration of some parameters: there is
no a single best approach, it depends on the quality of the image.
There are some differences between the editor and the GUI. First,
there are some s implemented only in the GUI: in fact, they are used
only for poorly contrasted images. Then, there are some differences
in the way of inserting parameters. In fact, in the editor, if it’s
necessary, the execution of the program stops and first a message box
is displayed, that gives the user information about parameters to be
included, and then a message box is opened, that allows the user to
insert them. Instead, in the GUI there are fields, naming edits, that
enable users to enter some parameters. If the user does not enter
anything, default parameters are automatically used. Dwelling with
the mouse cursor on the edits that make up the GUI, a label appears,
that describes parameter function, and any default value.
As shown in Figure 2.4, there are some panels in the GUI, and each
of them is related to one or more algorithms. There are also two
panels for displaying photographs: the panel above represents the
image before applying the algorithm while the panel below shows the
modified image. In this way the user, by comparing the two pictures,
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Figure 2.4: GUI for manual image pre-processing.
can decide whether the performed operation has led to an optimal
image for further processing. For saving the changed image, the user
must press the right mouse button; otherwise the user presses the
left mouse button so that he/she can go back to the previous image.
The editor on the other hand, displays a window, where the user
can see the original image and the modified one. At the end of the
processing, one single box is shown representing the original image,
the histogram after enhancing the contrast, the binary image and
the skeleton (Figure 2.5). Besides, in the editor, the intermediate
images are automatically saved, so there is no possibility to change
the sequence of execution of the algorithms, or of conducting them
several times with different parameters, during the processing.
Finally, while in the GUI the user can save the binary image and
the skeleton clicking on ”Save Binary image” and ”Save skeleton”
58
Development of NEMO
Figure 2.5: GUI for semi-automatic image pre-processing.
buttons; in the editor, at the end of processing, first different boxes
display the binary image and the skeleton, then another box is dis-
played asking the user whether to save or not. In both the GUI
and the editor, the binary image and the skeleton are automatically
saved in the same folder of the original image. Both GUI and ed-
itor supply information on the pixel (pixel value and coordinates)
where the cursor is placed. The following subsections describe in
details each algorthim implemented specifying if the belong only to
the GUI or to both the editor and the GUI.
2.2.1.1 Filter
It may be convenient to apply a slight gradient to the image, in
fact, it is desiderable to minimize small variations in colors and to
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prevent the detection of non-existent and unwanted contours. Hence
a Gaussian filter, that is a low pass filter was implemented. This
algorithm is implemented in both the editor and the GUI. In the GUI
there are two edits in which the user needs to insert the mask size and
the standard deviation, that model transfer function and define the
filter’s area of influence, then it has to click on the ”Filter” button
to apply the operation. In the editor, default parameters are used.
First the algorithm converts the image from RGB to YCbCr space,
in order to isolate the luminance component, that is the first matrix
plane. Then, it applies a low pass filter only on this component,
and reconstructs the image by combining the new luminance value
with the second and third matrix component, that are unchanged.
Finally, it reports all in RGB space.
2.2.1.2 Uniform background
Sometimes it can be useful to remove impurities in the image that
are due to the culture itself or to the acquisition, so an algorithm to
make the background uniform,was implemented. This algorithm is
present only in the GUI. The operation consists of two phases:
1. Estimation of background brightness: the algorithm performs
an opening operation, with a very large structuring element;
the result is a matrix, called background, that represents the
background color;
2. Creation of a more uniform background: the algorithm calcu-
lates the difference between the starting image and the back-
ground.
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In this way it is possible to obtain a more uniform background
with a color clearly different from the objects in the image.
2.2.1.3 Grayscale image
After running algorithms on truecolor image, it is possible to convert
an RGB image to a greyscale intensity image. This image can be
more efficient in term of storage: in fact, matrix size is reduced
as the image is changed from three to two dimensions. Besides,
greyscale image can be improved in term of contrast, spreading out
its histogram. Obviously, this function is implemented both in the
GUI and in the editor.
2.2.1.4 Contrast enhancement
Clicking on the ”Imhist” button in the GUI panel ”CONTRAST”,
the user can display the histogram of the image; that is a graph
indicating the number of times each grey level occurs in the image.
In the editor, at an appropriate point, the program execution stops
and the histogram it is displayed . There are two ways of enhancing
contrast:
1. Histogram stretching: the user can stretch out the grey levels
in the center of the range by applying a piecewise function.
A Matlab function is used, that maps the intensity values in
the image to new values, so that these values goes from an in
range map to an out range. These ranges are inserted by the
user, in addition to a parameter which describes the shape of
the function. This function is also implemented in the editor;
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2. Histogram equalization: it is an automatic procedure that
changes the histogram to another one which is uniform. This
algorithm is implemented only in the GUI.
In the GUI, it can be useful to use both the algorithms, so that
it is possible to take advantage of the single operations.
2.2.1.5 Thresholding
After enhancing image contrast, it is necessary to perform a segmen-
tation of the image, which refers to the operation of partitioning an
image into component parts, or into separate objects. The core of
image segmentation is thresholding, that allows a binary image to
be obtained. It is very efficient in terms of storage, because there
are only two possible values for each pixel, 0 and 1, that are logical
values. So, value of each pixel is described with a single bit.
There are two ways of finding the threshold:
1. A greyscale image is turned into a binary (black or white) one
first by choosing a grey level T in the original image, and then
turning every pixel black or white according to whether its
grey value is greater than or less than T. T value is visually
sought rolling the mouse over the image. This is very useful
for a poorly contrasted image;
2. If it is not possible to obtain a single threshold value which
will isolate objects completely, the user can click on the ”Otsu
method” button starting an algorithm that automatically find
the threshold with Otsu Method [167]. This is implemented
both in the GUI and in the editor.
62
Development of NEMO
In both the operations, the result is an image with white objects
and black background in the case of a photograph which represents
neurons expressing GFP, so with objects brighter than background.
Otherwise, for images representing neurons from wild-type mice, the
user has inverted colors, because objects are darker than the back-
ground.
2.2.1.6 Morphological operations
This branch of image processing is particularly useful for analyzing
shapes in images. Four morphological operations have been imple-
mented in the GUI:
• Dilate: adds pixels to the boundaries of objects in an image.
This functions is based on Minkowsky addition. Morphologi-
cally dilating an image is very useful to connect parts of the
same object, which are separated by thresholding;
• Erode: removes pixels on object boundaries. This functions
in based on Minkowsky subtraction. Morphologically eroding
image is useful to remove unwanted items, produced by thresh-
olding;
• Open: erodes an image and then dilates the eroded image using
the same structuring element for both operations. It removes
small objects in an image while preserving the shape and size
of larger object in the image;
• Close: dilates an image and then erodes the dilated image
using the same structuring element for both operations. It
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tends to smooth an image, fuses narrow breaks and thin gulfs,
and eliminates small holes.
The number of pixel added or removed from the objects in an
image depends on the size and the shape of the structuring element
used to process the image. In the GUI, the user can choose between
two structuring element shapes, listed in the pop-up menu:
• Rectangle: creates a rectangle-shape structuring element. The
user can specify the mask size in the appropriate editor;
• Diamond: creates a diamond-shape structuring element. The
user can specify distance from the structuring element origin
to the points of the diamond in the appropriate editor.
In the GUI, the user can choose the sequence of operations, and
the same operation can be performed several times. In the editor,
only dilatation has been implemented, using a rectangle structuring
element, and the user can only decide its size.
2.2.1.7 Boundary detection and region filling
If the image is poor in contrast, in the GUI there is the possibility to
use a boundary detection algorithm. It has been implemented using
morphological operations. After inserting mask shape and size, the
user need to click on the ”Boundary” button. The algorithm erodes
binary images, and the result is subtracted from the original image.
Every pixel in a binary image is represented with a logical value: so
it can be helpful to use the logical operator AND.
To detect the boundary image, A&∼B operation is defined, where
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B is the result of eroding the image A with the selected structural
element. This logical operation always results in 0, unless both el-
ements (A and B) are 1. Using a diamond shape, the user can get
the best result. Working on an image bounded by an 8-connected
boundary, the user can perform this function to fill up the entire re-
gion. With the mouse cursor, the user identifies a pixel p inside the
object to be filled up, and inserts its coordinates in the appropriate
edits. The logical operation is always A&∼B, but this time A is p-
dilatation, with a structuring element, constituted by a matrix 3×3
of all ones, and B is the bounded image. Iterating this operation, A
continues to expand until it fills the whole object.
2.2.1.8 Object selection
Images can contain multiple objects, which can be neurons, or in-
vitro impurities. So it can be useful to select only some objects in
the binary image, isolating these from others.
When the user clicks on the ”Select” button, first a preliminary oper-
ation has been implemented, called ”Labeling”. This function labels
connects objects in the binary image. It returns a label matrix, in
which the pixels in the same connected objects are assigned the same
integer. An 8-adjacency has been chosen, so two objects connected
only by a pixel are considered as one.
After this operation, the labeled image is displayed, and lets the
user select objects he/she wants using the mouse. Using the left
button, he/she clicks on a pixel belonging to the object and on so
doing adds all the pixels with the same label, that means the whole
object. Backspace or Delete removes the previously selected object,
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while pressing Return the selection ends . Not-selected objects be-
come automatically black. This is a very useful technique because it
allows visual identification of the object to be skeletonized and it is
implemented both in the GUI and in the editor.
2.2.1.9 Skeletonization
As mentioned before, the skeleton reproduces the structure of the
cell, reduced to one pixel thick. The skeleton must have some im-
portant characteristics: it must faithfully reproduce the structure of
the cell and it must reduce neuron’s soma to a single pixel, posi-
tioned in its center.
Mainly two algorithms that carry out skeletonization are present in
literature: the Lantejoul’s method and the thinning algorithm.
Both the algorithms present some problems. The first one is pow-
erful in recognizing the soma, with a reduction of the whole area to
a single pixel, but it is not very efficient in reconstructing neuron
structure. However, the second one is very accurate in the recon-
struction of the dendrites, but it doesn’t work well with the soma.
So a synergic combination of the two algorithms was developed.
In the GUI, clicking on the ”Skel” button, the input image is dis-
played then the program execution waits for the user to specify a
crop rectangle, with the mouse which must contain the soma. In
the editor, a message box is opened, which prompts user to select
the soma, and automatically opens a window with the input image.
After making the selection, the Lantuejoul’s method runs. Then the
program automatically executes the thinning algorithm, which allow
the skeleton to be obtained from this intermediate image. Figure 2.6
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Figure 2.6: a)The original image, b)the skeleton and c)the overlap
between the two.
represents the result of the synergy between the two algorithms. It is
clear that the skeleton meets the specifications given so it is suitable
for the extraction of morphological variables.
2.2.2 Morphological analysis
The morphological analysis allows the contribution of metrical fea-
tures and their evolution to be studied quantitatively. Using the
GUI, the metrical features relevant to the cell’s structure and mor-
phology were directly extracted (Figure 2.7). This subsection is fo-
cused on the methods used for the morphological analysis and on the
variables extracted; a more detailed description of the GUI panels
and commands and of the algorithms implemented in the GUI can
be found in my M.S. thesis [168]. The morphological variables were
chosen from those generally reported in the literature [150], [169]
and divided into two groups, local and global variables. The former
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Figure 2.7: GUI for morphological analysis of single Purkinje neurons.
variables are referred to the dendritic tree, while the latter variables,
such as radial extension, soma area, cone angle, and fractal dimen-
sion, relate to the whole cell structure. Following the Sholl method
[170], each cell skeleton circumscribed a coordinate system consisting
of a series of concentric circles centered on the soma. Local variables
were extracted by counting the number of intersections between each
circle and the cell’s dendrites. A list of variables assessed is given
in Table 2.1, those selected for the PCA analysis are checked. In
order to generalize the data processing algorithms and GUI, all the
lateral dimensions are represented in terms of pixels. All the values
in the figures and tables are therefore expressed in pixels. At the
magnification used, one pixel corresponds to 0.182 µm.
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Variables PCA
Intersections
Critical radius (Rc) X
Maximum number of intersections (Nm) X
Schoenen ramification index
Regression coefficient for log-log method (kLL)
Regression coefficient for semi-log method (kSL) X
Correlation coefficient for log-log method (RLL)
Correlation coefficient for semi-log method (RSL)
Determination ratio (∆)
Minimum length vectors
Angles between minimum length vectors
Minimum pathway (Pm) X
Radial extension (E) X
Cone angle (Ca) X
Soma area (Sa) X
Fractal dimension (Fd) X
Table 2.1: List of variables and variables selected for three-way PCA
analysis. X: variables selected for the PCA analysis.
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Figure 2.8: Sholl reference system.
2.2.2.1 Sholl analysis
The Sholl analysis is a method for the quantitative study of the radial
distribution of the neuronal dendritic arborization pattern around
the cell’s soma (Figure 2.8). It allows dendritic geometry, ramifica-
tion density and dendritic branching patterns to be evaluated and is
applied to binary images representing the cell skeleton.
The Sholl analysis can be applied in three different graphical
modalities as demonstrated by Milos´evic´ and Ristanovic´ [171].
1. Linear method : The plot of the number of dendritic intersec-
tions calculated per intersecting circle area, versus the circle
radius;
2. Semi-log method : The plot of the logarithm of the number of
dendritic intersections per intersecting circle area, versus the
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circle radius;
3. Log-log method : The plot of the logarithm of the number of
dendritic intersections per intersecting circle area, versus the
logarithm of the circle radius.
As demonstrated by Sholl [170], at least in the semi-log or loglog
methods, a linear behavior is apparent. The method which better
approximates a straight line provides relevant cues about the den-
dritic tree structure. The linear method is characterized by:
• RL (critical radius): The radius of the circle with the maximum
number of intersections;
• Nm: Maximum number of intersections;
• Schoenen ramification index : Quotient of the maximum num-
ber of intersections and the number of primary dendrites of the
cell (the branches directly arising from the soma).
The semi-log and the loglog methods are characterized by:
• kSL(Sholl regression coefficient): Slope of the fitted straight
line in the semi-log plot. It measures the decay rate of inter-
section numbers versus the distance from the soma;
• kLL (Sholl regression coefficient): Slope of the fitted straight
line in the loglog plot. It measures the decay rate of intersec-
tion numbers versus the distance from the soma;
• RSL (correlation coefficient): Degree of data correlation in
semi-log method;
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• RLL (correlation coefficient): Degree of data correlation in
loglog method;
• ∆ (determination ratio): ∆ = R2SL/R2LL. It allows the more
appropriate graphical method to be determined. If ∆ < 1 the
loglog method is preferred, while if ∆ > 1 the semi-log method
is better.
2.2.2.2 Morphometric parameters
Besides the Sholl analysis, other morphometric variables relative to
the cells were calculated. If the cell is not uniformly extended in
all directions, it is also possible to extract the principal axis of each
cell, which corresponds to the thickest dendrites which determines
the direction of extension of the cell. From the intersections obtained
from the Sholl analysis and the principal axis, other variables such
as the minimum length vectors, the angles between minimum length
vectors and the minimum pathway (Pm) can be evaluated. The min-
imum length vector between two adjacent circles can be extracted
by evaluating the minimum Euclidean distance between the cell in-
tersections on the two circles and the corresponding angle with the
radial axis. The minimum pathway is the sum of the magnitudes of
the minimum length vectors. Other parameters were:
• Radial extension (E): In order to evaluate the cell dimensions,
the radial extension of the cells can be assessed as the Eu-
clidean distance from the cells center to the furthest pixel of
the cell skeleton (Figure 2.9);
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Figure 2.9: Radial extention of a Purkinje cell.
• Cone angle (Ca): In order to characterize the cells orientation,
the angle of the cone in which the cell is contained can be
extracted. Once the direction of extension is assessed, cones
can be drawn on the cell image using a semi-automated pro-
cedure (Figure 2.10), and the cone angle subtended by the cell
is computed using Carnot’s theorem. If the cell is uniformly
extended in all directions the cone angle is fixed at 360 ◦;
• Soma area (Sa): The soma area can be calculated by approx-
imating each soma to an ellipse. After manually marking the
major and minor axes of the ellipse, the algorithm determines
their lengths and the area of the ellipse (Figure 2.11).
• Fractal dimension (Fd): Fractal dimension is a measure of a
feature common to several biological systems, their fractal na-
ture or complexity. An object is fractal if it expresses the
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Figure 2.10: Cone lateral projections.
Figure 2.11: Approximation of the soma to an ellipse for soma size
estimation.
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property of self-similarity: it is made up of copies of itself at
different scales. As argued in several studies neurons can be
represented as fractal or space-filling objects and the fractal
dimension represents an important parameter for the charac-
terization of the dendritic structure [172], [173], [174], [175].
There are several methods to evaluate the fractal dimension;
in this study the box-counting method was used as described
by Jelinek and Fernandez [174], implemented in a specific Mat-
lab Library (Matlab Database, Universita¨t Stuttgart). In this
method the cell image is inscribed in a squared grid of sides r.
The size r of each square or box in the grid is initially equal to
the image size and is progressively decreased, while the number
of non-empty boxes, N(r), is counted. After this calculation a
plot of log(n) versus n is obtained. This plot can be fitted
with a straight line, of slope S, where S is an estimation of the
fractal dimension (Fd).
Fd = S
While a mathematical fractal requires infinite orders of magni-
tude of power-law scaling and therefore is fractal over all scales,
physical, biological and other structures in nature are fractal
over relatively small scaling range [176].
2.2.3 Topological analysis
The topological analysis allows the contribution of metrical features
and their evolution to be studied quantitatively. Segments of cere-
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Figure 2.12: Box-counting method for fractal dimension computation.
bellar folia must be selected for the analysis (Figure 2.13) and pho-
tographed each day of culture. Using the GUI, the metrical features
relevant to the slice topology were directly extracted (Figure 2.14).
The variables chose in this analysis are relevant to study the mi-
gration of the cells during the days of culture in a quantitative way.
This kind of analysis is important in the study of Purkinje cells from
animal models of ASD as some studies show that all migration is de-
fective in ASD [177], [178].
In the GUI, after a pre-processing step in which images of slices were
converted to binary images, some quantitative topological features
where computed automatically:
• Mean fluorescence intensity (F): The fluorescence intensity is a
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Figure 2.13: Cerebellar folia in an organotypic slice, magnification 10X
(left) and segment selected for th anlaysis, magnification 20X (right).
Figure 2.14: GUI for topological analysis of cerebellar slices.
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measure of the ability of the Purkinje neurons to express GFP
in time. It is compute as the mean pixel value of the image
converted in greyscale levels.
• Distance (D): The distance between two opposite layers of cells
within a segment. The maximum external distance between
the two layers was considered.
• Length (L): Two measurements related to the lengths of the
two layers of the segment. In order to compute this and the fol-
lowing measures, it was necessary to separate pixels belonging
to the two layers. To do that two pixel between the layers must
be selected and a line through the two point is computed.;
• Average width (Wav): Two measurements related to the mean
width of the two layers of the segment;
• Min width (Wmin): Two measurements related to the mini-
mum width of the two layers of the segment;
• Max width (Wmax): Two measurements related to the maxi-
mum width of the two layers of the segment;
• Linear fit error (E): For each layer the width the layer for each
raw of the image was computed. For each of the measurements
of width found the mean point was then considered. In order
to evaluate the degree of the alignment all the mean points
were then approximated with a line and the least square error
of the fit was computed.
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2.2.4 Neuron count
Sometimes it can be interesting to calculate the number of objects in
an image. In case of the analysis of neurons extracted from animal
models of autism, it may be useful to know the number of Purkinje
cells displayed in the photograph of cerebellum slices. In fact, several
studies show that Purkinje cell number in the cerebellum is reduce
in autistic individuals compared to normal [91] and the same occurs
in the Engrailed2 mouse [68], [71]. The basic idea of the algorithm is
to obtain a binary image, and then to count the white objects, which
represent the cells. It is clear that it is not necessary to reconstruct
all the shape of the neurons in the image, because it is enough to
count the somas. Furthermore, it may be useful to have only somas
in the image, so that it is not possible to count the different parts
of the cell several times, which may can be separated during thresh-
olding.
There are two editors to perform the neuron count: one is for flu-
orescent (GFP) neurons and the other is for wild-type neurons. It
is necessary to make a distinction because while fluorescent cells are
brighter than the background, and so, after thresholding, the result
is white objects against black background, non-fluorescent cells, are
darker than the background, so the contrary happens and it is neces-
sary to invert the color of the binary image after thresholding. The
neuron count algorithm is similar to the image processing algorithm,
so the first steps are filtering, generation of a uniform background
and greyscale conversion.
Above all for fluorescent cells, the soma is brighter than the other
parts of the cell, so the contrast enhancement is not implemented.
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In this way, dendrites are not emphasized: for this type of opera-
tion, dendrites are not relevant. After thresholding, it is necessary
to perform some morphological operations on the binary image in
order to remove dendrites and axons and to isolate somas:
• Erosion, with a structuring element of appropriate shape and
size;
• Opening, performed with a specific Matlab command, that
allows removal of small objects;
• Removal of spurious pixels, performed with an other specific
Matlab command.
Using these algorithms a label operation is performed. The
higher number used to label objects corresponds to the number of
these objects in the image.
2.2.5 Database construction
The data extracted with the above described analyses are then saved
in a three-dimensional matrix structure which is nominated ”data-
matrix” and are organized into cells or slices, variables and time.
Variables extracted from different neurons or slices can be collected
in the same datamatrix so that they can be easly extracted and com-
pared. Indicating with n the number of cells or slices, with m the
variables extracted and with t the days in which the images were
obtained, the final structure of the datamatrix results as follows:
n×m× t
80
Development of NEMO
When the statistical analysis is performed using the three-way
PCA (described in the following subsection) it is necessary to reor-
ganize the database in order to obtain a suitable structure for this
kind of the analysis. After the reorganization the datamatrix has
the following structure:
(m · t)× n
2.2.6 Statistical analysis
The statistical analysis was performed by the three-way Principal
Component Analysis (PCA) multivariate technique [179] operating
on the datamatrix. Three-way PCA technique is a generalization
of PCA, a popular technique that is often used for the exploratory
analysis of a set of variables. While PCA analyzes data varying
in two dimensions, three-way PCA permits the analysis of sets of
variables associated with three-way data sets, the so-called modes:
the variables, the objects and the conditions (time intervals). This
technique is aimed at transforming data so as to summarize the asso-
ciated information in a small number of novel variables or principal
components able to express as much information as possible. Several
models and algorithms implement the three-way PCA methodology
[180]. In this work, the Tucker 3 model was adopted as described
by Leardi et al. [179]. Briefly, data are firstly pre-processed in order
to remove scaling and standardization offsets, then the number of
components can be chosen. To obtain principal components the co-
variance matrix of data is decomposed in a eigenvectors matrix and
a eigenvalues matrix. Eigenvectors are the columns of the rotational
matrix that is transposed and multiplied for the datamatrix. The
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multiplication result is the principal components matrix (mathemat-
ically it corresponds to performing a series of orthogonal rotations on
a cubic core array, G, expressing the correlations between the data
from the ”datamatrix” denoted by objects, variables and conditions
planes. The orthogonal rotations are iterated until a body-diagonal
common orientation is reached). The minimum number of compo-
nents is selected on the basis of an optimized data fitting and stability
and interpretability criteria such that data variance is maximized.
In fact, only a small number of principal components are chosen and
they constitutes the axes of the plots in which data are reported.
The final transformation is given by the following equation:
xijx ∼=
p=1∑
P
q=1∑
Q
r=1∑
R
aipbjqckrgpqr
where xijx are the elements of the original datamatrix, while aip,
bjq, ckr and gpqr are the elements of the matrices A, B, C and G. G
is the core efficiency describing the main relations in the data.
The component matrices A, B, and C describe how the particular
subjects, variables and conditions are related to their associated com-
ponents. The three data modes are plotted in three different graphs
whose axes represent the principal components. The meaning of the
principal components requires careful interpretation and analysis.
Typically after the PCA analysis, objects, variables and conditions
are represented in a two-axes plot and correlations between the two
axes and the parameters can be deduced by an analysis of the plots.
Each parameter has a specific coordinate according to the weight it
bears with respect to the axis. If the coordinate is near 0, then the
weight is small, if it is greater or less than 0, the weight is high.
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Figure 2.15: Photograph of an agarose gel after electrophoresis of
L7GFP mice DNA. A band at 360bp (base pairs) must appear.
2.3 Materials and methods
2.3.1 Development of the L7GFP mouse and of
EN2−/−/L7GFP hybrid
Among the genes contributing to the molecular identity of PCs is
Purkinje cell protein 2 (Pcp-2) [181]. This gene was identified via
the cDNA clones PCD5 [182] and L7 [183], [184] and is noteworthy
because Pcp-2 mRNA and the 99-amino-acid cytoplasmic protein it
encodes have been found only within cerebellar Purkinje and reti-
nal bipolar neurons [182], [183]. L7GFP mice have been developed
where expression of GFP in PCs is specifically driven by the Pcp-2
promoter . Fluorescence in PCs is retained for weeks in cultures
and thus these cells can be directly monitored in long term confocal
and/or fluorescence studies [185].
Homozygous L7GFP males were crossed with EN2−/− females and
hybrids were genotyped with standard PCR procedures after ex-
tracting genomic DNA from tails (Figure 2.15).
F1 mice from different litters were crossed to obtain founders
homozygous EN2−/−/L7GFP. Founders were crossed to establish a
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Figure 2.16: Photograph of an agarose gel after electrophoresis of
EN2/L7GFP mice DNA. Three different configuration of bands can ap-
pear according to the three different genotypes: EN2+/+, EN2+/− and
EN2−/− .
new hybrid line. Each animal subjected to subsequent analysis has
been genotyped (Figure 2.16).
2.3.2 Culture preparation
Unless stated, all the culture reagents were from Sigma (Sigma,
Italy) and materials from Falcon (Falcon, Italy). Purkinje cells were
prepared from P1 CD1 mice pups (wild-type, L7GFP or EN2/L7GFP)
and maintained according to previously described procedures [186],
[187]. Timed pregnant CD1 mice were purchased from Harlan, Italy.
P1 mice cerebella were dissected in Ca2+Mg2+ free phosphate buffered
saline (PBS) containing gentamicin (10 µg/mL ) and placed in a 15
mL plastic tube (Falcon 2096). The tube was centrifuged at 1000
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rpm, 4◦C for 1-3 min. After the supernatant was aspirated, fresh
PBS was poured into the tube. Tissue dissociation was realized
both enzymatically and mechanically. The enzymatic dissociation
was obtained by the addition of trypsin (0.1% w/v in PBS), main-
tained at 33◦C for 13-15 min, and, after two rinses in PBS, DNAse
(5 U/mL in PBS) was added. The mechanical dissociation was ob-
tained using a borosilicate-coated fire-polished Pasteur pipette, after
which the cell suspension was centrifuged at 1200 rpm, 4◦C for 5 min.
After removing the supernatant, cells were counted and the density
was adjusted to 5 × 106 cells/ml using the seeding medium consist-
ing of 100 mL of Dulbecco’s modified Eagle medium (DMEM)F-12
in a 1:1 mixture containing 10% fetal calf serum. A 100µL drop of
the medium containing the cells was placed on 15µg/mL polylysine-
coated culture plates (radius 360 mm). After 3 h incubation, 1 mL of
culture medium was added to each plate. Culture medium consisted
of DMEM/F-12 in a 1:1 mixture containing 20 µg/mL of transfer-
rin, 40 nmolof progesterone, 20 µg/mL of insulin, and 0.5 ng/mL of
tri-iodothyronine. Cells were maintained in a humidified cell culture
incubator (37◦C, 5% CO2). In the culture without glia, every 3 days,
half of the medium was replaced with a fresh one enriched with 100
µg/mL of bovine serum albumin (BSA) and 4 mmolof Ara-C (cy-
tosine arabinoside-Upjohn, USA), a glial proliferation inhibitor. In
the culture with glia, after 2 h of incubation with the medium with
serum, it was replaced with a serum-free medium without Ara-C.
Every 3 days, half of the medium was replaced with fresh medium.
Purkinje cells survived in culture for about 20 to 25 days.
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2.3.3 Organotypic slice preparation
Organotypic cultures were prepared from P7-10 mice (Reln/L7GFP).
Unless stated, all the culture reagents were from Sigma (Sigma,
Italy). After euthanasia the brain was quickly removed from the
skull and placed in 500 mL ice-cooled Geys (GIBCOTM , Invitro-
gen)solution supplemented with 4.8 mL glucose 50%, 0.05 g ascor-
bic acid and 0.1 g sodium pyruvate. The cerebellum is then iso-
lated under a stereomicroscope and immediately sectioned in 400 µm
parasagittal slices with a McIlwain (Brinkmann Instrument, west-
bury, NY, USA) tissue chopper. During the entire procedure tissues
stayed immersed in the cooled Geys solution. Groups of 3-5 slices
were plated onto Millicell-CM inserts Millipore (Millipore). Each
insert was placed inside a 35 mm Petri dish containing 1.1 mL of
culture medium, and incubated at 34◦C in 5% CO2 for up to 30 days
in-vitro (DIV). Culture medium is as follows: Eagle Basal Medium
50%, horse serum 25%, Hanks balanced salt solution 25%, glucose
0.5%, 200 mmol L-glutamine 0.5%, antibiotic/antimycotic solution.
2.3.4 Optical and fluorescence imaging
Cells were observed daily and photographed using a microscope
(Olympus PR54, Italy) with a X20 objective interfaced to a digi-
tal camera (Alkeria, Pisa) 2.17. The digital camera was connected
to a PC where a dedicated Software was installed. Using the in-
terface of the Software it was possible to see in real time what the
objective of the microscope was framing and to adjust the acquisi-
tion parameters in order to improve the quality of the images. In
order to observe the same area of the culture dish, a grid was posi-
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Figure 2.17: Optical microscope interfaced to a digital camera and a
PC.
tioned on the bottom of each well. The unit length of the grid was
100 µm. Images of neurons from wild-type mice were obtained using
the white light of the microscope while to photograph neurons from
GFP mice blue fluorescent light was used.
In the first phase of this work non fluorescent cells were analyzed.
A total of 25 cells in the presence of Ara-C and a total of ten cells
with glia were analyzed and a comparison between the two groups
of cells was performed. In the second phase fluorescent cultures and
organotypic slices were considered.
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Figure 2.18: a) Photograph of wild-type Purkinje neurons, b)Photograph
of GFP Purkinje neurons.
2.4 Testing and results
2.4.1 Pre-processing of GFP Purkinje neurons
images
The use of GFP is a great advantage from a pre-processing point
of view as it makes the process easier and faster. In an image of
wild-type cells the contrast is very low (Figure 2.18a) while in GFP
images the contrast between the neurons and the background is clear
(Figure 2.18b).
In order to evaluate the efficiency of the pre-processing algo-
rithms implemented in NEMO, a comparison was made using of
a combination of two freeware software largely used in biomedical
image processing: Mipav [188] and Image J [189]. Some images of
GFP Purkinje neurons from cultures and slices were analyzed with
the different methods in order to obtain the skeleton of the cell and
then the skeletons were overlapped with the original photograph of
the neurons.
Figure 2.19 show the results obtained applying the two methods to
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Figure 2.19: Skeletons of Purkinje neurons obtined with NEMO (pink)
and Mipav and Image J (cyan) and their overlap.
the preprocessing of some images of Purkinje neurons and the over-
lapping of the two skeletons. The figure shows how usually in both
cases the structure of the neuron is faithfully reproduced but in some
cases the application of NEMO gives better results in comparison to
the other software. Moreover there is a great improvement in the
processing time as the algorithms implemented in NEMO are au-
tomatic or semi-automatic and this is a great advantage when the
number of images to be processed is huge. Other advantages due
to the automation of the process are the decrease of computational
costs and of the burden on the user.
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2.4.2 Assessment and comparison of neural mor-
phology in neuron and neuronglia cultures
Purkinje cells with glia were imaged and analyzed at the mature
stage of their growth, about the 18th day. The presence of glial cells
within the cultures alter the development of dendrites and the direc-
tionality of cells to favor their connection with other neurons (Figure
2.20). The survival and the dendrogenesis of the Purkinje cells are
favored by supplying cell culture medium and by the presence of
other cells able to provide signals necessary for their growth.
Purkinje cells without glia were imaged starting from the first
day of dendritic development, generally the 7th-12th day (Figure
2.20). During the growth period, observed three major changes were
observed:
• Increase of size and dimensions;
• Development of dendrites;
• Orientation of the cells in a specific direction.
During the last few days of culture, a decrease in the cell size
and in the number of dendrites was observed, indicative of suffering
and cell initiation of death. After the image preprocessing to ob-
tain the cell skeleton (Figure 2.20c), all the images obtained were
submitted to the GUI. In the GUI morphological data analysis, the
linear, semilog, and loglog methods of the Sholl techniques were im-
plemented . Two coordinate of systems were considered: one with a
constant number of circles and the other with a constant intercircle
distance. The results obtained with the two systems were similar, the
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Figure 2.20: a)Purkinje cell cultured in the presence of glia. c) Growth
of a Purkinje cell cultured in the absence of glia. b),d) Skeletons of Purk-
inje cells.
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constant number of circles was used for its graphical simplicity. Fig-
ure 2.21b,d shows that the variation of number of intersections with
radius for the cells in the presence of glia has a peak near the soma
of the cell (Figure 2.21). The distribution of the value of number
of intersections can be approximated to a Poisson distribution. The
number of intersection versus radius for the cells without glia follows
a unimodal distribution, i.e., low near the soma, high in the middle,
and low far from the soma as shown in Figure 2.21a. In both cases,
the number of intersections/area decreases logarithmically with the
distance from the soma (Figure 2.21).
The semi-log and log-log methods are reported in Figure 2.22.
The results obtained for the cells with glia are not general; in fact,
for some cells the semi-log method is better (Figure 2.22a) while for
some other cells, the log-log fits the data better (Figure 2.22c). In
agreement with this result, for some cells, ∆ is higher than 1, and
for some others is lower, although ∆ remains close to 1 in both cases
(Figure 2.22e). For all the cells without glia, the semi-log method
(Figure 2.22b) approximates a straight line while the regression error
is worse in the log-log method (Figure 2.22d) indicating the former
one as the most suitable for modeling dendritic organization in the
cells. This is also confirmed in Figure 2.22f, where the determina-
tion ratio ∆ for all the cells is higher than 1. The values of ∆ are
consistently higher than the values obtained for the cells with glia
(Figure 2.22e,f).
The dynamic behavior of the cells without glia was assessed by
plotting the number of intersections and the maximum number of
intersections versus time. Figure 2.23a shows a typical plot of inter-
sections versus time for a sample cell. For all cells, peaks coinciding
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Figure 2.21: a) Interpolation of the number of intersections as a func-
tion of radius (given in units of pixels) and logarithmic fit of the number
of intersections per circle area as a function of radius for a typical cell
cultured in the presence of glia. b) Unimodal distribution of the number
of intersections as a function of radius and logarithmic fit of the number
of intersections per circle area as a function of radius for a typical cell
cultured in the absence of glia.
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Figure 2.22: a) Sem-log method for a cell in the presence of glia. b)
Sem-log method for a cell in the absence of glia. c) Log-log method for a
cell in the presence of glia. d) Log-log method for a cell in the absence of
glia. e) Value of ∆ for all the cells cultured in the presence of glia. f)
Value of ∆ for all the cells cultured in the absence of glia. The radius r
is given in units of pixels.
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with the days after the culture medium was changed were observed
(days 11, 13, 16, and 18). This indicates that the cells reacted to
nutrient supply by developing new dendrites.
and can be seen clearly in the plot of the maximum number of in-
tersections versus time (Figure 2.23b). Toward the end of culture
period, the cells began to suffer and did not react to the nutrient
supply, as shown by the low rate of dendrite growth (Figure 2.23a)
and the downward trend of (Figure 2.23b).
Figure 2.24a,b shows the cell vectors of minimum length and
angles, respectively, for a typical cell in the presence of glia. The
plot of the minimum length vectors is quite linear (Figure 2.24a)
while the plot of angles has a high number of peaks (Figure 2.24b).
This means that the axis is tortuous but with a regular structure.
On the other hand, the analysis of the evolution of the principal axis
during the development of cells without glia shows that on the first
few days, the minimum length vectors do not change in magnitude
(Figure 2.24c), while the angles are small and maintain a narrow
range (Figure 2.24d). This implies that the principal axis starts
developing perpendicular to the cell soma. During active cell growth
(days 15-20), there is an increased number of peaks in both plots
(Figure 2.24c,d) and as time goes on and the cell begins to die, the
behavior is once again linear and the range of angles is small.
In the cells of the culture with glia, the principal axis always
corresponds to the radial extension. The mean radial extension of
these cells is 92 µm (Figure 2.25a) In cells without glia, the prin-
cipal axis is not always the longest dendrite. Figure 2.25b shows
that the mean minimum pathway varies logarithmically with time.
The minimum value is around 40 µm, while the maximum 90 µm
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Figure 2.23: a) Number of intersections for all the circles as a function
of time for a typical cell cultured in the absence of glia. b) Maximum
number of intersections as a function of time for all the cells.
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Figure 2.24: a) Vectors of minimum length as a function of circles for
a typical cell cultured in the presence of glia. b) Angles between vectors of
minimum length as a function of circles for a typical cell cultured in the
presence of glia. c) Vectors of minimum length as a function of circles
on three different days of growth for a typical cell cultured in the absence
of glia. d) Angles between vectors of minimum length as a function of
circles in three different days of growth for a typical cell cultured in the
absence of glia.
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and the principal axis grows at 4.5 µm per day. In agreement with
the dynamic cellular growth theory [190], the mean radial extension
for all the cells shows a logarithmic increase as reported in (Figure
2.25c) The minimum extension is around 45 µm and the maximum
extension around 100 µm, so the cells grow at an average of 4.5 µm
per day. Both groups of cells, with and without glia, have similar
mean values of radial extension.
A plot of the cone angle for all the cells with glia, shown in
Figure 2.26a, shows that these cells are very oriented. The cone
angle is always narrow and is about 50 µm. The dynamic analysis
of cells without glia shows that, for many cells, the angle subtended
decreased to about 100− 150 ◦, indicating a preferential direction of
extension, although they are less oriented than cells with glia (Figure
2.26c). Moreover, a few cells maintain an isotropic radial extension
throughout the culture period, since the cone angle is always 360 ◦
throughout the culture period (Figure 2.26c).
The soma size of the cells cultured with glia is quite small (Fig-
ure 2.26b). The variation in soma size fell into two main categories
(Figure 2.26d). Cells with isotropic extension increased their soma
area, while the soma of cells with a preferential direction of exten-
sion increased during the first few days of culture and then suddenly
decreased. This is probably because the cells extended along a par-
ticular direction, and the soma becomes thinner in comparison with
the cells having isotropic extension, in which somas maintain a more
rounded shape. It can be noticed that the soma size of cells with glia
was similar to that obtained for the group of cells cultured in Ara-C
with a preferential direction of extension. This is a confirmation of
the fact that cells with glia are very oriented.
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Figure 2.25: a) Radial extension (given in units of pixels) for all the
cells cultured in the presence of glia and mean value (dashed line). b)
Mean minimum pathway as a function of time and logarithmic fit. c)
Mean radial extension as a function of time and logarithmic fit.
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Figure 2.26: a) Cone angle for all the cells cultured in the presence of
glia and mean value (dashed line). b) Soma size for all the cells cultured
in the presence of glia and mean value (dashed line). c) Cone angle as
a function of time for an isotropic cell and for a directional one, both
cultured in the absence of glia. d) Soma size as a function of time for
an isotropic cell and for a directional one, both cultured in the absence of
glia
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For the fractal analysis, both the box-counting and the box-counting-
slope method were applied, comparing our results with ones ob-
tained with a space-filling 2D image of the same dimensions (Figure
2.27a,c). The n(r) versus r plot for Purkinje cells in both groups
follows a power law. The discrepancy between the two curves indi-
cates that the structures are not completely space-filling. Plotting
the local slope of the curve versus r, confirmed the presence of fractal
properties in a particular range of r was confirmed and the fractal
dimension was evaluated in this range. The range of r in which the
slope of curve is constant is smaller for cells in presence of glia (Fig-
ure 2.27b,d).
The fractal dimension of both cells with and without glia is about
1.97 (Figure 2.27e,f). This value is very close to 2; our results in-
dicate that Purkinje cells are neither fractal nor pure space-filling
objects but fall somewhere in between. The fractal properties of bi-
ological systems and, in particular, of neurons are widely debated
particularly because most measurements of fractal dimension cover
only relatively few decades of radii, so that some authors have sug-
gested that most biological patterns are not fractals but space-filling
objects [191] while others demonstrates that they are fractal [192].
In order to analyze the evolution of fractality over time, the mean
fractal dimension versus time was plotted (Figure 2.27f). The figure
shows that the fractal dimension is almost constant, indicating how
cells grow regularly while maintaining the initial fractal dimension.
Table 2.2 summarizes the differences found between the two cell
populations.
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Figure 2.27: a) Cone angle for all the cells cultured in the presence of
glia and mean value (dashed line). b) Soma size for all the cells cultured
in the presence of glia and mean value (dashed line). c) Cone angle as
a function of time for an isotropic cell and for a directional one, both
cultured in the absence of glia. d) Soma size as a function of time for
an isotropic cell and for a directional one, both cultured in the absence of
glia
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Figure 2.28: Organotypic slice from a L7GFP mouse.
2.4.3 Counting of neurons in organotypic slices
Photographs of organotypic slices were submitted to the counting
algorithm to evaluate the ability of this algorithm to estimate pre-
cisely the number of neurons in the image. Thanks to the fact that
Purkinje cells expose GFP and so the contrast with the background
is high, the counting procedure is quite easy. Figure 2.28 shows an
example of organotypic slice used to test the counting algorithm.
Photographs of slices from different cultures have been selected
and the number of Pukinje cells within each image was calculated
both automatically and manually. A histogram was then realized
to compare the results obtained with the two methods. Figure 2.29
shows the results obtained for some comparisons for different slices.
Histogram analysis shows that the percentage mean error is 5%:
this meens that the algorithm implemented for automatic count is
effective. It is important to notice that Purkinje cells in the cerebel-
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Figure 2.29: Histogram in which results obtained with manual and au-
tomatic count are compared.
lar cortex slices are located in different layers so that is impossible
to focus all of them in the same time. This is means that the cells
counted are only those in the higher layer. A possible solution could
be to photograph the same area of the cerebellum adjusting different
layers and counting neurons for the different layers.
2.4.4 Assessment and comparison of morphol-
ogy in cultures extracted from L7GFP wild-
type and L7GFP/EN2+/- mice.
The comparison of Purkinje cells extracted for L7GFP wild-type
mice and L7GFP/EN2+/- was realized on cultures fixed at differ-
ent cell division (8, 10, 14 and 15 div for wild-type; 10 and 15 div
for EN2+/-). All the cells considered in this analysis were cultured
without glia.
First the analysis of the different variables extracted for all the cells
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at the different times of fixation was executed, then the analysis of
the evolution of the variables in time was realized. In the second
kind of analysis the mean values of all the cells analyzed for the two
different types of mice were considered.
The analysis of intersections showed that the trend of intersections
vs. radius is Gaussian only in wild-type mice, with a peak corre-
sponding to intermediate values of the radius. In En2+/- the peak
of intersections is instead more shift towards lower values of the ra-
dius.
The plot of log-log and semi-log methods revealed that both in wild-
type and En2+/- the log-log is more appropriate as approximates
better the values of intersections. This result was confirmed by the
value of delta that is in both cases less than 1 for the great part of
cells although the difference between the number of cells for which
delta is less than 1 and greater than 1 in the case of En2+/- is less
significant.
The observation of the plots of mean vector lengths on the princi-
pal axis and of angles between these vectors revealed that plots of
En2+/- cells have very smaller peaks with respect to wild-type cells.
The plot of the values of fractal dimension for all the cells of the
two cultured showed that although in both cases values are included
in an interval from 1.4 to 1.7, the mean value of the cells extracted
form En2+/- is lower than the mean value of the cells extracted from
wild-type mice (1.45 vs. 1.55).
Table 2.3 summarizes the significant differences found between the
two cell populations at the single time points analysis.
As regards the temporal analysis it was possible to notice that
the maximum number of intersection, the extension and the length
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of the principal axis increase from the 8th to the 15th day of divi-
sion in the case of wild-type mice while the values decrease from the
10th to the 15th day in EN2+/-. Moreover values reached by the
cells form wild-type mice are higher with respect to the cells from
En2+/-: the maximum radial extension is 127 µm in wild-type and
73 µm in En2+/-, while the maximum principal axis length is 150
µm and 89 µm for En2+/-.
The soma area value has a different trend in the two cultures; in
fact while in wild-type cells it increases up to the 10th day and then
decreases, in cells from En2+/- the value keeps constant. Moreover
the size is smaller in En2+/- being 69 µm2 in comparison to 116
µm2 of wild-type cells.
Finally the fractal dimension remains constant in both cases al-
though in En2+/- the value is lower.
Table 2.4 summarizes the significant differences found in the evolu-
tion in time of the mean values of the two cell populations.
2.5 Discussion and conclusions
It is well known that even at the microstructural level, neuronal
morphology is important for higher level brain function [193], [194].
Therefore morphological features such as neuron shape, size, branch-
ing and asymmetry can elucidate the functional role of different neu-
rons. Moreover, morphometric analyses are relevant for the study
of alterations in the dendritic/axonal field of neurons or neuronal
morphological correlates of diseases [195].
Classically neuron morphology is investigated using stained and fixed
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dissociated cultures or slices [148]. Most investigators now use flu-
orescent confocal microscopy, and several reports describe neural
growth dynamics using fluorophores such as tracker dyes or calcium
sensitive dyes [152], [151], [31]. In several instances these dyes can
be phototoxic over long periods [196], or may require repeated probe
injections.
Genetically encoded probes are now becoming commonplace, and
are an extremely useful tool for analyzing neural cell morphology,
although most efforts are dedicated towards cell signaling particu-
larly at the synaptic level [197].
More recent reports use techniques such as 2-photon or confocal
microscopy on organotypic slices, which enable short term (10 min)
recordings of calcium dynamics through the use of Ca2+ specific dyes
or very high magnification static analysis of dendritic spine distri-
bution [198]. At the most the dynamic studies are of the order of a
few hours [199].
PC morphology in cerebellar slices has been described in detail in
classical reports such as [200], [201]. More recent reports use soft-
ware tools, for example Bosman et al. [202] obtained information on
global features, dendritic structure and statistical properties of PCs
in fixed slices using different programs: a custom written Labview
Vis software for the measure of somatodendritic area, Neuron- Mor-
pho for dendritic reconstruction, a custom-written software for Sholl
analysis and the PAST software for cluster analysis.
The only investigation which uses long-term analysis of living cells
is based on a GAD67-GFP mouse in which PCs were studied over
a period of 25 days, and 4 time points and is performed by Tanaka
et al. [203]. The authors quantified dendritic length, density and
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branching using a manual technique.
In the present study a non-invasive method for the analysis of
dissociated cultures was developed. In order to follow the evolution
in-vitro: the position of each cell was labeled using a grid and the
evolution of its dendritic tree was recorded using time-lapse optical
microscopy. It should be noted that cells in-vivo are organized into
a three-dimensional architecture while the morphometric analysis
presented here has been conducted in two-dimensional cultures and
slices. However, Purkinje neurons are essentially two-dimensional
cells, so the basic topology of the cells is conserved in in-vitro disso-
ciated cultures.
The cells were photographed at different times of the growth and
analyzed using automated feature extraction and statistical mod-
els. An important aspect of this study is in fact the automation of
the method through the software NEMO. NEMO consists of a set
of computation algorithms in Matlab implemented in a GUI frame-
work, in which it is easy to access the data and have a global view
of the results. These algorithms permit the extraction and classifi-
cation of metrical variables which characterize cell morphology.
Using NEMO photograph of single cells or of organotypic slices can
be pre-processed in order to obtain a suitable image for the follow-
ing analysis. Multiple images representing the skeleton of a single
cell can be opened automatically for the extraction of the metrical
features of interest. Dedicated algorithms were then implemented in
order to extract relevant features, such as morphometric variables,
fractal dimension, and directionality, from the acquired images of
the cultures. Sholl and fractal analyses were performed to unravel
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correlations between morphometric variables and allow classification
of cells according to their morphology.
Topological features as well as the number of neurons present in the
image, can be obtained from organotypic slice.
All the data are collected in a single file and statistical analysis is
performed.
Commercial software for morphometric analysis of neurons such
as NEUROLUCIDA (MBF Bioscience) or IPLab (BD IPLab) are
available and used successfully by several investigators [204], [205].
Although these software are able to extract some of the morpholog-
ical parameters of interest, many routine operations require signifi-
cant manual intervention and interpretation, such as the tracing of
each branch with a pencil tool or mouse. The principal disadvan-
tages of NEUROLUCIDA and other commercial software tool are
the considerable costs and the impossibility of customizing the soft-
ware for ones own purpose. Some freeware such as Neuron-Morpho
[206], provide a possible alternative to these commercial packages.
An important novel aspect of NEMO in comparison for example
with Neuron-Morpho or NEUROLUCIDA, is the organization of the
analysis algorithms and of the results. In both Neuron-Morpho and
NEUROLUCIDA, images need to be opened one at a time, traced,
and then data are collected and saved for single images. When deal-
ing with multiple images of the same cell tracked over time, the
procedure takes a considerable amount of effort. On the other hand,
NEMO allows all the morphological features of interest and their
variation in time to be obtained in a single operation. NEMO offers
two possibilities: the user can select a specific function and obtain
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the associated measurement or parameter for a single cell at a spe-
cific time, or can start a global flow of operations to obtain all the
parameters for the cell at different times. This second option is very
useful because all the information relative to a single cell is saved in
a single matrix (the datamatrix) from which selected parameters can
be plotted. The concatenation of matrices from different cells then
allows graphical analyses and comparisons between different groups
and parameters. Finally, as far as data analysis is concerned, most
studies and software based methods which describe neuron morpho-
metrics use very simple statistical tests such as the t- or f-tests. The
analyses method described here is based on the use of the three-way
PCA [179], [180] in which multivariate data are represented in three
dimensions. This kind of analysis has already been used for sta-
tistical investigations on other biological systems [207], [208], [209]
but has not been used specifically for the classification of cells. The
three-way PCA was used to unravel correlations between significant
morphometric variables in PCs and for the classification of cells ac-
cording to their morphology [37].
In this study primary Purkinje cells derived from the cerebellum
of P1 mice, cultured in-vitro and organotypic slices of the cerebellum
of P7 mice, were analyzed using the tools developed within NEMO.
Non-fluorescent cells and cells from L7GFP mice were considered.
Moreover wild-type Purkinje cells dissociated from the cerebellum
of P1 mice in-vitro in the absence and presence of glia were ana-
lyzed. Finally the L7GFP/En2 hybrid was developed as a new ASD
model to study microscopic alterations in cerebellar neurons. Purk-
inje cells were extracted from L7GFP/En2+/- and compared with
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wild-type mice.
The use of GFP allowed an easy recognition of PCs and increased
the image contrast so that image pre-processing was faster. The
pre-processing algorithms were quite fast and semi-automatic and
allowed a precise reconstruction of the cell skeleton.
Morphological and statistical analysis on PCs extracted from L7GFP
wild-type mice is not reported in this work as it confirmed the results
obtained from the analysis on not-marked Purkinje cells [37].
Moreover in this study, a quantitative microstructural analysis of
branching organization of Purkinje cells isolated from mice in the
absence and in the presence of glia was performed. A time dependent
analysis was made on cells cultured in a medium without glial cells
and then the results of this analysis were compared to that obtained
analyzing cells cultured in the presence of glia at their maturation
stage. The evaluation of the quantitative changes of Purkinje cell
morphology due to their interaction with astrocytes can be useful to
understand in what way alterations or the absence of glia can affect
Purkinje cell functionality.
The glia has recently come into the limelight for its role in regulating
and coordinating synaptic transmission. That astrocytes and glial
cells, in general, are involved in regeneration or rather the failure
of neurons to generate following injury is well established. Further-
more, several publications show that glial contact provides guidance
to axonal and dendritic growth both in-vivo and in-vitro [210]. This
interaction is two-way, since glial development is also influenced by
the axonal microenvironment [211].
Despite the great interest in glialneuronal communication, there is
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surprisingly little quantitative information on the structural and
morphological interactions between the two. This work therefore
represents a important step in the establishment of a systematic
and automated method for assessing quantitative differences in neu-
ron morphology in a variety of experimental conditions. Using this
method, the role of the glia and the way in which its composition,
density, and characterization modulate neuronal morphology can be
easily identified and quantified.
The method developed in this work was used to analyze primary
Purkinje cells dissociated from the cerebellum of P1 mice in-vitro in
the absence and presence of glia, respectively, in order to quantify
morphological differences between the two cultures. Furthermore,
the morphological evolution of a Purkinje cell culture in the absence
of glia was studied over a period of 23 days using the optical mi-
croscopy.
As is evident from table 2.2, as well as the results, there is a clear
distinction between the two cultures. In the presence of glia, the
Purkinje cells are more oriented, and smaller dendritic branching is
concentrated close to the soma and close to the principal axis. In
this sense, the glia provide the Purkinje cells with a framework which
maintains compactness and orientation, as well as a greater level of
structural organization and consequently a less random branching.
On the other hand, cells cultured with Ara-C are larger and have a
more casual organization: for example, some are oriented and others
have an isotropic structure. In fact, the most interesting structural
difference due to the presence of glia was the increase of direction-
ality of the cells. The cone angle was very narrow and the soma
was small and oriented in the direction of cellular extension. This
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increase in directionality was probably due to the chemical stimuli
secreted by the glial cells that orient the cells in order to favor the
formation of synapses with other cells.
Successively NEMO was applied to the extraction and compari-
son of morphological features extracted from L7GFP wild-type mice
and L7GFP/En2+/- in order to evaluate possible morphological ab-
normalities in animal models of ASDs. Although the En2-/- is the
most studied and has stronger behavioral deficits, also the En2+/-
was found to be an animal model of ASDs. In this first study the
En2+/- was selected in order to see if at a microscopic level mor-
phological abnormalities in the structure of neurons are present also
in this animal.
As tables 2.3 and 2.4, as well as the results, show, there is a clear
distinction between the two cultures. The first evidence is that cells
from En2 survive in culture less than wild-type mice and start to
suffer earlier. It was possible to notice in fact that while cells from
wild-type mice continue their growth at the 15th day of culture, as
indicated by the increase in parameters like the maximum number
of intersections, the radial extension and the length of the principal
axis, cells from En2+/- start to suffer after the 10th day of cultures,
the same parameters in fact start decreasing. This premature death
in culture may reflect the reduced number of Purkinje cells that was
found in postmortem studies.
Another observation was that the dimensions of the cells from En2+/-
are reduced with respect to cells extracted from wild-type mice. This
can be inferred by the fact that the maximum value of radial exten-
sion, length of the principal axis and soma reached lower values in
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En2+/-.
There is a reduction also in the arborization of the dendritic tree as
shown by the reduced number of intersections and maximum num-
ber of intersections in En2+/- with respect to wild-type. More-
over the principal axis is less tortuous in fact the plot of the min-
imum length vectors and of the angles between these vectors have
very small peaks. The reduced complexity of the dendritic tree is
also demonstrated by the fact that the fractal dimension is lower in
En2+/- with respect to wild-type mice.
Finally while cells from wild-type increase their directionality dur-
ing the days of culture as shown by the decrease of the soma area
and the cone angle, in cells from En2+/- there is not this trend but
the values remain constant. This could be explained with a reduced
presence of chemical stimuli secreted by other cells in the culture
medium of cells extracted from En2+/- maybe because cells are re-
duced in number.
The method implemented in this work is shown to be highly efficient
for the classification and analysis of cells and cell variables pertain-
ing to neural morphology and to their evolution in time.
The comparison between Purkinje cells extracted from wild-type
mice and from En2+/-, confirms some of the results found in litera-
ture in postmortem studies, such as the reduced dimensions and ar-
borization of En2 cells, although with the present analysis is possible
to quantify these differences and to follow the evolution of abnormal-
ities during the growth of the cells, at an early stage of development.
Algorithms for the analysis of organotypic slices were also devel-
oped and tested.
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As regards the neuron count, the result obtained with the algorithm
was similar to that obtained with manual count. As the automatic
method is faster than the manual count, it should be preferred.
Counting of neurons in a slice in the several days of culture is very
important in a study on ASDs because, as reported in section 1.4.3.1,
the number of PCs is reduced in cerebellum of ASDs. A dynamic
study of the number of neurons allows to understand at which point
of the neuronal evolution the loss of cells occurred.
The topological features extraction algorithms were tested on organ-
otypic slices of Reeler/L7GFP mice. Results obtained from this anal-
ysis are not reported in this work as the number of samples was con-
sistently low and is not possible to extract general characteristics.
Anyway the analysis showed that the algorithms were efficient in
extracting dynamic topological features. These algorithms could be
useful to quantitatively characterize PC migration and observe how
is defective in ASDs.
The originality of this study lies in the analysis technique which
allows automatic processing of a large amount of quantitative infor-
mation on cell morphology and slice topology. The tools, methods
and associated software developed provide a starting point to in-
sights on the influence of the different genes in abnormal early brain
development in ASDs. It will also enable early diagnosis, and lead
to the design of new strategies for circuitry remodeling before estab-
lishment of permanent networks.
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Diffusion Tensor Imaging
methodologies (DTI) and
applications to Autism Spectrum
Disorders (ASDs)
3.1 Background on Diffusion Tensor Imag-
ing
The success of diffusion MRI lies in the fact that during their ran-
dom, diffusion driven displacements molecules probe tissue structure
at a microscopic scale well beyond the usual image resolution. This
is an exquisite example of a multiscale integrated process by which
fluctuations in molecular random motion at microscopic scale can
be inferred from observations at a much larger scale using statisti-
cal physical models, although the individual molecular structure and
pathway is completely ignored.
Diffusion MRI is the only method that presently allows measurement
of white matter fiber orientation in the human brain in-vivo. The
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white matter fiber tracts are actually large bundles of axons that in-
terconnect the gray matter processing areas both within and across
hemispheres (the brain consists of two main parts: the white matter,
containing axons that transmit information; and the gray matter,
containing cell bodies of neurons that integrate information). DTI
is different from standard structural MR imaging which measures
quantities related to tissue composition (the T1 and T2 relaxation
times depend on water and fat content). In diffusion MRI, the quan-
tity measured also relates to the three-dimensional organization of
the tissue. Consequently, it is not always possible to transfer image
visualization or analysis methods directly from standard structural
imaging to diffusion imaging.
All diffusion-tensor magnetic resonance imaging (DTI) studies of
nerve, spinal cord white matter and brain white matter rely on the
underlying phenomenon that water diffusion is highly anisotropic in
these tissues of the nervous system. A basic understanding of the
influence of various structural components on anisotropic water dif-
fusion is a prerequisite for interpreting alterations in diffusion and
anisotropy as a result of various disease processes or abnormal de-
velopment.
Diffusion is a physical process that involves the translational move-
ment of molecules via thermally driven random motions called Brow-
nian motion. At a macroscopic scale, this phenomenon yields a dif-
fusion process. In an isotropic medium, the diffusion coefficient D
was related by Einstein [212] to the root mean square (RMS) of the
diffusion distance as:
RMS =
√
2Dtdif (3.1)
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As the diffusion coefficient of water in brain tissue at body tem-
perature is about 1×10−3 mm2 s−1, the Einstein diffusion equation
indicates that about two thirds of diffusion-driven molecular dis-
placements are within a range not exceeding 10 µm during diffusion
times currently used with MRI (around 50 ms), well beyond typ-
ical image resolution. Indeed, water molecules move in the brain
while interacting with many tissue components, such as cell mem-
branes, fibers or macromolecules, etc, and the indirect observation of
these displacements embedded into the diffusion coefficient provides
valuable information on the microscopic obstacles encountered by
diffusing molecules, and in turn, on the structure and the geometric
organization of cells in tissues, such as cell size or cell orientation in
space.
However, the overall signal observed in a ”diffusion” MRI image
volume element (voxel), at a millimetric resolution, results from the
integration, on a statistical basis, of all the microscopic displacement
distributions of the water molecules present in this voxel, and some
modeling is necessary to make inferences between those two scales.
The scalar constant D, known as the diffusion coefficient, measures
the molecule’s mobility. In the isotropic case, it depends on the
molecule type and the medium properties but not on the direction.
The macroscopic process of diffusion can also be described by Fick’s
first law, derived by Adolf Fick in 1855 [213]. It relates the concen-
tration difference of the diffusion substance C to a flux. The flux, J,
is proportional to the gradient of the concentration, ∇C. The pro-
portionality constant D is the diffusion coefficient and the governing
equation is given by:
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J = −D∇C (3.2)
The general diffusion displacement probability density function
(PDF), is written as P(R, t). It represents the probability that a
water molecule located at r0 will have moved by amount R = r -
r0 in time τ . In the diffusion tensor model, if we take the Taylors
expansion of P about R and τ and ignore the higher order terms, we
can use Einsteins relation of Eq. 3.1 to obtain:
∂P (R, t)
∂t
= D∇2P (R, τ) (3.3)
The solution to Eq. 3.3 is P, the Gaussian diffusion PDF of water
molecules:
P (R, t) =
1√
4Dpit
exp
(
− R
2
4Dt
)
(3.4)
If we use Fick’s law and the law of conservation of mass, ∂C/∂t =
−∇ · J , we get:
∂C
∂t
= D∇2C (3.5)
which is the same as Eq. 3.3 with the diffusion PDF P replaced
by the concentration of the medium C. Both the Einstein’s Eq. 3.3
and Ficks Eq. 3.5 describe the classical diffusion equation. In the
case D is the identity matrix (isotropic medium), it is called the heat
equation and in the anisotropic case, it is called the geometric heat
equation.
Isotropic diffusion occures when in the means the diffusion has not a
privileged direction of movement. In fibrous tissues, including white
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Figure 3.1: Isotropic and anisotropic diffusion. Molecules with equal
diffusion in all directions experience isotropic diffusion. Molecules that
prefer diffusion in one direction to others experience anisotropic diffusion
[18].
matter, the diffusion is not the same in all directions so it is called
anisotropic [214] (Figure 3.1). The measured macroscopic anisotropy
is due to microscopic tissue heterogeneity [215]. In the white mat-
ter of the brain, diffusion anisotropy is primarily caused by cellular
membranes, with some contribution from myelination and the pack-
ing of the axons [18], [216]. The myelin sheath around the axons, the
axonal membrane, and the neurofibrils are all longitudinally oriented
microstructures that are barriers to diffusion and reduce diffusion in
the perpendicular direction with respect to parallel diffusion. DTI
takes advantage of this directional dependence on diffusion and can
map the orientation in space of white matter tracts assuming the di-
rection of the fastest water diffusion indicates the overall orientation
of the fibers [215], [217].
In the original diffusion MRI method, diffusion is fully described
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using the diffusion coefficient, D [218]. Note that the diffusion coef-
ficient measured in diffusion MRI is not the true diffusion coefficient
of water unless the imaging object is pure water. The diffusion is re-
stricted by the structure of the tissue and this is normally called the
apparent diffusion coefficient (ADC). In the presence of anisotropy,
diffusion cannot be characterized by a scalar coefficient, but requires
a tensor matrix, D, to describe fully molecular mobility along each
direction as well as the correlations between directions [219].
The tensor is a 3×3 covariance symmetric matrix with six degrees
of freedom, such that a minimum of six diffusion-encoded measure-
ments is required to accurately describe the tensor. The diffusion
tensor is obtained from diffusion-weighted measurements in at least
six non-collinear directions. Using more than six directions will im-
prove the accuracy of the tensor measurement for any orientation
[220], [221]. The tensor can be written in matrix form as:
D =

Dxx Dxy Dxz
Dyx Dyy Dyz
Dzx Dzy Dzz
 (3.6)
Diagonalizing the matrix, the diffusion tensor can be written in
this form:
D = ET

λ1 0 0
0 λ2 0
0 0 λ3
E (3.7)
where E is a matrix of the eigenvectors describing the major, medium
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Figure 3.2: Diffusion tensor ellipsoid characterized by the eigenvectors
(λ1,λ2,λ3), and eigenvalues (1,2,3).
and minor principle axes of the ellipsoid (Figure 3.2) fitted to the
data, and λi are the eigenvalues for each eigenvector, which represent
the diffusivity along each axis.
The Stejskal-Tanner imaging sequence [19] is used to measure the
diffusion of water molecules in a given direction gi, i = 1, ...,N. This
pulse sequence is illustrated in Figure 3.3. This sequence uses two
gradient pulses g(t) in the direction g, of duration time δ, to control
the diffusion-weighting. They are placed before and after a 180 ◦
refocusing pulse. More specifically, a first 90 ◦ RF is applied to flip
the magnetization in the transverse plane. The first gradient pulse
causes a phase shift of the spins whose position are now a function of
time. Spin position is in fact assumed to stay constant during time
δ. Finally, the 180 ◦ pulse combined with the second gradient pulse
induces another phase shift. It is applied after a time ∆ separating
the two gradient pulses. This pulse cancels the first phase shift
only for static spins. On the other hand, spins under Brownian
motion during the time period ∆ separating the two pulses undergo
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Figure 3.3: Schematic Stejskal-Tanner imaging PGSE sequence [19].
different phase shifts by the two gradient pulses, resulting in a T2
signal attenuation.
By assuming the pulses to be infinitely narrow (narrow pulse
approximation), i.e. if the gradient pulse duration δ is short enough
for the diffusion of the water molecule to be negligible during that
time, [19] showed that the signal attenuation is expressed as the 3-
dimensional (3D) Fourier transform F of the ensemble average of the
diffusion PDF or diffusion propagator of water molecules introduced
earlier.
S(q, τ)
S0
=
∫
<3
P (r|r0, τ)exp(−2piiqT<)dr = F [P (r|r0, τ)] (3.8)
where the value of q is given by q = γδG/2pi with γ the nuclear
gyromagnetic ratio for water protons, G the applied diffusion gradi-
ent vector, S0 is the baseline image acquired without any diffusion
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gradients (also called b0 image) and P (r|r0, τ) is the diffusion PDF
or diffusion propagator of water molecules introduced earlier. This P
is ultimately the function we are looking to reconstruct in diffusion
MRI. Intuitively, one has to sample the diffusion PDF along many
q vectors to be able to reconstruct the diffusion PDF. The space
of all possible 3D q vectors is called q-space. Under a Gaussian
assumption, the signal attenuation can be expressed as:
S = S0e
−bD (3.9)
where D is the apparent diffusion coefficient, and b is the diffusion-
weighting described by the properties of the pulse pair:
b = γ2G2δ2(∆− δ
3
). (3.10)
DTI approximates the diffusion PDF by a 3-variate normal dis-
tribution with zero mean. Hence, D can be viewed as the covariance
matrix describing the Brownian motion of water molecules at each
imaging voxel.
Since D is symmetric, it has six unknown coefficients that we need
to estimate. Therefore, DTI needs at least six DW images and one
unweighted diffusion image (b = 0 s/mm2) to solve the system of
equations. With a 1.5 T scanner typically the b-value of 1000 s/mm2
is used with 7 to 60 or more gradient directions.
DT is a rich mathematical tool with interesting properties that one
can exploit for diffusion MRI visualization and analysis.
The DT is systematically decomposed into its three eigenvalues λ1,
λ2, λ3 where λ1 < λ2 < λ3 and corresponding eigenvectors e1, e2, e3.
The diffusivity along the principal axis, λ1 is also called the longitu-
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dinal diffusivity or the axial diffusivity or even the parallel diffusivity.
The diffusivities in the two minor axes are often averaged to produce
a measure of radial diffusivity λ2 + λ3/2. This quantity is an assess-
ment of the degree of restriction due to membranes and other effects
and proves to be a sensitive measure of degenerative pathology in
some neurological conditions. It can also be called the perpendicular
diffusivity.
Several invariant scalar indices made of combinations of the eigenval-
ues are used to characterize diffusion anisotropy. A scalar invariant
is a function of the tensor that outputs a scalar which is the same
regardless of the coordinate frame of the tensor. It is invariant to
rotation of the tissue in the MRI magnet because it can be expressed
as a function of the eigenvalues of the tensor, which are invariant to
rotation. The most widely used invariant measure of anisotropy is
fractional anisotropy (FA) [217]:
FA =
√√√√(3
2
)
(λ1 − λ¯)2 + (λ2 − λ¯)2 + (λ3 − λ¯)2
λ21 + λ
2
2 + λ
2
3
(3.11)
FA is a scalar value that ranges between 0 and 1. Increasing
FA values indicate a higher tensor ellipsoid anisotropy. FA, with
no other information, is a highly sensitive but fairly non-specific
biomarker of neuropathology and microstructural architecture. This
combination produces challenges to the interpretation of DTI mea-
surements for both diagnostic and therapeutic applications. How-
ever, most agree that FA is a marker of white matter integrity. The
trace of the tensor (Tr), or sum of the diagonal elements of D, is a
measure of the magnitude of diffusion and is rotationally invariant.
Another simple and clinically useful scalar invariant is the average
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of the eigenvalues, that is the trace divided by 3. This average is
referred to as the mean diffusivity, or MD [214] or Apparent Diffu-
sion Coefficient (ADC) [222] and it relates to the total amount of
diffusion in a voxel, which is related to the amount of water in the
extracellular space.
Unlike conventional scalar MRI images, DTI is fundamentally three-
dimensional, in that the quantity measured at each voxel is diffusion
information in 3D. This poses a visualization and analysis challenge.
Various techniques for visualizing diffusion tensor data were reported
so far and can be categorized in the two groups. One is the series
of image-based methods in which each voxel value represents local
anisotropy measure or principle direction of diffusion, and the 3D
rendering of those images by volume rendering or surface rendering
of the isosurface. The other is the group of symbolic (or geometric)
display methods by using various types of glyph such as ellipsoid.
In the first category, the voxel values are determined on the basis of
eigenvectors and eigenvalues of diffusion tensor at the location. The
voxel value represents the value of maximum diffusion coefficient λ1,
anisotropy measure such as FA, orientation of the maximum diffu-
sion coefficient e1 and so on. For example, images may be displayed
of any anisotropy measure, or of the trace. Another type of image
can represent the major eigenvector field using a mapping to col-
ors. The color scheme commonly used to represent the orientation
of the major eigenvector works as follows: blue is superior-inferior,
red is left-right, and green is anterior-posterior [223] (Figure 3.4).
The brightness of the color is controlled by tensor anisotropy (FA).
Varieties of display methods based on the use of symbolic objects
have been proposed. Those symbols are arrow, ellipsoid, and other
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Figure 3.4: Colormap showing major eigenvector direction indicated by
color (red: right-left; green: anterior-posterior; blue: superior-inferior).
combined objects and are aimed at displaying spatial distribution of
the anisotropy and the principle directions of the diffusion tensor.
The ellipsoid display is the most basic method for visualization of
tensor including stress and strain tensors in materials mechanics.
An ellipsoid of diffusion tensor represents distance covered in 3D
space by molecules in a certain diffusion time. Another visualization
method uses small three dimensional objects called glyphs to display
information from each tensor eigensystem.
The dominant method for three-dimensional visualization of DTI
is tractography, a very commonly employed method which estimates
the trajectories of major fiber tracts in white matter [224]. It is
closely related to an earlier method for visualization of tensor fields
known as hyperstreamlines. The central theme of tractography is
tracing paths by following probable tract orientations, in order to re-
construct an estimate of the underlying white matter fiber structure.
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Many methods have been proposed in the literature for addressing
this problem, and most produce output which corresponds well to
known anatomy in regions.
The streamlines tractography is the most common approach and is
generally what is meant by the word tractography (Figure 3.6).
Tractography is basically based on the line propagation tech-
nique, in which a tracking line is propagated from a start point
called ”seed”. For a given seed point P0, series of node coordinates
Pi (i=1,2,...) in the trajectory are determined iteratively as follows:
Pi+1 = Pi + δdi(D(Pi)) (3.12)
where δ is a scalar value of the propagation step distance, di is the
unit vector of propagation direction depending diffusion tensor D at
the location Pi. The simplest propagation is based on the principle
eigenvector e1 of the tensor.
The first step in performing streamline tractography is to associate
the major eigenvector with the tangent to a curve (the putative fiber
path). Then the curve may be estimated by stepping repeatedly in
the direction of the tangent (Figure 3.5).
An important consideration is that an eigenvector has an ori-
entation but not a direction so consistency of orientations must be
checked on each step. This can be done simply by taking the dot
product of the current and previous tangent, and switching the sign
of the current tangent if the dot product was negative.
Another important consideration is calculation of the tangent at an
arbitrary location, which may be done for example by interpolating
the tensor there (component-wise) and then computing the major
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Figure 3.5: Tractography algorithm. a) Particular of tractographic pro-
cess (white tracts represent maximum diffusivity direction) and b) Par-
ticular of the reconstructed pathway.
eigenvector. To estimate the path from its tangents, standard nu-
merical solution methods for differential equations can be used.
For example FACT (Fiber Assignment by Continuous Tracking)
[225], takes only one step per voxel, so the step size varies and each
voxel’s tensor is used directly without interpolation [226]. This is
the approach followed for the reconstruction of the tracts in this
work and it is one of the most common deterministic method. De-
terministic refers to the propagation modality of the reconstructed
tract that is determined by the direction of maximum diffusivity of
the voxel that is considered. This class of methods contrasts with
the class of probabilistic methods that instead of using either only
the major eigenvector, or the full tensor, place a probability model
on the fiber orientation at each voxel. Rather than producing one
path from each seed point, a distribution of paths is produced by
sampling.
The standard tractographic curve estimation approach has one
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Figure 3.6: Three-dimensional DTI visualization in TrackVis.
main drawback, which is that all decisions are made locally.
An important limitation of the model is that it cannot represent
voxels containing multiple fiber bundles with different orientations.
In this case, the principal eigenvector is determined by an average
over the fibers within the voxel. If two fibers are of comparable size
then the combined vector may not represent either direction, caus-
ing the tracking algorithm to follow neither tract. Alternatively, if
one track is much larger than the other then the tracking is likely to
incorrectly jump from the minor to the major tract (Figure 3.7).
It may also difficult to differentiate between ”kissing”, ”crossing”
and ”branching” fibers, as shown in Figure 3.8. In the case of kiss-
ing fibers, the two fibers merge into a single voxel before diverging
without crossing over each other. The direction given by the diffu-
sion tensor in each case may be the same, although the anisotropy
should be lower for crossing fibers compared to kissing fibers. In both
of these cases, the eigenvector does not correspond to the direction
of either fiber.
One way to reduce these problems is to simply reduce the voxel
size; with smaller voxels there is less chance that a single voxel will
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Figure 3.7: Example of crossing fibers in a human brain. Inset: En-
largement showing motor fibers crossing right-left through the larger lon-
gitudinal fasciculus which runs in the anterior to posterior direction. The
major axis of the diffusion ellipsoid in the crossing voxels is determined
primarily by the longitudinal fasciculus such that the tracking algorithm
is unable to connect the motor fibers to cortico-spinal tract. The crossing
regions exhibit reduced anisotropy compared to the rest of the longitudinal
fasciculus. The tracking algorithm is unable to connect fibers (1) and (2)
to (3) due to the presence of (4).
Figure 3.8: Heterogeneous configurations inside a single voxel: a) kiss-
ing, b) crossing and c) branching.
134
Diffusion Tensor Imaging methodologies (DTI) and applications to
Autism Spectrum Disorders (ASDs)
contain more than a single fiber tract, so the validity of the diffusion
tensor model is increased. However, decreasing the voxel size comes
at a cost of increased acquisition time and decreased signal-to-noise
ratio, such that with current MR scanner hardware and clinically
realistic acquisition times, it is difficult to reduce the voxel size to less
than a fewmm3. Since this is still several orders of magnitude greater
than the fiber dimensions, decreasing the voxel size will reduce but
not eliminate these problems.
An alternative approach is to increase the number of directions in
which the diffusion is measured and then fit this data to a different,
higher order model than the tensor. This High Angular Resolution
Diffusion Imaging (HARDI) [227] holds the promise to be able to
determine the directions of multiple fibers within a single voxel.
The idea now is to sample q-space along as many directions and
q-magnitudes as possible in order to reconstruct the true diffusion
PDF. This true diffusion PDF is model-free and can recover the dif-
fusion of water molecules in any underlying fiber population.
The visualization of 3D diffusion PDF at every voxel is computation-
ally intensive. Hence, people either take an isosurface of the diffusion
PDF for a certain radius r or the diffusion orientation distribution
function (ODF) is computed. The diffusion ODF contains the full
angular information of the diffusion PDF and is defined as:
Ψ(θ, φ) =
∫ ∞
0
P (r, θ, φ)dr (3.13)
where θ ∈ [0, pi] and φ ∈ [0, 2pi].
Among HARDI techniques q-ball imaging (QBI) [228] is one of
the most studied. It has the advantage of being model-independent.
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QBI showed that it was possible to reconstruct a smoothed version
of the diffusion ODF directly from single shell HARDI acquisition
with the Funk-Radon transform (FRT). The FRT value at a given
spherical point is the great circle integral of the signal on the sphere
defined by the plane through the origin perpendicular to the point
of evaluation. The ODF is intuitive because it has its maximum(a)
aligned with the underlying population of fiber(s). Hence, it is a
more interesting function for tractography than the ADC. The orig-
inal QBI has a numerical solution and more recent methods have
introduced an analytical spherical harmonic reconstruction solution
that is faster and more robust to noise.
In any of the method chosen if it is necessary to visualize specific
tract of interest, several seed points are generated within a region (or
volume) of interest (ROI or VOI) set interactively for visualization
of a tract. A tracking result, that is series of coordinates data of
trajectory nodes, is displayed by using line or tubular object with
supporting objects such as surface of brain, slice image in 3D space
of computer graphics. As ellipsoidal display is aimed at visualiza-
tion of local anisotropy, color mapping of trajectory line, tube, or
surface, is effective for visualization of local property of the tract ob-
ject. Once the tract of interest have been reconstructed is possible
to extrat some measures that quantify its property: mean length of
streamlines, number of streamlines, volume of the tract, FA, MD,
parallel and perpendicular diffusivity.
It should be cautioned that the term ”number of streamlines” does
not denote exact fiber count but, rather, some measure of fiber num-
ber. This ”number of fibers” depends on FA and angular deflection
thresholds and ROI placement [229]. FA, MD, parallel and perpen-
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dicular diffusivity are mean measures that results from the average
of quantity calculated at different positions separated by a fix dis-
tance on the tract.
Despite the limitations above mentioned, DT-MRI tractography is
a promising technique to explore the anatomical basis of human
cognition and its disorders. Using the diffusion anisotropy and the
principal diffusion directions an estimation of white matter connec-
tivity patterns in the brain from white matter tractography may be
obtained. Many developmental, aging, and pathologic processes of
the central nervous system influence the microstructural composi-
tion and architecture of the affected tissues. The diffusion of water
within tissues will be altered by changes in the tissue microstruc-
ture and organization; consequently, diffusion-weighted (DW) MRI
methods, including DTI, are potentially powerful probes for charac-
terizing the effects of disease and aging on microstructure.
In this work DTI analysis was used in a case-control study to ana-
lyze differences in white matter patterns between controls and ASDs.
This study is innovative as there are very few DTI studies on young
children in literature, and this is one of the few Italian study on chil-
dren. Moreover the study was focused on echolalia that is a disturb
of language that causes the repetition ad echo of a sentence, or part
of a sentence, after hearing it and can be classified as delayed or
immediate, depending on the elapsed time between utterance pro-
duction and repetition [230, 231].
Before performing these studies on ASD subjects a multicentric anal-
ysis of images acquired on two healthy subjects was performed in
order to understand if the differences between different MR scanners
were significant or not. The possibility to collect data acquired in
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different centers in the same database could allow the increase of the
number of subjects so it is an important opportunity to investigate.
Moreover a phantom for the testing of HARDI algorithms was re-
alized. This is an experimental model with different fiber cross-
ing configurations (PIVOH, Phantom with Intra-Voxel Orientation
Heterogeneity), able to simulate the structural complexity of white
matter, in correspondence of fiber intersection. This phantom was
realized at the Interdepartemental Research Center ”E. Piaggio”,
while images were acquired and analyzed at the IRCSS Stella Maris.
This work was the Master thesis activity of Dr. Danilo Sclefo [232].
3.2 Multicentric study
3.2.1 Introduction
Clinical studies are often highly expensive and time-consuming; more-
over it is not easy to find a high number of subjects, both controls
and patients, necessary to have a strong statistic power. Multicen-
tric studies exhibit a good alternative to get a representative set of
data. However, the data of different clinical centers are generated
with different MR scanners and under different conditions which is
challenging to an algorithmic analysis.
The need to verify the possibility to perform a multicentric study
was determined by the fact that the IRCCS Stella Maris is involved
in a project denominated IDEA (Inquiry into Disruption of Inter-
subjective equipment in Autism spectrum disorders in childhood),
in which three centers are involved in the acquisition of DTI images:
the IRCCS Stella Maris, The University of Pavia (Modino Institute)
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and the University of Udine. The objective of the workpackage of the
project dedicated to the study of brain connections is to perform a
case-control study using traditional volumetric MRI and DTI tech-
niques. Young ASD subjects and controls must be submitted to
MRI scanning and analyzed in order to evaluate differences in white
matter structure between the two groups.
The three centers in Pisa, Pavia and Udine have three different MR
scanners, a GE, a Siemens and a Phillips respectively, so the question
was if images acquired on controls and ASD children by the three
centers could be collected in the same database in order to increase
the number of subjects in the same study.
To answer this question DTI images on two control adult subjects
were acquired and image processing and statistical analyses were
performed to evaluate analogies and differences in DTI indices and
white matter tracts.
3.2.2 Materials and methods
3.2.2.1 Participants
Two healthy volunteers were recluted for this study. The subjects
were both females, one was 33 years old and the other one was 30
years old. Control participants were screened for current and past
psychiatric disorders and contraindications to MR imaging. The
two subjects will be referred in the following sections as RM and FL
respectively.
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3.2.2.2 Image acquisition
Structural and diffusion tensor MRI of the brain were performed on
three 1.5 T MR systems. In Table 3.1 the acquisition parameters of
each center are reported.
3.2.2.3 Image processing
Images were processed using the FSL (FMRIB Software Library,
FMRIB, Oxford, UK) [233] software package. For each subject, all
images including diffusion weighted and b0 images, were corrected
for eddy current induced distortion and subject motion effect using
FDT (FMRIBs Diffusion Toolbox) [234]. Brain mask was created
from the first b0 image using BET (Brain extraction Tool) [235] and
FDT was used to fit the tensor model and to compute the FA, MD,
axial diffusivity and radial diffusivity maps. FA maps were imported
in Matlab program where specific algorithms were implemented in
order to analyze these maps and extract measures that allowed a
comparison of the results. The following analyses were applied to the
maps for each subject and each center: histogram, mean, standard
deviation and entropy. The entropy of an image is defined as:
H = −
n∑
i=1
p(xi)log2p(xi) (3.14)
where p contains the histogram counts for each value xi. The
entropy is in inverse proportion to the quality of the image: the
higher is entropy the lower is the quantity of information.
Finally a ROI analysis was performed. In particular four rectangular
ROIs were selected in specific areas of the brain: peritrigonal white
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Figure 3.9: ROIs selected for the analysis on several brain areas: per-
itrigonal WM, internal capsule, external capsule and corpus callosum.
matter (WM), internal capsule, external capsule and corpus callosum
(Figure 3.9). The same ROIs were transfered on the maps of the
three centers and for the two subjects, scaling dimensions according
to the size of the image. Then the mean FA value of each ROI was
computed for the maps of each center and subject. Plots of each of
these measures were realized in order to compare the results obtained
for the same subject in the different center.
Diffusion tensor vectors were computed using TrackVis software
(http://www.trackvis.org/). For each dataset the arcuate fasciculus
was reconstructed following the procedure described in [236].
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Figure 3.10: FA maps of the two subjects (FL and RM) obtained with
FSL Software.
3.2.3 Results
The FSL processing of the images allowed to obtained the maps
of the most important invariant idices used to characterize white
matter structure. In particular we focused on FA maps.
In Figure 3.10 FA maps of the two subjects (FL and RM) obtained
from the data acquired in the three centers are reported.
The histograms of the FA maps obtained from the dataset ac-
quired in the three centers for the two subjects were realized. The
three histograms for each subjects were plotted in the same graph
in order to compare the results (Figure 3.11).
It should be noticed that the acquisition matrix of PAVIA center
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Figure 3.11: Histograms of FA maps of the two subjects (a,FL and
b,RM) obtained from the dataset of the three centers.
is smaller than the other centers (128×128 vs. 256×256) this is why
the peak of the histogram is lower than the others. Moreover, ob-
serving the histograms, we noticed that for both subjects the peak of
the histograms of the maps of Pisa and Pavia centers were positioned
in correspondence of the same value of FA while the histogram of
the maps of Udine center was more shifted to higher FA values.
The mean value for each slice of the three dimensional FA maps were
also plotted. In order to obtain a weighted measure, each number of
slice was multiplied for the slice thickness. In this way FA is related
to the portion of the brain covered at each slice point. Also in this
case the plot obtained on the maps of the three centers for the two
subjects were compared (Figure 3.12).
As regards FA values, it can be noticed that the values of mean
FA are similar for Udine and Pavia centers, especially in the case of
FL subject, while the mean values of FA for Pisa centers are higher.
The global mean values of the three dimensional FA maps were also
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Figure 3.12: Plot of mean FA vs. the length of the brain covered at each
slice point in the maps of the two subjects (a,FL and b,RM) obtained from
the dataset of the three centers.
computed for the two subjects and compared for the three centers.
Results are presented in Figure 3.13. Also in this plot it is possible
to observe that the FA values of the maps of Pisa center are higher
than the others. Although the values of the mean FA are different in
the maps of the three center, it can be noticed that in all the cases
the values of FL subject are higher than RM subject.
In order to the evaluate the quantity of information included in
each map, the entropy was computed for each subject and center. In
Figure 3.14 the results of this analysis are reported. Observing these
plots it is possible to notice how in the middle slices, that are the ones
in which the maps are larger, the quantity of information brought
in the maps of Udine center is higher with respect to the maps of
Pavia center. The values of entropy of the maps of Pisa center were
higher than the others, so the information was lower. The entropy
per size unit (pixel) was also computed as the size of the three maps
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Figure 3.13: Comparison of the global mean FA of the maps the two
subjects (FL, stars and RM, circles) obtained from the dataset of the
three centers.
was not the same (in particular the map of Pavia center was smaller
than the others). The plots of these measures are reported in Figure
3.15. The analysis of these plots showed that there is an inversion
between Pisa maps and Pavia maps: the entropy per pixel of the
maps of Pisa center was lower than the maps of Pavia center that
means that the quantity of information per pixel was higher.
The results obtained through the ROI analysis are reported in
Figures 3.16 and 3.17. Figure 3.16 shows how the mean FA values
obtained in the different ROIs on the maps of the same subjects for
the three centers were different. Figure 3.17 shows that, although
the mean FA values of the different centers were different, differences
between the two subjects were maintained.
The tractographic analysis allowed to reconstruct for each subject
the arcuate fasciculus. Results are reported in Figure 3.18. It can be
noticed that the tracts of the same subject obtained from the dataset
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Figure 3.14: Plot of entropy vs. the length of the brain covers at each
slice point in the maps of the two subjects (a,FL and b,RM) obtained from
the dataset of the three centers.
Figure 3.15: Plot of entropy per size unit (pixel) for each slice of the
maps of the two subjects (a,FL and b,RM) obtained from the dataset of
the three centers.
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Figure 3.16: Comparison of the mean FA in four different ROIs (per-
itrigonal WM, internal capsule, external capsule and corpus callosum)
realized on the maps the two subjects (a,FL and b,RM) obtained from the
dataset of the three centers.
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Figure 3.17: Plots of the mean FA values for four different ROIs for
the two subjects (FL and RM) realized on the maps of the three centers
(a, Pisa; b, Pavia and c, Udine).
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Figure 3.18: Reconstructions of the arcuate fasciculus for each center
and subject: a) FL, Pisa, b) RM, Pisa, c) FL, Pavia, d) RM, Pavia,
e) FL, Udine and f) RM, Udine. Tracts are displayed in radiological
convention.
of the three centers were different in length and thickness. However
in all the three cases RM subject appear to be highly lateralized as
the direct segment (the red one) of the right arcuate fasciculus could
not be reconstructed.
150
Diffusion Tensor Imaging methodologies (DTI) and applications to
Autism Spectrum Disorders (ASDs)
3.2.4 Discussion and conclusions
This study was a preliminary step before the preparation of the
database of ASDs and control subjects that needed to be analyzed.
The aim was to see if the data acquired by the three centers involved
in the study gave the same information about the diffusion process
occurring in the brain and so about the integrity of white matter
tracts.
A qualitative observation of FA maps obtained with FSL showed how
the maps of the different centers were different in terms of quality
and resolution. In order to quantify this differences some algorithms
in Matlab were implemented. They allowed to extract quantitative
measures that were then compared through graphs. The result was
that the three maps were different in mean FA and entropy for each
subject. Despite the differences in the values obtained from the three
centers the difference between the subjects was maintained.
As usually it is desirable to have information on specific white mat-
ter areas rather than on the entire brain, a ROI analysis was also
performed. Also in this case different values of mean FA were ob-
tained for the selected ROIs but the difference between the subjects
was maintained.
The tractographic analysis allowed to compare the tract reconstruc-
tion achievable from the diffusion data of the three centers. The
arcuate fasciculus was selected because it was the tract the DTI
analysis on ASD children intended to concentrate on. The recon-
structions obtained were different for the three centers in thickness
and length. This means that some fibers of the arcuate could not
be reconstructed maybe due to the low FA values along them. The
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differences in the reconstruction could also be due to the differences
in evaluating the directions of the fibers inside each voxel.
Although these differences, in all the three cases the tractography
was not able to reconstruct the direct segment of RM subject. This
means that this subject was highly lateralized and its direct segment
was so thin and characterized by a low FA that with DTI technique
it was not possible to reconstruct a continuous trajectory between
equivalents of Broca’s and Wernicke’s territories in the right hemi-
sphere. As Catani et al. revealed in their study [237] in 60% of the
normal population there is an extreme degree of leftward lateraliza-
tion.
After this study the decision was to not construct an unique database
of data acquired in the different centers but to maintain separate
databases. The aim of the analysis was in fact not only to identify
the differences between groups of subjects but also to quantify these
differences. The inclusion in the analysis of data that brought to dif-
ferent FA maps and tractographic reconstruction could have altered
the results.
The solution that could be adopted in the future in order to increase
the number of subjects is to realize an analysis in which the center
is used as covariate. In this case however the acquisition parameters
of data in each center need to be adjusted so that the quality of the
images obtained in each center would be optimized. In Table 3.2 an
hypothesis of the parameters that could be used in each center is
reported in which the parameters that should be modify are shown
in bold.
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3.3 DTI study in Autism Spectrum Dis-
orders (ASDs)
3.3.1 Introduction
Despite the accumulating knowledge on brain structure and brain
function in ASDs, current findings on links between behavioral or
neuropsychological measures and neurofunctional findings are still
limited and controversial. Generally though, the evidence resulting
from structural MRI studies is somewhat inconclusive. However,
new image processing methods currently being developed provide
dramatically more information about the morphological characteris-
tics of brain structures than previously available. At present, there
is almost generalized thinking that brain alterations in ASDs are not
limited to a single brain area, but involve different structures within
a globally affected neuronal network. Diffusion tensor imaging (DTI)
approach [238, 239] is a powerful tool for non-invasive investigation
of microstructure and of neuronal network and it seems to be ex-
tremely efficient in study of developmental brain.
3.3.2 Materials and methods
3.3.2.1 Participants
Twenty-three children (age range 2-11) with autism spectrum disor-
der were recruited from the clinical autism research program at the
IRCSS Stella Maris Institute and ten healthy control children (age
range 2-11) participated in the study. Control subjects were retro-
spectively selected from the database of clinical DTI. As for ASDs,
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the control subjects patients underwent DTI in absence of a specific
clinical indication, as a completion of the diagnostic pathway with
the aim of excluding brain alterations. Controls had an IQ within
the normal range (Table 3.3).
Control group ASD group
(n=10) (n=23)
Age, months: 5.25 (2.46) 2-11.22 5.54 (2.03) 2.88-11.33
mean (s.d) range
IQ (non verbal): 5.8 (0.42) 5-6 4.09 (1.38) 2-6
mean (s.d) range
Table 3.3: Participants characteristics.
3.3.2.2 Image acquisition
Structural and diffusion tensor MRI of the brain were performed
on a 1.5 T MR system (Signa Horizon LX, GE Medical System).
The subjects were anesthetized for the acquisition. A sagittal three-
dimensional fast spoiled gradient (SPGR) dataset covering the whole
head was acquired. The parameters were: TR=12.3 ms, TE=2.4
ms, voxel resolution 256 x 256, field of view 280 mm, 124 slices, 1.1
mm slice thickness. For the DTI analysis, a multislice echo-planar
imaging (EPI) acquisition sequence, using 25 directions of diffusion
gradients, was used. After an interpolation automatically applied by
the MR system the resolution is 0.7422mm x 0.7422mm x 3mm with
a field of view 190mm x 190mm and coverage of the whole brain
(TE= 107 ms, TR=11000 ms, b-value= 1000 s/mm).
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3.3.2.3 DTI processing
Maps reconstruction Images were processed using the FSL (FM-
RIB Software Library, FMRIB, Oxford, UK) [233] software package.
For each subject, all images including diffusion weighted and b0 im-
ages, were corrected for eddy current induced distortion and subject
motion effect using FDT (FMRIBs Diffusion Toolbox) [234]. Brain
mask was created from the first b0 image using BET (Brain extrac-
tion Tool) [235] and FDT was used to fit the tensor model and to
compute the FA, MD, axial diffusivity and radial diffusivity maps.
TBSS analysis Voxelwise analysis was performed using TBSS
[240]. First the most representative FA image was identified and
all subjects’ FA data were aligned to this target image using the
non-linear registration tool FNIRT, which uses a b-spline represen-
tation of the registration warp field [241]. Next, the mean FA image
was created and thinned to create a mean FA skeleton which repre-
sents the centers of all tracts common to the group. A threshold of
FA > 0.25 was applied to the skeleton to include only major fiber
bundles. Each subject’s aligned FA data was then projected onto
this skeleton and the resulting data fed into voxelwise cross-subject
statistics.
Statistical analysis Statistical analysis was performed voxel by
voxel to detect regions of significant differences of FA among the
two groups of subject. The correlations of FA with age and with
IQ were also investigated introducing these parameters as covari-
ates in the contrast matrix. Individual FA maps were included in a
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non-parametric permutation-based group model using ”randomize”
in FSL [242]. The TFCE (Threshold-Free Cluster Enhancement)
option in randomize was used in order to avoid the need for the ar-
bitrary initial cluster-forming threshold. Both contrasts were com-
puted using 5000 permutations. Results are reported at corrected
threshold p < 0.05.
3.3.2.4 Tractography
Tract reconstruction Diffusion tensor vectors were computed
using ExploreDTI software (http://www.exploredti.com/). After
the application of motion and distortion correction, a deterministic
tracking algorithm was applied. Tract data were then transformed
in NifTi format using a homemade MATLAB program including also
information on length, FA and MD of each tract.
NifTi files were finally imported in TrackVis software for the recon-
struction of the tracks of interest. White matter areas that TBSS
analysis showed to be significantly different in the groups were se-
lected for the analysis: the cingulum and the arcuate fasciculus [236]
(Figure 3.19). These tracts were selected because this study and in
particular the following one, were focus on language problem and
both the cingulum and the arcuate are related to language and cog-
nitive task.
The cingulum is a medial associative bundle that runs within the
cingulate gyrus all around the corpus callosum. It contains fibers of
different length, the longest of which run from the anterior temporal
gyrus to the orbitofrontal cortex. The short U-shaped fibers connect
the medial frontal, parietal, occipital, and temporal lobes and dif-
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ferent portions of the cingulate cortex. The cingulum was dissected
using a one-ROI approach. A single region was defined on the top
three slices. When the cingulum separated into two branches an
anterior and posterior region were defined on each slice. Artifactual
(callosal) fibers were removed using an exclusion ROI defined around
the corpus callosum.
The arcuate fasciculus is a lateral associative bundle composed of
long and short fibers connecting the perisylvian cortex of the frontal,
parietal, and temporal lobes. A three ROIs approach was used to
reconstruct the three segments of the arcuate fasciculus. The first
ROI was defined on the Broca’s area, in the frontal lobe selecting
three coronal slices of brain. The second ROI was identified on three
axial slices catching the Wernicke’s territory in the temporal lobe.
The last ROIs was identified in the Geschwind area of the parietal
lob selecting three appropriate slices in the sagittal view of the brain.
Following this approach the three segments of the arcuate fasciculus
were reconstructed: the long direct segment connecting Wernicke’s
area with Broca’s area, the anterior indirect segment linking Broca’s
territory with the inferior parietal lobule and the posterior indirect
segment linking the inferior parietal lobule with Wernicke’s territory.
The reconstruction of the tracts was performed with an FA threshold
of 0.2 to avoid false positive due to artifacts.
Tractography outcome measures For each tract selected for
the analysis the following measures were extracted: number of stream-
lines, mean length of streamlines, volume of the tract, fractional
anisotropy (FA), mean diffusivity (MD), parallel diffusivity and per-
pendicular diffusivity.
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Figure 3.19: Selected tracts reconstruction: a) arcuate fasciculus and b)
cingulum.
Statistical analysis Statistical comparisons of the tractography
outcome measures were performed using SPSS software (SPSS Inc,
Chicago, Ill). General linear model (GLM) analysis for repeated
measures was used with side (left and right hemisphere) and tracts
(cingulum and the three segments of the arcuate fasciculus) as the
within-subject factors and group as between-subjects factor. Then,
univariate ANOVA was performed on all the tractography measures.
3.3.3 Results
3.3.3.1 Group characteristics
There were no significant between-group differences in age (control
group mean age 5.25±2.46 years; ASD group mean age 5.54±2.03;
p=.73) while the non verbal IQ was found significantly different be-
tween the two groups (control group mean IQ 5.8±0.42; ASD group
mean IQ 4.09±1.38; p=.0006).
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Figure 3.20: Regions of significantly increased FA in ASDs than in con-
trols (in red), superimposed on the mean FA image (p<0.05, non para-
metric permutation test, corrected for multiple comparisons). All images
are in radiological convention, i.e. the right side of the subjects is on the
left side of the images.
3.3.3.2 FA differences between groups
Young children with autism spectrum disorder had a significant in-
crease of FA in a lot of white matter areas. In particular increase
in corpus callosum, cingulum, external and internal capsula, arcuate
fasciculus was found (p=.05) (Figure 3.20).
3.3.3.3 FA correlation with age
No correlation with age was found for any of the two groups.
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3.3.3.4 Tract-specific measurements
Number, length and volume of streamlines The GLM showed
a significant group-by-side-by-tract interaction (p=.01) and tract-by-
side-by-age (p=.03) interaction in the arcuate fasciculus. Compar-
ison of the individual tracts revealed a significant increase in the
length of streamlines bilaterally within the cingulum in ASD group
(left cingulum: mean=88.7±14.2, right cingulum: mean=77.7±10.4)
than in controls (left cingulum: mean =69.2±17.6; p=.002, right
cingulum: mean=58.2±11.8; p=.0001). There was also a significant
reduction in the number of streamlines within the posterior indirect
segment of the left arcuate fasciculus in ASDs (mean=129.5±77.3)
than in controls (mean=190.8±98.5; p=.06). No significant differ-
ence in the volume of the analyzed tracts was found.
FA, MD, parallel and perpendicular diffusivity FA in ASD
group was significantly increased bilaterally in the cingulum (left cin-
gulum: p=.002, right cingulum: p=.003) and in the fornix (p=.004).
There was also an increase of MD in ASD group in comparison to
controls in the following areas: within the left cingulum (p=.05),
within the right indirect posterior (p=.02) and the right indirect
anterior (p=.04) segments of the fasciculus arcuate. Finally a signif-
icant increase in parallel diffusivity in the ASD group was found in
the right cingulum (p=.02).
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3.4 DTI study in Autism Spectrum Dis-
orders (ASDs): focus on echolalia
3.4.1 Introduction
Since first description of autistic patients [243], echolalia was indi-
cated as a primary and common feature of their deviant productive
language. According to its definition [244], echolalia is the repeti-
tion ad echo of a sentence, or part of a sentence, after hearing it and
can be classified as delayed or immediate, depending on the elapsed
time between utterance production and repetition [230]. Seminal
studies on this topic have been reported mainly in 60’s, 70’s and 80’s
ASD research, where echolalia is described as a common (it concerns
up to 75% of verbal ASD children in [245]) but aspecific symptom
of ASDs [246]. Indeed, it can occur in a wide range of develop-
mental disabilities (e.g. mental retardation), psychiatric disorders
(e.g. schizophrenia, Tourette syndrome, Ganser syndrome), neuro-
logical conditions (mixed transcortical aphasia, Alzheimer’s disease,
frontotemporal dementia, Huntington’s disease, Parkinson’s disease,
progressive supranuclear palsy, amyotrophic lateral schlerosis, left
frontal lobe epilepsy, nonconvulsive status epilepticus), internisti-
cal diseases (a history of liver transplant, cerebral malaria, systemic
lupus erythematosus), besides being a feature of typical language
acquisition process in many children. However, other authors have
underlined some echolalia patterns peculiar of ASDs, as its auto-
matic and indiscriminate nature, often associated to a monotonous
vocal delivery [247], and its mechanical, birdlike quality [248].
Speculations about the ASD echolalia meaning propose a variety of
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functions (see the echolalia categories in [249] and [250]), besides
its classical interpretation of ”meaningless repetition” [251] of an-
other speaker’s utterances or ”repetition in absence of comprehen-
sion” [252]. On the other hand, the neuroanatomic correlates of
echolalia are still unclear. Early reports focalized on ’isolation’ [253]
or ’deactivation’ [254] of the speech areas from the rest of the brain,
while subsequent studies indicate the involvement of supplementary
motor area (SMA) [255, 256], left thalamic lesions [257, 258] or dis-
ruption of connection between Broca’s area and SMA [259].
Notwithstanding the first information on anatomical basis of lan-
guage and its dysfunctions were achieved from postmortem exami-
nation or computed tomography (CT), only the advent of structural
MR imaging methodologies has allowed for a deep, non-invasive in-
vivo characterization of brain structures. Diffusion tensor imaging
(DTI) is one of such techniques and it was employed in the investiga-
tion of fasciculus arcuate, revealing new and more complex features
of its anatomy [260]. In particular, besides the well-known arcu-
ate pathway connecting Broca’s and Wernicke’s areas (i.e. direct or
long segment) and involved in automatic word repetition, it was re-
ported the existence of an indirect pathway connecting Broca’s and
Wernicke’s territories via the inferior parietal cortex (Geschwind’s
territory). The latter pathway is in turn composed of an anterior seg-
ment, which joins Broca’s and Geschwind’s areas and regards seman-
tic production, and of a posterior segment, connecting Geschwind’s
and Wernicke’s areas and concerning semantic comprehension.
These findings have shed light on the neuroanatomical basis of sev-
eral types of language disorders having reference to lesion or hy-
perfunction of different fasciculus arcuate segments. In this picture
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abnormalities in the arcuate pathways could therefore be associated
with symptom of enhanced repetition of others speech, i.e. immedi-
ate echolalia [261].
3.4.2 Materials and methods
3.4.2.1 Participants
Ten ASD children with echolalia (age range 3-11) and ten without
echolalia (age range 3-10) were recruited from our clinical autism re-
search program at the IRCSS Stella Maris Institute and ten healthy
control children (age range 2-11) participated in the study. Control
subjects were retrospectively selected from the database of clinical
DTI. As for ASDs, the control subjects patients underwent DTI in
absence of a specific clinical indication, as a completion of the diag-
nostic pathway with the aim of excluding brain alterations. Controls
had an IQ within the normal range (Table 3.4).
Autism Spectrum Disorder
Control group With echolalia Without echolalia
(n=10) (n=12) (n=8)
Age, months: 5.26 (2.61) 5.72 (2.35) 4.87 (1.35)
mean (s.d),range 2-11.22 2.83-11.33 3-9.83
IQ (non verbal): 5.89 (0.33) 4.4 (2.37) 3.3 (1.25)
mean (s.d), range 5-6 2-6 2-5
Table 3.4: Participants characteristics.
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3.4.2.2 DTI processing
The methods used for DTI processing were exactly the same de-
scribed in the precedent study (see section 3.3.2.3).
3.4.2.3 Tractography
The same procedure for the computation of diffusion tensor vectors
and of tracts reconstruction as the one described in section 3.3.2.4
was used.
In addition to the arcuate fasciculus and the cingulum, the fornix
was also reconstructed following the procedure described in [236]
(Figure 3.21).
The fornix is a C-shape bundle that connects the medial temporal
lobe to the mammillary bodies and hypothalamus. A single ROI
was defined around the body of the fornix. To visualize the entire
course of the fornix (including its temporal portion), additional re-
gions around the fimbriae of each side were included in the ROI.
In the first step of the analysis a seed FA threshold of 0.2 was chosen
for the computation of diffusion tensor vectors. The tracts of inter-
est reconstruction, showed that lot of streamlines of the fornix were
missed. This happened because the fornix is a small tract and has,
especially in young children, a low value of FA, below 0.2. So trac-
tography vectors were computed also with a threshold of 0.1 and
these tensors were used for the reconstruction of the fornix. The
reconstruction of the other tracts (the cingulum and the arcuate fas-
ciculus) was performed with an FA threshold of 0.2 to avoid false
positive due to artifacts.
Once the tracts have been reconstructed, the same measures com-
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Figure 3.21: Selected tracts reconstruction: a) arcuate fasciculus, b)
cingulum and c) fornix.
puted in the case-control study and the same statistical analyses
were performed (see section 3.3.2.4 and section 3.3.2.4).
3.4.3 Results
3.4.3.1 Group characteristics
There were no significant differences in age between the two groups
of ASDs (echolalic group mean age 5.72±2.35 years; non-echolalic
group mean age 4.87±5.542.03; p=.43) or between the control group
(mean age 5.26±2.61 years) and the echolalic (p=.67) or the non-
echolalic (p=.72) ASD group. The non verbal IQ was not signif-
icantly different between the two groups of ASDs (echolalic group
mean IQ 4.4±2.37; non-echolalic group mean IQ 3.3±1.25; p=.43)
while it was found significantly different between the control group
(mean IQ 5.89±0.33) and the echolalic (p=.04) or the non echolalic
(p=.0002) ASD group.
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Figure 3.22: Regions of significantly increased FA in echolalic ASDs
than in non echolalic ASDs (in red), superimposed on the mean FA image
(p<0.05, non parametric permutation test, corrected for multiple compar-
isons). All images are in radiological convention, i.e. the right side of
the subjects is on the left side of the images.
3.4.3.2 FA differences between groups
Significant differences between the echoloalic and not-echolalic autis-
tic groups were found. In particular FA was increased in the group
of subjects with echolalia in the corpus callosum, the fornix, the
arcuate fasciculus and the cingulum (p=.05) (Figure 3.22). No sig-
nificant increase of FA was found in the group of subjects without
echolalia in comparison to the other one.
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Figure 3.23: Regions of significantly increased FA with increasing age
(in blue) in echolalic group, superimposed on the mean FA image (p<0.05,
non parametric permutation test, corrected for multiple comparisons). All
images are in radiological convention, i.e. the right side of the subjects is
on the left side of the images.
3.4.3.3 FA correlation with age
Positive correlation of FA with age have been found for the two ASD
groups (p=.05).
3.4.3.4 Tract-specific measurements
Autism-spectrum disorder without echolalia v. controls
Number, length and volume of streamlines The GLM
showed no significant interactions in the arcuate fasciculus or in the
168
Diffusion Tensor Imaging methodologies (DTI) and applications to
Autism Spectrum Disorders (ASDs)
cingulum. Comparison of the single tracts revealed a significant
increase in the length of streamlines bilaterally within the cingu-
lum in ASDs without echolalia (left cingulum: mean=92.7±11.5,
right cingulum: mean=79.1±8.5) than in controls (left cingulum:
mean=69.2±17.6; p=.002, right cingulum: mean=58.1±11.8; p=.0001).
There was also a significant reduction in the number of streamlines
within the posterior indirect segment of the left arcuate fasciculus in
ASD group without echolalia (mean=115.7±66.4) than in controls
(mean=190.8±98.5; p=.05). No significant difference in the volume
of the analyzed tracts was found.
FA, MD, parallel and perpendicular diffusivity FA was
significantly increased in ASD group without echolalia bilaterally
in the cingulum (left cingulum: p=.004, right cingulum: p=.01).
There was also an increase of MD in ASD group without echolalia
in comparison to controls in the following areas: the right indirect
posterior segment (p=.01) and bilaterally within the indirect ante-
rior segments of the arcuate fasciculus (left segment: p=.04, right
segment: p=.06). Finally a significant increase in perpendicular dif-
fusivity in the left indirect posterior segment of the arcuate fasciculus
(p=.05) was found in the ASD group without echolalia.
Autism-spectrum disorder with echolalia v. controls
Number, length and volume of streamlines The GLM
showed a significant group-by-side-by-tract (p=.01) interaction in
the arcuate fasciculus. No significant interactions were found in the
cingulum. Comparison of the individual tracts revealed a significant
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increase in the length of streamlines bilaterally within the cingulum
in ASD group with echolalia (left cingulum: mean=85.5±15.9, right
cingulum: mean=76.8±12.1) than in controls (left cingulum: mean
=69.2±17.6; p=.03, right cingulum: mean=58.1±11.8; p=.002).
There was also a significant increase in the number of streamlines
within the anterior indirect segment of the right arcuate fasciculus in
ASDs (mean=46.5±33.8) than in controls (mean=99±65.7; p=.03)
and also in its volume (ASD mean=2.7±1.1, controls mean=1.4±0.8;
p=.01). Finally there was a significant increase in the length of the
fornix in ASD group with echolalia (mean=97.1±19.6) with respect
to the control group (mean=82.3±15, p=.06).
FA, MD, parallel and perpendicular diffusivity FA was
significantly increased in ASD group with echolalia bilaterally in the
cingulum (left cingulum: p=.02, right cingulum: p=.01). Moreover
FA was increased in the fornix in ASD group with echolalia with
respect to controls (p=.006). There was also an increase of MD in
ASD group with echolalia in comparison to controls in the bilat-
erally within the cingulum (left cingulum: p=.06, right cingulum:
p=.06). Finally a significant increase in parallel diffusivity in the
ASD group with echolalia was found bilaterally within the cingulum
(left cingulum: p=.03, right cingulum: p=.03).
Autism-spectrum disorder with echolalia v. autism-spectrum
disorder without echolalia
Number, length and volume of streamlines The GLM
showed no significant interactions between side, group, tract and
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age in the cingulum. A significant tract-by-age (p=.04) and tract-
by-side-by age (p=.05) interaction was found in the arcuate fascicu-
lus. A significant increase of the number of streamlines of the right
anterior indirect segment of the arcuate fasciculus was found in the
echolalic group (mean= 99.0±65.7) with respect to the not echolalic
one (mean=37.0±39.1, p=.03). A significant increase of the volume
of this tract was found in the echolalic group (mean: 2.7±1.1) with
respect to the not echolalic one (mean=1.1±1.0, p=.008).
FA, MD, parallel and perpendicular diffusivity FA was
found significantly increased in the left posterior indirect segment of
the arcuate fasciculus in the echolalic group with respect to the not
echolalic one (p=.02).
3.5 Discussion and conclusions of DTI
studies in ASDs
In the first study a systematic methodological procedure for DTI and
tractographic analysis was set up. In order to optimize the analysis
a combination of different software and of home-made Matlab algo-
rithms was used.
The first step of the analysis was the TBSS, a tool that allows to
investigate FA differences in whole brain without requiring prespeci-
fication of tracts of interest. This is achieved by estimating a ”group
mean FA skeleton”, which represents the centers of all fiber bundles
that are generally common to the subjects involved in a study. Each
subject’s FA data is then projected onto the mean FA skeleton in
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such a way that each skeleton voxel takes the FA value from the local
center of the nearest relevant tract resolving issues of alignment.
The TBSS analysis allowed to identify in which brain areas there
were clusters of significant differences in FA between the two groups.
The second step of the analysis was to compute the diffusion vectors
in order to perform tractography. This analysis was performed in
ExploreDTI software. Among all the software available for the com-
putation of diffusion vectors, this software was used because it offers
a lot of options. First of all it is possible to perform a motion and
distortion correction before performing the analysis. The motion
correction is very important because it decreases the artifacts and
it is necessary in cases like the one of this study, because ASD chil-
dren have difficulties in staying still in the scanner. Moreover while
performing tractography is possible to choose a set of parameters
like seedpoint resolution, seed FA threshold, FA and MD tracking
threshold range and fiber length range.
The problem with this software is that the drawing of ROIs for the
selection of the tracts of interest is quite tricky. For this reason
Trackvis software was used in order to perform the reconstruction
of tracts. In this software in fact the selection of the ROIs is much
easier and effective. Due to the fact that the format of data that
ExploreDTI gives as an output and the format used in Trackvis are
different, conversion algorithms were used. In addition to the dif-
fusion tracts information relative to their length, FA and MD were
also imported. Comparison of the individual tracts allowed to inves-
tigate in which specific segments of each tract the differences of FA
and MD were present. Moreover it allowed to compare also informa-
tion about tract length, volume and number of streamlines.
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This optimized methodology was applied to all the subjects consid-
ered in this study and then statistical analyses on the tracts were
performed in order to evaluate the significance of the differences be-
tween the two groups.
This study was one of the first studies on very young autistic chil-
dren. The TBSS analysis showed a significant increase of FA in ASDs
with respects to control in corpus callosum, cingulum, external and
internal capsula, arcuate fasciculus. The increase of FA in young
ASD children is in agreement with the study of Ben-Bashet et al. [5]
who found increased restricted diffusion in white matter in overall
analysis as well as in selected ROIs in young children with confirmed
diagnosis of autism. This increase of FA might be a confirmation of
accelerated brain growth in autism in the first 24 years of life.
The cingulum and the arcuate fasciculus were selected for the re-
construction and the tractographic analysis. Significant differences
in this white matter tracts were found. The cingulum is the most
prominent tract connecting limbic system and cerebral cortex and
is involved in higher-level cognitive processes like error monitoring,
attention, visuospatial and memory functions, abilities that are fre-
quently compromised in ASD subjects. On the other hand, the arcu-
ate fasciculus is a fiber bundle related to language, a function always
impaired in ASDs, at least from the qualitative point of view.
In particular the most significant result was the increase in the length
of streamlines of the cingulum in ASDs in comparison to controls. It
is important to underline that the length measure is a mean of all the
streamlines so that if the number of short streamlines is higher the
mean is lower. This finding confirm the result found by Sundaram at
al. [100] that is the only other study on very young autistic children.
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These researchers found that the fiber length of the long association
fibers was higher in the ASD group than in controls although they
said that it was unclear from their study which specific long associ-
ation tracts were involved. From the findings of the present study
it seems that the predominant long association fibers belong to the
cingulum. The hypothesis of Sundaram and colleagues was that one
of the mechanisms related to increased long range fiber length could
be altered serotonin. In fact, many previous studies have shown that
serotonin acts as a neurotrophic factor involved in axonal outgrowth
during development [87, 88]. In-vitro measures of serotonin synthesis
in animal models of autism could help to clarify the role of altered
serotonin in autism in white matter structural changes.
In the second study the same methodological procedure optimized
in the previous study for analysis of FA maps and for the recon-
struction of the tracts of interest was used. The aim of this study
was to see if using the TBSS and tractography was possible not only
to discriminate between cases and controls but also to distinguish
between subtypes of pathological subjects. In particular the focus of
this analysis was the echolalia. For the first time in this study DTI
analyses were used to investigate white matter correlates of this kind
of disturb.
Among the original database of subjects used for the previous study,
four ASD subjects were excluded as they were preverbal.
The application of the TBSS analysis revealed an increase of FA in
echolalic group with respect to the not echolalic one in the arcuate
fasciculus, the cingulum and the fornix. The arcuate fasciculus is a
white matter tract specific of language. The fornix and the cingu-
lum are implied in memory tasks so an involvement of these tracts in
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echolalic disturb could mean that there is a link between the obses-
sive repetition of words and the process of memorization for learning.
The following analysis allowed a tractographic reconstruction of this
tracts and a comparison of the metrical features characteristic of
each tract. This analysis showed differences in the anterior and pos-
terior indirect fasciculus of the arcuate fasciculus.
Further studies are needed in order to correlate these findings with
behavioral measures so that it would be possible to clarify the mean-
ing and the clinical implications of these results.
3.6 A new fiber crossing phantom for
validation of diffusion function re-
construction techniques
3.6.1 Introduction
DTI-based fiber tracking gives insights into the complex architec-
ture of the brain. However, it is well known that it presents a
number of limitations, especially in presence of heterogeneous con-
figurations inside one single voxel (Intra-Voxel Orientational Het-
erogeneity, IVOH), that means configurations in which fiber bun-
dles have different orientations. This limit has suggested the devel-
opment of new algorithms based on non-parametric reconstruction
techniques. The validation of fiber reconstruction by these different
approaches remains challenging and requires suitable test-phantoms.
For isotropic diffusion, the ADC can be well verified on pure spher-
ical water phantoms, whilst the use of simulated data is limited
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by the fact that no real MRI data are considered, with particular
regard to the presence of normal imaging artifacts, noise character-
istics, and voxel size limitations. These aspects have suggested the
realization of an experimental model with different fiber crossing
configurations (PIVOH, Phantom with Intra-Voxel Orientation Het-
erogeneity), able to simulate the structural complexity of the white
matter, in correspondence of fiber intersection. In particular in this
work PIVOH was used to test the Q-ball imaging algorithm.
3.6.2 Materials & Methods
3.6.2.1 Experimental model realization
PIVOH was built in a modular way with several configurations, di-
versifying for geometry and material, in order to evaluate the re-
construction of fiber bundles at different levels of anisotropy and
different types of crossing. It presented four different structures (ab-
breviation: str.), enclosed in a poliver box (diamagnetic material)
with a airtight closure (Figure 3.24).
Figure 3.26 shows the four different structures and Table 3.5 lists
their correspondent features. Fibers of structures I, II and IV were
made in nylon (impermeable), whilst those of structure III were re-
alized by hollow filaments (permeable) (Figure 3.25). The struc-
tures in nylon reproduced a situation of hindered diffusion, whilst
the structure III replicated a restricted diffusion state [262]. Str. I
and II were realized with 200 µm diameter fibers. To test the angu-
lar resolutions of the different reconstruction methods str. I and II
presented two different angles at the fiber crossing zone, i.e. 90 ◦ and
77 ◦. Str. IV presented a 90 degrees crossing angle and was made up
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Figure 3.24: PIVOH.
of 60 µm diameter fibers. This choice aimed to better recreate the
white matter fibers environment where mean fiber diameter ranges
from a few microns to some dozen of microns. Str. III was realized
with polysulfone (permeable material) hollow fibers and aimed to
recreate a restricted diffusion state. It presented a 90 ◦ fiber crossing
zone. Inner and outer fiber diameters of str. III were 180 µm and
230 µm respectively.
A careful procedure for the disposition of the fibers was used
in order to allow the maximum proximity of them (Figure 3.27).
Structures were positioned on silicon rings that allowed a modular
configuration of PIVOH.
The box in which the structures were enclosed was made up of six
panels of poliver, attached one to the others using a dry procedure in
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Figure 3.25: a) Hollow fiber structure (III), b) Particular of the extrem-
ities.
Figure 3.26: Fiber crossing structures.
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Structure Material of fibers Diameter of fibers Crossing
(µm) (degrees)
I nylon 200 77
II nylon 200 90
III polysulfone 180-230 90
IV nylon 60 90
Table 3.5: Characteristics of fiber crossing structures.
Figure 3.27: Construction procedure of the str. I, II and IV.
order to obtain a high hermetic closure. On the upper panel of this
box two hermetic valves were positioned for box emptying and re-
filling with different liquids as physiological or customized solutions.
In order to reduce the susceptibility artifacts due to the presence
of air bubbles between adjacent fibers the phantom was filled with
distilled water using a vacuum process.
A simple instrumentation was included inside the box: a thermome-
ter, a homemade manometer and two spirit levels.
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3.6.2.2 Image acquisition and analysis
All diffusion weighted images were acquired using a 1.5 T MR system
(Signa Horizon LX, GE Medical System) and an interleaved single-
shot pulsed field gradient spin-echo sequence. Two datasets were
collected with different MR parameters. The first was registered in
order to evaluate the analysis based on the diffusion tensor imaging,
using 25 directions of diffusion gradients (TR/TE=11000/106 ms, b-
value=1000 s/mm2, FOV=19cmx19cm, matrix=64x64, NEX=2, 28
slices, slice thickness=3mm), whilst the second dataset was collected
applying 55 directions of diffusion gradients (TR/TE=4000/106 ms,
b-value=1500 s/mm2, FOV=19cmx19cm, matrix=64x64, NEX=2,
12 slices, slice thickness=3mm positioning three slices for each struc-
ture) in order to perform Q-Ball reconstruction of the fiber tracts.
Data analysis was performed by a Matlab code for the calculations
of diffusion invariants and the Trackvis software package for fiber
tracking. Data acquired with a high number of encoding directions
were analyzed through Q-ball technique. In order to perform trac-
tography in both cases several ROIs in correspondence of the fiber
branches were selected.
3.6.3 Results
The analysis of the FA maps for the four structures (Figure 3.28) re-
vealed that the nylon structures (str. I, II and IV) showed a high de-
tectable degree of anisotropy in correspondence of the fiber branches,
meaning that these branches had an high degree of directionality,
while they did not present any anisotropy in the areas in which fiber
crossing occurred. The observation the FA maps obtained for the
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Figure 3.28: FA maps of the structures of PIVOH (I, II, III and IV).
Structures I, II and IV show a high degree of anisotropy in correspondence
of the branches but a low anisotropy in the crossing area while str. III
does not present any anisotropy.
structure realized with the hollow fibers (str. III) revealed the lack
of anisotropy in the diffusion of water molecules in every area of the
structure. For this reason in the following elaborations this structure
was excluded.
In order to increase the information on the anisotropy of water
molecules diffusion for each structure, DEC maps were also realized.
The observation of these maps revealed that str. IV was the one that
assured the maximum directionality of the fibers especially in the
areas of the branches next to the fiber crossing zone (Figure 3.29a).
The ODF was computed and visualized through glyphs in the fiber
crossing area of str. IV (Figure 3.29b). It is possible to notice how
the two elongation directions of fiber bundles were correctly identify
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Figure 3.29: a)DEC maps of str. IV, b) Representation of ODF in
correspondence of fiber crossing area of str. IV. In the area external to
the fibers (gray background) the glyphs are spherical (isotropic diffusion),
in correspondence of the branches (red and green background) they have
an ellipsoidal shape (linear diffusion), finally in the central area (yellow
background) glyphs show two directions of local maximum in the directions
of elongation of fiber bundles.
by Q-ball technique through maximum directions presented by the
multi-surfaces of the glyphs.
In order to evaluate the results obtained by the diffusion analysis,
a Diffusion Tensor Tractography (DTT) was performed. The str.
IV was selected for this analysis as it was shown to be the most
directional. The tractography of this structure is shown in Figure
3.30a. It can be noticed that in correspondence of the fiber crossing
area, tract reconstruction seems to block and in some cases even to
deviate from the correct elongation direction of these tracts.
Using the same selection of the ROIs used for the DTI tractography
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Figure 3.30: a) Tractography of the str. IV. Due to the limitations of
DTI the fiber crossing area can not be reconstructed, b) Q-ball tractography
of str. IV. Unlike DTT this technique is able to reconstruct the fiber
crossing area.
the non-parametric method Q-ball was used for the reconstruction
of fiber bundles of str. IV. Figure 3.30b shows how the fiber bundles
were well reproduced also in the crossing zone, thanks to the ability
of this method of resolving the Orientation Distribution Function,
ODF, finding more local maxima.
3.6.4 Discussion and conclusions
In conclusion, the experimental model PIVOH seems to be a useful
tool for the study of methods devoted to the resolution of the fiber-
crossing problem.
The structures realized in nylon fibers (str. I, II e IV) showed de-
tectable values of FA along the fibers tracts, whilst the structure III
did not present significant values of FA even in correspondence of the
bundles. Moreover, among all the structures, structure IV provided
higher values of FA and thus, it appeared to assure a better direc-
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tionality of the fiber bundles, especially in the areas closer to the
crossing zone. This was due to the smaller diameter of the fibers of
this structure since the dimensions of the realized compartments are
comparable to the free quadratic random walk of water molecules.
On the contrary, structure III produced the opposite result (low di-
rectionality and low FA values). This was due to the relative bigger
inner diameter of hollow fibers and the lack of complete closeness of
the fibers. The dimensions of the diameter did not allow to realize
environments of dimension close to the free quadratic random walk
of water molecules so, also if the presence of fiber bundles create an
anisotropic means, in the times characteristic of the encoding gradi-
ents, diffusion occur in an almost isotropic way.
DTI technique showed to be able to identify diffusion characteristics
of high directional fiber bundles. However this technique presented
some limitations in the presence of fiber crossing configurations and
was not able to reconstruct the fiber bundles. On the contrary Q-ball
technique correctly identified the two principal elongation directions
in correspondence of the fiber crossing area. In the tractography per-
formed with this technique, in fact, the fiber structures were properly
reconstructed.
Despite its limitation DTI is anyway a very powerful tool to identify
brain areas with an altered diffusion process.
Results obtained from this study suggest that a close examination
of non parametric techniques would be useful in order to reconstruct
the tangled white matter fibers of the brain that are associated to
important functional areas. In this way the spectrum of application
of diffusion techniques in clinical-diagnostic field would be extended.
Moreover, using experimental models like PIVOH, these techniques
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could be tested with higher magnetic field (3 T and 7 T) to bet-
ter characterize ODF and validate its application in the clinical-
diagnostic field in the next future.
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Chapter 4
Novel fMRI protocols to study
cortical response in ASDs
4.1 Background on Functional Magnetic
Resonance Imaging
Functional magnetic resonance imaging (fMRI) has rapidly become
a popular tool for measuring brain function. fMRI reveals which
parts of the brain are activated by behavioral tasks with a spatial
resolution of 2-5 millimeters, which is superior to many of the other
techniques in cognitive neuroscience. This means that places of ac-
tivity in the brain that are as close as 2-5 millimeters apart in the
brain can theoretically still be distinguished from each other. The
temporal resolution (the minimal distance in time between two data
points that can still be distinguished), however, is relatively poor
(2-3 seconds) [263, 264].
The contrast technique most commonly used in fMRI is the so-called
BOLD (Blood Oxygenation Level-Dependent contrast) technique.
The BOLD technique is based on the fact that, under normal circum-
stances, neuronal activity and haemodynamics (regulation of blood
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flow and oxygenation) are linked in the brain [265, 266].
The BOLD technique basically measures changes in the inhomogene-
ity of the magnetic field, which are a result of changes in the level of
oxygen present in the blood (blood oxygenation) [265, 266, 267, 268].
Deoxyhaemoglobin (a haemoglobin protein contained within the red
blood cells without an oxygen molecule attached to it) has magnetic
properties and will cause an inhomogeneity in the magnetic field
surrounding it. Oxyhaemoglobin (a haemoglobin protein contained
within the red blood cells with an oxygen molecule attached to it) has
hardly any magnetic properties and therefore has very little effect on
the magnetic field surrounding it. Therefore, a high level of deoxy-
haemoglobin in the blood will result in a greater field inhomogeneity
and therefore in a decrease of the fMRI signal [265, 266, 267, 268].
The function of the BOLD signal against time in response to a tem-
porary increase in neuronal activity is known as the haemodynamic
response function (HRF) [265] (Figure 4.1). After a transient in-
crease in neuronal activity the BOLD signal initially decreases be-
cause the active neurons use oxygen thereby increasing the relative
level of deoxyhaemoglobin in the blood [265]. This decrease, how-
ever, is tiny and is not always found [269]. Following this initial
decrease, there is a large increase in the BOLD signal which reaches
its maximum after approximately 6 seconds [270, 265]. This increase
is due to a massive oversupply of oxygen-rich blood. The result of
this oversupply of oxygen is a large decrease in the relative level of
deoxyhaemoglobin, which in turn causes the increase in the BOLD
signal. Finally, the level of deoxyhaemoglobin slowly returns to nor-
mal and the BOLD signal decays until it has reached its original
baseline level after an initial undershoot after approximately 24 sec-
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Figure 4.1: Time course of the HRF in response to a short-lasting in-
crease in neuronal activity at time = 0.
onds [265]. This function of the BOLD signal against time is also
known as the BOLD response. Data analysis of almost all fMRI
studies is based on the signals coming from the much stronger posi-
tive BOLD response.
A major goal of fMRI measurements is the localization of the
neural correlates of sensory, motor and cognitive processes. Another
major goal of fMRI measurements is the characterization of the re-
sponse profile in various Regions-Of-Interest (ROIs) by retrieving
plots of averaged signal time courses for different experimental con-
ditions. Inspection of the shape of (averaged) time courses may also
help to separate signal fluctuations due to measurement artifacts
from stimulus-related hemodynamic responses. In order to obtain
fMRI data with relatively high temporal resolution, functional time
series are acquired using fast MR sequences sensitive to BOLD con-
trast as for example the Gradient Recalled Echo sequence (GRE).
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Over the course of an experiment, the brain is continuously active.
This means that the level of oxygenation of the blood varies contin-
uously. However, typically only 1 to 10 percent of this variation in
oxygenation is actually related to the task at hand and constitutes
the signal of interest. Therefore, great care must be taken when
designing an fMRI experiment. The optimal experimental design
maximizes the possibility of finding a reliable answer to the research
question posed. In other words, the optimal design maximizes both
statistical power and the power to draw inferences.
The first type of experimental design is the so-called block design,
also known as the box-car [271] (Figure 4.2). In a block design, two
or more conditions are alternated in blocks. Each block will have a
duration of a certain number of fMRI scans and within each block
only one condition is presented. By making the conditions differ in
only the cognitive process of interest, the fMRI signal that differenti-
ates the conditions should represent this cognitive process of interest.
The contrast could be done between one condition and another one
or between a condition and the baseline.
The second type of experimental design is the so-called event re-
lated design [271] (Figure 4.2). In an event related design the course
of the HRF following each stimulus presentation is estimated. The
multiple HRF’s following a single type of stimulus can be averaged.
An important aspect to be considered is the presentation of stimuli
in a randomized order within the task in order to avoid cognitive
adaptation strategies of the subjects.
In a typical fMRI experiment a measurement of the entire brain,
known as a volume, is collected every 2 to 4 seconds, resulting in
hundreds of collected brain volumes per experiment for each sub-
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Figure 4.2: In a block design (upper row), events belonging to the same
condition are grouped together and are separated by a baseline block. In
this example, two blocks of two main conditions (green, condition 1; violet,
condition 2) are depicted. In slow event related designs, trials of differ-
ent conditions appear in randomized order and are spaced sufficiently far
apart to avoid largely overlapping BOLD responses. In rapid event related
designs, stimuli are closely spaced leading to substantial overlap of evoked
fMRI responses.
ject. The ultimate goal is determining what areas of the brain show
a significant increase in the BOLD response under certain task con-
ditions. To achieve this goal, a number of steps must be performed
on the fMRI dataset.
In order to reduce artifacts and noise-related signal components, a se-
ries of mathematical operations is typically performed prior to statis-
tical data analysis. The most essential steps of these pre-processing
operations include: head motion detection and correction, slice scan
timing correction (necessary because the different slices are not ac-
quired in the same time instant), removal of linear and non-linear
trends in voxel time courses, spatial and temporal smoothing of the
data and spatial normalization and co-registration.
After these pre-processing steps it is possible to perform the statis-
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tical analysis of the data. The goal of the statistical analysis is to
determine what areas of the brain are significantly activated under
certain task conditions. Most commonly the General Linear Model
(GLM) is used for this statistical analysis. The GLM is mathe-
matically identical to a multiple regression analysis but stresses its
suitability for both multiple qualitative and multiple quantitative
variables.
The GLM is suited to implement any parametric statistical test with
one dependent variable, including any factorial ANOVA design as
well as designs with a mixture of qualitative and quantitative vari-
ables (covariance analysis, ANCOVA). Because of its flexibility to
incorporate multiple quantitative and qualitative independent vari-
ables, the GLM has become the core tool for fMRI data analysis
after its introduction into the neuroimaging community by Friston
and colleagues [272, 273]. From the perspective of multiple regression
analysis, the GLM aims to explain or predict the variation of a de-
pendent variable in terms of a linear combination (weighted sum) of
several reference functions. The dependent variable corresponds to
the observed fMRI time course of a voxel and the reference functions
correspond to time courses of expected (idealized) fMRI responses
for different conditions of the experimental paradigm.
The reference functions are also called predictors, regressors, ex-
planatory variables, covariates or basis functions. A set of predictors
forms the design matrix, also called the model. Considering the block
design, a predictor time course is typically obtained by convolution
of a condition box-car time course with a standard hemodynamic
response function. A condition box-car time course may be defined
by setting values to 1 at time points at which the modeled condition
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is defined (on) and 0 at all other time points.
After the design matrix and therefore the global shape of the BOLD
response following a stimulus presentation has been modeled, this
model has to be fit separately to the time course of each voxel. The
t-test is used to determine if any linear combination of the predictor
variables defined in the design matrix explain a significant amount
of variance in the BOLD dataset. The result is a map of t-score
for each voxel and for each linear combination of predictor variables
reflecting how well the observed BOLD time course is explained.
In the cases where characterization and statistical assessment of gen-
eral brain patterns is desired, multiple subjects have to be integrated
in groups. Such group studies make it possible to generalize findings
from a sample of subjects to the population from which the patients
or healthy subjects have been drawn.
The integration of fMRI data from multiple subjects is challenging
because of the spatial correspondence problem. In neuroimaging, the
matching of brains is usually performed by a process called brain nor-
malization, which involves warping each brain into a common space.
The most commonly used target space for normalization is the Ta-
lairach space and the closely related MNI template space.
After brain normalization, the data from multiple subjects can be
statistically analyzed simply by concatenating them over correspond-
ing points. After concatenating the data, the statistical analysis de-
scribed earlier can then be applied to the concatenated time courses.
In the context of the GLM, the multi-subject voxel time courses as
well as the multi-subject predictors may be obtained by concatena-
tion and contrasts can be tested in the same way as described for
single subject data. The obtained results can not be generalized to
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the population level since the data is analyzed as if it stems from a
single subject. Significant findings only indicate that the results are
repeatable for the same subject (group of subjects). In order to test
whether the obtained results are valid at the population level, the
statistical procedure must assess the variability of observed effects
across subjects (random effects analysis) as opposed to the variabil-
ity across individual measurement time points as performed in the
concatenation approach (fixed effects analysis).
A simple and elegant method is provided by multi-level summary
statistics approach [274]. In a first level, mean effects (summary
statistics) are estimated for each subject (level 1). The estimated
effects at the first level per subject enter the second level as the de-
pendent variable and are analyzed for significant effects. Since the
summarized data at the second level explicitly models the variability
of the estimated effects across subjects, the obtained results can be
generalized to the population from which the subjects (sample) were
drawn.
To summarize the data at the first level, a standard GLM may be
used to estimate effects beta values separately for each subject. In-
stead of one set of beta values in fixed effects analysis, this step will
provide a separate set of beta values for each subject. The obtained
beta values can be analyzed at the second level using a standard
ANOVA with one or more within-subject factors categorizing the
beta values. If the data represent multiple groups of subjects, a be-
tween factor for group comparisons can be added.
These short explanations indicate that the statistical analysis at the
second level does not differ from the usual statistical approach in
medical studies. The only major difference to standard statistics
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is that the analysis is performed separately for each voxel requir-
ing methods to correct for a massive multiple comparison problem.
Note that in addition to the estimated subject-specific effects of the
fMRI design (beta values of first level analysis), additional external
variables (e.g. an IQ value for each subject) may be incorporated as
covariates at the second level.
4.2 Introduction
Autism Spectrum Disorders (ASDs) are a set represented by an
early-onset neruodevelopmental disorders that disrupt the develop-
ment of intersubjectivity and have several cascading effects on neu-
rocognitive functions. A multiplicity of genetic and environmental
factors play a role in ASDs. Recent studies on the neuroanatomic,
neurofuntional and/or neurochemical features of autistic disorder
suggest the hypothesis that different organic factors may lead to a
disruption of cerebral development finally expressing with an autis-
tic cognitive and behavior pattern.
In particular ASDs involve a basic impairment in social cognition and
an abnormal brain connectivity and functional activation of cerebral
areas that are the bases of their altered behavioral ability [275].
A lot of fMRI technique studies show a different pattern of brain
activation during several tasks, such as language processing [276],
working memory [277], executive functioning [278], visual imagery
[279] but also in the resting state condition [280]. Experiments
on facial processing show how in autistic subjects the activation of
face-processing network is abnormal [281], [23], [282]. This network
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is constituted by fusiform face area (FFA), inferior occipital gyrus
(IOG), fusiform gyrus (FG), superior temporal sulcus (STS), amyg-
dala, insula, limbic system, sensorimotor cortex and inferior frontal
cortex (IFC). Autistic subjects present an atypical pattern of acti-
vation in particular in those areas that are involved in the ”social
brain” during the processing of facial expressions of emotion. The
”social brain” includes areas such as of the occipital and tempo-
ral cortices, the amygdala, the orbito-frontal cortex (OFC) and the
anterior cingulate cortex (ACC) that are important for processing
social information.
The deficit in face processing network activity has been inter-
preted by some authors as the consequence of a poor gratification
about this kind of stimuli [283] or as a difficulty in detecting and in-
terpreting social interactions [284]. The neurofunctional correlate of
the low interest for faces is expressed in a reduced BOLD activation
of fusiform face area (FFA) in ASD patients [114], [285]. However
several factors influence neurofunctional face response in ASD sub-
jects such as age of participants and the kind of faces used in the
experiment. For example in the study by Pierce et al. [286], the first
one on only young autistic children, authors found an hypoactivation
of FG in ASDs in comparison to normal controls while they observe
an unknown face while the FG activated also in ASDs while watch-
ing their mother’s or another child’s face. This could mean that FG
is not the principal site of a defect in face processing but there is
instead a dysfunction in the systems that modulate FG activity.
Moreover some studies show that if patients are stimulated with
specific tasks aimed to increase attention to social stimuli, neural
response is similar to that of control subjects. For example FFA
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activates in front of non-human stimuli such as cartoons [287]. This
finding has a great relevance in the application of therapeutic and
rehabilitative strategies directed towards the improvement of social
abilities in ASDs. The state-of-the-art confirms the usefulness of
robots in ASD therapy to act as social mediators to increase the
social interaction skills of ASD children [288], [289].
Recently humanoid robots have been used in research on imitation,
learning and social responsiveness. During the interaction with the
androids important ability that deficit in ASD such as face identifi-
cation, gaze perception and emotion evaluation of face expressions
are elicited. This study investigated the neural correlates of face pro-
cessing in autism by acquiring fMRI data during attentive viewing
of human faces, android faces and robots.
Among the android faces we used also the face of a humanoid robot
developed by the Hanson Robotics and the Interdepartmental Re-
search Center ”E. Piaggio” at the Scientific Institute Stella Maris
called FACE (Facial Automation for Conveying Emotions) that is
used for the therapy of autistic subjects and will be presented in the
following chapter.
In this study a block design protocol was chosen as it increases sta-
tistical power and so it is more suitable for a study with children,
especially autistic children, that usually move and cannot stay for a
long time inside the scanner so that the time of experiment needs to
be as short as possible.
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4.3 Materials and Methods
4.3.1 Participants
In a pilot study three adults controls (one males and two females;
mean age±standard deviation: 28.1±1.6) participated.
Data acquired on these subjects were used as a pilot study to tune
the fMRI task for the following analyses and were not included in
the final analysis or results.
In the following study six males with high functioning ASDs (mean
age±standard deviation: 15.8±2.4; VIQ: 114.5±23.3; PIQ: 110.5±12.7)
and six typically developing controls (four males and two females;
mean age±standard deviation, 23.3±5.3) were recruited. Among the
ASD subjects one did not want to enter the scanner and another one
was excluded from the analysis because it was able to perform only
one series of the task. The final group so was made up of four ASD
subjects.
Diagnoses were confirmed with the Autism Diagnostic Interview-
Revised (ADI-R, [290]), the Autism Diagnostic Observation Sched-
ule (ADOS, [291]), and clinical judgment based on all available in-
formation from qualified professional clinicians. Intellectual func-
tioning was estimated by means of an abbreviated version, that is,
four subtests, of the Wechsler Intelligence Scale for ChildrenRevised
(WISC-R, [292]). Control participants were screened for current and
past psychiatric disorders, history of a developmental learning dis-
ability and contraindications to MR imaging. All participants gave
informed consent to participate in the study.
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4.3.2 fMRI task
For each subject, the experimental protocol, was presented back-to-
back via LCD goggles (Resonance technology) in a passive viewing
task. A block-design paradigm was used.
The stimuli consisted in 10 pictures of human faces (H), 10 pictures of
android faces (A), 10 pictures of robotic faces (R) and 10 pictures of
objects (O). Images were converted to gray-scale levels and a Matlab
custom program was used to uniform size and luminance of all them.
Images were downloaded from the website except for the photograph
of the android FACE developed at the Interdepartemantal Research
Center ”E. Piaggio”.
In the pilot study two kind of protocols were used: in the first one
10 blocks presented digital, greyscale pictures of 8 human faces (H),
or 8 android faces (A) or 8 objects (O) (Figure 4.3.a), in the second
one pictures of objects were replaced with pictures of robotic faces
(R) (Figure 4.3.b). In both paradigms each image was presented
for 2.5 s with 0.5 s inter-stimulus interval. The order of the images
presented within each block was random and also the sequence of
blocks was random. Each paradigm was repeated 2 times and the
acquisition time for the whole fMRI session was about 20 minutes.
In the following study two kind of protocols were used: in the first
one 12 blocks presented digital, greyscale pictures of 6 human faces
(H), or 6 android faces (A) or 6 robotic faces (R), in the second
study a mask constituted by 8 blocks of 6 robotic faces (R) or 6
objects was used. Also in this case in both paradigms each image
was presented for 2.5 s with 0.5 s inter-stimulus interval, the order
of the images presented within each block was random and also the
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Figure 4.3: Experimental paradigm in the pilot study with human faces,
android faces and objects (a) and with human faces, android faces and
robotic faces (b).
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Figure 4.4: Experimental paradigm in the second study with human
faces, android faces and robotic faces (a) and mask with robotic faces
and objects (b).
sequence of blocks was random. The first paradigm was repeated 3
times while the second only once; the acquisition time for the whole
fMRI session was about 20 minutes.
4.3.3 Image acquisition
Structural and functional MRI were performed on a 1.5 T MR sys-
tem (Signa Horizon LX, GE Medical System). The MRI protocol
provided a full-brain anatomical 3-D high-resolution T1-weighted
structural images (TE= 11 ms, TR= 500 ms, 1 mm3 voxel dimen-
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sion, flip angle= 90 ◦) and BOLD functional data, collected using
T2∗-weighted echo-planar imaging (EPI) gradient-recalled echo se-
quence (TR= 3000 ms, TE= 23 ms, 21 slices; 5 mm thick, 64X64
matrix, flip angle= 80 ◦). The total acquisition time of all the MR
session was about 45 minutes.
4.3.4 Data analysis
Data analysis was performed using the Brain Voyager QX software
package (Brain Innovation, Maastricht, the Netherlands).
Before statistical analysis, raw data were corrected for head move-
ments and high-temporal filtered in order to exclude temporal drifts.
For each subject, all the two-dimensional functional data were co-
registered, concatenated, aligned to the three-dimensional high res-
olution images and finally transformed into Talairach space [293].
A General Linear Model (GLM) approach was used to generate sta-
tistical parametric maps, using a hemodynamic response function
modeled on the standard Boynton’s function [294] and considering
the four conditions: H, A, R, O.
For the multi-subject analysis, a random-effect model analysis was
chosen. A ROI (Region-Of-Interest) analysis was conducted on the
statistically significant clusters coming out from the application of
the GLM analysis. In these ROIs, a single-subject analysis was per-
formed measuring the average percent signal change of each indi-
vidual subject. Then an average signal response for each ROI was
obtained as the mean across the subjects.
The pilot study was used to test if stimuli activated the face-processing
network and if the different conditions gave a different response.
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In the second study four planned analysis were performed as follows:
(i) to explore whether the used stimuli were able to activate the face-
processing network the activity for all the observed faces versus the
static conditions was contrasted (all stimuli > static conditions); (ii)
to investigate the differences between ASD subjects and controls the
activity related to observation of human faces, android faces, robotic
faces and objects was compared for the two groups of subjects; (iii)
to explore whether there were areas differentially responding to the
kind of stimulus observed, the activity related to observation of hu-
man faces, android faces, robotic faces and objects was compared;
and (iv) to assess the differential response to the different condi-
tions, a ROI analysis on the regions activated by the contrast (iii)
was performed.
4.4 Results
The pilot study revealed that the task developed in this work clearly
yielded distinguishable activations in the areas of face-processing
network in the control group. The group analysis showed that these
areas activated in all control subjects as it can be can seen in Figure
4.5 where the activation of the sum of three stimuli with respect
to the resting-state condition is reported. The protocol that used
objects instead of robotic faces gave a similar activation so results are
not reported. It should be noticed that although the gold standard
method is reporting data for p<0.05 Bonferroni corrected, in this
study, due to the low number of subjects, it was decided to visualize
activation for p< 0.001 uncorrected.
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Figure 4.5: Activation of face processing network in response to the three
stimuli (H, A , R) vs. the rest condition in the three control subjects of
the pilot study. All results are p < 0.001 uncorrected. The brain images
are in radiological orientation.
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The second study confirmed the activation of the face-processing
network both in controls and in ASDs. The pattern of activation of
the two groups was quite similar as it can be observed in Figure 4.6.
In this Figure the response to the three stimuli (humans, androids
and robots) vs. the rest condition is shown.
Although the pattern of activation of the two groups was similar,
some differences can be noticed. First of all it can be observed that
in controls there is an activation of the frontal areas, especially in the
right hemisphere, while this activation is missed in the ASD group.
Moreover the activation of the ventral areas is reduced in ASDs with
respect to controls. Single-subject analysis confirmed these finding
for both ASDs and controls. Patterns of activation for each subject
are not reported.
A comparison between the two groups in response to the three stim-
uli was also performed. Results are shown in Figure 4.7.
This result confirm the activation of frontal areas, in particular
the right prefrontal gyrus, and in intraparietal areas in controls but
not in the ASD group (areas in red). On the contrary there is an
increased activation of the visual areas in ASDs with respect to con-
trols (areas in blue).
The same analyses were realized for the other paradigm that was
the objects-robots mask. Figure 4.8 shows the pattern of activa-
tion in response to these two stimuli vs. the rest condition both
in controls and ASDs. It can be noticed that the activation of the
frontal areas in controls is reduced with respect to the first paradigm.
Moreover the the pattern of activation of controls and ASDs is more
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Figure 4.6: Activation of face processing network in response to the three
stimuli (H, A , R) vs. the rest condition in controls (a) and in ASDs (b).
All results are p < 0.001 uncorrected. The brain images are in radiological
orientation.
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Figure 4.7: Differential activation in response to the three stimuli (H, A
, R) in controls vs. the same stimuli in ASDs. Areas in red activate more
in controls than in ASDs, vice versa for the areas in blue. All results are
p < 0.001 uncorrected. The brain images are in radiological orientation.
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similar one to the other.
Also in this case a comparison between the two groups was per-
formed. As Figure 4.9 shows, there are very few areas in which the
response of the two groups is different that are the blue regions in
which the response in ASDs is higher with respect to controls while
there are no areas in which the response is increased in controls.
In order to understand if there was some difference in the pro-
cessing of human, android and robotic faces both in controls and in
the ASD subject, patterns of activation across the three conditions
were analyzed. The most interesting result was obtained in the com-
parison humans vs. androids. This contrast in the control group
enhanced the activation of the precentral area as it can be observed
in Figure 4.10. Regions Of Interests (ROIs) with a significant level
of activation in the contrast human vs. android faces, are marked
in Figure 4.10 and selected for a ROI analysis. The selected ROIs
are indicated with 1, 2 and 3 numbers: ROIs 1 and 2 are part of the
dorsolateral prefrontal circuit (they lay approximately on the right
and left medial frontal gyrus respectively) while ROI 3 corresponds
to the left precentral gyrus.
For each of the three ROIs selected, the time course of the BOLD
signal in response to human, android and robotic faces was investi-
gated. Results are reported in Figure 4.11. From the observation of
the time courses it can be noticed that in each ROI the BOLD sig-
nal in response to human faces is higher with respect to the BOLD
signals in response to the other two kind of stimuli.
The activation in response to humans in controls in comparison to
the activation in response to humans in ASDs was also investigated.
This contrast activated the right medial frontal gyrus in controls.
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Figure 4.8: Activation in response to the two stimuli (O, R) vs. the
rest condition in controls (a) and in ASDs (b). All results are p < 0.001
uncorrected. The brain images are in radiological orientation.
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Figure 4.9: Differential activation in response to the two stimuli (O, R)
in controls vs. the same stimuli in ASDs. Areas in red activate more in
controls than in ASDs, vice versa for the areas in blue. All results are p
< 0.001 uncorrected. The brain images are in radiological orientation.
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Figure 4.10: Brain activation in response to the contrast humans vs.
androids in control group. Areas in blue/green activate more in response
to human faces while yellow/orange areas activate more in response to
androids. ROIs in with the response to human faces is higher are marked.
The brain images are in radiological orientation.
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Figure 4.11: a) Activation of ROI1 (a), ROI2 (b) and ROI3 (c) and
relative BOLD signal time courses in response to human, android and
robotic faces in controls. The brain images are in radiological orientation.
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Figure 4.12: Activation of the right medial frontal gyrus in response to
the contrast humans in controls vs. humans in ASDs and relative BOLD
signal time courses in response to human, android and robotic faces in
controls and in ASDs. The brain images are in radiological orientation.
The time course of the BOLD signal in response to human, android
and robotic faces in both the two groups was analyzed. Results are
shown in Figure 4.12. As it can be noticed in the figure in controls
the BOLD signal was higher response to human faces with respect to
the other two kinds of stimuli while in ASD group the BOLD signal
was higher in response to android faces. The response to robotic
faces was not significantly different between the two groups.
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4.5 Discussion and Conclusion
In this study a novel protocol for the analysis of the response to hu-
man, android and robotic faces in ASDs and controls was developed.
Despite the fact that this study is preliminary and the number of
subjects is quite low, with an imbalance between the two groups,
some important observations can be made.
First of all the task developed in this study was able to yield activa-
tions located in the areas of face-processing network in the control
group, in agreement with other studies. This network is constituted
by the fusiform face area (FFA), inferior occipital gyrus (IOG), gaze
perception, superior temporal sulcus (STS) precentral gyrus (PG)
and inferior frontal cortex (IFC).
Looking at the activation in response to the task presented in this
study in ASDs it was possible to see that although the activation of
the global network was similar to the one of controls, some differ-
ences were present. First of all in controls there was an activation of
the frontal areas, especially in the right hemisphere, that was absent
in ASDs, then in ASDs there was a reduced activation of ventral
areas with respect to controls. However, the comparison between
the response of the two groups revealed an increase of activation in
ASDs in occipital areas.
The frontal areas of the right hemisphere are regions of the brain in-
volved in planning, and spatial organization while the occipital areas
are visual areas. A lack of activation in the frontal areas and an in-
creased activation of the occipital areas in ASDs could be explained
with the fact that ASD subjects are more focus on watching at the
pictures than in understanding their content and also that they have
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a reduced ability in integrating information.
The analysis of the BOLD signal within the frontal areas in controls
revealed a higher response to human faces than the other three kind
of stimuli. This result suggests that frontal areas are specific for
human face processing recognition. In ASDs, in which frontal areas
do not activate, there is in fact a deficit in the processing of human
faces.
The most important novelty of this study was the investigation of
the response in ASDs and controls not only to human faces but also
to android ad robotic faces. While in controls the analysis of the
response to the different kind of stimuli revealed a higher activation
in response to humans with respect to the other stimuli, the same
analysis showed that in the same areas that in controls activates for
humans, in ASDs there was an increase in the response to android
faces.
The response to robotic faces was similar to both the two groups.
Moreover looking at the response to the robot-object mask it was
possible to notice that neither of the two stimuli activate the frontal
areas in controls or in ASDs. This means that both controls and
ASDs process robotic faces similar to objects so they don’t activate
face processing areas.
From these preliminary results we can suppose that while ASD sub-
jects have a reduced brain activation during processing of human
faces, as reported in the literature, they seem to be more interested
in looking at android or robotic faces. In particular while robotic
faces elicited a response that is similar to objects, the response to
android faces was similar to the response that controls had for hu-
man faces.
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If this finding is confirmed in a larger sample of patients, it could
have a great relevance in the application of androids as therapeu-
tic and rehabilitative strategy directed towards the improvement of
social abilities in ASDs. The interaction with the androids could
activate areas of the brain that are important for social interaction
and integration of information that usually do not activate in ASDs
in the interaction with humans.
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Chapter 5
Acquisition of behavioral and
physiological signals through the
FACE-T platform
5.1 Introduction
In recent years, robots have been proposed for the treatment and re-
habilitation of people with cognitive disorders. Recent research has
shown that certain subjects with cognitive deficits perceive and treat
robots not as machines, but as their artificial partners [128, 129].
Based on these observations several robotic artifacts have been used
to engage proactive interactive responses in children with Autism
Spectrum Disorders (ASDs). A review of the robotic tools for autis-
tic children was presented in Chapter 1 (1.4.4.3).
Human-like robots which emotional expressions, empathy and non-
verbal communication have also been proposed for autism therapy
[295]. They can be thought of as a sort of robot based on affective
computing.
During the course of this thesis a life like android called FACE (Fa-
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cial Android for Conveying Emotions), developed at the Interdepart-
mental Research Center ”E.Piaggio”, was employed to investigate its
capability in elicit physiological and behavioral response. The im-
portance of these experiments in the context of these thesis is the
acquisition of behavioral and physiological parameters in an objec-
tive way that can be linked to brain structural and functional ab-
normalities in ASDs.
The FACE robot is capable, in its present embodiment, of mimicking
a limited set of facial expressions, which are more easily accepted by
autistic patients because of their simple and stereotypical nature.
FACE is used in a structured therapeutic environment in which the
subject’s behavior and responses are monitored using a multiplic-
ity of sensors and then processed and fed back to the android to
modulate and modify its expressions. The integrated sensing, mon-
itoring, processing and emotionally responsive android-based thera-
peutic platform is termed FACE-T (FACE Therapy).
Physiological signals (electrocardiography (ECG), breath and elec-
trodermal activity (EDA)) and eye gaze are acquired using a com-
fortable, unobtrusive sensorized shirt and a cap containing integrated
cameras and mini gyroscopes.
Initial sessions confirmed the hypothesis that FACE can increase
their emotional responsiveness in individual with ASDs. A further
finding was that autistic children rarely showed fear of the robot,
while control subjects were uncomfortable with some of the pro-
grammed expressions manifested by FACE [296]. Furthermore post-
processing of acquired physiological data (heart rate) shows that
they are correlated with the emotional participation of the patient
and his/her interaction with FACE [297].
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The acquisition of these parameters during the interaction with FACE
allows to infer some information on emotional state of the child dur-
ing specific tasks that are known to be compromised in ASDs like face
processing, imitation and social interaction. Emotions are closely re-
lated to brain activity and so to its structure so that an anatomical
abnormality in the brain reflects in dysfunction in the expression of
emotions.
The Polyvagal Theory [20] links the evolution of the autonomic ner-
vous system to affective experience, emotional expression, facial ges-
tures, vocal communication and contingent social behavior. This
theory provides a plausible explanation of several social, emotional
and communication behaviors and disorders like ASDs.
According to this theory the mechanism of interaction between be-
havior and neural structures is explained by the Social Engagement
System (Figure 5.1). This system has a control component in the
cortex that regulates brainstem nuclei to control somatomotor com-
ponents (e.g. looking and emotional expression) and visceromotor
component. The vagus represents an integrated neural system that
communicates in a bidirectional manner between the viscera and the
brain.
Difficulties behaviors associated with the Social Engagement System
(e.g., gaze, extraction of human voice, facial expression, head ges-
ture and prosody) are common features of individuals with ASDs
indicating an impairment of this system.
In this study FACE-T was first tested on healthy volunteers and then
on ASD children and typical developing. Gaze and all physiological
data have been acquired although in this study only ECG signals
have been analyzed.
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Figure 5.1: The Social Engagement System consisting of a somatomotor
component (solid blocks) and a visceromotor component (dashed blocks)
[20].
In fact heart activity is regulated by the vagal activity and so it
is an indicator of the functionality of the Social Engagement System
and of the neural structures that control it. Modulation of the vagal
brake provides a neural mechanism to rapidly change visceral state
by slowing (i.e., increasing vagal influences) or speeding (i.e., reduc-
ing vagal influences) heart rate. Functionally, the vagal brake, by
modulating visceral state, enables the individual to rapidly engage
and disengage with objects and other individuals and to promote
self-soothing behaviors and calm behavioral states.
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Figure 5.2: Connection scheme of the FACE-T platform. The control
unit is connected to the different roblets belonging to the platform and to
the configurator roblet that allows therapist control and supervision.
5.2 Materials and methods
The FACE-T set-up, in which the android guided therapy takes
place, includes a room equipped with motorized cameras, directional
microphones, and other acquisition systems as shown in Figure 5.2.
5.2.1 Face Robot Hardware
FACE is an android used as emotion conveying system. It consists of
a female face made of FlubberTM, a skin-like silicone based rubber
patented by HansonRobotics (Figure 5.3 a). Android faces produced
by D. Hanson have been used in other robots, with their own software
architectures, like the Ibn Sina Robot [298], the Javier Movellan’s
robot at UCSD [299],and the INDIGO project [300]. FACE is actu-
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Figure 5.3: a) The android FACE, b)Servo motors disposition inside
FACE head.
ated by 32 servo motors that move the artificial skin through cables
inserted in the face according to the human anatomy. The motor
cables act as tendons moving FACE skin and allowing human facial
expressions to be re-created. FACE servo motors are all integrated
in the android skull except for the 5 neck servos that allow pitch,
roll and yaw movement of the head (Figure 5.3b).
The android has a CCD camera in the right eye used for face track-
ing of the subject through an OpenCV based face tracking algorithm
[301].
5.2.2 Face Control
The entire FACE-T system behavior is controlled by custom made
software responsible for monitoring the environment, the subject,
and the robot. A number of subsystems control the different fea-
tures of the system with the goal of combining reactive and de-
liberate behaviors. For example, the android should blink its eyes
while performing other tasks. System modules are integrated using
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a framework for programming robots called Robotics4.NET [302]
whose purpose is to provide a robust communication infrastructure
among software modules, called roblets, implementing autonomous
behaviors. The underlying metaphor is the human nervous system:
XML messages, corresponding to neural communications, are sent
and received by roblets to and from the body map, where the state
of the body is collected and used as a global perception by the pro-
gram coordinating all the activities, a sort of brain.
The environment parameters are perceived through a number of dif-
ferent sensors (Figure 5.2), in part mounted on the android, in part
on the surrounding environment. Nevertheless, from the software
standpoint these are part of a single body even if they are connected
to different computing systems. Roblets correspond to body organs,
and embed autonomous reactive behaviors, possibly combining per-
ception and actuation. This architecture guarantees signal synchro-
nization.
A relevant aspect of the control software has been the development
of a framework for controlling the 32 servo motors actuating FACE,
responsible for defining facial expressions of the android (Figure 5.4.
It is difficult to capture emotions in single expressions and combine
them in an appropriate way. The subsystem was organized in layers
implementing high level operations reduced into basic commands.
At the very bottom motor values are normalized in the range 0-1 so
that facial expressions can be reliably stored over time.
Motor configurations can be saved into XML files and later reloaded.
In fact these files represent static facial expressions. Face move-
ments are achieved by means of interpolation of known positions.
This is a standard approach in the context of 3D animation that has
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Figure 5.4: The six basic expressions of FACE: happiness (a), digust
(b), amazement (c), fear (d), anger (e) and sadness (f).
greatly influenced the design of the control system, and it enables
forward and backward compatibility with well-known graphic pro-
grams. This first abstraction layer, designed to decouple software
from specific hardware, is used by another layer whose purpose is to
receive requests for facial expression adaptation and combine them
appropriately.
The control software is inherently concurrent and different behav-
ioral modules are expected to send requests for facial expression
adaptation without having to care for possible conflicts. This is the
most important abstraction provided by the software layer since it
is responsible for mixing reflexes such as eye blinking or head turn-
ing to follow the patient with more deliberate actions. Each cre-
ated expression request has an associated priority, which is used to
blend conflicting commands, and when it should be performed. The
blending and animation process is necessary to resolve conflicting
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Figure 5.5: Sensorized shirt developed in collaboration with Smartex Srl,
Prato, Italy.
expressions that may be requested frequently.
5.2.3 Sensorized shirt
The sensorized shirt is based on e-textiles and was developed by
Smartex Srl, Prato, Italy (Figure 5.5).
It gathers, computes and transmits ECG, skin conductance, skin
temperature and respiratory rate, all of which are known to be bod-
ily correlates of emotional states [122]. The shirt integrates textile
sensors within a garment together with on-body signal conditioning
and pre-elaboration, as well as the management of the energy con-
sumption and the wireless communication systems.
Three key points make up the sensing shirt; these are the fabric elec-
trodes based on interconnecting conductive fibers, a piezoresistive
network and a wearable wireless communication unit [21] (Figure
5.6a).
Electrodes and connections are interwoven within the textile by
means of natural and synthetic conductive yarns (Figure 5.6b). The
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Figure 5.6: a) Overall shirt function b) Part of the shirt interface [21].
shirt allows physiological signal acquisition with a minimal subject
discomfort and total unobtrusiveness which are of paramount im-
portance when dealing with autistic children.
5.2.4 Eye-tracking
There is a growing body of research that makes use of eye-tracking
technology to study attention disorders and visual processing in
ASD. Atypical gaze patterns were already described for individuals
with ASDs when presented with social scenes and faces [303, 304].
For instance, Klin et al. [305, 306] pointed out that, in social envi-
ronments, individuals with autism show reduced eye-region fixation
time in favor of an increased focus on mouths and objects.
Reduced attention to the face but not to the actions of a demon-
strator to be imitated has been found by Vivanti et al. [303] in a
group of children with autism. Gaze tracking is thus a critical and
useful indicator of a subjects interest and emotional involvement dur-
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ing a therapeutic session with FACE. To be acceptable to children,
particularly those with social difficulties, the tracking technology
should be unobtrusively and ecologically used in social experimental
paradigms. To this end, a gaze tracking cap was developed, HAT-
CAM which is a wearable device that was specifically designed to
investigate early attention disorders in infants.
The HATCAM device (Figure 5.7) was designed to be wearable,
comfortable and allow eye and head tracking. Basically HATCAM
consists of a child-sized cap with a brim, on which a small rectangu-
lar mirror is fixed directed towards the wearer’s eyes. An opening in
the brim directs the reflection from the mirror to small video camera
attached to the top of the cap. Thus the direction of the pupils with
respect to the subjects head is constantly monitored and recorded.
At the same time a 3 axis inertial platform maintains information on
the orientation of the head, and together the 2 sets of data provide
information on eye gaze within the framework of the therapeutic set-
ting through a purposely developed algorithm [307].
Although more sophisticated instruments may be used to obtain
accurate and repeatable data on pupillary motion, most of them re-
quire long lasting calibration procedures was developed which may
completely spoil the child’s collaboration. In accordance with this
limitation a fast and easy calibration procedure which is intended to
be the best trade off between accuracy and feasibility. In particular,
the algorithm, use images of both subject eyes that allow calibrat-
ing the system using few calibration points than classic single eye
algorithms [308, 309].
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Figure 5.7: HATCAM device.
5.2.5 Data acquisition and analysis
5.2.5.1 Subjects
Preliminary data were acquired on a sample of 4 ASD subjects (all
males) and 3 controls (2 males and 1 females). The age range of
autistic group was 16-20 years old while the age range of controls was
6-18. One of the ASD children was diagnosed as Asperger while the
others as high-functioning autistics. The diagnosis was formulated
through gold standard instruments, such as ADOS-G and ADI-R
or WISC-R and Leiter-R for intellectual functioning. All the ASD
subjects were also evaluated by CARS (Childhood Autistic Rating
Scale).
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Figure 5.8: A scene of the session of interaction with FACE.
5.2.5.2 Session of interaction with FACE
The interaction with FACE is based on social-play and allows the
child to familiarize with the robot (Figure 5.8). The child is not re-
quired to perform any specific task but play. The focus of the session
is imitation, alternation of facial expressions and emotional display
and recognition.
This experimental protocol allows to observe the spontaneous be-
havior of the child in response to the different configuration of the
robot: when it is still (still face), when it orients the gaze and when
it expresses some emotion. The session is divided in five different
phases:
1. Familiarization (A): spontaneous interrogation without presses.
The therapist remains in the background while FACE stays
still. While the subject is involved in the observation of FACE
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the therapist, positioned behind the subject, performs the name
calling test.
2. Interrogation and exploration (B): the subject is requested
to give a name to FACE which is then used in the entire session.
During this phase FACE exhibits some facial expressions: sad-
ness, fear, anger, disgust, amazement and happiness separated
by neutral expression. For each of the mentioned expression
the therapist asks the subject to assign it a label. Particular
attention is given to the answers of the subject (verbal com-
munication) and to spontaneous imitation. Then FACE moves
the segments of the face one by one: the eyes (opening and clos-
ing), the mouth (movement towards the right or left direction)
and the head (tilt and ”yes” or ”no” gesture).
3. Conversation with the therapist on FACE (C): the ther-
apist asks the subject its impressions on FACE for example
which are FACE’s physical and relational characteristics and
which could be its function and utility.
4. Name calling (C1): FACE calls the subject with its own
name.
5. Imitation at the request of the therapist (D): the subject
is requested to do ”what FACE does”. The ability of imitation
of the subject once encouraged by the therapist is evaluated.
Children with ASDs generally started spontaneous conversa-
tions with FACE. The therapist leave the subject free during
this conversation.
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6. Shared attention (E): during this phase the ability of the
subject to follow the gaze of FACE is evaluated. In particular
the android observes a specific object in the room and if the
subject is capable of shared attention, he watches the same
object.
The total duration of the session is about 30 minutes. After that
the therapist watches the videos acquired during the session and
performs a CARS evaluation.
5.2.5.3 Physiological data and gaze acquisition
Before the beginning of the therapeutic session, in a different room,
the subject was asked to wear the sensorized shirt and the HATCAM
5.9.
HATCAM acquisition started with the beginning of the session and
allowed following the gaze of the child during all the phases of inter-
action with FACE.
The sensorized shirt acquired ECG, skin conductance, skin temper-
ature and respiratory rate. The acquisition of these parameters was
synchronized with the beginning of the session with FACE. The sig-
nals acquired were visualized and monitored during the session from
a separate room.
In this study the ECG was analyzed. The ECG consists of the
electrical impulse generated by the heart. Each heartbeat generates
a ”complex” consisting of 3 parts (Figure 5.10):
• The ”P” wave represents the electrical impulse traveling across
the atria of the heart. Abnormalities of the P wave, therefore,
reflect abnormalities of the right and/or left atrium.
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Figure 5.9: A subject wearing the sensorized shirt and the eye-tracking
system HATCAM.
• The ”QRS” complex represents the electrical impulse as it
travels across the ventricles. Abnormalities of the QRS are
often seen when there has been prior damage to the ventricular
muscle, such as in a prior myocardial infarction.
• The ”T” wave represents the recovery period of the ventric-
ular muscle after it has been stimulated.
The portion of the ECG between the QRS complex and the T
wave is called the ST segment. Abnormalities of the ST segment
and the T waves are often seen when the heart muscle is ischemic -
that is, when it is not getting enough oxygen, usually because there
is a blockage in a coronary artery.
The R peak corresponds to the systole and is the principal beat of
the heart. The distance between two consecutive R peaks (R-R in-
terval) is not constant. In order to quantify the variability in the
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Figure 5.10: Electrophysiology of the heart (redrawn from [22]). The
different waveforms for each of the specialized cells found in the heart are
shown.
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R-R series, several indices have been proposed.
Heart rate (HR) is determined by the number of heartbeats per unit
of time, typically expressed as beats per minute (BPM), it can vary
with the body’s need for oxygen changes, such as during exercise or
sleep. The measurement of heart rate is used by medical profession-
als to assist in the diagnosis and tracking of medical conditions.
Heart rate variability (HRV) measures the variability in the distance
between one beat of the heart and the next. The interbeat interval
(IBI) is the time between one R-wave (or heart beat) and the next,
in milliseconds. The IBI is highly variable within any given time
period. Multiple biological rhythms overlay one another to produce
the resultant pattern of variability. In particular it is governed by
the action of the body’s autonomic nervous system (ANS) [310]. The
continuous modulation of the sympathetic and parasympathetic in-
nervations results in variations in heart rate. The most conspicuous
periodic component of HRV is the so called respiratory sinus arrhyth-
mia (RSA) which is considered to range from 0.15 to 0.4 Hz. In ad-
dition to the physiological influence of breathing on HRV, this high
frequency (HF) component is generally believed to be of parasym-
pathetic origin. Another widely studied component of HRV is the
low frequency (LF) component usually ranging from 0.04 to 0.15 Hz
including the component referred to as the 10-second rhythm or the
Mayer wave. The rhythms within the LF band have been thought
to be of both sympathetic and parasympathetic origin even though
some researchers have suggested them to be mainly of sympathetic
origin. The ratio LF/HF indicates the balance between sympathetic
and parasympathetic systems [311]. The fluctuations below 0.04 Hz,
on the other hand, have not been studied as much as the higher
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frequencies. These frequencies are commonly divided into very low
frequency (VLF, 0.003-0.04 Hz) and ultra low frequency (ULF, 0-
0.003 Hz) bands, but in case of short-term recordings the ULF band
is generally omitted. These lowest frequency rhythms are character-
istic for HRV signals and have been related to, e.g., humoral factors
such as the thermoregulatory processes and renin-angiotensin sys-
tem.
Interbeat interval variations, or heart rate variability, have relevance
for physical, emotional, and mental function. The variability in heart
rate is an adaptive quality in a healthy body.
5.2.5.4 ECG data analysis
Time-domain analysis ECG data were synchronized with the
videos recorded during the session with FACE and subdivided in
different windows according to the different phases of the session.
As the phase ”name calling” was very short it was included in the
previous phase ”conversation with the therapist on FACE” so five
phases were considered.
The ECG signals were then analyzed by Matlab algorithms. A pre-
processing step allowed removal of artifacts and interferences from
the ECG signal. First a pass-band filter between 2 and 50 Hz was
applied. The high-pass cut-off frequency (2 Hz) allowed to remove
the low frequency effects due to the patient respiration while the low-
pass cut-off frequency (50 hz) allowed to remove the effect of muscle
contractions that cause the generation of high frequency artefactual
potentials and overlaps the frequency content of the QRS complex.
Then a median filter was applied in order to remove salt and pepper
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noise. The main idea of the median filter is to run through the signal
entry by entry, replacing each entry with the median of neighboring
entries. The median is the middle value after all the entries in the
window are sorted numerically.
Finally the baseline wandering was removed using an wavelet ap-
proach based on the MODWT (Maximal Overlap Discrete Wavelet
Transform) method [312].
The following step was the detection of R peaks within the ECG
signals. This was done by using the ”Peak detection” Matlab al-
gorithm that finds local maxima of the signals. The values of the
peaks were used to compute the tachogram that is the trend of RR
intervals vs. the number of RR intervals present in the signal. From
the tachogram several measures were computed:
• Maximum (RRmax), minimum (RRmin) and standard devia-
tion (RRstd) of RR intervals;
• Time instants at which RRmax, RRmin and RRstd occurred;
• HR computed as the number of heartbeats per minute:
HR =
60(sec)
RR
where RR is the number of RR intervals in one minute.
Frequency-domain analysis The frequency analysis was realized
using a dedicated Matlab tool called Kubios HRV. Kubios HRV is
an advanced tool for studying the variability of heart beat intervals.
Among the several features of this tool, the frequency-domain anal-
ysis was used in this work.
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In the frequency-domain methods, a power spectrum density (PSD)
estimate is calculated for the RR interval series. The regular PSD
estimators implicitly assume equidistant sampling and, thus, the RR
interval series is converted to equidistantly sampled series by inter-
polation methods prior to PSD estimation. In the software a cubic
spline interpolation method is used. In HRV analysis, the PSD esti-
mation is generally carried out using either FFT based methods or
parametric autoregressive (AR) modeling based methods [313]. The
advantage of FFT based methods is the simplicity of implementa-
tion, while the AR spectrum yields improved resolution especially
for short samples. Another property of AR spectrum that has made
it popular in HRV analysis is that it can be factorized into separate
spectral components. The disadvantages of the AR spectrum are
the complexity of model order selection and the contingency of neg-
ative components in the spectral factorization. Nevertheless, it may
be advantageous to calculate the spectrum with both methods to
have comparable results. In this software, the HRV spectrum is cal-
culated with the FFT based Welchs periodogram method and with
the AR method. Spectrum factorization in AR method is optional.
In the Welchs periodogram method the HRV sample is divided into
overlapping segments. The spectrum is then obtained by averaging
the spectra of these segments. This method decreases the variance
of the FFT spectrum.
The frequency-domain measures extracted from the PSD estimate
for each frequency band include absolute and relative powers of VLF,
LF, and HF bands, LF and HF band powers in normalized units, the
LF/HF power ratio, and peak frequencies for each band.
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Statistical analysis The parameters computed with the time and
frequency-domain methods were statistically analyzed. In particu-
lar the time-domain measures considered were HR, RRmax, RRmin
and RRstd while the frequency-domain parameters compared were
VLF, HF, LF and LF/HF.
These parameters were analyzed for group differences (ASDs and
controls) using Student’s t-test for each autonomic index. Probabil-
ity values (p) less than 0.05 were regarded as statistically significant.
5.3 Results
5.4 Behavioral performance
The evaluation of the treatment was performed by analyzing the
recorded sessions through the CARS evaluation using 8 relevant
items from the scale. The therapeutic trails are still in prelimi-
nary phases. Nevertheless, all the 4 ASD subjects as well as controls
showed no fear in the presence of FACE, and all autistic subjects
showed improvement in CARS scores, particularly as regards imita-
tion, communication and emotional response. In particular, it was
observed that the CARS score decreased or remained the same for all
items after the therapy session. All the subjects demonstrated a de-
crease in the score of emotional response in the CARS scale between
1 and 0.5 points, while imitation improved in 3 out of 4 children,
so implying a marked improvement in these areas after interacting
with FACE.
With respect to controls ASD subjects are more interested in FACE:
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Figure 5.11: Heart rate (a) and tachogram (b) of one ASD subjects
during the phase of familiarization with FACE. For each plot minimum,
maximum, medium values and standards deviation are reported.
they fix their eyes on the android often, they converse with it and
they imitate its expression both spontaneously and under the request
of the therapist.
5.5 Autonomic response
With the time-domain analysis the HR and tachogram for each sub-
ject and each phase of the session with FACE were obtained. In
Figure 5.11 the HR and HRV obtained from the ECG signal of one
ASD subject during the phase of familiarization with FACE is re-
ported.
The frequency-domain analysis allows the power spectrum den-
sity for each subject and each phase of interaction with FACE to
be computed. In Figure 5.12 the spectrum obtained for the same
subject and the same phase as in Figure 5.11 is reported. The re-
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Figure 5.12: Power spectrum density of one ASD subjects during the
phase of familiarization with FACE obtained with the FFT method (a)
and with the AR method (b). In each spectrum the lobes refererring to
the different frequency components are shown: the pink lobe corresponds
to the VLF component, the cyan lobe to the LF component and the yellow
one to the HF component. In the tables under the spectra the values of
the computed parameters are reported.
sults for both spectra are displayed in tables below the corresponding
spectrum axes.
The t-test was performed on the indices extracted with time and
frequency domain analysis. The mean values of the parameters were
computed for each group and compared. The mean values were rep-
resented by means of histograms where the values for each phase are
reported.
The t-test showed a statistically significant differences in the time-
domain parameters RRmean (Figure 5.13) (p=0.007) and HRmean
(Figure 5.14) (p=0.004). In particular the RRmean values were in-
creased in ASDs and so the HRmean values were reduced.
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Figure 5.13: Histogram of the HRmean values for ASD subjects (cyan)
and controls (red) for each phase of the interaction with FACE.
The t-test on HRV showed no statistically significant results (p=0.1).
Results of the frequency-domain parameters statistical analysis
are reported only for the AR method as it has higher resolution with
respect to the FFT method.
The statistical analysis of frequency-domain parameters revealed dif-
ferences close to significance in VLF (Figure 5.15) (p=0.07) and LF
(Figure 5.16) (p=0.07). In both cases values were increased in ASD
subjects with respect to controls.
No significant differences were found in HF (p=0.4). However it
was interesting to notice that in the histogram in Figure 5.17 the
highest HF value, that means the highest parasympathetic activity,
corresponded to the phase of conversation with FACE.
The comparison between the values of LF/HF of the two groups
was not statistically significant (p=0.1), but the histogram in Figure
5.18 shows a trend of higher LF values in ASD subjects as the ratio
is for every phase much higher than one.
241
Acquisition of behavioral and physiological signals through the
FACE-T platform
Figure 5.14: Histogram of the HRmean values for ASD subjects (cyan)
and controls (red) for each phase of the interaction with FACE.
Figure 5.15: Histogram of the VLF values for ASD subjects (cyan) and
controls (red) for each phase of the interaction with FACE.
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Figure 5.16: Histogram of the LF values for ASD subjects (cyan) and
controls (red) for each phase of the interaction with FACE.
Figure 5.17: Histogram of the HF values for ASD subjects (cyan) and
controls (red) for each phase of the interaction with FACE.
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Figure 5.18: Histogram of the LF/HF values for ASD subjects (cyan)
and controls (red) for each phase of the interaction with FACE. The dotted
yellow line correspond to LF/HF=1.
5.6 Discussion and conclusions
In this chapter the platform FACE-T was described and preliminary
results obtained by the application of this tool in the interaction with
ASD subjects and controls, were reported. The FACE-T platform is
made up of the android FACE, and a therapeutic setup comprising
sensorized shirt, video cameras and eye tracking hat.
The interactive FACE-T scenario provides a novel semi-naturalistic
tool that is able to engage in emotive exchange with subjects with
ASD. This could be conveniently used to support cognitive behav-
ioral therapy in order to enhance comprehension and expression of
imitation, shared attention, and facial mimicry in people with ASDs.
A series of trials on subjects affected by ASDs and controls were car-
ried out, assessing both spontaneous behavior of the participants and
their reactions to therapist presses in correlation with the time course
of the physiological and behavioral data, as well as the focusing of at-
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tention towards FACE’s eye movements and the spontaneous ability
to imitate gesture and expressions of the android. Overall, subjects
demonstrated a score decrease in the areas of social communication,
implying a marked improvement in these areas after interacting with
FACE.
Moreover ECG signals acquired during the interaction with FACE
of both ASD subjects and controls were analyzed. The ECG signal
was synchronized to the recording during the sessions so that it was
possible to correlate particular phenomena revealed by the signal
analysis to specific phases of the session.
A dedicated tool for the extraction and analysis of parameters char-
acterizing ECG was created and applied to the analysis of the signals
acquired during the trials. Time-domain and frequency-domain anal-
yses were performed and a statistical analysis was used to compare
results obtained for the two groups. HR and HRV were computed
and plotted for each subject and each phase, in addiction the mini-
mum, maximum and mean RR interval were calculated. The Kubios
tool was then used to obtain power density spectra and to compute
the different frequency components.
The temporal analysis of ECG signals revealed a significant increase
of RR mean interval and so a decrease in HR mean in ASDs with
respect to controls. In the literature the heart rate in autistic chil-
dren is reported increased with respect to controls [314, 315]. The
result found in this study, that is a decrease in heart rate in ASDs
children with respect to controls, could be partially due to the ef-
fect of age; in fact heart rate is lower in teen-ager than in younger
children and the mean age of the ASD group in this study is higher
than the mean age of the control group. The heart rate in controls
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could be increased also because they are more stressed by the pres-
ence of FACE. The heart rate is indeed influenced by the emotional
condition and increases with agitation [314].
The frequency analysis showed almost significant differences in VLF
and in LF. In both cases values were increased in ASDs with respect
to controls. As mentioned in section 5.2.5.3 LF is related mainly to
sympathetic activity while VLF is linked to humoral factors. This
results means that the sympathetic activity and humoral factors are
increased in ASD subjects.
Moreover, although not statistically significant, HF was found de-
creased in ASDs with respect to controls. As HF is linked to parasym-
pathetic activity it means that this function is reduced in ASD. This
result was confirmed by LF/HF which was increased in ASDs.
The result of reduced in parasympathetic activity associated with
increased sympathetic tone in autistic children is in agreement with
other studies in which cardiac activity in autism was analyzed [314].
An interesting observation was that the higher value of HF, that is
the higher parasympathetic activity, was found in the phase of con-
versation with FACE, Phase D.
This result could mean that the conversation with the android ”re-
laxed” the autistic subject more than the other phases of the sessions
where the interaction with the therapist is requested. The increased
parasympathetic activity could be also linked to the fact that in this
phase children perform a mental task and this kind of activity seems
to activate the parasymapthetic system [316].
It is important to underline that the these results are preliminary be-
cause the number of subjects submitted to the sessions of interaction
with FACE was very low and the two groups were not well-matched
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by age. The significance of the results obtained could be improved
increasing the number of subjects and mathing the groups of ASDs
and controls by age.
The tool developed in this work could be used to analyze signals
acquired in the future experimental trials.
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The aim of this thesis was the development of novel tools and method-
ologies for the study of Autism Spectrum Disorders (ASDs).
ASDs are a complex, heterogeneous and still largely unknown group
of disorders so that novel instruments for the multimodal analysis
of its different aspects are necessary. In the past few years several
bioengineering approaches have been adopted for the study of neu-
rological or neuropsychiatric disorders, like ASDs. In this work some
of these approaches were selected and applied developing novel and
optimized methodologies to improve our knowledge and understand-
ing with respect to the current state of the art.
Researchers agree on the fact that ASDs are a set of genetic disor-
ders characterized by several abnormalities in brain structure and
functionality. These abnormalities can be found at global or local
levels.
At a microscale level deficits in neuronal morphology and connectiv-
ity have been found in a lot of brain areas. The study of ASDs at a
local level is very important for obtaining an early diagnosis.
In this work neural growth was followed and quantified to demon-
strate how neurodevelopmental alterations in cerebellar circuitry
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confer vulnerability to autism, an area of investigation which is still
largely unexplored. A non-invasive methodology that allowed the
evolution of cerebellar neurons to be followed in-vitro was set up
and a software for the extraction of metrical and topological fea-
tures, called NEMO, was developed. An effective approach based on
3-way PCA was applied for the statistical analysis of dynamic data.
The application of these tools to the analysis of Purkinje cells and
slices extracted from wild-type mice and animal models of autism
revealed that they are powerful tools for the automatic and dynamic
characterization of morphology and topology and for the discrimina-
tion of neurons cultured in different environments or extracted from
different groups of animals.
These studies for the first time allowed a quantification of microstruc-
tural properties in ASDs during the evolution of neurons.
Recently, a novel imaging methodology called DTI, allows acquisi-
tion of information on the microstructure also in-vivo, in the human
brain. In this thesis the DTI technique was used to evaluate mi-
crostuctural abnormalities of white matter in ASDs with respect to
controls. The target of the analysis were very young children with
ASDs in which there is a very little knowledge about white matter
properties and integrity due to the very few studies present in the
literature.
An optimized methodology for the analysis of diffusion tensor imag-
ing data was set up consisting in a diffusion tensor analysis for the
individualization of compromised areas and a tractographic analysis
on the tracts that were found particularly altered. The DTI study
focused on echolalia which is, to my knowledge, for the first time
considered in a DTI study in ASDs. The DTI analysis was also sen-
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sitive enough in discriminating between subgroups of subjects with
ASDs revealing alteration in the measurements and indices charac-
terizing the tracts analyzed.
To have a complete characterization of ASDs it is important to ac-
quire both structural data of brain and functional properties as well
as psychological and physiological parameters of subjects.
In order to establish a link between brain structure and function, an
fRMI analysis was therefore performed. In particular face process-
ing, a function always altered in ASDs, was investigated. A novel
fMRI task consisting in the presentation not only of human faces,
as in the studies already performed by other researchers, but also
robotic and android faces was developed. Specific areas of the brain
were found hypoactivated in people with ASDs with respect to con-
trols, moreover it was found that while controls respond more to
human faces, ASDs are more sensitive to android faces. This is an
important result that encourage the use of robotic tools as instru-
ments for ASDs therapy.
In order to characterize behavior and physiology of ASD children
an experimental laboratory was set up where physiological signals
(ECG, body temperature; etc.) and behavioral performances were
recorded during a session where the children were interacting with
an android robot called FACE. The integrated sensing, monitor-
ing, processing and emotionally responsive android-based therapeu-
tic platform is termed FACE-T. The FACE-T platform can be used
to devise and validate an evaluation and treatment protocol, to indi-
vidualize physiological, electrophysiological, psychophysiological and
behavioral factors related to social reciprocity, to characterize gaze
behavior and imitation in socio-emotional interactions and to en-
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hance imitation, shared attention and facial mimicry in ASDs. In
this work, the platform was used to correlate behavioral with cardiac
signals acquired using a sensing T-shirt.
The results obtained showed an improvement of social performance
in ASD children and an involvement of these subjects in the inter-
action with FACE as underlined by ECG data acquired during the
session.
In conclusion the quantitative analysis of microstructure both in-
vitro and in-vivo have lead to increase of knowledge about autistic
brain connectivity, providing objective ways to identify and charac-
terize morphology, topology and connectivity of neurons and white
matter.
Thanks to the novel DTI techniques that are currently under devel-
opment, the worlds of in-vitro observation and of in-vivo imaging
are getting closer allowing a verification of characteristics measured
in-vitro such as axon diameter and cellular density, through the di-
rect observation of the human brain.
Hopefully, these kind of analyses and results will also enable early
identification of ASDs and lead to new cures geared towards rewiring
of neural circuitry before establishment of permanent networks.
A further important aspect of this work is the characterization of
the functionality of the brain and the acquisition of physiological
and behavioral parameters using non-invasive instruments that al-
low an objective characterization of behavior and physiology. These
studies are aimed at yielding new knowledge on endophenotypes and
brain-behavior relationships. All the measurements acquired can in
fact be correlated with structural abnormalities of the brain in order
to understand the anatomical bases of particular deficits in brain
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activation, in social interaction problems and in physiological alter-
ations. This kind of characterization opens new opportunities in the
field of personalized autism research and treatment. On the basis of
all the measures acquired and analyzed, the medic can decide which
treatment is the most suitable for each specific child and tailored the
therapy consequently.
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