The main goal of this study is to produce landslide susceptibility map using GIS-based support vector machine (SVM) at Kalaleh Township area of the Golestan province, Iran. In this paper, six different types of kernel classifiers such as linear, polynomial degree of 2, polynomial degree of 3, polynomial degree of 4, radial basis function (RBF) and sigmoid were used for landslide susceptibility mapping. At the first stage of the study, landslide locations were identified by aerial photographs and field surveys, and a total of 82 landslide locations were extracted from various sources. Of this, 75% of the landslides (61 landslide locations) are used as training dataset and the rest was used as (21 landslide locations) the validation dataset. Fourteen input data layers were employed as landslide conditioning factors in the landslide susceptibility modelling. These factors are slope degree, slope aspect, altitude, plan curvature, profile curvature, tangential curvature, surface area ratio (SAR), lithology, land use, distance from faults, distance from rivers, distance from roads, topographic wetness index (TWI) and stream power index (SPI). Using these conditioning factors, landslide susceptibility indices were calculated using support vector machine by employing six types of kernel function classifiers. Subsequently, the results were plotted in ArcGIS and six landslide susceptibility maps were produced. Then, using the success rate and the prediction rate methods, the validation process was performed by comparing the existing landslide data with the six landslide susceptibility maps. The validation results showed that success rates for six types of kernel models varied from 79% to 87%. Similarly, results of prediction rates showed that RBF (85%) and polynomial degree of 3 (83%) models performed slightly better than other types of kernel (polynomial degree of 2 = 78%, sigmoid = 78%, polynomial degree of 4 = 78%, and linear = 77%) models. Based on our results, the differences in the rates (success and prediction) of the six models are not really significant. So, the produced susceptibility maps will be useful for general land-use planning.
Introduction
Landslides are one of the most catastrophic natural hazards occurred in many areas of the world. In Iran, about 187 people have been killed by landslides (Iranian Landslide working party 2007), and losses resulting from mass movements until the end of September 2007 have been estimated at 126,893 billion Iranian Rials (almost $12,700 million) using the 4900 landslides. The Golestan province, located in the northeast part of Iran, has been heavily affected by landslides in recent years. Landslides are normally triggered by heavy rainfall, but very few attempts have been made to forecast their location or prevent their damage in the Golestan province. Previously only a few investigations of landslide susceptibility analysis have been carried out in Iran (Pourghasemi et al. 2012a, b, c, d, e; Zare et al. 2012) . Therefore, in this study, we carried out landslide susceptibility analysis in the Golestan region.
Landslide susceptibility map is one of the crucial information in spatial planning for landslide prone areas. It gives a description about spatial probability of landslide which can be useful in landuse planning. So, the study of landslide susceptibility mapping is rapidly becoming the focus of major scientific research, engineering study and practices, and land-use policy throughout the world. In recent years, different models were used for landslide susceptibility mapping such as probabilistic models (Gokceoglu et al. 2000; Lee and Pradhan 2006; Pradhan et al. 2006 Pradhan et al. , 2010c Pradhan et al. , d, 2011 Pradhan et al. , 2012 Akgun et al. 2008; Youssef et al. 2009; Pradhan 2010b; Pradhan and Lee 2010a; Pradhan and Youssef 2010; Pourghasemi et al. 2012a, b, e) , logistic regression (Guzzetti et al. 1999; Wang and Sassa 2005; Lee and Pradhan 2007; Akgun and Bulut 2007; Pradhan 2010b, c; Pradhan et al. 2008 Pradhan et al. , 2011 Tunusluoglu et al. 2008; Yilmaz 2010b; Akgun 2011; Akgun et al. 2011a; Devkota et al. 2012) , geotechnical and the safety factor models (Shou and Wang 2003) . All these models provide solutions for integrating information levels and mapping the outputs. Recently, other new methods have been applied for landslide susceptibility evaluation using soft computing and data mining approaches such as fuzzy logic (Ercanoglu and Gokceoglu 2004; Muthu et al. 2008; Pradhan and Buchroithner 2010; Pradhan and Pirasteh 2010; Pradhan 2010a Pradhan , b, 2011a Akgun et al. 2011b; Pourghasemi et al. 2012c) , artificial neural network models (Lee et al. 2004; Gomez and Kavzoglu 2005; Nefeslioglu et al. 2008; Lee 2009, 2010a, b; Yilmaz 2009a Yilmaz , b, 2010a Zare et al. 2012; Bui et al. 2012b ), neuro-fuzzy Vahidnia et al. 2010; Sezer et al. 2011; Oh and Pradhan 2011; Bui et al. 2012a) , decision tree methods (Akgun et al. 2008; Akgun and Turk 2010; Nefeslioglu et al. 2010; Akgun 2011) , spatial multicriteria evaluation (Pourghasemi et al. 2012d) , evidential belief function model (Althuwaynee et al. 2012; Bui et al. 2012c) , and support vector machine (SVM) (Yao et al. 2008; Yilmaz 2010b; Marjanović et al. 2011; Xu et al. 2012; Bui et al. 2012a) and their performances have been assessed. The spatial results of these approaches are generally appealing, and they give rise to qualitatively and quantitatively map of the landslide hazard areas (Pradhan 2010a ). The main difference between the present study and the approaches described in the aforementioned publications is that a GIS-based support vector machine (SVM) by different kernel functions were applied and their results were compared for landslide susceptibility in Kalaleh Township area of Golestan province, Iran. The SVM is a relatively new method that has seldom been applied to landslide susceptibility assessment. Moreover, the comparison of various kernel classifiers is important scientifically because SVM can use several types of kernel functions. This study may contribute on the selection of kernel function for the landslide susceptibility mapping by SVM approach.
Study area
The study area covers roughly 3430 km 2 between latitudes 37
• 06 20 to 37
• 47 58 N, and longitudes 55
• 18 05 to 56
• 04 57 E, and is located in the east part of the Golestan province, Iran (figure 1). The altitude of the study area ranges from 0 to 2307 m above m.s.l. The majority of the areas (63.3%) are covered by irrigation agriculture (36.4%) and mixing of range-agriculture (26.9%). The slope angles of the area range from 0
• to as much as 89
• . The total annual rainfall ranges in different parts of the study region, from 300 to 765 mm. Based on the records from the Iranian Meteorological Department, the maximum rainfall occurs between November and January (Golestan Regional Water Co. 2007) . The study area is heterogeneous in terms of terrain complexity (plain and mountainous) and has different climatic regimes (semi-wet in south parts and dry and semi-dry in north parts). The lithology of the study area consists of several geologic formations such as Shemshak, Khoshyeilagh, Abderaz, Chamanbid, Tirgan, Mozduran and Zard (table 1) .
Data inputs
Various thematic data layers representing landslide conditioning factors, such as slope degree, slope aspect, altitude, plan curvature, profile curvature, tangential curvature, surface area ratio (SAR), lithology, land use, distance from faults, distance from rivers, distance from roads, topographic wetness index (TWI) and stream power index (SPI) were prepared. These factors fall under the category of conditioning factors, which make the area susceptible to movement without actually initiating a landslide; thus, these factors are considered to be responsible for the occurrence of landslides in the regions for which pertinent data can be collected from available resources and from the field. The triggering factors, such as rainfall and earthquake, set the movement off by shifting the slope from a marginally stable to an actively unstable area. Furthermore, the attributes of the ground in terms of landslide susceptibility were considered in the present study.
Landslide inventory map
The mapping of actual landslides in the study area is essential for describing the relationship between the landslide distribution and the conditioning factors. To produce a detailed and reliable landslide inventory map, extensive field surveys and observations were performed in the study area. A total of 82 landslides were identified and mapped in the study area by evaluating aerial photos in 1:25,000 scale supported by field survey (figure 1). Most of the landslides are shallow rotational with a few translational. However, during the analyses performed in the present study, only rotational failure according to the landslide classification system proposed by Varnes (1978) was considered and translational slides were eliminated because its occurrence is rare. The minimum and maximum size of landslides is 450 and 5,700 m 2 , respectively. All the 82 landslides that were included in the study occurred over the past 20 years . Of the 82 landslides identified, 75% (61 landslide locations) locations were chosen randomly for the landslide susceptibility modeling, while the remaining 25% (21 landslide locations) cases were used for the model validation.
Conditioning factors
A digital elevation model (DEM), with a resolution of 15 m, was generated from topographic maps in 1:25,000 scale having a contour interval of 10 m. Using this DEM, slope degree, slope aspect, altitude, plan curvature, profile curvature, tangential curvature, and surface area ratio (SAR) were produced ( figure 2a-g ). The slope map was reclassified into four categories namely: (1) 0
• and (4) > 30 • (figure 2a). The aspect map is grouped into 9 classes including eight directions and flat (figure 2b). Altitude is also a significant landslide conditioning factor because it is controlled by several geologic and geomorphological processes (Gritzner et al. 2001; Dai and Lee 2002; Ayalew et al. 2005 ). An altitude map is prepared from the 15×15 m digital elevation model (1: 25,000 scale with 10 m contour intervals) and grouped into 5 classes (figure 2c). Plan curvature is described as the curvature of a contour line formed by intersecting a horizontal plane with the surface (figure 2d). The influence of plan curvature on the slope erosion processes is the convergence or divergence of water during downhill flow (Ercanoglu and Gokceoglu 2002; Oh and Pradhan 2011) . The plan curvature map was produced using a system for automated geoscientific analyses (SAGA) GIS. The profile curvature or vertical is curvature of corresponding normal section, which is tangential to a flow-line (figure 2e). It is negative when the normal section concavity is directed up, and positive in the opposite case (Hengl et al. 2003) . It shows the flow acceleration, erosion (negative values)/deposition (positive values) rate and gives a basic idea of geomorphology (Yesilnacar 2005) . In addition, the profile curvature is important because it controls the change of velocity of mass flowing down the slope (Talebi et al. 2007) . Also, tangential curvature (primary topographic attribute) is a result of plan curvature and slope (figure 2f). It is measured in the direction of a tangent to a contour line. Tangential curvature represents local changes in the direction of the contour, which are related to the gravitational flux (Yesilnacar 2005) . Values less than zero and greater than zero indicate concavity (deposition) and convexity (erosion) for study area. Surface area ratio is a basis for useful measure of landscape topographic roughness and convolutedness (figure 2g). The surface area ratio of any particular region on the landscape can be calculated based on the following equation (Jenness 2002):
where S is the surface area of that region and A S is the plannimetric area. The value one represents smooth areas and higher values represent rough parts.
The geological map of the study area was prepared by the Geological Survey of Iran (GSI) at 1:100,000 scale, and was digitized in GIS. The study area is covered with various types of lithological formations. The general geological setting of the area is shown in figure 3 , and the lithological properties are summarized in table 1. In this study, a Landsat/ETM + satellite image was used for the year 2010 and a supervised classification approach was employed. Six different types of land use were classified. These classes are barren land, irrigation agriculture, lake, mixing of rangeagriculture, reedy land and saline land areas (figure 4). Most of the study area is covered by irrigation agriculture (36.4%) and mixing of rangeagriculture (26.9%). The distance from the faults is calculated at 100 m intervals using the geological map ( figure 5a ). An important parameter that controls the stability of a slope is the saturation degree of the material on the slope (Yalcin and Bulut 2007) . The closeness of the slope to drainage structures is another important factor in terms of stability. Five different buffer zones were created within the study area to determine the degree to which the streams affected the slopes (figure 5b). Similar to the effect of the distance to streams, landslides may occur on the road and on the side of slopes affected by roads (Pachauri et al. 1998; Ayalew and Yamagishi 2005) . Five different buffer zones are created on the path of the road to determine the effect of the road on the stability of slope (figure 5c). Another topographic factor within the runoff model is the topographic wetness index (TWI). A topographic wetness index measures the degree of accumulation of water at a site (figure 6a). It is defined as (Beven and Kirkby 1979; Moore et al. 1991) :
where A S is the catchment area and β is the slope angle in degrees. The stream power index (SPI) is a compound topographic attribute. It is a measure of the erosive power of flowing water based on the assumption that discharge is proportional to Figure 5 . Distances of (a) faults, (b) rivers and (c) roads. specific catchment area (figure 6b). Stream power index was calculated based on the formula given by Moore et al. (1991) .
where A S is the specific catchment's area and β is the local slope gradient measured in degrees.
Support vector machine
Support vector machine (SVM) is a classification system derived from statistical learning theory that can be used for both classification and regression (Vapnik 1995; Christianini and ShaweTaylor 2000) . It separates the classes with a decision surface that maximizes the margin between the classes. The surface is often called the optimal hyper-plane, and the data points closest to the hyper-plane are called support vectors. The support vectors are the critical elements of the training set. SVM algorithms, the available decision rules, provide a general method of function estimation that is performed by solving only a convex (quadratic) optimization problem. The aim of mentioned classification approach is not simply to separate the two classes, but to maximize the margin between them by minimizing W . Kanevski et al. (2009) showed that hyper-plane with a large margin should be more resistant to noise and possess better generalization than a hyper-plane with a small margin. Hence, SVMs have an important advantage compared to other machine learning algorithms (i.e., multi-layer perceptrons): the uniqueness of the solution (Micheletti 2011). So, consider a set of linear separable training vectors X i (i = 1, 2, . . . , n). The training vectors consist of two classes, which are denoted as Y i = ±1. The goal of SVM is to search an n-dimensional hyperplane differentiating the two classes by their maximum gap. Mathematically, it can be expressed as (Yao et al. 2008; Xu et al. 2012) :
where W is the norm of the normal of the hyperplane, and b is a scalar base. A Lagrangian formulation is introduced to solve the problem (equation 6). It consists in the adjunction of Lagrange multipliers λ i in constraint. Thus, the goal is now to minimize the Lagrangian L with to W and b and maximize with respect to λ i . For this reason, we used of following equation:
To perform the landslide susceptibility mapping using SVM, we used remote sensing software namely the environment for visualizing Images (ENVI 4.3). The ENVI 4.3 SVM classifier provides four types of kernels: linear, polynomial, radial basis function (RBF) and sigmoid. The default is the radial basis function kernel, which works well in most cases (ENVI 2006 
where γ is the gamma term in the kernel function for all kernel types except linear. d is the polynomial degree term in the kernel function for the polynomial kernel.
r is the bias term in the kernel function for the polynomial and sigmoid kernels.
γ, d, and r are user-controlled parameters, as their correct definition significantly increases the accuracy of the SVM solution.
Results and discussion
In this research, a support vector machine with six types of kernel classifiers such as linear, polynomial degree of 2, polynomial degree of 3, polynomial degree of 4, radial basis function (RBF) and sigmoid were used in GIS for landslide susceptibility mapping in the study area. A total of 82 landslides were mapped using aerial photographs and subsequently verified through the field checking. Fourteen landslide conditioning factors were considered that include: slope degree, slope aspect, altitude, plan curvature, profile curvature, tangential curvature, surface area ratio (SAR), lithology, land use, distance from faults, distance from rivers, distance from roads, topographic wetness index (TWI) and stream power index (SPI).
The results of spatial relationship between landslides and conditioning factors using frequency ratio model is shown in table 2. In table 2, for the slope degree between 16
• and 30
• , the frequency ratio was 0.7 which indicates a very low probability of landslide occurrence. Similarly, for the slope angle between 6
• and 15 • , the ratio was >1 (1.2), which indicates a high probability of landslide occurrence. Gentle slopes are expected to have a low frequency of landslides because of the generally lower shear stresses associated with low gradients. Steep natural slopes resulting from outcropping bedrock, however, may not be susceptible to shallow landslides. This may be due to the decrease of soil accumulation in steeper slope and anthropogenic (human-caused) interferences such as land use change in the middle slopes. The frequency ratio for the slope aspect was high for southwest-facing and south facing slopes (FR value of 1.6 and 1.4, respectively) but was low for flat slopes (0.3). The frequency ratio between landslide occurrence and altitude showed that the altitude between 676 and 1010 m ranges had the highest value 1.4 and 1418 and 2307 m class had the lowest value (0.0). The curvature values represent the morphology of the topography. A positive curvature is an upwardly convex cell, and a negative curvature is upwardly concave cell. As shown in table 2, from the results of the frequency ratio model, the more positive or negative the curvature value, the higher the probability of landslide occurrence. Flat areas had a low curvature value of 0.8, whereas convex shape had highest value of 1.3. The reason for this is that a convex rounded hilltop slope could expose to repeated dilation and contraction of loose debris on an inclined surface that might induce a creeping or mudslide due to heavy rainfall. In the case of profile curvature, most of the landslides occurred in (−7) and (−0.0001) class with FR value of 1.1. This means that the landslide probability is higher in this class. In profile curvatures, slope stability slightly increases when plan shape changes from concave to convex. However, this effect is more pronounced when it changes from straight to convex. In the case of tangential curvature, the frequency ratio was higher (1.3) in 0.001 and 30.93 class and lower (0.8) in flat areas. In the case of surface area ratio, the value one represents smooth areas and higher values represent rough parts. So, the frequency ratio for the SAR was high in >1.2 class, which indicates a high probability of landslide occurrence. There were six groups of lithological units within the study area. The frequency ratio between landslide occurrence and lithology suggests that the group 2 (i.e., P1c (conglomerate with intercalations of sandstone and clay), Pem (gray to white marl), Js (sandstone, shale and conglomerate), Dkh (dark grey shale, limestone, dolomite, sandstone, marl and diabase) and E1m (red marl with limestone and gypsum)) had the highest value (3.5), whereas the group 4 (K at ) with Andesite tuff formation had the lowest value (0.0). When comparing the relationship between landslides and land use, the ratio value was high in reedy land area (2.6); however, lake and saline land had a lower frequency ratio (0.0), indicating a lesser chance of landslide occurrence. In addition, we found that landslides at a distance of 1501 and 2000 m from a fault had a higher frequency ratio (1.4), indicating a higher probability of a landslide occurrence. The influence of river systems and roads on landslide susceptibility was also analyzed by identifying the river and road line buffering (table 2) . The relationship between a landslide and its distance from river and road lines showed that when distance from a river system and road line increases, the landslide occurrence probability decreases. There were high frequency ratios close to the river channels and roads, indicating a higher susceptibility. At a distance of 101 and 200 m, the ratio was >1, indicating a high probability of landslide occurrence, and at distances >400 m, the ratio was <1, indicating very less probability. This can be attributed to the fact that terrain modification caused by gully erosion may influence the initiation of landslides. Similarly, the proximity of landslide to road was calculated by buffering (table 2) . It can be observed that as the distance from road decreases, the landslide frequency generally decreases. At distances between 0 and 100 m, 100 and 200 m, and 3000 m, the ratios were >1 (4.3, 2.4 and 2.4, respectively), indicating a very high probability of landslide occurrence. The frequency ratio for the TWI and SPI were high between the range >12 and 61 and 80, respectively. The frequency ratio value remained high, where the SPI values were low. The SVM classification output or result is the decision values of each pixel for each class that were used. The probability values in ENVI software as rule image represent 'true' probability in the sense that each probability falls in the range of 0 to 1, and the sum of these values for each pixel equals 1.
The final 'output rule images' is the landslide susceptibility index file with two values, i.e., 0 represents stable and 1 represents landslide. Finally, the landslide susceptibility maps were reclassified into four susceptibility classes: high, moderate, low and very low (figures 7-12). For the classification of the landslide susceptibility zones, a natural break classification scheme was applied (Pourghasemi et al. 2012c , e).
Validation and comparison of landslide susceptibility maps

Success and prediction rate for landslide susceptibility maps
The critical strategy in prediction models is the task of validating the predicted results that can provide meaningful interpretation of the results.
To apply this validation, we used success rate and relative operating characteristics curve (ROC) by comparing the existing landslide locations with the six landslide susceptibility maps. Using the landslide grid cells in the training dataset, the success rate results were obtained. The success rate curves were obtained by using the training dataset 75% (61 landslide locations). Table 3 shows the success rate and prediction rate curves for types of kernel models of support vector machine. The validation results showed that success rates for six types of kernel models vary from 79.3% to 87.8%. Consequently, the RBF and polynomial degree of 3 models have the highest area under the curve (AUC) value (0.88 and 0.87) but linear model has the less AUC with value of 0.79. Since the success rate method used the landslide pixels that have already been used for building the landslide models, the success rate is not a suitable method for assessing the prediction capability of the models. However, the success rate method may help to determine how well the resulting landslide susceptibility maps have classified the areas of existing landslides (Bui et al. 2011) . The prediction rate (ROC curve) explains how well the model and predictor variables predict the landslide (Bui et al. 2011; Pourghasemi et al. 2012e ). This method is already widely used as a measure of performance of a predictive rule (Yesilnacar and Topal 2005; Van Den Eeckhaut et al. 2006; . ROC plots the different accuracy values obtained against the whole range of possible threshold values of the functions, and the AUC serves as a global accuracy statistic for the model, regardless of a specific discriminate threshold. This curve is obtained by plotting all combinations of sensitivities and proportions of false negatives (1-specificity), which may be obtained by varying the decision threshold. The range of values of the ROC curve area is 0.5-1 for a good fit, while values below 0.5 represent a random fit. The results of the ROC curve test are illustrated in figure 13 and table 3. These curves indicate that RBF and polynomial degree of 3 has relatively higher prediction performance than other types of kernel models. As can be seen from the AUC values, the RBF yielded the most accurate results when compared to the kernel models considered in the study. The main reason for this result is sourced from the nature of RBF. In landslide susceptibility assessment, the approximation capacity of the RBF is better than the kernel functions. When only the kernel functions are considered, the function having the polynomial degree of 3 exhibited the best performance. This result can be considered as normal because polynomial degree of 3 yielded as optimum result. If the polynomial degree increases, the overfitting problem arises. For this reason, the performance of the kernel function having the polynomial degree of 4 is worse than that of the kernel function having the polynomial degree of 3. As a main conclusion obtained from this assessment, it is possible to say that the landslide susceptibility problem is a nonlinear problem. For this reason, using the nonlinear approaches gives the better results than that of linear approaches. However, it should be abstained from the overfitting problem when using the nonlinear approaches.
Frequency ratio analysis for landslide susceptibility maps
Relative frequency ratio analysis was performed on the classification results by overlaying the landslide grid cells of the six landslide susceptibility classes for each landslide susceptibility map. In the next stage, the distribution of the actual landslide areas is determined based on the landslide susceptibility zones. Finally, all the landslide grid cells were overlaid on landslide susceptibility zone (low, moderate, high and very high) in GIS, and frequency ratio was calculated for each of the susceptibility zones (Pradhan 2010a, b; Pourghasemi et al. 2012c, d) . In an ideal landslide susceptibility map, the frequency ratio value increases from a low to a very high susceptibility zone (Pradhan and Lee 2010b; Pourghasemi et al. 2012c, d) . A plot of the frequency ratio for the four landslide susceptibility classes of the six landslide susceptibility models is shown in figure 14 . The results showed that the frequency ratio is gradually increased from the low to the very high susceptibility zone in study area. Also, descriptions of the four susceptibility zones of the six SVM models are shown in table 4. It could be observed that the sum percentage of existing landslide pixels for high and very high susceptibility zones (3 and 4) are 43% (RBF), 40% (polynomial #3), 39% (polynomial #2), 39% (sigmoid), 37% (polynomial #4) and 35% (linear), respectively. So, this result indicates that the extent of the landslide zones located in the high and very high susceptibility class for RBF model is higher than the other models. It is interesting to note that the frequency ratio value for linear model dramatically decreases for 'very high' landslide susceptibility zone. The main reason of this anomaly is sourced from the accuracy of the model. In fact, the accuracy of the linear model is highly low when compared to the other models employed in the present study. Consequently, 36%, 41%, 38%, 36%, 36% and 36% of the landslide zones coincided with the moderate susceptibility (zone 2) class of landslide susceptibility maps produced by RBF, polynomial #3, polynomial #2, sigmoid, polynomial #4 and linear models, respectively.
Concluding remarks
The preparation of landslide susceptibility maps is one of great interest to planning agencies for preliminary hazard studies, especially when a regulatory planning policy is to be implemented. Application of the SVM has been successfully demonstrated in this paper for the spatial prediction of landslide susceptibility. The main goal of the current study was to produce landslide susceptibility map for the study area using support vector machine (SVM) using six types of kernel classifiers such as linear, polynomial degree of 2, polynomial degree of 3, polynomial degree of 4, radial basis function (RBF) and sigmoid. At first stage, through multiple field investigations and aerial photo interpretation, a landslide inventory map was created. Subsequently, 14 data layers, as the landslide conditioning factors, are exploited to establish the spatial relationship between the landslides and the factor to detect the most susceptible areas. These factors are slope degree, slope aspect, altitude, plan curvature, profile curvature, tangential curvature, surface area ratio (SAR), lithology, land use, distance from faults, distance from rivers, distance from roads, topographic wetness index (TWI) and stream power index (SPI). The image processing software ENVI was used for the application of SVM model with different kernels in landslide susceptibility mapping. For result validation, both success rate and prediction rate curves were used. The validation results showed that the SVM model using RBF and polynomial degree of 3 have slightly better prediction accuracy (85%) and (83%) than the others types of kernel models employed in this study. Based on our results, the differences in the rates (success and prediction) of the six models are not really significant. As a conclusion, the selection of the kernel function and its parameters play an important role in landslide susceptibility assessment. Also, it is clear that the degree of polynomial function had significant effect in the model. Landslide susceptibility maps are of great help to planners and engineers for choosing suitable locations to implement developments. These results can be used as basic data to assist slope management and land-use planning. Moreover, this approach can be replicated in other study areas in order to compare their results and efficiency. It is important to note how, in SVMs algorithms, the available decision rules provide a general method of function estimation that is performed by solving only a convex (quadratic) optimization problem. Hence, SVMs have an important advantage compared to other machine learning algorithms: the uniqueness of the solution. As a final conclusion, the analysed results obtained from the study can provide very useful information for decision making and policy planning in landslide areas. 
