Speech Emotion Recognition (SER) is an important part of speech-based Human-Computer Interface (HCI) applications. Previous SER methods rely on the extraction of features and training an appropriate classifier. However, most of those features can be affected by emotionally irrelevant factors such as gender, speaking styles and environment. Here, an SER method has been proposed based on a concatenated Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). The CNN can be used to learn local salient features from speech signals, images, and videos. Moreover, the RNNs have been used in many sequential data processing tasks in order to learn long-term dependencies between the local features. A combination of these two gives us the advantage of the strengths of both networks. In the proposed method, CNN has been applied directly to a scalogram of speech signals. Then, the attention-mechanism-based RNN model was used to learn long-term temporal relationships of the learned features. Experiments on various data such as RAVDESS, SAVEE, and Emo-DB demonstrate the effectiveness of the proposed SER method.
INTRODUCTION 1
Emotions play an important role in many speech-based human-computer interface applications [1] [2] [3] . Therefore, in recent years, Speech Emotion Recognition (SER) has attracted increasing attention. However, in spite of improvements in this area, SER is still a challenging task b ecause emotions can be expressed by people in different ways. Besides, emotion-irrelevant factors, such as gender and age can affect the speech signal in various ways.
In the conventional methods, distinguishable paralinguistic features should be extracted from the training data and then a machine learning algorithm should be learned using these features to estimate the emotion of the new input case [4] [5] [6] [7] . These features should not depend on the lexical context or the speaker. Common features utilized in the field include energy-related, pitch, Linear Predictive Spectrum Coding (LPCC), Mel-Frequency Spectrum Coefficients (MFCC), Mel-Energy Spectrum Dynamic Coefficients (MEDC) and formant frequencies [8] . In addition, some classification methods such as K-Nearest Neighbors *Corresponding Author Email: i.esmaili.p@umz.ac.ir (I. Esmaili Paeen Afrakoti) (KNN), Hidden Markov Model (HMM), Support Vector Machine (SVM), and Multi-Layer Perceptron (MLP) have been utilized in many researches [8] [9] [10] [11] [12] . In [13] , a feature combination of MFCC, MEDC, and energy was utilized along with the SVM method to recognize the emotion. In literature [14] , short-time Log Frequency Power Coefficients (LFPC) were used as a feature vector and Hidden Markov Model (HMM) was used as the classifier. In [15] , prosodic features were extracted using Continuous Wavelet Transform (CWT) coefficients and the SVM method was utilized for classification. In [16] , hyper prosodic features were extracted, and a deep neural network was utilized for classification. Correa et al. extracted features using bionic wavelet transformation and utilized Gaussian Mixture Models (GMM) for classification [17] .
Hardware improvement especially using the Graphical Processing Unit (GPU) for computation and also the development of robust learning algorithms become one of the significant causes of the spreading use of the Convolutional Neural Networks (CNN) and deep structures in many real-world applications [18] [19] [20] [21] . CNN can be directly used for emotion recognition task using the image data [22] [23] [24] [25] [26] [27] . But using these structures for speech input data has some difficulties. In the following, some significant works and ideas are reviewed about speech emotion recognition using CNN and deep structures.
In litrature [28] , an end-to-end structure was used for SER based on a convolution operation as a feature step following a Long Short-Term Memory (LSTM) structure. After applying an FIR filter for reducing the noise, each 6-sec segment of the raw speech signal will be fed to multiple 1D convolution layer structures for extracting a high-level feature for LSTM. This system performed very well on some datasets with respect to state-of-the-art algorithms.
Short-Term Fourier Transform (STFT) is a famous method in this field for transforming the input speech signal into an image datum called a spectrogram. In litrature [29] , a semi-CNN architecture consisting of an input layer, one convolutional layer, one fully-connected layer, and an SVM classifier was used. The spectrogram of the speech signal is given to the input of the structure as a 15×60 image datum. The proposed algorithm has shown high accuracy and robustness to speaker variation in the emotion recognition task. In litrature [30] , an SER system is designed based on CNN networks with spectrogram and phoneme sequences as input data which shows 4 percent better accuracy compared to other stateof-the-art algorithms.
Jiang et al. introduced a parallelized convolutional recurrent neural network with spectral features [31] . Two parallel computing paths, consisting LSTM and CNN, form a unified strcuture applying on the frame level and log Mel-spectrogram features which uses a softmax classifier at the end. In [32] , a CNN architecture followed by an LSTM structure is used for emotion recognition based on the raw spectrogram of the input speech signal using a data augmentation approach. The results of this paper wwere 64.5% for weighted accuracy and 61.7% for unweighted accuracy on the IEMOCAP dataset. A structure that contains two 1D and 2D CNN LSTM networks with speech and log-mel spectrogram inputs is proposed in litrature [33] . The results wwere 89.16 and 52.14 percent for speaker-dependent and speakerindependent experiments on IEMOCAP, respectively. The authors in litrature [34] splitted the input signal to overlapping segments, and then an 88dimensional vector was extracted that contains features such as MFCC, pitch, and intensity for each frame . Using the K-means algorithm, the dimension of the data decreased and then it was encapsulated in a 3D tensor. The 3D tensor was fed to a 3D convolutional network which showed an acceptable result for the SER problem.
In this paper, an approach has been proposed to recognize emotion in speech signals using deep convolutional and recurrent networks with attention mechanisms. First, speech segments are converted into 3D scalograms. Given a 3D scalogram, convolutional layers are used to extract high-level features. To reflect the time-varying properties of the speech signal, an LSTM layer is used to extract long-term dependencies. Finally, an attention layer followed by fully connected and a softmax layer are used to make a final decision. In convolutional and max-pooling layers, rectangular kernels and square ones are utilized. The proposed method is evaluated on three widely used emotional speech databases with different languages. The experiments revealed that using scalogram as the input signal to the proposed model can improve the SER accuracy.
The rest of the paper is organized as follows. Section 2 presents the proposed method which is composed of generating the 3D scalogram as the input to the proposed CNN-LSTM architecture. In Section 3, some popular SER datasets are described and the experimental results are reported. Finally, concluding remarks are provided in Section 4.
MAIN IDEA AND THE PROPOSED METHOD
In this section, the proposed SER method is introduced. The audio signals are split into equal-length (2.5 seconds) segments. Then, the 3D scalogram for each segment is generated as the model input. The model consists of several 3D convolutional layers, an LSTM layer, and a fully connected layer followed by a softmax layer. Below we will discuss the details of the proposed method.
1. 3D Scalogram Generation
In order to reduce the variations between different speakers, the signals are normalized to zero mean with variance equal to 1. Then, a Voice Activity Detection (VAD) method is used to eliminate silence at the beginning and end of each signal. As described above, each speech signal has been split into segments. Each segment is also splitted into 25 msec frames with 10 msec overlap. Then, the scalogram of each frame is computed using CWT. To compute the CWT of a signal s(t), Equation (1) is used. Different daughter wavelets can be produced by changing the values of a and b. Among the available implemented wavelets, Morlet wavelet is a suitable wavelet for the application of speech processing [15] . Its complex-valued function is defined as Equation (2). 
where  is the width of the Gaussian and  can specify the time-frequency precision trade-off. Here, these parameters are set to 1 and 5, respectively [15] . The result of applying CWT on each frame is a scalogram. A typical sample frame with its scalogram is given in Figures 1.b and 1 .c, respectively. To reduce the computational complexity, each scalogram is divided into strips of equal length (here 20 bars). Then, for each bar, the average values in each scale are computed. We put the vector obtained for each bar in depth ( Figure  1.d) . If we bring the obtained vectors (for the whole frames) together, we will obtain the data with dimensions n is the number of bars. The whole process is described in Figure 1 .
CNN-LSTM Network
The utilized deep neural network is depicted in Figure 2 . As can be seen in this figure, two types of neural networks, namely, convolutional neural network and recurrent one have been used in the proposed architecture. In the following, the details of the proposed architecture are described.
1. Convolutional Neural Network
One of the popular neural networks in image processing applications is CNN. Local connectivity and weight sharing in this model reduce the number of parameters to be learned. As described above, for each segment a 3D scalogram has been obtained. This image is a time-scale representation of the audio signal. Here, CNN can be learned to extract salient features from these images. The extracted features (the output of the CNN) can be viewed as a sequence of vectors, so it has been used as an input to the recurrent network. By considering the input of the CNN as a 
Bidirectional Recurrent Network
In emotion recognition, it seems that the past and the future audio information can be relevant. So sequence features obtained by the CNN part are fed into a bidirectional LSTM network. The block diagram of the utilized LSTM layer with an attention layer is depicted in Figure 3 . As can be seen, there are two sub-networks for left and right sequence contex. The output of the ith vector is considered as ,
Here i x is the local extracted feature with size of s d nn   . We consider 128 cells in each direction. So the output of this network has 256dimensional high-level features. In order to preserve and retire the most discriminative features for the final decision, an attention layer has been added to the model.
3. Attention Layer
As can be seen in Figure 3 , attention layer has been added after the LSTM layer to score the importance of the sequence of high-level features to the final decision [36] . By considering . The output of the attention layer is fed into a fully connected layer. It helps the softmax classifier to better map the audio signal into emotional categories.
EXPERIMENTAL RESULTS
Here, the proposed method is evaluated on three widely used emotional speech databases with different languages: the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS), the Surrey Audio-Visual Expressed Emotion (SAVEE), and the Berlin Emotional Database (Emo-DB). In the following, a brief explanation of each dataset is provided first, and then experimental results are reported.
1. Datasets
SAVEE consists of 480 emotional speech utterances from four male speakers conveying seven emotions (anger, happiness, disgust, sadness, surprise, neutral, and fear) in English [37] . The average file length is 4 seconds. The sampling rate is 44.1 kHz. Emo-DB contains 537 emotional speech utterances from 10 professional German actors (5 males and 5 females), with 7 emotions (anger, joy, sadness, neutral, boredom, disgust, and fear). The actors were asked to express 10 sentences with these 7 emotions. The audio files are 3 seconds long on average and the sampling rate is 16 kHz [38] .
RAVDESS contains 24 American English actors (12 males and 12 females) speaking and singing with 8 different emotions (neutral, calm, happy, sad, angry, fear, surprise, and disgust) [39] . All emotion expressions except neutral are performed at two levels of intensity, namely normal and strong. The whole data is available in audiovisual, video-only, and audio-only (wave) formats. Here, only male speech signals were utilized for evaluation. The audio files are 3 seconds long on average and the sampling rate is 16 kHz.
All experiments are performed on a computer system configured with Intel(R) Core (TM) i7-7700HQ CPU @ 2.80GHz, 16 GB RAM and a GPU Nvidia Geforce GTX1070 with 8 GB GDDR5. It is observed that by setting batch-size=40, it took approximately one hour to train the model.
SIMULATION RESULTS
In this section, the recognition accuracy on the three mentioned datasets are reported. The type and the size of the training samples should be considered in choosing the depth of the network. The experiments reveal that for a large database, 6 layers of FLB are sufficient, and for a smaller database, such as RAVDESS, taking more than 3 layers along with increasing complexity may lead to overfitting.
Here, for all databases, four emotional categories including happy, sad, neutral, and angry have been considered in the experiments. Each speech signal has been split into equal-length of 2.5-second segments, with a 1-second overlap. For the files that are less than 2.5 seconds in duration, zero-padding has been applied. The emotion label of each segment is assigned according to the label of the whole sentence. These segments with their labels are used in training and testing processes.
To better analyze the classification distribution of each emotion, the confusion matrixes during speakerindependent SER experiments for SAVEE, Emo-DB, and RAVDESS databases are shown in TABLEs 1, 2, and 3, respectively. The rows and the columns of each matrix correspond to the actual and predicted labels, respectively. The experiments performed on SAVEE data revealed that there is much confusion between happiness and anger. The reason is that both anger and happiness have high levels of energy and arousal. It can be seen that the proposed SER method can perform a prediction with average accuracy of above 77% for each emotion. Also, for Emo-DB data, the proposed SER method has performed a prediction with average accuracy of above 92% for anger, sadness, and neutral emotions. The neutral obtained the highest accuracy and happiness obtained the lowest rate. There are 35% happiness utterances detected as anger. However, there are only 7% anger utterances detected as happiness. The reason might be that a greater percentage of the utterances in the database is related to the angry emotion.
The experiments performed on RAVDESS data revealed that many neutral utterances are confused with sadness. Low arousal value for both of these two emotions can be the reason for this phenomenon. One possible reason for the great difference between the neutral/sadness and sadness/neutral confusion terms can be the different class distribution. Moreover, it is observed that 11% of happiness utterances are predicted as sadness. This is a little weird and should be investigated in future works in detail.
For speaker-independent evaluations, the k-fold cross validation approach has been used. In such a way, in any database, one speaker is selected as the testing data and the remaining ones are considered as the training data. Because of the effect of the initial value on the result, each evaluation has been repeated 5 times with different random initialization values, and the whole average of the results was subsequently reported.
For speaker-dependent experiments (only unweighted average recalls are reported in TABLE 4) for each dataset, the whole data was shuffled and randomly split into two disjoint sets; training (80%) and test (20%).
Generally, a direct comparison between SER methods is very difficult due to the differences in experimental setup or the choice of speech data. Here, for the sake of comparison, some well-established studies using common datasets are considered. The performances of the proposed method are evaluated using Unweighted Average Recall (UAR) and reported in Table 4 . The UAR is a suitable metric for evaluation when the data are imbalanced, and is obtained by averaging the accuracy of all classes. In order to compare the performances of the proposed method with some conventional ones, the results reported in some references are tabulated in this table. The comparisons revealed that the proposed method conducted on a 3D scalogram achieves satisfactory accuracy. This indicates that effective emotional information can be retained using a 3D scalogram as an input.
CONCLUSION
In this paper, using the scalogram patches, a new SER model composed of the CNN and attention-based BLSTM has been proposed. The scalogram of each segment has been utilized as our model input. First, local features are learned using multiple FLBs in which each FLB consists of one convolutional layer and one batch normalization followed by a Relu layer. Then, to learn the contextual dependencies between locally learned features, they are reshaped and fed into an LSTM layer. Finally, a decision is made by utilizing an attention layer, and a fully connected layer followed by a softmax layer. The proposed SER model is evaluated on three widely used databases, namely RAVDESS, SAVEE, and Emo-DB. Speaker-independent and speaker-dependent SER experiments indicate that our model achieves more accurate results in terms of UAR compared with some state-of-the-art methods. According to the experimental results, it can be concluded thata significant improvement has been achieved by using the scalogram as an input to the CNN-LSTM model. However some degree of confusion between happiness and anger, and neutral and sad still exists which will be investigated in our future works.
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